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Due to the inherently hierarchical nature of many natural phenomena,
data collected rests in nested entities. As an example, students are nested in
schools, school are nested in districts, districts are nested in counties, and coun-
ties are nested within states. Multilevel models provide a statistical framework
for investigating and drawing conclusions regarding the influence of factors at
differing hierarchical levels of analysis. The work in this paper serves as an
introduction to multilevel models and their comparison to Ordinary Least
Squares (OLS) regression. We overview three basic model structures: variable
intercept model, variable slope model, and hierarchical linear model and illus-
trate each model with an example of student data. Then, we contrast the three
multilevel models with the OLS model and present a method for producing
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Many data sets inherently possess a hierarchical structure. As an ex-
ample, think of data on students in a school district or county. Each student is
in a particular school; thus we say students are nested in schools. Metrics may
exist that describe students, such as GPA or socio-economic status, while other
variables describe the school, such as student body size and student-teacher
ratio. A researcher interested in the influence of student-teacher ratio on GPA
scores needs a technique that can handle multiple levels of a hierarchy.
Multilevel models were developed to analyze data structured in this
way, with lower level units, individuals, nested in higher level units, groups.
In the previous example, students are the lowest level nested within schools.
However, the hierarchy does not have to end here. Data may be collected on
the school district, which is within a county, which is within a state. Although
hierarchy seemingly can extend forever, this report restricts its scope to a
two-level model.
Multilevel models may be thought of as extensions of linear regression
in which data is structured in groups and coefficients may vary by group. A
primary advantage of multilevel models is that they allow one to investigate
relationships within a unit, as well as between units simultaneously [6, pg.
237]. For example, we could investigate the mean and variability of test scores
within a school, as well as the variability of test scores between schools.
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Data
We will illustrate multilevel models with student examination results
obtained from the University of Bristol Centre for Multilevel Modelling [10].
The General Certificate of Secondary Examination (GCSE) scores provides
test results from 8,857 students in 74 schools in inner London [7]. After omit-
ting examination results with incomplete intake data, the analysis includes
results from 4,059 students in 65 schools. The data set includes a normalized
exam score as the outcome variable. The predictors include the standardized
London reading test taken when the students were 11 years old, verbal rea-
soning category intake at 11 years, gender, and school gender (mixed, boys, or
girls).
Variables Used
school School ID – a factor with 65 levels.
normexam Normalized exam score.
standLRT Standardized London reading test score.
Models
We will fit the data using the lm() [11] and lmer() [2] functions in R,
which fit a simple linear regression and generalized mixed models with vari-
able coefficients, respectively. The lmer() model estimation function has the
capability of producing Maximum Likelihood (ML) estimates and Restricted
Maximum Likelihood (REML) estimates.
For demonstrative purposes, we will simplify the data. An exploration
of the relationship between students’ exam scores and their LRT score is shown




We will overview a simple linear regression of normexam on stan-
dLRT ignoring school from the exam dataset introduced in this chapter.
Combining all the schools together and fitting a linear regression to the data
is called a complete-pooling method. Looking at the complete pooling method
in conjunction with the multilevel modelling method will allow us to present
a model comparison later in this paper.
The Ordinary Least Squares (OLS) model equation takes the form:
normexami = β0 + β1standLRTi + ri, (1.1)
where ri are the residual errors that account for the difference between the ac-
tual outcomes, normexami, and the predicted outcomes, β0 +β1standLRTi.
A simple linear regression is fitted in R using the commands in List-
ing 1.1.
##Model 0 - Linear Regression
m0<-lm(normexam ~ standLRT , data=Exam)
Listing 1.1: R code for producing OLS model of exam data using lm.
Table 1.1 contains the resulting output. From this, the fitted regression line
is normexami = −0.001 + 0.595standLRTi. Figure 1.1 shows nine of the
schools’ data overlaid with the simple linear regression line. We truncated the






Table 1.1: R (lm) output for OLS model of exam data.




Multiple layers of complexity arise when dealing with multilevel models.
In the following sections, these layers of complexity will be defined starting
with the simplest case. In order to maintain conventions throughout this
paper, we will denote the number of groups as N . We will denote the number
of individuals, which will vary between groups, as nj where j = 1, ..., N , and
the total number of individuals as M =
∑
j nj.
The multilevel model is a type of regression model that is suitable for
data in a hierarchical structure. As with all regression models, there are de-
pendent and explanatory variables. The aim is to identify the relationship
between dependent and explanatory variables, e.g. how student-teacher ratios
influence GPA scores. Unlike linear regression models, multilevel models con-
tain more than one error term: one for each level. In this paper, we define
indices and variables as follows:
j is the index for the groups (j = 1, ..., N)
i is the index for the individuals within groups (i = 1, ..., nj).
For the individual i in group j:
Yij is the dependent variable
xij is the explanatory variable at the individual level.
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For group j:
Wj is the explanatory variable at the group level.
Using the example from Chapter 1, N is the number of schools (65), nj is the
number of students within each school, Yij are the students’ normalized exam
scores (normexam), and xij are the students’ standardized London reading
scores (standLRT). There are no group level explanatory variables (Wj) in
our example.
An underlying assumption of multilevel modelling is that the variables
Y and x have both an individual, as well as a group aspect. For example, the
mean of x will differ from group to group. In the following sections, keep in
mind that an explanatory variable defined at the individual level will often
also contain information about groups.
The multilevel models in the following sections will differ in their spec-
ification of the regression coefficients. We will explore three depths of com-
plexity depending on the random or fixed qualities of specific coefficients. The
term fixed effects denotes regression coefficients that do not vary by group or
for group level coefficients. The term random effects refers to the group level
errors.
2.1 Variable Intercept Model
Consider the first case, in which the intercept varies between groups.
This indicates that some groups, on average, tend to have higher responses
than others. The regression model contains a variable intercept, but the slope
remains fixed:
Yij = β0j + β1xij + rij. (2.1)
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The group dependent intercept, β0j can be split into an average inter-
cept and a group-specific deviation:
β0j = γ00 + u0j. (2.2)
Substituting (2.2) into (2.1) yields the combined model
Yij = γ00 + β1xij + u0j + rij. (2.3)
As a final step, we change the notation for the regression coefficient from βj
to γ10:
Yij = γ00 + γ10xij + u0j + rij. (2.4)
The reasons for this change in notation will become apparent shortly.
The group specific deviation, u0j, are assumed to be independent, iden-
tically distributed variables with mean zero and unknown variance, and are
also assumed to be independent of rij. The random intercept model takes its
name from having the group-dependent intercepts vary from group to group.
Example
We illustrate the variable intercept model using the exam data intro-
duced in Chapter 1. Consider the goal of modelling the relationship between
normexam and standLRT with a variable intercept model using (2.1) and
(2.2):
normexamij = β0j + β1standLRTij + rij (2.5)
β0j = γ00 + u0j. (2.6)
In our example, β1 and γ00 are the fixed effects, while u0j are the random
effects. Recall, the u0j are assumed to be independent, identically distributed
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variables with mean zero and unknown variance, and are also assumed to be
independent of rij.
This model can be fit and displayed using the R commands in Listing 2.1
##Model 1 - Variable Intercept
m1 <-lmer(normexam ~ standLRT + (1 | school))
Listing 2.1: R code for producing variable intercept model of exam data using
lmer.
The call to lmer starts with a relationship between normexam and stan-
dLRT that does not vary by group and adds (1 — school), which is the
intercept allowed to vary by school.
Table 2.1 contains the output of this model. The output of the lmer
Linear mixed model fit by REML
Formula: normexam ∼ standLRT + (1 | school)
AIC BIC logLik deviance REMLdev
9377 9402 -4684 9357 9369
Random effects:
Groups Name Variance Std.Dev.
school (Intercept) 0.093839 0.30633
Residual 0.565865 0.75224
Number of obs: 4059, groups: school, 65
Fixed effects:
Estimate Std. Error t value
(Intercept) 0.002324 0.040349 0.06
standLRT 0.563308 0.012468 45.18
Table 2.1: R (lmer) output for variable intercept model of exam data.
function is split into six parts: a) the estimation technique used; b) the formula
used; c) the model fit criteria used for comparison between models; d) the
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estimates of the variability of the random effects; e) the number of individuals
and groups; and f) the fixed effects estimates. The fixed and random effects





Note the ̂ notation above indicates these are estimates of the population
regression coefficients using the data.
Figure 2.1 shows nine schools in the population and their regression











Table 2.2: Variable intercept model coefficients for exam data, limited to nine
schools.
by using the function coef(m1) in R. We can see clearly the intercept co-
efficients varying by school, while the slope coefficient is the same across all
schools because this is what was specified in the model. For example, the fitted
9
Figure 2.1: Variable intercept model for exam data, limited to nine schools.
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regression line for school 28 is normexami = −0.6088 + 0.5633standLRTi
while the fitted regression line for school 53 is normexami = 0.7269 +
0.5633standLRTi, and so forth.
By using the commands fixef(m1) and ranef(m1) in R, we can display
the estimated model over the schools – fixed effects – and the school-level




Table 2.3: Fixed effects of variable












Table 2.4: Random effects of vari-
able intercept model of the exam
data – limited to nine schools.
commands. Table 2.3 tells us the fitted regression line for the average school is
normexami = 0.0023+0.5633standLRTi, while Table 2.4 tells us how much
the intercept is shifted up or down in any particular school. For example in
school 28, the estimated intercept is 0.6111 lower than average, giving the
fitted regression line normexami = (0.0023− 0.6111) + 0.5633standLRTi =
−0.6088 + 0.5633standLRTi. Notice this is the same regression line we found
by using the coef(m1) function.
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2.2 Variable Slope Model
The second case to consider is one in which the slope varies between
groups. This model assumes the same intercept for all groups, but allows the
slope to vary:
Yij = β0 + β1jx1j + rij. (2.7)
Similar to the variable intercept model (2.2), we can split the group dependent
slope,β1j, into an average coefficient and a group-dependent deviation:
β1j = γ10 + u1j. (2.8)
Substituting (2.8) into (2.7) yields
Yij = β0 + γ10xij + u1jxij + rij. (2.9)
Again, the final step will be a notation change
Yij = γ00 + γ10xij + u1jxij + rij. (2.10)
The reason for the notation change becomes clearer when (2.10) is compared
to (2.4). A general form for the multilevel model is being fashioned.
The random effects, u1j, are assumed to be independently identically
distributed random variables with mean zero and unknown variance, and
are also assumed to be independent of the residuals, rij. The first part of
(2.10),γ00 +γ10xij, is the fixed part of the model. The second part, u1jxij +rij,




We continue with the exam example from Chapter 1 to illustrate the
variable slope model. We again model the relationship between normexam
and standLRT, this time using (2.7) and (2.8):
normexamij = β0 + β1jstandLRTij + rij (2.11)
β1j = γ10 + u1j. (2.12)
In this example, β0 and γ10 are the fixed effects, while u1j are the random
effects. Recall, the u1j are assumed to be independently identically distributed
random variables with mean zero and unknown variance, and are also assumed
to be independent of the rij.
The variable slope model can be fit in R using the commands found in
Listing 2.2.
#Model 2 - Variable Slope
m2 <- lmer(normexam ~ standLRT + (standLRT - 1 |
school))
Listing 2.2: R code for producing variable slope model of exam data using
lmer.
The call to lmer again starts with a relationship between normexam and
standLRT and adds (standLRT - 1 — school), which commands R to
allow standLRT to vary by school, but not the intercept (1).
The output of this model is contained in Table 2.5. This is the same
output format as found in Section 2.1. The fixed and random effects estimates
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Linear mixed model fit by REML
Formula: normexam ∼ standLRT + (standLRT - 1 | school)
AIC BIC logLik deviance REMLdev
9709 9734 -4850 9688 9701
Random effects:
Groups Name Variance Std.Dev.
school standLRT 0.025902 0.16094
Residual 0.625091 0.79063
Number of obs: 4059, groups: school, 65
Fixed effects:
Estimate Std. Error t value
(Intercept) -0.01462 0.01284 -1.139
standLRT 0.58782 0.02423 24.259
Table 2.5: R (lmer) output for variable slope model of exam data.





Figure 2.2 shows the same nine schools we examined in Section 2.1
with their variable slope regression lines. Table 2.6 shows their corresponding
coefficients. Again, we find the coefficients by using the coef(m2) function
in R. It is clear in this model that the slopes are varying by school, while
the intercepts remain constant. For example, the estimated regression line for
school 28 is normexami = −0.0146 + 0.5803standLRTi, while the estimate
regression line for school 53 is normexami = −0.0146 + 1.1235standLRTi.
We find the fixed effects and the random effects again using the fixef(m2)
14












Table 2.6: Variable slope model coefficients for exam data, limited to nine
schools.
and ranef(m2) functions in R. Table 2.7 and Table 2.8 provide the results.




Table 2.7: Fixed effects of variable












Table 2.8: Random effects of vari-
able slope model of the exam data
– limited to nine schools.
−0.0146 + 0.5878standLRTi, while Table 2.8 shows the deviation of the
slope for each school from the average slope. In school 28, the slope is
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0.0074 less than the average, making the fitted regression line normexami =
−0.0146 + (0.5878− 0.0075)standLRTi = −0.0146 + .5803standLRTi. This
matches the regression line found using coef(m2).
2.3 Hierarchical Linear Model
In the previous sections, we introduced simpler cases of the hierarchical
linear model. In this section a more generalized hierarchical linear model will
be defined, where both intercepts and slopes will be allowed to vary.
In the variable intercept model, the groups differ with respect to the av-
erage value of the dependent variable; the only random effect is the intercept.
In the variable slopes, model the relationship between explanatory and depen-
dent variable differs between groups; the only random effect is the slope. In
the hierarchical linear, model the intercept and slope are both random effects.
The model equation is now:
Yij = β0j + β1jxij + rij. (2.13)
We can split the intercepts, β0j, as well as the slopes, β1j, into an average
coefficient and a group-dependent deviation:
β0j = γ00 + u0j (2.14)
β1j = γ10 + u1j. (2.15)
Substituting (2.14) and (2.15) into (2.13) leads to the model
Yij = γ00 + γ10xij + u0j + u1jxij + rij. (2.16)
Once again this model can be organized into a fixed part, γ00 + γ10xij,
and a random part, u0j + u1jxij + rij. The residuals (rij, u0j and u1j) are
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still assumed normal with means equal to zero. It is assumed also that the
random effects are identically distributed and between groups j and k each
u0j and u1j are independent of each u0k and u1k, where j 6= k. Additionally,
the random effects are independent of the level-one residuals rij, and all rij
are independent and identically distributed.
Regression analysis aims to explain variability in the dependent vari-
able from knowledge of the explanatory variables. Regression analysis and
its variant, hierarchical (multilevel) modelling, both have the goal of explain-
ing variability in the dependent variable from knowledge of the explanatory
variables. However, the additional complexity in hierarchical models permits a
more detailed explanation of variability. Hierarchical models take into account
group differences (i.e., differences between sub-populations) and thus can be
used to help explain differences between groups, as well as differences between
individuals. For example, the simple linear regression model (1.1) does not
give any information about differences between groups. In contrast, the hier-
archical model (2.13), where intercepts as well as slopes are allowed to vary
between groups, can help us to describe variability of slopes and intercepts
(types of between group variability) as well as variability between individuals.
Example
Again, we continue the exam example from Chapter 1 to illustrate the
hierarchical linear model. We model the relationship between normexam and
standLRT using (2.13), (2.14) and (2.15) to give:
normexamij = β0j + β1jstandLRTij + rij (2.17)
β0j = γ00 + u0j (2.18)
β1j = γ10 + u1j. (2.19)
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In this model, γ00 and γ10 are the fixed effects, while u0j and u1j are the
random effects. Recall, the residuals (rij, u0j and u1j) are assumed normal with
means equal to zero. It is assumed also that the random effects are identically
distributed and between groups j and k each u0j and u1j are independent of
each u0k and u1k, where j 6= k. Additionally, the random effects are assumed
independent of the level-one residuals rij, and all rij are independent and
identically distributed.
The hierarchical linear model is fit in R using the commands in List-
ing 2.3.
##Model 3 - HLM
m3 <-lmer(normexam ~ standLRT + (standLRT | school))
Listing 2.3: R code for producing hierarchical linear model of exam data using
lmer.
The call to lmer again starts with a relationship between normexam and
standLRT and adds (standLRT — school). This addition allows the co-
efficient of standLRT to vary by school. Additionally, since the intercept is
not explicitly excluded, this allows it to vary by school.
Table 2.9 displays the output of the call to lmer. The output format
is the same as displayed Sections 2.1 and 2.2. Table 2.9 gives the fixed and
random effects that correspond to the coefficients in (2.17), (2.18), and (2.19)
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Linear mixed model fit by REML
Formula: normexam ∼ standLRT + (standLRT | school)
AIC BIC logLik deviance REMLdev
9340 9377 -4664 9317 9328
Random effects:
Groups Name Variance Std.Dev.
school (Intercept) 0.092117 0.30351
standLRT 0.014967 0.12234
Residual 0.553641 0.74407
Number of obs: 4059, groups: school, 65
Fixed effects:
Estimate Std. Error t value
(Intercept) -0.01165 0.04011 -0.29
standLRT 0.55654 0.02011 27.67







Figure 2.3 shows the nine schools we examined in Sections 2.1 and 2.2 with
their hierarchical linear model regression lines. Table 2.10 gives their corre-
sponding regression coefficients, found using the coef(m3) command in R. As
designed, the intercept and slope both vary by school. For example, the fitted
regression line for school 28 is normexami = −0.6808 + 0.3690standLRTi,
while the fitted regression line for school 53 is normexami = 0.6337418 +
0.9075559standLRTi.
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Table 2.10: Hierarchical linear model coefficients for exam data, limited to
nine schools.
Again, by using the fixef(m3) and ranef(m3) functions in R, we are
able to display the fixed and random effects of our model. Tables 2.11 and




Table 2.11: Fixed effects of hierar-












Table 2.12: Random effects of hi-
erarchical linear model of the exam
data – limited to nine schools.
line for the average school as normexami = −0.0116 + 0.5565standLRTi.
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Table 2.12 gives the deviation for the regression coefficients of a particular
school from the average. For example, school 28 is 0.6691 lower than the av-
erage intercept and 0.1875 lower than the average slope, giving a fitted regres-
sion line normexam = (−0.0116− 0.6691) + (0.5565− 0.1875)standLRTi =
−.6807 + .3690standLRTi. Notice this is equal to the regression line found
using the coef(m3) function (with rounding error).
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Chapter 3
Confidence Intervals of Variable Level-1
Coefficients
A confidence interval for the variable level-1 coefficients (βs) will be
constructed by looking at the general case of a hierarchical linear model. The
purpose of this chapter is to establish a basis by which one can compare the
hierarchical linear model with simple linear regression, variable intercept, and
variable slope models. With this tool established, we will be able to evaluate
whether the models produce different results.
General Model
The general Level-1 model with Q predictors can be expressed in matrix
notation as
Yj = Xjβj + rj, rj ∼ N(0, σ2I) (3.1)
where
Yj is an nj by 1 vector of outcomes,
Xj is an nj by (Q+ 1) matrix of Level-1 predictors,
βj is a (Q+ 1) by 1 vector of unknown coefficients,
I is an nj by nj identity matrix, and
rj is an nj by 1 vector of random errors.
24






 1 x1j... ...
1 xnjj
 = Xj, [ β0jβ1j
]




To illustrate equivalence of the two notations, start with the general model
(3.1)

























 β0j + β1jx1j + r1j...
β0j + β1jxnjj + rnjj

= β0j + β1jxij + rij,
which is the Level-1 model equation for the hierarchical linear model (2.13).
In (3.1), it is stated that rj ∼ N(0, σ2I), meaning rj is assumed mul-
tivariate normally distributed with mean vector 0 and variance-covariance
matrix with diagonal elements equal to σ2 and non-diagonal elements equal to
0 [4, pg. 37].
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−1X′jYj[6, pg. 40] (3.2)
with dispersion measured by the variance-covariance matrix
Vj = Var(β̂j) = σ
2(X′jXj)
−1[6, pg. 40], (3.3)
where X′ denotes the transpose of X. The term dispersion refers to the vari-














β̂j = βj + ej, (3.4)
where ej = (X
′
jXj)
−1X′jrj is normally distributed with mean 0 and variance
equal to Vj. In order to show this, a property of variance of random vectors
will be presented and proven.
Property 1. Let A be an m × n matrix of constants, and Y be an n × 1
random vector. Then Var[AY] = AVar[Y]A′.
Proof.
Var[AY ] = E[(AY − E[AY ])(AY − E[AY ])′][12, pg. 613, Definition B.13]
= E[(AY − AE[Y ])(AY − AE[Y ])′][Lemma 1.a]
= E[A(Y − E[Y ])(A(Y − E[Y ])))′]
= AE[(Y − E[Y ])(Y − E[Y ])′]A′[Lemma 1.b]
= AVar[Y ]A′
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Lemma 1. Let A be an m × n matrix of constants, and Y be an n × 1 random
vector. Then a) E[AY] = AE[Y] and b) E[YA] = E[Y]A.
Proof.
E[AY ] = E

 a11 · · · a1n... . . . ...








 a11y1 + · · ·+ a1nyn...




 E[a11y1 + · · ·+ a1nyn]...
E[am1y1 + · · ·+ amnyn]
 [14, pg. 45, Definition 2.1.1]
=
 a11E[y1] + · · · a1nE[yn]...
am1E[y1] + · · · amnE[yn]
 [5, pg. 57]
=
 a11 · · · a1n... . . . ...





= AE[Y ][14, pg. 45, Definition 2.1.1]




































Since normality is preserved under linear transformations [8, pg. 2, Proposition
1.1], ej ∼ N(0,Vj).
The Level-2 general model for βj is
βj = Wjγ + uj (3.5)
where
Wj is a (Q+ 1) by F matrix of Level-2 predictors,
γ is an F by 1 vector of fixed effects,
uj is a (Q+ 1) by 1 vector of random effects,
uj ∼ N(0,T),
uj is independent of rj.
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Wj is constructed by stacking the Q+ 1 row vectors of predictors in a
block diagonal fashion where each row corresponds to one of the Q+ 1 Level-2
outcome variables, βj [4, pg. 37].
Again, we can express the hierarchical linear model (2.14) and (2.15)




















To show equivalence of the two notations, start with the general model (3.5)









































β0j = γ00 + u0j and β1j = γ10 + u1j
which are the Level-2 model equations for the hierarchical linear model (2.14)
and (2.15).
Using our exam example from Chapter 1, consider adding a Level-2
predictor of student-teacher ratio. This is a school-level predictor because the
ratio is equal for each student within a school. We call our student-teacher
29
ratio STratio and by using a hierarchical linear model, obtain the following
model equations:
normexamij = β0j + β1jstandLRTij + rij (3.6)
β0j = γ00 + γ01STratioj + u0j (3.7)
β1j = γ10 + γ11STratioj + u1j. (3.8)




























1 STratioj 0 0




























γ00 + γ01STratioj + u0j
γ10 + γ11STratioj + u1j
]
.
Finally, β0j = γ00 + γ01STratioj + u0j and β1j = γ10 + γ11STratioj + u1j,
which match Level-2 of our model (3.7) and (3.8).
Assuming this 2-Level model, plugging (3.5) into (3.4) yields the com-
bined model
β̂j = Wjγ + uj + ej, (3.9)
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with variance-covariance matrix
Var[β̂j] = Var[Wjγ + uj + ej].
The following derivation of Var[β̂j] depends on Property 2.
Property 2. Let X and Y be random n × 1 random vectors. Then Var(X +
Y) = Var(X) + Var(Y) + 2Cov(X,Y) [3, pg. 504, Property B5.11].
Since Wj and γ are constant, Var[β̂j] = Var[uj + ej], which equals
Var[uj]+Var[ej]+2Cov[uj, ej] by Property 2. From (3.4), ej can be expressed
as a linear combination of rj: ej = (X
′
jXj)
−1X′jrj. We know rj and uj are









Var[β̂j] = Var[uj] + Var[ej]
= T + Vj ≡∆j (3.10)
The unique, minimum-variance, unbiased estimator of γ is the general-






















The GLS estimator weights each group’s data by the inverse of its variance-
covariance matrix. This weight is called the precision matrix and is denoted
∆−1j . By weighting each group’s data by its precision matrix, the GLS estima-
tor places more weight on the groups whose data are more closely estimated
by β̂j.
Shrinkage Estimator
In order to find an optimal estimator for βj, two common estimators
can be identified. By substituting γ̂ for γ in (3.5), we can see that Wj γ̂ is an
estimate for βj. Alternatively, βj can also be estimated by its OLS estimator,
β̂j. We define a third estimator, β
?
j by
β?j = Λjβ̂j + (I−Λj)Wj γ̂ (3.13)
where
Λj = T(T + Vj)
−1 = T(∆j)
−1. (3.14)
In Bayesian statistics, a parameter is estimated by combining a subjec-
tive distribution based on the experimenter’s knowledge (prior distribution)
and a sample of the population (likelihood function) to form the posterior dis-
tribution using Bayes’ theorem [5, pg. 324]. By definition, the Bayes estimator
is the mean of the posterior distribution for a particular parameter.
A loss function represents the loss associated with an estimate being
wrong as a function of a measure of the degree of wrongness. A common loss
function is the squared error loss function, which looks at the square of the
difference between an estimate and the parameter it estimates. The Bayes Risk
of an estimator is defined as the expected value of a loss function evaluated
at the estimator taken of the posterior distribution of the parameter. Bayes
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estimators are optimal according to the criterion of minimizing the Bayes risk
with a squared error loss function [5, pg. 352].
Λj is the ratio of the dispersion of βj about Wjγ, T, in relation to the
dispersion of β̂j, ∆j. When β̂j is a precise estimator of βj, Vj is “small”, so
(3.14) suggests that Λj us close to 1. Thus, in this case, (3.13) shows that β
?
j
is weighted (or “shrunk”) toward β̂j. Similarly, when the precision of β̂j as an
estimator of βj is large, Vj will be “large”, suggesting from (3.14) that Λj is
small, and hence from (3.13) that β?j is “shrunk” toward γ̂. Thus, β
?
j is known
as a shrinkage estimator.
Confidence Interval
A 95% confidence interval for βqj is given by
95% CI(βqj) = β
?
qj ± 1.96(V ?qqj)1/2 (3.15)
where V ?qqj is the qth diagonal element of V
?
j [4, pg. 44] defined as
V?j = (Vj
−1 + T−1)−1 + (I−Λj)[Var(Wj γ̂)](I−Λj)′. (3.16)
Example
We continue with the student exam data from Chapter 1 and the hier-
archical linear model example from Section 2.3 to find 95% confidence intervals
of the Level-1 coefficients β0j and β1j. Using (3.15) and (3.16), we have created
a user-defined function (ci.mer.ak) in R that computes the confidence inter-
vals for the Level-1 predictors across all groups. The full function definition
can be found in Appendix .






Listing 3.1: R code for producing 95% confidence interval of exam data
hierarchical linear model Level-1 regression coefficients using user-defined
function ci.mer.ak.
Note, by default the function calculates 95% confidence intervals , however by
adding “conf = 1− α” to the call a confidence level of 1− α is computed.
β0j β1j
School Lower Bound Upper Bound Lower Bound Upper Bound
28 -0.8878054 -0.47379708 0.2082923 0.5298633
53 0.4517852 0.81569831 0.7667573 1.0482865
59 -0.9631566 -0.49676441 0.2501228 0.5818648
23 -0.7864038 -0.25587192 0.2661476 0.6149199
7 0.1877281 0.51913386 0.2630274 0.5461622
16 -0.5424697 -0.20869503 0.2950651 0.5776969
2 0.2606685 0.65738273 0.5858264 0.8586744
10 -0.5296247 -0.12153315 0.2502329 0.5878300
37 -0.6232708 0.01316396 0.2321296 0.6032463
Table 3.1: R (ci.mer.ak) output for 95% confidence intervals of Level-1 hier-
archical linear model regression coefficients for exam data – limited to nine
schools.
Table 3.1 displays the output of computed 95% confidence intervals
for nine of schools. Figure 3.1 shows the 95% confidence bands plotted for
each school compared with γ̂00, β̂0j, γ̂10, and β̂1j, respectively. Note that the
confidence band for school 48 extends beyond the other schools. This is due
to the fact that school 48 only contains two students, which forces a wider
confidence interval.
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Figure 3.1: Confidence intervals for Level-1 regression coefficients of hierarchi-
cal linear model (*Note: for School 48, n48 = 2).
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By definition, the simple linear regression, variable intercept, and vari-
able slope models hold either one or both of β0j and β1j constant. With that
in mind, compare the confidence intervals of schools 2 and 28 in Figure 3.1.
The confidence intervals for the two schools do not overlap in either coefficient.
From this, we can say with 95% confidence that the two schools do not have
the same Level-1 coefficients, β0j and β1j. Thus, it stands to reason that the
simple linear regression, variable intercept, and variable slope models would




Chapter 1 and Sections 2.1, 2.2, and 2.3 contain explorations of the sim-
ple linear regression, variable intercept, variable slope, and hierarchical linear
models, respectively. In each section an illustrative example was presented
using the exam dataset from Chapter 1. Now we will highlight the differences
between the models using that same example.
Figure 4.1 presents a graphical view of nine of the schools in the popula-
tion with the four regression models overlaid. The a) solid black line represents
the hierarchical linear model, (2.13), (2.14), and (2.15); b) dotted gray line rep-
resents the simple linear regression model, (1.1) c) dotted blue line represents
the variable intercept model, (2.1) and (2.2); and d) dotted red line represents
the variable slope model, (2.7) and (2.8). It appears the model most similar
to the hierarchical linear model in this subset of the population of schools is
the variable intercept model. The simple linear regression model appears to
be the least similar.
In order to explore this further, let us examine the 95% confidence
intervals calculated in Chapter 3. Table 4.1 contains the hierarchical linear
model Level-1 regression coefficient confidence intervals, as well as the Level-1
regression coefficients for the simple linear regression, variable intercept, and
variable slope models obtained from the coef function. The lmer and the
ci.mer.ak functions provide the same estimates for β0j and β1j. This allows us
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Figure 4.1: Hierarchical linear model (black solid line) compared with OLS
(gray dotted line), variable intercept (blue dotted line), and variable slope
(red dotted line) models using exam dataset – limited to nine schools.
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to evaluate the coefficients from the other models against the 95 % confidence
intervals for the hierarchical linear model Level-1 regression coefficients using
ci.mer.ak. Those coefficients which do not lie within the confidence interval
School Lower Bound Upper Bound OLS Var. Interc. Var. Slope
β0j
28 -0.8878054 -0.47379708 -0.001191 -0.6087807 -0.01462441
53 0.4517852 0.81569831 -0.001191 0.7268622 -0.01462441
59 -0.9631566 -0.49676441 -0.001191 -0.6574629 -0.01462441
23 -0.7864038 -0.25587192 -0.001191 -0.4885144 -0.01462441
7 0.1877281 0.51913386 -0.001191 0.3818804 -0.01462441
16 -0.5424697 -0.20869503 -0.001191 -0.4081126 -0.01462441
2 0.2606685 0.65738273 -0.001191 0.5054181 -0.01462441
10 -0.5296247 -0.12153315 -0.001191 -0.3353301 -0.01462441
37 -0.6232708 0.01316396 -0.001191 -0.1874994 -0.01462441
β1j
28 0.2082923 0.52986332 0.595056 0.5633079 0.58033109
53 0.7667573 1.04828648 0.595056 0.5633079 1.12350108
59 0.2501228 0.58186483 0.595056 0.5633079 0.70038461
23 0.2661476 0.61491993 0.595056 0.5633079 0.55487218
7 0.2630274 0.54616221 0.595056 0.5633079 0.32218627
16 0.2950651 0.57769689 0.595056 0.5633079 0.34086559
2 0.5858264 0.85867441 0.595056 0.5633079 0.82650953
10 0.2502329 0.58782997 0.595056 0.5633079 0.37179892
37 0.2321296 0.60324631 0.595056 0.5633079 0.49735720
Table 4.1: A comparison of the 95% confidence intervals of Level-1 hierarchical
linear model regression coefficients for exam data with OLS, variable intercept,
and variable slope Level-1 coefficients – limited to nine schools. Red indicates
the coefficient estimates do not fall within the HLM confidence interval.
are highlighted in red. Looking at the coefficients this way allows us to notice
for every school except school 37, the simple linear regression model regression
coefficients do not lie within the 95% confidence interval for the hierarchical
linear model coefficients. With such a disparity between the models, it is clear
that applying a multilevel model (in this case, the hierarchical linear model)
versus a complete-pooling model will result in substantially different results.
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We can examine the standard deviation of the residuals in each model
as a measure of how closely each model fits the exam data. The residuals
in a model indicate the difference between the data and the regression line.
Looking at the standard deviation of the residuals will provide a measure of the
average distance between model and data. Thus, a smaller standard deviation
of the residuals will indicate a closer fit.
Table 4.2 displays the standard deviation of the residuals for each of our
four fitted models. The simple linear regression model has the highest residual
OLS Var. Interc. Var. Slope HLM
St. Dev of Residuals 0.80534 0.75224 0.79063 0.74407
Table 4.2: A comparison of the standard deviation of the residuals for the
simple linear regression, variable intercept, variable slope, and hierarchical
linear models applied to the exam data.
standard deviation (0.80534) while the hierarchical linear model has the lowest
(0.74407). These findings fit with our earlier conclusions that the two models
are very different and goes a step further to indicate the hierarchical linear
model is the closest fit to the data. We would expect the multilevel model
to have a closer fit because of the ability to investigate relationships within






Confidence Interval R Function
1 # Function to estimate CI from Bryk & Raudenbush
(37-44) method using mer object
# Andee Kaplan
3 # University of Texas at Austin
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11 error <- qnorm (1 -0.5*(1-conf))




X <- cbind(slot(obj , "X"),slot(obj , "flist")); X <-
split(X,slot(obj , "flist"))
19 y <- cbind(slot(obj , "y"),slot(obj , "flist")); y <-
split(y,slot(obj , "flist"))
21 grp.levs <- as.numeric(levels(slot(obj , "flist")[[
grp ]]))





27 sigma2 <- attr(VarCorr(obj),"sc")^2
29 bhat <- array(dim=c(Q + 1,1,N))
V <- array(dim=c(Q + 1,Q + 1,N))
31 T <- matrix(nrow= Q + 1, ncol= Q + 1); colnames(T)
<- names(fix); rownames(T) <- names(fix)
Tinv <- matrix(nrow= Q + 1, ncol= Q + 1); colnames(
Tinv) <- names(fix); rownames(Tinv) <- names(fix
)
33 D <- array(dim=c(Q + 1,Q + 1,N))
W <- matrix(c(1,0,0,1) ,2) ## Note , this only works
if no Level -2 Predictors
35 temp <- array(dim=c(Q + 1,1,N))
temp.sum <- array(0,dim=c(Q+1,1))
37 D.sum <- array(0,dim=c(Q + 1,Q + 1))
L <- array(dim=c(Q + 1,Q + 1,N))
39 I <- diag(dim(L)[1])
bstar <- array(dim=c(Q + 1,1,N))
41 Vstar <- array(dim=c(Q + 1,Q + 1,N))
output <- array(dim=c(N,3*(Q+1))); colnames(output)
<- rep(c("L","Bstar","U") ,(Q+1))
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## OLS Estimator and Error Dispersion
45 for(j in grp.levs){
bhat[,,j] <- solve(t(X[[j]][ ,1:2]) %*% as.matrix(
X[[j]][ ,1:2])) %*% t(X[[j]][ ,1:2]) %*% y[[j
]][ ,1]





51 for(i in colnames(varcor)) {
for(j in rownames(varcor)) {




T[is.na(T)] <- 0 ##Replace NAs with 0
57
## Dispersion of OLS Est. Given multilevel and
Multivariate Reliability Matrix
59 for(k in 1:N) {
D[,,k] <- T + V[,,k]
61 D.sum <- D.sum + solve(D[,,k])
63 temp[,,k] <- solve(D[,,k]) %*% bhat[,,k]
temp.sum <- temp.sum + temp[,,k]
65
L[,,k] <- T %*% solve(D[,,k])
67 }
69 ## GLS Estimator
ghat <- solve(D.sum) %*% temp.sum
71
## Interval Estimation -- Fixed for singular
matrices
73 for(j in 1:N) {
bstar[,,j] <- L[,,j] %*% bhat[,,j] + (I - L[,,j])
%*% W %*% ghat
75 Vstar[,,j] <- solve(solve(V[,,j]) + tryCatch(
solve(T), error=function(e) trySolveT(varcor ,




## Define CIs as output
79 for(q in 1:(Q+1)) {
for(j in 1:N) {









trySolveT <- function(varcor ,Tinv) {
89 for(i in colnames(varcor)) {
for(j in rownames(varcor)) {
91 Tinv[j,i] <- solve(varcor[j,i])
}
93 }
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