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Résumé – Le relachement de la contrainte temporelle permet de définir l’efficacité énergétique comme une caractéristique de la
liaison. Le temps de tranfert de l’information et le temps d’occupation des canaux, sous contrainte d’efficacité et à travers des
canaux parallèles, sont minimisés.
Abstract – Time constraint relaxation allows to define the energy efficiency as a characteristic of the communication link.
Transmission time of information and channel buzy time under energy efficiency contraint and through parallel channels are
minimized.
1 Contexte
Les objectifs de la radio verte sont de réduire les pollu-
tions et les émissions de CO2 en limitant la consommation
d’énergie. Pour caractériser et quantifier la consommation
d’un système de communication, il est nécessaire de prendre
en compte tous les éléments ou fonctions nécessitant de
l’énergie : le traitement signal, tant à l’émission qu’à la
réception, les transducteurs ou les têtes radiofréquences,
les relais et tout autre élément intermédiaire, les messages
de signalisation, de voie de retour et de retransmission.
Une approche vraiment globale de la consommation et de
la pollution nécessite également de prendre en compte la
fabrication, la mise en place, la maintenance et le recyclage
des éléments.
Dans cet article nous nous intéressons aux performances
énergétiques des canaux de transmission. Nous montrons
qu’il est possible de réduire considérablement l’énergie
transmise en s’intéressant seulement à la couche physique
des liaisons de point à point ! Ici, ce n’est pas la puissance
transmise sous contrainte de débit qui est minimisée, mais
l’énergie sous contrainte de quantité d’information à trans-
mettre. La contrainte de bande a été relaxée dans le cas
de l’ultra large bande [1], nous proposons de relaxer la
contrainte temporelle et de définir l’efficacité énergétique
comme une caractéristique de la liaison. Cette relaxation
temporelle permet ainsi de ralentir les processus mis en
jeu et de réduire la consommation globale d’énergie [2].
2 Limite énergétique
On considère n canaux parallèles, indépendants et sta-




PiXi +Wi , (1)
où hi est le coefficient complexe du canal, Pi est la puis-
sance des signaux Xi émis avec E[|Xi|
2] = 1, et Wi est le
bruit gaussien circulaire de variance σ2Wi . Dans le cas idéal
de signaux gaussiens, la capacité en b/s/Hz de ce canal i
est







La quantité d’information Qi, qu’il est possible de trans-
mettre à travers ce canal sur une bande Bi en un temps
Ti, est Qi = Ci × Ti × Bi, et l’énergie nécessaire à la
transmission de cette information Qi est Ji = Pi × Ti,
exprimée en Joule. En présence de bruit blanc de densité
spectrale de puissance monolatérale Ni dans la bande Bi,



















Lorsque n = 1, l’énergie minimale est atteinte pour une
bande infinie [1], ou un temps infini, et elle correspond à
la limite bien connue de −1,6 dB de RSB par bit. Dans le
cas de n canaux, nous avons le lemme suivant.
Lemme 1. L’énergie minimale pour transmettre Q bits






Démonstration. Soit j = argmaxi γi. L’énergie totale étant
la somme des énergies, l’énergie totale minimale est le



















et l’énergie totale est minimale pour Qi = 0 ∀i 6= j.
Cette limite J0 définit une borne énergétique intrinsèque
du canal à l’instar de la capacité qui est une borne supé-
rieure des débits. On remarque que la limite énergétique
de n canaux n’est pas la somme des limites énergétiques
de chaque canal, contrairement à la capacité de n canaux
indépendants qui est la somme des capacités de chaque
canal.
3 Efficacité énergétique
Après avoir défini la limite énergétique, obtenue pour
un temps de communication infini, on définit l’efficacité
énergétique β.
Définition 1. L’efficacité énergétique β est le rapport
entre l’énergie limite J0 et l’énergie consommée J définie
par l’équation (4).
L’analyse des performances d’un système de communica-
tion peut se faire en introduisant une marge de bruit Γ [3].







≤ Ci . (6)
Deux notions d’efficacité énergétique en découlent. Pour
la première, J0 est calculée en Γ = 0. Dans ce cas β est
la distance entre le point de fonctionnement du système
et la caractéristique J0 du canal. Pour la seconde, J0 est,
comme J , calculée en prenant en compte la marge de bruit
du système. L’efficacité énergétique caractérise alors la
capacité du système à exploiter la capacité énergétique
du canal, et est indépendante de Γ. Suivant les besoins,
exploitation efficace du canal ou performance globale du
système, l’une ou l’autre des efficacités énergétiques pourra
être utilisée. Dans cet article nous traitons le cas limite
Γ = 0 en nous intéressant aux caractéristiques énergétiques
du canal.
4 Formulation du problème
En relaxant la contrainte temporelle, la minimisation
de la consommation de l’énergie radiofréquence conduit
à un temps de communication infini. Nous proposons un
nouveau problème, posé par la radio verte, pour une com-
munication à travers un canal de caractéristique {γi}
n
i=1.
Problème 1 (Problème générale). Trouver l’ensemble des
variables {Ti, Qi}
n




Qi = Q, ∀i Qi ≥ 0.
Ce problème a été résolu dans le cas d’efficacité énergé-
tique uniforme [4] et dans le cas d’efficacité spectrale uni-
forme [5]. La figure 1 donne l’ensemble des points {T1, Q1}
et {T2, Q2} solutions du problème 1 dans le cas de deux
canaux, n = 2, et avec Q = 100 Mb, β = −10 dB, γ1 = 1,
γ2 = 0,5, B1 = B2 = 1 MHz et pour T1 = T2. Dans ce
cas le temps nécessaire pour transmettre l’information est
minimal en {T1 ;Q1} = {11,01 ; 56,37} et le temps total
d’occupation des canaux est également minimal en ce point.
Il est alors intéressant de rechercher les solutions qui mi-
nimisent soit le temps cumulé d’occupation des canaux,
afin de maximiser la disponibilité de ces canaux, soit le
Figure 1 – Ensemble des solutions {T1, Q1} et {T2, Q2}
du problème de la radio verte.
temps de communication ou de transfert qui correspond à
maxi Ti, afin de réduire le temps de communication, tout
en respectant une contrainte énergétique β.
Lorsque les temps de communication sont finis, des
bornes plus fines que l’équation (6) ont été proposées pour
calculer les débits atteignables. Ces bornes prennent en
compte la taille des blocs de données et convergent vers
la capacité, équation (2), lorsque la taille des blocs tend
vers l’infini [6]. Les résultats développés dans notre article
sont alors une borne qui sera peu précise pour des quan-
tités de données de l’ordre de la centaine de bits. Pour
des quantités d’information beaucoup plus importantes,
et pouvant aller jusqu’à plusieurs gigabits, l’équation (2)
reste un majorant précis des débits atteignables.
5 Minimisation du temps de com-
munication
Problème 2. Trouver l’ensemble des variables {Qi}
n
i=1




Qi = Q, β
∑
i
Ji = J0 et ∀i Qi ≥ 0.
À noter qu’il n’est pas nécessaire d’ajouter les contraintes
∀i Ji ≥ 0, car la non négativité de Qi entraîne celle de
Ji. Ce problème 2 est un problème d’optimisation sous
contrainte et sa solution appartient à l’ensemble des solu-
tions du problème 1.
Lemme 2. Sous contrainte énergétique et de distribution
de l’information, la minimisation du temps de communi-
cation conduit à ∀i ∈ [1, n], T ∗i = T
∗.
Démonstration. Elle se fait par l’absurde. Supposons que
la minimisation du temps de communication pour une
distribution {Qi}
n
i=1 et une efficacité énergétique β est




i=1 tel que ∃{j, j
′}, ∀i 6= {j, j′}




j′ = maxi 6=j T
∗
i . (Dans le cas de plusieurs
canaux maximaux, il est toujours possible de se ramener
au cas précédent en combinant les canaux.) Alors, ∃ǫ > 0
et ∃ǫ′ > 0 tels que ǫ+ ǫ′ ≤ T ∗j − T
∗










satisfait la contrainte énergétique avec un temps de commu-









minimise pas le temps de communication, ce qui contredit
l’hypothèse de départ. Ainsi, ∄{j, j′} tels que ∀i 6= {j, j′}




j′ = maxi 6=j T
∗
i . La répartition {Ti}
n
i=1 qui
minimise le temps de communication est uniforme.
Ce lemme permet de simplifier le problème 3 : ce n’est
plus maxi Ti qui est à minimiser mais T , avec ∀i Ti = T ,
sous les même contraintes.
Théorème 1. Sous contrainte de quantité d’information
Q et d’efficacité énergétique β, la minimisation du temps
de transmission à travers n canaux parallèles conduit à une
distribution de l’information telle que Q∗i = BiTi log2 λ
′γi
avec Ti = T
∗ sur les canaux actifs.
Démonstration. Le lemme 2 permet, à partir de l’équa-
tion (4), de réduire l’analyse au cas J = f(T, {Qi}
n
i=1).
L’étude de la fonction réciproque f−1(J, {Qi}
n
i=1) montre
qu’elle est croissante et convexe en Qi sur R∗+. Nous pou-
vons alors utiliser le lagrangien
L({Qi}
n





i=1) . . . (8)











et les conditions de Karush-Kuhn-Tucker pour résoudre
le problème de minimisation. L’annulation de la dérivée











































avec λ′ > 0. Soit I = {i|Qi > 0}, l’ensemble des canaux


























= 0 . (11)
On montre que la solution est unique sur R+. Il ne reste
plus qu’à trouver l’ensemble I qui minimise T . Ce qui est
résolu par un algorithme [7].
Le temps minimal T ∗ peut être obtenu par un algorithme
itératif afin de recherche l’ensemble I des canaux actifs
qui minimise T . Les propriétés des fonctions étudiées per-
mettent de limiter le nombre d’itérations à une valeur très








minimise bien l’énergie né-
cessaire à la transmission des Q bits d’information en un
temps de communication, ou de transfert, T ∗.
Figure 2 – Frontière de Pareto du problème de minimi-
sation de l’énergie et du temps de communication ou du
temps cumulé d’occupation des canaux.
Corollaire 1. L’ensemble des points T ∗ et {Q∗i }
n
i=1 qui
minimise le temps de communication sous contrainte d’ef-
ficacité énergétique β et sous contrainte de quantité d’in-
formation Q, minimise également l’énergie sous contrainte
de quantité d’information Q et de temps de transfert T ∗.
Démonstration. Le lagrangien du problème de minimisa-
tion de l’énergie sous contrainte de temps de communica-









































On retrouve l’équation (10) et pour T = T ∗, l’ensemble
{Q∗i }
n
i=1 minimise aussi l’énergie.
À noter que la minimisation de l’énergie sous contrainte
Q et Ti = T conduit à une solution de type water-filling. La
solution du théorème 1 peut alors être obtenue en itérant
le water-filling sur T ∈ R+ jusqu’à la convergence vers T ∗.
La fonction, qui au temps minimal de communication
associe l’énergie, est parcourue en faisant varier β sur ]0 ; 1[.
Cette courbe est la frontière de Pareto P du problème
d’optimisation multicritère de minimisation de l’énergie
et du temps de communication : ∀{T, J} ∈ P, il n’est pas
possible de transmettre la même quantité d’information en
un temps T ′ < T avec la même énergie J , ou de transmettre
la même quantité d’information avec un énergie J ′ < J
en un temps T . La figure 2 donne un exemple de frontière
de Pareto pour n = 100, Q = 200 Mb, B = 1 MHz,






i γi = 1 et β ∈ [−15 ;−0,1] dB. Pour β = −15 dB,
T ∗ = 0,5 s et pour β = −0,1 dB, T ∗ = 3022 s, soit des
efficacités spectrales moyennes respectivement de 3,7 et
0,066 b/s/Hz pendant le temps de communication. À noter
que les énergies mises en jeu sur la figure 2 sont élevées
car le rapport signal sur bruit moyen unitaire, c.-à-d. pour
une puissance de 1 W, est de 0 dB, et J0 = 2,9 · 10
7 J.
6 Minimisation du temps cumulé
de communication
Pour certains systèmes de communication, il peut être
intéressant de minimiser non pas le temps de communica-
tion mais le temps cumulé d’occupation des canaux,
∑
i Ti.
L’intérêt est de libérer le plus rapidement possible les ca-
naux, pour d’autres communications par exemple, avec une
efficacité énergétique donnée. Le problème est le suivant.
Problème 3. Trouver l’ensemble des variables {Qi}
n
i=1






Qi = Q, β
∑
i
Ji = J0 et ∀i Qi ≥ 0.
La solution de ce problème s’énonce sous une forme
analytique simple si les canaux ont la même largeur de
bande. Dans le cas contrainte, il n’y a pas d’expression
analytique de la solution.
Théorème 2. La minimisation du temps cumulé d’occupa-
tion des canaux, de même largeur de bande B, pour la trans-
mission d’une quantité d’information Q sous contrainte
d’efficacité énergétique β conduit à transmettre toute l’in-
formation sur le meilleur canal, c’est-à-dire le canal j
pour lequel ∀i ∈ [1, n], γj ≥ γi. Le temps minimal T
∗











Intuitivement, on comprend qu’attribuer une certaine
quantité d’information à un canal qui n’est pas maximal
demandera plus de temps ou d’énergie que si cette quantité
d’information est attribuée au meilleur canal.
Démonstration. Soit j = argmaxi γi et T












ce qui démontre la dernière partie du théorème. Soit un
autre canal i 6= j, et Q = Qi + Qj , T
∗ = Ti + Tj . En
appliquant de développement de Taylor de la fonction
exponentielle en zéro, on a



































≥ 0 . (16)
Ainsi,




avec égalité si et seulement si γi = γj et QjTi = QiTj .
Dans ce cas, l’algorithme d’allocation est très simple à
réaliser. Comme pour le cas précédent de minimisation
du temps de communication, la figure 2 donne la fron-
tière de Pareto du problème d’optimisation multicritère
de minimisation de l’énergie et du temps cumulé de com-
munication. Les paramètres sont ceux utilisés dans le cas
de la minimisation du temps de communication. Nous ob-
tenons T ∗ = 27 s pour β = −15 dB et T ∗ = 3022 s pour
β = −0,1 dB. Lorsque β tend vers 1, en linéaire, le temps
de communication optimal, minmaxTi, converge vers le
temps cumulé de communication, min
∑
i Ti. Autrement
dit, pour les fortes valeurs de l’efficacité énergétique, la
minimisation du temps de communication conduit à uti-
liser un seul canal, celui pour lequel le temps cumulé de
communication est minimal.
7 Conclusion
Les solutions apportées dans cet article au problème de
la consommation d’énergie pour la transmission d’infor-
mation, conduisent à augmenter les temps de communi-
cation, ce qui se traduit par la réduction de l’efficacité
spectrale. Ces deux aspects nécessitent le développement
de protocoles de communication adaptés et la recherche
de modulations à très faible efficacité spectrale.
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