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Abstract
In this work, we investigate the possible influence of a central bar in a disk galaxy on the velocity
distribution in the outer stellar disk, which is thought to arise mostly via resonant phenomena. For
this, we numerically integrate orbits of a large number of sample points in a 2D model potential
consisting of a rotating bar component in an axisymmetric background. Central to our analysis is the
construction of the first and second moments of the velocity distribution in their spatial variability.
From these, other important quantities like Oort constants, dispersion axis ratio and vertex deviation
can be deduced. For the latter, we predict non-vanishing values for a large number of kinematical
configurations. Regarding the axis ratio, we are able to obtain values smaller than   , in agreement
with observations in the solar neighbourhood which are hitherto unexplained by theory. All our results
are consistent with a proposed position of the Sun lying shortly outside of the co-rotation radius and
lagging behind the bar by 
	
We repeat part of our analysis for model potentials including spiral structure, in order to estimate how
much our results will be affected by this. It turns out that in many cases our bar-induced features
continue to prevail, whereas the extent of the spiral effects is seen to depend particularly on pitch
angle, which for the case of the Milky Way is very poorly constrained.
Zusammenfassung
In dieser Arbeit wird der mo¨gliche Einfluß eines zentralen Balkens einer Scheibengalaxie auf die
Geschwindigkeitsverteilung der Sterne in den a¨ußeren Bereichen der Scheibe untersucht, wie er ins-
besondere durch Resonanzpha¨nomene zustande kommen sollte. Dazu fu¨hren wir numerische Orbit-
Integrationen einer großen Zahl von Testteilchen in einem zweidimensionalen Potentialmodell durch,
das aus einer rotierenden Balkenkomponente und einem axialsymmetrischen Hintergrundpotential
besteht. Mittelpunkt unserer Analyse ist die Konstruktion der ersten und zweiten Momente der Ge-
schwindigkeitsverteilung in ihrer o¨rtlichen Abha¨ngigkeit. Daraus ko¨nnen andere wichtige Gro¨ßen wie
die Oort-Konstanten, das Achsenverha¨ltnis der Geschwindigkeitsdispersion und die Vertex-Deviation
bestimmt werden. Fu¨r die letztere ergeben sich in einer Vielzahl von kinematischen Konfigurationen
nichtverschwindende Werte. Bezu¨glich des Dispersions-Achsenverha¨ltnisses ko¨nnen wir in geeigne-
ten Fa¨llen auch Werte kleiner als   erhalten, wie sie aus Beobachtungen in der Sonnenumgebung
erschlossen wurden, bisher aber von der Theorie nicht erkla¨rt werden ko¨nnen. Unsere Ergebnisse sind
stets vertra¨glich mit der vermuteten relativen Lage der Sonne zum Balken, dass diese na¨mlich sich
knapp außerhalb des Korotationsradius befinde und etwa 
	 hinter dem Balken her laufe.
Teile unserer Untersuchungen werden wiederholt fu¨r Potentialmodelle, die auch ein Spiralmuster ein-
schließen, um eine Einscha¨tzung dafu¨r zu gewinnen, wie weit unsere Ergebnisse davon modifiziert
werden. Es zeigt sich, dass zwar in vielen Fa¨llen die von uns gefundenen Balken-Effekte vorherr-
schend bleiben, dass aber die Auswirkungen des Spiralpotentials vor allem von dessen Anstellwinkel
abha¨ngen. Dieser ist im Falle der Milchstraße nur sehr ungenau bekannt.
Man weiß eigentlich nur, wenn man wenig
weiß; so wie man mehr erfa¨hrt, stellt sich
nach und nach der Zweifel ein.
J. W. v. Goethe
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Chapter 1
Introduction
Reconstructing the shape of the Milky Way is a difficult task. This is due to our unique point of view
on this galaxy: sitting right in the middle, we see a lot of local detail and can make observations which
will never be possible for external galaxies. But we cannot easily get a view of the big picture. In
particular, our sight is hampered by dust obscuration, and we are confronted with the crucial problem
of distance determination.
There are two possible ways to overcome this difficulty: one is to turn to such observational
options which allow a wider view nonetheless, e.g. the infrared. The other possibility is to try to draw
conclusions on the global structure from local observations. Stellar kinematics seems to be especially
useful in this respect, since the collisionless nature of stellar dynamics ensures that it is dominated by
large-scale properties.
In the last decades, there has been major progress on either side. A large part of this progress is
due to the advances in infrared astronomy, which allows to look into the dust-obscured central parts
of the Milky Way. Especially the DIRBE experiment on board the COBE satellite produced extensive
sky maps in the near and far infrared which can be used for modelling Galactic structure. IR surveys
like the recently completed 2MASS will allow further investigations of this kind.
On the other hand, determining the local stellar kinematics means measuring positions and spatial
velocities of large numbers of stars. Up to now, this has only been possible in the near vicinity of the
Sun. The greatest progress in this field has been brought about by the HIPPARCOS mission. This
astrometric satellite was flown from 1989 to 1993, data were published till 1997. Amongst a plethora
of other things, it allowed for the first time a reconstruction of the stellar velocity distribution in the
solar neighbourhood. These data allow conclusions on Galactic structure already today. However, a
golden era for Galactic structure studies will be opened up with the GAIA mission, which will measure
positions and velocities of around one billion stars, or about 1% of the Galactic stellar population.
However, we have to wait at least until the year 2020, when the GAIA data become available.
One important mechanism of how global Galactic properties might be traceable in local kinemat-
ics is through orbital resonances. Orbital resonances have been seen to be of relevance in a variety
of topics, from solar system studies and planetary disks to the kinematics ot galactic disks. We will
argue that they also play a decisive role in the solar neighbourhood.
Deviations from axisymmetry, and in particular a central bar, are the Galactic features which
interest us most. The existence of a bar in the Milky Way is largely established today, and bars
are generally considered to constitute a major component of a galaxy’s mass distribution, so they
could easily have kinematical influences, especially if we think of orbital resonances again. Thus,
the central questions at the beginning of this thesis were the following: Can the presence ot the bar
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of the Milky Way be felt in the solar neighbourhood? Does it influence the kinematics of the outer
stellar disk? What form does this influence take? What constraints on the global bar properties can be
drawn from the measurement of local velocity distributions? The idea was to approach this questions
by theoretically modelling a galactic disk with a central bar, and to analyse the resulting velocity
distributions.
Outline of the thesis
In section 2 we give an introduction to some of the relevant topics. After some words about disk
galaxies in general and the Milky Way in particular, we shortly review the principles of stellar dynam-
ics, where we put the emphasis already on kinematic influences of bar. We will touch on resonances
and the theory of orbits in a rotating bar potential. Finally we review what is known about the local
velocity field in the solar neighbourhood.
The central aim of the thesis is to investigate the extent to which a bar might influence the outer
regions of a stellar disk. Section 3 is an adapted and slightly extended version of a paper published in
A&A (Mu¨hlbauer & Dehnen 2003 [66]). It describes the numerical simulations we have done using
a two-dimensional model of a barred galaxy and analysing the velocity distribution in the outer disk
via its angular moments.
Section 4 contains some further studies we did using our model, which did not find the way into
a refereed paper. In particular, we take a short look at the asymmetric drift, we investigate in some
detail the velocity dispersion ellipsoid axis ratio, and we look into what our model has to say about
the Oort constants.
In this first set of simulations, we did not include any perturbation other than the bar. This is
clearly a very rude approximation to reality, since the Galaxy obviously has a number of deviations
from axisymmetry. We tried to extend our simulations to include some kind of spiral structure. This
work is descibed in section 5.
Section 6 gives conclusions and outlook. In particular, we consider the capabilities of the future
astrometric satellite mission GAIA on clarifying the kinematic state of the Galactic disk.
Chapter 2
Some General Aspects of Disk Galaxy
Dynamics
2.1 Disk galaxies and the Milky Way
Since the time of Hubble, galaxies are classified according to the tuning-fork diagramm (Fig. 2.1). On
the one hand, there are elliptical (“early-type”) galaxies, consisting of a more or less flattened spheroid
and appearing as an ellipse on the sky. On the other hand (“late-type”), we have two series of disk
galaxies, which consist of a flat disk surrounding a small spheroidal bulge. The disk always possesses
spiral arms, though these may be of very different length and prominence. One distinguishes subtypes
Sa, Sb and Sc, in which the spiral arm pattern is increasingly more tightly wound and the relative
extension of the central bulge is decreasing.
Figure 2.1: Classification of galaxies after E. P. Hubble
Some spiral galaxies exhibit a more or less rectangular-shaped central structure, which is called a
bar. In Hubble’s diagram, these form a second series of disks called SBa, SBb, SBc, thereby causing
the tuning-fork form.
At the junction point of the tuning fork, there is a galaxy type called lenticular, denoted S0 or SB0.
Finally, on the far end of the late-type side, there are irregular forms.
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2.1.1 Structure of disk galaxies
The surface brightness of the disk component usually obeys an exponential law (Freeman 1970 [43])
ﬀﬀﬁﬂﬃ (2.1)
with a scale length
 
in the range  3 kpc. The vertical structure likewise is most often described as
an exponential, or more smoothly as

sech
!
"

. The scale-height " here usually is some hundred
pc.
The exponential law (2.1) ceases to hold beyond about 3 – 4 scale lengths  , where most galactic
disks seem to be truncated, i.e. their density drops rapidly (van der Kruit & Searle 1981/82 [94, 95]).
This applies to the stellar component of the disk, the gas part may reach out farther, and often shows
some warping in its outer parts.
Disk galaxies show a continuous and ongoing star formation, in contrast to ellipticals, where
star formation concentrated in the early epochs of their history. Primary sites of this ongoing star
formation are the spiral arms, where HII regions are located, and it is the blue light of young O- and
B-stars which cause the prominent visibility of the spiral arms.
Apart from a section very close to the center, toward which it drops to zero, the rotation velocity
#$ of galactic disks is usually more or less constant, so that the angular velocity % falls as    . This
indicates a homogeneous mass distribution. It has come as a big surprise that rotation curves seem to
be flat for the outer regions of galactic disks, too, since it implies that there is a large amount of mass
surrounding the visible disk. This is one of the points which call for the existence of large amounts
of dark matter in the universe, here suggesting that disk galaxies are embedded in large dark matter
halos.
2.1.2 Bars in galaxies
Nearly every third spiral galaxy is conspicuously barred. The fraction of spirals with very small bars
could be still higher, so that bars could be a very common phenomenon. For a review on barred
galaxies see e.g. Sellwood & Wilkinson 1993 [87].
The question whether there are distinct bulge and bar components is unresolved (Kuijken 1996
[59]). Concerning the edge-on view of bars, it is unclear whether, as might be hypothesized, bars
would correspond to particularly boxy bulges. It is possible that bars are flat as thin disks. At least, the
percentage of edge-on disk galaxies showing no sign of central bulges is comparable to the percentage
of face-on disks having a bar (Kormendy 1982 in [9])
Bars are confined to the inner regions of the galaxy. Studies based on stellar orbit theory suggest
that bars end at or slightly inside their co-rotation radius (e.g. Contopoulos 1980 [18]), see section
2.2.4 for more on that. The bar length seems to depend on galaxy type, too: bars in late-type galaxies
seem to be shorter relative to the total galaxy size than those in early-type galaxies (Athanassoula &
Martinet 1980 [4]).
In studies of external galaxies (Gerssen et al. 2002 [49]) bars are seen to rotate fast, i.e. such that
their co-rotation radius exceeds the bar size only slightly by some 20 – 30 %, resulting in rotation
speeds in the range of '& km/s/kpc. On the other hand, simulations of cosmological structure for-
mation suggest that galaxies have centrally concentrated dark matter halos, which should rapidly slow
down bar rotation by dynamical friction (Debattista & Sellwood 1998 [24]; but see also Athanassoula
2003 [3]).
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2.1.3 The Milky Way as a disk galaxy
The Milky Way seems to be of Hubble type Sbc, or SBbc, if we take its bar seriously. Its scale-length
is not very well known. Preliminary data of the 2MASS survey (Ohja 2001 [70]) suggest a value
of  )(+*,-) kpc, whereas a recent study of COBE infrared data (Drimmel & Spergel 2001 [34]),
yields -  ( .   ) kpc. The stellar disk seems to be truncated at about 10.5 kpc for / or 4 – 5
disk scale lengths   , which appears rather large compared to external galaxies where the truncation
usually occurs at about 3 scale lengths (see also Dehnen 2002 [29]).
Apart from the usual stellar disk there is probably a so-called thick disk composed of old metal-
poor stars with a higher vertical scale height and a stellar density of some percent of the thin disk’s.
Ohja 2001 obtained a vertical scale-height of (01*   pc for this. The idea of a distinct thick disk
came up when star count studies toward the Galactic poles showed a space density fitted by a sum of
two exponentials with two different scale heights (Gilmore and Reid 1983 [50]). The stars distributed
with the larger scale height also seemed to be redder in colours, so there may indeed be two distinct
galactic star populations. Further evidence for the thick disk came with the IRAS data in the mid
infrared (Habing 1988 [52]). Different evolutionary scenarios for the two disks seem probable.
De Vaucouleur 1964 [22] was the first to postulate that the bulge of the Milky Way contains a
triaxial structure or a bar, in order to explain the radial velocities of gas in the inner few kiloparsecs
of the Galaxy, which radio astronomy has shown to be inconsistent with travelling on circular orbits.
During the 1970s and 1980s, there have been some papers arguing in favor of the Milky Way as a
barred galaxy (e.g. Peters 1975 [76]), but it was not before the work of Blitz & Spergel 1991 [12]
that this idea gained momentum. Anticipating the COBE measurements of the infrared emission of
the Galaxy, these authors used balloon observations at  3254 m done by Matsumoto et al. in 1982 to
investigate the presence of a bar, for which they found clear hints.
Widespread availability of infrared data, first of all from the first extensive IR satellite mission
IRAS, brought major progress. Weinberg 1992 [96] was able to see the bar directly in the distribution
of IRAS Mira variables. The COBE mission, primarily designed to measure the cosmic microwave
background, provided photometric images of the Galactic bulge region in the near infrared through
its DIRBE instrument. Several authors (e.g. Dwek et al. 1995 [35], Freudenreich 1998 [44]) used
these data to do fits of detailed models of Galactic structure including a bar component. Freudenreich
concluded that the Milky Way disk has an inner hole slightly larger than the bar, which has probably
been cleared out by the bar.
Further evidence for the Galactic bar comes from gravitational microlensing towards the Galactic
bulge, where a higher than expected rate of microlensing events has been observed (e.g Paczynski et
al. 1994 [74]). This can be explained by stars in the near part of the Galactic bar microlensing stars
in the far side of the bar. A corresponding model has been given by Zhao, Spergel & Rich 1995 [98].
Stanek 1997 [90] used the photometric OGLE data to construct a model of the Galactic bar by the
luminosity distribution of red clump stars.
The gas dynamics in the inner Galaxy has been modelled by Binney, Gerhard et al. 1991 [8], more
recently by Englmaier & Gerhard 1999 [40], and compared to deprojections of IR data.
The Milky Way’s bar is probably rotating fast, too. A direct measurement using OH/IR star tracers
(Debattista et al. 2002 [23]) yields  &6*7&  km/s/kpc. In an indirect manner, certain features of the
local velocity distribution point to a high pattern speed of the bar via its resonant radii, cf. section
2.3.5.
From its content of IR C stars, Cole & Weinberg 2002 [17] infer a maximum age of the Galactic
bar of 6 Gyr, most probable seems to be an age of less than 3 Gyr. These authors find that this star
population is a reliable tracer of the bar, and therefore they might be related to a bar-triggered star
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formation event during bar formation. Whether this justifies the conclusion from individual stars to a
collective dynamical feature will of course be a matter of debate.
The outer disk of the Milky Way seems to have a warp. Evidence for this is as old as the first HI-
data for the southern hemisphere in the 1950’s, and has been corroborated with modern HI-surveys.
The warp starts somewhere around the solar circle, and the Sun happens to lie near one of its nodelines.
For the spiral structure of the Milky Way see section 5.1.2.
2.2 Stellar dynamics
Close encounters of individual stars are very rare and can be neglected, therefore stellar dynamics
is governed by a collisionless Boltzmann equation (“Vlasov equation” in plasma physics). This is
nothing else but the statement that the distribution function 8 9;:ﬂ<:ﬂ=> , being the mass or particle1
density in the one-particle phase space composed of the space and velocity coordinates ( 9 and < ,
respectively), behaves as some kind of incompressible fluid. It can be formulated as follows:
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The corresponding equations for the zeroth and first velocity moments of the distribution function
are known as Jeans equations, and are central to stellar dynamics. As implied by their nature, they are
obtained by integrating the collisionless Boltzmann equation over velocity space, after an additional
multiplication by < in the appropriate case:
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we can rewrite (2.4) as
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which makes the analogy to the Euler equations of hydrodynamics obvious and shows that
O
a
b
S
W is a
stress tensor corresponding to an anisotropic pressure.
With the help of the Jeans equations it can be shown that any steady-state solution of the collision-
less Boltzmann equation can depend on phase-space coordinates only through integrals of the motion.
Conversely, any function of the integrals of motion constitutes such a steady-state solution. This is
called Jeans theorem.
1As common in stellar dynamics, we will consider a single kind of particle having unit mass. Thus, we will not distin-
guish between mass and particle density.
2.2. STELLAR DYNAMICS 9
Integrals of motion constrain the motion to certain hypersurfaces in phase space, and the number
of the integrals of motion a given orbit observes is decisive for its regular or chaotic character. We will
not go into this kind of questions here. Suffice it to say that most potentials allow for chaotic regions
of phase space.
2.2.1 Motion in axisymmetric potentials and the epicycle approximation
In axisymmetric potentials we always have at least two integrals of motion: the energy i and the
z-component of angular momentum j .
We know that in these potentials circular orbits will always be a solution, and we can express the
orbital speed and the corresponding angular velocity of these orbits directly in terms of the potential2 :
# b
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
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
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Clearly, the angular momentum of such orbits is jh?  # $  .
The fact that energy i and angular momentum j are integrals of the motion can be used for
reducing the problem to the motion of a fictitious particle in only two coordinates  and ! . For this,
write the energy in the form ig?  
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with an effective potential
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Having this fictitious particle at rest in a potential minimum at some radius nm corresponds to a
circular motion of the real particle with angular velocity %h? ko ?j 

b
m
.
Galactic orbits are quite often nearly circular, so they can be approximated by small oscillations
of the fictitious particle around its potential minimum. This is the epicycle approximation. If we do a
Taylor expansion of
L
eff around its minimum (details can readily be found e.g. in Binney & Tremaine
1987 [11]), we usually get harmonic oscillator equations for the deviations, with frequencies
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which we call the epicycle and vertical frequency, respectively. By (2.7), the first one can also be
written as
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In the tangential direction, the motion is likewise an oscillation at the same frequency p , because
of ko ?'j 

b
. Therefore, if the vertical oscillation is not excited, the real particle performs a closed
elliptic motion around its guiding center at nm , which itself is rotating uniformly at the circular ve-
locity % . If w and x denote the semimajor axes of the epicycle ellipse in the radial and tangential
direction, respectively, the axis ratio of the ellipse is
x
w
?

%
p
?
dy
: (2.11)
as can be seen by expanding ko ?Ij   b around nm .
2For a circular orbit we have clearly z|{~}G and therefore Hz{~}-eV5Xzve
{}ŁzZ{X}>eV5z{
Z+/;c
 .
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Note that from (2.10), a flat rotation curve corresponds to p ?  % , a Keplerian falloff to p ?%
and a solid body rotation to p ?  % . Since Keplerian and solid body behaviour constitute some kind
of limiting cases, we will have %I

p



% , and the epicycle ellipse will always be elongated in the
tangential direction.
An equivalent characterization of the epicycle approximation is to say that the energy of the verti-
cal motion has been taken as a third integral (see e.g. Dehnen & Binney 1996 [30]). This corresponds
to assuming a discoupling of the vertical motion from that in the disk.
2.2.2 Motion in rotating non-axisymmetric potentials
Consider a potential rotating at a certain angular velocity  (“pattern speed”). In this case, Energy i
and angular momentum  are not conserved. There is, however, a conserved quantity which expresses
the fact that the potential is time-independent in a frame rotating at the same angular speed (see
appendix A for a formal treatment of the problem). This is the so-called Jacobi integral:
in F?IiJM¡1¢1EY
: (2.12)
where ¡1¢£?


:

:
f¢

is the vectorial pattern speed. Except for the Coriolis force, which is not
accounted for, we can use this quantity analogously to the energy to discuss the problem in terms of
an effective potential, which in this case is the true potential plus a term representing the centrifugal
force:
L
eff ?
L
J
 


¡1¢¥¤
9
b
?
L
J
 


b
¢

b
: (2.13)
so that Jacobi’s integral can be written as (see appendix A for derivation)
in F?
 
¦
k
9
¦
b
C
L
eff
: (2.14)
where k
9
is the velocity in the rotating frame.
Extremal points of the effective potential (see Fig. 2.2) are called Lagrangian points in analogy
to similar points in the theory of the restricted three-body problem. Particles located exactly at these
points would describe a circular orbit co-rotating with the bar. The saddle points L1 and L2, how-
ever, are generically unstable, i.e. small deviations from this equilibrium position will amplify. The
minimum L3 at the center is always stable, and stability conditions of the maximum points L4 and
L5 depend on the details of the mass distribution. However, in a lot of cases they are indeed stable,
especially if the bar is not too strong (see Pfenniger 1990 [77] for a detailed discussion), and there are
families of orbits oscillating around these.
Because of (2.14) and the fact that the Jacobi integral is a constant of the motion, we can use
L
eff to put restrictions on the movement of particles, cf. Fig. 2.3. Orbits can never enter the region
below the solid red line in this figure. They can, however, at suitable angles get below the dashed
green line. Stars with i1  greater than
L
eff

L4/L5  (dotted green line in the figure) are free to explore
the entire space (though they are often effectively confined by the Coriolis force) and are said to
belong to the hot regime. Stars with in  smaller than
L
eff

L1/L2  (dotted red line) can never pass the
radius corresponding to L1/L2, and are confined to the region outside or inside of this. Stars with
L
eff

L4/L5 § in  §
L
eff

L1/L2

form an intermediate regime in which the accessible radii depend
on the angle.
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Figure 2.2: Contour plot of an effective bar potential
L
eff in the co-rotating frame, resulting in the
typical “vulcano”-shape. The plot uses the potential defined in section 3.1. The Lagrangian points are
indicated, there are maxima (L4 and L5), a minimum (L3) and saddle points (L1 and L2).
2.2.3 Kinematic effects of bars: resonances
If the difference
%

J¨©
of the angular velocity of circular trajectories and the rotation velocity
of the bar is in some small-number ratio to its epicycle frequency p  , we have a resonance. Stars
on such orbits will regularly be found in identical configurations relative to the bar, so that small
influences will accumulate over time. A special resonance is co-rotation, where the two angular
speeds are equal. The resonance condition is usually written as
l©ª?7%

J¬«
­
p

 (2.15)
The same condition for the vertical frequency s gives the vertical resonances, but these are thought
to be less important than the radial ones.
Since the resonance condition makes reference to circular velocities and epicycle frequencies,
the entire concept is always related to the linear regime, where the epicycle approximation or some
analogue is valid. In this sense, every resonance corresponds to a certain radius where (2.15) is
fulfilled.
When viewed in the frame co-rotating with the bar, the resonance condition means that the cor-
responding epicylce orbit is closed. A particle will have completed ­ cycles of its radial oscillation
while having circled
«
times around the center. Since in the outer regions of the Galaxy %  will
always be a decreasing function of  , orbits further out than co-rotation will appear retrograde in the
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Figure 2.3: The effective potential (2.13) divides the F: i1   -plane in different regimes. The solid
(red) and dashed (green) lines show L eff along the long and short axis of the bar, respectively.
co-rotating frame. Most resonances come in pairs, with one prograde member inside co-rotation, and
one retrograde outside. These pairs correspond to positive or negative sign of
«
.
A bar potential has a multipole order of 2, and therefore the ­ ?  resonances are supposedly the
most significant. They are called Lindblad resonances, after the Swedish astronomer Bertil Lindblad
(1895 - 1965). Table 2.1 gives an overview over the most important resonances.
The inner Lindblad resonance is a special case, because it can itself be double. Whether we
have one or two ILRs depends on the exact form of the rotation curve in the inner region. With
a strong central concentration or a large point mass in the center, the rotation curve might increase
monotonically with decreasing radius. In this case, there is always exactly one ILR. If, however, the
central concentration is less strong, the angular velocity curve will tend towards a constant value,
which by (2.10) implies p ?  % and accordingly %hJ   p goes to zero towards the center, so that
there is a maximum in it (cf. Fig. 2.4). There will then be either two ILRs or none at all, depending
on whether the pattern speed of the bar is larger or less than the maximum of the curve. If it is nearly
equal to this maximum value, there will be a region with “near resonance” effects.
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«
­ name
0 Co-rotation CR
-1 2 Outer Lindblad resonance OLR
1 2 Inner Lindblad resonance ILR
if two-fold: inner (IILR) and outer ILR (OILR)
-1 1 Outer 1:1 resonance
*
  4 Ultraharmonic resonances UHR
Table 2.1: Bar resonances
2.2.4 Stellar orbits in barred potentials
Most helpful in the study of kinematics in an arbitrary potential are periodic orbits. These can be
stable or unstable, depending on whether small deviations induce a backward driving force or tend to
amplify. In the stable case, there will be a family of non-periodic orbits oscillating around the periodic
one. The circular orbits of epicycle theory in an axisymmetric potential are stable, for example, and
the epicycle orbits are the non-periodic family. On the other hand, unstable periodic orbits indicate
borderlines of regions in phase space occupied by these families. So knowledge of the periodic orbits
in a given potential provides a classification scheme for orbits, although it must always be remembered
that there are also chaotic regions in phase space where particle orbits are not simply quasi-periodic
oscillations around periodic orbits.
For axisymmetric potentials, we always know one family of periodic orbits to be the circular ones.
If we have a weak non-axisymmetric perturbation in addition, we should be able to relate the periodic
orbits to the ones in the unperturbed case. We can picture orbit families in a so-called characteristic
diagram, usually a plot where the intersection of the orbit with the coordinate axis perpendicular to
the bar is drawn versus Jacobi energy. While there is no perturbation, the circular orbits are lying on
a single line in this diagram. At the prospective resonance radii with resonances of type 
«
?'*
 
:
­
even

, we have bifurcations, where additional periodic orbits branch off (remember that the resonance
condition means closure of epicyclically oscillating orbits viewed in the rotating frame), though these
are usually unstable. On switching on the perturbation, the line gets broken at the bifurcation points,
and we have a gap forming. Furthermore, the branched-off families may gain stability. Contrarily at
odd-numbered resonances, we usually get the formation of a so-called pitchfork bifurcation, which is
the branching-off of one stable and one unstable orbit family each time.
In the nomenclature of Contopoulos & Grosbol 1989 [19], we refer to the descendants of the
originally circular orbits as family
U¯®
. Very far to the outside, we shall call it
U¯®

 

. Going inwards,
the outmost resonance, -1:1, leads to a branching-off of a stable family called simply -1:1 and an
unstable one called -1:1 (Asym), though the latter are actually symmetric with respect to the bar.
Further in, the gap caused by the OLR replaces
U®

 

as the dominant family by a family called
U
®



, which itself has an unstable continuation called
UZ°
®



. Going further in, the -1:3 resonance
causes another pitchfork bifurcation of families -1:3 and -1:3 (Asym), the outer UHR causes again a
gap replacing
U®


 by a
U®



and so on. See Fig. 2.5 for an illustration. Generally, an
U®

«

orbit
has 
«
cusps.
Inside co-rotation, the same happens in reverse order. In the case of a double ILR, however, we
often have a so-called bubble, i.e. there are two resonant 1:2 families, above and below the
U®
in the
unperturbed case, joining the two ILRs. Switching on the perturbation, the outward parts of the U¯®
usually get connected with the lower loop of the bubble, whereas the rest joins the upper part of the
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Figure 2.4: Angular frequency
%

and the curves
%

*
 
p
 for an assumed axisymmetric
galactic background with (dotted) or without a central mass concentration (solid lines). Note the
maximum in the ILR-curve in the latter case. Position of co-rotation and the Lindblad resonances is
determined by the intersections with the constant pattern speed
f¢
of the bar, so there might be two
ILRs or none in this case.
bubble and closes in on itself. The upper part of this floating bubble is an unstable family
U
]
, the
lower a stable family
U
b
, which is dominant in the region in between the ILRs. In addition, there is a
family of retrogade orbits inside co-rotation, which is called
UV±
.
The alignment of the orbits’ elongation with the bar changes on every resonance (see Table 2.2),
a behaviour akin to the phase reversal of a driven harmonic oscillator as it wanders over a resonance.
As a consequence, bars cannot extend beyond the co-rotation region, because the highest populated
orbits outside CR are anti-aligned with the bar.
Finally, there are two families of orbits which are trapped around the Lagrangian point L4 and L5
of the potential. They are called long and short period orbits (LPO and SPO). LPOs have the shape
of elongated bananas parallel to the bar, whereas SPOs are more or less elliptical and only slightly
elongated. The Jacobi energy of SPOs is always greater than
L
eff at L4/L5, while that of LPOs is
usually smaller. Non-periodic orbits around L4 and L5 often show the same banana shape as the
LPOs, but fill the interior of it, partially or completely. They are quasi-periodic, formed by combining
the oscillation frequencies of the LPOs and SPOs. See Fig. 3.5 for an example.
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location family bar alignment comment

IILR
U ®
aligned possible cause of small central bars
IILR - OILR
U
b
anti-aligned only in case of two ILRs
OILR - ...
U®
aligned main supporters of galactic bars
...
CR
...
... - OUHR
U¯®



anti-aligned
OUHR - OLR
U¯®



anti-aligned no bars possible outside CR
§ OLR
U¯®

 

aligned
Table 2.2: Dominant orbit families in a weakly barred potential and their alignment relativ to the bar.
Towards the CR, there is an infinity of families in ever smaller regions.
2.3 Kinematics of the solar neighbourhood
Like in hydrodynamics, we would expect the motion of the stars to consist of a macroscopic flow
pattern, and superposed on that, random motions. The relative magnitude of the ordered and unordered
motions is characteristic for the type of galaxy we have: for elliptical galaxies, the statistical dispersion
of the random motions is larger than the ordered flow, whereas the inverse is true for disk galaxies.
For the latter, dispersions typically range around some 10% of the rotation velocity, thus constituting
a dynamically warm disk.
Since the Sun is but another star, we expect it to take part in the random motion, and since the
Sun’s peculiar velocity is physically irrelevant, we want to correct it out. In the following, we deal
with the reconstruction of the local macroscopic flow velocity in section 2.3.3, with the properties of
the random motions (sections 2.3.2 and 2.3.1) and with the differential flow field in the larger vicinity
(section 2.3.4).
2.3.1 The velocity ellipsoid
The random motions of the stars constitute a distribution in velocity space reminiscent of a thermal
distribution of Maxwell type. However, due to the collisionless nature of the stellar fluid, there may
be anisotropies which in a collision-dominated gas would have been equilibrated out.
Karl Schwarzschild suggested in 1907 [85] to model the velocity distribution of the solar neigh-
bourhood in the simplest possible way as a Gaussian distribution function. This has become known
as the Schwarzschild distribution:
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: (2.16)
where all the velocities are with respect to the local standard of rest (LSR) defined below (section
2.3.3).
We can define a velocity dispersion tensor as in (2.5) from the measured peculiar velocities of
the neighbouring stars. The a
S
in Schwarzschild’s distribution then correspond to the eigenvalues of
this tensor, and the #
S
are components taken along its principal axes. The Schwarzschild model is
the simplest model if one only knows the a
S
W
. It neglects any asymmetries of the distribution as for
example the asymmetric drift. Apart from that, determinations of the true distribution as done by
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(a) (b)
Figure 2.5: Periodic orbit families in a weakly barred potential. Solid lines denote stable, broken lines
unstable families. (a) outside, (b) inside co-rotation. (a) taken from Dehnen 2000 [28].
Dehnen 1998 [25] using the HIPPARCOS data (see section 2.3.5) show lots of additional structure.
Thus, the Schwarzschild distribution is merely a very crude approximation.
If we nonetheless adopt the Schwarzschild distribution as an approximation to the true distribution,
we find two main features which we will investigate further: (1.) the orientation of the principal axes,
(2.) the axis ratio of the ellipsoids representing the isodensity contours. We are mostly concerned with
the situation in the Galactic plane, and since the Sun is located sufficiently close to the plane, we do
not expect any effects in components involving the vertical direction. Indeed, the velocity ellipsoid
axes do not seem to be tilted out of the Galactic plane (Dehnen & Binney 1998 [31]). Qualitatively,
the behaviour of the axis ratios is such that the ellipsoid is elongated in the direction of the Galactic
rotation (in accordance with the results from epicycle approximation, see section 2.2.1), and that the
shortest axis is the vertical one, which reflects the disky structure of the Galaxy. The axis ratio in the
plane is a topic which we will repeatedly come back to in the following.
A mis-alignment of the velocity dispersion ellipsoid with respect to the direction to the Galactic
center is called vertex deviation. It corresponds to a non-vanishing off-diagonal element ot the disper-
sion tensor (2.5) within the plane. This can only occur if there are deviations from axisymmetry in the
Galaxy. Using HIPPARCOS data, it has been shown by Dehnen & Binney 1998 [31] to reach as high
as ¼½
¾ for very young stellar populations, and to lie in a range of ¿¬ÀX½
¾ for the old ones. Whereas
the high vertex deviation of the young populations is most probably due to the moving groups and
thus in a sense accidental (Binney & Merrifield 1998 [10]), there should be dynamical reasons for its
occurence with the old populations. Often this is attributed to spiral structure, but the bar may also
play a role (see e.g. Kuijken & Tremaine 1994 [61]).
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2.3.2 Velocity dispersion as a function of age and radius
The velocity dispersion of the stars shows an increase with age (see e.g. Wielen 1977 [97]), or, obser-
vationally, with colour (colour correlates with age statistically since bluer stars end their life-cycles
earlier and are thus sorted out). Plots of dispersion versus colour for stellar samples (as again in
Dehnen & Binney 1998 [31]) show positive gradients, which at around ÁJÃÂ'Ä-)0 turn abruptly to
zero. This change in slope, known as Parenago’s discontinuity, is thought to be a consequence of the
finite age of the Galaxy: stars redder than this point have a life-cycle longer than this age and therefore
the statistical correlation between age and colour is lost. Translating the colours to ages requires some
modelling, see e.g. Binney, Dehnen & Bertelli 2000 [7]. The dispersion-age-relation is found to be
consistent with a
²=ﬂ
?'ÅIE
=ÇÆ
C
aVÈÊÉ
³
, with Ë in the range -  JÃ-)& . Binney, Dehnen & Bertelli find
aPÈÊÉ
³
Ä( km/s and ËÌÄI-) , and an age of the solar neighbourhood of      *M-ÎÍ& Gyr.
The observed increase in dispersion with age suggests that the disk is being heated. An alternative
explanation, assuming that stars were born with higher velocity dispersion in earlier times and thus
invoking some secular evolution effect, is rarely drawn into serious consideration. Regarding the
origin of the disk heating, direct star encounters are ruled out, because the relaxation times for these
processes are much to high. Several mechanisms have been discussed (Binney 2001 [6]):
Ï Perturbations by giant molecular clouds (GMCs), first proposed by Spitzer & Schwarzschild
1953 [89]. However, Lacey 1984 [62] showed that the ratio of vertical to horizontal dispersions
expected from this do not agree with observations.
Ï Perturbations by spiral arms (Carlberg & Sellwood 1985 [15]). However, only motions within
the Galactic plane should be excited by this.
Ï Perturbations by infalling satellite galaxies. However, the resulting disk heating tends to be too
high in this case, cf. Fuchs et al. 2001 [45].
Up to now, the question of the true reason of disk heating is not finally settled. Probably, an interplay
of several factors must be assumed.
The spatial variation of the velocity dispersion is known from some measurements on external
galaxies. Although this is quite a difficult task, Bottema 1993 [14] managed to obtain the radial
dependence of the vertical dispersion aﬀÐ for a set of face-on disks. It shows an exponential decline
with radius similar to surface density, however with a larger scale length, which might approximately
be twice as large. Indeed, this is the behaviour expected from stellar dynamics, where we can derive
from the Jeans equations that for a thin disk the vertical dispersion should obey
acb
Ð
?
´Ñ

"
: (2.17)
" being the vertical scale-height. The same should hold for the other components of the velocity
dispersion, since the shape of the velocity ellipsoid probably does not change very much. This is at
least the result of an investigation by Gerssen et al. 1997 [48] where these authors tried to determine
two dispersion components of an inclined disk galaxy simultaneously, however using the (in our view
problematic) eqn. (3.19).
2.3.3 The local standard of rest (LSR) and asymmetric drift
If the Galaxy were completely axisymmetric, we expect the ordered flow of the stars to be a uniform
rotation around the Galactic center. We call a reference frame which follows this uniform rotation a
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standard of rest, and local standard of rest (LSR) for the location of the Sun. Their rotation veloci-
ties are determined by the potential according to (2.7). One should think that the mean value of the
(galactocentrically) tangential velocities of a spatially constrained sample of stars should equal these
circular velocities. However, for non-vanishing velocity dispersion this is not the case. Instead, the
mean rotation velocity is falling behind the circular velocity value, a phenomenon known as asym-
metric drift. In terms of the epicycle approximation, it can be understood by remembering that the
epicycle ellipse is a retrograde rotation. Thus stars on the outward part of their epicycle ellipse are
moving slower than their guiding center, whereas the inverse is true on the inner part. Asymmetric
drift then results from there being, at any location, more stars from the inside than from the outside,
and this in turn is due to two effects:
Ï The exponential decrease in density of the stars with radius means that at some distance inside
of a given radius there are more stars than at the same distance to the outside of it.
Ï The velocity dispersion itself is decreasing with the distance from the Galactic center, so that
stars from smaller radii reach farther out than those from larger radii reach in.
Quantitatively, we can give an empirical formula (“Stro¨mberg’s relation”) for the asymmetric drift
#Ò
?
#$
J
T
#
, where
T
# denotes the actual mean velocity of a stellar population (see e.g. Binney &
Tremaine 1986 [11]):
#Ò
?
a
b

Ó
:
where
Ó
Ä 80 km/s
: (2.18)
and a  is the dispersion in the radial direction.
The common way of determining the LSR is to consider distinct stellar populations which have
different velocity dispersions, to calculate the mean motion for every one of these, and to extrapolate
to the case of vanishing velocity dispersion. This program has been carried out by Dehnen & Binney
1998 [31] for the HIPPARCOS data, giving the motion of the Sun relative to the LSR as
Ôf.
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where
Ô:
Â
:vÛ
are velocity components towards the Galactic center, in the direction of Galactic ro-
tation and in the vertical towards the north Galactic pole, respectively. In the literature, there is
widespread agreement for the values of Ôf. and ÛÜ. , whereas most authors give values in the range
of   /J   km/s for Â . (see e.g. Mignard 2000 [68] for a recent example). This is due to an increase
of the tangential velocities at very small dispersions, leading to these high values in the extrapolation.
But small dispersions correspond to very young stars, and according to Dehnen & Binney 1998 these
have to be excluded when extrapolating to vanishing dispersion, because very young stars are not yet
kinematically equilibrated (they belong to moving groups and so still bear memory of their parent
cloud), or the validity of Stro¨mberg’s relation breaks down. Using only less young stars, Dehnen &
Binney arrive at the quoted value of about 5 km/s for Â . . Correspondingly, the slope of Stro¨mberg’s
relation comes out higher, so Dehnen & Binney obtain the value for Ó of (*¨& km/s quoted above,
whereas usually   Y  km/s have been assumed before.
If the Galaxy is not completely axisymmetric, the definition of the LSR is less clear, since there
are no longer uniquely defined circular velocities. In fact, we will withdraw to a purely operational
definition of the standards of rest, by doing local averaging and correcting for asymmetric drift in the
described way. It is possible then that such a standard of rest has radial and vertical components of
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motion, which cannot occur in the axisymmetric case. In addition, there might be some tangential
component relative to some (generally ill-defined) uniform rotation.
2.3.4 Oort constants and the differential rotation of the Galaxy
The kinematic theory of Galactic rotation has been developed by Jan Hendrik Oort in 1926/27 [73, 72].
He introduced two of the constants now bearing his name which measure the effect of differential
rotation on the local velocity field.
Define a standard of rest system for every point 9 of the disk and denote its velocity by <ßvà¶9 .
Take a special one of these frames, e.g. the one at the Sun’s position 9
.
, as the LSR and call its
velocity
<cá
ßâà
. Then, if

U
:ﬂã
relate to some coordinate system centered on 9. , the relative velocity
field ä 9 d ? <ßâàª9 J <cá
ßâà in the neighbourhood of 9. can be written as
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and õ have the physical meaning of the divergence and vorticity of the relative velocity field,
respectively, whereas ô and ó are components of its shear tensor:
÷
EXäÙ?

ò (2.21)
ø
÷
¤Hä¨ù
]
?

õ (2.22)
ú
S
W
d
?
B
Süû
W
C
B
W
ûS
JÃý
S
W
QÊþ
B
þ
û
þ
?

t
óßô
ôMJó
u
S
W
(2.23)
Expressing the Oort constants ô : õ : ó :
ò
as derivatives with respect to  and o is a matter of algebra,
cf. appendix E.
Whenever, as in the case of a purely circular rotation, we have a unique rotation curve #$
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For the purely circular velocity field, we have
ò
?Iól?I and ôD?
 
, õ?IÁ . In fact,
ò
?IóÞ?I holds
for any axisymmetric and stationary disk, whereas ô and õ reduce to forms similar to (2.24), (2.25),
true, but with #$ replaced by the mean rotation velocity
T
# (cf. appendix E). So ôÃ?
 
and õ ? Á
require also neglection of the asymmetric drift. In general, we have to distinguish between
 
and Á
and the true Oort constants ô : õ : ó :
ò
.
Taking components of eqn. (2.20) along the line of sight and along the tangent within the Galactic
plane (in direction of increasing Galactic longitude  ), we obtain to first order in
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as above. We will use this formula as a means to determine the Oort constants in
section 4.3.
Observationally, the Oort constants can be determined, by using relations (2.26), via measured
proper motions or via line-of-sight velocities3 of stars in the solar neighbourhood. One recent study
of this kind is Feast & Whitelock 1997 [42] who used HIPPARCOS proper motions of Cepheids.
Since the HIPPARCOS mission is based on a reference frame constituted of extragalactic sources,
these data should be more reliable than earlier measurements (see Kerr & Lynden-Bell 1986 [55] for
a review). Feast & Whitelock obtained
ô ?
 
2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
*£-)(2 km/s/kpc
õº? J
 Y
)
ÍÞ*£-)02 km/s/kpc
(2.27)
According to a new analysis by Olling & Dehnen 2003 [71], all earlier determinations of the Oort
constants overlooked a mode mixing effect as one major source of systematic error. Their own de-
termination using a sample of stars from the ACT/Tycho-2 catalogs yield values for ô , õ and ó which
depend highly on the age of the stellar sample. For old red giant stars, they get
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(2.28)
There are also indications for a non-vanishing ó , which has not been found by Feast & Whitelock.
Olling & Dehnen obtain óÞ?gJ6Ú)(Þ*     km/s/kpc
Ignoring possible differences between ô : õ and
 
:
Á , we can calculate the local % and the slope of
the rotation curve via %M?
 
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, giving with the Feast/Whitelock data:
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This would mean a slight decline of the rotation curve, which might be a local phenomenon. No
decline, but instead a slight rise is implied by Olling & Dehnen’s values.
By pure definition, we have
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Most textbooks feature a relation (“Oort-relation”) equating this quantity to the ratio of the squares of
the velocity ellipsoid axes, at least in the limit of vanishing velocity dispersion. However, this does
not hold in a non-axisymmetric galaxy, and available data indeed show problems with this equality:
Ï For a flat rotation curve, JÞÁ 

 
JÁ

?
 
exactly, and for a slightly declining rotation
curve, the value of JÞÁ 

 
J¨Á

is smaller than   . This is, accordingly, what is obtained
from the Feast & Whitelock values, whereas those of Dehnen & Olling give something §   .
Ï The theoretical expectation for the axis ratio is a value somewhat larger than   . This is
due to higher-order corrections arising from the velocity dispersion, which should prevail over
the effect of a declining rotation curve and cause a value of the axis ratio §   (Kuijken
& Tremaine 1994 [61] and 1991 [60]). However, observations indicate a value significantly
smaller than   , e.g. Dehnen & Binney 1998 [31] found 0.4.
3To avoid confusion, we will always take the term “radial” as relating to a galactocentric coordinate system and refer
to radial velocities in the heliocentric sense as line-of-sight velocities. The reader be warned that this is not a common
convention, though.
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This has been a puzzle for some time (cf. Evans & Collett 1993 [41]). We will have more to say on
this problem in section 4.2.
2.3.5 The true velocity distribution
Figure 2.6: Distribution
8
 :
#
 inferred from HIPPARCOS data for late-type stars. The two ellipses
indicate the suggested bimodality, the velocity of the Sun is denoted by  . Taken from Dehnen 1999
[27].
We mentioned already that the Schwarzschild distribution is only a very crude approximation.
Reconstructions of the true distribution in velocity space from HIPPARCOS data have been carried
out by Dehnen 1998 [25], where much more structure has been found. In particular, when considering
early-type stars, the smooth distribution is superseded by moving groups (see Eggen 1996 [36, 37]),
which probably reflect the cluster origin of stars. Furthermore the distribution shows a bi-modality
which has become known as the “  -anomaly”, especially for the late-type stars. If : #  denote
velocity components with respect to the LSR in the direction the Galactic center and of Galactic
rotation, respectively, the anomaly consists of an additional peak around : #  ?  JÞ2
 : J    km/s
in the : #  -plane distribution, see Fig. 2.6. The respective stars are lagging behind the mean rotation
and have an outward radial motion with respect to the LSR. This anomaly was also noted by Raboud
et al. 1998 [82] in their independent analysis of the HIPPARCOS data.
Dehnen 2000 [28] explained this bi-modality by a resonant influence of the Galactic bar (see also
Fux 2001 [46] and Quillen 2003 [81]). If the Sun is just outside the OLR radius, a bi-modality will
naturally come about by the different alignment behaviour of the dominant orbits inside and outside
the OLR (see Table 2.2). Stars in the solar neighbourhood from the inside will be on the retrograde
part of their epicycle orbit, and thus lag behind the mean (LSR) rotation. If the phase angle of the Sun
with respect to the bar is chosen appropriately, as in Fig. 2.7, we can attain a mean outward motion
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Figure 2.7: Closed orbits (solid curves) just inside and outside the OLR of a rotating central bar
(hatched ellipse). The circles (dashed curves) depict the positions of the ILR, CR and OLR (from
inside out) for circular orbits. Note the change in the orbits’ orientation at the OLR, resulting in the
crossing of closed orbits at four azimuths. A possible position for the Sun is shown as filled circle.
The bar angle  is indicated for the case of a clockwise-rotating bar. Taken from Dehnen 2000 [28].
for these stars and thus explain the  -anomaly. This will work if the phase angle o is in the range
 

	
JÃÍ
	 , which is however already constrained by other evidence to lie between   	 and 2;& 	 .
Chapter 3
Bar Influence on the Velocity Distribution
in the Outer Stellar Disk
As we have mentioned, the bar of the Milky Way may influence the stellar velocity distribution in
the solar neighbourhood by resonant phenomena. In particular, the so-called  -anomaly may be a
consequence of the location of the Sun shortly outside of the OLR radius, see section 2.3.5. The
galactic bar might also have some relevance in explaining the vertex deviation and the anomalous axis
ratio velocity-dispersion tensor, which we mentioned in section 2.3.1.
In Dehnen 2000 [28], simulations were made for a localized stellar sample, representing the solar
neighbourhood. In this thesis, we will follow this approach further by investigating the velocity distri-
bution in its spatial variability. Our primary interest is in the low-order moments of this distribution,
i.e. the mean (streaming) velocity and velocity dispersion. In particular, we want to quantify whether
the influence of the Galactic bar may explain the aforementioned anomalies, the vertex deviation and
velocity-dispersion axis ratio, observed for the old stellar populations. Our approach applies to the
kinematics in the solar neighbourhood, while at the same time it constitutes a completely general
analysis of the bar influence in a stellar disk.
3.1 Simulation of bar influence
Since we do not want to construct a self-consistent model of the Galaxy, we just study the stellar
dynamics for a simple model potential. In order to arrive at (stationary) equilibrium, we slowly add
to the underlying axisymmetric Galactic potential the non-axisymmetric component of the bar (the
bar monopole is assumed to be already accounted for by the Galactic potential). We do not pay very
much attention to the inner parts (inside co-rotation), and we neglect influences of vertical motion,
so our model is two-dimensional. The calculation consists of orbit integration of a large ensemble
of phase-space points representing the initial equilibrium. This numerical technique, which may be
called restricted ﬀ -body method, is equivalent to first-order perturbation theory, since the self-gravity
due to the wake induced by the perturbation (bar) is neglected. After the orbit integrations, the velocity
moments at any time are computed from the phase-space positions of the trajectories.
23
24 CHAPTER 3. BAR INFLUENCE ON THE VELOCITY DISTRIBUTION
3.1.1 Sampling
The sampling of the initial phase-space points is done as described in Dehnen 1999 [26], using the
distribution function (eq. (10) in [26])
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where %

,
p

, and j $  are the azimuthal and epicycle frequency and angular momentum of
the circular orbit at radius  , while ﬂﬁ is the radius of the circular orbit with energy i , see eqn.
(C.8). With this choice for the distribution function, the collisionless Boltzmann equation is satisfied
at
=
?I (since 8 depends only on the integrals of motion i and j ) and the surface density and radial
velocity dispersion of the disk follow approximately, those given with the parameter functions 
and a  , respectively. Here, we assume exponentials for both of them:
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If not stated otherwise, we choose ﬂ( ? 
³
and   ?Ý-) 
³
,

³
being the distance of the Sun
from the galactic center. We also set a
³
?-

#
³
by standard, where #
³
is the circular velocity at

³
.
In this way, samples of ) ?   +* initial phase-space points are created.
Since the sample corresponds to the stellar disk, we might introduce some outer cutoff to reflect
the disk truncation we described in section 2.1. However, to avoid the introduction of additional
poorly known parameters we ignore this here.
3.1.2 Model Potential and Orbit integration
Orbit integration and adiabatic growth of a quadrupole bar is done similarly to Dehnen 2000 [28].
The galactic background potential is chosen to give a power law in the velocity curve
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The power-law index is restricted to Ë43
ø
J
 
:
 
ù with Ë'?   and Ë`? J   corresponding to,
respectively, the harmonic potential and that of a point mass at the origin.
For the bar potential
L®
?
L®
F:
o
:ﬂ=ﬂ
, we only use its quadrupole, since higher poles are much
less important at large radii. Following Dehnen 2000 [28], we set
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where

© is the size of the bar. The angle o is defined in the frame rotating at pattern speed © (see
Fig. 3.1). The strength
 
© of the bar is increased from 0 to a value
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and stays constant at
 
© ?
 ﬂ8
after
=
®
. With this functional form,
L®
and its first and second
time derivative are continuous, thus representing adiabatic growth of the bar and ensuring a smooth
transition. The final bar strength
 ﬂ8
is controlled via the dimensionless model parameter =
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which is the ratio of the forces due to
L ®
and
L
³
at galactocentric radius 
³
on the bar’s major axis.
Our standard choice is =Ü?-Õ   . Some properties of this potential are listed in appendix C.
Orbit integration is performed on the sampled particles in the co-rotating frame up to a time
=
b
§_=
®
using a 5th order integrator, cf. appendix B. In contrast to Dehnen 2000 [28], we integrate
forward in time. The only effect of working in the rotating frame is one single modification in one of
the equations of motion (cf. appendix A), which is incorporated into the integration kernel. Particle
states are denoted by their phase space coordinates
û
consisting of the values of
F:
o and of the
momenta >  and >&? ?j , which are identical in the rotating and the inertial frame. We get the radial
and tangential velocities  and # of the particles in the inertial frame simply by

?@>

:
#
?j

 (3.8)
3.1.3 Calculation of velocity moments
The
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
th moment of the velocity distribution at position 9 is defined as
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, where

and # denote, respectively,the radial and azimuthal velocity component (see
Fig. 3.1). We do not know the value 8 ²=v:HGf:V<| of the distribution function at any time =D§  , but
instead have a representative sample L GNMÚ²=>v:ﬂ<NM²=ﬂPO
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) of phase-space points.
Several methods have been applied for evaluating these moments. The simplest is to compute the
moment integral (3.10) via Monte-Carlo integration, resulting in
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where we have replaced the ý -function in equation (3.10) by U  bM
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where
V
is the Heaviside function. The parameter U M gives the radius over which the
ò
th trajectory
contributes to the moment integrals. We adjusted U M such that a constant number of sampled orbits was
expected to fall in the area of radius U M centered on GNM by the assumed exponential surface brightness
distribution of the disk.
In practice, the zeroth, first and second moments are estimated in this way. From these, the mean
velocities and velocity dispersion tensor1 can be obtained as follows:
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(3.13)
1Notation: X-YZY etc. are components of the tensor X- , whose eigenvalues are the squares of the velocity dispersions in
the principal directions. Note that X-YP[ may well be negative.
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Figure 3.1: Geometry of the rotation of the galaxy and definition of coordinate system. Note that
positive values of radial velocity u are taken to point inwards and that azimuth angle o is measured
from the bar axis in the mathematically positive sense, but against the direction of bar rotation (modulo
 
(
	 ). Also shown is a velocity dispersion ellipsoid exhibiting a (positive) vertex deviation ]\ .
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All this is done for spatial points on a grid.
Once the orbit integration is done, one can easily switch to a model with initial distribution func-
tion 8
®
1? 8 by weighting each orbit with the ratio 8
®

8 , which accounts for the fact that the tra-
jectories were actually sampled from 8 . However, for this method to be useful, the ratio 8 ®  8 must
not become too large, because otherwise the moment estimates are dominated by a few orbits with
large weights. Since by virtue of the collisionless Boltzmann equation the values of the distribution
functions are conserved along the trajectories, the ratio 8 ®  8 is conserved, too, and can be evaluated
at time
=
?  , when the distribution functions can be computed via equation (3.1). In this way, we
did a switch to exponential disks with velocity dispersions a
³
smaller than -  #
³
(the value for the
sampling distribution functions), such that 8 ®  8 6 ø -  #
³

a
³
ù
b (for a
³
§
-

#
³
, the ratio 8
®

8 has no
upper limit).
3.1.4 Fourier components of velocity moments
To see what is going on, it is useful to do a Fourier transform on the azimuthal angle o . We apply this
to the mean velocities and dispersion tensor elements after we calculated them in the usual way (3.13
and 3.14), except that this time we do not use a weighting function, but take bins in  and o . This has
the additional advantage that every calculated particle contributes to the final result. We use a discrete
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Fourier transform of the following kind:
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where o W ? ´ihÚ ﬀ . This gives an approximate Fourier expansion
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where
«
?`ﬀ

and ﬀ is supposed to be even. This has been done for ﬀ ?Ù  in 25 radial bins.
Since we have an azimuthal ­ ?  symmetry, we expect all coefficients of odd index ­ to be zero,
which they turn out to be within their errors.
We also construct an estimate of the surface density  by dividing the number of sampled orbits
per bin by the segment area of the bin, and apply the Fourier transform to this quantity as well.
3.1.5 Error estimation
We employ a bootstrap method: the calculations leading from the data set of every radial bin to its
Fourier coefficients are redone for arbitrary subsamples of this data set. The rms-scatter in the outcome
of many such calculations gives a measure of the error.
3.1.6 Integration times and models
Usually we follow our models up to 18 bar rotation periods, after the bar has grown adiabatically
within the first 5 periods. We also did one model with a very long integration time of 120 bar periods,
where we also allowed a longer time of 10 periods for bar growth. In absolute time, the bar period
is fixed by our choice of the OLR radius. Our favoured value is -)6  
³
, and adopting the IAU
recommended values of 
³
? (Ú)& kpc and #
³
?

 km/s, this means that one bar rotation period
corresponds to roughly 128 Myr. So our standard integration time of 18 periods is equivalent to about
2.3 Gyr, the long integration time of 120 periods is in the range of a Hubble time.
3.1.7 Symmetries and the question of stationarity
In order to check, whether or how far our distributions have reached a stationary equilibrium state, we
employ a symmetry consideration. As noted by Fux 2001 [46], equilibrium velocity distributions in
an ­ ?

symmetric potential have a symmetry
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which is a consequence of the azimuthal ­ ?  symmetry and the time-reversal symmetry of stellar
dynamics in conjunction with stationarity of the distribution function. We can turn this argument
around and use the degree of symmetry as a measure for stationarity. A quantitative measure of
the symmetry can be obtained in the obvious way by subtracting corresponding distribution function
values over a grid in phase space and doing a quadratic sum over the grid points. Results of these
kind of analysis are shown in Fig. 3.2. As can be seen, the simulations showed only a small increase
in asymmetry of 15% above the noise level (as given by the initial state as well as a very long-time
simulation), which dropped rapidly after bar growth is finished.
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Figure 3.2: Evolution towards stationarity as measured be the symmetry (3.17) for different models
(arbitrary units, horizontal axis is time in bar rotation periods). Models shown have mláà  
³
?-)(
(square symbols) and mláà  
³
?ß-)6
 (triangles), and usual (filled symbols) or long integration
time (open symbols). Bar growth is taking place in the first 5 periods for normal and in the first 10
periods for the long integration time. In addition, the value for the sampled starting distribution at
=
?I is shown, indicating the level of significance.
3.2 Results
Kuijken & Tremaine 1991 [60] gave an analytical expression for the behaviour of the mean velocities
under the influence of a non-axisymmetric perturbation of multipole order ­ in a linear approxima-
tion. For our case, this yields (in a co-rotating frame where o ? o nqprts QSuwvTx JÞ© = )
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where  n
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and  láà refer to the circular frequencies at the radii of the inner and outer Lindblad
resonance, and =  ? 
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is defined similarly to (3.7). For a flat rotation curve,
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. In our range of interest, equations (3.18) are dominated by a pole at the OLR.
The results of our simulation, presented below, agree roughly with these expectations: the mean
velocities show modulations
T
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Ø
o
,
T
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o in the co-rotating frame. The sign of the
modulations varies with radius, sign changes should indicate resonances. For the dispersion tensor the
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situation is similar: the off-diagonal component shows a ØPl o perturbation, the diagonal components
a 

Øﬀ
o
.
3.2.1 Fourier analysis
Since we have an azimuthal ­ ?  symmetry, all coefficients of odd index ­ are expected to van-
ish, what they do within their errors. Furthermore, in the undeveloped state before bar growth, all
coefficients except those with ­ ? are, by construction, zero within their errors.
The ­ ?I components (Fig. 3.3):
The dashed lines in Fig. 3.3 represent the initial axisymmetric case, which shows an exponential
decline in  as well as in the diagonal components of velocity dispersion tensor. The mean azimuthal
motion deviates from the circular speed #
³
by the asymmetric drift, which is stronger for large a
³
, as
expected. The mean radial motion vanishes, as required for any stationary model.
The solid lines in Fig. 3.3 show the radial run of the ­ ?A components in the barred case.
Apart from the components for
T

and a b^
\
, which have to vanish for stationary models, some signs of
perturbation are visible, the stronger the smaller a
³
.
First of all, we learn that dispersive effects are quite efficient in drawing resonance-induced fea-
tures away from the actual position of the resonance. Whereas for small velocity dispersion the
association of the features with the OLR at mláà ?I-)6  
³
is clearly visible, they appear in the high
dispersion case at a radial range of      to   32 
³
, where naively one would not attribute them to the
OLR.
In particular, we have a bump in the
T
#
-curve outside of OLR, which becomes more explicit with
decreasing dispersion while roughly keeping its absolute magnitude. In contrast to this, the asym-
metric drift as the dominant deviation of
T
# from the nominal rotation velocity #
³
diminishes with
decreasing dispersion. There is a similar bump in a b^D^ , whereas we have a two-fold feature in a b
\\
.
Most of the perturbative features in the ­ ?I components are induced by the opposite orientation
of the near-circular orbits on either side of the resonance.
The ­ ?  components (Fig. 3.4):
Because of the symmetry of the problem, we expect the ­ ?  components to be the dominant
ones. As for every ­
§
 , we have one more degree of freedom here, since we have a cosine- and a
sine-component (see Fig. 3.4), or equivalently, an amplitude and a phase.
The cosine-terms of
T

and a b^
\
as well as the sine terms of

,
T
#
,
a
b
^D^ , and a b
\\
vanish (within
their error), which is to be expected from equation (3.17) for a stationary model. The behaviour of
the remaining non-vanishing terms agrees roughly with the expectation from simple linear theory, cf.
equation (3.18). In particular, we see indication of the poles at the OLR radius, though they are, of
course, smoothed over. However, there are two significant deviations. First, as a
³
increases (from left
to right panels in Fig. 3.4), the resonant features are shifted away from mláà to larger radii and are
also somewhat smoothed out. Second, there is an additional feature at  '-)0 
³
, in particular, for
T
#
. When inspecting the orbits of stars dominating at this radius, we find that many belong to an orbit
family associated with the stable Lagrange points L
±
and L
<
, see Fig. 3.5. These orbits can reach radii
far beyond co-rotation and, in a frame co-rotating with the bar, perform a retrograde motion around
the Lagrange points. They thus result in a reduced
T
# at azimuths perpendicular to the bar and hence
lead to a positive 
 Øﬀ o component.
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Figure 3.3: y{z}| Fourier components of velocity distribution in the undeveloped state before bar
growth (dashed curve) and in the final state (solid red curve), plotted against radius. Left, middle,
and right panels have ~#bw+ , b and bŁ respectively. The plotted values are actually half
the Fourier coefficient, i.e. the first term in expansion (3.16). Units on the vertical axes are particle
number per area for surface density  and  for the velocities. The model shown has an OLR-radius
of bŁ!9 , corresponding to a CR of bŁ!ﬂ (dashed vertical lines).
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Figure 3.4:   Fourier cosine (solid red line) and sine (dashed green line) components, plotted
against radius. Panels as in Fig. 3.3. For surface density  , the value shown is relative to the undis-
turbed   value. Units on the vertical axes are   for velocities  and  and 

for the ~ ’s. OLR
and CR are at bŁ!ﬂ and bŁ!ﬂ respectively (dashed vertical lines).
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Figure 3.5: Orbit near co-rotation that circulates the L  point in a retrograde sense (anti-clockwise for
a clockwise rotating bar). The bar is indicated by a line, while the dotted circles correspond to CR
and OLR. In our model, a considerable fraction of stars is trapped in orbits of this family, resulting in
the somewhat peculiar run of the velocity moments (Fig. 3.4).
Higher-order components (Fig. 3.6) :
The  components are usually smaller by at least a factor 3 compared to the  modes, but
they are significantly different from zero. In contrast, the analytical model (3.18) had no excitation of
higher modes at all, since mode coupling is not included in a linear approximation.
The excitation of the   modes follows the overall pattern seen in the  { case: in
accordance with the symmetry requirements, we have a  ¡;¢¤£¦¥ in § and ¨;©ªD« , and a ¬­+¢¤£¦¥ in all
the other components, see Fig. 3.6. Our signal-to-noise ratio is in the range of 3 – 5 for the ®¯
case, and less for higher-order components, so surely the significance of our model is petering out.
Nevertheless, some °²± modes do seem to be discernible still.
3.2.2 Variation of parameters
Doubling the bar strength leads to a doubling of the magnitude of the effects. This is true for the
differences between the undeveloped and final state as well as for Fourier coefficients.
Changing the bar size, i.e. the parameter ³ﬂ´ in (3.5), produces some local variations in the mag-
nitude of the effects, but it does not shift them in location. Of course, this is to be expected if the
location is determined by resonance conditions.
Variation of the disk scale length does not seem to have any strong effects, which is to be expected,
since it only slightly affects the sampling of the orbits but not the dynamics.
The shape of the velocity curve has a mild effect: we tried models with a slightly rising ( µ¶¸·b¹º )
or falling ( µK»¼·b¹º ) velocity profile, and found very similar results as for µ¸· . (Note that we kept
the OLR radius fixed, so models with different velocity profiles have different rotation frequencies
of the bar, cf. appendix C). This is expected, too, since µ essentially controls the distances between
various resonances (growing wider for larger µ ), while most of our results are dominated by a single
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Figure 3.6:  ¾½ Fourier cosine (solid red line) and sine (dashed green line) components, plotted
against radius. Panels and units as in Fig. 3.4. For surface density  , the value shown is relative to
the undisturbed  7 value. Again, OLR and CR are at bŁ!9 and bŁ!ﬂ respectively (dashed
vertical lines).
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resonance, the OLR.
3.2.3 Dispersion axis ratio
Fig. 3.7 shows the ratio of the principal axes of the velocity dispersion ellipsoid, i.e. the eigenvalues
¨;©¿kÀ
©
of the tensor ¨;© . For a flat rotation curve, this ratio is often expected to be 0.5. Indeed, it can be
shown (see for example Binney & Tremaine 1987 [11], ch. 4.2.1(c)) that in the undisturbed case (for
which ¨ ¿ ²¨ ªDª and ¨
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where
Æ
is the epicycle frequency, cf. eqn. 2.31. This relation is often given without the limit and
then referred to as Oort’s relation. It is, however, important to note that the error in Oort’s relation is
considerable already for ¨ Å ·b¹ŁÎ Å (Evans & Collett 1993 [41], Dehnen 1999 [26]), which means
that using it for the old stellar disk of the Milky Way is, at best, dangerous. This can be seen clearly
from Fig. 3.7 showing that ¨ ©
©Ó
¨ ©¿ for the unperturbed case significantly deviates from 0.5 for a warm
stellar disk ( ¨ Å ¸·b¹ŁÎ Å ).
After formation of the bar perturbation, we have large variations in this quantity. For ¨ Å ·b¹ŁÎ Å
and at ³¯Ô³ Å , the values are generally somewhat higher than Oort’s value 0.5 but smaller than for
an undisturbed disk. For directions that are roughly along the bar ( £ËÕ¸· ), this ratio rises sharply just
outside the solar circle to values reaching as high as 0.8.
It is instructive to take a look at the same quantities for a smaller velocity dispersion of ¨ Å 
·b¹w·+ÖÎ
Å or ·b¹ºÎ Å (left and middle panels of Fig. 3.7). First of all, the axis ratio in the undisturbed case
(dashed line in the right panels) is much closer to Oort’s value of 0.5 here, as expected. Generally,
the observed features have smaller width, i.e. they are less washed out by dispersion, but the effect of
the bar, i.e. the difference between the solid and dashed lines, is still similar for the different velocity
dispersions, even quantitatively. Thus, the deviation of ¨ ©
©
Ó
¨
©
¿ from Oort’s value may be decomposed
into a velocity-dispersion dependent term, which consists of a general elevation of only mild radial
dependence and a bar-induced term, which varies spatially and appears to be negative for the solar
position.
As a consequence, for mildly warm stellar disks ( ¨Ø×
Õ
·b¹ŁÎ
Å ), the ratio ¨;©
©
Ó
¨;©¿ in the solar neigh-
bourhood may well drop below Oort’s value.
3.2.4 Vertex deviation
The so-called vertex deviation Ù
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(3.20)
is the angle between the direction of the largest velocity dispersion and the line to the Galactic center,
see also Fig. 3.1. For axisymmetric equilibrium models,
Ù
«
¸· .
In Fig. 3.8, we plot
Ù
« , computed from Fourier coefficients up to °Ý only in order to eliminate
short-scale fluctuations. We find that the bar-induced vertex deviation decreases with increasing ve-
locity dispersion from up to Õ²Þ!·+ß for ¨ Å ¸·b¹w·+ÖÎ Å to Öß – ºà·+ß for ¨ Å ¸·b¹ŁÎ Å . In the direction of the
bar and perpendicular to it,
Ù
«
¯· , as expected from symmetry. For moderately warm stellar disks
( ¨ Å
§
Õ
·b¹ºÎ
Å ) the vertex deviation at azimuth angles between ·+ß and á!·+ß (including the solar azimuth)
is positive at and inside the solar circle and negative for some range outside. The actual radius where
the sign change occurs is obviously coupled to the OLR, but again shifted to the outside. For a cold
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Figure 3.7: Axis ratio ¨ ©
©!Ó
¨
©¿ of the principal components of the velocity-dispersion tensor for the
final (solid, red) and the initial unperturbed state (dashed) at various azimuths for the models with
³mâ&ãä¸·b¹Łá!³
Å and ¨ Å of ·b¹w·+ÖÎ Å (left), ·b¹ºÎ Å (middle), and ·b¹ŁÎ Å (right).
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Figure 3.8: Vertex deviation
Ù
« as reconstructed from Fourier components at various azimuths for the
same models as in Fig. 3.7. The highly uncertain outliers at ³4Õ}º!¹Ł!³ Å , £å·+ß for ¨ Å ·b¹ºÎ Å are
caused by a near-circular velocity ellipsoid ( ¨ ¿ Õ¸¨
©
, see Fig. 3.7), which renders the vertex deviation
ill-defined.
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stellar disk, the bar-induced vertex deviation displays are more complicated pattern and may reach as
high as +·+ß .
Obviously, the vertex deviation is antisymmetric with respect to £çæè ¢êéØ»£¦¥ , whereas the
velocity dispersion axis ratio is symmetric. This is a simple consequence of symmetry (3.17), which
in particular implies ¢ê¨;©ªëª
Ò
¨;©
ªD«
Ò
¨;©
««
¥æèì¢ê¨;©
ªDª
Ò
»¨;©
ªD«
Ò
¨;©
««
¥ .
3.3 Discussion
Radial motions í§ of standards of rest can be seen to occur quite frequently (see Fig. 3.9), and can
reach magnitudes of the order of about ·b¹w·+Î Å , corresponding to about 5 km/s for the Milky Way.
Because of the  î¡ï£ dependence, these would be maximal at £`ð¤Öß , which is quite near the
proposed position of the Sun of £²ñ¯Þ!·+ß . In its radial dependence however, í§ swings through zero
shortly outside of the OLR, and it may well be that the Sun just meets that point. So we cannot give
a definite prediction for the bar-induced radial motion of the LSR here, not even by sign only, except
that it should be very small (at most a few km/s).
Observational evidence for radial motion of the LSR is unclear. From measurements of line-
of-sight velocities of gas in the outer Galaxy, Blitz & Spergel [13] postulated in 1991 an outward
movement of the LSR of around 14 km/s. Contrary to this, Metzger & Schechter 1994 [67] concluded
from line-of-sight velocities of carbon stars in the anticenter direction that the LSR is moving inwards
at òó¹Łòdôº!¹öõ km/s. A recent study (Gould 2003 [51]) based on halo subdwarfs excludes radial LSR
motions greater than 2 km/s. If this holds indeed, it would fit very well with our results.
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Figure 3.9: Mean radial velocities up to m=2. The bar is indicated by the solid line in the center and
is supposed to rotate clockwise. The dashed line is the solar circle (also serving as unit length), dotted
lines are co-rotation and outer Lindblad resonances.
Variations of the mean azimuthal velocity are also present, but here we have to deal with several
perturbation effects, the dominant one for realistic cases being traditional axisymmetric asymmetric
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Figure 3.10: Modifications of tangential velocities up to m=2, not including asymmetric drift.
drift. We can construct a picture of the bar-induced í÷ -modifications only (see Fig. 3.10) by subtracting
í
÷ in the undeveloped case before bar growth, thus also canceling asymmetric drift. However, this is,
of course, impossible for real galaxies, where only the combination of circular speed (LSR motion),
asymmetric drift, and bar induced drift is measurable (in principle). In observational data, the effect
of asymmetric drift can be corrected for, as done by Dehnen & Binney 1998 [31], by calculating íÎ for
stellar populations with different velocity dispersions and extrapolating to vanishing dispersion. This
approach, however, cannot be applied to the bar-induced perturbations in íÎ , since, as can be seen in
Fig. 3.3, the relative magnitude of the bar-induced wiggle keeps constant at about 2%, independent of
velocity dispersion. So, as long as only local measurements are available, there is no way to discern
the bar-induced azimuthal velocity perturbations from variations in the background rotation curve,
and so it will be rather hard to draw any observational constraints from the mean azimuthal velocities.
Our calculations show that for an equilibrium in a barred Milky Way, with bar orientation, strength
and pattern speed consistent with other data, a vertex deviation of the size and direction as observed
emerges naturally. Moreover, we also found that for dynamically cooler sub-populations, i.e. bluer or
younger stars, the bar-induced vertex deviation increases in amplitude, very similar to the observed
values.
This gives strong support for the hypothesis that the vertex deviation observed in the solar neigh-
bourhood is predominantly caused by deviations from axisymmetry rather than from equilibrium.
This explanation also naturally accounts for the fact that
Ù
« for young stars has the same direction as
for old ones, which with the traditional explanation would be a chance coincidence.
The axis ratio of the (principal components of the) velocity dispersion tensor, ¨ ©
©!Ó
¨
©¿ , is clearly
affected by the central bar. In particular, values less than 0.5, Oort’s value for a flat rotation curve,
are possible (Oort’s value is a lower limit for an axisymmetric galaxy, see section 3.2.3 and Evans &
Collett 1993 [41], Dehnen 1999 [26]). This nicely fits to the values inferred from HIPPARCOS data
(Dehnen & Binney 1998 [31]), which give ¨;©
©
Ó
¨;©¿¼Õ¸·b¹ø for the old stellar disk.
Chapter 4
Further Studies of the Barred Model
In this chapter, we review some further studies we have done with our model. Frequently, we used the
pure sampling here, without any evolution in the barred potential. First we will say some words on
the asymmetric drift, which rather amounts to something like a consistency check. Then we will have
some detailed discussion on the validity of the Oort relation, and finally we report on our attempts of
constructing the Oort constants for our model.
4.1 Understanding the asymmetric drift
The value of the parameter ù in Stro¨mberg’s relation (2.18) refers to the solar neighbourhood, of
course, and ù will in general depend on the position in the disk. In Fig. 4.1, we show again the mean
tangential velocities in the unperturbed disk, i.e. before bar growth, for a variety of input dispersions.
Using the ¢§#§;¥ -component of the velocity dispersion tensor of our unperturbed sample, we can con-
struct the parameter ù of Stro¨mberg’s relation, which we also show in Fig. 4.1. It turns out to be
independent of the initial dispersion measure ¨ Å and to be an inverse linear law ùú¾º
Ó
¢tû
¿
Ì2û
©
³ü¥
in Radius ³ . A linear regression on the values yields û ¿ ñ7»¼·b¹Ł+õ¼ôØ·b¹Ł , û
©
ñ²ó¹ŁÖﬂôØ·b¹Ł .
Turning to theory, we can derive from the Jeans equations the following expression for the asym-
metric drift velocity (cf. Binney & Tremaine 1987 [11], sect. 4.2.1 (a)):
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where  is the spatial density. Assuming that

 the last term induces no strong ³ -dependence, which probably holds to some degree. For a disk
symmetric about the z = 0 plane it should vanish exactly.


¨
©
ªDª and  are both exponentials in the disk, so that
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¥
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¡Ï³²³ , and finally,

 the shape of the velocity ellipsoid does not change very much so that ¨ ©««
Ó
¨
©
ªDª
ñ const.,
we do indeed get an inverse linear law for ù , independent of the dispersion magnitude. If we take a
look at º
Ó
ù in the developed case after bar growth (Fig. 4.2), we find again some resonant structure,
largely a reflection of those in Î and ¨ ©ªDª . It is getting sharper and at the same time growing in
magnitude with decreasing velocity dispersion. Also, we find the now familiar phenomenon that with
rising dispersion it is increasingly shifted to the outside.
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Figure 4.1: Asymmetric drift in one of our sampled models before bar growth. Left panel shows
the mean tangential velocity for various input dispersions, right panel shows the inverse of the ù -
parameter of Stro¨mberg’s relation (2.18) reconstructed with the models dispersion tensor component
¨;©
ªëª . Error bars for ¨ Å °·b¹w·+Ö are left out in the right panel, but are large. Errors are propagation
errors from the bootstrap errors constructed in section 3.
4.2 Discussion of the dispersion ellipsoid axis ratio
As mentioned in the introduction, it is often claimed that1 ¨ ©««
Ó
¨
©
ªDª should equal the quantity given in
eqn. (2.31). Thinking about it, we see that it is actually three different quantities which are identified
by this:

 the axis ratio of the velocity dispersion ellipsoid, ¨;©««
Ó
¨;©
ªDª , for which Dehnen & Binney 1998
[31] found a value of 0.4. In appendix F, we gain an expression for this from first principles.

 the quantity in (2.31), i.e. »
Ó
¢ » ¥ for the Oort constants defined with the circular velocities
according to eqns. (2.24) and (2.25), as long as such definition is meaningful in some way. This
is exactly equal to º
Ó
 for a flat rotation curve,
×
º
Ó
 for a declining and § º
Ó
 for a rising
rotation curve.
1Writing   means that we simply take the ratio of the corresponding dispersion tensor components, whereas in
chapter 3 we diagonalized this tensor first. It is shown in appendix F that the difference is of second order only.
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Figure 4.2: Same as right panel in Fig. 4.1, but for the developed case after bar growth.


»ﬀ
Ó
¢ﬁ »ﬂà¥ for the true Oort constants defined using the actual stellar streaming motions. The
observational situation (if smaller or larger than º
Ó
 ) is not clear in this case.
In the general case, neither of these three needs to coincide with any other. In a non-axisymmetric
galaxy, »
Ó
¢ »ﬃ ¥ might not even be definable (since circular velocities are not), and for ¨ ©««
Ó
¨
©
ªDª
and »
Ó
¢ﬁ » à¥ there is absolutely no reason to equal each other, cf. eqns. (E.8), (E.9) and (F.14).
But even if we restict ourselves to the axisymmetric case, all three might be different. Indeed, we
have then, from (E.8) and (E.9):
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which is to be compared to expression (2.31) for 
Ó
¢ »ﬃ ¥ and to expression (F.18) for ¨ ©««
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 ¥ only if we neglect the difference between íÎ and ÎÐ , i.e.
the asymmetric drift. For a flat rotation curve, »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and since Î ý is a decreasing function of R, »ﬀ
Ó
¢ﬁ » à¥ will be larger than º
Ó
 .

 The difference between ¨ ©««
Ó
¨ ©
ªëª and »
Ó
¢ﬁ&»ﬀà¥ in the axisymmetric case is found in appendix F
to consist of terms involving some third moments. As already stressed by Cuddeford & Binney
1994 [20], these are in no way negligible. This is also the problem with derivations such as
in Binney & Tremaine 1987 ([11], sec. 4.2.1 (c)), where, apart from the disk being stationary
and vertex deviation being negligible, it is named as a prerequisite that the velocity distribution
needs to be symmetric in Î »íÎ . This simply does not hold for realistic velocity distributions,
and the mentioned third moments measure the extent of violation of this symmetry.
The correction induced by the third moments is positive, so ¨ ©«P«
Ó
¨ ©
ªDª is still larger than »
Ó
¢ﬁ »
à¥ .

 For this reason, ¨;©««
Ó
¨;©
ªDª is also different from »
Ó
¢2»ﬃ ¥ .
Figure 4.3: Comparison of quantities usually identified in the Oort relation. The values shown relate
to our unperturbed model before bar growth, i.e. to an axisymmetric regime. The curves for ¨ ©««
Ó
¨
©
ªDª
are the same as the ones of the unperturbed model in Fig. 3.7. The quantitiy »
Ó
¢ﬁ »'à¥ is constructed
according to (4.5) with Î
ý
ç¨
©
ªDª
¢tû
¿
Ìû
©
³ü¥ using the values of section 4.1. Because of the flat
rotation curve, »
Ó
¢ »ﬃ ¥
È
º
Ó
 constantly.
Fig. 4.3 shows the three quantities for the unperturbed (axisymmetric) state before bar growth for
our model with flat rotation curve: both ¨ ©««
Ó
¨
©
ªDª and »
Ó
¢ﬁ »'à¥ are larger than »
Ó
¢K»( ¥
È
º
Ó
 .
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The run of both curves is similar, but the first one is shifted upwards. So the effect of the third moment
terms seems to be roughly constant in ³ and positive.
Regarding the behaviour with varying overall dispersion, we see the differences between the three
curves vanish as dispersion gets smaller. Obviously, not only the asymmetric drift, but also the third
moments get smaller with ¨ Å . However, we see that the dispersion must not be greater than ÕÖ) of
the rotation velocity for an equality to hold approximately.
Whether the Oort relation may be used in observational measurements for any of the quantities
involved should thus depend on the dispersion of the stellar population used; as long as this is in-
deed small enough, it may be justified. However, this is only true as long as non-axisymmetries are
excluded, and the fact that measurements of the dispersion axis ratio generally yield values
×
º
Ó

which axisymmetric theory cannot explain must be taken as a clear hint that non-axisymmetries are
important. We saw in section 3.2.3 that bar-induced variations of the axis ratio may generally be larger
than all the axisymmetric effects, and that they also may yield values for ¨;©«P«
Ó
¨;©
ªëª smaller than º
Ó
 .
4.3 Oort constants
4.3.1 Determination of the Oort constants
We also tried to determine the Oort constants in our model. After some unsuccessful attempts we
found that the best way to do this is to use eqn. (2.26). So we take the sample points lying within a
certain distance interval around a position ¢ê³ Å
Ò
£
Å
¥ – representing the possible position of the Sun –
and transform their velocity components according to eqn. (H.13) in appendix H. Eqn. (2.26) then
suggests that we again apply a disrete Fourier transform of the kind of eqn. (3.15). For this, we assign
the sample points to a number of bins in Galactic longitude
Ù
as seen from ¢ê³ Å
Ò
£
Å
¥ , and calculate
mean values and standard deviations of Î* , Î,+ for each bin. In order to improve the result, we employ
some
Æ
- ¨ -clipping, i.e. we iteratively exclude points which differ from the mean by more than a
certain factor
Æ
times the standard deviation ¨ . After that, we perform the Fourier transform on the
mean values of Î* and Î,+ . The Oort constants should then appear as the zeroth and second Fourier
coefficients in this expansion, according to (2.26).
However, not taking proper care of asymmetric drift induces an °7º mode, and this is dominat-
ing the behaviour of Î* and Î-+ as a function of
Ù
, see Fig. 4.4. In order to see how this comes about,
let us start from the transformation formula (H.13) of appendix H for Î.* and Î,+ and express them as
functions of
Ù
using eqns. (H.2) and (H.4). We assume an axisymmetric Galaxy with a flat rotation
curve but we allow for asymmetric drift, so
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where we approximate the asymmetric drift to first order in distance:
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This yields then
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Figure 4.4: Mean velocities (in units of Î Å ) of the sample points lying in a ring around the presumed
location of the Sun in the unperturbed model before bar growth. Upper panel shows line-of-sight
velocity, lower panel the tangential component as a function of Galactic longitude
Ù
. Also shown is a
reconstruction of the data out of its first three Fourier components (green curves), the expectation for
these curves according to eqn. (2.26) using some observational values for ﬁ and  (red curves), and
how this is matched if the Fourier reconstruction leaves out the  `º terms (blue curves). Finally,
we show the theoretical result eqns. (4.8) and (4.9) with values for Î ý Å , ù Å appropriate here (yellow
curves).
As we can see, there are two effects: one is the appearance of the   º terms, the other is a
modification in the Oort constants. For the latter, the effects of the value and the gradient of the
asymmetric drift will tend to cancel each other for  (remember ù Å
×
·
Ò
Î
ý
Å
§
· ), whereas both will
lead to an overestimation of ﬁ by `Î Å
Ó
¢a!³
Å
¥ . Therefore, the shift induced by asymmetric drift
will be much greater for ﬁ than for  (Lewis 1990 [63]).
The °7º terms arise from using the “wrong” rest-frame velocity Î Å in eqn. (H.13), where rather
Î
Å
» Î
ý
Å should have been used as the correct LSR-velocity instead of Î Å . Had we used eqn. (H.13)
with Î Å »&è-Î Å »åÎý Å , we would have arrived at expressions (4.8), (4.9) without the  º terms.
Nevertheless, if we simply ignore the   º component, we can still use eqn. (2.26) to read off
the Oort constants. That this is justified can be seen in that a reconstruction of the curve using only
the zeroth and second moments matches up rather well with the expected curve according to (2.26)
using the Feast/Whitelock values for a and b (red and blue curves in Fig. 4.4). We plotted relations
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(4.8), (4.9) into Fig. 4.4 as well (yellow lines), the agreement of these curves with the simulation data
showing that our analysis is correct.
4.3.2 Oort constants in the unperturbed sampling
In Fig. 4.5, we show the Oort constants determined in this way as a function of distance
Í
, i.e. the
radius of the ring used for calculation. Ideally, we should take the limit
Í
»&è · , but in practice we
have to choose some appropriate value. As we can see in the figure, there is a slight variation with
Í
, and since we know that in this axisymmetric case E and F should vanish, we can gain a feeling of
the uncertainties involved. In particular, we see that we should choose
Í
not too small. Evaluation
was done around ¢ê³ Å
Ò
£
Å
¥ , where the choice of £ Å should not matter as long as we consider our
axisymmetric sampling. Doing the evaluation for different values of £ Å gives a measure of the error
again.
What we can see in Fig. 4.5, above all, is that ﬁ differs considerably from the value determined
by Feast & Whitelock (dotted lines in the figure), whereas  more or less agrees. Also, with smaller
dispersion, values for ﬁ are rising, whereas those for  are essentially unchanged. This illustrates the
fact that asymmetric drift affects ﬁ stronger than  . In contrast to observational values such as Feast
& Whitelock, we have G .G § ﬁ in our model, which is clear since G .GH»Hﬁ  » ¢ﬁÉÌIà¥ equals the
gradient of the velocity curve (cf. eqn. (2.30); note that from eqns. (E.8) and (E.9), » ¢ﬁ ÌJà¥ continues
to equal the gradient even if non-axisymmetries are taken into account), which is effectively rising
due to asymmetric drift. However, in observational measurements it is rather common to find G G
×
ﬁ
(see Kerr & Lynden-Bell 1986 [55]), indicating, as we have mentioned, a locally falling velocity
curve. Thus, if observational determinations of the Oort constants are indeed affected by asymmetric
drift, one would have to assume that the velocity curve intrinsically, i.e. with regard to the underlying
Galactic potential, is even more strongly declining.
Olling & Dehnen 2003 [71] find G G § ﬁ , but their values agree less with our predictions. Of
course one can speculate that this is due to non-axisymmetric perturbations of the real Galaxy.
Regarding the spatial variability of the Oort constants, we repeated our evaluation (choosing
Í

·b¹w·+ò , here and always hereafter) for several points ¢ê³
Ò
£¦¥ , again £ being irrelevant and providing error
bars on its variation. The result is shown in Fig. 4.6. Both ﬁ and  show a decrease in absolute value
with ³ , resulting primarily from the inverse ³ -dependence as ﬁ ñeÎ Å
Ó
¢a!³ü¥ ñ»ﬀ in the roughest
approximation. Whether the irregularities seen in the curve are artifacts of the sampling or have some
meaning is not clear at this stage.
4.3.3 Oort constants in the perturbed state
Switching now to the bar-perturbed disks, we can follow the same program and determine the Oort
constants as functions of position. This time, however, dependence on azimuth angle is also relevant.
We show a selection of results in Fig. 4.7. Most remarkable is a range of negative F and E near the
OLR radius at azimuths £¾ÕÞ!· ß for smaller velocity dispersions. This is in accordance with the
negative E of »áó¹Ł± km/s/kpc which Olling & Dehnen (2003 [71]) have found in their determination of
the Oort constants for the old stars (Olling & Dehnen did not determine F ). We include their values in
the figure here.
Perhaps also interesting in this case is the ratio »ﬀ
Ó
¢ﬁd»Dà¥ . We found in section 4.2 that it should
always be larger than º
Ó
 in the outer disk of an axisymmetric galaxy (which it turns out to be for
the ﬁ
Ò
 constructed above). In the bar perturbed disk, however, we find regions where it reaches well
below º
Ó
 , see Fig. 4.8. Furthermore, we see that, unlike the axisymmetric case, the difference of
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Figure 4.5: Oort constants at ³ Å in the axisymmetric sampling as a function of distance
Í
(in units
of ³ Å ç±ó¹ŁÖ kpc) used for determining these as Fourier coefficients of line-of-sight velocity Î* or
tangential velocity Î,+ . Symbols are: ﬁ determined from Î* (filled triangles, red), or from Î,+ (open
triangles, magenta),  (filled squares, green), E determined from Î* (filled pentagons, blue), or from
Î,+ (open pentagons, cyan), F (filled hexagons, yellow). Scale on the vertical axes is in units of Ç Å 
Öó¹Ł±± km/s/kpc. Also shown are the Feast/Whitelock values for ﬁ and  (dotted red and green lines).
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Figure 4.6: Spatial dependence of Oort constants in the axisymmetric case. Evaluation was done
within a ring around
Í
¸·b¹w·+ò!³
Å
. Symbols and units as in Fig. 4.5.
»
Ó
¢ﬁ »ﬂ¥ from º
Ó
 does not decrease with velocity dispersion. The observational situation here is
not clear: whereas e.g. the Feast & Whitelock values give »
Ó
¢ﬁ »Kà¥üñe·b¹ø¤ò , Olling & Dehnen’s
values yield ñ²·b¹ŁÖ .
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Figure 4.7: Oort constants in the developed case after bar growth as functions of Radius L for various
azimuth angles M and for three different velocity dispersions. Symbols as in Fig. 4.5. Also shown are
the observational values for N , O , P that Olling & Dehnen 2003 [71] found for old stars (red, green and
blue dashed lines).
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Figure 4.8: Oort constant ratio QOSRTNUQVOSW formed from the values shown in Fig. 4.7. Again, filled
red symbols use N obtained from XY , open magenta symbols use N from X,Z .
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Chapter 5
Influence of Spiral Structure
Since the disk of the Galaxy is not simply a smooth axisymmetric background but bears other structure
as well, one has to ask how much our bar-induced effects will be covered by other effects. Most
prominent, of course, are the spiral arms. In this chapter, we want to extend our model to include
some spiral structure.
A recent study on the combined effects of bar and spiral perturbations on a stellar disk was done
by Quillen 2003 [81].
5.1 General remarks on spiral arms
5.1.1 Origin and nature of spiral structure
Clearly, spiral arms cannot be made up of the same stars for long, because the differential rotation of
the disk would wind them up within a short time. They are usually seen to be trailing with respect
to the rotation of the galaxy, though the ambiguity of the inclination angle in the deprojection of a
galactic disk in the sky procludes a determination of the orientation of the arms in general.
Early researchers thought that spiral structure is caused by interstellar magnetic fields. Today it is
clear that these fields are by far not strong enough for this. Bertil Lindblad recognized that the spiral
structure arises through the interplay of orbital kinematics and gravitational forces of the disk stars,
but it was not before the works of C. C. Lin and F. Shu in the 1960s [64, 65] that this view gained wider
acceptance. These authours regarded spiral structure as a wavelike, gravitationally supported density
oscillation propagating through the differentially rotating disk. Winding-up would be avoided by the
self-gravity of the arms. The formalism of density-wave theory developed from this (see e.g. Bertin
& Lin 1996 [5] for a review) did not only allow to model spiral structure, but had further applications
to disk stability theory as well. What remained unclear, however, was the extent to which spiral
arms are density wave enhancements in the background stellar distribution, or whether they were
predominantly gas-dynamical, thus being regions of enhanced star formation. Recent studies (Kranz
et al. 2001 [56] and 2003 [57]) suggest that most spiral arms are true stellar density enhancements.
For a certain time after Lin and Shu’s works, it was widely believed that spiral arms are quasi-
stationary structures which are stable for many orbital periods and are rotating with a pattern speed
of their own. This was thought to be supported by the appearance of “grand-design” spirals with
highly symmetric arms. For these, the regularity of the spiral structure seems to require some global
process involving the entire disk. Today, however, the origin of spiral arms is again less clear, and
probably different scenarios apply in different cases. There are theories of chaotic spiral arm formation
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(see the review by E. Athanassoula 1984 [2]), where the arm fragments are more or less short-lived
and spatially limited phenomena caused by local processes, such as self-propagated star formation.
This may apply to spirals with a flocculent complexion where the spiral arms appear irregular and
fragmented, and cannot be followed for more than some fraction of a circle individually. On the other
hand, for the grand-design spirals the spiral arms appear in many cases to be triggered externally, by
tidal interaction with a satellite galaxy, or through a central bar.
Aside from an amplitude characterizing the strength of the spiral arms, an important parameter
describing the shape of the spiral structure is the pitch angle [ , i.e. the angle between the arm tangent
and tangential direction. The simplest mathematical model of spiral arms is that of a logarithmic
spiral, where lines of constant phase are given by £\
Á
¡Ï³ , which is a reasonable approximation for
observed spirals.
5.1.2 Spiral structure of the Milky Way
Various tracers can be used for probing the spiral arm structure of the Milky Way:

 (
Ù
- Î.7:9<; )-plots1 of CO radio emission, as characteristic for molecular clouds. See Dame et al.
2001 [21] for a recent survey.

 (
Ù
- Î.7:9<; )-plots of HI 21 cm emission, see e.g. Hartmann & Burton 1997 [53].

 spatial distribution of nearby young stars as indicated by Cepheids, OB-associations and HII
regions

 decomposition of COBE maps (e.g. Drimmel & Spergel 2001 [34]), i.e. primarily the dust
emission in the far infrared

 modelling the free electron density from the dispersion measure of pulsar signals (Taylor &
Cordes 1993 [92])
While the tangents of the spiral arms are rather well-determined, it is usually much less certain how
to connect the tangents. From (
Ù
- Î.7:9<; )-plots, it is in principle possible to construct the position of
the features in the Galactic plane, at least up to an intrinsic ambiguity inside the solar circle. Due
to crowding in velocity space, however, tracing of individual arm segments is possible largely only
outside or shortly inside the solar circle.
A classical study in this field is by Georgelin & Georgelin 1976 [47] who used HII data to con-
strain the spiral arms. Their result was a four-armed structure consisting of two major and two minor
arms. In addition, the Sun happens to lie roughly inside the so-called Orion-Cygnus-arm, which is
interpreted as a mere local interarm feature. Regarding the proper spiral arms, the Sun is lying roughly
in the middle of two adjacent arms. Pitch angles of the arms were found by Georgelin & Georgelin
to be approximately 12 ß . Taylor & Cordes 1993 [92] in their study of the free-electron density in the
Milky Way incorporated some minor modifications to this picture, originally proposed by Downes et
al. 1980 [32] and Caswell & Haynes 1987 [16]. Their picture of the Galactic spiral arms, see Fig. 5.1,
is the most frequently reproduced since then.
Vallee 2002 [93] gives an overview of recent developments: most authors cling to a number of
four spiral arms, though values for the pitch angle vary widely from about ò ß to ºëõ ß . Drimmel 2000
[33] and Drimmel & Spergel 2001 [34] fitted spiral models to infrared emissions as measured by
COBE/DIRBE. They suggested a four-armed structure for the dust emission in the far infrared, while
1Density plots of line-of-sight velocity ]_^ `ba vs. Galactic longitude c .
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Figure 5.1: Spiral arm structure of the Milky Way. Circles represent HII regions, hatched areas corre-
spond to the directions of spiral arm tangents as traced by the thermal continuum and neutral hydrogen
emission. 1 – Norma arm, 2 – Scutum-Crux arm, 3 – Sagittarius-Carina arm, 4 – Perseus arm. Taken
from Taylor & Cordes 1993 [92].
the NIR emission, which is probably due to older stars, can equally well be fitted by a two-armed
spiral pattern. From external galaxies it is known (Seigar & James 1998 [86]) that spiral structure
in the K band often bears little resemblance to the one seen in the visible, and frequently consists of
two-armed modes. So this could be taken to suggest that stellar and gas dynamical processes excite
different kinds of spiral modes.
5.2 Including spiral structure in the model
While in the cases of the bar and galactic background we specified a model potential directly, this
would probably not be sufficient here. Instead, we take a simple model for the spiral density structure
and solve for the corresponding potential. This is one step towards self-consistency, although we
cannot yet expect our resulting particle distribution to reflect the input spiral density.
Kalnajs 1971 [54] (see also Binney & Tremaine 1987 [11]) has given a theory of how to calcu-
late potentials of flat disks which is especially suitable for spiral structure, since it uses Fourier-type
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expansions into logarithmic spiral waves. In terms of the new radial coordinate
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where the integration kernel
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which has a nice translation symmetry in the ¢§
Ò
£¦¥ -plane. Kalnajs used this to develop a Fourier
decomposition of a disk into logarithmic spiral waves. However, we found it easier to calculate (5.2)
directly.
The spiral structure density modification is taken to be a logarithmic spiral
f spir ¢ê³
Ò
£¦¥ |d spir f Å t
n
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with the same exponential decline as the background disk (3.2) and an amplitude d spir relative to its
strength f Å . The radial wave number parameter F is related to the pitch angle [ by
F 

Ü
Ú
¡ ¢[¥
(5.5)
and  is the number of spiral arms.  ¢ê³ü¥ is some additional cut-off function, giving zero outside
some interval [ ³ lowcut »
!
³
low
cut , ³
upp
cut Ì
!
³
upp
cut ], unity inside some smaller interval [ ³ lowcut Ì
!
³
low
cut , ³
upp
cut »
!
³
upp
cut ], and which is continuous up to its second derivative. We use expressions similar to (3.6) in the
transition zones.
This structure is finally set rotating by the substitution £Ëè ¢a£ ÌåÇ spir  ¥ .
It turns out that for this density, the £ -integration in (5.2) can be done analytically, so that there is
only one integral left for numeric computation. For details see Appendix G.
5.2.1 Strength of the spiral structure
In the first part of the work (section 3), we fixed the length and time scale of our model by setting
³
Å
eº and Î Å `º . So far, we have not done so for the mass scale, but this is becoming necessary
now. We have to adjust the strength of our spiral potential relatively to the other potentials.
We do this by the following considerations: The axisymmetric background potential (3.4), causing
the more or less flat rotation curve, is a superposition of the potential of the disk and the dark matter
halo. It seems unlikely that the contribution of the disk to the rotation velocity near the solar circle is
less than É²Ö!· – ±!·) . If we take the disk to be purely exponential in density as in (3.2) and neglect
for a moment the bar and spiral parts, its contribution to the rotation velocity can be calculated by (see
for example Binney & Tremaine 1987 [11])
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where  7³
Ó
¢a!³

¥ , and  ,
r
 are modified Bessel functions of the first and second kind. In this
way, equating ÎÐ À disk to Î Å , we find out how to relate the disk density to the potential.
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!
mŁ Jﬁ
r
V d spir
0.13 1.127 0.127 0.060
0.15 1.148 0.148 0.069
0.20 1.202 0.202 0.092
0.25 1.259 0.259 0.115
0.30 1.318 0.318 0.137
0.35 1.380 0.380 0.160
0.40 1.445 0.445 0.182
0.45 1.514 0.514 0.204
0.50 1.585 0.585 0.226
0.60 1.738 0.738 0.269
0.70 1.905 0.905 0.312
0.80 2.089 1.089 0.353
0.90 2.291 1.291 0.392
1.00 2.512 1.512 0.431
1.10 2.754 1.754 0.467
1.20 3.020 2.020 0.502
1.30 3.311 2.311 0.536
1.40 3.631 2.631 0.568
1.50 3.981 2.981 0.598
1.60 4.365 3.365 0.627
1.70 4.786 3.786 0.654
1.80 5.248 4.248 0.680
1.90 5.754 4.754 0.704
2.00 6.310 5.310 0.726
Table 5.1: Luminosity contrasts in magnitudes, cor-
responding flux and density ratio K and spiral struc-
ture amplitude d spir. Also listed is the correspond-
ing variation in surface brightness   ¢f max »
f min ¥
Ó
f min as used by Rix & Zaritsky 1995 [84].
What remains to be done is to estimate the amplitude of the spiral arm density variations relative
to the disk density. There is hardly a way to determine this from observations in our own galaxy.
Measurements on external galaxies, for example Rix & Zaritsky 1995 [84], found azimuthal variations
in surface density ® ¢f max »|f min ¥
Ó
f min of order unity, corresponding to d spir 
Ó
¢4ÌÝ+¥ ñ
·b¹ŁÞÞ . On the other hand, Elmegreen et al. 1999 [38] found for rather flocculent galaxies arm-interarm
contrasts in surface brightness in the K band of
!
m¸¸·b¹ºDÞ»ß·b¹ŁÞÖ mag. In the case of grand design
galaxies with prominent spiral arm structure the value could be even as high as
!


`·b¹ø » 
mag. This corresponding flux ratios are
r
¯ºà·
Å_
{
, which we will also identify with the matter
density ratio of this regions. Our model parameter d spir, being the amplitude of our spiral arm pattern,
can then be taken2 to be  n ¿

¿
(see Elmegreen & Elmegreen 1984 [39]), or roughly ¢
r
» ºë¥
Ó
 if
r
» º
is small. Table 5.1 lists some values for the quoted range of luminosity contrasts. For the following,
we assume that we can use a d spir ×
Õ
·b¹Ł , which would be sufficient to include the galaxies examined in
Kranz et al. 2003 [57, 58]. With our standard choice for the bar strength, d spir ¸·b¹º would correspond
to about Ö) of the bar’s quadrupole strength near the solar circle (judging from the maximal gradient
of the spiral potential near the solar circle).
For our simulations we try different values for d spir in the range of ·b¹º to ·b¹Ł .
2Arm and interarm mass densities in our model are  5& spir  5 and  5 spir  5 , respectively, so their ratio is ¡ 
¢£
 spir ¤ 
¢£
¥ spir ¤ , which solves to  spir  
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5.2.2 Other spiral parameters
Literature values for the pitch angle [ vary from òß to !·+ß (Vallee 2002 [93]). Given  and [ , the
interarm distance ¦ at radius ³ is given as
¦Ë¸³
/~§
t
¨
©«ª¬q­®
»2º°¯ (5.7)
We assume a constant pattern speed for the spiral structure, which is not necessarily correct. For
the size of this pattern speed, most of the newer investigations (Amaral & Le´pine 1997 [1], Mishurov
& Zenina 1999 [69]; useful as a review on this question is Shaviv 2003 [88], who postulates climato-
logical impacts of spiral arm passages) find values in the range of Ç²±ïe¢Tºëõd» Þ!·¤¥ km/s/kpc, so that
the Sun is not very far from spiral co-rotation, whereas early works on the subject assumed values in
the range ºà· »¸º km/s/kpc. We consider two possibilities: either we take the bar OLR equal to the
spiral co-rotation, or the bar co-rotation equal to the spiral ILR. This implies rotation velocities of the
order of either 28 or 14 km/s/kpc, respectively.
A further parameter of the spiral model is its phase. Since we did not really specify the position
of the Sun, we do not have a phase with respect to the Sun, but of course we have the relative phase
between spiral pattern and the bar.
5.2.3 Evaluation of results
We now repeat the simulations as for the bar case, i.e. we calculate the motion of our distribution
function sample while adiabatically switching on the bar and spiral potential. Unless the rotation
frequencies of the spiral and bar patterns coincide, we no longer have a time-independent potential in
a co-rotating frame, and there is no longer any conserved quantity as the Jacobi energy. However, the
total potential still shows a periodicity, with period ³ rel ²!é
Ó
G ÇÏ´¦»@Ç spir G .
It seems that our simple method of taking snapshots of the velocity distribution at certain times is
not sufficient, but we should also keep track of the time evolution. We do this, but we restrict ourselves
to a region around the solar circle in order to keep the amount of data manageable. In this region, we
follow the evolution in very small timesteps for one joint period ³ rel. In addition, we also take the
usual snapshots, for the entire outer galaxy, where, this time, we have to take care to choose the right
time for the snapshots. Since we have seen that the Sun lies, apart from the Orion-Cygnus interarm
structure, more or less in the middle between two adjacent spiral arms, we should take time points
where the relative phase of spiral structure and bar is such that the proposed location of the Sun of
trailing about £µ´¶²Þ!· ß behind the bar is lying at a spiral density minimum. The condition for this is

 
º
G Ç rel G Ê
¢a8¶ Ì¸ºë¥ é

» £µ´
Ñ
Ò
(5.8)
where Ç rel ÝÇ spir » ÇÏ´ is the relative rotation frequency of bar and spiral pattern.
5.3 Results
We had to reduce integration times for the spiral models, i.e. although the time allowed for switching
on bar and spiral structure was the same as in the pure bar models, time snapshots were taken earlier
after their completion. The same is true for the time development observations which were done at
similar times. Therefore, there may be transient features in the results here, which we did not have
in section 3.2, and which would die out if we let the simulation run longer. However, because of the
spiral perturbation, we would never reach a static distribution anyway.
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5.3.1 Time snapshots
Results of our usual analysis using snapshots at a fixed time are shown in Figs. 5.2 to 5.5. Since
the spiral structure destroys the symmetry requirements discussed in section 3 both sine and cosine
coefficients may be excited for any mode. Such excitations can clearly be seen although some of them
may as well be transients, because of the shorter development time.
However, the bar-induced features are still discernible, including the washed-out poles in the
cosine coefficient of í§ and the two-fold feature in the sine coefficient of íÎ , see Fig. 5.3. All in all,
comparing Figs. 5.2 to 5.5 to Figs. 3.3 and 3.4, we find that the differences and thus the effects of
spiral arms are rather minuscule.
Regarding the °¸· components as in Fig. 5.2, we see major differences to the bar-only case (Fig.
3.3) only in the radial velocity component í§ and possibly in the off-diagonal dispersion component
¨ ©
ªë« , particularly for the smaller dispersions. Apart from that, the features we found in section 3 are
still here: the bump in íÎ outside of the bar OLR, moving closer towards it with decreasing dispersion
while at the same time getting stronger; a wiggling feature in surface density f ; similar features in
the dispersion components.
Essentially the same is true for the  components (Fig. 5.3): we see the familiar pole in the
sine of í§ and the two-fold feature in the cosine of íÎ . Surface density and dispersion components are
also very similar to the bar-only case. The situation changes very little in the case of the four-armed
spiral (Figs. 5.4 and 5.5).
On the other hand, if we regard a spiral-only model, where the bar strength is set to zero (Figs.
5.6 and 5.7), we find indeed that there are only very weak perturbations at all. Of course, they do not
bear resemblance to our bar features.
5.3.2 Time evolution
We followed the time evolution of our velocity moments over the period of the relative rotation
frequency of bar and spiral pattern, which is the time we expect a periodicity for. This is ³ rel 
!é
Ó
G ÇÏ´W» Ç spir G , as mentioned above. We present some examples of results in Figs. 5.8 to 5.10.
In a first series we regarded the time development in a system co-rotating with the bar (Fig. 5.8
for a two-armed spiral, Fig. 5.9 for a four-armed). We can see several phenomena:

 oscillations

 an underlying drift

 transients, e.g. various peaks around time

ñ²± .
In order to single out the drift, we performed the same development for a bar model without spiral
arms (Fig. 5.10). We find the same underlying drift but no oscillations. Of course, the transients
cannot be reproduced either.
Since our frame of reference is still the one co-rotating with the bar, we expect the number of
oscillations seen during one relative period to be the number of spiral arms. This is roughly the case.
So the oscillations we see in the  ç components should be a reflection of the spiral potential.
In a self-consistent model, the resulting density contrast should equal that used for constructing the
potential, and the first one can for a two-armed spiral be read off from the behaviour of the  e
component in Fig. 5.8 to be Õ·b¹w·+± ô²·b¹w··+ (note that we cannot read this off from the - 
component in Fig. 5.3 because bar contributions are included there). Compared with the value used
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Figure 5.2: Same as Fig. 3.3 for model with two spiral arms with pitch angle ·¸ and strength ¹ spir ¸b
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Figure 5.3: Same as Fig. 3.4 for the model of Fig. 5.2.
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Figure 5.4: Same as Fig. 5.2 but for four-armed spiral.
5.3. RESULTS 61
Figure 5.5: Same as Fig. 5.3 but for four-armed spiral.
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Figure 5.6: Same as Fig. 5.2 but without bar.
5.3. RESULTS 63
Figure 5.7: Same as Fig. 5.3 but without bar.
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Figure 5.8: Fourier components of the time developing velocity distribution moments near the solar
circle. Left panels show · , right panels  components. Perturbative potentials are bar and
a two-armed spiral pattern with pitch angle òß and spiral strength d spir ú·b¹º . Reference system is
co-rotating with the bar.
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Figure 5.9: Same as Fig. 5.8, but for four-armed spiral, pitch angle of ºDß .
66 CHAPTER 5. INFLUENCE OF SPIRAL STRUCTURE
Figure 5.10: Same as Fig. 5.8, but without spiral.
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Figure 5.11: Same as Fig. 5.8, but in LSR-system.
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for potential construction of d spir ¸·b¹w·+ , this matches more or less. However, self-consistency is not
a thing we can expect from this kind of modelling.
Regarding the · components, it is not clear why we should see any oscillations at all (left
panels in Figs. 5.8, 5.9, 5.11). However, there seem to be some in f and § . They might result from
the interplay of the bar and spiral pattern, or perhaps they are merely transient phenomena as well.
5.3.3 Time evolution in the LSR frame
We repeated the analysis of section 5.3.2 in a system rotating with the LSR, in order to have a picture
of the evolution of the solar neighbourhood over time (Fig. 5.11). Again we see oscillations, but this
time the number of peaks is something more than 2. In this case the peaks are caused by the rotating
bar, and they are a reflection of our former findings of the bar-induced perturbations. Because of the
symmetry of the bar, we expect 2 peaks per bar period; the time considered is still one period of the
relative rotation of bar and spiral, which amounts to approximately 1.11 bar periods. Hence we expect
2.22 peaks. The spiral pattern does not cause any peaks on the time-scale of Fig. 5.11, since we have
chosen spiral CR to lie very near to the solar circle. It might, however, contribute to the drift seen in
this figures.
Remarkably, the ú component of ¨;©«P« seems to oscillate at double frequency (see Fig. 5.11).
First indications of this frequency doubling might already be seen in ¨;©ªDª and ¨;©ªD« . The phenomenon
is related to the presence of spiral arms since it does not occur in a bar-only model. We have not found
an explanation for this.
5.3.4 Variation of spiral parameters
Considering a two-armed model with a higher pitch angle (Figs. 5.12 – 5.14), we find the resulting
density contrast to be largely enhanced. Obviously, it is easier for the particles in the more open
spiral structure to accumulate in the potential minimum. Similarly, the amount of excitation of bar-
symmetry forbidden modes, which we believe is due to spiral structure, seems to be larger for the
higher pitch angle (compare Figs. 5.3 and 5.13).
Of course, the spiral induced perturbations also grow stronger with increasing strength of the
spiral structure, however on a much smaller scale.
As we noted above, the number of spiral arms itself does not seem to have a great effect. Obvi-
ously, only local gradients are important for the kind of kinematic effects we are interested in, and
these do not depend on the large-scale spiral pattern.
5.3.5 Vertex deviation and axis ratio
Reconstructing observables like the vertex deviation and the dispersion axis ratio, we get a picture
very similar to the bar-only case, see Fig. 5.15. One difference is that the vertex deviation no longer
vanishes for £Ë¸·+ß and £¶²á!·+ß , which it had to in the bar-only case for symmetry reasons. However
even in these cases, it is only in the outlying parts of the disk ( ³»º
Õ
º!¹ŁÞ!³
Å ) that the vertex deviation
gets substantially different from zero, and we can guess that this holds for all the spiral effects on
vertex deviation. The same is probably true for the axis ratio, which hardly shows any difference from
the bar-only results except in the outermost parts of the disk.
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Figure 5.12: Same as Fig. 5.2, but for two-armed spiral with pitch angle of  ·¸ . Spiral strength is still
¹ spir  b .
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Figure 5.13: Same as Fig. 5.3, but for two-armed spiral with pitch angle of  ·¸ . Spiral strength is still
¹ spir  b .
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Figure 5.14: Same as Fig. 5.8, but for two-armed spiral with pitch angle of ºDòß . Spiral strength is still
d spir  ·b¹º .
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Figure 5.15: Vertex deviation (left panels) and dispersion axis ratio (right panels) for the spiral model
of Figs. 5.2 and 5.3. Compare this to right panels of Figs. 3.7, 3.8, where also symbols are explained.
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Figure 5.16: Relative importance of spiral and bar perturbations for various spiral stregths d spir and
spiral pitch angles [ . The values shown are some composite measure of the difference of various
(two-armed) spiral models to the bar-only model, related to some unperturbed measures.
5.4 Discussion
With the spiral structure models, the most important question for us is under what circumstances the
spiral-induced perturbations outweigh the ones caused by the bar. As we have seen, in some cases
spiral effects seem to be rather small. However, they are growing with increasing spiral strength, and,
in particular, they show a strong dependence on pitch angle. It seems that what is decisive for the
kinematic impact of the spiral structure is the longer time-span in which particular stars, except at
spiral co-rotation radius, feel an equal-sign gradient in the more open spiral structure of higher pitch
angles.
We tried to be a bit more quantitative on that. For this purpose, we calculated the difference of
various spiral models to our old bar-only model in the zeroth and second Fourier components of our
usual quantities (i.e. f , í§ , íÎ and the ¨ ’s). It should be sufficient to record (within some interval in
radius centered on the presumed position of the Sun) the range of the difference in every case, judged
by eye. To get out some meaningful number, we relate these perturbation differences to appropriate
unperturbed values of the respective quantities. For this, we take, in particular, fm¢ê³ Å ¥ for all surface
densities, Î Å for all velocities and Î©Å for all dispersion components (which, since Î Å is our unit of
velocities, amounts to doing nothing and taking the numbers as they are). Finally, in order to have
only one number per model, we take a simple average over all these quantities. The result is shown
in Fig. 5.16. As can be seen, the dependence on the pitch angle is dramatic while the increase with
spiral strength is only modest. Roughly, the bar effects are still dominant, for example, in the spiral
model with [¶4ò ß
Ò
d spir Ô·b¹º , where we get a value of º!¹Łáá %. The spiral contributions start to get
significant at about two or three times this value, i.e. at Þ – Ö %. This is in accordance with our finding
in section 3 that the bar-only effects are generally of this magnitude. For d spir ·b¹Ł and a pitch angle
of ºDß , the bar and spiral perturbations are of similar magnitude, for example.
All this relates to our standard bar strength of ¼Ë¸·b¹w·Hº , which of course can vary as well.
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Chapter 6
Conclusion and Outlook
In this thesis, we tried to estimate the amount to which the outer stellar disk of a galaxy is affected by a
non-axisymmetric bar-like °² perturbation. For this purpose, we did two-dimensional simulations
of a sampled galactic distribution function in suitable model potentials with an adiabatically growing
bar perturbation (and later additional spiral perturbations as well) and analysed the resulting velocity
distribution.
The main conclusion of this work is that non-axisymmetries of the Galaxy, or a bar in particu-
lar, might be the true reason of otherwise unexplained findings. As such, we have the fact that the
velocity dispersion axis ratio seems to be smaller than º
Ó
 by measurement, whereas axisymmetric
theory would indicate values larger than º
Ó
 . For a flat rotation curve, axisymmetric theory would
also predict that the axis ratio should approach º
Ó
 in the limit of small velocity dispersions. Our
simulations show that the non-axisymmetric influence of a central bar may cause values of the axis
ratio below º
Ó
 , and these deviations will not vanish with decreasing dispersion.
Another feature which might be due to the bar or spiral structure is the vertex deviation of the
local velocity dispersion. The existence of a non-vanishing vertex deviation seems fairly established
observationally, although its amount is seen to depend on the stellar population. While for the younger
stars it may partly be due to non-equilibrium effects, we argued in section 3.3 that it is predominantly
caused by non-axisymmetric influences as in our model. At any rate we are well able to reproduce the
observed range of values for the vertex deviation.
As another feature amenable to observational verification, we mentioned a possible radial motion
of the LSR (see section 3.3), which should not be to be too difficult to measure. But, as we have
seen, the observational situation is not yet clear. In our model, radial motions occur frequently, but
it seems that the Sun happens to lie near a zero point of the mean radial velocity. Negative results in
observational searches for radial LSR motions (Gould 2003 [51]) would be in accordance with this.
In section 4, we elaborated on the difference between the velocity dispersion axis ratio and the
expression »
Ó
¢ﬁ »½à¥ of the Oort constants. The so-called Oort relation claims that both are equal,
at least for small velocity dispersions. We showed that, although in the axisymmetric case their
difference does indeed get smaller with smaller dispersions, they are completely different things if
any non-axisymmetries are involved.
We also constructed the Oort constants in our model. Since these are observationally not very
well known, it is not easy to draw any conclusions from this. We did however find the possibility of
a non-vanishing and negative E and F near the solar circle as an effect of the bar perturbation, which
might also have been detected observationally in the solar neighbourhood by Olling & Dehnen 2003
[71].
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In another set of simulations, we included spiral structure into the model. Here our prime objective
was to find out whether our bar effects might be superseded by the perturbations caused by the spiral
arms. We find that whether this is the case or not depends very much on the details of the spiral
structure, which unfortunately are very poorly known. We find in particular, that the spiral pitch
angle is of the utmost importance here, much more than the proper strength of the spiral structure
as measured by the density contrast. With our standard value for the bar strength, which we think
is realistic, the range of values considered in the literature for the spiral parameters yields spiral
perturbations predominating over the bar’s as well as the other way round.
Observational prospects
With regard to direct observations of velocity distributions, the most relevant data up to now are the
results of the HIPPARCOS mission, i.e. the HIPPARCOS and TYCHO catalogues. As we mentioned,
HIPPARCOS did not measure line-of-sight velocities, so reconstructing the velocity distribution is not
straightforward, but involved some maximum-likelihood fitting (Dehnen 1998 [25]). There is now a
ground-based project called RAVE (“RAdial Velocity Experiment”) which will provide the missing
line-of-sight velocities within the next decade (see the RAVE White Paper [91]).
While the future of a number of intermediate astrometric satellite missions (DIVA, FAME) is
uncertain due to funding difficulties, there will certainly come a golden age of Galactic astrometry
with the availability of the GAIA data. GAIA is a planned astrometric satellite which will measure
positions and velocities of a very large number of stars with unprecedented accuracy (see the concept
and technology study report by Perryman et al. 2001 [75]). Launch is planned for 2012, data will be-
come available around 2015 to 2020. GAIA will be able to measure parallaxes with microarcsecond-
accuracy. From repeated measurements over the expected lifetime of five years, proper motions of
the stars will be determined with an accuracy in the range of a few to some ten ¾ as/yr, depending
on spectral type and apparent luminosity. In addition, GAIA will also measure line-of-sight veloc-
ities. Together with the distance, the primary product of parallax measurements, this gives a three-
dimensional view of a large part of the Galaxy, and reconstructions of the actual velocity distribution
appear possible not only locally, but also for nearby locations in the Galaxy. This should allow the
identification of non-axisymmetric influences on the outer disk. Non-local measurements are essential
for really matching our results to observations, and only GAIA will be able to provide these.
Variations in the tangential direction would seem most promising with respect to an experimental
verification, since in the radial direction any bar induced effects are superseded by much stronger
natural gradients. However, our effects are not really large. Our prediction based on the long-term
bar-only model with standard bar strength would be a gradient along the tangential direction of about
·b¹ŁÞ %/kpc in surface density, and 0.9 km/s/kpc or 0.2 km/s/kpc for í§ and íÎ , respectively. Whether
gradients like that will be detectable with GAIA remains to be seen, it will at any rate be close to the
limit.
For the time being it is unclear what accuracies can be reached with GAIA for our purposes. In
order to match the heliocentric observational data to a Galactic model, we must at some point convert
the velocity data from a heliocentric to a galactocentric system. That means we have to perform some
equivalent of transformation (H.14) in appendix H. Now these transformations inevitably involve the
poorly known parameters Î Å and ³ Å , and the a priori high accuracy of the GAIA data will get lost.
Recently, the uncertainties on these parameters are at least
!
³
Å
ñFô º kpc and
!
Î
Å
ñ`ômÞ!· km/s,
i.e. roughly 12% and 14%, respectively (cf. Dehnen 2002 [29]). Clearly, by the time of GAIA, these
uncertainties will have diminished, with the help of the GAIA data themselves or from other sources.
However, comparing the GAIA data to our predictions will probably require overall modelling and
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parameter fitting, and the accuracies which might be obtained in this process can hardly be foreseen
today.
Judging from the accuracy of the GAIA data alone, we have a limit on the magnitude of the stars
we can use for our analysis. In particular, the line-of-sight velocities determined by GAIA get very
inaccurate for stars fainter than perhaps 12th or 14th magnitude (see Perryman et al. 2001 [75]). Since
our effects are of a secular nature, the stellar population used for their detection must have a certain
minimum age, and since bright stars have short lifespans, this puts a limit on the distance
Í
from the
Sun up to which such a program can be carried through. Assuming that we can use F stars with an
intrinsic luminosity of ¿ ñ7ó¹ŁÖ , we can, however, certainly go out to distances of about 5 kpc from
the Sun without getting an uncertainty in line-of-sight velocity greater than 5 km/s. Of course, this
would still be too high in view of the above-mentioned gradients.
However, even before GAIA, there will certainly be major progress in our knowledge of Galactic
structure. In particular, large-scale infrared surveys like the just completed 2MASS will have profound
impact. The shape and extent of the bar will be clarified further, and also the fundamental Galactic
constants ³ Å and Î Å will be determined more accurately. A very interesting approach for the later
is to measure the proper motion of Sgr A*, which gives a quite sharp but unfortunately degenerate
constraint for these two parameters (see Reid et al. 2003 [83]). Our analysis of the combined influence
of bar and spiral perturbations was especially handicapped by the very poor knowledge of almost all
parameters pertaining to the spiral structure of the Galaxy. We expect that the infrared surveys will
improve the situation here and allow a detailed picture of the spiral structure of the Milky Way to be
constructed (see e.g. Quillen 2002 [80] as a first step). With increasing knowledge, our model could
be revisited from time to time.
78 CHAPTER 6. CONCLUSION AND OUTLOOK
Appendix A
Lagrangian and Hamiltonian Mechanics
in a Rotating Frame
Consider the motion of a particle of unity mass in a rotating potential. Obviously, we have two
different sets of coordinates: coordinates À8Á of an inertial frame on the one hand, coordinates À of the
co-rotating frame on the other. Both are related by
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Instead of Cartesian coordinates we will use cylindrical coordinates ¢ê³
Ò
£
Ò

¥ . We then have ³¸³Á
and    Á and we will not distinguish between these. In case of a constant rotation speed, we would
have £ ¯£Á¼» Ç

for the relationship between inertial and co-rotating angle, but we will allow for
time dependent rotation Ç2ÝÇd¢

¥ , so we only have É£¶ÊÉ£ÁÏ» Çü¢

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The canonically conjugate momenta are
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and the Euler-Lagrange equations of motion read:
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By the usual procedure of a Legendre transformation we arrive at the Hamiltonian:
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The Hamiltonian equations of motion read
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They are, of course, equivalent to the Euler-Lagrangian ones.
The Hamiltonian has the physical meaning of the energy of the system, but it is not conserved
because of the time-varying potential:
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Co-rotating coordinates:
Note that the potential now does not have an explicit time dependence, but is fixed with respect to the
coordinates.
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The canonically conjugate momenta are here
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and the Euler-Lagrange equations:
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The Hamiltonian in this case is as follows:
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and the Hamiltonian equations are
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Comparing these with eqs. (A.10) - (A.15), we see that the only equation which is formally
different is (A.26).
The Hamiltonian in this frame is not the energy, but we see that for a uniform rotation Ç2 const,
it is conserved:
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We call it the Jacobi integral ÕﬀÖ . When working in the co-rotating frame, it can often be used as a
substitute for the energy.
The physical angular momentum × is clearly the quantity [
"
Í
from (A.4), but we can see that it
is also identical to the canonical momentum in the co-rotating frame (A.19). So, writing Õ 1  Ò Á for
the energy of the system, we get from comparing (A.9) and (A.24) that
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From the standpoint of Noether’s theorem, it is not surprising that there should be some conserved
combination of angular momentum and energy in the case of uniform rotation, where the potential is
constant in an appropriately rotating frame.
To express the physical quantities in co-rotating coordinates, use É£ÁÊÉ£ ÌåÇ in (A.9):
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The angular momentum is
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and using this in Jacobi’s integral yields
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which is formula (2.14).
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Appendix B
Numerical Integration Techniques
For doing the orbit integrations, we first employed a standard Runge-Kutta technique. Later we
changed to a symplectic integrator for greater speed.
Runge-Kutta integrator
We used an embedded fifth-order Runge-Kutta technique with adaptive stepsize according to Cash
& Karp (see Press et al. 2002 [78]). In detail, this means that for a system of first order differential
equations
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error is smaller than some prescribed accuracy Ý . This is achieved by setting
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In particular, we work in cylindrical coordinates in the co-rotating frame in a Hamiltonian frame-
work, and we restricted ourselves to two dimensions. So the system of equations to be solved in this
way is eqns. (A.25), (A.26), (A.28) and (A.29).
Symplectic integrator
Fundamentals of symplectic integration techniques
Symplectic integration algorithms are particularly designed for Hamiltonian systems, their distinctive
feature is that they preserve the symplectic measure of phase space flows which otherwise manifests
itself in Liouville’s theorem and the Poincare´ invariants. Although this conservation can partly get
lost when adaptive timestep sizes are used (Preto & Tremaine 1999 [79]), this algorithms usually have
other advantages. In particular, they can be arranged to be completely time-reversible.
The idea of symplectic integration is to split the Hamiltonian into two (or more) parts, Ò 
ÒUß
Ì
Ò#à
say, and to use analytical solutions of either part to construct a solution to the entire
Hamiltonian correct to higher order of the timestep Ü .
The equation of motion for any dynamical variable á written with the help of the Poisson bracket
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has the formal solution
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can be called the time evolution operator. Defining  1 èæµçsê
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whereas some variant of Baker-Campbell-Hausdorff formula yields
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As can be seen, the difference is only second order in Ü . By splitting into more than two parts, the
error can be shifted to yet higher orders.
Typically, one would split the Hamiltonian into its kinetic and potential parts. For the latter, know-
ing the analytical solution is trivial since this part usually does not involve the canonical momenta.
The motion due to the momentum-dependent part is called a “drift”, the one due to the potential part
a “kick”. Finding an analytical solution to the drift part is crucial to the problem and determines if the
method is applicable.
Now the calculation for a timestep is constructed out of kick and drift solutions. Algorithms of
such kind are called “leapfrogs”, because of the alternating use of kicks and drifts. Two varieties are
in use: “KDK” and “DKD”, see Table B.1.
KDK: DKD:
possible I/O
kick by Ü
Ó

drift by Ü calculation
kick by Ü
Ó
 step
adapt Ü
possible I/O
possible I/O
drift by Ü
Ó

kick by Ü
Ó
 calculation
adapt Ü step
kick by Ü
Ó

drift by Ü
Ó

possible I/O
Table B.1: KDK- and DKD-variants of the leapfrog integration. In DKD, the last drift step may be
contracted together with the first drift of the following calculation step, if no I/O occurs in between.
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Adapting the size of the timestep requires some care. A safe way to retain the time-reversibility
of the calculation is to obey the following form
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with some suitable function ³ and a symmetrical function ñ of Ü and the new timestep Ü
o
. A possible
choice is the geometric mean ñ ¢Ü
Ò
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o
.
Application to our problem
Since we work in the co-rotating system the relevant Hamiltonian is (A.24). We will use Cartesian
coordinates here, though, so the drift equations are as follows:
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Their solution for development in a time Ü is
[
o
ö
Ð[
ö
¬­+%ÇÜüÌD[
÷
 ¡ïÇ²Ü (B.13)
[6o
÷
ç»Ô[6öW ¡ïÇ²ÜüÌ«[6÷o¬­+&ÇÜ (B.14)
Å
o
¢
Å
ÌD[6öÜ#¥ó¬­+%ÇÜüÌ²¢dÌ«[6÷,Ü#¥ó ¡¼ÇÜÉ

Å
¬­+&ÇÜüÌ   ¡ïÇÜüÌ«[
o
ö
Ü (B.15)
o ç» ¢
Å
Ì«[6ö.Ü#¥ó ¡¼ÇÜüÌÝ¢mÌ«[$÷-Ü#¥ó¬­+%ÇÜÉ
ç»
Å
 ¡ÏÇÜüÌ\ ¬­+%ÇÜüÌD[
o
÷
Ü (B.16)
The kick equations
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have the obvious solution
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For adaptation of the timestep we take
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where ù is the usual epicycle axis ratio (2.11) and  is a factor adjusted once for every sample point
in such a way as to have a constant number ú of timesteps per circulation:
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However, we restrict ourselves to change the step size by factors of 2 according to
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Appendix C
Some Properties of the Bar Potential
In this appendix, we list some relations and some numerical values for the bar potential (formulae
(3.4) and (3.5)) defined in section 3.1. Since our usual model parameter is the OLR radius, we express
all other quantities through this. For the following define Ç Åﬀ1 òß¢ê³ Å ¥¦ Î Å
Ó
³
Å
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Regarding the axisymmetric background alone, we can give epicycle frequency
Æ
and axis ratio ù (cf.
section 2.2.1), and the formal Oort constants  ,  as in (2.24) and (2.25):
Æ
¢ê³ü¥  H¢Tº Ì µI¥ ß¢ê³ü¥
Ò
(C.4)
ù 


ºÌØµ
Ò
(C.5)
²
¿
©
¢TºÏ»ËµI¥ß¢ê³ü¥
Ò
(C.6)
4»
¿
©
¢Tº ÌØµI¥ß¢ê³ü¥
Ò
(C.7)
The radius ³ of circular orbits of energy Õ , which we need for the sampling, is determined via
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The corresponding circular angular momentum ×Ðà¢ê³¥ ¸³IÎÐD¢ê³¥ is
× Ðà¢ê³¥
ûü
ý
üþ
³
Å
Î
Å§
©


í
¿


î
«

5
¯



¢µ¸·¤¥
³
Å
Î
Å
t

w «

5
n


¢µ¶¸·¤¥
(C.9)
87
88 APPENDIX C. SOME PROPERTIES OF THE BAR POTENTIAL
For the numerics, we fix our system of units by setting ³ Å -º and Î Å  º . For the IAU
recommended values ³ Å ±ó¹ŁÖ kpc and Î Å !· km/s this implies that our unit of time is 37.8 Myr
and our unit of angular velocities, like Ç
ä
or the Oort constants, is 25.88 km/s/kpc.
In the bar potential (3.5), we usually choose ³ﬂ´Éú·b¹Ł±!³   ä . Some numerical fix points of the
effective potential (2.8) arising from this are listed in Table C.1 for our favorite choices of ³ â&ãä .
Note the substantial spans between the L1 and L4 radii.
µK¸· µK¸·b¹º µ»¼·b¹º
³ â&ãä 0.92 0.8 0.92 0.8 0.92 0.8
³   ä 0.538924 0.468629 0.496663 0.431881 0.576932 0.50168
³ 
 ãä 0.157847 0.137258 0.110412 0.096011 0.2101 0.182696
Ç
ä
1.85555 2.13388 1.87735 2.12898 1.83132 2.13565
for ³9´²·b¹Ł±!³   ä , ¼Ë¸·b¹w·Hº :
³ﬂ´ 0.431139 0.374903 0.39733 0.345505 0.461545 0.401344
³ L4 0.338705 0.265997 0.271794 0.208608 0.4003 0.320437
³ L1 0.635357 0.577576 0.61569 0.564951 0.65584 0.591277
g
eff ¢ L4 ¥ -0.649918 -0.446123 4.6157 4.99445 -5.81655 -5.74335
g
eff ¢ L1 ¥ -1.27848 -1.48142 3.72694 3.55219 -6.27957 -6.51261
for ³9´²·b¹öõ³
 
ä , ¼Ë¸·b¹w·Hº :
³ﬂ´ 0.377246 0.32804 0.347664 0.302317 0.403852 0.351176
³ L4 0.276842 0.214385 0.216102 0.163722 0.335145 0.264435
³ L1 0.635357 0.577576 0.61569 0.564951 0.65584 0.591277
g
eff ¢ L4 ¥ -0.419873 -0.0196512 4.99412 5.64215 -5.68734 -5.47262
g
eff ¢ L1 ¥ -1.27848 -1.48142 3.72694 3.55219 -6.27957 -6.51261
for ³9´²·b¹Łá!³   ä , ¼Ë¸·b¹w·Hº :
³ﬂ´ 0.485031 0.421766 0.446997 0.388693 0.519239 0.451512
³ L4 0.393325 0.31413 0.324317 0.252993 0.454348 0.369746
³ L1 0.635357 0.577576 0.61569 0.564951 0.65584 0.591277
g
eff ¢ L4 ¥ -0.770978 -0.677596 4.4103 4.63199 -5.884 -5.88721
g
eff ¢ L1 ¥ -1.27848 -1.48142 3.72694 3.55219 -6.27957 -6.51261
for ³9´²·b¹Ł±!³   ä , ¼Ë¸·b¹w·+ :
³ﬂ´ 0.431139 0.374903 0.39733 0.345505 0.461545 0.401344
³ L4 0.284943 0.22101 0.22321 0.169354 0.343888 0.271784
³ L1 0.685896 0.629223 0.670794 0.620605 0.70183 0.638782
g
eff ¢ L4 ¥ 0.028357 0.6504 5.55374 6.48276 -5.3126 -4.91444
g
eff ¢ L1 ¥ -1.39353 -1.63228 3.60243 3.39322 -6.38571 -6.65521
Table C.1: Important numerical values of our barred potentials. For the definition of the various
parameters cf. eqns. (3.3) to (3.5), ¼ is the strength parameter of eqn. (3.7). The values of g eff and ³
at the Lagrange points L1 and L4 fix Figure 2.3 quantitatively.
Appendix D
Coordinate Systems and the Galaxy
A lot of trouble arises from the fact that the Milky Way is rotating in the mathematically negative
sense. This came about by calling the Galactic pole on the northern hemisphere of the sky the north
Galactic pole. When using local coordinate systems, especially in velocity space, this usually results
in either accepting a left-handed coordinate system, or having one axis reversed from its natural di-
rection. Needless to say that different authors usually choose different conventions. The long-term
remedy would be to swap the naming of the Galactic poles.
Nearly all authors cling to the convention of measuring the tangential velocities Î
"
°Î in the
direction of Galactic rotation. One has the choice then, of putting the axis of radial velocity Î

 § in
the direction towards the Galactic center (i.e. §ß»
Í
³
Ó
Í

), or leaving it to the outside, but having the
axis of vertical velocity Î

 point towards negative  or having a left-handed coordinate system.
Since we are usually not concerned about the third dimension, this last choice makes no difference to
us. There is, however, one more choice to be made, regarding the Galactic azimuth angle. Whereas it
seems natural to put its zero along the long axis of the bar, its direction can be with or against Galactic
rotation.
We consider the following coordinate choices:
a) § -axis towards the Galactic center, azimuth £ in mathematical sense, but against Galactic ro-
tation. The supposed position of the Sun of lagging behind the Galactic bar by about Þ!·+ß then
simply means £KÝÞ!·+ß .
b) § -axis towards the Galactic center, azimuth £ against mathematical sense in direction of Galac-
tic rotation. The supposed position of the Sun then corresponds to £¶7ºDÖ!·+ß .
c) § -axis towards Galactic anti-center, azimuth £ in mathematical sense.
d) § -axis towards Galactic anti-center, azimuth £ against mathematical sense.
Our favorite choice will be a), as already taken in Dehnen & Binney 1998 [31].
Note that in cases a) and c), angular momenta and angular velocities associated with Galactic ro-
tation (such as ß¢ê³ü¥ or ÇÏ´ ) should carry a negative sign. Conversely, in cases b) and d) the connection
between co-rotating and inertial system azimuthal angles is £Ë²£Á Ì Ç

instead of £KÝ£sÁï» Ç

.
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Appendix E
Calculation of the Oort Constants
Given the local mean radial and tangential components í§ and íÎ of the stellar velocity distribution in
the Galactic disk as well as their derivatives w.r.t. ³ and £ , we want to calculate the Oort constants
corresponding to that distribution. Apart from the change in the velocities themselves, we have to
account for the shifts in the orientation of the coordinate axes at nearby points.
If  ö
Ò
÷ denote unit vectors in the radial and tangential direction respectively, the relative velocity
field ﬀ¢ê³
Ò
£ﬂﬁ³
Å
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Å
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Whereas we can easily set
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and similarly for íÎ , we have to be more careful with the basis vectors, since now we have to deal
with the question of the coordinate system orientation, cf. appendix D. For the moment, we leave this
choice open and take care of different coordinate systems by including sign variables ñ%$ Ýô º . So we
can write:
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Working out the geometry, we get the signs given in Table E.1 for the coordinate systems considered
in appendix D.
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Table E.1: Sign variables for the coordinate systems considered in appendix D
Using this, we get
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Comparing with eqn. (2.20) and solving, we obtain
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For a circular velocity field, there is no radial velocity component í§ and no £ -dependence, so
F ØE¼¸· and1 ﬁ and  reduce to the forms of  and  in eqn. (2.24) and (2.25), at least for coordinate
conventions a) and b). Note however, that  and  involve the circular velocity Î Ð , whereas ﬁ and 
contain the true mean velocity íÎ , so there is still a difference because of the asymmetric drift.
1More precisely, whenever either one of ,-/. 0 or 1  132 . 0 holds, then 4 and 5 reduce to this forms already. If we
have both ,-.60 and 1  132 .70 , then in addition 8 :9µ  0 . However, for a stationary velocity field, both conditions can
only occur in conjunction.
Appendix F
Detailed Calculation of the Axis Ratio
Most derivations of the Oort relation, i.e. the equality of ¨ ©«P«
Ó
¨ ©
ªëª and »
Ó
¢ »  ¥ , are obscured by
implicit assumptions of axisymmetry, as in Binney & Tremaine 1987 [11] (section 4.2.1 (c)). So the
actual prerequisites for this equality are not really clear. For this reason, we will start from scratch
here, and carefully take note of every assumption we have to make.
The collisionless Boltzmann equation in cylindrical coordinates reads as follows
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The Jeans equations are the zeroth and first velocity moments of this, so we have to integrate over all
velocity coordinates, after having multiplied with Î  , Î
"
or Î  as appropriate. This gives
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In the same manner, we take the Î  Î
"
moment:
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Now we regard a stationary disk, so we have no time dependencies. Eliminating the potential terms
in (F.6) with the help of (F.3) and (F.4), we get
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If we restrict ourselves to the  ¸· plane and assume that our distribution function is symmetric about
this plane, the z-derivatives have to vanish by symmetry, so we just leave these away. It is useful to
rewrite the resulting equation in terms of the more familiar dispersion components (from now on, also
write í§ , íÎ instead of íÎ  and íÎ
"
):
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We also define the third moment quantities
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which are presumably small. Then eqn. (F.7) can be written as
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Probably, some of the terms can be neglected for small non-axisymmetries, possibly all the £ -derivatives.
There is an additional correction arising from the vertex deviation if we take the axis ratio to be
the one relating to the principal directions of the ellipsoid. The squares of the axes in these directions
are
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but it is only second order in the small quantity ¨;©

"
.
If we now assume axisymmetry, which in particular implies that

 there is no £ -dependence:
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 there can be no mean radial velocities: í§¸· ,

 there can be no vertex deviation, i.e. ¨ 
"
¸·
then we are left with the following (we can collect all the terms involving
!
$
"
into a single deriva-
tive):
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This is to be compared with the Oort constant expression which in the axisymmetric case reduces to
(cf. eqn. (E.8) and (E.9))
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We see that even in the axisymmetric case, we have the additional terms involving
!U"""
and
!
~
"
,
which are measures of the asymmetry of the distribution in Î
"
»ÝíÎ and Î

. One might have thought
that at least
!
$
"
would also need to vanish for symmetry reasons1. A sufficient condition for this
would be that the distribution function in the axisymmetric case  ¢ê³
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
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¥ would factorize:
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and for many models in the literature this is indeed the case. Then all composite averages would factor-
ize too: Î ©

Î
"
 Î
©

íÎ
"
, Î  Î
©
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4íÎ

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"
and Î  Î
"
4íÎ
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. This would imply that
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¸· .
However, (F.20) is not really required by axisymmetry, and indeed, for our model distribution function
(3.1) it is not true. What is required, however, is that
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This can be seen as follows: according to the Jeans theorem, the distribution function of a stationary
system can only be a function of its integrals of motion. In our two-dimensional case we have a
complete set of integrals, consisting of energy Õ and angular momentum × . Now Õì ¿
©
¢Î©

Ì
Î
©
"
¥WÌ
g
¢ê³ü¥ does not know about the sign of Î

, and ×e³ﬂÎ
"
does not involve Î

anyway. As a
consequence of (F.21), we have that every average involving an odd power of Î  will vanish:
¹q¹q¹kÎ


¸· for ¶ odd (F.22)
and therefore í§ ¯íÎ  ²· , ¨;©

"
²· and
!

""
Ý· , but not
!
$
"
or
!#"""
. The significance of the
!
~
"
- and
!#"""
-terms is already discussed by Cuddeford & Binney 1994 [20], where also formula
(F.18) for the axisymmetric case is given.
1This is expressed in the left part of eqn. (4-48a) of Binney & Tremaine 1987 [11], but is not correct.
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Appendix G
Calculating Spiral Structure
The potential (5.2) of the spiral structure (5.4)1 reads
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1In this appendix 2 is taken along the direction of Galactic rotation, unlike our usual convention (convention a) in
appendix D). Therefore, the sign in eqn. 5.4 has to be changed to P&PQP SR 2 .
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where the last equality follows because the imaginary part of the £
o o
-integral vanishes for symmetry
reasons.
The integral over £
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can be expressed in terms of elliptic integrals ( û 1 ¸¬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Here,
r
and Õ denote some slight generalization of the complete elliptic integrals of the first and
second kind. They are defined in the follwing way
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which differs from the common definition of these functions by the substitution Fb©mè
Å
to allow for
negative values of
Å
as needed here. However, they are accessible through the same kind of numerics
(see e.g. Press et al. 2002 [78]).
Regarding this integral as a function of u, which we will denote by  ¢§¥ , we see that it has a
logarithmic singularity at § ¸· . Using this, and additionally defining
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where all derivatives of 
]`_ba
are with respect to its argument, we can finally write for the potential
and its first and second derivatives:
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The actual handling of the potential is such that we calculate the integrals 
Łu¯u¯u¯°Ł
u by numer-
ical integration beforehand, and tabulate them. Values of the potential and its derivatives during the
simulation are then obtained from formulae (G.15) - (G.20).
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Appendix H
Transformation between Galactocentric
and Heliocentric Velocity Components
Figure H.1: Geometry of the transformation problem from heliocentric, relative velocity components
]`±^²^Ł±!³Ga
as measured by astrometric missions to Galactocentric velocity components
]`±´µŁ±¶a
at rest.
Our numerical model used Galactocentric velocity components
±´
,
±^¶
(see appendix D for the
sign convention problems associated with this). On various occasions, we need to transform these into
the velocity components that the obervers know, relative to a supposed position of the Sun
]O
c
ŁG
c
a
.
These are heliocentric components, namely the line-of-sight velocity
±^²
and the proper motion of the
star on the sky. Since we always restrict ourselves to the Galactic plane, the latter corresponds to only
one velocity component which we will call
±!³
.
The geometry of the problem is shown in Fig. H.1. We regard the components
±^²
and
±!³
of the
relative velocity ·y¸`¹»º [ ·
k
·
c to relate to the LSR, so the motion of the Sun reltive to the LSR is
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either neglected or already corrected out. From geometry, we note some useful identities:
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with appropriate unit
vectors (pointing in the directions of the coordinate axes in Fig. H.1 respectively), we can solve for
±^´
and
± ¶
by projection. For the arising scalar products, we find by evaluating them in some coordinate
system:
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Hence, we find a conversion formula as follows:
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For the inverse conversion, we obtain
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