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Sommaire 
Concevoir des interfaces homme-machine en respectant les normes ergonomiques et suivant 
des demarches rigoureuses et systematiques constitue une preoccupation majeure pour les 
concepteurs des systemes informatiques. Le besoin accru des interfaces accessibles et 
facilement utilisables a pousse les chercheurs dans ce domaine a creer des methodes et des 
modeles qui permettent d'evaluer ces interfaces tout en mettant l'accent sur les aspects 
d'utilite et d'utilisabilite. Deux approches differentes sont actuellement utilisees pour evaluer 
les interfaces homme machine, des approches empiriques qui necessitent l'association de 
l'utilisateuf dans tout le processus de developpement de l'interface et des approches 
analytiques qui ne font pas necessairement appel a l'utilisateur pendant le processus de 
developpement de l'interface. L'objectif de ce projet de maitrise est d'evaluer analytiquement 
et simuler l'interface homme machine d'un assistant contextuel domiciliaire (ACD), 
developpe pour assister les personnes atteintes de troubles cognitifs a realiser les taches de la 
vie quotidienne. Cette evaluation est basee sur trois methodes analytiques largement utilisees 
dans ce domaine, qui sont: 1'architecture cognitive ACT-R, le modele GOMS et la loi de 
Fitts. Ces methodes nous permettront d'evaluer des interfaces en mettant l'accent d'une part, 
sur l'aptitude de ces methodes a predire le temps d'execution des taches pour atteindre des 
buts specifies, et d'autre part, sur 1'analyse et la description des taches impliquees dans la 
realisation de ces buts. 
Afin de valider les trois modeles developpes, les resultats obtenus ont ete compares avec des 
donnees provenant d'une etude experimentale menee au sein du laboratoire DOMUS. 
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Introduction 
Problematique 
Dans les pays occidentaux, la baisse de la natalite et 1'augmentation de l'esperance de vie se 
traduisent par la modification de la pyramide des ages et une augmentation de la proportion 
des personnes agees. Selon le rapport de la deuxieme assemblee mondiale sur le 
vieillissement qui s'est deroulee a Madrid en avril 2002, le nombre des personnes agees 
devrait d'ici 2050 depasser celui des jeunes et ce pour la premiere fois dans l'histoire de 
l'humanite (Radio des Nations Unies, 2008). 
Nous savons, d'apres les statistiques, qu'il existe aujourd'hui plus de 629 millions de 
personnes agees de plus de 60 ans; et que, selon les previsions, leur nombre depassera les 2 
milliards en 2050. La proportion des personnes agees n'a cesse de croitre durant le 20eme 
siecle, et Ton preyoit une poursuite de cette tendance. Elle est passee de 8 % en 1950 a 10 % 
en 2000 et devrait atteindre 21 % en 2050 (Radio des Nations Unies, 2008). Au Canada, les 
donnees de recensement provenant de Statistique Canada montrent d'importants changements 
dans la repartition de la population canadienne selon l'age en raison du vieillissement 
demographique. Selon les donnees issues du recensement de 2006, le nombre de personnes 
agees de 65 ans et plus a depasse pour la premiere fois la barre des 4 millions. Ainsi, entre 
2001 et 2006, la proportion des personnes agees est passee de 13 % a 13,7 % (Statistique 
Canada, 2006). 
Pour l'individu comme pour la societe, l'une des principales preoccupations associees a la 
vieillesse est le risque de dependance associe a la maladie. Cependant, en raison du probleme 
grandissant pose par les soins de plus en plus couteux, et des besoins de plus en plus accrus 
en terme d'assistance, on craint qu'une population vieillissante n'entraine une charge 
supplementaire pour les services de sante deja surcharges. En realite, seulement une faible 
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proportion de personnes agees environ 20 % a tres souvent recours aux services de sante 
officiels bien qu'un grand nombre de canadiens ages souffrent d'une maladie chronique. Les 
enquetes demontrent que moins de la moitie de ces personnes souffrent d'une incapacity 
physique ou intellectuelle qui limite leurs activites quotidiennes, et moins du tiers ont des 
problemes de sante necessitant des soins medicaux (Realites Canadiennes, 2008). 
Outre les maladies chroniques, c'est sans doute l'affaiblissement intellectuel que les 
personnes agees craignent le plus. Ceci engendre une perte d'autonomie dans 
l'accomplissement des activites de la vie quotidiennes, qui entraine une augmentation 
progressive du niveau de dependance. Des statistiques recentes montrent qu'environ 450 000 
canadiens ages de plus de 65 ans sont atteints de la maladie d'Alzheimer et d'affections 
connexes. En 2008, on denombre 300 000 Canadiens atteints de la maladie d'Alzheimer, et 
on prevoit qu'environ 750 000 canadiens seront atteints de la maladie d'Alzheimer et 
d'affections connexes en 2031 (Societe Alzheimer, 2006). La maladie d'Alzheimer est une 
maladie neurodegenerative qui se caracterise par un certain nombre de symptomes comme 
une deterioration progressive et continuelle de la memoire, Tincapacite d'accomplir des 
taches familieres, la modification du jugement et du raisonnement ou encore des 
changements d'humeur et du comportement. Elle est la forme la plus commune de maladies 
neurodegeneratives liees a l'age et est responsable de 64 % de tous les cas de maladie 
neurodegenerative au Canada (Societe Alzheimer, 2006). 
Selon les statistiques de l'institut de vieillissement du Canada1, il est estime que 16 % des 
personnes agees de plus de 65 ans souffrent de troubles cognitifs, 8 % d'entre elles sont 
atteintes de maladies neurodegeneratives comme la demence. Cette prevalence augmente de 
facon exponentielle avec l'age, atteignant 30 % (troubles cognitifs) et 35 % (demence) chez 
les personnes de plus de 85 ans. De tels problemes menacent la qualite de vie de ces 
personnes. 
^ttpy/www.cihr-irsc.gc.ca/f/lOSaa.html 
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Au Canada, cependant, les services de sante sont essentiellement concus pour le traitement a 
court terme des maladies aigues. Cela pose une question tres importante : qui s'occupe des 
personnes agees et plus precisement des personnes presentant des troubles cognitifs ? 
Malgre revolution recente de la famille canadienne, on estime que les proches parents et les 
amis apportent environ 80 % de tous les soins aux personnes agees. Cette aide prend diverses 
formes : travaux menagers, preparation des repas, transport, etc. Meme les personnes placees 
dans des etablissements de soins de longue duree continuent generalement a beneficier de 
l'aide de leurs families et amis (Statistique Canada, 2006). La dependance est la premiere 
consequence de la vieillesse. Physique et/ou mentale, la dependance empeche la personne 
agee de vivre seule dans un logement ordinaire. Elle se traduit soit par le placement de la 
personne en institution, soit par le besoin d'un soutien ou aide d'un proche. 
Durant les annees a venir, 1'augmentation du nombre de personnes souffrant de troubles 
cognitifs ou d'autres maladies liees a l'age va aggraver la surcharge de travail et la penurie de 
personnels soignants (infirmieres, medecins, specialistes, assistants sociaux etc.) dans les 
etablissements medico-sociaux. 
Pour faire face au probleme de surcharge des etablissements et pour repondre aux souhaits 
des malades de rester chez eux, le maintien a domicile parait comme une solution socio-
economique en faveur de ce type de population. Toutefois, pour rester plus longtemps a 
domicile dans de bonnes conditions, quatre criteres doivent etre reunis. lis concernent la 
sante, Tenvironnement familial, le niveau de ressources et l'habitat (Simon et Fronteau, 
1996). 
• L'etat de sante : c'est le critere le plus important dans le choix du maintien a 
domicile. En effet, la degradation de l'etat de sante, entrainant une incapacite totale ou 
partielle, implique un placement en institution. Les troubles physiques ne sont pas 
toujours un obstacle au maintien a domicile. Or, les troubles mentaux sont tres 
difficiles a prendre en charge. 
3 
• La famille : elle constitue la cle du maintien a domicile malgre le niveau de 
dependance. Pour favoriser le maintien a domicile, les professionnels viennent 
completer l'aide familiale sans pour autant s'y substituer. 
• Le niveau de ressources (couts) : le maintien a domicile n'est pas toujours possible 
en raison du cout d'une aide professionnelle remuneree. En France par exemple, au 
moment de 1'evaluation de la dependance (dans le cadre de la Prestation 
Experimentale Dependance), les couts pour les cas les plus lourds ont ete estimes a 
plus de 12 000 F par mois) (Simon et Fronteau, 1996). 
• L'habitat: s'il est inadapte, il peut accelerer le placement en institution. L'adaptation 
du logement permet a la personne agee de conserver une partie de son autonomic 
Au debut, l'idee du maintien a domicile supposait un deplacement regulier du personnel 
medical pour fournir aux malades des soins medicaux ou paramedicaux de qualite similaires 
a ceux donnes dans les institutions de soins. Toutefois, cela exige un soutien tres fort de la 
part de la famille. Une solution consiste alors a impliquer l'environnement physique pour 
qu'il assiste la personne. Cette solution introduit un nouveau systeme de maintien a domicile 
dans lequel l'environnement joue un role important dans le systeme de soins. Grace aux 
nouvelles technologies de 1'information et de la telecommunication, l'environnement est 
devenu l'interlocuteur entre la personne a son domicile et ses soignants qui se trouvent sur 
des sites differents, voire un acteur dans le systeme de soins. Cette tendance peut etre garantie 
par la mise en place d'un systeme informatique, qui surveille la personne et n'alerte le 
personnel medical qu'en cas d'urgence. Les soins fournis a domicile constituent une 
alternative a l'hospitalisation et au recours aux etablissements d'hebergement de longue 
duree. Mais le probleme des personnes atteintes de troubles cognitifs n'est pas seulement de 
leur offrir des soins medicaux, mais plutot de les surveiller et de les assister dans les activites 
de la vie quotidienne. Cette problematique a donne naissance au concept d'habitat intelligent. 
Un habitat intelligent est defini par sa capacite a reagir a ce qui se passe dans son 
environnement. II est capable d'identifier toute situation inhabituelle ou inadequate et de 
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fournir l'aide appropriee a l'occupant en cas de besoin. En d'autres termes, un habitat 
intelligent peut s'adapter aux besoins de l'occupant. Plusieurs projets de recherche sur les 
habitats intelligents sont lances a travers le monde afin de favoriser le maintien a domicile. 
La telemedecine ou la telesante est rexemple le plus connu de l'utilisation des technologies 
de rinformation pour offrir et gerer des soins a distance. Plus specifiquement, l'avenement 
des nouvelles technologies de l'information et de telecommunications permet d'envisager de 
nouvelles facons d'exercer la medecine et d'offrir des services medicaux specialises. Selon le 
rapport pub lie par le College des Medecins du Quebec, la telemedecine est definie comme 
etant « / 'exercice de la medecine a distance a I 'aide de moyens de telecommunications » 
(Direction de l'amelioration de l'exercice, 2000). 
Au Quebec, la pratique de la telemedecine est presente et experimentale. Par exemple, au 
centre hospitalier Iles-de-la-Madeline, un medecin et son patient peuvent consulter en temps 
reel, un dermatologue a Gaspe, un cardiologue a Rimouski ou encore un neurochirurgien a 
Quebec. lis sont relies par un reseau de communications socio-sanitaires qui relie tous les 
hopitaux au Quebec (Radio-Canada, 2002). Selon (Bajolle, 2002), les principales applications 
de la telemedecine sont: 
• Tele-consultation et telediagnostic : consultation medicale a distance 
• Telesurveillance ou surveillance a distance d'un patient 
• Tele-expertise : avis donne a distance par un expert ou un medecin 
• Tele-formation: consultation des informations medicales (bases de donnees, 
imageries, cours de formation, etc.) 
• Tele-chirurgie : permet de manipuler de materiel medical a distance et d'avoir une 
action directe du praticien sur le patient. 
La telesurveillance est une branche centrale de la telemedecine. Elle permet le suivi d'une 
personne agee vivant seule dans son milieu de vie sans perturber ses habitudes de vie en 
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equipant son habitat par des capteurs (detecteurs de mouvement, de presence, d'ouverture, 
etc.). II ne s'agit pas systematiquement de video de surveillance ou de transmission d'images. 
Ainsi, avec revolution fulgurante de la technologie, l'habitat peut etre equipe par differents 
types de capteurs tels que les capteurs sonores et medicaux (tensiometre, oxymetre, balance, 
etc.) en vue de la detection d'une situation de detresse (Istrate, 2003). Les donnees issues des 
capteurs sont fusionnees pour diagnostiquer toute situation anormale. Grace aux donnees 
provenant des capteurs medicaux, le traitement des donnees recueillies permet ensuite de 
mesurer d'autres parametres physiologiques et comportementaux afin d'identifier le mode de 
vie de la personne. 
Avec la telesurveillance medicale, les personnes agees conservent une large autonomic dans 
leur environnement prive et social tout en beneficiant des services de sante. Ainsi, la 
telesurveillance medicale des personnes au domicile represente une alternative a 
l'hospitalisation et au recours aux etablissements d'hebergement de longue duree. 
Dans les systemes de telemedecine en general, l'aide fournie aux personnes provient toujours 
de professionnels de sante qui sont a l'exterieur du domicile. Par contre, l'assistance provient 
de l'interieur de l'habitat en analysant et interpretant les donnees issues des differents 
capteurs par un systeme informatique intelligent. En effet, l'habitat intelligent percoit les 
actions de la personne et analyse l'adequation de ce qui a ete fait et ce qui devrait l'etre. On 
distingue deux types d'assistance selon la nature du deficit de la personne. Une assistance 
physique et une assistance cognitive. 
Assistance physique: l'assistance physique consiste a compenser le deficit physique 
(handicap) de la personne en utilisant des moyens appropries (commande a distance, chaise 
roulante, robot mobile, bras manipulateur, etc.). 
Assistance cognitive : l'assistance cognitive consiste a fournir de l'aide a la personne pour 
pallier aux deficits cognitifs causes par les maladies telles que l'Alzheimer, la schizophrenic, 
les traumatismes craniens et la deficience intellectuelle. Le but fondamental de l'assistance 
cognitive est done de promouvoir l'autonomie de ces personnes par des methodes 
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compensatoires. L'assistance cognitive permet de rappeler au besoin, les activites a realiser et 
les procedures pour les faire. Toutefois, dans des situations dedicates, une aide exterieure est 
necessaire particulierement si les risques sont trop eleves (Pigot et al., 2007). Le systeme 
d'assistance cognitive doit etre en mesure d'analyser les differentes situations, ce qui peut 
etre realise par l'integration de mecanismes de reconnaissance d'activites, d'apprentissage et 
de raisonnement tres pertinents. 
Les habitats intelligents sont bases sur le paradigme de T informatique diffuse, ou ubiquitaire, 
introduite par (Weiser, 1991). Dans ce paradigme, la technologie devient invisible a la 
personne avec laquelle elle entretient des interactions permanentes (Weiser, 1993). Ainsi, en 
eliminant les interfaces homme machine trop complexes pour des personnes ayant des 
troubles cognitifs, l'informatique diffuse permet des interactions directes entre la personne et 
son environnement par 1'intermediate d'objets interactifs (Pigot et al., 2007). 
Le laboratoire DOMUS (DOmotique et informatique Mobile de l'Universite de Sherbrooke)2 
est un laboratoire multidisciplinaire dedie a la recherche en domotique et en informatique 
mobile. Les problematiques de recherche attachees au laboratoire DOMUS sont complexes et 
diversifiees tant au plan informatique (systemes repartis, personnalisation, informatique 
diffuse, informatique omnipresente, modelisation cognitive, interaction homme machine, 
etc.) qu'au plan multidisciplinaire (ergotherapie, psychologie, psychoeducation, ethique, 
sante, etc.). 
Le laboratoire DOMUS dispose d'un appartement intelligent a la fine pointe de la 
technologie ou Ton retrouve un equipement domiciliaire de base. II s'agit d'un 4 construit a 
l'interieur des murs de l'universite, pouvant loger une personne seule. Cet appartement est 
equipe d'une technologie de pointe dispersee dans 1'environnement. Les capteurs, haut-
parleurs, ecrans d'ordinateurs et de television, les reseaux filaires et non filaires et les serveurs 
transforment cet appartement en un environnement intelligent capable de s'adapter aux 
actions de l'occupant. Ce type d'appartement s'adresserait a des personnes presentant des 
2
 http://domus.usherbrooke.ca 
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troubles cognitifs, qui les empechent a mener a bien les activites de la vie quotidienne. Par 
consequent, les projets du laboratoire DOMUS s'adresseraient a une population bien ciblee 
comme les personnes atteintes de demence de type Alzheimer, les clienteles de type 
schizophrene, traumatise cranien, etc. 
L'objectif du laboratoire DOMUS est double: d'une part, aider les personnes atteintes des 
troubles cognitifs a vivre normalement en palliant leurs deficiences et, d'autre part, surveiller 
a long terme revolution de l'etat de sante de la personne et prevenir rapidement le personnel 
qualifie en cas de problemes (feu, degats d'eau, chute, malaise, etc.). Pour repondre a ces 
objectifs, le systeme d'appartement intelligent doit comporter deux principaux modules : le 
module d'assistance cognitive, charge de l'aide a la realisation des activites de la vie 
quotidienne (AVQ), et le module de telesurveillance, charge de suivre l'etat de sante de 
l'occupant (Pigot et al., 2003). 
En ce qui concerne la partie d'assistance cognitive, il s'agit de pallier les troubles cognitifs de 
l'occupant, de maniere a ce qu'il puisse realiser l'ensemble des taches de la vie quotidienne. 
Cette aide necessite une bonne connaissance des habitudes de vie de la personne et 
l'elaboration d'un modele de ses competences en fonction de sa maladie, afin que l'aide 
fournie soit appropriee et adaptee. Le systeme d'assistance cognitive est concu de telle sorte 
que la personne exerce ses fonctions cognitives d'une maniere autonome, et que le systeme 
n'intervienne qu'en cas de besoin, afin de laisser l'initiative a la personne et d'eviter 
d'aggraver ses pertes cognitives. 
Pour favoriser 1'autonomic et le maintien a domicile des personnes avec des deficits cognitifs, 
un assistant contextuel domiciliaire (ACD) est developpe au laboratoire DOMUS. L'ACD est 
une application developpee pour assister les personnes a realiser leurs taches de la vie 
quotidienne en leur rappelant la localisation des objets et les etapes a faire en cas de besoin. 
Les tSches de preparation des repas ont ete choisies pour plusieurs raisons. D'abord il s'agit 
d'une composante centrale dans la vie residentielle. C'est une activite complexe qui exige 
une multitude de competences et d'habiletes specifiques (planification, resolution de 
problemes, raisonnement). L'ACD est integre dans l'appartement intelligent qui recueille de 
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Finformation sur les actions de l'usager par l'entremise de capteurs et renvoie Finformation 
par des ecrans tactiles et des hauts parleurs. II a ete montre que l'ACD aidait les personnes 
avee deficience intellectuelle (DI) a cuisiner des recettes complexes. Toutes les informations 
recueillies par les capteurs sont analysees par l'ACD pour pouvoir deduire par un systeme de 
reconnaissance d'activites si la personne a realise correctement ses activites ou s'il a besoin 
d'assistance (Lussier-Desrochers et al., 2007; Pigot et al., 2007). 
L'assistance est disponible dans l'ACD selon plusieurs modes : aide pas a pas presentee sous 
forme d'images et de sequences videos ou aide declenchee par le systeme lorsque celui-ci 
detecte qu'une activite est realisee de facon inadequate. Si la personne realise ses activites 
correctement, le systeme n'interviendra en aucun moment. L'assistance fournie par l'ACD 
permet de pallier les troubles de la personne en l'aidant pas a pas a la planification des taches 
et d'etendre cela a d'autres taches liees a la vie de la personne. 
Une composante importante de l'ACD est l'assistance cognitive dispensee sur un ecran tactile 
depose sur une surface de travail bien choisie dans la cuisine. Dans l'ACD, l'ecran tactile 
constitue le seul moyen de communication directe avec le systeme. Etant donne son role 
strategique dans l'assistance et la population ciblee, il s'averait important de concevoir des 
interfaces simples et conviviales, qui permettent de fournir des informations pertinentes a la 
personne. Les interfaces de l'ACD ont ete concues suiyant les recommandations des 
chercheurs et specialistes en lien avec la creation d'interfaces utilisateurs specifiquement 
destinees a des personnes presentant des deficits cognitifs (Davies et al., 2001). II a ete 
recommande l'utilisation d'interfaces simples comprenant des boutons surdimensionnes pour 
faciliter la navigation a l'aide de l'ecran tactile. 
Afin que les interfaces de l'ACD soient accessibles, facilement utilisables par la population 
ciblee, efficaces et efficientes, on doit proceder a leur evaluation en utilisant des methodes et 
des techniques qui s'adaptent avec le contexte pour lequel ces interfaces ont ete concues. 
L'evaluation des interfaces homme-machine constitue un probleme epineux pour les 
concepteurs et les designers d'interfaces. Elle est le plus souvent jugee trop couteuse. Ceci 
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depend de la methode ou l'approche choisie pour mener a bien le processus d'evaluation. La 
classification la plus frequente des approches d'evaluation d'interfaces est fondee sur la 
distinction entre : approches empiriques basees sur les tests d'utilisateurs et des approches 
analytiques basees sur des methodes d'analyse rigoureuses (Nielsen et Molich, 1990; Senach, 
1990). 
Afin de mettre en oeuvre une evaluation empirique, plusieurs parametres doivent etre reunis : 
un nombre suffisant d'utilisateurs (representatifs des utilisateurs finaux) avec lesquels se 
deroulent les experimentations, un environnement reproduisant l'environnement reel des 
utilisateurs et une infrastructure materielle et logicielle. L'evaluation empirique requiert par 
la suite beaucoup de temps ainsi qu'un budget suffisamment important pour le bon 
deroulement des experimentations. Contrairement a 1'evaluation empirique, 1'evaluation 
analytique permet de surmonter les problemes lies a l'evaluation empirique en utilisant des 
methodes, des outils et des modeles suffisamment sophistiques qui permettent de minimiser 
considerablement les couts et le temps d'evaluation. 
Dans le contexte d'evaluation d'interfaces homme machine concues dans le cadre des 
habitats intelligents, la problematique de notre projet consiste a evaluer analytiquement les 
interfaces de l'ACD en mettant l'eniphase sur le temps d'execution des taches requises lors 
de l'interaction de l'usager avec ces interfaces. La demarche et les solutions proposees 
doivent permettre de dessiner un cadre theorique pour cette problematique, et de mettre une 
base solide pour un processus complexe d'evaluation d'interfaces de l'ACD en prenant en 
compte : l'environnement de l'usager et les erreurs que ce dernier peut commettre lors de la 
realisation de ses taches en interagissant avec l'interface de l'ACD. 
Objectifs 
Pour fournir une assistance cognitive adequate, le laboratoire DOMUS dispose des moyens 
materiels et logiciels qui permettent de detecter et de recueillir des informations sur l'activite 
en cours de realisation, en prenant en compte les actions et deplacements de l'usager dans 
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l'habitat intelligent. Cette infrastructure materielle et logicielle permet egalement de fournir 
une aide appropriee lorsqu'un comportement inadequat est detecte. 
Afin d'assurer un bon deroulement et suivi des activites, et que l'aide appropriee soit fournie, 
le systeme doit egalement etre en mesure de fournir des moyens et des outils qui facilitent 
1'interaction de l'usager avec le systeme. Pour permettre une interaction simple et efficace 
avec le systeme, les interfaces homme machine developpees et integrees dans l'ACD, doivent 
etre accessibles et utilisables sur le plan ergonomique et conceptuel. 
Pour repondre a la problematique d'accessibilite et d'utilisabilite des interfaces, on procede a 
une evaluation analytique et rigoureuse de ces interfaces. Cette evaluation permettra 
d'ameliorer entre autres le design, l'accessibilite, Padaptabilite et l'utilisabilite de ces 
interfaces. En consequence, le but de ce travail est d'evaluer analytiquement l'interface de 
l'ACD en prenant en compte les composantes perceptuelles, cognitives et motrices 
impliquees lors de l'interaction avec cette interface. 
Notre evaluation est basee principalement sur trois methodes analytiques : ACT-R, GOMS et 
la loi de Fitts. Ces methodes requierent une approche rigoureuse devaluation de l'interaction 
avec 1'IHM. Cela peut etre realise a l'aide d'une simulation de cette interaction. Par 
consequent, trois objectifs sont done poursuivis dans cette recherche : 
1- Simuler l'interface de l'ACD et l'interaction de l'usager avec cette interface. 
2- Evaluer analytiquement cette interface en utilisant les trois methodes mentionnees 
precedemment. 
3- Valider les modeles analytiques developpes en comparant les resultats simules avec 
des resultats experimentaux realises avec des humains. 
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Methodologie 
Afin de repondre a la problematique d'evaluation analytique des interfaces homme machine, 
on procede en premier lieu a une revue de litterature sur le domaine d'evaluation des 
interfaces homme machine et les methodes analytiques utilisees dans 1'evaluation de 
l'interaction avec ces interfaces. Cela nous amenera a choisir convenablement les trois 
methodes analytiques utilisees dans notre projet de recherche. 
Les interfaces de l'ACD sont evaluees durant la realisation d'une activite particuliere de la 
vie quotidienne. Le choix de l'activite est arrete sur la preparation d'une recette complexe de 
cuisine, qui est la « preparation des spaghetti ». Cette recette est inclue dans le systeme 
d'assistance cognitive de l'ACD. Cette activite est choisie a cause de sa complexite de 
realisation, et du nombre d'interfaces impliquees durant sa realisation. Cette complexite 
entraine 1'augmentation du nombre d'erreurs commises par l'usager lors de la realisation de 
cette activite, et par consequent, 1'augmentation du nombre d'interventions de l'ACD pour 
remedier a ces erreurs. 
La recette de preparation des spaghetti est composee de plusieurs etapes, les deux premieres 
etapes consistent a faire sortir les ustensiles et les ingredients respectivement, necessaires 
pour la realisation de l'activite, et les autres etapes expliquent la procedure de preparation en 
utilisant des photos et des videos explicatives. 
Dans notre projet, 1'evaluation est limitee aux interfaces requises pour la realisation des deux 
premieres etapes de l'activite, « Sortir tous les ustensiles » et « Sortir tous les ingredients ». 
Pour repondre au premier objectif, on procede a une description et analyse approfondie des 
taches requises pour l'accomplissement des deux premieres etapes de la recette. La phase 
d'analyse et de description des taches est une phase primordiale dans le processus 
d'evaluation d'interfaces. Elle permet de simplifier revaluation en decoupant les taches en 
sous-taches, et les buts en sous-buts, suivant une decomposition hierarchique. Un but ne peut 
etre atteint, que si tous ses sous-buts le sont. 
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La demarche suivie peut etre resumee dans la section suivante : 
Pour repondre au premier objectif, nous allons faire : 
1- Revue de litterature sur le domaine d'evaluation d'interfaces homme machine, 
afin de dessiner les contours de notre projet et d'avoir une idee claire sur ce 
domaine. 
2- Choix des methodes analytiques utilises dans notre projet de recherche : ACT-R, 
GOMS et la loi de Fitts. 
Apres avoir complete cette partie, on procede a la simulation de 1'interface de l'ACD. La 
simulation de l'interface se fait uniquement avec la methode ACT-R, les deux autres 
methodes ne font pas appel a la simulation d'interface. 
Pour repondre au deuxieme objectif, on procede a une analyse detaillee de l'interface, afin de 
faciliter le processus d'evaluation. L'evaluation selon chaque methode sera presentee. 
Enfin, pour repondre au troisieme objectif, on presente l'etude experimentale realisee au 
laboratoire DOMUS, et on effectue une comparaison entre les resultats simules et les resultats 
reels, afin de valider nos resultats. 
Les deux premiers modeles font partie des modeles cognitifs, et sont bases sur 1'architecture 
cognitive ACT-R et le modele GOMS. Le troisieme modele est base sur la loi de Fitts, cette 
loi est basee sur un modele mathematique lineaire. 
Les experimentations ont ete menees au laboratoire DOMUS sur des sujets sains en 
manipulant 1'interface de l'ACD. Chaque sujet realise les deux premieres etapes de la recette 
specifiee. Le temps d'execution des taches est enregistre et recupere a la fin de chaque 
experimentation. Les donnees obtenues sont analysees et par la suite, comparees aux donnees 
simulees obtenues par les trois modeles developpes. 
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Structure du memoire 
Apres une presentation des objectifs du present projet de recherche et la methodologie 
adoptee, le chapitre 1 presente une introduction generale sur 1'evaluation des interfaces 
homme machine, les approches utilisees dans revaluation ainsi que les principales methodes 
utilisees dans la litterature. Le deuxieme chapitre aborde 1'evaluation des interfaces de l'ACD 
en utilisant deux methodes analytiques : ACT-R et la loi de Fitts. Ce chapitre est represente 
par un article scientifique publie dans le journal IJHIS (International Journal of Hybrid 
Intelligent Systems). Le troisieme chapitre abordera 1'evaluation des interfaces de l'ACD 
avec l'ajout d'un troisieme modele devaluation base sur le modele GOMS, et la realisation 
d'une etude experimentale au sein du laboratoire DOMUS afin de comparer les donnees 
simulees aux donnees experimentales. Ce chapitre est represente par un article scientifique 
publie dans le journal IJIT (International Journal of Information Technology). Enfin, le 
dernier chapitre presente une discussion generale avec une conclusion et les ameliorations 
futures des modeles developpes. 
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Chapitre 1 
Aper^u sur les methodes devaluation d'interfaces 
homme machine 
Ce chapitre donne un aper9u du domaine de l'interaction homme machine et des differentes 
methodes d'evaluation d'interfaces. Tout d'abord, l'historique de l'interaction homme 
machine est brievement presente et quelques definitions de bases sont introduites avant de 
presenter les differentes approches d'evaluation et les principales methodes utilisees dans la 
litterature. 
1.1 Historique d'interaction homme machine 
Depuis qu'existent les ordinateurs, la question de l'interface avec l'ordinateur s'est posee. En 
40 ans, l'interaction homme machine a rendu l'informatique accessible a un plus grand 
nombre de personnes, d'une facon de nul ne pouvait predire. Que serait le visage de 
rinformatique aujourd'hui sans les interfaces graphiques ? 
Si on considere que la programmation aux cles des premiers ordinateurs pouvait etre qualifiee 
de « manipulation directe » au sens litteral du terme, et si Ton peut considerer 1'invention des 
langages de programmation comme un moyen pour faciliter l'interaction avec les machines 
informatiques, ce sont bien les travaux de Ivan Sutherland sur SketchPad au debut des annees 
1960 qui marquent le debut de l'histoire de l'interaction homme machine. 
SketchPad, developpe par Ivan Sutherland au debut des annees 1960 et publie dans sa these 
de doctorat en 1963 (Sutherland, 1963), est considere comme la premiere interface graphique. 
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SketchPad, developpe au MIT Lincoln Laboratory , est le premier systeme qui a utilise un 
ecran cathodique et un crayon optique pour permettre l'edition graphique de dessins 
techniques. Bien plus tard, en 1983, Ben Shneiderman appellera ce type d'interaction avec des 
objets represents a l'ecran «manipulation directe», par contraste avec l'utilisation 
systematique, jusqu'au debut des annees 1980, de langages de commandes obligeant a 
memoriser les noms des commandes et des objets (Myers, 1998). 
De nombreux concepts fondamentaux des interfaces graphiques ont pour origine SketchPad : 
designation directe des objets a l'ecran, retour d'information immediat sous forme de lignes, 
placement des segments d'une figure par contraintes (parallele, angle droit, etc.), zoom avant 
et arriere sur le dessin, etc. meme au niveau de la mise en ceuvre, les concepts sont 
modernes comme la representation des objets graphiques en memoire (Myers, 1998). 
Sutherland developpe SketchPad sur le TX-2, l'un des rares ordinateurs de l'epoque utilisable 
en ligne : jusqu'a la fin des annees 1970, la grande majorite des ordinateurs sont utilises de 
facon non interactive, en traitement par lots (batch). Le TX-2 a 320 Ko de memoire, deux fois 
plus performant que les plus gros ordinateurs commerciaux de l'epoque. A la meme epoque, 
d'autres chercheurs utilisent le TX-2 pour realiser d'autres interfaces, comme Genesys, le 
premier systeme d'animation de l'histoire cree par Ronald Baecker (Baecker, 1969). 
Peu apres, Ivan Sutherland devient l'un des innovateurs de l'infographie et de la realite 
virtuelle. En 1967, alors qu'il est professeur a Harvard, il cree avec son etudiant Bob Sproull 
le premier casque de realite virtuelle affichant des images de synthese. Plus tard encore, il 
s'interesse a la robotique, et cree l'entreprise Evans & Sutherland, celebre dans les annees 
1980 pour ses systemes graphiques haut de gamme (Carlson, 2003). 
Parallelement a la creation d'interfaces homme machine, et en partant du fait que l'interface 
represente ce que les utilisateurs voient du systeme, revaluation d'interfaces a vu le jour avec 
l'apparition d'interfaces homme machine. Par contre, le paradigme devaluation et le systeme 
3
 http://www.ll.mit.edu/ 
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a evaluer a cette epoque sont totalement differents de la vision actuelle et future des 
interfaces homme machine. En effet, a travers les quatre dernieres decennies, revolution de 
1'evaluation de systemes en general passait par plusieurs periodes qui peuvent etre 
distinguees selon le type d'utilisateur, le type d'evaluateur et le facteur limitant dans 
1'evaluation (Kaye et Sengers, 2007). Les principales periodes selon leur apparition dans le 
processus de developpement de l'informatique sont presentees dans la section suivante. 
1- Evaluation par des ingenieurs 
• Les utilisateurs : des informaticiens et des mathematiciens 
• Les evaluateurs : des ingenieurs 
• Facteur limitant: la fiabilite du systeme 
2- Evaluation par des informaticiens 
• Les utilisateurs : des programmeurs 
• Les evaluateurs : des programmeurs 
• Facteur limitant: la vitesse de la machine 
3- Evaluation par des psychologues experimentes et des cogniticiens 
• Les utilisateurs : des vrais utilisateurs, l'ordinateur est un moyen et non pas 
une fin. 
• Les evaluateurs : des psychologues experimentes et des cogniticiens 
• Facteur limitant: ce que l'homme peut faire 
4- Evaluation par les professionals d'Interaction Homme Machine 
17 
Dans cette categorie, 1'evaluation est assuree par des professionnels d'utilisabilite qui 
croient en leur expertise. Les professionnels d'utilisabilite ont pris une decision de se 
concentrer sur le fait d'avoir des meilleurs resultats, independamment de savoir s'ils 
ont ete prouves experimentalement ou non. 
Les applications developpees actuellement ont consacre une moyenne de 48% de code pour 
l'interface utilisateur (Myers et Rosson, 1992; Nielsen, 1993). II semblerait done justifie 
d'allouer une proportion raisonnable d'effort de developpement d'applications pour assurer 
l'utilisabilite de ces interfaces. 
Beaucoup de recherches sont actuellement menees dans le domaine des interactions homme 
machine sur des sujets aussi divers que la conception des systemes de gestion des 
applications interactives, les interfaces auto-adaptatives et 1'evaluation de la qualite des 
interfaces. 
II est tout a fait important de prendre connaissance de tous les concepts couverts par le terme 
«Interaction Homme Machine ». A cet effet, la definition donnee par l'ACM semblerait 
recouvrir tous les aspects du domaine de l'interaction homme machine. L'ACM definit le 
domaine de l'interaction homme machine comme «une discipline qui concerne la 
conception, 1'evaluation et 1'implementation de systemes interactifs de traitement de 
1'information destines a etre utilises par des humains et avec l'etude des principaux 
phenomenes qui les entourent»4 (ACM., 1992). Dans cette definition, tout le processus de 
creation des systemes interactifs est represente par les termes conception, evaluation et 
implementation. Par conception, on entend les differentes approches comme le prototypage 
ou la conception iterative. L'evaluation concerne tout processus qui permet de determiner 
dans quelle mesure un systeme interactif recouvre certains criteres comme la facilite 
d'utilisation et d'apprentissage. En fin, 1'implementation consiste a etudier tous les outils 
necessaires pour mettre en oeuvre un systeme interactif. 
4
 Cette definition est une traduction de celle presentee dans le rapport de l'ACM. 
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La definition de l'ACM specifie clairement la nature des systemes etudies. II s'agit bien de 
systemes principalement interactifs. Ces systemes sont destines a etre utilises par des 
humains, d'ou l'importance accordee au concept d'interface homme machine. 
La personne est vue dans le domaine d'interaction homme machine comme un systeme de 
traitement de 1'information. L'information est acquise au moyen de dispositifs sensoriels et 
communiquee par des dispositifs comme la parole ou le toucher. Les aspects ergonomiques, 
comme la fatigue au travail, les limites cognitives et physiques de l'humain, sont etudies de 
meme que la conception du systeme. 
Avant d'introduire la notion devaluation d'interfaces homme machine, il est tout a fait 
interessant de dormer quelques definitions de base qui permettent de donner une idee claire 
sur le terme devaluation d'interfaces. 
1.1.1 Definition du terme interface 
De facon generale, l'interface se definit comme un ensemble de dispositifs permettant la 
communication bidirectionnelle entre l'humain et un systeme d'une maniere generale. Un 
systeme englobe par exemple une automobile, une radio, un pupitre, un tableau de bord ou 
une application informatique. De maniere plus detaillee, Ravden et Johnson (1989) 
definissent l'interface utilisateur de la facon suivante : 
"The user interface generally consists of information displayed to the user and facilities 
which allow the user to enter information into the computer, to manipulate information which 
is displayed, and to take control actions. It enables the end-user to access and make use of the 
facilities and functions which the system provides, and to carry out the tasks for which it has 
been designed. It provides the user with information about the system, about what it does, and 
about what the user can and should do. It enables the user to learn about the system and to 
build an understanding of how it works". 
Dans le domaine de 1'informatique, l'interface est le point central dans la communication 
entre l'humain et l'application informatique. En plus de donner acces aux fonctionnalites 
19 
d'une application informatique, elle permet a l'utilisateur d'entrer et de manipuler de 
1'information, de prendre des actions et d'interpreter les informations foumies par 
1'application. 
1.2 Evaluation d'interfaces homme machine 
La facilite d'utilisation des logiciels et applications pose des defis interessants a relever. Le 
besoin accru des applications utiles et utilisables, justifie l'apparition d'une nouvelle 
dimension dans la production des applications. Cette dimension est basee sur 1'evaluation 
ergonomique qui est le plus souvent jugee couteuse en termes de temps et de ressources. 
Selon (Senach, 1990), 1'evaluation est realisee pour satisfaire quatre buts : 
1- pour etablir un diagnostic d'usage du systeme existant, 
2- pour assurer la qualite de la conception d'interfaces homme machine, 
3- pour comparer les avantages et les inconvenients de versions de logiciels, 
4- pour controler a priori la qualite ergonomique d'un produit. 
Chaque contexte presente des contraintes specifiques necessitant la mise en jeu de techniques 
bien adaptees (Senach, 1990). La section suivante propose une revue des pratiques actuelles 
devaluation d'interfaces homme machine. 
Les nouvelles technologies (interfaces graphiques, animation, langages evolues, outils de 
design, etc.) apportent des nouveaux outils et moyens qui facilitent le developpement et la 
production des applications et ameliorent sensiblement Phomogeneite des interfaces homme 
machine. Ces outils ne garantissent cependant pas encore a l'utilisateur final l'aisance et la 
facilite d'utilisation et d'apprentissage. Pour faire face a cette problematique, et dans le but 
d'ameliorer les performances de l'interaction homme machine, une evaluation ergonomique 
est estimee necessaire afin de remedier aux problemes sus evoques et decouyrir les autres 
problemes qui pourraient empecher les utilisateurs d'accomplir leurs taches. 
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Pour que cette evaluation soit realisee suivant les contraintes ergonomiques, on doit etre en 
mesure de repondre a la question que mesure-t-on? 
Une interface homme machine est evaluee en fonction de son utilite et de son utilisabilite 
(Senach, 1990). Ces deux concepts sont definis dans la section suivante. 
1.2.1 Utilite et utilisabilite 
L'utilite et l'utilisabilite sont deux concepts integres dans une problematique plus large 
relative a l'acceptabilite des systemes en general, qui est principalement la question de savoir 
si le systeme est assez bon pour satisfaire tous les besoins et les exigences des utilisateurs et 
d'autres parties prenantes comme les gestionnaires et les clients. L'acceptabilite des 
systemes informatiques peut etre scindee selon deux dimensions : l'acceptabilite sociale, 
s'interessant au contexte d'utilisation du systeme, et l'acceptabilite pratique, considerant 
1'intention que le systeme permet d'atteindre (Nielsen, 1993). L'arbre de l'acceptabilite des 
systemes selon (Nielsen, 1993) est presente dans la figure suivante. 
Acceptability 
sociale Utility 
Acceptability 
du systeme 
Acceptability 
pratique 
Etc. 
J B t Serviabilit^ 
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Figure 1 - Modele d'acceptabilite des systemes selon (Nielsen, 1993) 
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Selon le modele d'acceptabilite des systemes de Nielsen, l'utilite et l'utilisabilite sont deux 
attributs qui decoulent de 1'acceptability pratique des systemes. L'utilite determine si 
l'interface permet a l'utilisateur d'atteindre ses objectifs de travail (Senach, 1990). Elle 
correspond a la capacite fonctionnelle de l'interface, les performances du systeme et a la 
qualite d'assistance proposee a l'utilisateur. L'utilisabilite est definie par le degre selon lequel 
l'interface peut etre utilisee, par des utilisateurs identifies, pour atteindre des objectifs 
specifies. Plusieurs definitions ont ete attribuees a l'utilisabilite au fur et a mesure de 
l'avancement du domaine d'interfaces homme machine. La norme ISO 9241-11 (ISO., 1998) 
donne les lignes directrices concernant l'utilisabilite. D'apres cette norme, l'utilisabilite est 
definie comme «la mesure dans laquelle un produit peut etre utilise par des utilisateurs 
specifiques pour accomplir des buts specifiques avec efficacite, efficience et satisfaction 
dans un contexte particulier». Le standard ISO 9241 definit trois composantes de qualite 
d'utilisation applicables au design d'interfaces homme machine : l'efficacite, l'efficience et la 
satisfaction. Ces trois composantes sont mesurees en prenant en compte non seulement le 
produit, mais aussi l'utilisateur, la tache et l'environnement ou le contexte d'utilisation. Selon 
(Nielsen, 1993), l'utilisabilite n'est pas une propriete unique et unidimensionnelle, mais 
l'utilisabilite comporte plusieurs composantes et est traditionnellement associee avec les cinq 
attributs suivants : 
• L'apprentissage : l'interface doit etre facile a apprendre, ceci permet a l'utilisateur de 
commencer rapidement a travailler avec l'interface. 
• L'efficacite : le niveau eleve de productivite que l'utilisateur peut atteindre apres 
avoir appris l'interface. 
• La memorisation : l'utilisateur est capable de reutiliser l'interface apres une periode 
de non utilisation sans avoir a apprendre tout de nouveau. 
• Les erreurs : le taux d'erreurs dans l'interface doit etre minime, ce qui permet a 
l'utilisateur de commettre moins d'erreurs durant l'utilisation de l'interface, et si 
l'utilisateur fait des erreurs, il peut facilement les recuperer et les corriger. 
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• La satisfaction : l'interface doit etre plaisante et agreable a utiliser. Ainsi, l'utilisateur 
apprecie l'interaction avec l'interface. 
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Figure 2 - Dimension de devaluation de 1'IHM selon Bernard Senach 
1.3 Approches d'evaluation d'interfaces homme machine 
L'evaluation des IHM est realisee par l'implication de methodes et techniques rigoureuses. 
Ces techniques sont divisees en deux fameuses classes : avec utilisateur et sans utilisateur. La 
classification la plus frequente est fondee sur la distinction entre des approches dites 
predictives, et des approches dites experimentales alors que Senach etablit une distinction 
entre approches analytiques et approches empiriques (Nielsen et Molich, 1990; Senach, 
1990). 
1.3.1 Approches empiriques 
Les methodes classees au sein de cette approche visent 1'evaluation d'interfaces reelles, deja 
implementee au moins partiellement. Les approches empiriques ou experimentales sont 
basees sur les tests avec les utilisateurs. Ces approches se subdivisent en trois grandes 
families : 
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• Evaluation experimentale qui consiste a observer l'utilisateur pendant son utilisation 
de Finterface. 
• Evaluation subjective qui consiste a recueillir l'opinion de l'utilisateur en post-
utilisation de l'interface, par des interviews libres ou orientes ou des questionnaires. 
• Evaluation objective qui vise a analyser les resultats recueillis par l'interaction des 
utilisateurs et les notes des observateurs. 
Les resultats des experimentations sont recueillis sur un support audiovisuel, capture 
automatique d'actions (monitorage) lors de l'interaction des utilisateurs avec le systeme a 
evaluer, ou encore par des interviews et questionnaires. Ces donnees permettent d'inferer 
(selon la precision et la validite des mesures effectuees) les difficultes que rencontrent les 
utilisateurs et de developper des solutions les reduisant (Senach, 1990). Les donnees 
observees font l'objet d'analyse approfondie et d'interpretation. Cette analyse conduit a une 
synthese qui indique entre autres le degre de difficulte et les problemes deceles, et propose 
eventuellement des recommandations. 
Ces approches peuvent etre appliquees tout le long du cycle de vie des applications. 
1.3.2 Approches analytiques 
Les methodes issues de cette approche visent 1'evaluation d'interfaces representees ou 
modelisees. L'implementation, meme partielle, de l'interface n'est pas une pre-condition 
dans le cadre de 1'evaluation. Les approches analytiques (predictives) ne necessitent pas la 
presence de l'utilisateur. De fait, elles conviennent des les premieres etapes du cycle de vie 
d'une application. Ces approches permettent a partir d'une description detaillee des taches et 
une analyse approfondie du systeme, de construire un modele de l'utilisateur et d'identifier 
les problemes potentiels d'utilisabilite. Les methodes emanant de cette approche sont 
formelles ou informelles. Plusieurs methodes et techniques analytiques existent actuellement. 
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• Methodes heuristiques : Ces methodes font appel a des experts qui parcourent les 
interfaces afin de detecter les points critiques en les confrontant a des criteres 
ergonomiques, aux normes d'interfaces et aux principes de conception. 
• Methode de Cognitive walkthrough : Cette methode est generalement effectuee par 
les evaluateurs experiments ou des experts. La manipulation de l'interface a evaluer 
est effectuee au travers des scenarios ou les experts interagissent avec le systeme 
comme un utilisateur. En faisant un parcours systematique de l'interface, les 
problemes eventuels sont alors identifies. Cette procedure peut etre mise en place des 
les phases preliminaires de conception de l'interface. 
• Modeles predictifs : Ces modeles servent a predire les performances d'utilisation a 
partir des specifications de conception (parmi ces modeles, on peut citer : GOMS, loi 
de Fitts, KLM, etc.). 
• Modeles de qualite d'interface: Ces modeles cherchent a identifier des proprietes 
mesurables caracterisant les exigences que doit satisfaire l'interface utilisable 
(coherence, lisibilite, etc.) et comme toutes les approches analytiques, ils doivent 
valider leurs conclusions (la pertinence des proprietes identifiees) par des mesures de 
performances des utilisateurs (Senach, 1990). 
1.4 Choix des methodes devaluation d'interfaces 
Le choix de la methode d'evaluation est une etape importante dans le processus d'evaluation 
d'interfaces. Plusieurs parametres doivent etre reunis afin de choisir la bonne methode 
d'evaluation d'lHM. Ces parametres comprennent une bonne comprehension de types 
d'utilisateurs, de taches, d'applications et d'environnements (Nielsen et Molich, 1990). 
Plusieurs composantes humaines sont impliquees lors de 1'interaction homme machine. Les 
composantes les plus frequemment utilisees sont resumees dans les points suivants : 
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1- Composantes perceptuelles. Ces composantes permettent de percevoir des stimuli 
(visuels ou auditifs) provenant de l'interface ou meme de l'environnement. 
2- Composante cognitive. Cette composante permet d'identifier et de reconnaitre les 
stimuli percus par les composantes perceptuelles. Ceci peut se traduire par la 
recuperation de 1'information pertinente sur les stimuli percus aupres de la memoire 
humaine. 
3- Composante motrice. Cette composante permet de repondre aux stimuli en activant 
selon le contexte et la nature de la tache la partie motrice correspondante. En effet, si 
la reponse aux stimuli est sous forme verbale, alors c'est la composante motrice de 
type parole qui sera declenchee (activee). Par contre, si la reponse aux stimuli est sous 
forme manuelle, alors c'est la composante motrice de type moteur qui sera declenchee 
(activee). 
Etant donne que l'ACD est congu pour assister les personnes atteintes de troubles cognitifs a 
realiser leurs taches de la vie quotidienne, et vu les differentes composantes impliquees lors 
de l'interaction de l'usager avec l'interface de l'ACD, le choix des methodes devaluation 
doit prendre en consideration tous ces parametres. 
La composante physique de l'interaction homme machine permet d'avoir une premiere 
estimation du temps pris par l'utilisateur pour interagir avec le systeme. Paul Fitts (1954) 
etablit une relation de l'interaction physique entre la cible a atteindre et la distance a cette 
cible. Par analogie aux interfaces homme machine, la loi de Fitts peut etre facilement 
appliquee et adaptee en faisant 1'analogie entre la cible d'une maniere generate et une IHM 
affichee sur un ecran traditionnel ou sur un autre dispositif d'affichage. Dans notre projet, la 
loi de Fitts decrit d'une maniere claire la composante physique ou motrice lors de 
l'interaction homme machine. Des lors, la loi de Fitts est la premiere methode choisie pour 
evaluer l'interface de l'ACD dans notre projet de recherche, ce qui nous permet d'estimer le 
temps requis par la composante motrice de l'utilisateur lors de l'interaction homme machine. 
26 
Actuellement, l'interaction homme machine s'oriente de plus en plus vers l'etude non 
seulement de l'interface ou le systeme d'une maniere generate, mais l'etude de l'utilisateur en 
soi, en termes de comportement, d'apprentissage, de memorisation, de raisonnement et meme 
de capacites intellectuelles. En effet, la connaissance du type d'utilisateur et de ses capacites 
intellectuelles permet de mettre en evidence le design approprie d'interfaces. Par contre, 
l'etude des caracteristiques de l'utilisateur telles que definies en haut ne peut se faire qu'avec 
rimplication des specialistes dans differents domaines tels que, le domaine de la psychologie 
et le domaine des sciences cognitives. 
Selon J. Riviere (2007), les capacites cognitives apparaissent trop precocement pour resulter 
de Taction motrice exercee sur Penvironnement. Ce qui revient a dire que, toute action 
physique que l'utilisateur accomplit durant l'interaction homme machine suppose qu'un 
processus cognitif s'est engage afin d'exercer cette action. Ainsi, pouvoir modeliser et 
simuler les processus cognitifs, necessite 1'utilisation de methodes fondees sur des theories 
cognitives et psychologiques. Pour repondre a cette problematique, les chercheurs dans le 
domaine de la psychologie et des sciences cognitives en collaboration avec des chercheurs 
dans le domaine de l'informatique ont developpe des methodes et des techniques dites 
cognitives. Ces methodes permettent de prendre en consideration, non seulement la 
composante physique, mais aussi les composantes perceptuelle et cognitive impliquees lors 
de l'interaction homme machine. Parmi ces methodes : Parchitecture cognitive ACT-R 
(Anderson et al , 2004) et le modele GOMS (Kieras, 2003). 
1.4.1 Architectures cognitives 
De maniere generate, une architecture cognitive est un algorithme qui simule une theorie de 
la cognition humaine. Selon Grant (1996), une architecture cognitive est un ensemble 
particulier de structures conceptuelles, d'outils, de techniques et methodes qui peuvent 
supporter le design et la construction de modeles de la cognition. Anderson (1993) definit les 
architectures cognitives comme des propositions relativement completes a propos de la 
structure de la cognition humaine. 
27 
Plusieurs architectures cognitives ont ete developpees dans les trois dernieres decennies. 
Parmi ces architectures on peut citer les plus utilisees dans la litterature : ACT-R (Anderson, 
1993), SOAR (Newell, 1990), EPIC (Kieras et Meyer, 1997), CCT (Bovair et al., 1990; 
Kieras et Poison, 1999), LICAI (Kitajima et Poison, 1997), CAPS (Just et al., 1996). 
Chaque architecture cognitive utilise son propre systeme de representation de 1'information, 
declarative et/ou procedurale, et est appliquee dans un contexte d'utilisation specifie. 
Certaines architectures cognitives sont specifiers avec beaucoup de details, alors que d'autres 
non. ACT-R est un exemple d'architecture cognitive tres detaillee; elle possede meme une 
implementation informatique (interface visuelle). 
Les architectures cognitives par definition ne sont pas concues pour simuler ou evaluer des 
interfaces homme machine. Leur but fondamental est de reproduire avec fidelite le 
comportement cognitif de l'humain. Ce n'est qu'apres l'integration de la composante « 
utilisateur »dans le domaine de l'interaction homme machine, que les specialistes des 
interactions homme machine ont eu recours aux architectures cognitives. A cet effet, 
beaucoup d'ameliorations ont ete apportees aux architectures cognitives pour les adapter au 
domaine de l'interaction homme machine. Au debut, le recours aux architectures cognitives 
se limitait aux fonctions cognitives telles que la charge cognitive, la fatigue, l'apprentissage, 
la memorisation, etc. Mais avec les ameliorations recentes comme l'integration des 
composantes perceptuelles et motrices dans quelques architectures cognitives (Byrne, 2001), 
l'utilisation des architectures cognitives s'est elargie jusqu'aux composantes perceptuelles et 
motrices de l'interaction homme machine. 
ACT-R (Adaptative Control of Thought Rational) est une theorie unifiee de la cognition 
humaine. ACT-R est une architecture cognitive hybride, non dans le sens qu'elle comporte 
deux sous-systemes, symbolique et sub-symbolique, pour son fonctionnement general, mais 
plutot dans le sens de conception et fondement de cette architecture. En effet, le systeme 
symbolique d'ACT-R est inspire de celui sur lequel se base Tarchitecture cognitive SOAR 
comme les chunks et les regies de production, done tout ce qui est semantique et procedural 
(Anderson et al., 2004). De meme pour la partie perceptuelle-motrice qui est inspiree de 
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1'architecture cognitive EPIC (Anderson et al., 2004). Enfin, la composante physique d'ACT-
R est basee sur la loi de Fitts (Bothell, 2004). Par consequent, 1'architecture cognitive ACT-R 
nous semble la plus exhaustive et la plus adaptee au domaine de 1'interaction homme 
machine par 1'integration de toutes les composantes citees en haut. 
Durant notre projet de recherche, nous avons utilise les deux methodes cognitives ACT-R et 
GOMS afin de pouvoir d'une part, simuler les composantes cognitives impliquees lors de 
l'interaction homme machine, dans chacune des methodes, et d'autre part, comparer la 
performance de chaque methode dans le domaine devaluation d'interfaces developpees dans 
le contexte d'habitat intelligent. Ces deux methodes viendront completer Panalyse realisee 
avec la methode de Fitts. 
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Chapitre 2 
Evaluation des interfaces de VACD utilisant ACT-R 
et la loi de Fitts 
Pour repondre aux deux premiers objectifs cites en haut relatifs a la simulation et revaluation 
de l'interface de l'ACD, ce chapitre introduit les deux modeles ACT-R et la loi de Fitts 
utilises dans notre projet pour mettre en oeuvre ces deux concepts. 
2.1 Avant-propos 
L'article presente ci-dessous, est un article accepte dans le journal IJHIS (International 
Journal of Hybrid Inteligent Systems) et intitule : "Simulation Model of A Human Machine 
Interaction Using Analytical Methods", ecrit par Belkacem Chikhaoui et Helene Pigot. Cet 
article constitue une version etendue de l'article de conference internationale a comite de 
lecture, ecrit par Belkacem Chikhaoui et Helene Pigot et publie dans les proceedings du 
NASTEC 2008 (1st International North American Simulation Technology Conference). Cet 
article intitule : " Simulation of a Human Machine Interaction : Locate Objects Using a 
Contextual Assistant". Dans cet article, 1'evaluation des interfaces de l'ACD est effectuee en 
utilisant les deux modeles analytiques presentes ci-dessus, il s'agit d'ACT-R et la loi de Fitts. 
2.2 Resume de l'article 
Le developpement standard des interfaces homme machine necessite le respect des normes 
ergonomiques et des approches rigoureuses afin de repondre parfaitement aux besoins des 
utilisateurs finaux. Ceci constitue une preoccupation majeure pour les developpeurs, 
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concepteurs et designers des interfaces homme machine. Le besoin accru de concevoir des 
interfaces accessibles et facilement utilisables, a pousse les chercheurs dans ce domaihe a 
creer des methodes et des techniques qui peuvent Stre appliquees tout au long du processus de 
developpement des interfaces, et qui permettent devaluation de ces interfaces en termes 
d'utilite et d'utilisabilite. Cet article presente une etude sur la simulation des interactions 
homme machine avec l'ACD developpe au laboratoire DOMUS pour assister les personnes 
presentant des deficits cognitifs lors de la realisation des activites de la vie quotidienne, et 
plus particulierement les activites complexes de cuisine. Pour ce faire, nous avons utilise 
1'architecture cognitive ACT-R tout en mettant l'accent sur le temps d'execution des taches 
, impliquees lors de la realisation des deux premieres etapes de la recette choisie preparation 
des spaghetti ». Afin de valider et supporter les resultats obtenus, nous avons utilise le 
modele de la loi de Fitts. 
Les resultats obtenus sont consistants et compatibles avec ceux obtenus par le modele de la 
loi de Fitts. 
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ABSTRACT 
The standard development of human machine interfaces 
needs the respect of ergonomic norms and rigorous ap-
proaches, which constitutes a major concern for com-
puter system designers. The increased need on easily 
accessible and usable interfaces leads researchers in this 
domain to create methods and models that make it pos-
sible to evaluate these interfaces in terms of utility and 
usability. This paper presents a study about the simula-
tion of a human machine interaction with an interface of 
a contextual assistant, using the cognitive architecture 
ACT-R emphasizing on the time execution of tasks. The 
results of our model were consistent with those obtained 
by the Fitts Law model which is a powerful analytical 
method for evaluating human machine interfaces, devel-
oped in this study mainly to support our results. 
INTRODUCTION 
The evaluation of Human Machine Interfaces (HMI) is 
becoming increasingly important and constitutes an in-
tegral part in the development cycle of computer sys-
tems. While the development of interfaces presents some 
challenges, their evaluation needs rigorous methods to 
ensure they fulfill the initial specifications and the qual-
ity of accessibility, usability and usefulness (Nielsen and 
Phillips, 1993; Eugenio et al., 2003). Two main ap-
proaches for evaluation are currently used, empirical 
approaches and analytical approaches. Empirical ap-
proaches are essentially based on performances or opin-
ions of users gathered in laboratories or other experi-
mental situations. These approaches are user-focused. 
Unlike the empirical approaches, analytical approaches 
are not based directly on the user performance, but 
rather, on the automated examination of interfaces us-
ing well-defined structures and rigorous analysis tech-
niques(Yen et al., 2005). 
The HMI should be resumed by the actions of pushing 
buttons displayed on a screen. According to this ap-
proach the Fitts law estimates the time needed to reach 
the targets displayed on the interface. Nevertheless, the 
HMI implies three human components, which must be 
taken in account. The first component is perceptual. 
In our case the human perceives the signal in a visual 
manner. The second one is cognitive. Here the human 
retrieves in his memory the object required and reasons 
to satisfy specific goals. The third one is motor and 
necessitates pressing on the selected button. 
In this study, we aim to evaluate the interaction with 
an interface of a contextual assistant developed for cog-
nitively impaired people. The aim of this application is 
to assist people while preparing meals in their kitchen 
by using cognitive assistance (Pigot et al., 2005). Due 
to the related population and the kind of errors they 
commit we need to take in account the cognitive part 
involved in the HMI. We then use a powerful analytical 
method based on cognitive models, emphasizing the cog-
nitive analysis of the tasks and the time execution. We 
choose to base our analytical method on the cognitive 
architecture ACT-R (Anderson et al., 2004). Thanks to 
ACT-R the interaction is decomposed in rules simulat-
ing the cognitive behavior of a human using the con-
textual assistant. We first present an overview of the 
cognitive architecture ACT-R and of the contextual as-
sistant. Once the task simulated is defined, the model, 
we developed, is introduced and the results of the simu-
lation are compared to the time estimated by the Fitts 
law to interact with the contextual assistant. 
BACKGROUND 
In this section we present an overview of the cognitive 
architecture ACT-R, and then we introduce the contex-
tual assistant application and the interface to be mod-
eled. 
Cognitive architecture ACT-R 
The cognitive architecture ACT-R is built to simulate 
and understand human cognition Anderson et al. (2004, 
2005). It consists of a set of modules such as the vi-
sual, aural, motor, intentional and declarative module 
that are integrated through a central production system. 
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ACT-R is an hybrid architecture that combines two sub-
systems: symbolic system including semantic and pro-
cedural knowledge, and subsymbolic system evaluating 
knowledge activations. 
Each knowledge in the ACT-R's declarative memory 
called chunk Newell (1990), which is associated with 
level of activation computed by the subsymbolic sys-
tem. The activation level reflects the degree of availabil-
ity of the chunk at any particular time. The subsym-
bolic system assigns also utility values to rules (procedu-
ral knowledge) to determine the predominant knowledge 
available at a specific time. Therefore, the predominant 
knowledge defined as the rule with the highest utility. 
In ACT-R the perceptual and motor modules are used to 
simulate interfaces between the cognitive modules and 
the real world (Byrne, 2001; Bothell, 2004). 
Visual and Motor Modules of ACT-R 
The visual module that is part of the perceptual mod-
ules, has two subsystems, the positional system (where) 
and the identification system (what) that work together 
in order to send the specified chunk to the visual module. 
The positional system is used to find objects. WTien a 
new object is detected, the chunk representing the loca-
tion of that object is placed in the visual-location buffer 
according to some constraints provided by the produc-
tion rule (Bothell, 2004). The identification system is 
used to attend to locations which have been found by the 
positional system. The chunk representing a visual loca-
tion will cause the identification system to shift visual 
attention to that location. The result of an attention 
operation is a chunk, which will be placed in the visual 
buffer (Byrne, 2001; Bothell, 2004). The motor mod-
ule contains only one buffer through which it accepts 
requests (Bothell, 2004). Two actions are available in 
ACT-R, to click with the mouse or press a key on the 
keyboard. 
Contextual Assistant 
The Contextual assistant application is developed to 
assist persons with cognitive disabilities (Pigot et al., 
2007a; Lussier-Desrochers et al., 2007). The aim is to 
foster autonomy in the daily living tasks and particu-
larly during complex cooking tasks such as preparing 
pancakes, or spaghetti (Pigot et al., 2007b). The cook-
ing task is decomposed of steps displayed on a touch 
screen. The two first steps consist of gathering the uten-
sils and ingredients necessary to the recipe (Figure 1). 
The other steps explicit the recipe using photo and 
video on the screen as well as information dispatched all 
around the kitchen. The contextual assistant is specif-
ically designed to help people remembering the places 
where the objects are stored. To do so, the contextual 
assistant contains an interface called the locate applica-
tion displaying the objects to search. When an object 
is pushed in the main interface, the contextual assistant 
looks for the location of that object in the environment 
using techniques of pervasive computing and indicates 
the location by highlighting the appropriate locker con-
taining that object as shown in Figure 2. In this study 
we simulate the first two steps of the spaghetti recipe. 
They consist of first knowing the list of objects to gather, 
either utensils or ingredients, and then to use the locate 
application in order to find each object. 
••MIK 
I - sortir tons les ustensiles 
I M M H 
Figure 1: Main interface of the contextual assistant 
The contextual assistant interface is displayed on a 
1725L 17" LCD Touchscreen, with 13.3" (338 mm) hor-
izontal and 10.6" (270 mm) vertical useful screen area. 
It is configured to 1024 x 768 optimal native resolution 
running Macintosh. The screen is fixed under a closet 
nearby the oven in order to be easily accessible and also 
protected against the cooking splashes. 
Figure 2: Locker state when an object is pushed 
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MODELING THE INTERACTION WITH 
THE CONTEXTUAL ASSISTANT USING 
ACT-R 
In this section, we present the modeling process of the 
tasks involved in our study, which are gathering uten-
sils and gathering ingredients, emphasizing on the per-
ceptual and cognitive parts, using the perceptual motor 
modules of ACT-R. 
Task analysis: gathering utensils and ingredients 
We model the first two steps of the recipe, gathering 
utensils and gathering ingredients. The interactions 
with the touch screen are simulated without taking in 
account the time taken by the subject to pick up the 
objects in the environment. The two first steps require 
three subtasks (Figure 3). The first subtask consists 
of activating the locate application in order to locate 
each object required by the recipe. This is done by 
pushing the button "LOOK-FOR-OBJECT" (in French, 
"CHERCHER-UN-OBJET"), which is displayed on the 
main interface of the contextual assistant (Figure 1). 
The second subtask is to locate each object, either uten-
sils or ingredients, needed in the current step by pushing 
the button corresponding to the object in the locate ap-
plication. The third task consists of coming back to 
the main application in order to know the next step of 
the recipe. The tree decomposition is presented in fig-
ure 3, where the translation in English is available to 
compare the tasks tree from the interface of Figure 1. 
The nodes in capital indicate the action to click on the 
named button, while the other nodes represent tasks to 
be decomposed. 
LOOK-FOR-OBJECT 
'CHERCHER-UN-OBJET" 
Get out 
Utensils 
Task 
Locating the 
Utensils 
SMALL-SAUCEPAN 
PETITE-CASSEROLE" 
LADLE 
"LOUCHE" 
HELP-ME-TO-DO-THE-TASK 
"MAIDER-A-FAIRE-LA-TACHE" 
Figure 3: Tree decomposition of the gathering utensils 
task 
Gathering ingredients and utensils model 
The model developed aims to simulate the HMI during 
the two first steps of the recipe. In that task, three dif-
ferent interfaces are involved, the interface of the locate 
application and the two of the contextual application 
displaying the utensils and ingredients needed in the 
recipe. The model uses ACT-R to emphasize the cogni-
tive processes involved when looking for an object and 
choosing the button to push. It is decomposed of three 
phases, the visual phase, the recognition phase and the 
motor phase. The visual phase consists of localizing the 
object to perceive and then identifying it. We consider 
that all buttons displayed on the screen are objects, ei-
ther the button used to locate a utensil or ingredient, or 
the buttons to navigate in the interface. The first one 
is the button "LOOK-FOR-OBJECT" as described in 
Figure 3. Then, all the utensils needed in the recipe are 
presented in the visual interface of ACT-R. Finally, to 
complete the first step of the recipe, the button "HELP-
ME-TO-DO-THE-TASK" is presented in order to come 
back to the main interface of the contextual assistant 
and pursue the second step of the recipe. Each object 
of the interface is displayed at defined coordinates (x, 
y) on the screen. These coordinates specify the request 
made to the visual-location buffer of ACT-R, which cre-
ates a chunk representing the location of the specified 
object. After that, the identification system identifies 
the name of the object and creates a chunk placed in 
the visual buffer. The location and identification phases 
last 185 ms (Bothell, 2004; Byrne, 2001). The objects 
are presented to the visual module of ACT-R by the 
mean of a list of all the objects (buttons of the inter-
face) to be pushed on. Figure 4 shows some ACT-R 
productions responsible of the visual encoding phase. 
The recognition phase begins when the chunk of the ob-
ject is placed in the visual module. This phase implies to 
recover that specific chunk from the declarative memory. 
The result of this phase is a chunk that represents the 
object with some characteristics as color, localization on 
the screen, name, and kind of object. The motor phase 
consists of activating the motor actions via a request to 
the motor buffer in order to click on the object. The 
three phases process is applied for each object displayed 
in the interface for the two steps of the recipe. The 
gathering utensils and ingredients model finishes when 
the last object of the ingredient list is reached. 
The ACT-R model is developed using the ACT-R 6 envi-
ronment. No noise is introduced in the perceptual motor 
modules, no retrieval error is modeled in the recogni-
tion phase. These restrictions lead to a deterministic 
model. Figure 5 shows an example of execution traces 
of the ACT-R model for the visual encoding and the 
shift attention actions respectively. The visual-location 
request takes place at time 0.050 seconds and the re-
quest to move-attention is made at time 0.100 seconds. 
The encoding needs still 0.085 seconds to be completed 
34 
(P s t a r t — a p p l i c a t i o n 
—goal> 
ISA be g i n 
,- Initializing the model 
:==> 
— i m a g i n a l > 
+ v i s u a l — l o c a t i o n > 
; Making request 
ISA 
: a t t e n d e d 
+ g o a l > 
ISA 
s t a t e 
(P a t tend— u t e n s i l 
= g o a l > 
ISA 
s t a t e 
,• Move att 
; screen— x 
— v i s u a l — l o c a t i o 
I S A 
screen —x 
screen —y 
? v i s u a l > 
s t a t e 
=-> 
+ v i s u a l > 
ISA 
screen— pos 
— g o a l > 
s t a t e 
) 
of the visual—location 
v i s u a l — l o c a t i o n 
n i l 
get — ob jec t 
f ind — l o c a t i o n 
get — ob jec t 
find— l o c a t i o n 
°ntion to the location 
122 and screen-y 250 
n > 
v i s u a l — l o c a t i o n 
122 
2 5 0 
f ree 
move —at ten t ion 
— v i s u a l — l o c a t i o n 
a t t e n d 
buffer 
Figure 4: Example of some ACT-R productions respon-
sible for the visual encoding phase 
and store the chunk into the visual buffer. 
Results of the ACT-R model 
Figures 6 and 7 show the progress of performing the two 
tasks: get out utensils and get out ingredients respec-
tively. The first task (get out utensils) lasted 6510 ms 
and the second task (get out ingredients) lasted 8101 ms. 
The overall time to complete the whole task equals to 
the sum of the two previous times: 7107 + 8101 = 15208 
ms. The time taken to gather the utensils and ingredi-
ents follows a linear model depending on the number of 
objects to search. No differences are observed between 
the various location of the objects on the screen. 
MODELING THE INTERACTION WITH 
THE CONTEXTUAL ASSISTANT USING 
FITTS LAW 
In order to support and validate our results, we used 
the Fitts Law model, widely used in the evaluation of 
human machine interfaces. In the Fitts Law, the move-
ment time is proportional to the target amplitude and 
inversely proportional to the target width. 
Fitts Law model 
In human machine interfaces, the formulation of Fitts 
Law (Fitts, 1954) states that the movement time (MT) is 
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Figure 5: Example of execution trace of the ACT-R 
model for the visual encoding action 
function of target amplitude (A) and target width (W). 
Our model is based on the Mackenzie's [1995] version 
of Fitts Law in which the movement time (MT) follows 
the equation: 
MT = a + fe*log2(4 + l) (1) 
The second term of the equation (1): log 2 (^ + 1) is 
known as the index of difficulty ID, where a and b are 
constants derived empirically. They can be interpreted 
by the y-intercept and the slope of a predictive linear re-
gression equation (MacKenzie, 1995) (MacKenzie et al., 
1991). In our study, the user- interface interaction is 
based on the use of a touchscreen, assuming that users 
remain standing at a distance of 30 cm from the touch-
screen, and point directly on the displayed objects by 
touching them using their index finger. The index finger 
is held down before starting the interaction, which con-
stitutes the start position. After each pointing action, 
users returned their index finger to the start position, 
and the procedure continued like that. 
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Figure 6: Progress of time depending on progress in the 
tasks of get out utensils and get out ingredients 
Figure 7: Progress of time depending on progress in the 
tasks of get out utensils and get out ingredients 
Results of the Fitts Law model 
Table 1 shows the index of difficulty values obtained 
when applying the formulate l og 2 ( ^ + 1) on some ob-
jects displayed in the interface, and the corresponding 
predicted movement time (MT) obtained by applying 
the equation 1. The target amplitude (A) remains con-
stant while the button width (W) varies as seen in fig-
ure 1. 
The total time of the whole task applying the Fitts Law 
is estimated using the following equation: 
n 
MTroM^J^MTi (2) 
i = l 
Where n represents the number of objects used by the 
user in the interface, and MTi the corresponding move-
ment time of each object. The total movement time of 
the whole task applying the equation 2 is : 14977 ms. 
Object-Name A W ID MT 
(cm) (cm) (bits) (ms) 
BIG-SAUCEPAN 30 578 2325 614.125 
NEXT-BUTTON 30 7.6 2.306 553.834 
LOOK-FOR-OBJECT 30 3.8 3.152 713.728 
MUSHROOMS 30 5.8 2.625 614.125 
Table 1: Index of Difficulty values for some Objects in 
the Interface and the corresponding movement time 
COMPARISON OF RESULTS 
The results of the predicted time of the task gathering 
utensils, gathering ingredients and the predicted time of 
the whole task in both models ACT-R model and Fitts 
Law model are shown in Table 2. 
Tasks ACT-R Fitts Law 
Predicted time of getting out 7107 6954 
Utensils Task (ms) 
Predicted time of getting out 8101 8023 
Ingredients Task (ms) 
Predicted time of the 15208 14977 
whole Task (ms) 
Table 2: Time estimation of gathering utensils task, 
gathering ingredients task and the whole task in both 
models ACT-R and Fitts Law 
The ACT-R results are consistent with those obtained 
by the Fitts Law model as shown in Figures 8 and 9. 
The times to press each object predicted in both models 
ACT-R and Fitts Law are very close. 
• ACT-R • Fitts Law 
Figure 8: ACT-R and Fitts Law model predictions for 
the gathering utensils task 
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• ACT-R m fitts Law 
Figure 9: ACT-R and Fitts Law model predictions for 
the gathering ingredients task 
GENERAL DISCUSSION 
The ACT-R model we developed is proved robust and 
efficient in our analysis. In fact, the results obtained by 
the ACT-R model were consistent with those obtained 
by the Fitts Law model in terms of the predicted time 
execution of tasks as mentioned previously; this demon-
strates that cognitive models and particularly ACT-R 
can give good predictions in the evaluation of HMI. 
The results of the ACT-R model show that, the size 
of objects in the interface is not taken into consid-
eration, and our model does not make difference in 
the predicted time of the pushing "HELP-ME-TO-
DO-THE-TASK" button for example, and the pushing 
"WOODEN-SPOON" object; these two actions have the 
same predicted time which equals to 597 ms. Unlike the 
ACT-R model, the Fitts Law model takes in account the 
object's size in the interface. The predicted time to push 
the "HELP-ME-TO-DO-THE-TASK" button using the 
Fitts Law is 713 ms and the predicted time to push the 
"WOODEN-SPOON" object is 614 ms. However, some 
differences are observed as presented in Figures 8 and 
9. The simulation of the HMI with the objects "HELP-
ME-TO-DO-THE-TASK" (Figure 8) and "LOOK-FOR-
OB.IECT" (Figure 9) takes more time with the Fitts 
Law. This is due to the smaller size of these buttons 
(width = 3.8 cm) compared with the size of the other 
objects. However, the object "NEXT" (Figure 9) neces-
sitates less time to be pushed, which has the largest size 
(width = 5.8 cm) in the interface. The simulation of the 
HMI with the object "LOOK-FOR-OBJECT" as shown 
in Figure 8 takes more time with the ACT-R model. 
This is due to the initialization of the model such as the 
goal buffer, the retrieval buffer and the visual buffers. 
In the ACT-R model, the focus is essentially on the vi-
sual encoding and the recognition of objects and how 
to interact with the interface using motor actions. This 
is supported by some scientific literature such as the 
use of cognitive models in the evaluation of expert cell 
phone menu interaction and the evaluation of a contex-
tual assistant's interface designed in the context of smart 
homes respectively (Amant et a l , 2007; Chikhaoui and 
Pigot, 2008a). 
The results of the ACT-R model are considered suitable 
and correct comparing them to those obtained by the 
Fitts Law model. In fact, as shown in Table 2 the 
estimated time of the whole task in the ACT-R model 
(15208 ms) is very close to the Fitts Law model time 
estimated to 14977 ms. 
We believe nevertheless, that our study lays out new 
perspectives of research in this domain particularly how 
to use perceptual motor modules of the ACT-R archi-
tecture to simulate the HMI. 
CONCLUSION 
The main goal of our study is to evaluate the HMI of a 
contextual assistant by simulating the interaction with 
these interfaces, focusing on the time execution of tasks. 
We used the cognitive architecture ACT-R as a powerful 
tool to develop our model. 
Our ACT-R model consists of two parts, the model of 
the interface of the contextual assistant which repre-
sents the environment to interact with, and the model 
of the cognitive processes required to interact with the 
interface. The perceptual part of the cognitive processes 
constitutes the difficult part in our ACT-R model, due 
to the scarcity in the documentation about the percep-
tual module in the literature. 
The results of the ACT-R model were compared with 
those obtained by the Fitts Law model, developed in 
this study in order to argue and support our results. 
The results of our model were consistent with the re-
sults of the Fitts Law model. Our model gives a good 
prediction of user performance, which makes it powerful 
and realistic. 
F U T U R E IMPROVEMENTS 
The model we developed constitutes the first step of the 
evaluation of HMI using a contextual assistant. Three 
future improvements will add scientific validity to our 
model. First, the results of our model were compared 
with those obtained by the Fitts Law model. The re-
sults of the Fitts Law model are not always good and 
exact, but have a certain percentage of errors. It would 
be interesting to do some experiments with real per-
sons to collect real data and compare them with our 
results. Second, our model is deterministic and does 
not make errors. It should be extended to allow errors 
in the pointing actions. These errors are essentially re-
lated to memory problems that may occur in the task 
modeling (Serna et al., 2005; Dion and Pigot, 2007) and 
during the interaction with the contextual assistant's 
interface (Chikhaoui and Pigot, 2008b). Finally, the ac-
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tion of searching an object is resumed to the HMI with 
the touch screen. The contextual assistant offers an in-
teraction with the environment to help people recover-
ing utensils and ingredients dispatched in the kitchen. It 
would be interesting in the future to model this part and 
simulate the movement of users picking up the objects 
in the kitchen. Therefore, the extended model should 
simulate people making a task with contextual assistant 
and the errors committed by people with cognitive im-
pairments. 
REFERENCES 
Amant R.S.; Horton T.E.; and Ritter F.E., 2007. Model-
based Evaluation of Expert Cell Phone Menu Interac-
tion. ACM Transactions on Computer-Human Inter-
action, 14(1), 1-24. 
Anderson J.R.; Bothell D.; Byrne M.D.; Douglass S.; 
Lebiere C ; and Qin Y., 2004. An Integrated Theory 
of the Mind. Psychological Review, 111, 136-1060. 
Anderson J.R.; Taatgen N.A.; and Byrne M.D., 2005. 
Learning to Achieve Perfect Time Sharing: Architec-
tural Implications of Hazeltine, Teague, Ivry (2002). 
Journal of Experimental Psychology: Human Percep-
tion and Performance, 31, No. 4, 749-761. 
Bothell D., 2004. ACT-R 6.0 Reference Manual. Work-
ing draft. 
Byrne M.D., 2001. ACT-R/PM and menu selection: 
Applying a cognitive architecture to HCI. Interna-
tional Journal of Human-Computer Studies, 55, 4 1 -
84. 
Chikhaoui B. and Pigot H., 2008a. Evaluation of a Con-
textual Assistant Interface Using Cognitive Models. In 
waset (Ed.), procedeengs of the 5th International Con-
ference on Human-Computer Interaction, vol. 34, 36-
43. 
Chikhaoui B. and Pigot H., 2008b. Simulation of 
a Human Machine Interaction: Locate Objects Us-
ing a Contextual Assistant. In M. Beldjehem (Ed.), 
procedeengs of the 1st International North American 
Simulation Technology Conference. 75-80. 
Dion A. and Pigot H., 2007. Modeling cognitive errors 
in the realization of an activity of the everyday life. 
In Cognitio 2007. 
Eugenio B.D.; Haller S.; and Glass M., 2003. Devel-
opment and Evaluation of NL interfaces in a Small 
Shop. AAAI Spring Symposium on Natural Language 
Generation in Spoken and Written Dialogue, 1-8. 
Fitts P.M., 1954. The information capacity of the human 
motor system in controlling the amplitude of move-
ment. Journal of Experimental Psychology, 47, NO. 
6, 381-391. 
Lussier-Desrochers D.; Lachapelle Y.; Pigot H.; and 
Bauchet J., 2007. Apartments for People with Intel-
lectual Disability: Promoting Innovative Community 
Living Services. In 2nd International Conference on 
Intellectual Disabilities/Mental Retardation. 
MacKenzie I.S., 1995. Movement Time Prediction in 
Human Computer Interfaces. In Readings in human-
computer interaction. 2nd, 483-493. 
MacKenzie I.S.; Sellen A.; and Buxton W., 1991. A 
comparison of input devices in elemental pointing and 
dragging tasks. In Proceedings of the CHI '91 Confer-
ence on Human Factors in Computing Systems. New 
York: ACM, 161-166. 
Newell A., 1990. Unified Theories of Cognition. Har-
vard University Press, Cambridge (Mass). ISBN 0-
674-92099-6. 
Nielsen J. and Phillips V.L., 1993. Estimating the rela-
tive usability of two interfaces: heuristic, formal, and 
empirical methods compared. Proceedings of the IN-
TERACT '93 and CHI '93 conference on Human fac-
tors in computing systems, 214-221. 
Pigot H.; Bauchet J.; and Giroux S., 2007a. Assistive 
devices for people with cognitive impairments, John 
Wiley and Sons, chap. 12. The Engineering Hand-
book on Smart Technology for Aging, Disability and 
Independence. 
Pigot H.; Lussier-Desrochers D.; Bauchet J.; Lachapelle 
Y.; and Giroux S., 2007b. A smart home to assist 
recipes completion. In Festival of International Con-
ferences on Caregiving, Disability, Aging and Tech-
nology (FICCDAT), 2nd International Conference on 
Technology and Aging (ICTA). 
Pigot H.; Savary J.P.; Metzger J.L.; Rochon A.; and 
Beaulieu M., 2005. Advanced technology guidelines to 
fulfill the needs of the cognitively impaired population. 
In 3rd International Conference On Smart Homes and 
health Telematic (ICOST). IOS Press, Assistive Tech-
nology Research Series, 25-32. 
Serna A.; Pigot H.; and Rialle V., 2005. Modeling the 
performances of persons suffering Alzheimer's disease 
on an activity of the daily living. In 18th Congress of 
the International Association of Gerontology. 
Yen B.; Hu P.; and Wang M., 2005. Towards Effec-
tive Web Site Designs: A Framework for Modeling, 
Design Evaluation and Enhancement. Proceedings of 
IEEE International Conference on e-Technology, e-
Commerce, and e-Service (EEE05), 1-6. 
38 
AUTHOR BIOGRAPHY 
BELKACEM CHIKHAOUI received the Eng. 
degree in computer science from the University of 
Boumerdes. Algeria, in 2004. He is currently pursuing 
the Master degree in computer science at the University 
of Sherbrooke. Sherbrooke, QC, Canada. His research 
interests include smart homes, cognitive modeling and 
evaluation of Human-Machine Interfaces. 
HELENE PIGOT is professor in computer science 
at Sherbrooke University, Canada. She co-founded 
the DOMUS laboratory. She is director of the Cen-
ter on smart environment of the Sherbrooke University. 
Helene Pigot received his PhD on speech recognition in 
1985, at P.M. Curie University, France. She was then 
graduated in occupational therapy at Montreal Univer-
sity, Canada. Professor at Montreal University during 
five years, she worked on spatial orientation deficits in 
Alzheimer disease. Since 2000, she dedicates her re-
search on smart home, cognitive modeling and cognitive 
assistance for people with cognitive deficits. 
39 
Chapitre 3 
Evaluation des interfaces de l'ACD utilisant ACT-R 
etGOMS 
Pour repondre a l'objectif de validation des modeles analytiques developpes, ce chapitre 
introduit l'etude experimentale menee au laboratoire DOMUS avec des humains, et presente 
par la suite les deux modeles cognitifs utilises dans 1'evaluation des interfaces de l'ACD. Le 
modele d'ACT-R constitue un ajustement du premier modele decrit dans le chapitre 2. Le 
deuxieme modele est base sur le modele GOMS, qui est fonde sur une representation 
hierarchique des taches. Enfin, on presente le resume de l'article publie dans le journal IJIT 
(International Journal of Information Technology). 
3.1 Experimentation 
L'experimentation consiste a selectionner des objets dans l'interface de l'ACD. Ces objets 
correspondent aux ustensiles et ingredients necessaires pour la preparation de la recette de 
cuisine. L'experimentation est realisee de telle sorte que les trois principaux points suivants 
soient respectes : 
1) Le temps d'execution des taches doit etre mesure avec precision. 
2) L'ordre dont lequel les objets sont affiches dans l'interface de l'ACD n'affecte pas la 
vitesse de selection. 
3) L'experimentation est uniforme pour tous les participants. 
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Pour repondre au premier point, on a decide de separer le temps de reconnaissance 
(identification) des objets du temps de selection. 
La reconnaissance des objets peut etre presentee experimentalement en utilisant un dispositif 
mobile tel que le PDA (Personal Digital Assistant). Pour ce faire, une application est 
developpee et installee sur le PDA, cette application affiche a 1'utilisateur le nom de l'objet a 
selectionner dans 1'interface de 1'ACD. II est a mentionner, que l'ordre dans lequel les objets 
sont affiches sur le PDA est different de celui dans lequel les objets sont affiches sur 
l'interface de l'ACD. Ceci evite 1'automatisme et la selection sequentielle des objets. 
Le temps d'execution des taches est recupere dans un fichier journal a la fin de chaque 
experimentation. 
Figure 3 - Exemple de deroulement des experimentations 
3.2 Ajustement du modele ACT-R 
Afin que le modele d'ACT-R soit conforme avec l'etude experimentale, un ajustement de ce 
modele est necessaire. Le modele d'ACT-R presente dans le chapitre 2 est constitue de trois 
phases essentielles : visuelle, cognitive et motrice. Dans le nouveau modele, 1'utilisateur 
accomplit deux phases visuelles (celle sur le PDA pour percevoir l'objet a faire sortir, et celle 
sur l'interface de l'ACD pour percevoir l'objet a selectionner), deux phases cognitives 
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(relatives a la reconnaissance de l'objet sur le PDA et 1'interface de l'ACD respectivement) et 
deux phases motrices (qui correspondent a la selection de l'objet sur T interface de l'ACD et 
le click sur le PDA pour afficher le nom du prochain objet a faire sortir). Des lors, les trois 
phases sont comptabilisees deux fois dans le nouveau modele d'ACT-R. 
3.3 Le modele GOMS 
Le modele GOMS (Goals, Operators, Methods and Selection rules) est l'un des modeles 
cognitifs les plus puissants dans la prediction des temps d'execution des taches et les 
performances des utilisateurs. Quatre families du modele GOMS existent actuellement. 
1) CMN-GOMS : Card, Moran & Newell GOMS, c'est la formulation originate 
proposee par Card, Moran et Newell. Elle definit la facon d'exprimer les buts et les 
sous-buts en representation hierarchique, les decouper en operateurs elementaires, 
specifier les methodes en sequences et formuler la selection des methodes. Pour une 
tache particuliere, le CMN-GOMS peut predire la sequence des operateurs et le temps 
d'execution. Toutefois, cette description reste vague. 
2) KLM : Keystroke Level Model (Kieras, 2001), c'est une version simplifiee de CMN. 
Ce modele utilise uniquement les operateurs de niveau de frappe. II n'y a pas de 
notion de buts, de methodes ou de selection de regies. Dans ce modele l'analyste liste 
les frappes et mouvements de souris que l'utilisateur doit effectuer pour accomplir 
une tache, puis il utilise des heuristiques pour placer des operations mentales qui 
precedent 1'execution des taches. 
3) CPM-GOMS : Critical Path Method, est un modele d'analyse de tache base 
directement sur le modele du processeur humain. II represente une version parallele 
de l'activite, i.e. les operateurs du processeur humain peuvent etre executes en 
parallele. 
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4) NGOMSL: Natural GOMS Language, est une version plus rigoureuse de CMN-
GOMS. NGOMSL presente une procedure pour identifier tous les composants de 
GOMS sous une forme similaire a celle d'un langage de programmation ordinaire. 
Une etude comparative entre les differentes versions de GOMS est presentee dans le tableau 
1. 
Tableau 1 - Etude comparative entre les differentes versions de GOMS 
^ ^ ^ ^ ^ . ^ ^ TYPE DE TACHE 
DESIGNATION " ^ . ^ 
Consistance 
Sequence d'operateurs 
Temps d'execution 
Temps d'apprentissage 
Couverture d'erreurs 
Sequentielle 
NGOMSL 
CMN-GOMS 
NGOMSL 
KLM. CMN-GOMS 
NGOMSL 
. CMN-GOMS 
NGOMSL . 
NGOMSL, 
Parallele 
X 
CPM-GOMS 
CPM-GOMS 
X 
X 
Dans notre projet, nous avons choisi la version la plus rigoureuse et la plus utilisee dans la 
litterature, celle de NGOMSL. Avec cette version on peut modeliser les trois phases 
essentielles dans l'accomplissement des deux taches definies precedemment. Le modele 
GOMS est developpe suivant les recommandations de 1'etude experimentale presentees dans 
la section 3.1. 
3.4 Avant-propos de l'article 
L'article presente ci-dessous, est un article publie dans le journal IJIT (International Journal 
of Information Technology) et intitule: "Analytical Model Based Evaluation of Human 
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Machine Interfaces Using Cognitive Modeling", ecrit par Belkacem Chikhaoui et Helene 
Pigot. Cet article constitue une version etendue de 1'article de conference internationale a 
comite de lecture, ecrit par Belkacem Chikhaoui et Helene Pigot et publie dans les 
proceedings de ICHCI 2008 (5 International Conference on Human Computer Interaction). 
Dans cet article 1'evaluation des interfaces de l'ACD ,est effectuee en utilisant les deux 
modeles cognitifs ACT-R et GOMS, et les resultats cette fois ci ont ete compares avec ceux 
obtenus dans l'etude experimentale. 
3.5 Resume de 1'article 
Les modeles cognitifs font partie des methodes analytiques d'evaluation d'lHM, qui 
permertent de predire quelques aspects d'utilite et d'utilisabilite des interfaces, et de simuler 
les interactions avec ces interfaces. L'action de prediction est basee principalement sur 
Panalyse de taches que l'utilisateur est cense faire en termes d'actions et de processus 
cognitifs pour atteindre ses objectifs. L'analyse de taches est l'etape la plus primordiale dans 
le processus d'evaluation d'lHM, elle facilite considerablement la comprehension et les 
fonctionnalites du systeme ou l'interface a evaluer. Les modeles cognitifs ne font pas 
necessairement appel a l'utilisateur pendant le processus d'evaluation d'interface. Toutefois, 
1'evaluation des interfaces avec ces modeles doit etre operee par des experts ou des personnes 
dotees d'une expertise tres elevee. 
Cet article presente une etude approfondie sur 1'evaluation des interactions homme machine 
avec l'interface de l'ACD, en utilisant deux methodes analytiques tres performantes et 
largement utilisees dans la litterature, il s'agit de 1'architecture cognitive ACT-R et le modele 
GOMS. Le present travail met en evidence le degre de pertinence de ces modeles et comment 
ces modeles peuvent etre utilises dans 1'evaluation, le design et la recherche dans le domaine 
des interactions homme machine, en se focalisant sur l'analyse et la description des taches 
d'un cote, et sur le temps d'execution de ces taches de l'autre cote. Afin que notre evaluation 
aurait des feedbacks positifs dans la litterature, et que les resultats obtenus refletent le 
realisme de l'interaction homme machine, nous avons procede a une etude experimentale qui 
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nous permettait d'avoir des donnees reelles sur l'interaction de l'usager avec l'interface de 
l'ACD, et de comparer les donnees simulees avec les donnees reelles. Les resultats obtenus 
montrent que les deux modeles donnent des meilleures predictions sur les performances 
d'utilisateurs, et plus specifiquement le modele d'ACT-R, au niveau des objets ainsi qu'au 
niveau des taches. Les resultats obtenus sont tres proches de ceux obtenus dans l'etude 
experimentale. 
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Analytical Model Based Evaluation of Human 
Machine Interfaces Using Cognitive Modeling 
Belkacem Chikhaoui, Helene Pigot 
Abstract—Cognitive models allow predicting some aspects of util-
ity and usability of human machine interfaces (HMI), and simulating 
the interaction with these interfaces. The action of predicting is based 
on a task analysis, which investigates what a user is required to do 
in terms of actions and cognitive processes to achieve a task. Task 
analysis facilitates the understanding of the system's functionalities. 
Cognitive models are part of the analytical approaches, that do not 
associate the users during the development process of the interface. 
This article presents a study about the evaluation of a human 
machine interaction with a contextual assistant's interface using ACT-
R and GOMS cognitive models. The present work shows how these 
techniques may be applied in the evaluation of HMI, design and 
research by emphasizing firstly the task analysis and secondly the 
time execution of the task. In order to validate and support our 
results, an experimental study of user performance is conducted at 
the DOMUS laboratory, during the interaction with the contextual 
assistant's interface. The results of our models show that the GOMS 
and ACT-R models give good and excellent predictions respectively 
of users performance at the task level, as well as the object level. 
Therefore, the simulated results are very close to the results obtained 
in the experimental study. 
Keywords—HMI, interface evaluation, Analytical evaluation, cog-
nitive modeling, user modeling, user performance. 
I. INTRODUCTION 
THE evaluation of human machine interfaces is becoming increasingly important. While their development presents 
some challenges, the evaluation of interfaces needs rigorous 
methods to ensure that they fulfill the initial specifications as 
well as the quality of accessibility and the usability of these 
interfaces [1], [2]. 
Two main approaches are currently used for the evaluation 
of HMI. The first one is empirical approaches, which are es-
sentially based on performances or opinions of users gathered 
in laboratories or other experimental situations. The second 
one is analytical approaches, which are not based directly on 
the user performance, but on the interfaces' examination using 
well defined structures and rigorous analytical techniques [3]. 
Analytical approaches allow to predict mainly user perfor-
mance, time execution of tasks, performance design and the 
explanation of an existing interface's performance [4]. Since 
these approaches can predict time execution of tasks, this latter 
should be accurately measured and evaluated. This can be done 
by adding each time the user interacts physically with the 
interface, either by the stroking on a keyboard, pointing with 
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the mouse on the screen, or even by pointing with a human 
finger on a touch screen. 
Paul M Fitts has defined the law of physical components 
of the interaction with the interface by making the analogy 
between the interface and the target to reach [5]. However, 
reaching physically a component of the interface supposes 
that, a cognitive process was engaged before choosing the 
component to interact with. Therefore, the interaction process 
with the interface implies three human components. The first 
component is perceptual, which concerns more specifically the 
visual and aural perceptions in HMI. The second component 
is cognitive, implying the human to reason and retrieve in 
his memory the application of rules and the remembrance of 
objects in order to satisfy specific goals [6]. The third and the 
last component is motor, where the user reaches and interacts 
with the specific interface component. 
The most important challenge of analytical methods is their 
capability to define and simulate the three components elicited 
in the HMI, in order to predict the users behavior. 
The action of prediction can be performed using predictive 
models, which are an integral part of analytical approaches. 
The GOMS is a predictive model, which estimates the time 
a user interacts with the interface, taking in account the time 
requested for the cognitive process to select the appropriate 
interaction [7]. ACT-R, a cognitive architecture, predicts the 
time needed to perceive stimulus, either aural or visual, to 
retrieve knowledge in memory and to execute the motor 
actions [6]. The two methods give opportunity to explain the 
way users accomplish goals. 
In this study, we aim to evaluate the interaction with the 
interface of a contextual assistant application, developed to 
help persons with cognitive disabilities perform autonomously 
their daily living tasks. This application assists people while 
preparing meals in the kitchen by using cognitive assistance 
[8]. Due to the related population and the kind of errors they 
commit, we need to take in account the cognitive part involved 
in the interaction with the HMI. Then we use a powerful 
analytical methods based specifically on cognitive models to 
evaluate the contextual assistant's interface, emphasizing the 
cognitive analysis of the tasks in one side, and the time 
execution of these tasks on the other side. 
Our analytical evaluation is based on two methods. The first 
method simulates the task thanks to the cognitive architecture 
ACT-R [6] in which the interaction is decomposed in rules 
simulating the behavior of a human interacting with contextual 
assistant's interface. The second method is the GOMS model 
(Goals, Operators, Methods and Selection rules), which is 
a formalized representation that can be used to predict task 
performance [9]. The GOMS model is a way in which users 
achieve goals by solving subgoals in a divide-and-conquer 
fashion [10]. 
In order to create an effective evaluation, an empirical study is 
conducted at the DOMUS laboratory over ten healthy persons. 
The results of our models are compared with those obtained 
in the experimental study. 
After introducing a theoretical background about the concept 
of evaluation (section II), we present an overview of the 
analytical methods chosen to evaluate the contextual assistant's 
interface: the cognitive architecture ACT-R and the GOMS 
model (section ITI). The interface to be evaluated is presented 
in (section TV) and the experimental study is then introduced 
in (section V). The models developed are then presented in 
(section VI) and the results of the simulation are compared to 
the results obtained in the experimental study (section VII). 
II. THEORETICAL BACKGROUND 
The evaluation of systems focuses on two main aspects : the 
utility and the usability. The utility is defined as the question of 
whether the functionality of the system can do what is needed 
[11], and the usability is defined as the easiness of learning 
and using the system [12]. The evaluation of HMI ensures that 
the applications fulfill the users needs and requirements, and 
ensures that the interaction is motivate and enjoyable. Due to 
the usability problems detected during the evaluation process, 
more efficiency, adaptability and accessibility are expected in 
the interface [13], [14]. 
According to J. Preece and al, the evaluation can be defined as 
" the process of systematically collecting data that informs us 
about what it is like for a particular user or group of users 
to use a product for a particular task in a certain type of 
environment" [12]. 
The evaluation is either empirical or analytical depending 
on the used methods. While the empirical methods evaluate 
the performance of an interface when users interact with it, 
the analytical methods simulate a user behavior based on 
theoretical knowledge. 
The empirical methods are widely used in the literature to 
evaluate interfaces in various situations, either for traditional 
interaction with computers [15], [16], [17], mobile devices 
[18], [19] or pervasive interfaces [20]. Caution is needed 
for these methods to ensure that the subjects selected for 
the experimentation are representatives of the final users. 
During the test, the tasks to perform need also to be carefully 
designed to evaluate the way the final users will interact 
with the application. The evaluation of the interactions in real 
settings with a numerous set of people constitutes the trends 
of empirical evaluation. For example, the evaluation of cell 
phone menu's interaction requires fourteen experienced cell 
phone users performing tasks [18]. 
Pervasive computing systems involve different systems that 
make the process of evaluation difficult. The necessity to 
evaluate interfaces in real settings leads to long experiments 
when pervasive computing is evaluated at home, for instance 
three month period test by a young couple living in a 
system at home [19], [20]. Thus, the empirical evaluation 
necessitates high costs and time consuming. 
To mitigate these drawbacks, analytical evaluation allows to 
simulate as much users as needed to perform various tasks on 
different versions of the interface. The analytical evaluation 
of HMI is based on theories and methods and the results 
bring a clear understanding of the way the users interact with 
the interface [21]. Analytical methods predict and identify 
practical errors and usability problems [14]. The analytical 
evaluation process should be conducted to evaluate the ap-
plications as well as the HMI. P Antunes and al propose to 
evaluate the groupware design (collaborative tool), which is 
a multi-user context using an analytical method derived from 
the GOMS model [22]. The tasks, users and the environment 
are then modeled. Therefore, different situations are simulated 
varying upon the different versions of the interface, the tasks to 
perform and the abilities of the user. According to St. Amant 
and al, the analytical evaluation of the smart phone menu's 
interaction increases the optimum version of menu on small 
screens [18]. The cognition evaluation should also demonstrate 
how the time is shared between the three components in-
volved during the interaction [23]. Through ACT-R model, D. 
Salvucci demonstrates the impact of phone call during driving 
[24]. 
III. ANALYTICAL METHODS TO EVALUATE THE 
CONTEXTUAL ASSISTANT'S INTERFACE 
The contextual assistant application aims to help people to 
complete daily living's activities. It is dedicated for people 
with cognitive deficits to foster autonomy, such as people 
with mental retardation. These users fail due to difficulties in 
planing, memory and attention. The interface must be specially 
designed for this population. However, the involvement of this 
kind of population during the evaluation process must remain 
limited. To do so, the researchers develop analytical methods 
to avoid numerous empirical evaluation problems as mentioned 
previously. 
Due to the related population, the analytical approaches should 
emphasize the cognitive and perceptual processes required 
while using the contextual assistant. Therefore, we choose 
analytical methods based on cognitive theories, which are 
GOMS and ACT-R. Those methods are derived respectively 
from the human model processor theory and from the unified 
theories inspired by the work of Allen Newell [25], [26]. The 
objective of the study is to validate the cognitive simulation 
using these two methods and to analyze how they provide 
theoretical explanations upon the errors committed by the 
users. The two next sections present the analytical methods 
used in the simulation. 
A. Cognitive Architecture ACT-R 
The cognitive architecture ACT-R is built to simulate and 
understand human cognition [6], [27]. It consists of a set 
of modules such as the visual, aural, motor, intentional and 
declarative module that are integrated through a central pro-
duction system. ACT-R is an hybrid architecture that combines 
smart apartment were needed to evaluate pervasive computing .ytwo subsystems: symbolic system including semantic and 
procedural knowledge, and subsymbolic system evaluating 
knowledge activations. 
Each knowledge in the ACT-R's declarative memory is called 
chunk, and is associated with a level of activation computed 
by the subsymbolic system [26]. The activation level reflects 
the degree of availability of the chunk at any particular time. 
The subsymbolic system assigns also utility values to rules 
(procedural knowledge) to determine the predominant knowl-
edge available at a specific time. The predominant knowledge 
is defined as the rule with the highest utility. 
In ACT-R, the perceptual and motor modules are used to 
simulate interfaces between the cognitive modules and the 
real world. The perceptual modules allow the model to attend 
to visual and aural stimuli, while the motor modules are 
responsible for preparing and executing basic motor actions 
such as key presses and mouse movements [28], [29]. 
The visual module is decomposed in two subsystems, the 
positional system (where) and the identification system (what), 
that work together in order to send the visual stimulus to the 
visual buffer. The positional system is used to find objects. 
When a new object is detected, the chunk that represents the 
location of that object is placed in the visual-location buffer 
according to some constraints provided by the production 
rule. The identification system is used to attend to locations, 
which have been found by the positional system. The chunk 
represents a visual location that will request the identification 
system to shift visual attention to that location. The result of 
an attention operation is a chunk, which will be placed in the 
visual buffer [28], [29]. 
The motor module contains only one buffer through which it 
accepts requests. Two actions are available in ACT-R, to click 
with the mouse or press a key on a virtual keyboard. 
be evaluated. 
The Contextual assistant is an application developed to assist 
persons with cognitive disabilities [30], [31]. The aim is to 
foster autonomy in daily living tasks, and particularly during 
complex cooking tasks such as preparing spaghetti [8]. The 
cooking task is decomposed of steps that are displayed on 
a touch screen. The two first steps consist of gathering the 
utensils and ingredients necessary to the recipe (Fig. 1). The 
other steps explicit the recipe using photo and video on the 
screen and also explicit the information dispatched all around 
the kitchen. The contextual assistant is specifically designed 
to help people remembering the places where the objects 
are stored. To do so, the contextual assistant contains an 
interface called the object locator that displays the objects 
to search. When an object is selected on the main interface, 
the contextual assistant looks for the location of that object in 
the environment using techniques of pervasive computing, and 
indicates the object location by highlighting the appropriate 
locker containing that object. In this study we simulate the first 
two steps of the spaghetti recipe. They consist of first, knowing 
the list of objects to gather, either utensils or ingredients, and 
second to use the object locator in order to locate each object 
in the environment. 
B. GOMS model 
GOMS is an acronym for Goals, Operators, Methods and 
Selection rules. It is a formalized method used to predict task 
performance [7], [9], [10]. A GOMS description consists of 
these 4 elements: 
1) Goals: The user's goals describe what the user wants to 
achieve. 
2) Operators: The basic actions that the user must perform 
in a lowest level of analysis in order to use the system. 
3) Methods: Methods are sequences of steps consisting of 
operators and subgoal invocations that the user performs in 
order to accomplish a goal. 
4) Selection rules: Selection rules choose the appropriate 
method depending on the context when choice of methods 
arises. 
Each task is decomposed hierarchically in goals and subgoals 
according to the divide and conquer technique. The subgoals 
are also decomposed down until reaching the basic operations 
description. The total execution time is then estimated by 
summing the times of basic operations. 
IV. CONTEXTUAL ASSISTANT 
After having presented the tow analytical methods selected 
2 - Sortir tous les ingredients 
Fig. 1. The contextual assistant's interface representing the gathering 
ingredients task 
The contextual assistant's interface is displayed on a 1725L 
17" LCD Touchscreen, with 13.3" (338 mm) horizontal and 
10.6" (270 mm) vertical useful screen area. It is configured 
to 1024 x 768 optimal native resolution running Macintosh. 
The screen is fixed under a closet nearby the oven in order 
to be easily accessible and also protected against the cooking 
splashes. 
V. EXPERIMENTAL STUDY 
In this section, we describe the conducted experiment at 
the DOMUS laboratory in terms of users, apparatus and 
to conduct our evaluation, we present now the application to .-applications used to perform this study. 
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A. Apparatus and Application 
The experiment consists on selecting items in the contextual 
assistant's interface. The items correspond to the list of utensils 
and ingredients needed to realize the cooking task. Each item 
is displayed with a large button in the contextual assistant's 
interface (Fig. 1). The experiment is conducted according to 
three main criteria: 
1) The time to select items is measured accurately. 
2) The order in which the objects are displayed does not 
affect the speed of selection. 
3) The experiment is uniform for all subjects. 
To ensure the first criterion, we decide to isolate the time of 
object recognition and the time of selection in the contextual 
assistant's interface. Therefore, we measure the time needed 
to decide which object to get out and we measure the time to 
push on that object in the interface. 
The first action corresponding on deciding which object users 
want to get out is presented experimentally using a PDA 
(Personal Digital Assistant). The name of the object to get 
out is displayed on the PDA in order to highlight the phase 
of objects recognition involved in the cognitive processes. 
To avoid automatic selection on the contextual assistant's 
interface, the names of objects displayed on the PDA are 
chosen randomly. 
Knowing the object name, the subject executes the second 
phase which consists of pushing the correspondent button on 
the contextual assistant's interface. For each object needed in 
the experiment, the two phases' times are recorded in a log 
file and recovered at the end of experiments. 
B. Subjects 
Ten students of Sherbrooke's University participate to the 
study. All subjects are male and their ages range from 27 to 
32 years. The subjects have good vision with no physical im-
pairments being reported. All subjects have a good knowledge 
in computer science, but they have no prior knowledge in the 
application and the cognitive assistance field. 
C. Method 
The PDA is placed at a distance of 15 cm from the touch 
screen, subjects remain standing at a distance of approximately 
30 cm from the touchscreen during the entire test as shown in 
Fig. 2. 
The subjects familiarize themselves with the interface dur-
ing a practical stage. When the test begins, the subjects look 
first on the PDA to know the name of the object to get out 
and second, push the corresponding button in the contextual 
assistant's interface using the index finger. To know the next 
object to reach, the subjects click on the PDA to display its 
name. 
The experiment continues until the last object of the gathering 
objects' task is reached. The objects displayed on the PDA are 
presented to subjects under a random order. This emphasizes 
the recognition of object's phase in the cognitive process. 
Each subject accomplishes 5 trials, where a trial is composed 
of two tasks, which are gathering utensils and gathering 
1 
\ 
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Fig. 2. The human machine interaction during the experimental study 
ingredients. Each trial needs 25 actions "pressing on the PDA" 
and 25 actions "pushing button in the contextual assistant's 
interface". Altogether 2500 (10 subjects x 5 trials x (25 actions 
x 2 interfaces ) = 2500) actions are observed during the 
experiment. 
In our study, the action of getting out the objects from their 
locations in the environment is not modeled. 
Table I shows the mean duration with the standard deviation 
in selecting each object in the two tasks, over all subjects in 
our study. 
TABLE I 
USER PERFORMANCE DATA ACROSS OBJECTS WITH MEAN AND 
STANDARD DEVIATION 
Objects 
LOOK-FOR-OBJECT (1) 
CAN-OPENER 
COLANDER 
MEASURING-SPOON 
LADLE 
SMALL-SAUCEPAN 
WOODEN-SPOON 
KNIFE 
BIG-SAUCEPAN 
CUTTING-BOARD 
HELP-ME-TO-DO-THE-TASK (1) 
NEXT 
LOOK-FOR-OBJECT (2) 
PEPPER 
SPAGHETTI 
TOMATOES-BOX 
GROUND-BEEF 
ONION 
TOMATO-SOUP 
SALT-AND-PEPPER 
OIL 
MUSHROOMS 
SUGAR 
ITALIAN-SPICE 
HELP-ME-TO-DO-THE-TASK (2) 
Duration 
(s) 
5.299 
2.291 
2.966 
2.167 
2.847 
1.980 
2.590 
2.328 
1.779 
2.000 
2.039 
2.142 
1.955 
2.448 
1.939 
1.794 
2.491 
2.021 
1.970 
2.490 
1.965 
1.809 
1.774 
1.736 
2.432 
Standard Deviation 
(S) 
1,052 
0,717 
0,786 
0,605 
0,829 
0,371 
0,536 
0,430 
0,308 
0,309 
0,386 
0,540 
0,265 
0,825 
0,552 
0,377 
0,591 
0,484 
0,422 
0,481 
0,348 
0,369 
0,341 
0,436 
0,614 
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VI. MODELING THE INTERACTION WITH THE 
CONTEXTUAL ASSISTANT 
In this section, we present the modeling process of the 
tasks evaluated in our study, which are gathering utensils and 
gathering ingredients. After analyzing the tasks to modelize, 
we present first the model with ACT-R and second the model 
with GOMS. 
A. Task analysis: gathering utensils and ingredients 
The two first steps of the recipe gathering utensils and 
ingredients require three subtasks (Fig. 3). The first subtask 
consists of activating the object locator in order to locate 
each needed object for the recipe. This is done by pushing 
the button "LOOK-FOR-OBJECT (2)", which is displayed in 
the main contextual assistant's interface (Fig. 1). The second 
subtask consists of locating each object, either utensils or 
ingredients, needed in the current step by pushing the button 
corresponding to the object in the object locator. The third 
task consists of coming back to the main contextual assistant's 
interface in order to know the next step of the recipe. The tree 
decomposition of the gathering ingredients' task is presented 
in Fig. 3. The nodes in capital indicate the action to click on 
the named button, while the other nodes represent the tasks to 
be decomposed. 
NEXT : 
Gathering 
Ingredients 
Task 
ONION PEPPER SPAGHETTI 
Fig. 3. Tree representation of the gathering ingredients task 
B. Modeling The Interaction With The Contextual Assistant 
using ACT-R 
The model uses ACT-R to emphasize the cognitive pro-
cesses involved, when looking on an object and when choosing 
the button to push. The model is subdivided in three phases, 
the visual phase, the recognition phase and the motor phase. 
The visual phase consists of two steps: localizing the object 
to perceive and identifying it. We consider that all buttons 
displayed on the screen are objects, either the buttons used 
to locate a utensil or ingredient, or the buttons to navigate 
in the interface. The first object is the button "LOOK-FOR-
OBJECT (2)" as described in Fig. 3. Then, all the utensils 
(or ingredients) needed for the recipe are presented in the 
visual interface of ACT-R. Finally, to complete the current 
step of the recipe, the button "HELP-ME-TO-DO-THE-TASK 
(2)" is presented in order to come back to the main contextual 
assistant's interface and pursue the next step of the recipe. 
Each object of the interface is displayed at defined coordinates 
(x, y) on the screen. These coordinates specify the made 
request to the visual-location buffer of ACT-R, which creates 
a chunk representing the location of the specified object. 
When the location' step is over, the identification system 
identifies the name of the object and creates a chunk. This 
chunk is placed in the visual buffer. The steps of location 
and identification last 185 (ms) [28], [29]. The objects are 
presented to the visual module of ACT-R by the mean of a 
list of all the objects (buttons of the interface) to be pushed 
on. 
The recognition's phase begins when the chunk of the object 
is stored in the visual buffer. This phase implies to recover 
that specific chunk from the declarative memory. The result 
of this phase is a chunk that represents the object with some 
characteristics as color, localization on the screen, name, and 
kind of object. The motor's phase consists of activating the 
motor actions through a request to the motor buffer in order 
to click on the object. 
The three phases are applied for each object displayed in the 
interface for the two steps of the recipe. The gathering utensils 
and ingredients model finishes when the last object of the 
gathering ingredients' task is reached. 
In our ACT-R model, the contextual assistant's interface 
is simulated using a virtual display based on a vertical list 
in the Lisp environment. The virtual display maintains a 
representation of each object used in the interface at a given 
time by displaying its name surrounded by a red circle, which 
reflects the shift attention to that object as shown in Fig. 4. 
i^ii^^^ 
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Fig. 4. Shift attention representation in the ACT-R model 
The ACT-R model is developed using the ACT-R 6 envi-
ronment. All memory chunks get the same value of activation 
and all requests to the retrieval buffer are correctly satisfied 
without errors. These characteristics lead to a deterministic 
model where no error could happen. 
Fig. 5 shows in a very low detailed form an example of the 
execution trace of the ACT-R model. The visual phase is 
principally based on the shift attention and the visual encoding 
actions, which are presented in the section I of Fig. 5 followed 
by the recognition phase in section II of Fig. 5. Finally, the 
motor phase is presented in section III of Fig. 5. The visual-
location request takes place at time 0.050 (seconds) and the 
request to move-attention is made at time 0.100 (seconds). 
The encoding still needs 0.085 (seconds) to be completed and 
stores the chunk into the visual buffer. During the recognition 
phase, a retrieval request is made on the retrieval buffer in 
order to recover the specified chunk from the declarative 
memory. This phase will finish at time 0.397 (seconds). Finally 
a request on the motor buffer starts at time 0.447 (seconds). 
In the experimental study, users interact with the PDA and 
the screen. Each device involves three cognitive processes 
including the visual, cognitive and motor phase. Therefore, the 
ACT-R model simulates the time twice during the interaction 
with each object, on the PDA firstly and on the touch screen 
secondly. The simulation time is computed as the summation 
of the time estimated for each object to click on the PDA and 
on the touch screen. 
Section 1. Visual Phase 
0.000 GOAL SET-BUFFER-CHUNK GOAL FIRST-GOAL REQUESTED NIL 
0.000 PROCEDURAL CONFLICT-RESOLUTION 
0.050 PROCEDURAL PRODUCTION -FIRED START-APPLICATION 
THE SUBJECT STARTS TO LOOK FOR NEW OBJECT 
0.050 PROCEDURAL CLEAR-BUFFER IMAGINAL 
0.050 PROCEDURAL CLEAR-BUFFER VISUAL-LOCATION 
0.050 PROCEDURAL CLEAR-BUFFER GOAL 
0.050 VISION F ind - loca t i on 
0.050 VISION SET-BUFFER-CHUNK VISUAL-LOCATION LOCI 
0.050 GOAL SET-BUFFER-CHUNK GOAL GET-OBJECTO 
0.050 PROCEDURAL CONFLICT-RESOLUTION 
0.100 PROCEDURAL PRODUCTION-FIRED ATTEND-UTENSIL 
SHIFT ATTENTION TO A SPECIFIED LOCATION ON THE SCREEN 
0.100 PROCEDURAL CLEAR-BUFFER VISUAL-LOCATION 
0.100 PROCEDURAL CLEAR-BUFFER VISUAL 
0.100 PROCEDURAL CONFLICT-RESOLUTION 
0.185 VISION Encoding-complete LOCl-0 NIL 
0.185 VISION SET-BUFFER-CHUNK VISUAL TEXT1 
0.185 PROCEDURAL CONFLICT-RESOLUTION 
Section 2. Recognition Phase 
0.235 
ENCODING 
0.235 
0.235 
0.235 
0.235 
0.285 
RETRIEVE 
0.285 
0.285 
0.285 
0.285 
0.397 
0.397 
0.397 
PROCEDURAL PRODUCTION-FIRED ENCODE-UTENSIL 
THE OBJECT AFTER VISUAL ATTENTION 
PROCEDURAL CLEAR-BUFFER VISUAL 
PROCEDURAL CLEAR-BUFFER IMAGINAL 
IMAGINAL SET-BUFFER-CHUNK IMAGINAL OBJECT1 
PROCEDURAL CONFLICT-RESOLUTION 
PROCEDURAL PRODUCTION-FIRED FOUND-OBJECT 
THE CORRESPONDING CHUNK FROM THE DECLARATIVE MEMORY 
PROCEDURAL CLEAR-BUFFER IMAGINAL 
PROCEDURAL CLEAR-BUFFER RETRIEVAL 
DECLARATIVE START-RETRIEVAL 
PROCEDURAL CONFLICT-RESOLUTION 
DECLARATIVE RETREVED-CHUNK OBJECT1-0 
DECLARATIVE SET-BUFFER-CHUNK RETRIEVAL OBJECTl-0 
PROCEDURAL CONFLICT-RESOLUTION 
Section 3. Motor Phase 
0.447 PROCEDURAL PRODUCTION -FIRED MOTOR-ACTION 
THE SUBJECT PUSHS THE CORRESPONDING ICON OF THE OBJECT 
0.447 PROCEDURAL CLEAR-BUFFER VISUAL 
0.447 PROCEDURAL CLEAR-BUFFER RETRIEVAL 
0.447 PROCEDURAL CLEAR-BUFFER MANUAL 
Fig. 5. Example of execution trace of the ACT-R model 
C. Modeling The Interaction With The Contextual Assistant 
Using GOMS 
The first two steps of the recipe, gathering utensils and 
gathering ingredients have been described previously, which 
can be interpreted in the GOMS language by a method that is 
divided in three steps as shown in Fig. 6. Each step defines a 
new goal to be reach. 
Method_for_goal: Archipel Evaluat ion 
Step 1. Accomplish_goal: Select U t e n s i l s . 
Step 2. Accomplish_goal: Select I n g r e d i e n t s . 
Step 3. Return_with_goal_accomplished . 
Fig. 6. Main method of the GOMS model 
For each step in our study, a method is defined according 
to the concepts of GOMS methods in the definition of goals 
and subgoals. The GOMS model is based on a hierarchical 
representation of goals. In fact, by solving subgoals the 
user achieves goals until reaching the basic operations called 
"operators", which can not be subdivided [10]. The methods 
have a hierarchical structure. Therefore, a method may call 
for subgoals to be accomplished [32]. Fig. 7 shows explicitly 
the subgoal's invocations in the hierarchy of the "Select 
Ingredients" subgoal. 
Method_for_goal : Select I ng red i en t s 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
Step 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
AccompIish_goal: 
Accomplish_goal: 
Accomplish_goal. 
Accomplish_goal: 
Accomplish_goal: 
Accomplish_goal: 
Accomplish_goal: 
Accomplish_goal : 
Accomplish_goal: 
Accomplish_goal : 
Accomplish_goal : 
Accomplish_goal : 
Accomplish_goal : 
Accomplish_goal : 
Return_with_goal 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
Select 
_accomp 
NEXT. 
LOOK-FOR-OBJECT( 2 ) . 
ONION. 
PEPPER. 
GROUND-BEEF. 
MUSHROOMS. 
TOMATO-SOUP. 
ITALIAN-SPICE. 
OIL. 
SUGAR. 
SALT-AND-PEPPER. 
TOMATOES-BOX. 
SPAGHETTI. 
HELP-ME-TO-DO-THE-TASK( 2) 
lished . 
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Fig. 7. GOMS Method for Select Ingredients task 
The main method presented in Fig. 6 constitutes the root 
of the tree hierarchy and all the other methods are generated 
automatically using the divide-and-conquer technique [10]. In 
our GOMS model, each object is defined as visual object. 
The selected methods have the same form for all objects. 
Fig. 8 explains the tree decomposition corresponding to the 
main method of the GOMS model. 
The duration of a step in the GOMS model can be defined as 
the sum of the production cycle's duration and the duration of 
all actions included inside the step. Therefore, the production 
cycle's duration equals to 50 (ms) and for instance, the 
performance of key presses is estimated to 280 (ms) [33], 
[18]. 
Our GOMS model is executed using the GLEAN3 modeling 
tool [33]. 
Stepl Select LOOK-
FOR-OBJECT K 
Stepl. Select 
Utensils 
Step 11 Select HELP-
ME-DO-DO-THE-TASK K 
Main 
Method 
\ 
S4epI,SelectNE3CT 
Step2 Select 
Ingredients 
Step2. Select LOOK-
FOR-OBJECT 
Step 13 Select HELP-
ME-DO-DO-THE-TASK 
I 
o 
•B 
S, 
Fig. 8. Tree decomposition of the main method in the GOMS model 
VII. COMPARISON OF RESULTS 
We describe the performance of our models at two levels: 
the accuracy with which our models predict the overall dura-
tion of the tasks, and the accuracy to predict the duration to 
push each object displayed in the interface. 
A. Object level performance 
Table II shows the comparison of the time needed by the 
user, the ACT-R and GOMS model predictions. Values in 
parentheses represent the smallest and greatest time needed 
by the user to press each object. The objects "LOOK-FOR-
OBJECT (1)" and "LOOK-FOR-OBJECT (2)" are displayed 
respectively on the gathering utensils and gathering ingredients 
interfaces and the same thing is applied for the objects "HELP-
ME-TO-DO-THE-TASK (1)" and "HELP-ME-TO-DO-THE-
TASK (2)". Fig. 9 and Fig. 10 show respectively the predicted 
time of each object during the gathering utensils and gathering 
ingredients tasks in a detailed graphical form. According to 
Fig. 9 and Fig. 10, the results of both ACT-R and GOMS 
models are very close and have approximately the same 
predicted time values for several objects. 
B. Task level performance 
Table III shows the user performance data, the ACT-R and 
GOMS model predictions in both tasks: gathering utensils and 
gathering ingredients. Fig. 11 shows the same data in a detailed 
graphical form. 
Fig. 12 shows the progression in performing tasks over the 
time in the experimental study, ACT-R and GOMS models. 
Since the prediction's procedure is applied for each object in 
the interface, the two models follow a linear model. This is 
supported by some scientific literature [18]. The predicted time 
in both ACT-R and GOMS models is very close depending on 
the time progression of tasks of user performance as shown 
in Fig. 12. 
TABLE II 
COMPARISON OF USER DATA, ACT-R AND GOMS MODEL PREDICTIONS 
BY OBJECT 
Objects User 
Performance (s) 
ACT-R 
(S) 
GOMS 
(S) 
LOOK-FOR-OBJECT (1) 
CAN-OPENER 
COLANDER 
MEASURING-SPOON 
LADLE 
SMALL-SAUCEPAN 
WOODEN-SPOON 
KNIFE 
BIG-SAUCEPAN 
CUTTING-BOARD 
HELP-ME-TO-DO-THE-TASK (1) 
NEXT 
LOOK-FOR-OBJECT (2) 
PEPPER 
SPAGHETTI 
TOMATOES-BOX 
GROUND-BEEF 
ONION 
TOMATO-SOUP 
SALT-AND-PEPPER 
OIL 
MUSHROOMS 
SUGAR 
ITALIAN-SPICE 
HELP-ME-TO-DO-THE-TASK (2) 
5.299 (3.838 7.052) 
2.291 (1.308 3.676) 
2.966(1.703 4.130) 
2.167(1.206 3.262) 
2.847 (1.434 4.143) 
1.980(1.351 2.652) 
2.590 (1.561 3.622) 
2.328 (1.676 2.947) 
1.779 (1.284 2.330) 
2.000(1.600 2.451) 
2.039(1.349 2.680) 
2.142(1.289 3.082) 
1.955(1.384 2.362) 
2.448 (1.159 3.847) 
1.939(1.311 3.180) 
1.794(1.265 2.382) 
2.491 (1.634 3.643) 
2.021 (1.391 2.906) 
1.970(1.373 2.714) 
2.490(1.546 3.227) 
1.965 (1.389 2.544) 
1.809(1.232 2.477) 
1.774(1.213 2.300) 
1.736(1.217 2.772) 
2.432 (1.265 3.654) 
2.230 
2.165 
2.250 
2.250 
2.165 
2.080 
2.250 
2.165 
2.165 
2.165 
2.165 
2.165 
2.165 
2.250 
2.165 
2.165 
2.165 
2.165 
2.165 
2.165 
2.165 
2.250 
2.250 
2.250 
2.165 
4.250 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.650 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
2.550 
J User Performance a ACT-R DGOMS 
Fig. 9. User data, ACT-R and GOMS model predictions for the gathering 
utensils task 
VIII. GENERAL DISCUSSION 
The ACT-R and GOMS models, which we developed have 
proved robust and efficient. In fact, the results of both models 
are very close to the user performance data obtained in the 
experimental study. The GOMS and ACT-R models give good 
to excellent predictions of time execution of tasks as well as 
objects as shown respectively in Table II and Table ITI. 
As shown in Table II, the object "LOOK-FOR-OBJECT 
(1)" needs more time to be pushed using the GOMS model 
TABLE ill 
COMPARISON OF USER DATA, ACT-R AND GOMS MODEL PREDICTIONS 
BY TASK 
Task User 
Performance (s) 
ACT-R GOMS 
(s) (s) 
Gathering utensils (11 objects) 28.290 24.050 29.750 
Gathering ingredients (14 objects) 28.973 30.650 35.800 
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a User Performance SACT-R DGOMS 
Fig. 10. User data, ACT-R and GOMS model predictions for the gathering 
ingredients task 
® Gathering utensils task E Gathering ingredients task 
User Performance ACT R GOMS 
Fig. 11. User data, ACT-R and GOMS model predictions by task 
4.250 (seconds) than the ACT-R model 2.230 (seconds). This 
significant difference can be interpreted by the fact that the 
GOMS model includes mental operator at the beginning of 
the gathering utensils task. This mental operator takes more 
than one second to be accomplished. The same difference is 
observed in the predicted time of the object "LOOK-FOR-
OBJECT (2)" with the GOMS model. This object necessitates 
more time to be pushed 2.650 (seconds), which can be inter-
preted by the addition of a mental operator at the beginning 
of the task gathering ingredients. 
—•— User Performance - s ~ ACT-R ~ & - GOMS 
so - .-e*"^- -
... *'"j_'_ 
Ttm« (8) * * 
30 ^-y* ~—* . 
1 0 L . * • - .— _ _ _ _ _ _ _ 
A * 
1 i i I * _ / t i 10 11 I f 1] I J i t in i r I N if ?ij ?1 ?» ?! >l lb 
Objects 
Fig. 12. Progression in accomplishing tasks over the time 
Some differences in the predicted time of some objects 
using the ACT-R model are observed in Table II. This is 
due to several rules such as visual processing when a new 
object is detected in the visual field, information retrieval and 
motor actions. The visual part in the ACT-R model is explicitly 
defined using requests to the visual buffers unlike the GOMS 
model in which the visual part is implicitly defined. Both ACT-
R and GOMS models do not take into account the fact that the 
objects are not displayed in the same location on the screen, 
but subjects in the experimental study performed differently 
depending on the exact position of the objects on the screen. 
For instance, the object "PEPPER", which is displayed at the 
top of the screen as shown in Fig. 1, needs more time to be 
selected 2.448 (seconds) than the object "TOMATOES-BOX", 
which is displayed in the center of the screen and needs 1.794 
(seconds) to be selected. 
In Table III, an important remark must be mentioned. The 
time taken to accomplish the first task in the experimental 
study, which equals to 28.290 (seconds) is very close to the 
time taken to accomplish the second task, which equals to 
28.973 (seconds). Although the number of objects needed for 
the first task (11 objects) is lower than the one needed for the 
second task (14 objects). Two interpretations are possible: 
1) The first interpretation is that the user learns gradually 
the position of objects in the interface and the navigation 
in the interface. Due to the learning, the second task 
will be performed faster than the first one and the last 
experiments will be performed generally faster than the 
first experiments. 
2) The second interpretation is related to the nature of 
objects displayed in the contextual assistant's interface. 
At each name given on the PDA corresponds an image 
on the contextual assistant's interface. Some objects of 
the first task seem to be more difficult to identify such 
as the one shown in Fig. 13. This should provoke delay 
in the execution of the tasks. 
Fig. 13. Example of an object not easily identifiable 
Our results show that the evaluation of HMI designed for 
persons with cognitive disabilities at a detailed low level 
is possible using cognitive modeling techniques, particularly 
ACT-R and GOMS models. 
IX. CONCLUSION 
This study empirically demonstrated that cognitive models 
are a powerful tool for evaluating interfaces and predicting 
user's performance. The main goal of our study is to build 
and validate models for the evaluation of the contextual 
assistant's interface by simulating the HMI focusing on the 
time execution of tasks. We used two efficient and powerful 
cognitive models to evaluate the specified interface. The first 
model is based on the cognitive architecture ACT-R and the 
second one is based on the GOMS model. Table HI shows that 
both models ACT-R and GOMS give good approximations of 
user performance at the task level. The results of our models 
are considered suitable and correct comparing them to the 131 
user performance data obtained in the experimental study. 
The results show that the GOMS model can predict user's 
performance at good level and the ACT-R model can predict M 
user's performance at more detailed level and performs almost 
as well. Our models are powerful and realistic as demonstrated [5] 
with the comparison of the time taken by subjects performing 
the same tasks. ... 
[oj 
According to these results, the two models could be used to 
improve the design of the contextual assistant's interface and 
to optimize it. ^ 
During the conception of the GOMS and ACT-R models, 
we observed that the GOMS model gives more flexibility [8] 
in modeling than the ACT-R model, which constitutes the 
complicated part in our study. However, the ACT-R model 
proposes a more accurate explanation about the cognitive 
processes involved during the interaction with the contextual P] 
assistant's interface, and hence, the possibility of introducing 
cognitive errors. [10] 
Our study makes two main contributions, the first contribution 
nil is to design an analytical evaluation of HMI designed for l.' 
cognitively impaired people. It constitutes a new study in that 
field. The second contribution is the use of cognitive models 
to evaluate these interfaces emphasizing on the cognitive *• ' 
processes involved during the human machine interaction. 
[14] 
X. FUTURE IMPROVEMENTS 
Some improvements should be brought to our models. 
First, our models are deterministic and do not make errors. 1151 
They should be extended to allow errors in the pointing 
actions such as pushing an object several times before or after 
looking for the location of that object in the environment or U(>] 
pushing an object instead of another one. These errors are 
essentially related to memory problems that may occur in the 
task modeling and during the interaction with the contextual [17] 
assistant's interface [20], [34], [35]. 
Second, since the contextual assistant is designed to assist [jg] 
cognitively impaired people in smart homes, it would be 
interesting to do some experiments with this population. The 
comparison between the results of a non deterministic model 
and the experiments' results allows us to study the behavior of 
our models in real situations and to evaluate their performance ^20^ 
and effectiveness. 
Finally, the action of searching an object is summarized into [21] 
the human machine interaction with the touch screen. The 
contextual assistant offers an interaction with the environment 
to help people recovering utensils and ingredients dispatched [22] 
in the kitchen. It would be interesting in the future to model 
this part and simulate the movement of users picking up the
 f23] 
objects in the kitchen. 
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Chapitre 4 
Resultats et discussion 
4.1 Resultats 
Les resultats obtenus par les trois modeles, et l'etude experimentale sont presentes dans le 
tableau 2 : 
Tableau 2 - Resultats obtenus par l'etude experimentale et les trois modeles 
Ob jets 
CHERCHER UN OB JET (1) 
OUVRE BOITE 
PASSOIRE 
CUILLERE A MESURER 
LOUCHE 
PETITE CASSEROLE 
CUILLERE DE BOIS 
COUTEAU 
GRANDE CASSEROLE 
PLANCHE A DECOUPER 
M'AIDER A FAIRE LA TACHE (1) 
SUIVANT 
CHERCHER UN OBJET (2) 
POIVRON 
SPAGHETTI 
BOITE DE TOMATES 
BOEUFHACHE 
OIGNON 
SOUPE AUX TOMATES 
SEL ET POIVRE 
HUILE 
Etude 
experimentale 
(•) 
5,299 
2,291 
2,966 
2,167 
2,847 
1,980 
2,590 
2,328 
1,779 
2,000 
2,039 
2,142 
1,955 
2,448 
1,939 
1,794 
2,491 
2,021 
1,970 
2,490 
1,965 
ACT-R 
(•) 
2,230 
2,165 
2,250 
2,250 
2,165 
2,080 
2,250 
2,165 
2,165 
2,165 
2,165 
2,165 
2,165 
2,250 
2,165 
2,165 
2,165 
2,165 
2,165 
2,165 
2,165 
GOMS 
(•) 
4,250 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,650 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
2,550 
Loide 
Fitts 
(s) 
1,328 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,328 
1,168 
1,328 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
1,228 
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~i 
CHAMPIGNONS 
SUCRE 
EPICES ITALIENS 
M'AIDER A FAIRE LA TACHE (2) 
1,809 
1,774 
1,736 
2,432 
2,250 
2,250 
2,250 
2,165 
2,550 
2,550 
2,550 
2,550 
1,228 
1,228 
1,228 
1,328 
Les resultats de la loi de Fitts, sont obtenus par un ajustement du premier modele presente 
dans le chapitre 2, en ajoutant la deuxieme composante physique relative a l'interaction de 
l'usager avec le PDA. Le temps de selection d'un objet dans l'interface de l'assistant 
contextuel est calcule en additionnant le temps de reconnaissance de l'objet sur le PDA, et le 
temps de selection de l'objet sur l'ecran tactile selon la formule suivante : 
T M = T E M P S {PDA} + T E M P S
 {ECRAN TACTILE} (1) 
Avec : 
TEMPS
 {PDA} = a, + bi Log2 (A, / W, +1) (2) 
TEMPS
 {ECRAN TACTILE} = a2 + b2 Log2 (A2 / W2 +1) (3) 
Tels que : ai, bi, a2 et b2 sont des constantes qui peuvent etre determinees empiriquement. 
Ai: est la distance entre le point de depart et la cible sur le PDA 
Wi: est la largeur de la cible sur le PDA. 
A2: est la distance entre le point de depart et la cible sur l'ecran tactile. 
W2: est la largeur de la cible sur l'ecran tactile. 
Une representation graphique des resultats obtenus est illustree par les figures 2 et 3. 
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Figure 4 - Prediction de temps de selection des objets de la premiere tache 
Temps 
Figure 5 - Prediction de temps de selection des objets de la deuxieme tache 
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4.2 Discussion 
Dans notre projet, on a utilise trois modeles pour effectuer une evaluation analytique 
adequate des interfaces homme machine de l'assistant contextuel. Parmi ces trois modeles, 
deux sont bases sur des modeles cognitifs et le troisieme est base sur le modele de la loi de 
Fitts. 
Tous les modeles se montrent performants et efficaces dans notre projet. Les modeles 
cognitifs sont beaucoup plus performants que le modele de la loi de Fitts, et donnent une tres 
bonne prediction des performances utilisateurs a un niveau de detail plus eleve. 
Les resultats obtenus nous renseignent d'une part, sur la prediction du temps de selection des 
objets, et d'autre part, sur la prediction du temps d'execution des taches. Deux niveaux de 
prediction de temps sont alors a mettre en avant. 
4.2.1 Prediction au niveau des objets 
Au niveau des objets, le temps de prediction pour selectionner chaque objet utilisant la loi de 
Fitts est nettement petit en comparaison avec celui obtenu par les modeles cognitifs ACT-R et 
GOMS. Par exerriple, l'objet « Ouvre-boite » requiert un temps de (2.165 secondes) pour etre 
selectionne en utilisant le modele ACT-R, et requiert un temps de (2.550 secondes) en 
utilisant le modele GOMS. Cependant, le meme objet requiert uniquement un temps de 
(1.228 secondes) pour etre selectionne en utilisant le modele de la loi de Fitts. En 
consequence, Le temps de prediction pour selectionner cet objet en utilisant les modeles 
GOMS, respectivement ACT-R est proche, respectivement tres proche du temps de la 
selection de l'objet dans l'etude experimentale, qu'est egal a (2.291 secondes). 
Le temps de prediction avec la loi de Fitts, depend principalement de la taille des objets 
affiches sur l'ecran, et la distance a ces objets. Autrement dit, le temps de prediction est 
proportionnel a la distance aux objets, et inversement proportionnel aux tailles de ces 
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derniers. Des lors, la loi de Fitts s'interesse a la composante physique de l'interaction homme 
machine, i.e. elle modelise uniquement l'act de pointage. 
A l'inverse de la loi de Fitts, les modeles ACT-R et GOMS mettent l'emphase sur les 
processus cognitifs impliques lors de rinteraction avec l'interface de l'ACD tels que le 
processus visuel, cognitif et manuel, et non plus sur la taille des objets. 
Quelques differences dans le temps de prediction sont observees. Tel que presente dans le 
Tableau 2, l'objet « Chercher-un-objet (1) » requiert plus de temps pour etre selectionne en 
utilisant le modele GOMS (4.250 secondes) qu'avec le modele ACT-R (2.230 secondes). 
Cette difference significative peut etre interpretee par le fait que, le modele GOMS inclut un 
operateur mental au debut de chaque tache, qui sert a 1'initialisation de cette tache. Et comme 
la premiere tache commence par selectionner l'objet « Chercher-un-objet (1) », 1'operateur 
mental est alors ajoute, qui durera (1.2 secondes). 
La meme explication est valable pour l'objet « Chercher-un-objet (2) » qui requiert un temps 
de (2.650 secondes) pour etre selectionne en utilisant le modele GOMS. Cet objet constitue le 
debut de la deuxieme tache. 
4.2.2 Prediction au niveau des taches 
Les resultats obtenus par les trois modeles sont proches a ceux obtenus par l'etude 
experimentale, et particulierement les modeles ACT-R et GOMS qui donnent une tres bonne 
prediction a ce niveau, tel que presente dans le Tableau 3. 
Tableau 3 - Prediction du temps d'execution des taches dans chaque modele 
Taches 
Faire sortir tous les ustensiles 
Faire sortir tous les ingredients 
Etude 
experimentale 
(s) 
27.193 
27.236 
ACT-R 
(s) 
24.050 
30.650 
GOMS 
(s) 
29.750 
35.800 
Loi de 
Fitts 
(s) 
13.708 
17.332 
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Les resultats obtenus sont presentes graphiquement dans la figure 6. 
m Faire sortir les ustensiles B Faire sortir les ingredients 
40 
35 
30 
25 
A 
Temps (s) 20 ^ j 
15-^ J 
10 ^ 
7^13 
Etude ACT-R 
experimentale 
GOMS Loi de Fitts 
Figure 6 - Prediction du temps d'execution des taches dans chaque modele 
Le Tableau 3 fait apparaitre un constat tres interessant concernant le temps d'execution 
obtenus pour les deux taches durant l'etude experimentale. On remarque que le temps 
d'execution necessaire pour accomplir la premiere tache (27.193 secondes) est tres proche du 
celui necessaire pour accomplir la deuxieme tache (27.236). Deux interpretations possibles : 
1) La premiere interpretation est que l'utilisateur apprenne la position des objets ainsi 
que la navigation dans l'interface de l'ACD avec l'avancement du temps. Cela veut 
dire qu'avec cet apprentissage, la deuxieme tache sera plus rapide que la premiere, et 
les dernieres experimentations seront plus rapides que les premieres. 
2) La seconde interpretation est liee beaucoup plus aux objets en tant que tels, affiches 
dans l'interface de l'ACD. Les objets sont affiches chacun avec une image 
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correspondante. Quelques objets de la premiere tache ne sont pas facilement 
identifiables, et la ressemblance entre quelques autres objets, creent une lenteur dans 
1'execution, et particulierement pour la premiere tache de la recette comme le montre 
la Figure 7, ce qui explique le temps pris par les utilisateurs pour selectionner l'objet 
en question tel que presente dans le Tableau 2. 
Figure 7 - Exemple d'un objet difficilement identifiable 
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Conclusion 
Dans notre recherche menee sur les interfaces homme machine, developpees dans le contexte 
des habitats intelligents au profit des personnes presentant des deficits cognitifs, une 
evaluation ergonomique de ces interfaces est indispensable. Apres avoir dessine le contour 
general de la problematique d'evaluation d'interfaces, differentes approches d'evaluation 
dans la litterature et qui peuvent mettre en ceuvre cette problematique ont ete introduites, 
ainsi que les methodes sur lesquelles se basent ces approches. 
Apres une etude approfondie des approches d'evaluation d'interfaces, on a opte pour les 
approches analytiques qui sont basees sur l'examen et l'analyse des interfaces, sans faire 
recours aux utilisateurs, et qui permettent de mettre en ceuvre cette evaluation en minimisant 
a la fois le cout et le temps observes dans les autres approches. 
Notre recherche s'est interessee en premier lieu a la simulation des interfaces homme 
machine, qui constitue l'etape preliminaire pour le processus d'evaluation, ainsi que le choix 
approprie des methodes d'evaluation. Durant cette recherche, on a pense a modeliser non pas 
seulement la composante physique d'interaction homme machine qui peut etre obtenue en 
appliquant la loi de Fitts, mais plutot d'aller encore plus loin en integrant et modelisant les 
composantes perceptuelle et cognitive impliquees lors de l'interaction homme machine. Ces 
deux composantes ne peuvent etre modelisees qu'avec des modeles et des methodes dites 
cognitives. L'integration de toutes ces composantes dans l'interaction homme machine 
justifie le choix des methodes adoptees dans notre recherche. 
La suite de notre recherche s'est interessee aux travaux d'analyses et de modelisation. Apres 
avoir introduit les concepts theoriques de chaque methode utilisee, ces concepts ont ete mis 
en ceuvre selon les caracteristiques de chaque methode, en commencant par la paire de 
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methodes ACT-R et la loi de Fitts. Dans ce premier travail de modelisation, la loi de Fitts a 
ete utilisee pour supporter et valider les resultats obtenus par le modele d'ACT-R. 
Afin de valider les performances du premier modele cognitif d'ACT-R, on a opte pour un 
autre modele cognitif base sur le modele GOMS tres utilise dans la litterature. En fin, Les 
resultats obtenus par les modeles ont ete compares avec ceux obtenus par une etude 
experimentale menee au sein du laboratoire DOMUS avec des personnes saines. Les resultats 
obtenus ont ete tres satisfaisants, plus specifiquement ceux obtenus par les modeles cognitifs 
qui donnent des meilleures predictions sur le temps d'execution des taches. 
On peut ainsi conclure que, si la mise en oeuvre de cette evaluation analytique illustre la 
consistance et la performance des modeles developpes ainsi que le realisme de l'approche 
retenue, ceci ne constitue qu'une premiere etape du processus tres complexe de realisation 
d'activites dans un environnement intelligent. Toutefois, ce travail constitue une base solide 
non negligeable pour le reste du processus d'evaluation. 
Au final, les modeles developpes restent a etre pleinement ameliores, dans le sens d'inclure 
plusieurs aspects de la cognition humaine d'un cote, et le dynamisme dans l'execution de la 
tache par 1'association de 1'environnement de l'utilisateur. II aurait ete interessant de faire 
notre evaluation sur toute l'activite de cuisine en modelisant les erreurs cognitives possibles 
qui pourront etre commises tout au long du processus de realisation de la tache. Parallelement 
a 9a, et vu que l'utilisateur interagit avec son environnent pour realiser sa tache, il aurait ete 
tres interessant d'ajouter un modele de 1'environnement qui simule les actions et 
deplacements de l'utilisateur dans 1'environnement intelligent. 
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