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Abstract. Counterexamples are presented to weighted forms of the Weiss conjecture in discrete
and continuous time. In particular, for certain ranges of α, operators are constructed that satisfy a
given resolvent estimate, but fail to be α-admissible. For α ∈ (−1, 0) the operators constructed are
normal, while for α ∈ (0, 1) the operator is the unilateral shift on the Hardy space H2(D).
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1. Introduction. Suppose that (T (t))t≥0 ⊂ L(X) is a C0-semigroup with in-
ﬁnitesimal generator A on a Hilbert space X . Let C ∈ L(D(A),C) be a linear operator
which is bounded with respect to the graph norm ‖ · ‖D(A) := ‖A · ‖X + ‖ · ‖X on
D(A). Consider the linear system given by
x˙(t) = Ax(t), t > 0;
x(0) = x0 ∈ X ;
y(t) = Cx(t), t > 0.
If x0 /∈ D(A), it is not necessarily the case that mild solution x(t) = T (t)x0 lies in
D(A) for each t > 0 and hence, the output map y(·) is not properly deﬁned. However,
if it is assumed that C is admissible for A in the sense that there exists a constant
M > 0 such that ∫ ∞
0
|CT (t)x0|2dt ≤ M2‖x0‖2X , x0 ∈ D(A),
then the operator Ψ : D(A) → L2(R+) given by (Ψx)(·) := CT (·)x extends continu-
ously to the whole space X . In this case, the output map is considered to be given
by y = Ψx0.
A generalization of this idea, introduced in [7], is to require that Ψ is bounded
from D(A) to a weighted L2-space. For α ∈ (−1, 1), the functional C is said to be
α-admissible for A if there exists a constant M > 0 such that
(1.1)
∫ ∞
0
tα|CT (t)x0|2dt ≤ M2‖x0‖2X , x0 ∈ D(A),
and it is not diﬃcult to show [7] that α-admissibility implies the resolvent condition
(1.2) sup
λ∈C+
(Reλ)
1−α
2 ‖CR(λ,A)‖X∗ < ∞.
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2621
An interesting problem is to attempt to characterize the operators A,C and weights
α for which the reverse implication (1.2) ⇒ (1.1) is true. The continuous weighted
Weiss conjecture is said to hold for a class of operators if, given a generator A of
that class, α-admissibility of any observation operator C ∈ L(D(A),C) is equivalent
to (1.2).
Initially, the case α = 0 was considered, and in this situation it has been shown
that the Weiss conjecture holds whenever A is the generator of a C0-semigroup of
contractions [10]. However, counterexamples to the unweighted conjecture also exist
[8, 12, 13]. For a survey of the subject, see [11]. The weighted form of the conjecture
was introduced in [7] for generators of analytic C0-semigroups, and for α ∈ (−1, 1) the
weighted Weiss conjecture holds in this situation whenever A1/2 is admissible for A.
If A is a normal operator generating an analytic C0-semigroup, it is easy to check
that A1/2 is admissible for A. Furthermore, if α ∈ [0, 1) and A is a normal operator
generating a contractive C0-semigroup, the weighted Weiss conjecture holds without
the assumption of analyticity [23]. In section 2 it is shown that, even for normal
operators, the weighted Weiss conjecture fails in the case α ∈ (−1, 0).
A discrete form of the weighted Weiss conjecture can also be formulated [9, 23].
If X is a Hilbert space and A ∈ L(X) with spectrum σ(A) ⊂ D := {z ∈ C : |z| ≤ 1}
and C ∈ X∗, the linear functional C is said to be discrete α-admissible for A if
(1.3)
∞∑
n=0
(1 + n)α|CAnx|2 ≤ M‖x‖2X , x ∈ X.
If C is discrete α-admissible for A it can be shown [23] that
(1.4) sup
ω∈D
(
1− |ω|2) 1−α2 ∥∥C(I − ω¯A)−1∥∥
X∗ < ∞.
The discrete weighted Weiss conjecture is said to hold for a class of operators if, given
a generator A of that class, discrete α-admissibility of any C ∈ X∗ is equivalent to
(1.4). If α = 0, the discrete weighted Weiss conjecture holds for contraction operators
[9], and it is shown in [23] that for α ∈ (0, 1) the discrete weighted Weiss conjecture
holds for contractive, normal operators.
In section 3 counterexamples are given to the discrete conjecture. It is shown that,
even for normal operators, the discrete weighted Weiss conjecture fails for α ∈ (−1, 0).
In the case α ∈ (0, 1), the unilateral shift on H2(D) fails the discrete weighted Weiss
conjecture, in contrast to the unweighted case α = 0.
2. Counterexamples to the continuous weighted Weiss conjecture. Let
α ∈ (−1, 0). Suppose that μ is a ﬁnite, positive measure such that supp(μ) is a
bounded subset of the closed upper half plane Π+ := {z ∈ C : Imz ≥ 0} and μ(R) = 0.
Let X := L2(Π+, μ) and deﬁne operators A ∈ L(X), C ∈ X∗ by
(Af)(z) := izf(z), f ∈ X, z ∈ Π+, Cf :=
∫
Π+
f(z)dμ(z), f ∈ X.
Notice that A ∈ L(X) is a normal operator, generating a contractive C0-semigroup
(T (t))t≥0 on X given by
(2.1) (T (t)f)(z) = eiztf(z), f ∈ X, z ∈ Π+, t > 0.
For an interval I ⊂ R deﬁne R(I) := {x + iy ∈ Π+ : x ∈ I, y ∈ (0, |I|/2)}. The
resolvent estimate (1.2) can be characterized in terms of a bound on μ on the sets
R(I).
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2622 ANDREW WYNN
Lemma 2.1. Let α ∈ (−1, 0) and assume that X,A,C, and μ are as above. Then
(1.2) holds if and only if there exists a constant c > 0 such that μ(R(I)) ≤ c|I|1+α,
for any interval I ⊂ R.
Proof. For any λ ∈ C+ and x ∈ X , CR(λ,A)x = 〈R(λ,A)x, 1〉X , where 1(z) =
1, z ∈ Π+. Hence,
‖CR(λ,A)‖2X∗ = ‖R(λ,A)∗1‖2X =
∫
Π+
dμ(z)
|λ− iz|2 , λ ∈ C+.
The result follows from [23], Lemma 5.8.
The following result provides a condition on μ that is necessary for weighted
admissibility.
Proposition 2.2. Let α ∈ (−1, 0) and suppose that A,C,X, and μ are as above.
If C is α-admissible for A, there exists a constant M > 0 such that(∫
Π+
∣∣∣∣
∫ ∞
0
eizttα/2v(t)dt
∣∣∣∣
2
dμ(z)
) 1
2
≤ M‖v‖L2(R+), v ∈ L2(R+).
Proof. Suppose that C is α-admissible for A. Let v ∈ L2(R+) and
x ∈ D :=
{
y ∈ X :
∫
Π+
|y(z)|2
(Imz)1+α
dμ(z) < ∞
}
.
Then,∫
Π+
∫ ∞
0
∣∣eiztx(z)∣∣ tα2 |v(t)|dtdμ(z) = ∫
Π+
(∫ ∞
0
e−tImzt
α
2 |v(t)|dt
)
|x(z)|dμ(z)
(by Cauchy–Schwarz) ≤ cα‖v‖2
∫
Π+
|x(z)|
(Imz)
1+α
2
dμ(z)
(by Cauchy–Schwarz) ≤ cα‖v‖2
(
μ(Π+)
∫
Π+
|x(z)|2
(Imz)1+α
dμ(z)
) 1
2
< ∞
and Fubini’s theorem may be applied. Now,∣∣∣∣
〈(∫ ∞
0
ei(·)ttα/2v(t)dt
)
, x¯(·)
〉
X
∣∣∣∣ =
∣∣∣∣∣
∫
Π+
(∫ ∞
0
eizttα/2v(t)dt
)
x(z)dμ(z)
∣∣∣∣∣
(by Fubini) =
∣∣∣∣∣
(∫ ∞
0
∫
Π+
eiztx(z)dμ(z)
)
tα/2v(t)dt
∣∣∣∣∣
(by (2.1)) =
∣∣∣∣
∫ ∞
0
(
CT (t)x
)
tα/2v(t)dt
∣∣∣∣
(by Cauchy–Schwarz) ≤
(∫ ∞
0
tα|CT (t)x|2dt
)1/2
‖v‖L2(R+)
(by α-admissibility) ≤ M‖x‖X‖v‖L2(R+).
Since D is dense in X ,∥∥∥∥
∫ ∞
0
ei(·)ttα/2v(t)dt
∥∥∥∥
X
≤ M‖v‖L2(R+).
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2623
If α > −1, then, upon identifying functions that diﬀer by a constant, the weighted
Dirichlet space D21+α(Π+) contains those analytic functions F : Π+ → C for which
‖F‖2D21+α :=
∫ ∞
0
∫ ∞
−∞
y1+α|F ′(x + iy)|2dxdy < ∞.
Furthermore, by [5, Theorem 3], F ∈ D21+α(Π+) if and only if there exists a function
w ∈ L2(R+, t−αdt) :=
{
f : R+ → C : f measurable,
∫ ∞
0
t−α|f(t)|2dt < ∞
}
and a constant c ∈ C with
(2.2) F (z) =
∫ ∞
0
eiztw(t)dt + c, z ∈ Π+.
In this case there exists a constant k > 0 with ‖F‖D21+α = k‖w‖L2(R+,t−αdt). Proposi-
tion 2.2 now states that for α ∈ (−1, 0), the embedding
(2.3) D21+α(Π+) ↪→ L2(Π+, dμ)
is necessary for α-admissibility of C with respect to A. Hence, in order to create a
counterexample, it is enough to ﬁnd a measure μ satisfying μ(R(I)) ≤ c|I|1+α but for
which (2.3) does not hold.
In the unweighted case α = 0, Lemma 2.1 and Proposition 2.2 are still true.
However, since the unweighted Weiss conjecture holds for normal operators, a coun-
terexample cannot be created in this case. Indeed, Proposition 2.2 implies that
H2(Π+) ↪→ L2(Π+, dμ) is necessary for 0-admissibility, but by the Carleson measure
theorem (see, e.g., [4]), this embedding is equivalent to the bound μ(R(I)) ≤ c|I|. By
Lemma 2.1, this bound on μ is the same as (1.2) with α = 0. In fact, it is for exactly
this reason that the unweighted Weiss conjecture is true for normal operators [21].
The reason that counterexamples can be found in the case α ∈ (−1, 0) is that
measures satisfying (2.3) are characterized by a bound involving the Riesz capacity
of certain sets (see, e.g., [22, Theorem 4.4]) but not by a simple condition of the form
μ(R(I)) ≤ c|I|1+α.
Riesz capacities. Let β ∈ (0, 1). The β-Riesz capacity of a subset A ⊂ R is
given by
(2.4) Capβ(A) := inf
{
‖g‖2L2(R) : g ∈ L2(R), Iβ ∗ g ≥ 1 on A, g ≥ 0
}
,
where the Riesz kernel Iβ is deﬁned by Iβ := |x|β−1 (see, e.g., [1], p. 8). If O ⊂ R is
an open set, deﬁne
R(O) :=
∞⋃
i=1
R(Ii),
where O =
⋃∞
i=1 Ii is the decomposition of O into disjoint open intervals of R. If
α ∈ (−1, 0), it is shown in [3, Theorem 6.1] that there exists a measure μ on Π+ for
which μ(R(I)) ≤ c|I|1+α for any interval I ⊂ R, but for which there does not exist a
constant c > 0 with
(2.5) μ(R(O)) ≤ c · Cap−α/2(O), O ⊂ R open.
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2624 ANDREW WYNN
Such a measure will be used to construct the counterexamples. With respect to the
operators A and C introduced in section 2, it is shown in Lemma 2.1 that the resolvent
bound (1.2) is equivalent to the one-box condition μ(R(I)) ≤ c|I|1+α, while it will be
shown later that the capacity estimate (2.5) is necessary for α-admissibility. However,
it will be useful to determine the possible structure of such a measure.
Theorem 2.3. Let α ∈ (−1, 0). Then there exists a finite, positive measure μ on
Π+ with compact support such that the following holds.
(i) There exists c > 0 such that μ(R(I)) ≤ c|I|1+α, for any interval I ⊂ R.
(ii) There does not exist c > 0 such that μ(R(O)) ≤ c · Cap−α/2(O) holds for
every open set O ⊂ R.
Proof. From the proof of [3, Theorem 6.1] there exists a nontrivial positive mea-
sure ν on R and a compact set K ⊂ R such that there exists c > 0 such that
ν(I) ≤ c|I|1+α, for any interval I ⊂ R; Cap−α/2(K) = 0 and supp(ν) ⊂ K. Since
Cap−α/2(K) = 0, [1, Theorem 2.3.11] implies that there exists a sequence (O(n))∞n=1
of open sets O(n) ⊂ R such that for each n ∈ N, O(n) ⊇ O(n+1),K ⊂ O(n), and
additionally
(2.6) Cap−α/2
(
O(n)
)
≤ 1
n2
, n ∈ N.
The set O(1) can be expressed as a disjoint union of open intervals which form an
open cover for K. Since K is compact there exists a ﬁnite subcover I(1)1 , . . . , I
(1)
N1
of intervals such that O˜(1) :=
⋃N1
i=1 I
(1)
i ⊃ K, and since O˜(1) ⊂ O(1) it follows that
Cap−α/2(O˜(1)) ≤ Cap−α/2(O(1)). Since K ⊂ O(2) ∩ O˜(1), compactness can again be
applied and there exist open intervals I(2)1 , . . . , I
(2)
N2
such that O˜(2) :=
⋃N2
i=1 I
(2)
i ⊃ K,
O˜(2) ⊂ O(2) ∩ O˜(1), and Cap−α/2(O˜(2)) ≤ Cap−α/2(O(2)). In this way it is possible
to inductively deﬁne open sets O˜(n) ⊂ R, such that for each n ∈ N:
(a) O˜(n) =
⋃Nn
i=1 I
(n)
i , for disjoint open intervals I
(n)
1 , . . . , I
(n)
Nn
⊂ R;
(b) K ⊂ O˜(n+1) ⊂ O˜(n) ⊂ O(n);
(c) Cap−α/2(O˜(n)) ≤ Cap−α/2(O(n)) ≤ 1/n2.
For each n ∈ N, deﬁne γn := 13 minNni=1 |I(n)i | > 0 and notice that without loss of gener-
ality the sets O˜(n) can be picked in such a way that (γn)∞n=0 is monotone decreasing.
Furthermore, since Cap−α/2(K) = 0 it must be that case that γn → 0 as n → ∞.
The measure μ on Π+ is then deﬁned by
(2.7) μ :=
∞∑
m=1
1
m2
· (ν × δγm),
where δx is the point mass at x ∈ R.
(i) Let I ⊂ R be an interval. Then,
μ(R(I)) =
∞∑
m=1
1
m2
(ν × δγm) (R(I))
≤
∞∑
m=1
ν(I)
m2
≤ cπ
2|I|1+α
6
.
(ii) For a contradiction suppose that there exists a constant c > 0 such that μ(R(O)) ≤
c · Cap−α/2(O) for any open set O ⊂ R. For each n ∈ N,
(2.8) R(I(n)i ) ⊃
{
x + iy ∈ Π+ : x ∈ I(n)i , 0 < y ≤ γn
}
, 1 ≤ i ≤ Nn,
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2625
and hence,
μ(R(O˜(n))) = μ
(
Nn⋃
i=1
R(I(n)i )
)
=
∞∑
m=1
1
m2
(ν × δγn)
(
Nn⋃
i=1
R(I(n)i )
)
(by (2.8)) ≥
∞∑
m=n
1
m2
ν
(
Nn⋃
i=1
I
(n)
i
)
(by (a) and (b)) ≥ ν(K)
∞∑
m=n
1
m2
≥ ν(K)
2n
.
Hence, from the above inequality and (c),
ν(K)
2n
≤ μ(R(O˜(n))) ≤ c · Cap−α/2(O˜(n)) ≤ c
n2
, n ∈ N,
contradicting the assumption.
In view of Proposition 2.2, to link the measure (2.7) with α-admissibility requires
linking the capacity estimate (2.5) with a weighted Dirichlet space. In other words, it
is useful to relate each function g ∈ L2(R+) with some G ∈ D21+α(Π+). To provide this
link (see Proposition 2.6) it is of interest to derive some properties of the harmonic
extension of Iβ ∗ g to the upper half plane Π+. The harmonic extension uf of a
function f ∈ Lp(R) is given by
(2.9) uf(x + iy) := (f ∗ Py)(x), x + iy ∈ Π+,
where Py(x) := y/π(x2 + y2) is the Poisson kernel which satisﬁes
(FPy)(t) :=
∫ ∞
−∞
e−istPy(s)ds = e−|t|y, t ∈ R, y > 0.
For suitable functions g, the function Mg is the Hardy–Littlewood maximal function
of g deﬁned by
(Mg)(x) := sup
I
1
|I|
∫
I
|g(x)|dx, x ∈ R.
It is well known (see, e.g., [1], p. 3) that if g ∈ Lp(R) for 1 < p ≤ ∞, then there exists
a constant c > 0, depending only on p, for which
(2.10) ‖Mg‖Lp(R) ≤ c · ‖g‖Lp(R).
Proposition 2.4 ([1, Proposition 3.1.2]). Let β ∈ (0, 1). Then there exists a
constant A > 0, depending only upon β and p, such that for any measurable function
g ≥ 0 and any x ∈ R,
(Iβ ∗ g)(x) ≤ A‖g‖βpp · ((Mg)(x))1−βp, 1 ≤ p <
1
β
.
Proposition 2.5. Let α ∈ (−1, 0). Suppose that g ∈ L2(R) and let f := I−α/2∗g.
If uf is the harmonic extension of f to Π+, then for any x ∈ R
(2.11) |uf (x + iy)| → 0, y →∞.
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2626 ANDREW WYNN
Proof. Applying Proposition 2.4 with β = −α/2 and p = 2 gives
|f(x)| = |(I−α/2 ∗ g)(x)| ≤ (I−α/2 ∗ |g|)(x) ≤ A‖g‖−α2 · ((M |g|)(x))1+α, x ∈ R.
Hence, ∫ ∞
−∞
|f(x)| 21+α dx =
∫ ∞
−∞
|(I−α/2 ∗ g)(x)|
2
1+α dx
≤ A 21+α · ‖g‖
−2α
1+α
2
∫ ∞
−∞
|(M |g|)(x)|2dx
(by (2.10)) ≤ A 21+α · ‖g‖
−2α
1+α
2 · c2 · ‖g‖22
= A˜ · ‖g‖
2
1+α
2 < ∞.
Therefore, f ∈ L 21+α (R), where 21+α ∈ (2,∞). It is shown in ([6], p. 17) that uf must
then satisfy
|uf (x + iy)| ≤
(
2
πy
) 2+α
2
sup
η>0
(∫ ∞
0
|uf (x + iη)| 22+α dx
) 2+α
2
→ 0, y →∞.
Proposition 2.6. Let α ∈ (−1, 0). Suppose that g ∈ L2(R), f := I−α/2 ∗ g, and
let uf be the harmonic extension of f to Π+. Then there exists an analytic function
G ∈ D21+α(Π+) and a function w ∈ L2(R+, t−αdt) for which ReG = uf , ‖G‖D21+α =
c‖g‖L2(R), and
(2.12) G(z) =
∫ ∞
0
eiztw(t)dt, z ∈ Π+.
Proof. Since uf is harmonic in Π+, there exists an analytic function G˜ : Π+ → C
with Re(G˜) = uf . It is shown in ([19], p. 83) that for any x + iy ∈ Π+,∫ ∞
−∞
|G˜′(x + iy)|2dx =
∫ ∞
−∞
|∇uf (x + iy)|2dx = 1
π
∫ ∞
−∞
|t|2|(Ff)(t)|2e−2|t|ydt.
Furthermore, it is shown in [15] that (Ff)(t) = cot (−πα4 )|t|α/2(Fg)(t) for almost
every t ∈ R. An application of Fubini’s theorem implies that∫ ∞
0
∫ ∞
−∞
y1+α|G˜′(x + iy)|2dxdy = c
∫ ∞
−∞
|t|−α|(Ff)(t)|2dt
= c
∫ ∞
−∞
|(Fg)(t)|2dt
(by Plancherel) = 2πc‖g‖2L2(R) < ∞.(2.13)
Hence, G˜ ∈ D21+α(Π+) and by (2.2) there exists a function w ∈ L2(R+, t−αdt) and a
constant K ∈ C for which
G˜(z) =
∫ ∞
0
eiztw(t)dt + K, z ∈ Π+.
Furthermore [5], if G(z) :=
∫∞
0
eiztw(t)dt, then G(x + iy) has the property that for
each x ∈ R, G(x+iy)→ 0, y →∞. By Proposition 2.5, Re(G˜)(x+iy) = uf (x+iy)→
0, y →∞ and hence, Re(K) = Re(G˜−G)(x + iy) → 0, y →∞. Since K is constant,
Re(G) = Re(G˜) = uf .
Finally, since G′ = G˜′, it follows from (2.13) that ‖G‖D21+α =
√
2πc · ‖g‖L2(R).
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2627
The counterexample. It is now possible to prove the main result of this section.
Recall that α ∈ (−1, 0), X := L2(Π+, μ), (Af)(z) := izf(z), and Cf =
∫
Π+
f(z)dμ(z).
The argument to show that (2.5) is necessary for α-admissibility of C with respect to
A is similar to [22, Theorem 4.4].
Theorem 2.7. Let α ∈ (−1, 0). Suppose that μ is as in Theorem 2.3 and that
X,C, and A are as above. Then C is not α-admissible for A but
sup
λ∈C+
(Reλ)
1−α
2 ‖CR(λ,A)‖X∗ < ∞.
Proof. Since μ satisﬁes property (i) of Theorem 2.3, it follows from Lemma 2.1
that the resolvent estimate (1.2) holds.
Assume for a contradiction that C is α-admissible for A and let O ⊂ R be an
open set. From the deﬁnition of Cap−α/2(O), there exists a function g ∈ L2(R), g ≥ 0
for which I−α/2 ∗g ≥ 1 on O and ‖g‖2L2(R) ≤ 2Cap−α/2(O). Deﬁne f := I−α/2 ∗g, and
let uf be the harmonic extension of f to the upper half plane. From Proposition 2.6
there exists an analytic function G : Π+ → C+ and a function w ∈ L2(R+, t−αdt) for
which ReG = uf , ‖w‖L2(R+,t−αdt) = ‖G‖D21+α = c‖g‖L2(R), and
(2.14) G(z) =
∫ ∞
0
eiztw(t)dt, z ∈ Π+.
Let w◦(t) := w(t)t−α/2, t ∈ R+. Then w◦ ∈ L2(R+) with ‖w◦‖L2(R+) = c‖g‖L2(R),
and Proposition 2.2 implies that there exists a constant M > 0 such that∫
Π+
∣∣∣∣
∫ ∞
0
eizttα/2w◦(t)dt
∣∣∣∣
2
dμ(z) ≤ M2‖w◦‖2L2(R+)
=⇒
∫
Π+
∣∣∣∣
∫ ∞
0
eiztw(t)dt
∣∣∣∣
2
dμ(z) ≤ c2M2‖g‖2L2(R)
(by (2.14)) =⇒
∫
Π+
|G(z)|2dμ(z) ≤ c2M2‖g‖2L2(R).(2.15)
Now suppose that O =
⋃
Oj , where each Oj is an open interval in R. If x+iy ∈ R(Oj),
for Oj = (a, b), then since f = I−α/2 ∗ g ≥ 1 on Oj ,
uf (x + iy) = (f ∗ Py)(x) ≥ (χOj ∗ Py)(x) ≥
∫ x−a
x−b
Py(u)du ≥ c · arctan (2) := δ > 0.
This holds for any x + iy ∈ R(Oj) and hence,
1 ≤ δ−2|(f ∗ Py)(x)|2 = δ−2|uf(x + iy)|2, x + iy ∈ R(O).
Therefore,
μ(R(O)) =
∫
R(O)
dμ(z) ≤ δ−2
∫
R(O)
|uf(z)|2dμ(z)
(ReG = uf) ≤ δ−2
∫
Π+
|ReG(z)|2dμ(z)
≤ δ−2
∫
Π+
|G(z)|2dμ(z)
(by (2.15)) ≤ δ−2c2M2‖g‖2L2(R)
(by deﬁnition of g) ≤ 2δ−2c2M2 · Cap−α/2(O).
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2628 ANDREW WYNN
This contradicts property (ii) of Theorem 2.3, and hence C is not α-admissible for
A.
3. Counterexamples to the discrete weightedWeiss conjecture. Suppose
that X is a Hilbert space, A ∈ L(X) with σ(A) ⊂ D, and C ∈ X∗. For α ∈ (−1, 1),
it is shown in [23] that if C is discrete α-admissible for A, then
(3.1) sup
ω∈D
(
1− |ω|2) 1−α2 ∥∥C(I − ω¯A)−1∥∥
X∗ < ∞.
If α ∈ (0, 1) and A is a normal operator, it is shown in [23] that C is discrete α-
admissible for A if and only if (3.1) holds. It will be shown that this result fails to
generalize in two senses. If α ∈ (−1, 0) there exists a normal operator for which the
discrete weighted Weiss conjecture fails. In the case α = 0, Harper proved in [9] that
any contraction operator satisﬁes the (unweighted) discrete Weiss conjecture. This
result fails for α ∈ (0, 1); the unilateral shift on H2(D), a contractive, nonnormal
operator, does not satisfy the discrete weighted Weiss conjecture.
Discrete α-admissibility is related to Carleson measures for weighted Dirichlet
spaces. For α ∈ (−1, 1), the weighted Dirichlet space D2α(D) contains those analytic
functions f(z) =
∑∞
n=0 fnz
n on D for which
‖f‖2α :=
∞∑
n=0
(1 + n)α|fn|2 < ∞.
A positive measure μ on D is said to be an α-Carleson measure if
D2α(D) ↪→ L2(D, μ) :=
{
f : D → C : f measurable,
∫
D
|f(z)|2dμ(z) < ∞
}
.
If α ∈ [0, 1), a measure μ is a (−α)-Carleson measure if and only if there exists a
constant c > 0 such that μ(S(I)) ≤ c|I|1+α, for any arc I ⊂ T (see, e.g., [18]). Here,
S(I) :=
{
z = reiθ : eiθ ∈ I, 1− |I|
2π
≤ r < 1
}
.
The following result will be useful in constructing the counterexamples.
Lemma 3.1. Let α ∈ (−1, 1). Then there exists a constant c > 0 such that
μ(S(I)) ≤ c|I|1+α for any arc I ⊂ T if and only if there exists a constant k > 0 such
that
(3.2)
∫
D
dμ(z)
|1− ω¯z|2 ≤
k
(1− |ω|2)1−α , ω ∈ D.
Proof. It is shown in [23, sec. 3] that (3.2) implies μ(S(I)) ≤ c|I|1+α for any arc
I ⊂ T. For the converse, notice ﬁrst that by rotational invariance and the fact that
μ(D) < ∞, it is suﬃcient to show that (3.2) holds for ω ∈ (a, 1), for some ﬁxed a ∈
(0, 1). Let ω > 1/2. Deﬁne arcs In ⊂ T by In := {eiθ : θ ∈ (−2nπ(1−ω), 2nπ(1−ω))}
and sets A0 := S(I0), An := S(In)\S(In−1), n ≥ 1. Notice that for a given ω ∈ (0, 1),
there exists Nω ∈ N such that An = ∅ for n ≥ Nω. Since μ satisﬁes μ(S(I)) ≤ c|I|1+α,
(3.3) μ(S(In)) ≤ c|In|1+α = c˜2n(1+α)(1− ω)1+α.
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2629
A simple geometric argument shows that there exists a constant m > 0, independent
of ω, such that
(3.4) |1− ω¯z| ≥ 1
2
|ω−1 − z| ≥ m
2
(1− ω)2n−1, z ∈ An, n ≥ 1.
Hence, from (3.3) and (3.4),∫
D
dμ(z)
|1− ω¯z|2 =
∞∑
n=0
∫
An
dμ(z)
|1− ω¯z|2 ≤
∞∑
n=0
4μ(S(In))
m2(1 − ω)222n
≤ c˜
m2(1 − ω)1−α
∞∑
n=0
2n(α−1)
(α ∈ (−1, 1)) ≤ k
(1− ω2)1−α .
The case α ∈ (−1, 0). The idea is the same as in case of continuous weighted
admissibility. If α ∈ (−1, 0), there exists a ﬁnite, positive Borel measure μ on D such
that [2, Theorem 19]:
(a) There exists a constant c > 0 such that μ(S(I)) ≤ c|I|1+α, any arc I ⊂ T;
(b) D2−α(D) ↪→ L2(D, μ).
The space O(D) of analytic functions introduced in [9] will be useful. For α ∈ (−1, 1),
O(D) :=
{
f : D → C : f analytic, ∃R > 1 with
∞∑
n=0
Rn|fn| < ∞
}
is a dense subspace of D2α(D) ([23], Lemma 2.1). Furthermore, if A is a bounded
linear operator on a Hilbert space X with σ(A) ⊂ D, then for a function f(z) =∑∞
n=0 fnz
n ∈ O(D) it is possible to deﬁne f(A) :=∑∞n=0 fnAn ∈ L(X).
Theorem 3.2. Let α ∈ (−1, 0). Suppose that μ is a finite, positive measure on
D satisfying (a) and (b) as above. Let X := L2(D, μ), (Af)(z) := zf(z), f ∈ X, and
Cf :=
∫
D
f(z)dμ(z), f ∈ X. Then C is not discrete α-admissible for A but
sup
ω∈D
(
1− |ω|2) 1−α2 ∥∥C(I − ω¯A)−1∥∥
X∗ < ∞.
Proof. It is not diﬃcult to show that
(3.5) ‖Cf(A)‖2X∗ =
∫
D
|f(z)|2dμ(z), f ∈ O(D).
Since μ satisﬁes (a), Lemma 3.1 implies that the resolvent estimate holds.
Suppose for a contradiction that C is discrete α-admissible for A. Then there
exists a constant M > 0 such that for any f = (fn) ∈ 2,∣∣∣∣∣
∞∑
n=0
(1 + n)α/2fnCAnx
∣∣∣∣∣
2
≤ M2‖x‖2
( ∞∑
n=0
|fn|2
)
, x ∈ X.(3.6)
Suppose that g(z) :=
∑∞
n=0 gnz
n ∈ D2−α(D) and let an := (1+n)−α/2gn, n ∈ N. Then
(an)∞n=0 ∈ 2 and (3.6) implies that∣∣∣∣∣
∞∑
n=0
gnCA
nx
∣∣∣∣∣
2
≤ M2‖x‖2X‖g‖2−α, x ∈ X.
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2630 ANDREW WYNN
Since O(D) ⊂ D2−α(D) it follows that ‖Cf(A)‖X∗ ≤ M‖f‖−α, for each f ∈ O(D).
From (3.5),
(3.7)
∫
D
|f(z)|2dμ(z) ≤ M2‖f‖2−α, f ∈ O(D).
Since g ∈ D2−α(D), and O(D) is dense in D2−α(D) [23, Lemma 2.1], there exists g(n) ∈
O(D) such that ‖g − g(n)‖−α → 0 as n →∞. By Fatou’s lemma,∫
D
|g(z)|2dμ(z) =
∫
D
lim inf
n→∞ |g
(n)(z)|2dμ(z)
≤ lim inf
n→∞
∫
D
|g(n)(z)|2dμ(z)
≤ M2 lim inf
n→∞ ‖g
(n)‖2−α (by (3.7))
= M2‖g‖2−α.
Since g ∈ D2−α(D) was arbitrary, this contradicts the fact that μ satisﬁes (b).
The case α ∈ (0, 1). A simple example of a nonnormal contraction operator
on a Hilbert space is the unilateral shift S on H2(D) given by
(Sf)(z) := zf(z), f ∈ H2(D), z ∈ D.
Since S is a contraction it satisﬁes the unweighted discrete Weiss conjecture. However,
for α ∈ (0, 1), the resolvent bound
(3.8) sup
ω∈D
(
1− |ω|2) 1−α2 ∥∥C(I − ω¯S)−1∥∥ < ∞
is not suﬃcient for discrete α-admissibility of an observation operator C ∈ H2(D)∗
with respect to S—see Theorem 3.8. In other words, for α ∈ (0, 1), the discrete
weighted Weiss conjecture does not hold for contraction operators. It is possible to
translate the counterexample from Theorem 3.8 to continuous time operators and
deduce that for α ∈ (0, 1), the continuous weighted Weiss conjecture is not true for
contractive C0-semigroups. In particular [24], the right-shift semigroup on L2(R+)
does not satisfy the continuous weighted Weiss conjecture for α ∈ (0, 1), which is in
contrast to the unweighted case [17]. This result will be published in a separate paper.
The proof of Theorem 3.8 depends upon linking a number of areas of function
space theory which are introduced in the following section.
Multipliers of Dirichlet spaces, Carleson measures, and BMOA. If β <
0, the Dirichlet space norm ‖ · ‖2β is equivalent [20] to the expression
(3.9)
∫
D
|f(z)|2(1− |z|2)−(1+β)dA(z), f ∈ D2α(D),
where dA(z) = dxdy, z = x + iy ∈ D is Lebesgue area measure on D. A function f
is said to be a multiplier from D2β(D) into D2γ(D), written f ∈ M(D2β(D),D2γ(D)), if
fg ∈ D2γ(D) whenever g ∈ D2β(D). Multipliers of Dirichlet spaces are closely related
to Carleson measures. The following result [18, Theorem 1.1] is a consequence of the
equivalence of (3.9) to the norm ‖ · ‖β.
D
ow
nl
oa
de
d 
09
/1
8/
13
 to
 1
55
.1
98
.1
72
.1
07
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2631
Theorem 3.3. Let γ < β ≤ 0. Then f ∈ M(D2β(D),D2γ(D)) if and only if f is
analytic and
|f(z)|2 (1− |z|2)−(1+γ) dA(z)
is a β-Carleson measure.
For γ < β < 0 it is shown in [25] that M(D2β(D),D2γ(D)) = B
2+β−γ
2 (D), where for
δ > 1, Bδ(D) is the weighted Bloch space of analytic functions f : D → C for which
sup
z∈D
|f ′(z)| (1− |z|2)δ < ∞.
The situation is diﬀerent for multipliers from the Hardy space D20(D) = H2(D)
into a Dirichlet space D2β(D) for β < 0. In particular, it is shown in [25] that
M(D20(D),D2β(D)) = F (2,−β, 1), where the F -space F (p, q, s), introduced in [26],
contains those analytic functions f : D → C for which
sup
a∈D
∫
D
|f ′(z)|p (1− |z|2)q g(z, a)sdA(z) < ∞.
Here g(z, a) is the Green function on D given by
g(z, a) := − log
∣∣∣∣ a− z1− a¯z
∣∣∣∣, a, z ∈ D.
In addition to multipliers and Carleson measures, discrete α-admissibility with
respect to S is related to functions of bounded mean oscillation. For a locally inte-
grable function f : T → C, let fI := 1|I|
∫
I
f denote the mean value of f over the arc
I ⊂ T. Then f is said to have bounded mean oscillation if
(3.10) sup
I⊂T
1
|I|
∫
I
|f(z)− fI |2|dz| < ∞
and the space BMOA contains those functions in H2(D) whose boundary functions
have bounded mean oscillation. It should be noted ([28], p. 266) that the space
BMOA is unchanged if the L2-norm in (3.10) is replaced by an Lp-norm, for any
1 ≤ p < ∞. Also, F (2, 0, 1) = BMOA and for β > 0, the spaces F (2, β, 1) provide
natural generalizations of BMOA. The following theorem links BMOA to Carleson
measures.
Theorem 3.4 ([14, Theorem 2]). For f ∈ H2(D) the following are equivalent:
(i) f ∈ BMOA;
(ii) For one/all β > 0, the measure |(Iβf)(z)|2(1 − |z|2)2β−1dA(z) is a 0-
Carleson measure.
In the above theorem, the fractional derivative operator Iβ : H2(D) → D2−2β(D)
(see ([27], p. 18)), is deﬁned for any β > 0 by
(Iβf)(z) :=
∞∑
n=0
(1 + n)βfnzn, f(z) :=
∞∑
n=0
fnz
n ∈ H2(D).
It is also of interest to note that
(3.11) (zf(z))′ =
∞∑
n=0
(1 + n)fnzn = (I1f)(z), f ∈ H2(D), z ∈ D.
It will be shown below that for a linear functional Cf := 〈f, c〉H2 , each of the following
conditions is equivalent to (3.8) if α ∈ (0, 1):
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2632 ANDREW WYNN
• |(I1c)(z)|2(1− |z|2)dA(z) is a (−α)-Carleson measure on D;
• I1c ∈ M(D−α(D),D2−2(D)) = B2−α/2(D);
and that each of the following conditions is equivalent to discrete α-admissibility of
C with respect to S:
• Iα/2c ∈ BMOA;
• |(I1c)(z)|2(1− |z|2)1−αdA(z) is a 0-Carleson measure on D;
• I1c ∈ M(D0(D),D2α−2(D)) = F (2, 2− α, 1).
For α ∈ (0, 1), it is shown in [26] that F (2, 2− α, 1)  B2−α/2(D).
Discrete α-admissibility of the unilateral shift. The ﬁrst step is to provide
an alternative expression for the norm of the operator C(I − ω¯S)−1. In the following,
whenever C ∈ H2(D) is an observation operator, c := C∗ is the function in H2(D)
for which Cf = 〈f, c〉H2 , f ∈ H2(D). As pointed out by the referee, Proposition 3.5
is essentially known; a “folklore” result. I would also like to thank the referee for
providing the following short proof.
Proposition 3.5. Let C ∈ H2(D)∗. Then for any ω ∈ D,
(3.12)
∥∥C(I − ω¯S)−1∥∥
H2(D)∗ =
∥∥∥∥zc(z)− ωc(ω)z − ω
∥∥∥∥
H2(D)
.
Proof. Let ω ∈ D, f ∈ H2(D), and deﬁne kω(z) := (1 − ω¯z)−1, z ∈ D. Then
C(I − ω¯S)−1f = 〈kωf, c〉H2 , and hence, if P+ : L2(T) → H2(D) is the Hilbert space
orthogonal projection onto H2(D), it follows that
(3.13) C(I − ω¯S)−1f = 〈f, k¯ωc〉L2 = 〈f, P+(k¯ωc)〉H2 , f ∈ H2(D).
Now, P+(k¯ωc) = k¯ωc− g, where g ∈ H2(D)⊥ ⊂ L2(T) is the unique vector for which
k¯ωc− g ∈ H2(D). It is easy to check that g(z) := ωc(ω)z−ω ∈ H2(D)⊥ has these properties
since
(k¯ωc)(z) =
c(z)
1− ωz¯ =
zc(z)
z − ω , z ∈ T
and z → zc(z)−ωc(ω)z−w ∈ H2(D). Therefore,
P+(k¯ωc) =
zc(z)− ωc(ω)
z − ω ,
and the result follows from (3.13).
Proposition 3.6. Let α ∈ (0, 1) and suppose that C ∈ H2(D)∗. Then (3.8) holds
if and only if I1c ∈ B2−α2 (D).
Proof. Proposition 3.5 implies that (3.8) holds if and only if
(3.14) sup
ω∈D
(
1− |ω|2)1−α ∫ 2π
0
∣∣∣∣eiθc(eiθ)− ωc(ω)eiθ − ω
∣∣∣∣
2
dθ
2π
< ∞,
where c(eiθ) ∈ L2(T) is the boundary function of c ∈ H2(D). It is shown in ([27],
p. 165) that for f ∈ H2(D),
∫ 2π
0
∣∣∣∣f(eiθ)− f(ω)eiθ − ω
∣∣∣∣
2
dθ ∼
∫
D
|f ′(z)|2(1− |z|2)
|1− ω¯z|2 dA(z), ω ∈ D.
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COUNTEREXAMPLES TO THE WEIGHTED WEISS CONJECTURE 2633
Hence, from the above equivalence, (3.11) and (3.14), the resolvent bound (3.8) holds
if and only if
sup
ω∈D
(
1− |ω|2)1−α ∫
D
|(I1c)(z)|2(1− |z|2)dA(z)
|1− ω¯z|2 < ∞.
Lemma 3.1 implies that this holds if and only if |(I1c)(z)|2(1− |z|2)dA(z) is a (−α)-
Carleson measure and by Theorem 3.3 this is equivalent to
I1c ∈ M
(D2−α(D),D2−2(D)) = B2−α/2(D).
Proposition 3.7. Let α ∈ (0, 1) and suppose that C ∈ X∗ is an observation
operator. Then C is discrete α-admissible for A if and only if I1c ∈ F (2, 2− α, 1).
Proof. Since F (2, 2 − α, 1) = M(D20(D),D2α−2(D)), it follows from Theorem 3.3
that I1c ∈ F (2, 2 − α, 1) if and only if |(I1c)(z)|2(1 − |z|2)1−αdA(z) is a 0-Carleson
measure. Since I1−α/2Iα/2 = I1, this is the same as saying
|(I1−α/2(Iα/2c))(z)|2(1 − |z|)2(1−α/2)−1dA(z)
is a 0-Carleson measure. By Theorem 3.4 this is equivalent to Iα/2c ∈ BMOA. It
is shown in ([16], p. 284) that Iα/2c ∈ BMOA if and only if the generalized Hankel
operator Γαc : 2 → 2 represented by the matrix⎛
⎜⎜⎜⎜⎜⎝
c0 c1 c2 · · ·
2
α
2 c1 2
α
2 c2 2
α
2 c3 · · ·
3
α
2 c2 3
α
2 c3 3
α
2 c4 · · ·
4
α
2 c3 4
α
2 c4 4
α
2 c5 · · ·
...
...
...
⎞
⎟⎟⎟⎟⎟⎠
is bounded. Now, if f ∈ H2(D) is given by f(z) :=∑∞n=0 fnzn, z ∈ D, then
∞∑
n=0
(1 + n)α|CSnf |2 =
∞∑
n=0
(1 + n)α |〈Snf, c〉H2 |2
=
∞∑
n=0
∣∣∣∣∣
∞∑
m=0
(1 + n)α/2fmc¯n+m
∣∣∣∣∣
2
= ‖Γαc ((f¯n)∞n=0)‖22.
Hence, boundedness of Γαc is equivalent to discrete α-admissibility of C with respect
to S.
Theorem 3.8. Let α ∈ (0, 1). Then,
(i) if (3.8) holds for an observation operator C ∈ X∗, C is discrete β-admissible
for S for any β ∈ [0, α),
(ii) there exists an observation operator C ∈ X∗ which satisfies (3.8) but for
which C is not discrete α-admissible for S.
Proof. (i) Let β ∈ [0, α). It is shown in [26] that B2−α2 ⊂ F (2, 2 − β, 1), and
hence, by Propositions 3.6 and 3.7, C is discrete β-admissible for S.
(ii) Since F (2, 2− α, 1)  B2−α2 , there exists a function
f(z) :=
∞∑
n=0
fnz
n ∈ B2−α2 \ F (2, 2− α, 1).D
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In particular, f is analytic on D,∫
D
|f(z)|2 (1− |z|2) dA(z) ≤ k ∫
D
(
1− |z|2)−1+α dA(z) < ∞,
and by (3.9), f ∈ D2−2(D). Since I1 : H2(D) → D2−2(D) is an isomorphism,
c(z) :=
∞∑
n=0
fn
1 + n
· zn ∈ H2(D)
and I1c = f . Hence, Cg := 〈g, c〉H2 , g ∈ H2(D) deﬁnes a bounded linear functional
on H2(D). By Proposition 3.6, C satisﬁes (3.8), but by Proposition 3.7, C is not
discrete α-admissible for S.
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