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0. Summary 
Analysis of DNA Single-Locus Probe Data 
Sirimathie Wewala and Seymour Geisser 
University of Minnesota 
Statistics that can be employed for testing assumptions used in the 
calculation of probabilities of a particular genotype involving DNA 
polymorphisms are given. The standard deviation of a response is assumed to be 
proportional to its size and is estimated by maximum likelihood when duplicate 
measurements are observed from each chromosome. A more accurate estimate 
assuming bivariate normality for the standard deviation of the size measurements 
is also obtained for the case where replicate measurements on both alleles are 
observed on N individuals. An adjusted likelihood ratio is used to indicate 
whether two different sample probes yield the same maternal and paternal 
alleles. The procedures given here depend on the manner in which data are 
currently collected. Suggestions of how to collect data to improve the 
estimation procedure are discussed. 
1. Introduction 
DNA polymorphisms have a major impact on the study of human genetics and on 
various other applications. DNA polymorphisms can be detected by hybridizing 
cloned DNA to restriction endonuclease-digested DNA. DNA polymorphisms are most 
easily detected when they give rise to variations in the lengths of restriction 
fragments (RFLPs). Numerous restriction fragment length polymorphisms have now 
been described by screening a large number of cloned DNA. Most of the RFLPs 
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result from small-scale changes to DNA, which create or destroy specific 
restriction endonuclease cleavage sites. Another class of polymorphism is the 
hypervariable regions (HVRs) of which are the results of a variable number of 
tandem repeats of short sequences. Polymorphisms result from the allelic 
differences in the number of repeats. These length variations can be detected 
using a restriction endonuclease which does not cleavage the repeat unit. The 
allele sizes are determined by the use of relative mobility using 
electrophoresis. Several probes that recognize such polymorphisms have been 
discovered. Jeffereys et al (1985a) report the discovery of probes which 
hybridize to many HVRs scattered throughout the human genome which enable the 
detection of many hypervariable loci simultaneously. These are called DNA 
"finger prints" the pattern of which may be specific to any individual. 
The highly polymorphic DNA fragments are thought to be inherited according 
to Mendelian genetics. This feature allows them to be used for identification 
of individuals. By the use of one or several probes, the genotype of 
individuals can be determined for the loci examined. By studying a sufficiently 
large sample of individuals, the frequency of different bands (the position of 
which depend on the fragment length) of the population can be determined. These 
can be used to ascertain the probability of a particular genotype which is 
instrumental in the identificaiton of individuals and for other purposes. 
The above polymorphisms can be employed for parentho·od testing, J effereys et 
al (1985b), in forensic applications, Gill et al (1985) and Gill and Werrett 
(1985), in sex determinations, Gill (1987), and in immigration test cases, 
Jeffereys et al (1985c). 
Although many probes for identifying loci showing variation in fragment 
lengths have been discovered, only a few of them have been analyzed to determine 
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the allele frequency distributions. Baird et al (1986) and Balazs et al (1989) 
studied the allele frequency distributions of a few loci in three ethnic groups. 
Baird et al (1986) showed how.these results can be used in paternity 
determinations. Balazs et al (1989) demonstrated in their study that 
significant differences exist in common alleles of the loci studied in the three 
different ethnic groups they studied. 
2. Assumptions used in calculating the probabilities of a particular genotype 
It is assumed that the databases of allele frequencies are obtained from 
unrelated individuals, Baird et al (1986, 1989), and subsequently the 
probabilities are calculated using the Hardy-Weinberg law. However, it is not 
realistic to assume that Hardy-Weinberg equation is true for rare alleles, 
especially in the smaller racial subgroups. In fact, the data for the Hispanic 
sample studied in Balazs et al (1989) demonstrate that this subpopulation is not 
in Hardy-Weinberg (HW) equilibrium. The HW law only applies to randomly mixed 
populations. If the populations contain heterogeneous subgroups the HW law 
would be violated. 
Another assumption that is commonly used is that the populations are in 
linkage equilibrium. That is, probabilities for particular genotypes are 
calculated using the assumption that two or more loci are independent. This is 
also not a realistic assumption in the case of populations where heterogeneous 
subgroups exist. 
Therefore the initial consideration in population genetics studies of DNA 
polymorphisms should be to test the above assumptions. Some tests tor initial 
assumptions and methods for calculating the relevant probabilities in case the 
assumptions are violated will be given below. 
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2.1 Assumption 1: The Population is in HW Equilibrium for this Locus 
To test whether a population is in HW equilibrium, it is customary to 
determine whether there is a disproportionate number of homozygotes. This is 
appropriate when the number of alleles is known exactly and the allelic value is 
not subject to measurement error. Because these conditions do not hold here, we 
examine the correlation between the measurements of the two chromosomes which 
correspond to the mother and the father, respectively. A problem that arises in 
this situation is that it is not possible to distinguish which is the first 
variate and which is the second variate. This problem can be overcome by 
calculating the intraclass correlation where both possible pairs (i.e. those 
obtained by taking each measurement first) are included in the data set. For 
these hypervariable loci the allelic weights because of their great number and 
the error in their measurement can be viewed as approximately continuous 
responses. Now if (xlj'x2j)' j=l, ... ,N are the pairs of observations obtained 
from N individuals, the assumption that the population is in HW equilibrium can 
be tested by calculating the sample intraclass correlation, denoted as r 1 , where 
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r = I 
In the above expression, 
N 
I j=l 
2 
I 
i-=l 
(xlj - x)(x2j - x) 
N 
I j-=l 
- 2 (x. . - x) 1J 
4 
(2.1) 
X 
l 2 N 
2N I I 
i=l j=l 
x ... 1J 
The distinguishing feature of rI is that common means and variances are assumed 
for the two variates. 
For bivariate normality under these assumptions, it can be shown that the 
exact distribution of the variate 
(l+r1)(1-p1) 
(1-rI)(l+p1) 
is F with (N-1,N) degrees of freedom, respectively. Further, under a suitable 
prior density on the parameters the posterior distribution of that quantity is 
also F(N-1,N) which can be demonstrated by the same as the procedure as used by 
Geisser (1964) for unequal means, which can easily be modified for this 
situation. This can lead to estimates of pI other than r 1 such as the posterior 
expectation, mode or median of pI by transforming to the posterior distribution 
of pl from F. 
The sampling distribution of 
(l+rI)(l-p1) 
(1-rI)(l+p1) 
can be used to obtain either confidence or posterior intervals and tests for p1 . 
Fisher (1950) demonstrates that the test of significance for the existence 
of an intraclass correlation can be performed through an analysis of variance, 
without actually calculating r 1 . 
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There are other approaches to deciding whether independence or dependence of 
the normal model is appropriate. Several asymptotic Bayes model selection 
procedures that can be brought to bear on this issue, such as the methods of 
Akaike (1973), Schwarz (1978) or Geisser and Eddy (1979), can be more useful 
than a simple significance test, c.f. Clayton et al. (1986). For example, the 
Schwarz procedure, particularly appropriate for large samples, would be to favor 
the model which yielded the maximum between 
- - 2 2 r;:;-
s1 = log L1(x,x,s ,s ,0) - 2 log 4N 
with 
- - 2 2 J;;;8 s2 = log L2 (x,x,s ,s ,r1) - 3 log 4N 
where L1 and L2 represent the maximized likelihoods under the models of 
bivariate normal independence and dependence respectively. 
2.2 Assumption 2: The loci are independent 
Maximum use of DNA polymorphisms in identifying individuals can be obtained 
by considering as many loci as possible so that the probability of a particular 
genotype considered becomes small. In such cases the probabilities of a 
particular genotype is often calculated assuming that the loci are independent, 
which may not be true for populations with heterogeneous subgroups. The 
interclass correlation between the measurements of two loci gives an indication 
whether the loci are independent. 
For a population containing two loci, consider a sample of N individuals 
{ (xlj ,ylj)' (x2j ,Yzj) ;j=l, ... ,N}. It is reasonable to assume that 
E(x .. ) = E(y .. ) l.J l.J for i=l,2 
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and also for the vector of observations of the jth individual, that the variance 
covariance matrix has the form 
[
~11 ~12] 
~i2 . ~22 
where 
and 
In the above, u~ is the variance of the ith loci, p. is the intraclass 
i i 
correlation of the ith loci, p12 is the interclass correlation between locus 1 
and locus 2, I is the identity matrix of order 2 and J is the 2x2 matrix of l's. 
Then 
where u12 is the covariance between locus 1 and locus 2. 
Since it is not possible to distinguish between the x's and the y's, all 
possible pairs between the two loci should be included in estimating the 
covariance between locus 1 and locus 2. Assuming 
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the covariance can be estimated as 
where 
N 
I j=l 
(x .. +y .. ). 
1J 1J 
The variance of the ith locus can be estimated as 
2 1 N A 2 A 2 
s. = 2N L {(x .. -µ.) + (yiJ"-µi) ). 
1 j=l 1J 1 
Therefore, the estimate of p12 is given by 
and has the usual distribution for a sample correlation coefficient. Hence, 
H
0
:p12= 0 vs. Ha:p12¢ 0 can be tested in the usual way noting that 
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is distributed as F(N-2,N-2) under H. A model selection procedure analogous to 
0 
the one described previously may also be applied here. 
3. Calculation of the Confidence Region for a Band Pair from a Locus 
3.1 Use of a single locus 
For a pair of bands with fixed allelic values 8 and 8 the measurements 
X y 
(x,y) are modeled such that each is subject to measurement error proportional to 
the allele size Baird et al (1986), i.e. 
E(x) = 8 
X 
var(x) .... a 2e2 
X 
E(y) = Dy 
var(y) = a 2e2. y 
- - 2 2 In the dependent case it can be assumed that (8x,ey) - N(8,8,a8 ,a8 ,p8). Hence, 
though the correlation between (x,y) would be 
and hence less than p8 because of the measurement error, they would not be 
uncorrelated. Because a 2 will be small the attenuation of the correlation will 
be modest and presumably detectable on a data set consisting of pairs (x.,y.) 
l. l. 
i=l, ... ,N even though bivariate normality is no longer completely accurate for 
the population of measurements (X,Y). 
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If from previous tests of correlation or other methods involving a 
disproportion of homozygotes it is discovered that the Hardy-Weinberg Law does 
not obtain, then the intraclass correlation between the parents could be used to 
calculate a probability region for a particular genotype. In a single locus, 
showing a pattern with two bands, a pair of observations subject to measurement 
error may be of the form (x,x) for a homozygote or (x,y) for a heterozygote. 
Then it may be required to calculate a confidence region for O and 0 
X y 
representing the true allelic values, say. This would be calculated from 
Pr(x-d < 9 < x+d, y-d < 9 < y+d ), 
X X X y y y (3.1) 
assuming the individual is· a heterozygote, for example. The values of d and d 
X y 
may be specified according to the standard deviation of the allele size 
measurements. Baird et al (1986) obtained the standard deviation of the size 
measurements by calculating the size difference between duplicate samples 
expressed as a percentage of the average size of the allele. The maximum 
likelihood estimate of the standard deviation of the size measurement is easily 
obtained and will be given subsequently. 
When independence does not obtain, the bivariate normal distribution may be 
assumed for the population, so that the standardized variables z 
X 
z y 
y-9 
-:___:y__ have a joint density 
(1 y 
1 
2 -2 1 2 2 ¢(z ,z ,p) = {2~(1-p )) exp{- 2 (z -2pz z +z )) X y Z(l-p ) X X y y 
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x-9 
(1 
X 
x and 
(3.2) 
where pis the intraclass correlation. For p=O, the (1-p) 2 confidence rectangle 
is obtained by setting 
d = a t and d 
X X Q y at in y Q 
Pr[x-d < 6 < x+d] = 1-P 
X X X 
and P = 1-~(tp) and~(•) is the standard normal distribution function. For p~O 
the "best" approximate (1-p/ confidence region for (6 ,6) would be obtained 
X y 
from 
2 2 2 2 2 Pr[(z -2pz z +z) s x (2,(1-P) )] - (1-P) 
X X y y 
2 for ax (2) variate such that 
2 2 2 2 Pr[x (2) s x (2,(1-P) )] = (1-P) . 
However, here we can obtain a rectangle for (9 ,6) in order to be able to 
X y 
compare this with the rectangle for the case p=O. Following Wang (1987), a 
contingency table approach can be employed to obtain the probability integrals 
for rectangles from a bivariate normal distribution for different values of p. 
Suppose the pair of bands (x,y) is obtained. Then use the standardized 
values (z ,z ), where 
X y 
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and 
" 
z 
X 
z y 
x-8 
X 
u 
X 
y-8 
::_z 
8 y 
for u 
X 
" 
ax 
" for u = o.y y 
where a will be obtained subsequently. 
The estimate for p can be obtained from (x.,y.),j=l, ... ,N of N individuals 
J J 
" " 
of an existing data bank of a particular locus,µ and u can be calculated as 
and 
" 1 
µ Cl 2N 
"2 
u 
1 
2N 
N " 2 " 2 l ((xJ.-µ) + (yJ.-µ) } 
j=l 
with p estimated as in 2.1 or from using a point estimate from the posterior 
distribution of p. The accuracy will depend on how well the distribution of 
alleles of the particular locus can be approximated by the normal distribution, 
h 1 · d · 2 d d 1 h h h d bk t e samp e size use to estimateµ, u an p, an a so on wet er t e ata an 
is a good representation of the population. 
When approximate normality does not obtain but a reasonably large data base 
exists, a simple ~onparametric estimate can be devised. One can calculate the 
relative frequency of those N individuals in the data base whose pair of bands 
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lie within the prescribed rectangle irrespective of order. Similar 
considerations can be adapted for an ellipse or any particular region of 
interest. We recommend this as more sensible than the current procedure which 
uses twice the product of the relative frequencies of the 2N bands that lie 
within the prescribed interval for each band. 
3.2 Use of multiple loci 
If m loci are considered the observation vector will be of the form 
W = ((x1 ,y1), ... ,(x.,y.), ... ,(x ,y )} i 1 m m 
where (x.,y.) is the pair of measurements observed at the ith locus. If the 
1 1 
loci are not independent, the variance covariance matrix of W can be expressed 
as m
2 block matrices where ith diagonal matrix would be of the form 
2 
a.[(1-p.)I + p.J] 
1 1 - i-
and (i,k)th off-diagonal matrix is of the form 
p.ka.akJ. 
1 1 -
In the above, a~ is the variance of the ith locus, p. is the intraclass 
i i 
correlation of the ith locus, pik is the interclass correlation between locus i 
and k, ! is the identity matrix of order 2 and J is the 2x2 matrix of l's. Then 
the calculation of probabilities becomes extremely difficult and it is best to 
avoid using dependent loci, if possible, once it is established that the loci 
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are not independent by using the test in 2.2. 
If the loci are independent, the probability required will be equal to 
where 
m 
II 
i=l 
p. 
1. 
(for a homozygote) 
(for a heterozygote). 
The values of p. depend on the estimates of the mean, variance and the 
1.xy 
intraclass correlation of the ith locus and can be generated using the 
contingency table approach used by Wang (1987). 
4. Standard Deviation of the DNA Size Measurements 
4.1 Using replicate measurements on alleles 
DNA fragments are assigned to a particular allele group according to the 
error of the size measurements. Baird et al (1986) obtain the standard 
deviation of the size measurement by calculating the size difference between the 
duplicate measurements expressed as the percentage of the average size. 
The following is a derivation of the maximum likelihood estimate of the 
standard deviation of the size measurement. 
Suppose x .. ,j=l,2 are duplicate measurements from the ith allele. Then for 
l.J 
N alleles sampled the likelihood function can be written as 
N 
L == II 
icsl 
~ exp{- 12 I (x .. -µ.) 2}. 2,ru. 2u. j=l l.J 1. 
1. l. 
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If the standard deviation of the size measurement is proportional to the size of 
the allele 
aµi = "1· 
Then the log likelihood can be written as 
2 ln L = -N ln 2~ - N ln a -
2 Differentiating with respect to a andµ., we obtain 
]. 
and 
8 ln L 
8a2 
N 1 
--+-2 2 4 a a 
N 2 
I I 
i=l j=l 
8 ln L 2 1 2 2 1 2 a = -- + - 2 3 L (x .. -µ.) + - 2 2 I (xJ._J_-µ 1) for i=l, ... ,N µ. µ. . 1 l.J i j 1 ]. ]. Q µi J= Q µi = 
and 8 ln L = 0 gives 
aa2 
"2 1 N 
a = N I 
i=l 
(4.1) 
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8 ln L 
and ---
8µi 
2 
I j=l 
0 for i=l, ... ,N gives 
for i=l, ... ,N 
2 
which also gives N independent estimates for a as 
"2 
a. ]. 
2 x .. (x .. -µ.) 
~ l.J l.J ]. 
L x2 
j=l 2µi 
for i=l, ... ,N. 
"2 Considering (4.1) and (4.2) simultaneously we obtain a 1 N 
N 
I 
i=l 
(4.2) 
"2 
a. ]. 
"2 
where a. is the estimate obtained from the ith duplicate measurement. This 
]. 
means 
2 
I j=l 
and "2 Q 
N 
I 
i=l 
4.2 Using replicate measurements on both alleles on N individuals and assuming 
bivariate normality 
A more accurate estimate of the DNA size measurements can be obtained using 
r replicate measurements on both alleles on N individuals. Without loss of 
generality, it is reasonable to assume that the r measurements from the same 
allele can be distinguished when pairs of measurements on the individuals are 
available. 
The following is a derivation of the maximum likelihood estimates of the 
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size measurements when bivariate normality between the allele measurements are 
assumed. 
Suppose {(x .. ,yi.); i=l, ... ,N, j=l, ... ,r) are r measurements on pairs of 
1.J J 
chromosomes on N individuals. Then the log likelihood function assuming 
bivariate normality with means (8 , 8 ) for the ith individual, standard 
xi Yi . . 
deviations (QB , QB ) (as~uming that the standard deviation is proportional 
xi Yi 
to the size of the allele) for the ith individual and the correlation 
coefficient, p can be expressed as 
2 Nr 2 N r 
ln L = -Nr ln(2~) - Nr ln(Q) - 2 1n(l-p) - I I ln(B ) i=l j=l x. l. 
N 
l 
i=l 
r 
L ln(6 ) -
j=-1 Yi 
1 
2 2 2Q (1-p) 
where 
u .. = (x .. - 8 )/8 1.J l.J X. X. 
l. l. 
and 
v .. -= (yl.·J· - 8 )/6 . l.J y i y i 
N 
l 
i-1 
r 
l j=l 
Differentiating ln L with respect to 2 Q' p, 8 
X 
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2 2 ( U. • - 2 pU • • V. . + V • . ) l.J 1.J l.J l.J 
and 8 , we obtain y 
8 ln L 
aa.2 
a ln L 
8p 
and 
8 ln L 
ae 
x. 
]. 
8 ln L 
88 
Yi 
Nrp 
2 (1-p) 
p 
1 
+ 2 2 
0: (1-p) 
r 
I j=l 
N r 
I I 
2 (u •• l.J 
i=l j=l 
2 (u .. l.J 
N r 
I I 
i=l j=l 
r 
U •. V •• l.J l.J 
2 2pu .. V • . + V .. ) l.J l.J l.J 
2 2pu .. V • • + V •• ) l.J l.J l.J 
for i=l, ... ,N 
I j=l 
yij 
2 (v. . - pu • . ) e l.J l.J for i=l, ... ,N. 
Yi 
Setting these equations equal to zero and solving them simultaneously yields 
" " - -8 e i=l, ... ,N (4.3) X. = xi, Yi = Yi l. 
N W\ -r yf]. "2 1 r xi lij -a, = 2Nr I I + (4.4) -j=l i=l y. l. l. 
and 
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,.. 
p 
r 
2 I 
j=l 
r 
I j=l 
N [[x .. -i.] 2 I l.J i. + 
i=l xi 
(4.5) 
Note: The estimate for p obtained using (4.5) is an alternative for r 1 in (2.1). 
This estimate uses the assumption that the standard deviation of the size 
measurement is proportional to the size of the allele. 
5. Testing for identical alleles 
The second problem involves a comparison between two independent specimens 
to determine whether (8 ,8 ) and (8 ,8 ) can be considered to be 
xl Y1 x2 Yz 
measurements on the same alleles in any assumed order. Here one notes if x1>y1 
and x2>y2 then when the alleles are not the same 
for 
(X1-x2 ,Y1-Y2) - N(8 -8 ,8 -8 ,~) xl Xz Y1 Yz 
or approximately when the estimate 
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" 
,...
2
[x~+x~ ;(x1y1+x2y2)] 
a ;(xlyl+x2y2) y~+y; 
is substituted for~. When the alleles are the same then 
" 
" 
where~ is now estimated as 
One could consider the ratio of adjusted likelihoods to adjust for estimation of 
the number of additional unknown parameters as in Akaike (1973) 
" 
;(x1-x2,Y1-Y2IO,O,~o> 
R=-----1-------2 
;(x1-x2,Y1-Y2 x1-x2,Y1-Y2,~)e 
where;(•) represents the joint density of x1-x2 and Y1 -Y2 evaluated at x1-x2 , 
y1-y2 , recalling that this is merely a test to indicate whether the two 
specimens share the same alleles. Since two different individuals may share the 
same alleles but the similar alleles may reverse the maternal and paternal 
contribution we should divide this by 2 to test the fact that the x's and y's 
are contributed from the same sexed parents, i.e. the maternal and paternal 
contributions match. Hence R>2 favors the matching model while R<2 favors the 
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alternative model. For other possible model selection procedures that can be 
used here see Clayton et al (1986). 
6. Other calculations 
Sometimes it is of interest for purposes of identification to determine the 
fraction of a population within a rectangle about a measured allelic pair to 
estimate the chance that an individual chosen at random from the population will 
have the same maternal and paternal alleles as particular band pair (x,y). The 
probabilities are calculated assuming independence as 
or 
2 [Pr(x-a < X < x+a)] 
2[Pr(x-a < X < x+a)][Pr(y-b < Y < y+b)] 
for (X,Y) in a particular population, depending on whether the individual is a 
homozygote or a heterozygote. The probabilities such as Pr(x-a < X < x+a) are 
estimated by determining the relative frequency of all 2N observations on N 
individuals in the two intervals in existing data bands. However, in the cases 
where independence does not obtain this would not give correct probabilities. 
One would need to use a data bank exhibiting the pairs and calculate the 
relative frequency of the pairs in the two rectangles, allowing the first 
variate to be the maternal allele and the second the paternal allele for one 
rectangle and then reversing the variates for the second. 
7. Discussion 
The accuracy of the estimated value of the probability of a particular 
genotype at a certain locus will depend on whether the allele frequency 
distribution is normal as the bivariate normal distribution is assumed for the 
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distribution of (x,y). However, this may not be the case for some allele 
frequency distributions. Also, even if the distribution is reasonably normal 
the existing data banks may not be representative samples of the populations 
that users assume them to be. For example, the histograms of the allele 
frequency distributions for D14S1 allele and DXYS14 given in Baird et al (1989) 
appear somewhat skewed, whether this is due to mixtures of populations or 
nonnormality or the effect of measurement error or combinations thereof is 
presently not clear. Also, the histogram for the frequency distribution for 
allele D2S44 appears to have two humps. These situations should be dealt with 
caution. 
The probability of genotypes when more than two loci that are not 
independent are involved is not generated here due to the extreme difficulty in 
calculating the probability integrals in such cases. However, if loci which are 
independent can be used in identification of individuals this problem can be 
solved. Many probes for identifying loci with RFLP have been discovered 
although the frequency distributions of only a few have been .studied. Once data 
banks for many alleles are available the availability of independent loci should 
increase. However, for populations with heterogeneous subgroups the validity of 
the HW law will be rare. When deviations from normality are appreciable a 
simple non-parametric test to detect dependence can be used. One calculates the 
median of all the values in a data base, then finds the number of pairs both of 
whose members are above the median and similarly the number of those below the 
median. Under independence the relative frequency of pairs above should be 1/4 
and similarly below 1/4, while the rest, one of whose pairs is below and one 
above is 1/2. A simple x2 test should be adequate to detect dependence in this 
situation. 
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In situations where one is matching two specimens where independence is 
suspect but bivariate normality is adequate it would be desirable to have a data 
base which has replicate pairs of observations from an individual on a probe so 
that better estimates of the correlation could be obtained. Replicates on the 
specimens to be matched would also be helpful but usually this can only be done 
on one of the specimens in forensic cases. In such situations, the bivariate 
normal probability integrals where the intraclass correlation of a locus is 
considered could be used with much greater precision in the identification of 
individuals. 
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