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1  Einleitung
Die Untersuchung der Herzbewegung war eines der ersten Anwendungsfel-
der der medizinischen Ultraschalldiagnostik. Die Entwicklung des Aufnah-
meverfahrens ging dabei zur Abbildung immer höherer Dimensionen. Die
erste Ultraschalluntersuchungsmethode, das amplitude- (a-) mode-Verfah-
ren lieferte eindimensionale Signale und war noch kein bildgebendes Ver-
fahren. Bei diesem Verfahren wird die Amplitude der Rückstreuwelle
entlang eines festen Schallstrahls über die Laufzeit des Signals dargestellt.
Das Verfahren gibt Aufschluss über Wanddicke und Wandbewegung, die
der erfahrene Untersucher mit Hilfe seines anatomischen Wissens in einen
räumlichen Kontext einordnen muss.
Bei dem heute verbreiteten brilliance (b-) mode Untersuchungsverfahren
kann der Schallstrahl mechanisch oder elektronisch geschwenkt werden,
so dass man Schnittbildsequenzen aufnehmen kann. Auch bei diesem Ver-
fahren muss der Untersucher aus den verschiedenen Schnittbildebenen
mental die dreidimensionale Situation rekonstruieren.
Eine Erweiterung hin zu einem Verfahren zur Aufnahme von Volumina ist
die vierdimensionale Echokardiographie, bei der der Schallkopf drehbar
und damit die Aufnahmeebene schwenkbar ist. Das Verfahren ist ein
sequentielles tomographisches Aufnahmeverfahren, dass heißt ein Verfah-
ren, bei dem nacheinander zu verschiedenen Winkelstellungen Schnittbild-
sequenzen jeweils eines Herzschlags aufgenommen werden, aus denen off-
line Datenvolumina für verschiedene Zeitpunkte des Herzzyklus rekon-
struiert werden können.
Diagnostische Fragestellungen sind Form und Dynamik des Herzens, die
sich bei vielen Herzkrankheiten gegenüber dem gesunden Herzen ändern.
So ist zum Beispiel nach einem Herzinfarkt die Wandbewegung in der
Infarktregion, die häufig im linken Ventrikel liegt, reduziert. Erfolgte die
Auswertung der Bildsequenzen bei der b-mode Bildgebung noch durch eine
qualitativ-visuelle Beurteilung standardisierter Aufnahmeebenen, so
besteht bei den Volumensequenzen der Wunsch nach automatischer und
quantitativer Auswertung. Eine solche untersucherunabhängige Quantifi-
zierung ist besonders bei Vorsorgeuntersuchungen und bei der Überwa-
chung von medikamen-tösen Therapien von Bedeutung und soll hier1
helfen, reproduzierbare und genauere diagnostische Aussagen zu gewin-
nen.
Die meisten Infarkte betreffen den linken Ventrikel. Ein Maß für die schä-
digung des Herzmuskels ist die Verminderung der Kontraktion oder der
Wandverdickung. Da die Herzaußenwand, das Epikard, ihre Lage während
des Herzzyklus kaum ändert, genügt es, die Bewegung der Herzinnen-
wand, des Endokards, zu rekonstruieren.
Ein erster Ansatz zur Rekonstruktion der Herzbewegung ist die Rekon-
struktion der Endokardoberfläche für verschiedene Zeitpunkte des Herzzy-
klus. Zur Rekonstruktion von glatten Oberflächen aus
Volumendatensätzen ist in der Literatur das Modell der aktiven Konturen
bekannt, das die Oberflächenrekonstruktion als Suche nach einem Kom-
promiss zwischen Glattheit der Oberfläche und Nähe der Oberfläche zu
Kantenorten beschreibt.
Mathematisch wird die Glattheitheitsforderung durch einen Term einer
inneren Energie und die Forderung der Nähe zu den Kantenorten durch
einen Term einer Datenenergie, die der Summe von diskreten Federener-
gieen entspricht, beschrieben. Oberflächenrekon-struktion ist die Suche
nach einem Minmum der Gesamtenergie aus innerer und Datenenergie.
Der Term der inneren Energie einer aktiven Kontur entspricht der Deh-
nungs- und Biegeenergie einer elastischen Membran, das Minimum der
Gesamtenergie entspricht einem Gleichgewicht aus Daten- und Membran-
käften. Man spricht deshalb auch von einem pseudophysikalischen Modell. 
Bei der Anwendung aktiver Konturen auf die tomographisch akquirierten
Ultraschalldaten stellt sich das Problem, dass sich die Aufnahmeebenen
während der Aufnahmedauer von einigen Minuten gegeneinander bewe-
gen; es kommt zu Verschiebungsartefakten. Das übliche Verfahren, die
Verschiebungsparameter durch Korrelation der Einzelbilder zu bestim-
men, ist hier ungeeignet, weil die Bildinhalte in den benachbarten Aufnah-
meebenen nicht übereinstimmen, und weil das ultraschalltypische
Specklemuster zwischen den benachbarten Aufnahmeebenen nicht korre-
liert ist.  
Die Aufgabe, die Verschiebungsparameter zu bestimmen, und die Aufgabe
der Oberflächenrekonstruktion sind eng miteinander verknüpft. Einer-
seits beeinflussen die Verschiebungsparameter die Lage der Kantenorte im
Raum, anderseits kann die rekonstruierte Oberfläche als Referenz für die
Ausrichtung der Aufnahmeebenen dienen. Die mathematische Umsetzung
dieses Konzepts besagt, dass die Position der Kantenorte im Raum von der
Position der Kantenorte in den Aufnahmeebenen und von den Verschie-
bungsparametern der Oberfläche abhängt. Man erhält so zusätzliche
Modellfreiheitsgrade des pseudophysikalischen Systems, dessen innere
Energie und Datenenergie ansonsten unverändert bleiben.2
EINLEITUNGDie innere Energie der aktiven Oberflächen bzw. deren Minimierung
erzwingt ihre räumliche Glattheit der zu rekonstruierenden Oberfläche.
Eine weitere wichtige Eigenschaft der Bildsequenzen ist ihre Kontinuität
über die Zeit. Es stellt sich die Frage, wie man diese zeitliche Kontinuität
in das Energieminimierungskonzept der aktiven Konturen einbeziehen
kann und wie man die zeitabhängigen Konturen diskretisieren und die ent-
sprechenden Gleichgewichtsbedingungen, die hier keine anschaulich-
mechanische Interpretation mehr  besitzen, herleiten kann.
Die Bestimmung der Kantenorte der aktiven Konturen und aktiven Ober-
flächen wird durch die ultraschalltypischen Specklemuster gestört. Verfah-
ren zur lokalen Bewegungsbestimmung nutzen die Korrelation der
Specklemuster zwischen aufeinanderfolgenden Einzelbildern einer
Sequenz aus, indem sie die Muster über die Zeit verfolgen. Da die Verfol-
gung der Specklemuster rauschbehaftet ist, benötigen auch diese lokalen
Bewegungsschätzungen ein geeignetes Modell zur Glättung. Modelle zur
Bestimmung von Bewegungsvektorfeldern sind wie aktive Konturen und
aktive Oberflächen energieminimierende Modelle, die einen Kompromiss
zwischen einer glattheitsfordernden inneren Energie und einer die Mes-
sungen repräsentierenden Datenenergie suchen. Aus der Literatur
bekannte Terme der inneren Energie glätten die Bewegungsvektoren iso-
trop und führen so zu einem Verschmieren der Bewegungsvektorfelder. 
In der Literatur beschriebene Datenenergien für Geschwindigkeitsvektor-
felder beruhen auf der Erfüllung der Grauwerterhaltungsgleichung, deren
Minimum sich aber verschiebt, wenn unkorreliertes Rauschen wie Verstär-
kerrauschen der Bewegung überlagert wird. Ein rauschunempfindliches
Verfahren ist die Analyse des räumlich-zeitlichen Strukturtensors und sei-
ner Eigenwerte und Eigenvektoren. Dieses Verfahren erfordert aber eine
starre Unterscheidung zwischen einer orientierten Struktur, für die nur
eine Komponente der Geschwindigkeit angegeben werden kann und dem
Fall einer texturierten Region, für die beide Geschwindigkeitskomponen-
ten angegeben werden können. Diese Entscheidung benötigt Schwell-
werte, die willkürlich vorgegeben werden müssen. Hier stellt sich die
Aufgabe, aus den Eigenwerten und Eigenvektoren des Strukturtensors
einen Datenenergieterm anzugeben, der kontinuierlich von den texturier-
ten zu den orientierten Regionen übergeht, dessen Minimum rauschun-
empfindlich ist und dessen Qualitätsmaß mit zunehmendem Rauschen
abnimmt.
Ein weiteres Problem des Aufnahmeverfahrens ist die Unterabtastung der
Specklebewegung, das heißt ein Geschwindigkeitsfilter, das auf die auftre-
tenden Maximalgeschwindigkeiten abgestimmt ist, glättet über die Korn-
größe der Speckles hinweg. Hier muss eine coarse-to-fine Strategie
entwickelt werden, bei der Geschwindigkeiten mit geringerer Genauigkeit
in einer gröberen Auflösungsstufe bestimmt werden, die Sequenz lokal um3
diese Geschwindigkeiten verschoben wird und anschließend Differenzge-
schwindigkeiten auf einer feineren Auflösungsstufe mit einer größeren
Genauigkeit berechnet werden können.
Die Bestimmung der Geschwindigkeitsvektorfelder und der zeitabhängigen
Konturen hängen unmittelbar zusammen, wenn man davon ausgeht, das
die Geschwindigkeitsmessungen den zeitlichen Ableitungen des Kontur-
verlaufs entsprechen sollen. Es zeigt sich jedoch (Kapitel 7), dass die Inte-
gration ortsabhängiger und geschwindigkeitsabhängiger Datenenergie-
terme in eine Gesamtenergiefunktion instabil ist. Getrennte Daten- und
innere Energien für das Bewegungsvektorfeld und die zeitabhängige Kon-
tur erweisen sich als stabil und lösen das Problem der Verfolgung einzelner
Konturpunkte über die Sequenz.
Der vorliegende Beitrag ist folgendermaßen gegliedert: In Kapitel 2 werden
die unterschiedlichen Fragestellungen bei der Bildgebung des Herzens
beschrieben, und es wird eine Einordnung der vierdimensionalen tomogra-
phischen Echokardiographie gegeben. In Kapitel 3 wird der Stand der
pseudophysikalischen Modelle zur Rekonstruktion von Konturen und
Oberflächen und Methoden zu ihrer Diskretisierung mit finiten Differen-
zen und finiten Elementen beschrieben. In Kapitel 4 wird gezeigt, wie man
die Bestimmung und Korrektur der Verschiebungsparameter und die
Oberflächenrekonstruktion mit einem integrierten pseudophysikalischen
Modell beschreiben kann. Kapitel 5 bringt die Erweiterung des Konzepts
energieminimierender Konturen und Oberflächen auf zeitabhängige Kon-
turen und Oberflächen und zeigt, wie man bei der Annahme konstanter
Verschiebungsparameter für eine Schnittbildsequenz das in Kapitel 4 ent-
wickelte Konzept der Integration von Verschiebungskorrektur und Ober-
flächenrekonstruktion auf zeitabhängige Oberflächen erweitern kann.
Kapitel 6 behandelt das Problem der lokalen Bewegungsbestimmung und
zeigt, wie man einen Datenenergieterm für lokale Geschwindigkeitsschät-
zungen aufstellen kann. Kapitel 7 bringt die Konzepte der lokalen
Geschwindigkeitsschätzungen und der zeitabhängigen Konturen zusam-
men und zeigt, wie man Geschwindigkeitsvektorfelder glätten und Kontur-
punkte über den Herzzyklus verfolgen kann.4
2  Bildgebung des Herzens
Bildgebungsverfahren unterscheiden sich nach der verwendeten Strah-
lungsart und der Anzahl der abgebildeten Dimensionen. Bezüglich ihrer
klinischen Bedeutung kann es sich um eine anatomische oder um eine
funktionelle Bildgebung handeln [Ach98b]. Funktionelle Bildgebung des
Herzens bedeutet Abbildung von Durchblutung, Metabolismus und Wand-
bewegung. Um die hier näher behandelte vierdimensionale tomographische
Echokardiographie einzuordnen, soll im Folgenden zunächst ein Überblick
über die in der Herzdiagnostik eingesetzten bildgebenden Verfahren gege-
ben werden.
2.0.1  Röntgen-Koronarangiographie
Zur Abbildung des Herzens durch Röntgenstrahlung ist die Injektion von
Kontrastmitteln erforderlich. Sie ermöglicht eine Abschätzung der Ejek-
tionsfraktion sowie die Untersuchung der Dichtigkeit der Herzklappen und
der Durchblutung der Herzkranzgefäße. Letzteres Verfahren nennt man
Röntgenkoronarangiographie. Das Aufnahmeverfahren ist invasiv, da der
Patient zur Injektion des Kontrastmittels katheterisiert werden muss. Das
Verfahren erfordert die Aufnahme von Sequenzen von Röntgenbildern in
mehreren während der Untersuchung einzustellenden Ebenen. Da für eine
Untersuchung eine große Anzahl von Röntgenbildern aufgenommen wer-
den muss, ist die Untersuchung mit einer grossen Strahlenbelastung für
den Patienten verbunden. Das Verfahren liefert qualitative Aussagen über
Koronarstatus und regionale Wandbewegung des Herzens. Wegen der
hohen Ortsauflösung und dem guten Kontrast der Röntgenbildgebung wird
das Verfahren trotz seiner Invasivität und der hohen Strahlenbelastung
bei entsprechender Indikation in der klinischen Routine häufig eingesetzt.
2.0.2  Vierdimensionale Computertomographie
In der anatomischen Bildgebung wird die Röntgen-Computertomographie
(Röntgen-CT) zur Rekonstruktion von Schnittbildern und Volumendaten
eingesetzt. Die Erweiterung zu einem Aufnahmeverfahren für Volumense-
quenzen basiert auf einer mechanischen Bewegung von Quelle und Detek-5
tor, die der zeitlichen Auflösung Grenzen setzt [Ach98b]. In der klinischen
Bildgebung der Herzens ist die gegenüber der dreidimensionalen Compu-
tertomographie nochmals erhöhte Strahlenbelastung problematisch. Als
Modellverfahren zur Untersuchung der Herzwandbewegung wurde das
Verfahren allerdings in Tierversuchen eingesetzt [Ter94]. Die Vorteile des
Untersuchungsverfahrens liegen in der hohen räumlichen Auflösung sowie
in dem hohen Kontrast. Terzopoulos [Ter94] hat dieses Verfahren als
Datenquelle zur Evaluation von Algorithmen zur dynamischen Oberflä-
chenrekonstruktion verwendet.
2.0.3  Positronen-Emissions-Tomographie
Zur Abbildung des Metabolismus wird die Positronen-Emissions-Tomogra-
phie eingesetzt [Ach98b].. Dieses funktionelle Verfahren liefert einen
unmittelbaren Einblick in die Stoffwechselvorgänge des Herzens. Nachteile
des Verfahrens sind die geringe räumliche Auflösung und die auftretenden
Bewegungsartefakte. Die Kosten für die Bereitstellung der Radiopharmaka
und die apparative Ausstattung sind hoch. Wegen der Möglichkeit, eine
quantitative ortsaufgelöste Abbildung von Stoffwechselprozessen zu erhal-
ten, wird das Verfahren dennoch bei entsprechender Indikation in speziali-
sierten Herzzentren routinemäßig eingesetzt.
2.0.4  Magnetresonanz-Tomographie
Als Verfahren mit hohem Weichteilkontrast kommt die Magnetresonanz-
Bildgebung des Herzens ohne die Gabe von Kontrastmitteln aus [Cho93]
[Ach98b]. Zu diesem Vorteil kommen die geringe Strahlenbelastung und
eine verglichen z.B. mit der Positronen-Emissions-Tomographie gute räum-
liche Auflösung hinzu. Dies und eine zunehmend verbesserte zeitliche
Dynamik erschließen der Magnetresonanzbildgebung immer neue Anwen-
dungsbereiche, zu denen auch die Bildgebung des Herzens gehört. Ein
besonderer Vorteil des Untersuchungsverfahrens liegt darin, dass mit
einer einzigen Untersuchung Aussagen über Anatomie, Metabolismus und
Wandbewegung gewonnen werden können. Die Wandbewegung bestimmt
man dadurch, dass der Magnetisierung ein Muster aufgeprägt wird, das als
nicht-invasiver Marker dient und über einen Herzzyklus verfolgt werden
kann [Kum94] [O’Don95] [You92]. Ein Vorteil gegenüber der ultraschallba-
sierten Wandbewegungsanalyse liegt darin, dass auch eine Komponente
der Wandbewegung entlang der Wand bestimmt werden kann. Nachteile
sind die gegenüber der Ultraschallbildgebung geringere räumliche und
zeitliche Auflösung und die geringe Mobilität des Verfahrens, die z.B. die
Untersuchung von Intensivpatienten ausschließt. Bei Herzschrittmacher-6
BILDGEBUNG DES HERZENSpatienten ist das Verfahren wegen der auftretenden hochfrequenten elek-
tromagnetischen Felder kontraindiziert.
2.1  Bildgebung des Herzens mittels Ultraschall
Die Untersuchung der Herzbewegung mit Ultraschall, die Echokardiogra-
phie, ist nicht-invasiv, kommt ohne Strahlenbelastung aus und erfordert
einen verhältnismäßig geringen apparativen Aufwand. Technische Vorteile
sind die gute räumliche und zeitliche Auflösung. Man kann zwischen zwei-
und dreidimensionaler Bildgebung sowie zwischen transthorakalen und
transösophagealen Aufnahmefenstern unterscheiden. 
Bei transthorakalen Aufnahmefenstern erfolgt die Anschallung des Her-
zens vom Brustkorb aus durch ein Schallfenster zwischen den Rippen. Ein
Vorteil dieser Untersuchungsart ist die geringe Belastung für den Patien-
ten und die einfache Durchführbarkeit der Untersuchung. Nachteile sind
die eingeschränkte Wahlmöglichkeit der Aufnahmeebene bei zweidimen-
sionalen Verfahren und die fehlende Möglichkeit, die Herzspitze, den Apex,
abzubilden. Ein weiterer Nachteil liegt darin, dass durch das zwischen
Transducer und Herz liegende Gewebe die Abbildungsqualität einge-
schränkt wird.
Bei dem transösophagealen Verfahren wird die Ultraschallsonde in die
Speiseröhre (Ösophagus) eingeführt und die Anschallung des Herzens
erfolgt von der Speiseröhre aus. Damit der Patient die Sonde schlucken
kann, muss eine lokale Rachenanästhesie durchgeführt werden. Um die
Belastung des Patienten zu reduzieren, wird häufig ein Beruhigungsmittel
verabreicht. Ein Vorteil dieser Aufnahmeposition ist die Nähe des Trans-
ducers zum Herzen, mit der grundsätzlich eine höhere Abbildungsqualität
als bei transthorakalem Herzfenster erzielt werden kann. Das Fehlen stö-
renden Gewebes zwischen Transducer und Herz bedeutet außerdem eine
größere Freiheit bei der Wahl der Aufnahmeebene verbunden mit der Mög-
lichkeit, das gesamte Herz einschließlich der Herzspitze abzubilden.
Bislang werden in der klinischen Routine vor allem zweidimensionale Ver-
fahren eingesetzt. Die Zuordnung eines Punktes in der Aufnahmeebene zu
einem bestimmten Ort im Herzen erfolgt anhand standardisierter Schnitt-
ebenen, die durch markante Punkte gefunden werden. Die Beurteilung der
Bewegung erfolgt qualitativ-visuell durch den Untersucher. Die Herzbewe-
gung wird dabei in jedem Schnittbild in sechs Areale eingeteilt, die als
normo-, hypo-, a- oder dyskinetisch entsprechend normaler, verminderter,
keiner oder gegensinniger Bewegung klassifiziert werden. Die Ortsauflö-
sung ist dabei durch die geringe Anzahl standardisierter Schnittebenen
und Areale eingeschränkt. Zudem schränkt die subjektiv-qualitative Beur-7
teilung durch ihre grobe Klassifikation die Reproduzierbarkeit ein. Sie ist
mit einer Variabilität des Untersuchungsergebnisses verschiedener Unter-
sucher (Inter-Observer-Variabilität) und desselben Untersuchers zu ver-
schiedenen Zeitpunkten (Intra-Observer-Variabilität) verbunden.
Eine quantitative, reproduzierbare Auswertung erfordert dreidimensionale
Abbildungsverfahren und eine automatisierte Rekonstruktion der Herz-
wand. 
Dreidimensionale Untersuchungsverfahren kann man in tomographische
und simultane Aufnahmeverfahren einteilen. Bei dem simultanen Aufnah-
meverfahren ist der Transducer als zweidimensionales Array ausgebildet,
mit dem der Schallstrahl in beliebige Richtungen gerichtet werden kann.
Zu jedem Zeitpunkt des Herzzyklus, der abgetastet wird, wird ein gesamtes
Datenvolumen aufgenommen. 
Durch die kurze Aufnahmezeit werden Bewegungsartefakte minimiert.
Klinisch verfügbare Geräte liefern allerdings bislang eine deutlich schlech-
tere Abbildungsqualität als zweidimensionale Verfahren. Außerdem
ermöglichen die Abmessungen des Transducers derzeit ausschließlich den
Zugang vom transthorakalen Schallfenster aus. Bei transthorakaler
Anschallung ist aber die Abbildungsqualität grundsätzlich schlechter als
bei transösophagealer Anschallung, s.o. 
2.0.1  Tomographisches Aufnahmeverfahren
Eine Alternative zur simultanen Aufnahme des gesamten Datenvolumens
stellt die serielle tomographische Akquisition von zweidimensionalen
Schnittbildsequenzen dar [Bel93] [Vog96]. Sie wird wegen der relativ stabi-
len Lage der Transducersonde in der Speiseröhre vor allem bei transöso-
phagealer Anschallung durchgeführt. Bei dem Verfahren wird das zu
untersuchende Volumen mit Schnittbildebenen abgetastet und für jede der
Schnittbildebenen nacheinander jeweils eine Bildsequenz eines Herz-
schlags aufgenommen. Durch Umsortieren der Schnittbilder erhält man
für jeden Zeitpunkt des Herzzyklus einen Datensatz, aus dem abhängig
von der Aufnahmegeometrie ein Datenvolumen rekonstruiert werden kann
(Abb. 2-2).
Verschiedene Aufnahmegeometrien sind untersucht worden: die Verschie-
bung der Aufnahmeebene durch Rückzug des Transducers, das Schwenken
der Aufnahmeebene senkrecht zur Ebene und das Schwenken der Aufnah-
meebene um ihre Mittelachse. Letztere hat sich in der klinischen Routine
durchgesetzt. Mit diesem Verfahren wird ein kegelförmiges Volumen auf-
genommen. 8
BILDGEBUNG DES HERZENS 
Zur Synchronisation mit der Herzfrequenz wird die Aufnahme einer
Schnittbildsequenz eines Herzschlagzyklus auf die R-Zacke des EKG-
Signals getriggert.
 Abb. 2-1: Aufnahmegeometrie der tomographischen 3D-TEE 
(Fa. Tomtec, München)
 Abb. 2-2: EKG-Triggerung und Volumenrekonstruktion 
(Fa. Tomtec, München)9
Zusätzlich muss der Untersucher ein Toleranzfenster für den Abstand zwi-
schen zwei R-Zacken vorgeben (Herzfrequenzgating). 
Über die EKG-Elektroden wird außerdem ein Signal für die Thoraximpe-
danz abgeleitet, das ein Maß für die Atemlage liefert. Durch die Wahl des
Impedanzfensters kann man die Aufnahme auf den ausgeatmeten Thorax
beschränken (Respirationsgating) (Abb. 2-3).
Die gesamte Akquisition eines 4D-Datensatzes dauert einige Minuten,
abhängig davon, wieviele Herzschläge pro Minute in das eingestellte Fre-
quenzfenster gefallen sind. Ein Problem des Aufnahmeverfahrens sind
Bewegungsartefakte, die durch unwillkürliche Bewegungen des Patienten
während der Aufnahme sowie durch die Toleranzfenster bei Atemlage und
Pulsfrequenz entstehen. Sie führen zu Verdrehungen und Verschiebungen
der Aufnahmeebenen gegenüber den idealen Aufnahmepositionen.
 Abb. 2-4: EKG-Triggerung, Respirationsgating10
3  Aktive Konturen und aktive Oberflächen
Die Aufgabe, die Herzbewegung zu analysieren, besteht entweder in der
Rekonstruktion von Bewegungsvektoren zur Beschreibung von lokaler
Bewegung oder in der Rekonstruktion von Oberflächen, aus denen Bewe-
gungsparameter abgeleitet werden.
Die in dieser Arbeit entwickelten Oberflächenmodelle beruhen darauf, das
man Energiefunktionen aufstellt und nach deren Minimum sucht. Energie-
minimierende Modelle zur Segmentierung gehen zurück auf die von Kass
[Kas88] vorgeschlagenen aktiven Konturen [Coh92a] [Bla98]. Um die Phi-
losophie der Energieminimierungsprinzipien und die Ableitung von Diffe-
rentialgleichungen und ihre Diskretisierung aufzuzeigen und wegen ihrer
historischen Bedeutung, soll das folgende Kapitel dem Modell der aktiven
Konturen gewidmet werden.
Mit der Einführung von Energieminimierungsprinzipien zur Lösung von
Konturerkennungsproblemen löst sich Kass von dem älteren Paradigma
der Konturerkennung als Bottom-up-Prozess, bei dem Linien und Ecken in
einem Vorverarbeitungsschritt erkannt und in anschließenden Schritten
zu Objektkonturen verbunden werden. Dieses „edge-linking“-Verfahren hat
den Nachteil, dass Fehler in einem Vorverarbeitungsschritt in den nachfol-
genden Bearbeitungsschritten nicht mehr korrigiert werden können.
Damit wird es sensibel gegenüber Fehlern in den vorverarbeitenden Schrit-
ten. Um dies zu vermeiden  führt Kass zur Stabilisierung der Konturerken-
nung Vorwissen in den Konturerkennungsprozess ein, indem er eine
sogenannte Modellenergie aufstellt. Modellwissen wurde zuvor durch para-
metrische Modelle repräsentiert, die die Objektrekonstruktion durch Ein-
schränkung der Modellfreiheitsgrade stabilisieren wie z.B. bei der Hough-
Transformation. Energieminimierende Modelle besitzen eine größere
Anzahl von Freiheitsgraden und ermöglichen dadurch eine größere Variati-
onsbreite der zu rekonstruierenden Objekte. Die Stabilisierung beruht hier
darauf, dass die Modellfreiheitsgrade nicht unabhängig voneinander sind,
sondern durch die Modellenergie aneinander gekoppelt werden. 
Die größere Flexibilität gegenüber den parametrischen Modellen und die
größere Stabilität gegenüber den „edge-linking“-Verfahren wird damit
erkauft, dass entweder manuell oder durch einen Vorverarbeitungsschritt
eine Initialkontur zur Verfügung gestellt werden muss. Das ist erforder-
lich, da der Algorithmus der aktiven Konturen nach einem lokalen Ener-11
gieminimum sucht und Startwerte für diese iterative Minimum-Suche
benötigt.
3.1  Konturerkennung als Energieminimierung
Das Konzept der aktiven Konturen beruht auf der Aufstellung einer Kon-
turenergie, die zusammengesetzt ist aus einer Modellenergie zur Repräsen-
tation des Vorwissens über die Kontur, und einer Datenenergie, die das
Wissen aus den Messungen repräsentiert. Das Problem der Konturerken-
nung wird abgebildet auf das Problem, ein lokales Minimum der Kontur-
energie zu finden. Dieses Minimum stellt einen Kompromiss dar zwischen
dem Modellwissen und dem Wissen aus den Messungen. 
Das Konzept der Modellierung des Vorwissens durch eine Modellenergie ist
sehr flexibel. So kann z.B. durch einen Ähnlichkeitsterm zwischen Kontu-
ren in Bildpaaren die Konturerkennung in Stereobildern stabilisiert wer-
den ([Kas88]) oder durch einen Symmetrieterm die Symmetrie des zu
rekonstruierenden Objekts erzwungen werden ([Kas88]).
Das Modell der aktiven Konturen beruht auf der Repräsentation der Kon-
tur durch eine parametrisierte Kurve:
 (3-1)
Entsprechend der Konvention in [Dha84] werden im Folgenden Spalten-
vektoren in geschweiften Klammern, Zeilenvektoren in spitzen Klammern
und Matrizen in eckigen Klammern dargestellt. 
Die Kontur ist auf einem bestimmten Intervall  definiert, z.B. .
Dieser Kontur wird eine Energiedichte   einer Dehnungsenergie
und eine Energiedichte  einer Biegungsenergie entsprechend
einer inneren Energiedichte
  (3-2)
zugeordnet, dabei beschreibt  die Dehnungssteiffigkeit und  die Biege-
steiffigkeit. Die innere Energie bestraft Dehnungen und Krümmungen der
Kontur, d.h. sie ist grösser für eine lange, gekrümmte Kontur und bei gege-
benen Randpunkten  und  minimal für eine Gerade. 
Um die Ähnlichkeit der Kontur mit einem im Bild bestimmten Merkmal zu
beschreiben, definiert man eine Merkmals- oder Datenenergie . Zur
Definition dieser Merkmalsenergie gibt es im wesentlichen folgende Strate-
gien: 
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHEN• Man bestimmt aus dem Datenfeld, z.B. dem Grauwertbild  ein
Merkmalsbild  z.B. ein Kantenbild  und setzt dieses in eine
Dichte der äußeren potentiellen Energie oder Datenenergiedichte
 um.
• Man nutzt das durch die Initialkontur gegebene Vorwissen und
sucht1 senkrecht zu der Initialkontur, ausgehend von Punkten
, nach  Datenpunkten , d.h. nach ausgeprägten Minima des
Kantenbildes in Suchrichtung. Die Merkmalsenergiedichte  wird
dann über den euklidischen Abstand zwischen Konturpunkten und
den Datenpunkten (engl. data points) definiert: 
 (3-3)
Diese Merkmals- oder Datenenergiedichte (engl. feature energy oder data
energy) kann man sich anschaulich als Summe von Energieen diskreter
Federn vorstellen, die die Konturpunkte mit den Datenpunkten verbinden. 
Die Bestimmung der Merkmalsenergiedichte über ein Merkmalsbild hat
den Vorteil, dass sie in einen Vorverarbeitungsschritt verlegt werden kann. 
Bei der Suche nach Datenpunkten senkrecht zu der Initialkontur kann
man dagegen gezielt nach Kanten suchen, die parallel zu der Initialkontur
liegen, indem man z.B. mit einem anisotropen Faltungskern entlang der
Suchrichtung differenziert und in Querrichtung glättet. Man gelangt so zu
einer weniger verrauschten Kanteninformation. Ein weiterer Vorteil des
Verfahrens der Definition einer Merkmalsenergie über Datenpunkte ist die
größere Reichweite des Potentials, durch die die Anforderungen an den
Startwert des Algorithmus, die Initialkontur, sich verringern.
Die zu minimierende Konturenergie  ergibt sich aus dem Kurveninte-
gral über Merkmalsenergiedichte und Modellenergiedichte:
 (3-4)
1. Die Suchweite muss dabei sinnvoll begrenzt werden.
g x( )
g x( )∇
εd x( ) g x( )∇–=
x si( ) xdi
εd
εd x si( )( )
1
2
--a x si( ) xdi–( )
2
=
Eges
Eges εi x s( )( ) εd x s( )( )+ sd
Ω
=
1 2⁄ α ∂s x s( )( )( )
2 β ∂2s2 x s( )( )( )
2
+( ) εd x s( )( )+ sd
Ω
=13
Im Minimum der Gesamtenergie verschwindet ihre Variation ([Gol91]).
Mit Hilfe des Variationsprinzips kann man eine Differentialgleichung her-
leiten, deren Erfüllung äquivalent mit dem Verschwinden der Variation
der entsprechenden Energiefunktion ist ([Gol91]), die sogenannte Euler-
Lagrangesche Differentialgleichung ([Gol91], [Coh91]):
 (3-5)
Sie muss in einem Minimum der Gesamtenergiefunktion auf dem Kontur-
verlauf erfüllt sein. Gleichung (3-5) entspricht der Gleichgewichtsbedin-
gung einer elastischen Kontur unter dem Einfluss eines Kraftfeldes
. Man spricht daher auch von einer Merkmalskraft. Wegen
der Analogie zu Objekten der realen physikalischen Welt nennt man die
Modelle der aktiven Konturen auch pseudophysikalische Modelle.
Um die Differentialgleichung (3-5) numerisch zu lösen, muss man die
Funktion der Kontur  diskretisieren. Das kann mit der Methode der
finiten Differenzen [Kas88] oder mit der Methode der finiten Elemente
[Coh92] geschehen. Diese beiden Verfahren sollen im Folgenden einander
gegenübergestellt werden. 
3.1.1  Diskretisierung mit finiten Differenzen
Bei einer Diskretisierung mit finiten Differenzen wird das Intervall ,
über das der Laufindex s definiert ist, an n äquidistanten Punkten
 abgetastet. Der Konturverlauf wird dann durch zwei Vektoren
der Konturpunkte
 ;     (3-6)
beschrieben. Der Differentialoperator  wird durch einen symmetrischen
Differenzenoperator approximiert:
 (3-7)
 
Die Anwendung dieses Differenzenoperators entspricht einer diskreten
eindimensionalen Faltung der Vektoren  bzw.  mit dem Faltungs-
kern . Die Differentialoperatoren höherer Ordnung werden
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHENdurch die entsprechend mehrfache Anwendung des Differenzenoperators
approximiert:
Die Anwendung dieser Faltungsoperatoren auf die Konturpunktvektoren
kann als Matrixmultiplikation geschrieben werden:
 =: 
Die Diskretisierung der Merkmalskräfte  erfolgt bei den Merk-
malsenergiedichten, die aus einem Merkmalsbild berechnet werden, durch
Anwendung von diskreten Differentiationsoperatoren auf das Kantenbild
 und Interpolation der Werte an den Konturpunkten .
Bei einer aus den Kantenorten abgeleiteten Merkmalsenergiedichte kann
man die Differentiation analytisch ausführen und erhält Merkmalskräfte,
die von den Konturpunkten in Richtung der Datenorte weisen:
. Die Merkmalskräfte an den Konturpunkten können
zu Kraftvektoren
;    (3-8)
zusammengefasst werden. Durch die Diskretisierung der Differentiations-
operatoren und der Merkmalskräfte wird die Euler-Lagrangesche Differen-
tialgleichung in Matrixgleichungen überführt:
 (3-9)
Die Gleichungen sind dadurch aneinander gekoppelt, dass die Merkmals-
kräfte in demselben Bild berechnet werden. Im Folgenden soll stellvertre-
tend für beide Gleichungen  geschrieben werden.
Im Minimum der Konturenergie gilt . Die Multiplikation
mit der Matrix  ist die Faltung mit einem diskreten Hochpass, die Mul-
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tiplikation mit  entspricht daher qualitativ einer Tiefpassoperation,
also einer Glättung der Merkmalskräfte.
Die Gleichung (3-9) liefert eine Bedingung, die im Minimum der Kontur-
energie erfüllt sein muss, aber noch keine Vorschrift für das Auffinden die-
ses Minimums. Diese erhält man, indem man die Kontur iterativ in
Richtung des negativen Gradienten der Gesamtenergie verschiebt. Die Ite-
rationsvorschrift für diesen ’Gradienten-Abstiegs-Algorithmus’ lautet:
.  (3-10)
l bezeichnet hier den Iterationsschritt. Da der Vektor der Merkmalskräfte
 zum Iterationsschritt l von dem Konturpunktvektor  abhängt, der
ja erst neu berechnet werden soll, muss  durch die Merkmalskraft des
letzten Iterationsschrittes approximiert werden. Man erhält so eine Vor-
schrift zur Berechnung des aktuellen Konturpunktvektors zum Iterations-
schritt l:
 (3-11)
Die Iteration kann abgebrochen werden, wenn das Maximum der Differenz
 unter eine bestimmte Schwelle fällt.
Anschaulich ist die Entwicklung der Kontur eine durch das Tiefpassfilter
 geglättete Bewegung in Richtung der Merkmalskraft. Die
Schrittweite ist durch die Merkmalskraft und die Schrittweite  des Gradi-
enten-Abstiegs-Algorithmus gegeben. Die Stärke der Merkmalskraft muss
so gewählt werden, dass die Merkmalsenergie die gleiche Grössenordnung
wie die Modellenergie hat. Die Schrittweite soll klein genug sein, so dass
die Kontur nicht über Minima der Konturenergie hinwegläuft, also in der
Grössenordnung von wenigen Pixeln liegen. Aus diesen beiden Forderun-
gen ergibt sich die Größe der  Schrittweite .
Die Definition der inneren Energie als Glattheitsterm wie in Gleichung (3-
2) hat den Nachteil, dass das Minimum der Modellenergie bei festen Rand-
bedingungen eine Gerade und bei zyklischen Randbedingungen einen
Punkt ergibt, d.h. bei einer Plazierung der Initialkontur in zu großem
Abstand von der Kantenorten wird sich die Kontur zu diesem Minimum
der Modellenergie zusammenziehen. Dieser Effekt kann vermieden wer-
den, wenn man zusätzliches Vorwissen in Form einer zu erwartenden Lage
der Kontur einbringen kann. Das ist zum Beispiel im Fall der Endokard-
kontur gegeben, von der man weiß, dass die Kontur in erster Näherung die
Form einer Halbellipse hat, deren Halbachsen bestimmte Werte nicht
unterschreiten. Die Modellenergie  kann dann als Energie der Abwei-
chung von diesem Erwartungswert  angegeben werden:
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHEN (3-12)
oder diskretisiert:
 (3-13)
Im Falle der aus den Datenorten abgeleiteten Merkmalsenergie 
lässt sich nun der Konturpunktvektor mit minimaler Konturenergie
 unmittelbar angeben ([Blak98]):
  (3-14)
Das sieht man, wenn man die Gesamtenergie als
 (3-15)
mit einer von  unabhängigen Konstanten c schreibt. Formel (3-14)
macht klar, dass die Kontur minimaler Energie  ein gewichtetes Mittel
aus der das Vorwissen repräsentierenden Kontur  und der die Mes-
sungen repräsentierenden Kontur  ist.
Die Diskretisierung mit finiten Differenzen hat den Vorteil einer einfachen
Implementierung. Dem stehen allerdings einige Nachteile gegenüber:
• Wenn die Länge der Initialkontur und die Länge der Gleichge-
wichtskontur sich stark unterscheiden, ist während der Iterations-
zeit eine Reparametrisierung der Kontur, dass heißt eine
Überabtastung der Kontur erforderlich.
• Um zu verhindern, dass die Kontur über Minima der Gesamtener-
gie hinwegläuft, ist eine starke Überabtastung der Kontur von
einigen Konturpunkten pro Pixel erforderlich. Seshalb müssen im
Vergleich mit der unten diskutierten Diskretisierung mit finiten
Elementen größere Konturpunktvektoren gewählt werden.
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• Die Genauigkeit der Approximation von Ableitungen, die zur
Berechnung von Krümmungen oder Normalen benötigt werden,
durch finite Differenzen ist eingeschränkt.
Aus diesen Gründen ist eine stückweise kontinuierliche Approximation,
wie sie die finiten Elemente liefern, zu bevorzugen.
3.1.2  Diskretisierung mit finiten Elementen
Die Approximation mit finiten Elementen ist eine stückweise polynominale
Approximation. Das Intervall , auf dem der Laufindex s der Kontur 
definiert ist, wird dazu in I  Unterintervalle  aufge-
teilt, über denen der Konturverlauf jeweils durch ein Polynom, z.B. ein
kubisches Polynom definiert ist:
für . Der gesamte Konturverlauf, der durch I Poly-
nome angenähert wird, wird so durch I Vektoren  von poly-
nominalen Entwicklungskoeffizienten angegeben. 
Die stückweise polynominale Entwicklung besitzt noch nicht die
gewünschte Eigenschaft der Stetigkeit an den Grenzen der Unterinter-
valle. Diese erhält man, wenn man den Konturverlauf nach Polynomen
entwickelt, bei denen nur eine der Größen  von
Null verschieden ist. Für  sind das die polynominalen
Basisfunktionen des Intervalls (Abb. 3-1):
, ,
 , 1
Die entsprechenden Basisfunktionen für andere Intervallgrenzen 
erhält man durch Dehnung bzw. Stauchung und Verschiebung dieser
Basisfunktionen. Die Approximation
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHEN  (3-16)
hat die Eigenschaft . Das
heißt, die Werte der Funktion und ihre Ableitungen an den Intervallgren-
zen legen den Funktionsverlauf innerhalb des Intervalls eindeutig fest. 
Hier wird klar, warum kubische Polynome verwendet wurden: die vier
Freiheitsgrade der beiden Funktionswerte und der beiden ersten Ableitun-
gen an den Intervallgrenzen entsprechen den vier Entwicklungskoeffizien-
ten des kubischen Polynoms.
Die gewünschte Eigenschaft der -Stetigkeit an den Intervallgrenzen
ergibt sich, wenn die Basisfunktionen  der Intervalle  und
 zu stückweise polynominalen Basisfunktionen  der Intervall-
grenze i, den sogenannten Formfunktionen, so zusammenfaßt werden, dass
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 Abb. 3-1: Die auf dem Intervall [si, si+1] definierten 
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die  an der Intervallgrenze -stetig sind. (Abb. 3-2). Der gesamte
Funktionsverlauf über das Intervall  kann dann durch die Werte ,
 an den Intervallgrenzen, den Knoten  ( ) vorgegeben wer-
den, wenn man diese als Gewichtsfaktoren der entsprechenden Formfunk-
tionen auffasst. 
Formal kann man die Approximation beschreiben, indem man die Form-
funktionen zu einem Zeilenvektor  zusammenfasst, die Entwick-
lungskoeffizienten  und  zu einem Spaltenvektor
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHENzusamenfasst. 
Die gewichtete Überlagerung der Formfunktionen drückt man durch eine
Vektormultiplikation aus:
 (3-17)
Die Entwicklungskoeffizienten  und  nennt man Knotenvaria-
blen. Formal werden in Gleichung (3-17) an einem durch s bezeichneten
Kurvenpunkt 2I Basisfunktionen überlagert, von denen aber nur die zu
den benachbarten Intervallgrenzen gehörenden nicht verschwinden. Diese
werden bei der Berechnung eines Funktionswerts  tatsächlich ausge-
wertet.
Durch die 2I Stetigkeitsbedingungen an den Intervallgrenzen wird die Zahl
der Konturfreiheitsgrade von 4I auf 2I reduziert.
Ableitungen der Kontur können auf den Formfunktionen ausgeführt wer-
den:
In Kapitel 3.1.1 wurde gezeigt, wie die Euler-Lagrangesche Differential-
gleichung durch eine diskrete Repräsentation der Kontur und der Differen-
tialoperatoren in eine numerisch lösbare Differentialgleichung übergeführt
wird.
Die Approximation mit finiten Elementen stellt eine alternative diskrete
Repräsentation der Kontur dar. Es stellt sich die Frage, wie man die Euler-
Lagrangesche Differentialgleichung (3-5) mit Hilfe dieser Repräsentation
in eine numerisch lösbare Matrixgleichung überführt. Dies geschieht,
indem man fordert, dass der Diskretisierungsfehler
orthogonal zu dem durch die Formfunktionen  aufgespannten
Lösungsraum ist [Dha84], [Schw91], [Zien84]:
Dieses Verfahren nennt man die Methode der gewichteten Residuen
([Dha84], [Schw91], [Zien84]). Man erhält so viele Bedingungen, wie Form-
funktionen, d.h. auch so viele Bedingungen wie unbekannte Knotenvaria-
blen. Wie schon bei der Diskretisierung mit finiten Differenzen sind nur die
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Gleichungen für die x-Komponente angeschrieben, die Gleichungen für die
y-Komponente sind analog dazu. 
Setzt man die Approximation  ein, so ergibt sich:
 =:  (3-18)
Die Projektion der Merkmalskräfte  auf die Formfunktionen 
nennt man verallgemeinerte Merkmalskräfte. Hält man den Rand des
Intervalls  fest, so kann man den ersten Term der Gleichung (3-18) durch
partielle Integration vereinfachen:
 =:   (3-19)
Mit der symmetrischen Systemmatrix  ergibt sich so die Diskretisie-
rung der Euler-Lagrange’schen Gleichgewichtsbedingung zu
. 
Eine Alternative zur Herleitung einer diskreten Gleichgewichtsbedingung
aus der Euler-Lagrange’schen Differentialgleichung beruht auf dem Ein-
setzen der Finite-Elemente-Approximation der Kontur in die Energiefunk-
tion (3-4) und die Herleitung der Gleichgewichtsbedingung der
approximierten Kontur in Abhängigkeit von den Knotenvariablen:
Das Verschwinden der Variation der Gesamtenergie  für
beliebige Variationen der Knotenvariablen  führt auf die Gleichge-
wichtsbedingung :
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHENmit derselben Systemmatrix, wie in Gleichung (3-19) und denselben verall-
gemeinerten Merkmalskräften, wie in Gleichung (3-18).
Die Methode der Gewinnung einer Euler-Lagrangeschen Differentialglei-
chung aus Extremalprinzipien entstammt der klassischen Mechanik
[Gol91]. Die Ableitung einer diskreten Gleichgewichtsbedingung aus dieser
Differentialgleichung mit gewichteten Residuen ist aus der Theorie der
finiten Elemente bekannt [Dha84], [Zien84]. 
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHENDer alternative Weg zur Herleitung der diskreten Gleichgewichtsbedin-
gung aus der Diskretisierung der Energiefunktion ist hier im Hinblick auf
das nächste Kapitel aufgezeigt worden, in dem zusätzlich zu der Oberfläche
diskrete Feiheitsgrade rekonstruiert werden müssen.
Eine einheitliche Formulierung des Energieminimierungsproblems ist
dann nur möglich, wenn auch die Oberfläche diskret repräsentiert wird. 
Die beiden Verfahren zur  Herleitung der diskreten Gleichgewichtsbedin-
gungen sind in Abbildung 3-3 schematisch am Beispiel einer dehnungsmi-
nimierenden Modellenergie einander gegenübergestellt. 
Die Gleichung 
 (3-20)
ist wie Gleichung (3-9) eine Gleichgewichtsbedingung, die bei Vorliegen des
Minimums der Gesamtenergie erfüllt ist. Will man das Minimum der
Gesamtenergie tatsächlich auffinden, so gibt man eine Initialkontur vor
und führt ausgehend von dieser Initialkontur einen Gradientenabstiegsal-
gorithmus aus. In Analogie zu Gleichung (3-11) lautet die Iterationsvor-
schrift:
 (3-21)
Dieses Vorgehen zum Auffinden eines Energieminimums kann immer
dann angewandt werden, wenn eine Gleichgewichtsbedingung der Form
 vorliegt.
3.2  Oberflächenrekonstruktion als Energieminimierung
Die Rekonstruktion von Oberflächen aus dreidimensionalen Datensätzen
kann durch schichtweise Rekonstruktion von Konturen in den einzelnen
Aufnahmeebenen erfolgen ([Coh92a]). Die räumliche Kontinuität zwischen
benachbarten Schnittebenen geht dabei allerdings verloren, weswegen das
Konzept der aktiven Konturen um eine Modelldimension zu dem Modell
der aktiven Oberflächen erweitert wurde [Coh92a], [Coh92b], [Coh92c],
[McI95], [McI96], [Ter88a], [Ter88b]. In diesem Modell wird ein zweidimen-
sionaler Parameterraum auf den dreidimensionalen Ortsraum abgebildet:
. Damit erweitert sich die Energiedichte der Modellenergie
auf Terme der Dehnungsenergie  und Terme der Biegeenergie
:
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Die Merkmalsenergiedichte , die eine Ähnlichkeit zwischen den im
Volumen bestimmten Datenorten  und dazu korrespondierenden Orten
auf der Modelloberfläche  erzwingt, ist analog zu der Merkmalsen-
ergie der aktiven Konturen in Gleichung (3-3) definiert: 
  (3-22)
In einem lokalen Minimum der Gesamtenergie:
 (3-23)
wird die assoziierte Euler-Langrangesche Gleichung:
erfüllt. Oder ausdifferenziert:
 (3-24)
Die Merkmalskraft , die eine Funktion des Abstandes  zwi-
schen den Datenorten und der Oberfläche ist, weist in Richtung der Daten-
orte .
3.2.1   Diskretisierung mit finiten Elementen
Die Diskretisierung der Euler-Lagrange’schen Gleichgewichtsbedingung
(3-24) für das Modell der aktiven Konturen verläuft analog zu der Diskreti-
sierung der Gleichgewichtsbedingung (3-5) für die aktive Kontur. Das flä-
chige Gebiet, auf dem die Parameter  definiert sind, muss in
Untergebiete, zum Beispiel in ein Netz von Dreiecken aufgeteilt werden.
An die Stelle der Intervallgrenzen des eindimensionalen Modells treten die
Ecken der Dreiecke, die Netzknoten . Knotenvariablen sind die
Oberflächenorte, 1, auf die die Netzknoten abgebildet werden, und
partielle Ableitungen nach den Parametern an diesen Netzknoten, z.B.:
1. und  entsprechend
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AKTIVE KONTUREN UND AKTIVE OBERFLÄCHEN, , , , .
Die Formfunktionen erstrecken sich über die an einen Knoten angrenzen-
den Dreiecke, auf denen sie stückweise polynominal sind. Wie die eindi-
mensionalen Formfunktionen der aktiven Kontur können die
Formfunktionen zu einem Zeilenvektor  zusammengefasst wer-
den. Für die Approximation kann man dann schreiben: 
 .  (3-25)
Die innere Energie  kann man damit als quadratische Form
 mit der Systemmatrix:
 (3-26)
schreiben. Mit analog zu (3-18) definierten verallgemeinerten Merkmals-
kräften, wird die diskrete Gleichgewichtsbedingung zu: .
Das Minimum der Gesamtenergie findet man mit einem Gradientenab-
stiegsalgorithmus entsprechend Gleichung (3-21).
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4  Das integrierte pseudomechanische Modell
4.1  Stand der Technik der Verschiebungskorrektur
Die Rekonstruktion der Endokardoberfläche aus den Volumendatensätzen
erfordert die Korrektur der in Kapitel 2.1.1 beschriebenen Verschiebungs-
artefakte.
Bisher wurden Verschiebungskorrektur, Extraktion von Kantenmerkma-
len und Oberflächenrekonstruktion in getrennten, aufeinander aufbauen-
den Schritten durchgeführt:
• Bestimmung der Verschiebungsparameter (Registrierung) für die einzel-
nen Aufnahmeebenen unter Minimierung einer Kostenfunktion, die
Grauwertabweichungen zwischen benachbarten Aufnahmeebenen
berücksichtigt
• Zylinderkoordinaten-Interpolation eines Volumendatensatzes aus den
Daten der Aufnahmeebenen unter Berücksichtigung der Verschiebungs-
parameter 
• Bestimmung von Hüllkandidaten in den Volumendatensätzen
• Rekonstruktion der Oberfläche z.B. mit Hilfe der im vorigen Kapitel
beschriebenen aktiven Oberflächen.
Aufgrund ultraschalltypischer Artefakte wie Abschattungen, nicht-kon-
stanter Ankopplung des Transducers während der Aufnahmedauer und
Speckle-Rauschen ist dieses sukzessive Vorgehen nicht optimal:
• Das Speckle-Rauschen zwischen benachbarten Aufnahmeebenen ist
nicht korreliert, was eine Voraussetzung für eine Registrierung auf
Basis der Grauwertinformation wäre.
• Die Zylinderinterpolation führt bei fehlerhafter Registrierung zum Ver-
waschen der Kanteninformation. 
Im Folgenden soll ein alternatives Vorgehen beschrieben werden, dass
diese Nachteile des Stands der Technik überwindet. 29
4.2  Integration von Oberflächenrekonstruktion und 
Lagekorrektur
Registrierung und Rekonstruktion der Endokardoberfläche sind Aufgaben-
stellungen, die bei dem gegebenen Bildmaterial eng miteinander verknüpft
sind. Einerseits beeinflusst die korrigierte Lage der Aufnahmeebenen die
Form einer zu rekonstruierenden Oberfläche, andererseits kann die Endo-
kardoberfläche als Referenz bei der Bestimmung der Lageverschiebungen
dienen.
In diesem Abschnitt wird ein pseudo-physikalisches Modell zur Rekon-
struktion der Endokardoberfläche und zur Bestimmung der Verschie-
bungsparameter der Aufnahmeebenen, das in dieser Arbeit entwickelt
wurde, vorgestellt.
Das Problem, das es zu lösen gilt, könnte man so formulieren: Bestimme
• eine Oberfläche und 
• einen Satz von Verschiebungsparametern der Aufnahmeebenen 
so, 
• dass die Oberfläche möglichst glatt ist und 
• die Oberfläche die aus den Daten extrahierten Hüllkandidaten mög-
lichst gut approximiert. 
Die Bedingung der Ähnlichkeit benachbarter Ebenen geht indirekt in die-
sen Ansatz ein: Wenn die Kantenmerkmale in benachbarten Ebenen gut
übereinstimmen, wird die rekonstruierte Oberfläche entweder glatter, oder
die Übereinstimmung zwischen Kantenmerkmalen und Oberfläche wird
besser. Diese Forderungen sollen im folgenden als pseudo-physikalisches
Modell formuliert werden. Das Problem der Rekonstruktion glatter Ober-
flächen aus lückenhaften Daten wird in dem in Kapitel 3.2 beschriebenen
Modell der aktiven Oberflächen auf ein Energieminimierungsproblem
abgebildet, in dem die Glattheit der zu rekonstruierenden Oberfläche und
die Übereinstimmung zwischen Oberfläche und Kantenmerkmalen in eine
Gesamtenergiefunktion eingehen, deren lokales Minimum gesucht werden
soll. Durch die Finite-Element-Approximation wird das Problem diskreti-
siert und die Oberfläche wird durch eine endliche Anzahl von Freiheitsgra-
den, den Knotenvariablen beschrieben (siehe Gleichung (3-25):
,
wobei  der Zeilenvektor der Formfunktionen und  der Spalten-
vektor der Knotenvariablen ist.
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELLZu diesen Freiheitsgraden der approximierten Oberfläche kommen in dem
integrierten pseudomechanischen Modell die Freiheitsgrade der Verschie-
bungen der Aufnahmeebenen hinzu. 
Die Arbeitshypothese ist dabei, dass die Herzbewegung ausreichend peri-
odisch ist, d.h. dass in jeder Aufnahmeebene eine Schnittbildsequenz des-
selben Bewegungsmusters aufgenommen wird. Abweichungen davon
treten ausschließlich durch eine nichtperiodische Bewegung der Trans-
ducerspitze relativ zur Bewegung des Herzens auf. Eine mit der Herzfre-
quenz periodische Bewegung der Transducerspitze aufgrund der mit der
Herzfrequenz variierenden Druckverhältnisse im Thorax kann nicht von
einer Starrkörperbewegung des Herzens getrennt werden. Eine weitere
Arbeitshypothese ist, dass die Bewegung der Transducerspitze in diskreten
Sprüngen stattfindet und die Abstände zwischen den Bewegungen groß
gegen die Periode der Pumpbewegung des Herzens sind, so dass man mit
ausreichender Genauigkeit davon ausgehen kann, dass währen der Auf-
nahme einer Schnittbildsequenz die Lage des Transducers stationär bleibt.
Es genügt also, für jede Aufnahmeebene einen Satz von Verschiebungspa-
rametern zu bestimmen.
Diese sollen im folgenden bestimmt werden. Die Aufnahmeebenen werden
mit  indiziert. Grundsätzlich haben alle diese Ebenen sechs Freiheits-
grade der Starrkörperverschiebungen und Rotationen. Die Koordinaten der
Translation der Transducerspitze und damit der Aufnahmeebene sollen für
jede Aufnahmeebene in einem eigenen Koordinatensystem angegeben wer-
den. Die Aufnahmegeometrie wird zweckmäßigerweise in einem zylindri-
schen Koordinatensystem beschrieben (Abb. 4-1).
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  Abb. 4-1: Geometrie der Aufnahmeebenen
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELLDie Verschiebungen der einzelnen Aufnahmeebenen parallel zu den Ebe-
nen werden deswegen mit den Zylinderkoordinaten  und  bezeichnet.
Die Verschiebung der Aufnahmeebene in Richtung der Normalen wird mit
 bezeichnet. Zu diesen Translationskoordinaten kommen Winkelkoordi-
naten der Lage der Spitze der Aufnahmeebenen gegenüber der Ideallage
hinzu. Diese wird als Abfolge von Rotationen ,  und  um die
t-, r- und z-Achse mit den Winkeln ,  und  beschrieben (Abb. 4-
2).
Die Verschiebungsparameter einer Aufnahmeebene können in einem Para-
metervektor  zusammengefasst werden.
In den Aufnahmeebenen werden Kantenmerkmale bestimmt. Dem dreidi-
mensionalen Charakter des Problems würde die Bestimmung von Hüllkan-
didaten in dem Volumendatensatz entsprechen, die z.B. die Maxima des
Gradienten eines im Volumen bestimmten Merkmals sind. Die Bestim-
mung von Hüllkandidaten setzt jedoch die Rekonstruktion eines Volumen-
datensatzes und damit die Kenntnis der Verschiebungsparameter voraus,
die ja zunächst unbekannt sind. 
Zudem ist die Lage des Herzens in dem Aufnahmekegel so, dass die Auf-
nahmeebenen größtenteils senkrecht zu der Endokardoberfläche liegen.
Das bedeutet, auch ein im Volumen bestimmter Merkmalsgradient hat nur
vernachlässigbare Komponenten senkrecht zu den Aufnahmeebenen. Wir
beschränken uns deswegen auf Datenpunkte , die in den ein-
zelnen Aufnahmeebenen extrahiert werden. Der Laufindex  bezeichnet
hier alle Datenpunkte, die in einer Aufnahmeebene bestimmt wurden. Die
Orte der Datenpunkte im Raum hängen von den Orten der Datenpunkte in
den Aufnahmeebenen und den Verschiebungsparametern der Aufnahme-
ebenen, in denen sie bestimmt wurden, ab:
. (4-1)
Die Bedingung, dass die rekonstruierte Oberfläche  den in den Auf-
nahmeebenen bestimmten Kantenmerkmalen möglichst nahe kommen
soll, kann man durch die Formulierung eines Ähnlichkeitsterms oder
Datenterms in Analogie zu Gleichung 3-3 beschreiben:
 (4-2)
Die Funktion  bezeichnet den Abstand zwischen ver-
schiebungskorrigiertem Datenort und dem entsprechenden Ort auf der
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Oberfläche. Der Ähnlichkeitsterm hängt von den Freiheitsgraden der Ober-
fläche  und den Freiheitsgraden der Verschiebungsparameter  ab. 
Die Forderung einer möglichst glatten rekonstruierten Oberfläche soll
durch einen Glattheitsterm oder Term der inneren Energie entsprechend
Gleichung 3-19 modelliert werden:
 
Der Glattheitsterm hängt ausschließlich von den Freiheitsgraden der
Oberfläche  ab.
Die oben gestellte Aufgabe,
bestimme
• eine Oberfläche und 
• einen Satz von Verschiebungsparametern der Aufnahmeebenen 
so, 
• dass die Oberfläche möglichst glatt ist und 
• die aus den Daten extrahierten Kantenmerkmale möglichst gut approxi-
miert,
kann man mathematisch so formulieren:
Bestimme ein lokales Minimum der aus Daten- und Regularisierungsterm
zusammengesetzten Gesamtenergie in Abhängigkeit von den Freiheitsgra-
den  der Oberfläche und den Freiheitsgraden  der Verschiebungs-
parameter
 (4-3)
Eine Bedingung für das Vorliegen eines Minimums der Gesamtenergie
 ist das Verschwinden der Variation  nach allen
Modellfreiheitsgraden:
(4-4)
Bei einem lokalen Minimum muss die Variation der Gesamtenergie 
für beliebige Variationen der Modellfreiheitsgrade verschwinden. Setzt
man z.B.  so muss 
 (4-5)
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELLgelten. Setzt man , so muss
(4-6)
gelten. 
Die beiden Gleichungen sind dadurch aneinander gekoppelt, dass der Ähn-
lichkeitsterm  von den Verschiebungsparametern und den Oberflächen-
freiheitsgraden abhängt. 
Wir gehen nun von der Arbeitshypothese einer annähernd um die Aufnah-
meachse rotationssymmetrischen Endokardoberfläche aus. Dann beein-
flussen nicht alle Freiheitsgrade des Parametervektors 1 den Abstand
 zwischen geschätzter Oberfläche und Datenorten
gleich stark. Ist nur der Verschiebungsparameter  von Null verschie-
den, so beeinflusst eine Rotation der Aufnahmeebene um die Aufnahme-
achse den Abstand zur rotationssymmetrischen Oberfläche gar nicht. Es
gilt damit
für alle Ebenen i. 
Aber auch Variationen der Parameter  und  führen zu Verschiebun-
gen der Datenpunkte  tangential zur Oberfläche, so dass für kleine
Winkel  und kleine Verschiebungen  näherungsweise gilt:
und
Das hat zwei Konsequenzen:
• Parameter, die die Ähnlichkeitsenergie  schwächer beeinflussen, las-
sen sich nur mit geringerer Stabilität bestimmen
• Parameter, die den Abstand  zwischen Merk-
malen und Endokardoberfläche nur schwach beeinflussen, haben einen
entsprechend geringen Einfluss auf die rekonstruierte Endokardkontur
1. Der Vektor der Verschiebungsparameter  darf nicht mit dem 
Oberflächenparameter  verwechselt werden.
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Wir verzichten deswegen auf die Bestimmung der Parameter ,  und
 und setzen sie zu Null.
Die transformierten Datenorte hängen jetzt nur noch von den Verschiebun-
gen und Rotationen entlang den Aufnahmeebenen selbst ab:
(4-7)
Es bleibt die Forderung, dass die Ableitungen der Ähnlichkeitsterme nach
diesen Verschiebungsparametern verschwinden sollen:
Die Ähnlichkeitsterme  hängen nur über die Beiträge
von den Verschiebungsparametern einer Aufnahmeebene i ab, so dass das
Verschwinden der partiellen Ableitungen auf die Bedingungen
(4-8)
(4-9)
(4-10)
führt. Mit
(4-11)
und entsprechend
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELL(4-12)
führt dies auf die Bedingung, dass die Summe der Merkmalskräfte für die
Aufnahmeebene i verschwindet:
(4-13)
In einem pseudo-physikalischen Modell bedeutet das, dass die Merkmals-
kräfte nach dem Prinzip „actio gleich reactio“ der Mechanik auf die Auf-
nahmeebenen zurückwirken und im Gleichgewichtszustand die
Gesamtheit aller an eine Aufnahmeebene angreifenden Kräfte verschwin-
den muss.
Die Forderung des Verschwindens der partiellen Ableitung nach dem Ori-
entierungswinkel  der Aufnahmeebene i führt auf folgende Bedingung:
(4-14)
Das entspricht im pseudo-physikalischen Modell der Forderung des Ver-
schwindens des Gesamtmoments aller auf die Aufnahmeebene i zurückwir-
kenden Merkmalskräfte. Anschaulich kann man sich das Modell als aus
drei Komponenten bestehendes mechanisches System vorstellen:
• einer elastischen Membran zur Modellierung einer glatten rekonstruier-
ten Endokardoberfläche,
• frei gegeneinander verschiebbare Ebenen, in denen Kantenmerkmale
bestimmt werden, und
• Merkmalskräften, die Membran und Ebenen aneinander koppeln.
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Die Merkmalskräfte weisen in zwei Richtungen und führen einerseits zu
einer Deformation der Membran, anderseits verschieben und verdrehen sie
die Aufnahmeebenen in einen Gleichgewichtszustand, in dem die Summe
auf die Aufnahmeebenen einwirkenden Kräfte und Momente verschwindet.
Das Auffinden des durch die Gleichungen (4-5) und (4-6) beschriebenen
Gleichgewichtszustandes erfolgt, wie auch schon bei den aktiven Konturen
und den aktiven Oberflächen, mit Hilfe eines Gradienten-Abstiegs-Algo-
rithmus:
 
 =: 
oder explizit für die berücksichtigten Freiheitsgrade ,  und  ausge-
schrieben:
, 
.
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 Abb. 4-3 Veranschaulichung des integrierten pseudomechanischen 
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELLDie entsprechenden Iterationsvorschriften sind:
(4-15)
Hier wurden für Verschiebungen und Rotationen unterschiedliche Schritt-
weiten  und  angesetzt. Für kleine Winkel  kann man die Wirkung
der Rotationsmatrix  vernachlässigen. Dann kann man schreiben:
(4-16)
, (4-17)
wenn  und  die Komponenten des mittleren Abstandes zwischen
Datenorten und korrespondierenden Oberflächenorten sind und Ni die
Anzahl der Datenorte in der Aufnahmeebene i ist. Damit der Algorithmus
stabil ist, müssen die Änderung  und  zwischen zwei
Iterationsschritten kleiner als diese Komponenten des mittleren Abstandes
sein. So erhält man eine Stabilitätsbedingung für die Zeitkonstante  zu: 
(4-18)
für alle Aufnahmeebenen i.
Um eine entsprechende Bedingung für die Schrittweite  herzuleiten,
muss das in Gleichung (4-14) definierte Moment  nach  entwik-
kelt werden:
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ql{ } 1 τ A[ ]+( ) 1– ql 1–{ } τ fql 1–{ }+( )=
∆ri
l
∆zi
l
 
 
 
 
 
∆ri
l 1–
∆zi
l 1–
 
 
 
 
 
τrz Dαi[ ] Ki{ }+=
∆αi
l ∆αi
l 1–
ταMi+=
τrz τα αi
Dαi[ ]
∆ri
l ∆ri
l 1–
τrzaNi∆ri+=
∆zi
l ∆zi
l 1–
τrzaNi∆zi+=
∆ri ∆zi
∆ri
l ∆ri
l 1–
– ∆zi
l ∆zi
l 1–
–
τrz
τrz 1 aNi( )⁄<
τα
Mi ∆αi( ) ∆αi
Mi ∆αi( ) Mi' ∆αi( )∆αi O ∆αi( )2+=
D∆αi[ ]
1 0 0
0 ∆αi( )cos ∆αi( )sin–
0 ∆αi( )sin ∆αi( )cos
=39
 := 
 := 
kann man für das auf eine Aufnahmeebene wirkende Moment auch schrei-
ben:
Dann ist 
(4-19)
Wenn man davon ausgeht, dass die Abstände zwischen Datenorten
 und korrespondierenden Orten auf der Oberfläche  deutlich
kleiner sind als die Abstände der Datenorte vom Koordinatenursprung,
dann wird Gleichung (4-19) von dem zweiten Term dominiert.  Für kleine-
Winkel  kann man dann  schreiben, wenn Ni die
Anzahl  der  Datenorte und   der mittlere quadratische
Abstand der Datenorte vom Koordinatenursprung ist. 
Für die Wahl des Zeitschritts in Gleichung (4-15) muss dann die Bedin-
gung:
(4-20)
für alle Aufnahmeebenen gelten, damit keine numerischen Oszillationen
auftreten.
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELL4.2.1  Anwendung des Verfahrens
Die Abbildungen 4-4 und 4-5 zeigen die Anwendung des beschriebenen
Algorithmus auf einen Volumendatensatz, d.h. der Auswahl eines Zeit-
punkts aus dem vierdimensionalen Datensatz. Abb 4-4 stellt die Entwick-
lung der Schnittkontur zwischen der rekonstruierten Oberfläche und einer
Aufnahmeebene dar. Der Starrkörperanteil der Bewegung entspricht einer
Bewegung der Aufnahmeebne gegenüber der Oberfläche. Abgebildet ist
jeweils jeder zweite Iterationsschritt. Das Verfahren konvergiert nach
ungefähr vierzig Iterationsschritten. Die Verschiebungsparameter ändern
sich nach wenigen Iterationsschritten nicht mehr. Abbildung 4-5 zeigt die
Entwicklung der Oberfläche.  41
42
DAS INTEGRIERTE PSEUDOMECHANISCHE MODELL Abb. 4-4: Schnittkontur zwischen der Oberfläche und einer
Aufnahemeebene für verschiedene Iterationssschritte43
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DAS INTEGRIERTE PSEUDOMECHANISCHE MODELLAbb. 4-5: Rekonstruierte Oberfläche für 
verschiedene Iterationssschritte45
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5  Erweiterung auf zeitabhängige Konturen und 
Oberflächen
Die bisherigen Betrachtungen haben lediglich die räumliche Kontinuität
von Konturen und Oberflächen berücksichtigt. Es stellt sich die Frage, wie
die Hinzunahme der zeitlichen Kontinuität in das Konzept der Kontur- und
der Oberflächenrekonstruktion als Energieminimierung hineingenommen
werden kann, wie die entsprechenden Gleichgewichtsbedingungen und
deren diskrete Approximationen aussehen und wie man das Konzept der
zeitabhängigen Oberflächen mit der Bestimmung der Verschiebungspara-
meter verknüpfen kann.
5.1  Rekonstruktion zeitabhängiger Konturen
5.1.1  Kontinuierliche zeitabhängige Kontur
Zunächst sollen Modellenergie bzw. innere Energie und die Merkmalsener-
gie für eine kontinuierlich zeitabhängige Kontur  angegeben werden.
Die Zeit t ist hier die Zeit im Herzyklus, gezählt ab der R-Zacke des EKG-
Signals. Die Modellenergiedichte  muss neben Termen der Biege-
und Dehnungsenergie einen geschwindigkeitsabhängigen und einen
beschleunigungsabhängiger Term enthalten, um zeitliche Variationen zu
bestrafen, d.h. zeitlich veränderlichen Konturen eine höhere Energie zuzu-
ordnen. Der geschwindigkeitsabhängige Term beschreibt die kinetische
Energie der Kontur, der beschleunigungsabhängige Term hat keine ent-
sprechende physikalische Bedeutung. Die Energiedichte lautet damit: 
(5-1)
Die Gesamtenergie ist dann: 
(5-2)
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mit einer noch nicht weiter spezifizierten Energiedichte der Datenenergie.
Die entsprechende assoziierte Euler-Lagrange’sche Differentialgleichung
lautet: 
Oder ausdifferenziert:
5.1.2  Diskretisierung im Orts- und Zeitbereich
Um die zeitabhängigen Konturen zu diskretisieren, sollen sie zunächst  im
Ortsbereich mit den Formfunktionen der Finite-Elemente-Approximation
approximiert werden. Die Zeitabhängigkeit wird dann durch zeitabhängige
Approximationskoeffizienten d.h. zeitabhängige Knotenvariablen beschrie-
ben: 
(5-3)
Diese Separation nach der Orts- und der Zeitabhängigkeit ist gerechtfer-
tigt, da die Form des Endokards über den Herzzyklus zwar variiert aber
nicht beliebige Formen annehmen kann. Das Problem der Rekonstruktion
einer zeitabhängigen Kontur wird mit Formel (5-3) abgebildet auf die
Bestimmung eines Vektors  von zeitabhängigen periodischen Funk-
tionen für jede der Knotenvariablen. 
Um dieses Problem numerisch zu lösen, müssen diese Funktionen 
ihrerseits diskretisiert werden. i bezeichnet hier den Knotenindex. Wegen
der Periodizität der Funktionen  sollten die Basisfunktionen eben-
falls periodisch sein. Nimmt man die Forderung der Orthogonalität der
Basisfunktionen hinzu, so gelangt man zu einer Fourierentwicklung der
Knotenvariablen:
 =: (5-4)
Um eine Konsistenz mit der Diskretisierung im Ortsbereich zu erhalten,
haben wir in Gleichung (5-4) die Fourierentwicklung als Matrixmultiplika-
tion mit einen Vektor  der Fourier-Basisfunktionen geschrieben.
Gemäß dem Abtasttheorem muss man dabei so viele Frequenzen verwen-
den, wie man Zeitpunkte rekonstruieren möchte. Das sind in diesem Fall so
viele, wie Einzelbilder für einen Herzzyklus zur Verfügung stehen. 
Bezeichnet man die Anzahl der Zeitpunkte bzw. der Frequenzen mit m und
die Anzahl der Knotenvariablen mit n, so wird das zeitliche Verhalten der
∂– s ∇xsεi( ) ∂
2
s
2 ∇
xss
εi( )+ ∂– t ∇xtεi( ) ∂
2
t2 ∇xttεi( )+ εdx∇–=
α∂2s2x– β∂4s4x µ∂2t2x γ∂4s4x+–+ εdx∇–=
x s t,( ) b s( )  q t( ){ }=
q t( ){ }
q t( ){ }i
q t( ){ }i
q t( ){ }i e
jωj t Qi
ωj
ωj
= e
jωt  Qi{ }
e
jωt 48
ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHENKontur durch n m-dimensionale Vektoren  beschrieben. Diese können
zu einem einzigen -dimensionalen Vektor zusammengefasst werden:
 := 
Dieser Vektor beschreibt Lage und zeitliche Entwicklung der Kontur voll-
ständig. Die zeitliche Entwicklung der n Knotenvariablen ergibt sich aus
ihm durch Matrixmultiplikation mit einer  Matrix:
bezeichnet hier das Kronecker-Produkt. 
Für die gesamte zeitliche Entwicklung der Kontur kann man dann
(5-5)
schreiben, d.h. die Approximationsfunktionen ergeben sich aus einem
äußeren Produkt der Formfunkionen mit den Fourier-Basisfunktionen.
5.1.3  Herleitung der Gleichgewichtsbedingung mit gewichteten Residuen 
Im Folgenden soll hergeleitet werden, wie die diskrete Gleichgewichtsbe-
dingung für ein Minimum der Modellenergie (5-2) aussieht. 
Einsetzen der Approximation (5-5) in die assoziierte Euler-Langrangesche
Differentialgleichung ergibt:
(5-6)
Analog zu dem Vorgehen bei der Herleitung der Gleichgewichtsbedingung
für elastische Konturen fordert man, dass der Diskretisierungsfehler ortho-
gonal zu den Approximationsfunktionen  sein soll (Prinzip
der gewichteten Residuen):
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 =: 
 =: (5-7)
Man erhält auf diese Weise eine Gleichgewichtsbedingung in Form der
Matrixgleichung
 . (5-8)
Um die Struktur der Systemmatrix  der zeitabhängigen aktiven Kon-
turen aufzuzeigen, sollen die Terme, die die zeitliche Variation und die die
örtliche Variation der Kontur enthalten jeweils durch partielle Integration
vereinfacht werden. Für den die zeitliche Variation enthaltenden Term
gilt:
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 :=  und  := 
Die Matrizen
  :=  und
  := 
sind wegen der Orthogonalität der Fourier-Basisfunktionen Diagonalma-
trizen.
Für die nur Ableitungen nach dem Konturparameter s enthaltenden Terme
gilt:
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Wegen der Orthogonalität der Fourier-Basisfunktionen gilt:
 ist dabei die Systemmatrix der aktiven Konturen.  
Die Systemmatrix  der zeitabhängigen aktiven Konturen wird damit
zu:
(5-9)
Die Tatsache, dass der Vektor der Approximationsfunktionen
 ein äußeres Produkt des Vektors der Formfunktionen und
des Vektors der Fourier-Basisfunktionen ist, spiegelt sich darin wieder,
dass auch auch die Komponenten der Systemmatrix nach den ortsabhängi-
gen und den zeitabhängigen Komponenten separieren.
5.1.4  Herleitung der Gleichgewichtsbedingung durch Approximation  der 
Energieterme
Alternativ zu der Herleitung der Gleichgewichtsbedingung der zeitabhän-
gigen aktiven Kontur, kann man die Approximation
in die innere Energie und in die Merkmalsenergie einsetzen und das Ver-
schwinden der Ableitung nach den Modellfreiheitsgraden  fordern.
Für die innere Energie oder Modellenergie gilt:
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 ist dabei dieselbe Systemmatrix wie in Gleichung (5-9). 
Die Datenenergie  bestraft die Abstände zwischen diskreten Punkten
der zeitabhängigen Kontur 
und korrespondierenden Datenorten :
Das Verschwinden der Variation der Gesamtenergie nach den 
Modellfreiheitsgraden:
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führt für die partielle Ableitung nach der inneren Energie auf:
und für die partielle Ableitung nach der Datenenergie auf:
.
Mit
 
ergibt sich dabei dieselbe verallgemeinerte Merkmalskraft  wie bei der
Herleitung der Gleichgewichtsbedingung über das Prinzip der gewichteten
Residuen im vorigen Kapitel. Für die Gleichgewichtsbedingung gilt eben-
falls analog zu dem Ergebnis des vorigen Kapitels
(5-10)
Gleichung (5-10) stellt wie Gleichung (3-9) eine Gleichgewichtsbedingung
dar, die im Minimum der Gesamtenergie erfüllt sein muss. Das Auffinden
des Energieminimums geschieht, wie in Abschnitt 3.1.2 beschrieben durch
die Vorgabe eines Startwertes, hier einer zeitlich konstanten Initialkontur,
der Einführung einer Iterationszeit und einem Abstieg in Richtung des
negativen Gradienten der Energie in Analogie zu Gleichung (3-12).
Zusammenfassend kann man sagen, dass man die Rekonstruktion von zeit-
abhängigen Konturen mit einem ähnlichen Formalismus behandeln kann
wie die die Rekonstruktion von Konturen in Einzelbildern. Das Problem ist
bezüglich seiner Dimensionalität vergleichbar mit der Rekonstruktion von
Oberflächen aus Volumendatensätzen. Unterschiede ergeben sich bei der
Wahl der Approximationsfunktionen, die nach einer zeitabhängigen und
einer ortsabhängigen Komponente separieren. Die Approximationsfunktio-
nen, der ortsabhängigen Komponente sind dieselben Formfunktionen, wie
die der  aktiven Konturen in Standbildern. Der zeitlichen Periodizität der
Herzbewegung entsprechen die periodischen Fourier-Basisfunktionen. 
5.2  Rekonstruktion zeitabhängiger Oberflächen
Die Entwicklung eines Modells zeitabhängiger aktiver Oberflächen kann
man je nach Perspektive als Erweiterung des Modells der aktiven Oberflä-
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ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHENchen um eine zeitliche Komponente oder als Erweiterung des Konzepts der
zeitabhängigen Konturen um eine räumliche Komponente auffassen. 
Ziel ist die Rekonstruktion einer in t periodischen Oberfläche ,
unter Minimierung einer Modellenergie aus Krümmungs- und Biegungs-
termen sowie einem zeitabhängigen Term:
Die Merkmalsenergiedichte , die eine Ähnlichkeit zwischen den im
Volumen bestimmten Datenorten  und dazu korrespondierenden Orten
auf der Modelloberfläche  erzwingt, ist analog zu der Merkmals-
energie der aktiven Konturen in Gleichung (3-19) definiert: 
 (5-11)
Die Gesamtenergie ist dann:
(5-12)
Die entsprechende Euler-Lagrangesche Differentialgleichung ist:
(5-13)
Um die Euler-Lagrange’sche Gleichgewichtsbedingung (5-13) in eine
Matrixgleichung umzuwandeln, muss die zeitabhängige Oberfläche durch
eine diskrete Anzahl von Funktionen approximiert werden. Dazu wird die
ortsabhängige Komponente mit den Formfunktionen des Modells der akti-
ven Oberflächen aus Kapitel 3.2.1 diskretisiert und betrachtet werden nun
zeitabhängige Knotenvariablen:
.
Wie zuvor bei den zeitabhängigen Konturen werden die zeitabhängigen
Knotenvariablen nach Fourierbasisfunktionen entwickelt. Die Approxima-
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tionsfunktionen sind dann ein äußeres Produkt aus den Formfunktionen
der Finite-Elemente-Approximation der aktiven Oberflächen  und
den Fourierbasisfunktionen :
Setzt man diese Approximation in die Euler-Lagrangesche Gleichung (5-
13) ein, so erhält man eine diskrete Gleichgewichtsbedingung in Analogie
zu Gleichung (5-10)
wobei die verallgemeinerte Merkmalskraft als
 
definiert ist und 
mit der in Gleichung (3-25) in Kapitel 3 definierten Systemmatrix  der
Finite-Elemente-Approximation der aktiven Oberfläche und einer Massen-
matrix:
.
Die Rekonstruktion von periodisch zeitabhängigen Oberflächen ist somit
eine Verallgemeinerung des Konzepts der Rekonstruktion von periodisch
zeitabhängigen Konturen. An die Stelle von Basisfunktionen, die ein äuße-
res Produkt von Finite-Element-Basisfunktionen einer Kontur und Fou-
rier-Basisfunktionen sind, tritt ein äußeres Produkt aus Finite-Element-
Basisfunktionen einer Oberfläche zur Beschreibung der Ortsabhängigkeit
und  Fourier-Basisfunktionen zur Beschreibung der Zeitabhängigkeit.
5.3  Integration der Rekonstruktion zeitabhängiger 
Oberflächen und der Bestimmung von 
Verschiebungsparametern
Will man das in Abschnitt 5.2 beschriebene Verfahren zur Rekonstruktion
von zeitabhängigen Oberflächen auf Ultraschalldaten anwenden, die mit
dem Verfahren der tomographischen Echokardiographie aufgenommen
wurden, dann müssen die Bewegungsartefakte des tomographischen Auf-
nahmeverfahrens korrigiert werden. Dazu muss das in Kapitel 4 beschrie-
bene Modell um eine zeitliche Dimension erweitert werden. Eine Annahme,
N u v,( ) 
e
jωt 
X u v t, ,( ) B u v,( )  ejωt ⊗( ) Q{ }=
AQ[ ] Q{ } fQ{ }=
fQ{ } a B ui vi,( )  e
j– ωtk ⊗( )T Xdik B ui vi,( )  e
jωtk ⊗( ) Q{ }–( )
i
=
AQ[ ] Aq[ ] I[ ]m⊗ M[ ] ω
2[ ]⊗ Mγ[ ] ω
4[ ]⊗+ +=
Aq[ ]
M[ ] B u v,( ) T B u v,( )  ud vd=56
ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHENdie dabei gemacht werden kann, ist, dass die Verschiebungsparameter des
Transducers sich während der Aufnahme eines Herzschlags nicht ändern.
Es genügt also, für die Sequenz, die zu der Transducerstellung  aufge-
nommen wurde, nur einen Vektor von Verschiebungsparametern
 
zu bestimmen. 
Die Einbettung einer zeitabhängigen Oberfläche in einen zeitabhängigen
Volumendatensatz kann man sich anders als das in Kapitel 4 beschriebene
pseudomechanische Model nicht mehr vorstellen. Um das Vorgehen den-
noch anschaulich zu machen, soll das Verfahren in einem Gedankenver-
such um eine räumliche Dimension reduziert werden.
Dazu soll folgendes Bildgebungsverfahren betrachtet werden:
Zur Untersuchung der Herzbewegung mit hoher zeitliche Dynamik wird
die sogenannte M-mode-Bildgebung (motion mode) eingesetzt, bei der
anders als im B-mode-Verfahren der Schallstrahl nicht geschwenkt wird,
sondern Echos für eine feste Strahlrichtung in ihrer zeitlichen Abfolge dar-
gestellt werden. Das Ergebnis wird in einer -Darstellung ausgege-
ben, wie sie Abb. 5-2 schematisch zeigt. 
Man kann sich jetzt ein Verfahren vorstellen, das Bildsequenzen erzeugt,
indem der Transducer drehbar ausgeführt ist und Grauwertsequenzen
 von Schnitten nacheinander für verschiedene Strahlrichtungen 
aufnimmt. Man könnte zum Beispiel für jeweils einen Herzschlag eine
Sequenz  aufnehmen. Aus den verschiedenen Schnitten für Strahl-
richtungen kann man dann zweidimensionale Zeitsequenzen zusammen-
setzen.
Das Verfahren unterscheidet sich von dem tatsächlich angewandten B-
mode-Verfahren durch die unterschiedliche Reihenfolge, in der die zeitliche
und die zweite räumliche Dimension behandelt werden. Das entspricht der
unterschiedlichen Behandlung der dritten räumlichen Dimension im
simultanen 3D-Verfahren und im tomographischen 3D-Verfahren.Eine
Fragestellung in Analogie zu der in Kapitel 4 diskutierten Fragestellung
der Rekonstruktion der Endokardoberfläche zu einem bestimmten Zeit-
punkt wäre die Rekonstruktion einer glatten Kontur  aus Datenpunk-
ten , die zu dem gleichen Zeitpunkt im Herzzyklus gehören, aber bei
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verschiedenen Winkelstellungen i des Transducers aufgenommen wurden.
Die Situation zeigt schematisch Abbildung Abb. 5-11 
 
1. In der dargestellten Situation müsste der Transducer um das umschlossene
Gebiet herumbewegt werden. Das wäre praktisch nur bei einer
Wasserbadanordnung durchführbar. Es soll hier aber kein reales
Aufnahmeverfahren, sondern ein Gedankenversuch diskutiert werden.
 Abb. 5-1: Konturrekonstruktion und Verschiebungskorrektur
t
x
 Abb. 5-2: M-mode Bildgebung58
ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHENWenn die Aufnahme mit Bewegungsartefakten behaftet ist, die eine Ver-
schiebung  der Datenpunkte bewirken, dann ist die Lage der Daten-
punkte im Raum
  
Eine Fragestellung in Analogie zu der in Kapitel 4 diskutierten Rekon-
struktion einer Oberfläche und der Bestimmung der Verschiebungspara-
meter zu einem bestimmten Zeitpunkt ist hier die Rekonstruktion einer
glatten Kontur  und der Verschiebungsparameter  zu
einem bestimmten Zeitpunkt. Ein entsprechender Ansatz enthielte die For-
derung einer glatten Kontur, beschrieben durch eine innere Energie ent-
sprechend Gleichung (3-14) in Kapitel 3. Die Forderung der Ähnlichkeit
zwischen Datenpunkten und korrespondierenden Orten auf der Kontur
kann man durch folgenden Datenenergieterm beschreiben1:
Daraus ergibt sich eine Bedingung für das Vorliegen eines Minimums der
Gesamtenergie in Abhängigkeit von dem Verschiebungsparameter  zu:
Das heißt die Merkmalskraft für eine Richtung  ergibt sich aus der Diffe-
renz zwischen einem Paar von Merkmalsorten und korrespondierenden
Konturpunkten. Die entsprechende Iterationsvorschrift für den Gradien-
ten-Abstiegs-Algorithmus ist:
1. Die Datenpunkte der gegenüberliegenden Seite müssen hier dazugenommen
werden, da das Energieminimum anderenfalls trivial durch 
angegeben werden kann, ohne  dass eine Glättung der Kontur stattfinden
würde.
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 (5-14)
Will man auch die zeitliche Kontinuität der Kontur ausnutzen, kann man
die Aufgabe zu der Rekonstruktion einer zeitabhängigen Kontur  erwei-
tern:
(5-15)
Diese Situation zeigt schematisch Abb. 5-3  
Unter der Voraussetzung, dass sich die Bewegungen, die zu den Verschie-
bungsartefakten führen, in diskreten Sprüngen und auf einer gröberen
Zeitskala als die Wandbewegung stattfinden, genügt es, je einen Verschie-
bungsparameter  für eine bestimmte Transducerstellung  anzugeben.
Der datenabhängige Anteil der Energie ergibt sich jetzt durch Summation
über alle Zeitpunkte  einer Sequenz und über alle Transducerstellungen
:
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 Abb. 5-3: Rekonstruktion von zeitabhängiger Kontur und 
Verschiebungsparametern  
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ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHENAls Bedingung für das Vorliegen eines lokalen Minimums der Datenener-
gie muss die Ableitung nach den Verschiebungsparametern verschwinden:
Das heißt, die zu einem Verschiebungsparameter  gehörenden Merk-
malskräfte  ergeben sich aus einer Summation der Differenzen von
Merkmalsorten und korrespondierenden Konturpunkten über die Einzel-
bilder k der Sequenz. Die Iterationsvorschrift für den Gradienten-Abstiegs-
Algorithmus ist wie in Gleichung (5-14):
(5-16)
Die größere Stabilität dieses Verfahrens gegenüber der Rekonstruktion
einer Kontur zu einem einzelnen Zeitpunkt kann man in Bezug auf die zu
rekonstruierende Kontur und in Bezug auf die zu bestimmenden Verschie-
bungsparameter sehen. Die Rekonstruktion einer zeitabhängigen Kontur
wird durch die Hinzunahme eines zeitabhängigen Glattheitsterms der
inneren Energie stabilisiert. Die Bestimmung der Verschiebungsparameter
wird dadurch stabilisiert, dass einer im Vergleich mit dem Verfahren der
Einzelkonturbestimmung gleichbleibenden Zahl von Modellfreiheitsgra-
den  eine um den Faktor der Anzahl der Einzelbilder erhöhte Anzahl von
Datenpunkten  gegenübersteht. Die Verschiebungsparameter ergeben
sich so aus einer Mittelung über die Aufnahmezeitpunkte eines Herz-
schlags.
Die beiden Effekte der zeitlichen Glättung und der zeitlichen Mittelung
kann man sich auch bei der Rekonstruktion von zeitabhängigen Oberflä-
chen aus tomographisch akquirierten vierdimensionalen Datensätzen zu
Nutze machen. Diese kann man je nach Standpunkt als eine Erweiterung
des Verfahrens der Konturrekonstruktion um eine räumliche Dimension
oder als Erweiterung des Verfahrens der Oberflächenrekonstruktion um
eine zeitliche Dimension sehen.
Die Aufgabe ist die Rekonstruktion einer zeitabhängigen Oberfläche
, der wie in Kapitel 5.2 beschrieben eine innere Energie zugeord-
net wird. Die innere Energie repräsentiert die Forderung nach räumlicher
Glattheit und zeitlicher Kontinuität der Kontur, die andererseits Datenor-
ten 
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(5-17)
im Raum nahekommen soll. Diese ergeben sich wie in Kapitel 4.2 beschrie-
ben aus Drehungen und Verschiebungen der Merkmalsorte 
,
die in den mit i indizierten Aufnahmeebenen bestimmt wurden. Der Index
k bezeichnet den Zeitpunkt im Herzzyklus. Die Annahme, dass die zu kor-
rigierenden Bewegungen in diskreten Sprüngen und auf einer gröberen
Zeitskala als die Herzbewegung selbst ablaufen, findet sich darin wieder,
dass für jede Aufnahmeebene i nur ein Satz von Bewegungsparametern
 bestimmt werden soll.
Mit der Approximation  der zu rekon-
struierenden Oberfläche wie in Kapitel 5.2 erhält man einen Datenenergie-
term
 
in Abhängigkeit von den Freitsgraden  der zeitabhängigen Oberfläche
und dem Vektor der Verschiebungsparameter . Das Verschwinden der
Variation der Gesamtenergie nach den Oberflächenfreiheitsgraden 
führt nach dem in Kapitel 5.2 beschriebenen Verfahren auf die Gleichge-
wichtsbedingung  .
Das Verschwinden der Variation der Gesamtenergie nach den Verschie-
bungsparametern  der Oberfläche führt auf die Bedingung
 
Oder explizit:
(5-18)
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ERWEITERUNG AUF ZEITABHÄNGIGE KONTUREN UND OBERFLÄCHEN(5-19)
(5-20)
Man vergleiche Gleichungen 4-11 bis 4-14 Kapitel 4. Die Iterationsvor-
schriften für den Gradienten-Abstiegs-Algorithmus entsprechen den Glei-
chungen (5-15), (5-16) und (5-17).
Die Summation der Bildkräfte für die Kräfte und Momente, die an einer
Aufnahmeebene i angreifen, läuft nicht nur über die Punkte j eines Einzel-
bildes, sondern über eine vollständige Zeitsequenz, die hier mit dem Zeitin-
dex k bezeichnet wird. Anders als für die in Kapitel 4 eingeführten Kräfte
und Momente kann man sich hier kein räumliches pseudophysikalisches
Modell mehr vorstellen, in dem diese Kräfte und Momente eine anschauli-
che Bedeutung hätten. Eine Hilfsvorstellung wäre, dass den unterschiedli-
chen Zeitpunkten unterschiedlich deformierte Oberflächen und
entsprechende Merkmalsorte entsprechen und dass sich die auf eine Auf-
nahmeebene zurückwirkenden Kräfte und Momente aus der Summation
über alle diese Zeitpunkte ergeben. 
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6  Bewegungsmerkmale
Bei den in den vorigen Kapiteln beschriebenen Modellen aktiver Konturen
und aktiver Oberflächen wird Wissen aus den Messungen durch
Merkmalsenergieterme beschrieben, die von Datenorten abhängen. Die
Bestimmung dieser Ortsmerkmale beruht auf einer rauschanfälligen Kan-
tensuche in Einzelbildern. Eine Rauschquelle bei Ultraschallbildern sind
die sogenannten Speckles, die entstehen, wenn stochastisch verteilte
Streukörper kohärent angeregt werden. Sie verursachen die für Ultra-
schallbilder typische körnige Textur. Das Specklemuster gibt die Vertei-
lung der Streukörper nicht unmittelbar wieder, aber es ist charakteristisch
für eine bestimmte Streukörperanordnung. Das bedingt, dass sich das
Rückstreumuster mitbewegt, wenn sich die Streukörperverteilung, in
unserem Fall das Herzmuskelgewebe bewegt. Diese Erkenntnis ist Grund-
lage des „Speckle“-Trackings, bei dem durch lokale Bewegungsbestimmung
auf die Bewegung eines untersuchten Objekts zurückgeschlossen wird
[Gia98]. Diese Möglichkeit aus der Bewegung der Rauschtexturen eine
Zusatzinformation zu gewinnen, soll in der vorliegenden Arbeit genutzt
werden, um aktive Konturen und Oberflächen über die Zeit zu verfolgen. 
Das Ausnutzen der in den Specklemustern enthaltenen Information ist aus
folgenden Gründen interessant: Die Verfolgung der Kontur wird gegenüber
der ausschließlichen Verwendung von Kantenmerkmalen stabilisiert und
es kann eine Tangentialkomponente der Bewegung bestimmt werden.
Dadurch kann man die lokale Kontraktion der Bewegung bestimmen und
Konturpunkte über eine Sequenz verfolgen.
Das zu entwickelnde Verfahren sollte zusätzlich zu einer Schätzung von
Richtung und Betrag der Geschwindigkeit ein Maß für die Genauigkeit der
Schätzung liefern. In das Konzept der Konturrekonstruktion als Energie-
minimierungsproblem passt eine Energiefunktion , deren Minimum
der geschätzten Geschwindigkeit entspricht und deren Variation die
Genauigkeit der Schätzung widerspiegelt.
Als Geschwindigkeitsschätzungsverfahren, die ein Gütemaß liefern, sind
aus der Literatur Verfahren auf Basis von Korrelationen, Verfahren auf
Basis des optischen Flusses und Verfahren, die Eigenwerte und Eigenvek-
toren des räumlich-zeitlichen Strukturtensors auswerten, bekannt. Diese
Verfahren und ihre Eignung für die Verfolgung von aktiven Konturen in
Ultraschallbildsequenzen sollen im Folgenden diskutiert werden. 
E u( )65
6.1  Korrelationsverfahren
Eine Methode zur Berechnung der Verschiebung in benachbarten Einzel-
bildern ist die Auswertung der Kreuzkorrelationsfunktion 
zwischen benachbarten Einzelbildern  und  [Jäh97].
bezeichnet hier die Mittelung über einen Bildausschnitt , der klein
genug ist um die Annahme konstanter Bewegung zu rechtfertigen. Der
Funktionswert , für den die Korrelation maximal wird, liefert eine
Schätzung für die Verschiebung zwischen den beiden Einzelbildern, die
Varianz
liefert ein Maß für die Genauigkeit der Schätzung.
Das Verfahren hat den Vorteil, die Information des gesamten Ortsfre-
quenzspektrums auszunutzen und dennoch größere Verschiebungen
bestimmen zu können. Dem stehen entscheidende Nachteile gegenüber: 
• Das Verfahren ist auf zwei zeitlich aufeinanderfolgende Einzelbilder
beschränkt, eine Erweiterung auf Sequenzen ist nicht möglich.
• Bei verrauschten Daten wie den Ultraschallsequenzen treten Mehrfach-
maxima auf. Die erforderliche Auswahl führt zu Ungenauigkeiten.
• Das Verfahren ist sehr rechenintensiv.
Aus diesen Gründen wurde hier das Korrelationsverfahren nicht zur Ver-
folgung von aktiven Konturen verwendet.
6.2  Orientierung in Bildern
Fasst man eine Bildsequenz  als ein von der x-, y- und t-Achse aufge-
spanntes Datenvolumen auf, so entspricht eine konstante Bewegung einer
Kante oder einer „idealen Orientierung“ in diesem Datenvolumen. Die
unten diskutierten Methoden der Bewegungsbestimmung aus der Grau-
werterhaltungsgleichung und aus den Eigenwerten des Strukturtensors
K d( ) gi x( )gi 1+ x d+( ) 
gi x( )
2
  gi 1+ x( )
2
 
---------------------------------------------------=
gi x( ) gi 1+ x( )
a x( )  w x( )a x( ) xd=
w x( )
dmax
dmax d–( )2gi x( )gi 1+ x d+( ) 
gi x( )
2
  gi 1+ x( )
2
 
------------------------------------------------------------------------------
g x t,( )66
BEWEGUNGSMERKMALEberuhen auf dieser Annahme. Bewegungsbestimmung ist demnach eine
Erweiterung der Orientierungsbestimmung in Bildern. Deswegen und weil
die Geschwindigkeitsbestimmung von der räumlichen Orientierung in der
betrachteten Region abhängt, soll im Folgenden auf die Bestimmung loka-
ler Orientierung eingegangen werden.
Lokale Orientierung im Ortsraum kann aus der Übereinstimmung zwi-
schen einem Einheitsvektor  und dem Bildgradienten  in einem
durch die Fensterfunktion  ausgewählten Bildausschnitt beschrieben
werden. Dies liefert eine Energiefunktion
.
Mit dem symmetrischen Strukturtensor 
.
Nach Transformation auf Hauptachsen ergibt sich 
Das ist die Gleichung einer parabolischen Energiefunktion. Ohne
Beschränkung der Allgemeinheit gelte . Im Falle einer idealen Ori-
entierung gilt . Bei einer isotropen Grauwertstruktur sind die
Eigenwerte gleich ( ), alle Richtungen besitzen dieselbe Energie. Bei
 liegt eine konstante Grauwertumgebung vor.
Eine eng verwandte Formulierung beruht auf einer Betrachtung des Fou-
rier-“Raums“, in dem eine ideal orientierte Struktur ein linienförmiges
Spektrum besitzt. Das Optimierungsproblem zur Bestimmung der Orien-
tierung lautet nun: Bestimme diejenige Gerade durch das Spektrum, bei
der die quadrierte Projektion  der Ortsfrequenz gewichtet
mit der spektralen Energiedichte auf die Gerade minimiert wird:
Da die quadrierte Projektion auf eine bestimmte Achse, gewichtet mit einer
Dichte, in der Mechanik ein Trägheitsmoment ergibt, nennt man diesen
Ansatz zur Bestimmung der lokalen Orientierung auch Trägheitstensor-
Ansatz. Mit
n ∇g x( )
w x( )
E n( ) w x( ) ∇g x( )n( )2 xd yd=
n
T J[ ]n=
J[ ] w x( ) ∂xg x( )∂xg x( ) ∂xg x( )∂yg x( )
∂xg x( )∂yg x( ) ∂yg x( )∂yg x( )
xd yd=
E n'( ) n'T λ1 0
0 λ2
n'==
λ1 λ2≥
λ2 0=( )
λ1 λ2=
λ1 λ2 0= =
d2 k( )2 kn( )2–=
E' n( ) k( )2 kn( )2–( ) gˆ k( )( )2 kx kydd Minimum→=
k( )2 kn( )2– nT I kk( ) k k⊗( )–( )n=67
kann man das Energiefunktion als quadratische Form
mit
 
ausdrücken. Berücksichtigt man, dass man für die Komponenten
als äquivalente Darstellung im Ortsraum schreiben kann, so sieht man,
dass
und damit
,
da  ein Einheitsvektor ist. 
Bis auf einen von  unabhängigen Faktor  entspricht die zu maxi-
mierende Energiefunktion des Strukturtensors dem negativen der zu mini-
mierenden Energiefunktion des Trägheitstensors. Die beiden
Darstellungen sind somit äquivalent.
6.3  Räumlich-zeitlicher Strukturtensor
6.3.1  Berechnung im Orts- Zeit- Bereich
So wie man ausgehend von den partiellen räumlichen Ableitungen der
Grauwerte in einem Bildausschnitt auf die lokale Orientierung schließen
kann, ist es auch möglich, ausgehend von den partiellen räumlichen Ablei-
tungen  und zeitlichen Ableitungen  in einer Bildsequenz auf eine
lokale Bewegung zu schließen. Dazu betrachtet man die Kontinuitätsglei-
chung der Hydrodynamik:
(6-1)
und macht die Annahme eines divergenzfreien Geschwindigkeitsfeldes
. Man erhält dann die Grauwerterhaltungsgleichung oder „optical-
flow“-Gleichung
E' n( ) nT J'[ ]n=
J'[ ] I[ ] kk( ) k k⊗( )–( ) kd x kd y=
kikj kd x kd y ∂xjg x( )∂xjg x( )w x( ) x ydd=
J'[ ] Spur J( ) I[ ] J[ ]–=
E' n( ) Spur J( ) nT J[ ]n–=
n
n Spur J( )
∇g ∂tg
ρu( )∇ ∂tρ+ 0=
u∇ 0=68
BEWEGUNGSMERKMALE, (6-2)
die besagt, dass Grauwertänderungen ausschließlich durch eine inkom-
pressible Bewegung zustandekommen. Die Gleichung liefert eine Bedin-
gung für die Bestimmung von zwei Unbekannten, den beiden
Komponenten der Geschwindigkeit . Eine eindeutige Lösung der Glei-
chung ist daher nicht möglich, man erhält eine ganze Schar von Geschwin-
digkeiten, für die die Grauwerterhaltungsgleichung erfüllt ist. Die
minimale Geschwindigkeit
, (6-3)
die die Gleichung erfüllt, nennt man die scheinbare Geschwindigkeit. Das
Problem der Unbestimmtheit der Geschwindigkeitsbestimmung hängt mit
der Auswahl des Bildausschnitts, hier einem einzelnen Bildpunkt, zusam-
men; man nennt es deshalb auch Blendenproblem.
Um die Mehrdeutigkeit bei der Bewegungsbestimmung zu beseitigen,
betrachtet man einen mit einer Fensterfunktion  gewichteten Bild-
ausschnitt und fordert das Verschwinden der Grauwerterhaltungsglei-
chung in diesem Ausschnitt. 
Die Aufgabe der Bewegungsbestimmung wird dabei auf die Aufgabe, ein
Minimum der Fehlerenergiefunktion
(6-4)
zu finden, abgebildet. Mit
 
erhält man für die Energiefunktion
,
(6-5)
wobei die Abkürzungen
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u
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 und
 (6-6)
benutzt worden sind.  ist der Strukturtensor in dem Raum, der von
zwei Raumkoordinaten und einer Zeitkoordinate aufgespannt wird. Er ent-
hält den zweidimensionalen räumlichen Strukturtensor als Untermatrix.
Mit
  
und  kann man den Strukturtensor auch als
 
schreiben. Die Energiefunktion  wird damit zu
.
Durch Koeffizientenvergleich mit einer quadratischen Energiefunktion, die
ihr Minimum bei der Geschwindigkeit  hat,
, (6-7)
erhält man
und
. (6-8)
Die Bedingung
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BEWEGUNGSMERKMALEliefert eine Konsistenzprüfung, ob ein konstanter Grauwert und eine
gleichförmige Bewegung vorliegen.
Die Energiefunktion ist ein Paraboloid, dessen Energienullpunkt bei
 liegt, und dessen Hauptachsen durch die Eigenvektoren  und
 des symmetrischen räumlichen Strukturtensors gegeben sind:
1
Damit nimmt die Energiefunktion folgende Form an:
(6-9)
Bei einer räumlich orientierten Struktur, verschwindet einer der Eigen-
werte des Strukturtensors. Ohne Einschränkung der Allgemeinheit sei hier
. Dann gilt  für eine ganze Schar von Geschwindigkeiten,
für die  ist (Abb. 6-1).
Die minimale Geschwindigkeit , für die  gilt,
entspricht der scheinbaren Geschwindigkeit in Gleichung 6-3. Sie weist wie
diese in Richtung der lokalen Orientierung, die hier durch den Eigenvektor
 zu dem von Null verschiedenen Eigenwert  des räumlichen Struk-
turtensors gegeben ist. 
Für  wird die Determinante der Matrix  Null: Man
kann die Inverse der Matrix und damit eine eindeutige Geschwindigkeit
1. oder  =:  
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Abb. 6-1: Schar der Geschwindigkeiten mit E u( ) 0=
us u0 e1{ }( ) e1{ }= E u( ) 0=
e1{ } λ1
λ2 0= det Jx[ ]( ) λ1 λ2⋅=71
nach Gleichung 6-8 nicht mehr bestimmen. Trotzdem kann man Gleichung
6-7 in die Form von Gleichung 6-9 bringen, die zu:
wird, d.h. das Energieparaboloid entartet zu einer Art Röhre mit Parabel-
profil. Dieses Verhalten der Fehlerenergiefunktion im Fall einer ideal ori-
entierten Struktur ist sinnvoll: Die unendlich große Varianz für die
Geschwindigkeitskomponente in Richtung von  spiegelt wider, dass
kein Wissen über über die Größe dieser Geschwindigkeitskomponente vor-
liegt.
Der Eigenwert , der hier die Rolle eines Qualitätsmaßes hat, entspricht
dem mittleren quadratischen Gradienten in Richtung des dazugehörenden
Orientierungsvektors, das heißt je stärker die Grauwertänderungen in
einer bestimmten Richtung sind, desto mehr Vertrauen kann man in die
entsprechende Geschwindigkeitsschätzung haben.
Die angegebene Energiefunktion verhält sich also sinnvoll bei einer lokal
orientierten Region und die Bedeutung des mittleren quadratischen Gradi-
enten als Qualitätsmaß ist plausibel. 
Probleme treten bei dem Verfahren jedoch dann auf, wenn man berücksich-
tigt, dass bei den Ultraschallsequenzen zusätzlich zu dem Specklerauschen
ein räumlich und zeitlich unkorreliertes Rauschen, z.B. Verstärkerrau-
schen hinzukommt. Für diesen Fall hat Jähne [Jäh93] [Jäh97] gezeigt,
dass sich die nach Gleichung 6-8 bestimmte Geschwindigkeit , für die die
Energiefunktion minimal wird, verschiebt:
1. (6-10)
Aus diesem Grund erscheint das Verfahren als nicht geeignet zur Verfol-
gung von Konturen in Ultraschallsequenzen.
6.3.2  Bestimmung im Ortsfrequenz- Frequenzraum
Die im vorigen Kapitel diskutierte Energiefunktion ist in der in Gleichung
6-5 gegebenen Form zwar nicht für die Bewegungsbestimmung in ver-
rauschten Bildsequenzen geeignet, auf dem räumlich-zeitlichen Struktur-
tensor basieren aber noch weitere Verfahren zur Bewegungsbestimmung,
1.  ist hier die Varianz des Rauschens.
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BEWEGUNGSMERKMALEderen Schätzwert sich nicht ändert, wenn der Sequenz unkorreliertes Rau-
schen überlagert wird. Diese Verfahren werden anschaulicher, wenn man
den korrespondierenden Ortsfrequenz-Zeitfrequenz-Bereich betrachtet. Im
Folgenden soll deshalb die Berechnung des Strukturtensors im Fourier-
Raum beschrieben werden.
Ersetzt man in der Grauwerterhaltungsgleichung 6-2 die Grauwert-
Sequenz  durch ihre Fouriertransformierte
,
so erhält man für eine konstant bewegte Struktur:
(6-11)
Das heißt, in den Bereichen des dreidimensionalen Spektrums, in
denen die Fouriertransformierte  der Sequenz nicht verschwindet,
gilt:
. (6-12)
Diese Gleichung hat die Form einer Ebenengleichung mit dem Normalen-
vektor . Anders gesagt: Bei einer konstant bewegten Struktur
ist nur die durch Gleichung 6-12 beschriebene Ebene im Raum
besetzt. Bewegungsbestimmung ist die Aufgabe, den Normalenvektor die-
ser Ebene zu bestimmen. 
Auch der Strukturtensor kann im Spektralbereich berechnet werden. Mit
(6-13)
gilt:
  ... usw.
oder
.
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Bewegung entspricht einer Transformation im Ortsfrequenz-Zeitfrequenz-
Bereich gemäß:
Diese Transformation kann man durch eine Matrixmultiplikation des
Spektrumsvektors  mit der Schermatrix: 
(6-14)
ausdrücken:
 (6-15)
Es gilt
Es soll nun gezeigt werden, dass die Energiefunktion einer sich mit der
Geschwindigkeit  bewegenden Struktur, deren Textur durch den räumli-
chen Strukturtensor  beschrieben werden kann, tatsächlich
 
ist.
Der räumlich-zeitliche Strukturtensor einer ruhenden Region ist:
 
da . Für den Strukturtensor derselben sich mit der Geschwindigkeit
 bewegenden Region erhält man nach Transformation des Vektors
 nach Gleichung 6-15:
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BEWEGUNGSMERKMALE(6-16)
Für die geschwindigkeitsabhängige Energiefunktion ergibt sich damit:
(6-17)
also dasselbe wie aus dem Koeffizientenvergleich in Gleichung 6-7.
6.3.3  Eigenwertanalyse des Strukturtensors
Ein anderes Verfahren zur Bestimmung der Geschwindigkeit aus dem
Strukturtensor beruht auf der Betrachtung der Eigenwerte  und der
Eigenvektoren 
, , 
des Strukturtensors [Jäh93], [Jäh97]. Der Strukturtensor ist eine symme-
trische Matrix, seine Eigenvektoren sind daher orthogonal [Jän93]. Nor-
miert man auf , so kann man den Strukturtensor nach dem
äußeren Produkt der Eigenvektoren entwickeln:
. (6-18)
Es soll nun gezeigt werden, dass bei einer konstant bewegten Struktur, die
keine ideale Orientierung besitzt, genau einer der Eigenwerte  ver-
schwindet und dass der dazugehörende Eigenvektor in Richtung des Vek-
tors  weist. 
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Der Strukturtensor einer rauschfreien, nicht-ideal orientierten Struktur
lässt sich nach Gleichung 6-16 als
(6-19)
schreiben. Unabhängig von  gilt , das heißt, die Matrizen
 und  sind invertierbar. Dann gilt ([Jän93])
, (6-20)
Damit haben die Matrizzen  und  die gleiche Anzahl von Eigenwer-
ten, die von Null verschieden sind. Nach der Definition einer nicht-ideal
orientierten Struktur ergeben sich zwei von Null verschiedene Eigenwerte.
Nach Gleichung 6-17 gilt für die nicht-ideal orientierte Struktur
(6-21)
Einsetzen in Gleichung 6-18 ergibt:
(6-22)
Es sei ,  und  seien die von Null verschiedenen Eigenwerte.
 kann dann nur gelten, wenn der Vektor  orthogonal zu
den Eigenvektoren  und  ist. 
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BEWEGUNGSMERKMALEAnschaulich kann man sagen, dass  ein Dichtetensor im Ortsfrequenz-
Zeitfrequenz-Spektrum ist. Bei einer konstanten Bewegung einer nicht-
ideal orientierten Struktur und unter Vernachlässigung von Rauschen ist
nur eine Ebene in diesem Spektrum besetzt. Der Vektor  ist der Nor-
malenvektor dieser Ebene und gleichzeitig Richtungsvektor der Haupt-
achse des Strukturtensors.
Bei einer räumlich orientierten Struktur gilt 
d.h. auch der zweite Eigenwert  von  wird Null. Der Unterraum zu
 entartet. Die Ebene, in der das Spektrum liegt, entartet zu einer
Geraden. Es ist nicht mehr möglich, einen einzigen zu dem Spektrum nor-
malen Vektor anzugeben. Der verbleibende Eigenvektor  weist in
Richtung der Geraden. Die x-y-Komponente 
ist die Richtung der räumlichen Orientierung. Aus der Neigung des Eigen-
vektors  gegen die ω-Achse kann man die Geschwindigkeitskompo-
nente in Richtung der Orientierung, die scheinbare Geschwindigkeit 
unmittelbar angeben:
 . (6-23)
Bei einer Umsetzung in eine Energiefunktion  kann man berücksich-
tigen, dass nur die Komponente in Richtung der räumlichen Orientierung 
bekannt ist, wenn man eine Energiefunktion
 
definiert, die nur Abweichungen der Geschwindigkeit entlang des Orientie-
rungsvektors  bestraft. q ist hier ein noch näher zu bestimmendes Quali-
tätsmaß.
Wird die Bewegung von unkorreliertem Rauschen überlagert, so ändert
sich der Strukturtensor [Jäh93], [Jäh97]
,
wobei  die Varianz des Rauschens ist und  die Einheitsmatrix. Da
jeder Vektor ein Eigenvektor der Einheitsmatrix ist, ändern sich die Eigen-
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vektoren des Strukturtensors dadurch nicht. Es ändern sich aber die
Eigenwerte des Strukturtensors:
.
An die Stelle des Eigenvektors zum Eigenwert 0 tritt der Eigenvektor zum
kleinsten Eigenwert . Damit ist aber auch keine feste Schwelle für den
mittleren Eigenwert  anzugeben, unterhalb derer nur die scheinbare
Geschwindigkeit nach Gleichung 6-23 berechnet werden kann. 
Günstig wären entweder ein weiches Umschalten zwischen der Bestim-
mung der gesamten und der scheinbaren Geschwindigkeit oder Qualitäts-
maße für verschiedene räumlichen Komponenten. Die Qualitätsmaße
sollten mit mit zunehmender Rauschvarianz  abnehmen. So gibt Jähne
[Jäh93], [Jäh97] ein totales Kohärenzmaß 
für die Geschwindigkeitsbestimmung an, das eine globale Aussage über die
Genauigkeit der Schätzung enthält und das mit zunehmender Rauschvari-
anz abnimmt:
.
Das Konzept der Kohärenzmaße soll in den folgenden Abschnitten so
erweitert werden, das es ähnlich wie Gleichung 6-9 Aussagen über die Güte
der Geschwindigkeitsmessung getrennt für die verschiedenen Komponen-
ten der räumlichen Orientierung enthält.
6.3.4  Aufspaltung in Hauptachsen der räumlichen Orientierung
Das von Jähne vorgeschlagene Verfahren berechnet Bewegung bei einer
texturierten Region aus dem Normalenvektor eines Ebenenspektrums und
bei einer orientierten Region aus dem Richtungsvektor des linienförmigen
Spektrums. Um ein weiches Umschalten zwischen orientierten und textu-
rierten Regionen zu bekommen, wäre es günstig, auch bei dem Ebenen-
spektrum von den Vektoren, die die Ebene aufspannen, auszugehen. 
Eine Möglichkeit dazu ist, zunächst die  Eigenvektoren des räumlichen
Strukturtensors zu berechnen, und anschliessend die Neigungswinkel des
Ebenenspektrums gegen die Richtungen. Diese entsprechen den Kompo-
nenten der Geschwindigkeit in Richtung der Hauptachsen der räumlichen
Orientierung.
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BEWEGUNGSMERKMALEOhne Beschränkung der Allgemeinheit seien im Folgenden die Eigenvekto-
ren des räumlich-zeitlichen Strukturtensors Vektoren in Richtung der x-
und der y-Achse.
Die Bestimmung der Geschwindigkeiten entspricht dann der Bestimmung
der Schnittgraden der Ebene des Spektrums mit der -Achse beziehungs-
weise der -Achse. 
Für das Spektrum in Richtung der -Achse gilt beispielsweise:
Berechnung der x-t-Komponente im Ortsraum ergibt:
wobei  eingesetzt wurde. D.h. der Strukturtensor
beschreibt die Bewegung der Projektion der Grauwerte auf die Hauptach-
sen des räumlichen Strukturtensors. Man erhält insgesamt zwei räumlich-
zeitliche Strukturtensoren, aus denen jeweils eine Geschwindigkeitskom-
ponente berechnet werden kann. Das soll im Folgenden für den x-t-Struk-
turtensor beschrieben werden. 
Bei konstanter Bewegung und einer Rauschleistung Null ist einer seiner
Eigenwerte Null. Der Eigenvektor zu diesem Eigenwert ist:
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wobei die Komponente in Richtung der t-Achse zu 1 normiert wurde. Aus
diesem Eigenvektor kann man die Geschwindigkeit unmittelbar ablesen.
Liegt eine entlang der x-Achse orientierte Struktur vor, so verschwindet
auch der zweite Eigenwert. Man kann also ein Maß für die Güte der
Geschwindigkeitsschätzung zu 
angeben, das verschwindet, wenn eine räumlich Struktur in x-Richtung
vorliegt.  und  sind hier die beiden Eigenwerte des Strukturtensors
der Projektion auf die x-t-Achse Eine geeignete Energiefunktion wäre
somit:
Wie die aus der Erfüllung der optical-flow-Gleichung resultierende Ener-
giefunktion ist diese Energiefunktion eine Paraboloidfunktion, die bei einer
räumlich orientierten Struktur zu einer paraboloidförmigen Röhre entar-
tet.
Ein Vorteil gegenüber dem auf der Erfüllung der optical-flow-Gleichung
beruhenden Verfahren ist, dass sich bei überlagertem Rauschen der Null-
punkt nicht verschiebt, sondern sich lediglich die Öffnung des Energiepara-
boloids verbreitert.
Ein Nachteil ist, dass nicht die gesamte im dreidimensionalen Ortsfre-
quenz-Frequenzspektrum erhaltene Information, sondern lediglich zwei
zweidimensionale Schnittebenen verwendet werden. Ein Teil der Informa-
tion geht dadurch verloren.
6.3.5  Eigenvektoren als Richtungsvektoren der Ebene 
Ein Verfahren, dass das gesamte Spektrum verwendet, und den Vorteil des
im vorigen Kapitels beschriebenen Verfahrens, weich zwischen einer ver-
teilten räumlichen Struktur und einer räumlich orientierten Struktur
umzuschalten, soll im folgenden Kapitel vorgestellt werden.
Wie bei dem von Jähne vorgeschlagenen Verfahren gehen wir von den
Eigenvektoren 
 , , 
des räumlich-zeitlichen Strukturtensors aus. 
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BEWEGUNGSMERKMALEEs sei , 
Anders als bei dem von Jähne vorgeschlagenen Verfahren soll in jedem Fall
von den beiden zu den größeren Eigenwerten gehörenden Eigenvektoren
ausgegangen werden. Im rauschfreien Fall und bei konstanter Bewegung
und einer verteilten räumlichen Struktur spannen diese Eigenvektoren die
Ebene auf, in der das Spektrum liegt. 
Wie bei der Bestimmung der scheinbaren Bewegung einer orientierten
Struktur kann man die Eigenvektoren auf die x-y-Ebene projizieren und
Richtungsvektoren
angeben. Entlang dieser Richtungen kann man nun aus der Neigung der
Eigenvektoren  und  gegen die x-y-Ebene Geschwindigkeitskom-
ponenten
 und
angeben. Es gilt 
 und (6-24)
Beziehung 6-24 kann man aus der Orthogonalität der Eigenvektoren ,
 und  folgendermaßen ableiten:
Wenn räumlich verteilte Struktur vorliegt und Rauschen vernachlässigt
werden kann, dann ist genau einer der Eigenwerte des Strukturtensors
Null. Der entsprechende Eigenvektor sei . Die symbolische Berech-
nung des Eigenvektors des Strukturtensors aus Gleichung 6-17 zum Eigen-
wert Null ergibt
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Die t-Komponenten der Eigenvektoren sollen im folgenden auf
 normiert werden. 
Die Orthogonalität von  und  kann man dann als:
 
schreiben. Daraus folgt:
(6-25)
Entsprechend folgt aus der Orthogonalität von  und : 
.
Gleichung 6-25 zerlegt die Geschwindigkeit  in zwei nicht-orthogonale
Komponenten  und . Die Situation zeigt schematisch
Abb. 6-2.
Wenn  ist, kann man für die Geschwindigkeitskomponente 
entlang der -Richtung ein Gütemaß 
 (6-26)
angeben. Bei konstanter Bewegung und Rauschleistung Null gilt .
Das Gütemaß wird 1. Bei einer schwächer ausgeprägten Orientierung wird
 kleiner, mit stärker werdender Rauschleistung wird  größer.
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BEWEGUNGSMERKMALEIn einer Umgebung mit konstantem Grauwert wird , das Gütemaß
verschwindet. Entsprechend könnte man ein Gütemaß 
(6-27)
für die Geschwindigkeitskomponente in -Richtung definieren. Bei
einer orientierten Struktur kann man keine Aussage über die Komponente
in -Richtung machen. In diesem Fall sollte das Gütemaß für diese
Komponente verschwinden. Bei einer orientierten Struktur verschwinden
die Eigenwerte  und , man kann keine Aussage über das Verhalten
des in Gleichung 6-27 definierten Gütemaßes machen. Ein Gütemaß mit
der gewünschten Eigenschaft, bei einer orientierten Struktur zu ver-
schwinden, ist
. (6-28)
Die einzige Situation, in der das Verhalten dieses Qualitätsmaßes proble-
matisch ist, ist das Verschwinden aller Eigenwerte ,  und . Das ent-
spricht einer Umgebung mit konstantem Grauwert. Diese Situation tritt
bei unserer Applikation jedoch nicht auf.
Man kann somit eine Energieparabel
(6-29)
f1{ }
f2{ } u1m
u2m
u{ }
Abb. 6-2: Zerlegung der Geschwindigkeit nach 
nicht-orthogonalen Komponenten 
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angeben, 
• deren Minimum unempfindlich gegen Rauschen ist, 
• deren Weite die Güte der Messung wiederspiegelt,
• die bei einer räumlich orientierten Struktur zu einer Röhre mit parabel-
förmigen Profil entartet und 
• in deren Berechnung Information aus dem gesamten Spektrum einfließt. 
Summiert über die Zeitpunkte und über den Konturverlauf kann Glei-
chung 6-29 als Datenterm eines Geschwindigkeitsvektorfeldes in Analogie
zu dem Datenterm der aktiven Kontur in Gleichung 3-3 angesehen werden.  
Das beschriebene Verfahren beruht auf dem Sortieren der Eigenwerte. Bei
einer räumlich orientierten Struktur entartet der Unterraum zu . In
der Praxis werden die Eigenwerte  und  durch Rauschen und nicht-
konstante Bewegung nicht Null sondern ungefähr gleich groß sein. Bei dem
Sortieren der Eigenwerte können deshalb die Eigenwerte zu  und  ver-
tauscht werden. Entsprechend wird die Berechnung des Eigenvektors 
und damit die Berechnung von  und der Geschwindigkeit  fehler-
haft. Da jedoch das Qualitätsmaß  für die Geschwindigkeitskomponente
in -Richtung verschwindet, entsteht auch in diesem Fall kein fehler-
hafter Beitrag zu der Energiefunktion in Gleichung 6-29. 
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BEWEGUNGSMERKMALE6.4  Das Abtatsttheorem für Sequenzen
In Kapitel 6.3 wurde gezeigt, dass man konstante Bewegung im Fourier-
raum durch eine Scherung beschreiben kann. Das ist für verschiedene
Geschwindigkeiten in Abbildung 6-2 dargestellt.
Bis jetzt wurden Sequenzen als im Orts- und Zeitbereich kontinuierliche
Funktionen angesehen. Im Folgenden soll nun auf die Diskretisierung ein-
gegangen werden. Dazu wird die Fouriertransformierte  einer eindi-
mensionalen diskreten Sequenz  betrachtet. Eine Erweiterung
auf zweidimensionale Sequenzen ist unmittelbar möglich. 
Der Diskretisierung im Ortsbereich mit  und im Zeitbereich mit  ent-
spricht einer Periodisierung im Ortsfrequenzbereich mit  und im Fre-
quenzbereich mit  (Abb. 6-4).
Für die Einzelbilder sei das Shannon’sche Abtasttheorem im Ortsbereich
erfüllt. Es soll deshalb nur der Bereich der Ortsfrequenzen 
betrachtet werden. 
Das Signal ist auch im Zeitbereich bandbegrenzt mit . Bei
der Bildung von Mittelwerten wie in Gleichung 6-13 kann man sich daher
auf die Region , , die erste Brillouin-Zone
[Iba99], beschränken.
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k
Abb. 6-3: Scherung des Fourierspektrums mit zunehmender 
Geschwindigkeit 
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 Durch die Periodisierung im Frequenzbereich lappen bei Geschwindigkei-
ten  Teile des linienförmigen Spektrums von den benachbarten
Brillouin-Zonen aus in die erste Brillouin-Zone hinein. Die Hauptachse
durch das Spektrum stimmt dann nicht mehr mit der Neigung des linien-
förmigen Spektrums überein, die Geschwindigkeit wird unterschätzt.
Das Hineinlappen von benachbarten Teilen des Spektrums kann man
durch Tiefpassfilterung auf  im Ortsfrequenzbereich oder durch
Tiefpassfilterung im Frequenzbereich auf  unterdrücken
(Abb. 6-5).
Zeitliche Tiefpassfilterung reduziert die mit 15 Frames ohnehin begrenzte
zeitliche Auflösung. Die Graphik macht außerdem klar, dass bei einer Tief-
passfilterung im Ortsfrequenzbereich ein grösserer Teil des linienförmigen
Spektrums ausgewertet werden kann. Die Tiefpassfilterung im Ortsfre-
quenzbereich ist deshalb vorzuziehen.
Bei Sequenzen gibt es also den besonderen Fall, dass man dem Aliasing-
effekt durch Abtastung im Zeitbereich durch Tiefpassfilterung im Ortfre-
quenzsbereich begegnen kann.
ω
k
Abb. 6-4: Erste Brillouin-Zone im k-ω- Raum bei Unterabtastung
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BEWEGUNGSMERKMALE 
6.5  Eine coarse-to-fine Strategie
Auch durch die Tiefpassfilterung im Ortsbereich wird die Information, die
in dem in die benachbarte Brillouinzone hineinragenden Teil des Spek-
trums enthaltenen ist, verworfen.
Das äußert sich zum Einen darin, dass durch die Tiefpassfilterung eine
geringere Signalenergie zur Verfügung steht, als im kontinuierlichen Fall
genutzt werden könnte. 
Ein anderer Aspekt ist, dass das Spektrum nur im idealen Fall einer
unendlich ausgedehnten Region exakt linienförmig ist. Wird im realen Fall
ein endlicher Ausschnitt betrachtet, entspricht das einer Faltung des Spek-
trums mit der Fouriertransformierten der Fensterfunktion. Ist  die cha-
rakteristische Ausdehnung der Fensterfunktion im Zeitberich, dann ist
 die charakteristische Weite ihrer Fouriertransformierten im Fre-
quenzbereich. Das linienförmige Spektrum wird durch die Faltung in Rich-
ω
k
Abb. 6-5: Tiefpassfilterung in k oder ω zur Unterdrückung von 
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tung der Frequenzachse mit  verwischt. Daraus resultiert eine
Ungenauigkeit der Geschwindigkeitsschätzung  von der Grössenord-
nung . Die Geschwindigkeitsbestimmung wird
also umso genauer, je grösser die Grenzwellenlänge  der Ortsfrequenz
gewählt wird.
Um auch den Bereich  des Ortsfrequenzspektrums, der in die
benachbarte Brillouinzone hineinragt, zu nutzen, und so die Genauigkeit
der Geschwindigkeitsschätzung zu erhöhen, ist eine coarse-to-fine Strate-
gie ein geeigneter Ansatz. Dazu wird zunächst eine Auflösungspyramide
der Sequenz in den beiden räumlichen Dimensionen erzeugt.
Auslösungspyramiden sind Repräsentationen eines Bildes in schrittweise
vergröberten Auflösungsstufen. Um sie zu erzeugen, werden die Einzelbil-
der der jeweils feineren Auflösungsstufe tiefpassgefiltert und unterabgeta-
stet. Für die Sequenzen werden Auflösungspyramiden jeweils der
Einzelbilder erzeugt. Die Auflösung in zeitlicher Richtung bleibt unverän-
dert.
Für unsere Anwendung ist wichtig, dass das Abtatsttheorem
(6-30)
für die zu erwartenden Geschwindigkeiten in der gröbsten verwendeten
Auflösungsstufe erfüllt ist. In dieser Stufe kann nun mit den oben beschrie-
benen Methoden eine Geschwindigkeitsschätzung  bestimmt werden.
Wenn nun die Geschwindigkeit der nächst feineren Stufe bestimmt
werden soll, wird die Sequenz der nächst feineren Auflösungsstufe um
diese Geschwindigkeit zurückgeschoben. Das heißt an Stelle der Sequenz
 wird die Sequenz  betrachtet. In der feineren Auflö-
songststufe  wird dann nur noch die Differenzgeschwindigkeit zu die-
ser ’Initialgeschwindigkeit’  berechnet. Für die kleinere
Differenzgeschwindigkeit ist das Abtasttheorem 6-30 auch bei der höheren
maximalen Ortsfrequenz der feineren Auflösungstufe erfüllt.
Im Fourierraum entspricht die Transformation 
einer Scherung mit der Schermatrix  nach Gleichung 6-14. Das Ver-
fahren kann man sich nun so vorstellen, dass auf einer schmaleren Basis
eine Hauptachse duch das Spektrum bestimmt wird und das Spektrum um
eine daraus berechnete Geschwindigkeit ’zurückgeschert’ wird. Will man
nun die Hauptachse durch das ’zurückgescherte’ Spektrum bestimmen, so
kann man dazu eine breitere Basis, das heißt einen grösseren Bereich des
Ortsspektrums heranziehen und so die Genauigkeit der Geschwindigkeits-
schätzung schrittweise erhöhen.
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BEWEGUNGSMERKMALEDas Zurückverschieben der Sequenz in dem gefensterten Ausschnitt kann
durch eine entsprechende Scherung der Ableitungsmasken implementiert
werden.
Die gesamte Geschwindigkeitsschätzung ergibt sich aus der Geschwindig-
keitsschätzung der gröbsten Geschwindigkeitsstufe plus der Summe der
Differenzgeschwindigkeiten:
Wird die Geschwindigkeit auf einer Auflösungstufe fehlerhaft bestimmt,
dann bewegt sich die Sequenz auf der nächst feineren Auflösungsstufe
noch mit dieser Fehlergeschwindigkeit. Die Differnzgeschwindigkeit 
korrigiert also den Fehler  der gröberen Auflösungsstufe. Die Fehler
akkumulieren sich so nicht über die Auflösungstufen. Der Gesamtfehler ist
der Fehler
 
der feinsten Auflösungstufe.
ud ud0 δudii
+=
δudi 1+
∆udi
∆u ∆ω kmax⁄≈ ∆ωL 2π⁄=89
90
7  Glättung der Bewegungsschätzungen
Bei den in den Kapiteln 3 bis 5 beschriebenen Modellen zur Rekonstruktion
und Verfolgung von Konturen fließt Wissen aus Messungen ausschlies-
slich in Form von Kantenmerkmalen ein. Die Bestimmung von Kanten in
Ultraschalldaten wird durch Ihre typische granuläre Textur, das soge-
nannte Specklerauschen erschwert. Speckles sind Interferenzmuster, die
entstehen, wenn eine stochastische Streukörperverteilung kohärent ange-
regt wird. Es ist nicht möglich, von den Specklemustern unmittelbar auf
die Lage der Streukörper zu schließen. Ein Specklemuster ist allerdings
charakteristisch für eine Streukörperverteilung. Wird eine Streukörperver-
teilung bewegt, so bewegt sich das Specklemuster mit. Aus diesem Effekt
basieren Verfahren zur lokalen Bewegungsschätzung, das sogenannte
Speckle-Tracking.
Verfahren zur Verfolgung von aktiven Konturen über die Zeit und Verfah-
ren zur lokalen Bewegungsschätzung sind zunächst unterschiedliche
Methoden zur Bewegungsanalyse.
Ansätze zur Verknüpfung der beiden Methoden zielen einerseits auf die
Glättung der Bewegungsvektoren und andererseits auf die Verfolgung der
Konturen mit Hilfe von Bewegungsschätzungen.
Zur Glättung von Bewegungsinformation schlägt Dengler ein modellbasier-
tes Verfahren vor [Den85]. Das Verfahren ist methodisch mit den aktiven
Konturen verwandt und beruht wie diese auf der Aufstellung einer exter-
nen Datenenergie, die Wissen aus den Messungen repräsentiert und einer
inneren Energie, die die Glattheitsforderung repräsentiert. Die Datenener-
gie ist hier die quadrierte optical-flow-Gleichung (6-2), die das Geschwin-
digkeitsvektorfeld erfüllen soll. Die Glattheitsenergie ist die Energie einer
elastischen Membran, wobei hier anders als bei den aktiven Oberflächen
die Oberflächenparameter mit den Bildindizes zusammenfallen. Die
Anwendung dieses Verfahrens auf  Ultraschalldaten ist aus zwei Gründen
problematisch. Ultraschalldaten sind nicht nur mit dem korrelierten
Specklerauschen sondern auch mit unkorreliertem Verstärkerrauschen
überlagert. Unkorreliertes Rauschen verschiebt das Minimum der optical-
flow Gleichung (6-2) und damit der Datenergiefunktion (siehe Gleichung
(6-10)). Die Geschwindigkeit wird dadurch unterschätzt. Die Membranen-
ergie glättet das Bewegungsvektorfeld isotrop. Bewegungsschätzungen lie-91
fern aber nur im Bereich der Kante einen nennenswerten Beitrag. Durch
die isotrope Glättung würde das Geschwindigkeitsvektorfeld verschmiert.
Ansätze zur Verfolgung von aktiven Konturen mit Hilfe von Bewegungs-
merkmalen liefert die Arbeit von Giachetti [Gia98]. Sie stellen eine Erwei-
terung des Verfahrens der Rekonstruktion von Einzelkonturen in den
verschiedenen Einzelbildern dar. Verschiebungsvektoren dienen hier dazu,
die in einem Bild i rekonstruierte Kontur an das Bild i+1 ’weiterzugeben’.
Dazu werden die im Bild i rekonstruierten Konturpunkte um die zwischen
Bild i und  i+1 berechneten Verschiebungsvektoren verschoben. Die so
erzeugte Kontur dient dann als Initialkontur für das Bild i+1. Giachetti
lässt Qualitätsmaße in dieses Verfahren einfließen, indem den Kontur-
punkten eine Masse, die von der Qualität der Geschwindigkeitsschätzung
abhängt, zugeordnet wird [Gia98]. Punkte mit einem höheren Qualitätspa-
rameter lassen sich so weniger leicht verschieben. Die endgültige Lage der
rekonstruierten Kontur ergibt sich bei diesem Verfahren allerdings wieder
auf Grund der kantenbasiert bestimmten Bilderkräfte.
7.1  Eine gemeinsame Energiefunktion
Im folgenden soll ein Konzept entwickelt werden, bei dem die beiden Auf-
gaben der Glättung der Geschwindigkeitsvektorfelder und der Verfolgung
der Kontur gemeinsam gelöst werden sollen. 
Ein erster Ansatz dazu ist die Annahme, dass mit einer Konturapproxima-
tion  implitzit auch ein entsprechendes Geschwindigkeitsvektorfeld
 gegeben ist, dessen Abweichungen von lokalen Geschwin-
digkeitsmessungen durch eine geschwindigkeitsabhängige Datenenergie-
funktion beschrieben werden kann. 
In Analogie zu der in Kapitel 3 eingeführte Datenenergie 
, (7-1)
die Abweichungen zwischen Konturpunkten  und entsprechenden
Kantenorten   bestraft, kann man eine Datenenergie formulieren, die
Abweichungen der Konturgeschwindigkeiten  von den lokalen
Geschwindigkeitsschätzungen bestraft:
(7-2)
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGENDie Energiefunktion ist hier die im vorigen Kapitel als Gleichung (6-29)
formulierte.
Es stellt sich die Frage, wie man diesen Energieterm in das in Kapitel 5
formulierte Konzept der zeitabhängigen aktiven Konturen integrieren
kann, wie die assozierte Euler- Lagrangesche Differentialgleichung aus-
sieht, wie man sie diskretisieren und wie man die Iterationsvorschrift zum
Auffinden des Minmums formulieren kann.
Setzt man  aus Gleichung  (7-1) und  aus Gleichung (7-2) für
die Datenenergie   in die Gesamtenergie einer
zeitabhängigen Kontur aus Gleichung (5-2) ein, so erhält man als assozi-
ierte Euler-Langrange’sche Differentialgleichung ([Gol91]), die im Mini-
mum der Gesamtenergie  (5-2) erfüllt ist:
oder ausdifferenziert:
1 (7-3)
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=: 
Der Übersichtlichkeit halber soll die Diagonalmatrix  im Fol-
genden mit  abgekürzt werden.
Damit wird die diskrete Bedingung für die Erfüllung der Euler-
Lagrangeschen Differentialgleichung zu:
(7-4)
Diese Gleichung ist eine Bedingung für das Vorliegen eines Minimums der
Gesamtenergie1, die entsprechende Iterationsvorschrift für das Auffinden
dieses Minimums ist:
2.  Da die geschwindigkeitsabhängigen Terme der Merkmalsenergie nicht wie die 
ortsabhängigen Terme nach x- und y- Komponenten separieren, soll der 
folgende Formalismus den Vektorcharakter der Kurve zum Ausdruck bringen:
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l 1–
)oder als Iterationsvorschrift getrennt nach Termen zum Iterationsschritt l
und zum Iterationsschritt l-1:
(7-5)
Setzt man für die Approximation der Geschwindigkeiten folgende symboli-
sche Schreibweise ein:
(7-6)
=: 
ein, so erhält man als Iterationsvorschrift für die Entwicklungskoeffizien-
ten des Geschwindigkeitsvektorfeldes: 
  (7-7)
Das heißt, zu den Approximationen der Konturen und zu den Approxima-
tionen der Geschwindigkeitsvektorfelder werden in jedem Iterationsschitt
1. Den Term  erhält man auch, wenn man in die 
geschwindigkeitsabhängige Datenenergie (7-2) die Approximation 
 einsetzt und nach  differenziert:
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Komponenten addiert, die mit  hochpassgefiltert werden. Dieses Ver-
fahren ist  rauschanfällig und dadurch instabil.
7.2  Getrennte Energiefunktionen
Die hochpassgefilterten Komponenten stammen von dem Term  der
assozierten Euler-Lagrangeschen Gleichung. Der Term taucht immer dann
auf, wenn man orts- und geschwindigkeitsabhängige Datenenergien in
einer Gesamtenergiefunktion zusammenfasst. Um die hochpassgefilterten
Komponenten zu unterdrücken, kann man orts- und geschwindigkeitsab-
hängige Terme trennen und für beide Daten- und innere Energien aufstel-
len.
Bei einer inneren Energie als Glattheitsforderung des Geschwindigkeits-
vektorfeldes
 (7-8)
und einer Datenenergie (7-2) ergibt sich eine assoziierte Euler-
Lagrangesche Gleichung für die Gesamtenergie 
des Geschwindigkeitsvektorfeldes zu:
oder ausdifferenziert:
Das entspricht im wesentlichen der Euler-Lagrangeschen Gleichung (5-3)
der zeitabhängigen Kontur. Für die Diskretisierung mit Finiten Elementen
im Zeit- und Fourier-Basisfunktionen im Zeitbereich ergibt sich:
(7-9)
Die entsprechende Iterationsvorschrift für die Entwicklungskoeffizienten
 des Geschwindigkeitsvektorfeldes enthält nun keine Hochpasskompo-
nenten:
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGEN1 (7-10)
Die innere Energie (7-8) des Bewegungsvektorfeldes enthält partielle
Ableitungen nach den Konturparametern s und t und erzwingt eine Glatt-
heit des Bewegungsvektorfledes nur in diese Richtungen. Es vermeidet
dadurch eine isotrope Glättung und Verschmierung des Geschwindigkeits-
vektorfeldes. Das Geschwindigkeitsvektorfeld ist aber auch nur an den
Konturpunkten und nicht in dem gesamten von x, y und t aufgespannten
Datenvolumen definiert. 
Wenn nun die Annahme machen, dass das Geschwindigkeitsvektorfeld die
Konturpunktgeschwindigkeiten repräsentiert, so ergibt sich die Lage der
Konturpunkte nach jedem Iterationsschritt durch Aufintegration des
neuen Geschwindigkeitsvektorfeldes . 
Die folgenden Betrachtungen werden einfacher, wenn man anstatt der dis-
kreten fouriertransformierten Komponenten ,  und  die ent-
sprechenden zeitkontinuierlichen Funktionen , und 
2
betrachtet.
In dieser Notation wird Gleichung (7-10) zu:
(7-11)
Um von den Geschwindigkeiten  auf die Lage der Kontur zum Zeit-
punkt t zu kommen, muss Gleichung (7-11) aufintegriert werden: 
(7-12)
Das Integral über die zeitabhängigen Knotenvariablen kann ausgeführt
werden:
1. mit der verallgemeinerten „Geschwindigkeitskraft“ 
2. Es gilt: 
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Der Frame  hat nur einen benachbarten Frame, man kann also mit
Hilfe der zweiseitigen Ableitungsfilter keine Geschwindigkeitsschäzungen
für diesen Frame berechnen. Die Lage durch  repräsentierte Lage
der Kontur soll deshalb nicht durch Geschwindigkeitsmessungen beein-
flusst werden und wir  können  setzen.
Damit ergibt sich:
Der letzte Term entspricht einer Hochpassfilterung der Kontur für den
ersten Frame mit dem Hochpass , die rauschverstär-
kend wirkt. Diese Komponente soll deshalb unterdrückt werden, so dass
wir
(7-13)
schreiben können. Der Term  enthält im Wesentlichen bewer-
tete Geschwindigkeitsdifferenzen zwischen benachbarten Frames, die an
den Orten der durch   beschriebenen zeitabhängigen Kontur
berechnet wurden. Implizit geht man davon aus, dass diese Geschwindig-
keitsmessungen auch für die neue Lage der Kontur  gelten. Das ist
dann richtig, wenn man die Schrittweite  so klein wählt, dass auch für
Zeitpunkte  am Ende der Sequenz der Ausdruck
kleiner als der Bereich ist, in dem man das Geschwindigkeitsvektorfeld als
konstant annehmen kann, also einer Weite von einigen Pixeln. 
Nimmt man die ortsabhängigen Merkmalskräfte 
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGENhinzu, so erhält man die Iterationsvorschrift
, (7-14)
der anders als der Iterationsvorschrift (7-5) nicht die Minimierung einer
einheitlichen Energiefunktion zu Grunde liegt. In experimentellen Situa-
tionen konvergierte (7-14) dennoch gegen einen Grenzwert.
7.3  Implementierung
In Kapitel 6 wurde gezeigt, wie man mit gescherten Filtermasken
Geschwindigkeiten relativ zu einer vorberechneten Geschwindigkeit
bestimmen kann. Die vorberechnete Geschwindigkeit war hier die
Geschwindigkeit der gröberen Auflösungsstufe. Das Konzept der Bestim-
mung der Geschwindigkeit relativ zu einer vorberechneten Geschwindig-
keit kann auf die iterative Bestimmung von Geschwindigkeiten aus Kapitel
7.2 ausgedehnt werden. Die vorberechnete Geschwindigkeit ist dann die
Geschwindigkeit der Iterationsstufe l-1.
Die Datenenergie des Geschwindigkeitsfeldes war
1
und die entsprechenden Geschwindigkeitskraft
.
Schert man die Geschwindigkeitsfilter jeweils um eine Geschwindigkeit
, und setzt man an die Stelle der Datengeschwindigkeiten  Datenge-
schwindigkeiten  relativ zu diesen Geschwindigkeiten der gescherten
Masken so erhält man für die Datenenergie des Geschwindigkeitsfeldes
(7-15)
und für die entsprechenden Geschwindigkeitskräfte 
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(7-16)
Wendet man dieses Verfahren der gescherten Masken aus die iterative
Bewegungsbestimmung des vorigen Kapitels an, so kann man für die
Geschwindigkeit , mit der die Filtermasken geschert sind, die Kontur-
punktgeschwindigkeiten  des letzten Iterationsschritts einset-
zen. Gemäss (7-14) muss aber auch für die Geschwindigkeiten , für die
Geschwindigkeitskraft ausgewertet wird, diese Konturpunktgeschwindig-
keit  eingesetzt werden. Die beiden Terme heben sich also
gegenseitig weg, so dass man für die Geschwindigkeitskräfte erhält:
(7-17)
Der Index (l-1) deutet hier an, das die Komponenten der Datengeschwin-
digkeiten relativ zu den Konturpunktgeschwindigkeiten des letzten Iterati-
onsschritts berechnet wurden.
Die Geschwindigkeitskräfte in Gleichung (7-17) repräsentieren Differenzen
zwischen Konturpunktgeschwindigkeiten eines Iterationsschritts und loka-
len Geschwindigkeitsmessungen. In Kapitel 6 wurde gezeigt, dass man bei
der Berechnung von Differenzgeschwindigkeiten ein grösseren Bereich des
Ortsfrequenzspektrums ausnutzen kann, wenn die Differenzgeschwindig-
keiten kleiner als die Absolutgeschwindigkeiten sind. (siehe das Abtast-
theorem für Sequenzen in Gleichung (6-30). Das kann man sich auch bei
der iterativen Berechnung eines Geschwindigkeitsfeldes zu Nutze machen,
wenn man davon ausgeht, dass die Differenzgeschwindigkeiten während
der Iteration nach Gleichung (7-14) sukzessiv kleiner werden und es
dadurch zulassen, einen breiteren Bereich des Ortsfrequenzspektrums zu
ihrer Berechnung heranzuziehen. Mann geht so vor, dass für die iterative
Bestimmung des Geschwindigkeitsvektorfeldes nach Gleichung (7-14)
zunächst Geschwindigkeitskräfte auf einer gröberen Auflösungsstufe her-
angezogen werden, bis das Geschwindigkeitsvektorfeld konvergiert. Dann
wird weiteriteriert, wobei jetzt die Geschwindigkeitskräfte nach (7-17) auf
einer feineren Auflösungsstufe berechnet werden. Nach der Konvergenz in
der feinsten Auflösungsstufe wird abgebrochen.
7.4  Anwendung des Verfahrens
Das vorgestellte Verfahren wurde in seinem Verhalten auf Modelldaten
und realen Daten untersucht. Als Modell des Endokards diente eine sich
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGENkontrahierende Kontur mit der Form eines Halbellipsoids. Senkrecht zu
dem halbelliptischen Konturverlauf war ein Muster als Modell der Speckle-
struktur tangential zur Kontur aufgeprägt. Die Bewegung des Musters ent-
sprach einer ungleichmäßigen Kontraktion.
Zur Rekonstruktion der Kontur und ihrer Bewegung wurde eine zeitabhän-
gige aktive Kontur und der oben beschriebene Algorithmus miteinander
verglichen. Der Rekonstruktionsalgorithmus konvergierte in beiden Fällen
und die rekonstruierte zeitabhängige Kontur stimmte mit der vorgegebe-
nen Modellkante bis auf wenige Pixel überein (Abb. 7-1). Bei der zeitabhän-
gigen aktiven Kontur ohne Ankopplung der geschwindigkeitsabhängigen
Terme wurde die Tangentialkomponente der Bewegung jedoch nicht kor-
rekt erkannt (Abb. 7-2 links). Bei der Ankopplung der Bewegungsmerk-
male nach dem oben beschriebenen Algorithmus stimmten die
rekonstruierten Bahnkurven mit den Linien konstanten Grauwerts des
Modells überein (Abb. 7-2 rechts). Auch die Tangentialkomponente der
Bewegung konnte rekonstruiert werden. Aus  dieser Tangentialkompo-
nente der Bewegung konnte die lokale Kontraktion der Kontur über die
Zeit bestimmt werden.
Die Berechnung der Kontraktion aus der Tangentialkomponente war auch
bei der Anwendung des Algorithmus auf reale Daten möglich (Abb. 7-4
rechts). Es können kontrahierende Bereiche (gelb-rot) und dilatierende
Bereiche (blau) unterschieden werden. Ohne Berücksichtigung der lokalen
Bewegungsschätzungen verteilt sich die Kontraktion gleichmäßig über den
Konturverlauf (Abb 7-4 links). 101
102
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 Abb. 7-1: Modelldaten und rekonstruierte Kontur103
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GLÄTUNG DER BEWEGUNGSSCHÄTZUNGEN Abb. 7-2:  Auswertung der Testsequenz
ohne Bewegungsankopplung mit Bewegungsankopplung
a) Trajektorien für s=konst. b) Trajektorien für s=konst.
c) Grauwerte  d) Grauwerte  entlang des
entlang des Konturverlaufs Konturverlaufs
e) Falschfarbendarstellung der f) Falschfarbendarstellung der 
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGEN Abb. 7-3:  Ultraschallsequenz und mit Ankopplung der
Geschwindigkeitsmerkmale rekonstruierte Kontur107
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GLÄTTUNG DER BEWEGUNGSSCHÄTZUNGEN Abb. 7-4:  Auswertung einer Ultraschallsequenz
ohne Bewegungsankopplung mit Bewegungsankopplung
a) Trajektorien für s=konst. b) Trajektorien für s=konst.
c) Grauwerte  d) Grauwerte  entlang des
entlang des Konturverlaufs Konturverlaufs
e) Falschfarbendarstellung der f) Falschfarbendarstellung der 
 Kontraktion Kontraktion
Zeit Zeit
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8  Zusammenfassung
Die tomographische Echokardiographie ist ein Bildgebungsverfahren zur
Aufnahme vierdimensionaler Datensätze des schlagenden Herzens mit
hoher räumlicher und zeitlicher Auflösung,  geringer Patientenbelastung
und geringen Investitionskosten. Einer weiteren Verbreitung steht entge-
gen, dass mit den qualitativ-visuellen Auswertemethoden der klinischen
Praxis die in den vierdimensionale Datensätzen enthaltene Information
nicht vollständig genutzt werden kann.
Ein Ansatz zur automatischen Analyse von Volumendatensätzen des
Herzens ist die Rekonstruktion der Endokardoberfläche. Dazu ist das
pseudomechanische Modell der aktiven Oberflächen bekannt, das
Oberflächenrekonstruktion als Deformation einer elastischen Mem-
bran beschreibt.
Die vorliegende Arbeit behandelt die Erweiterung und Anpassung
der Konzepte der aktiven Oberflächen und aktiven Konturen an die
Gegebenheiten der tomographischen Echokardiographie: Bedingt
durch das tomographische Aufnahmeverfahren kommt es zu Ver-
schiebungen und Verdrehungen der einzelnen Bildebenen während
der Aufnahme. Die Bestimmung von Bildkanten in Ultraschallbil-
dern ist außerdem durch Specklerauschen erschwert.
Um die Verschiebungsartefakte zu berücksichtigen, wurde das pseu-
domechanische Modell der aktiven Oberflächen um die Freiheits-
grade der Rotationen und Verschiebungen der Aufnahmeebenen
erweitert. Die zu rekonstruierende Oberfläche und die Aufnahmeebe-
nen bilden ein pseudomechanisches System von durch Merkmals-
kräfte gekoppelten Objekten, deren Gleichgewichtszustand gesucht
wird. Die Merkmalskräfte bewirken eine Deformation der Oberflä-
che, die Gesamtkraft und das Gesamtmoment der auf die Aufnahme-
ebene wirkenden Merkmalskräfte bewirken Verschiebungen und
Rotationen der Aufnahmeebenen.111
Das Konzept der räumlichen Glattheit wurde erweitert um die zeitli-
che Kontinuität zeitabhängiger Oberflächen und Konturen. Bei der
Erweiterung des integrierten Modells zur Rekonstruktion von Ober-
flächen und zur Bestimmung der Verschiebungsparameter auf die
zeitkontinuierlichen Oberflächen ergibt sich eine stabilisierende Ver-
ringerung der Anzahl der zu rekonstruierenden Freiheitsgrade. Eine
anschauliche Interpretation als pseudomechanisches Modell ist hier
allerdings nicht mehr möglich.
Das Verfahren kann auf alle Aufnahmemodalitäten übertragen wer-
den, bei dem die Volumendaten für ein Oberflächenrekonstruktions-
problem tomographisch akquiriert werden.
Zur Stabilisierung der Rekonstruktion zeitabhängiger Konturen und
um die Tangentialkomponente der Endokardbewegung zu bestim-
men, sollte die in der Korrelation der Specklemuster enthaltene
Information ausgenutzt werden. Dazu wurden lokale Bewegungs-
schätzungen zu glatten Bewegungsvektorfeldern zusammengefasst.
Das Konzept der aktiven Konturen, eine Glattheitsforderung als
Minimierung einer Dehnungsenergie zu formulieren, wurde auf das
Bewegungsvektorfeld übertragen. 
Zur Beschreibung der Bewegungsschätzungen und ihrer Güte wurde
eine geschwindigkeitsabhängige Datenenergie abgeleitet, deren
Minimum unempfindlich gegen unkorreliertes Rauschen ist und die
kontinuierlich von   idealer Orientierung zu verteilten räumlichen
Strukturen übergeht.
Um mit dem Problem der Unterabtastung der Specklebewegung
umzugehen wurde eine coarse-to-fine Strategie entwickelt und in den
iterativen Algorithmus der Bestimmung der Bewegungsvektorfelder
integriert. 
Das Verfahren schlägt eine Brücke zwischen konturbasierten Verfah-
ren und Verfahren zur lokalen Geschwindigkeitsschätzung. Es ver-
bindet die guten Glättungseigenschaften der konturbasierten
Verfahren mit dem Vorteil der lokalen Geschwindigkeitsschätzun-
gen, die in der Feintextur enthaltene Information auszunutzen. 
Die vorgeschlagene Fehlerenergiefunktion für einen geschwindig-
keitsabhängigen Datenenergieterm kann auch in anderen Applika-
tionen, in denen Geschwindigkeitsvektorfelder bestimmt werden
müssen, angewandt werden. Das gilt auch für die Anpassung von112
ZUSAMMENFASSUNGGeschwindigkeitsvektorfeldern an Bewegungsmerkmale einer zuneh-
mend feineren Auflösungsstufe. 
Die Anwendung des Verfahrens in der Echokardiographie eröffnet
eine Möglichkeit, die Tangentialkomponente des Endokards zu ver-
folgen. Diese Möglichkeit bestand zuvor nur bei der erheblich auf-
wendigeren kernspintomographischen Untersuchungsmethode, die
eine geringere Ortsauflösung besitzt.113
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9  Anhang
9.1  Formelzeichen
Allgemeine Notation
Zeilenvektor
Spaltenvektor
zweidimensionaler Ortsvektor
parametrisierte Konturbeschreibung
parametrisierte Beschreibung einer zeitabhängigen Kontur
dreidimensionaler Ortsvektor
 parametrisierte Beschreibung einer Endokardoberfläche
parametrisierte Beschreibung einer zeitabhängigen Endokard-
oberfläche
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ANHANGVektor der verallgemeinerten Merkmalskräfte der Approxima-
tion von zeitabhängigen aktiven Konturen bzw. zeitabhängigen
aktiven Oberflächen, deren ortsabängige Komponente mit fini-
ten Elementen und deren zeitabhängige Komponente mit Fou-
rier-Basisfunktionen approximiert wird
Systemmatrix der Finite-Differenzen-Approximation
Systemmatrix der Finite-Elemente-Approximation von aktiven
Konturen bzw. aktiven Oberflächen
Massenelementmatrix der Finite-Elemente-Approximation von
aktiven Konturen bzw. aktiven Oberflächen
Systemmatrix der Approximation von zeitabhängigen aktiven
Konturen bzw. zeitabhängigen aktiven Oberflächen, deren orts-
abängige Komponente mit finiten Elementen und deren zeitab-
hängige Komponente mit Fourier-Basisfunktionen approximiert
wird
Einheitsmatrix
 Kroneckerprodukt 
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9.2  Formelsammlung
Fouriertransformationen von eindimensionalen Funktionen 
Fouriertransformationen von zweidimensionalen Funktionen
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