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Constraint satisfiability problems, crucial to several applications, are solved on a quantum com-
puter using the Grover’s search algorithm, leading to a quadratic improvement over the classical
case. The solutions are obtained with high probability for several cases and are illustrated for the
cases involving 2 variables for both 3-bit and 4-bit numbers. Methods are defined for inequality
comparisons and these are combined according to the form of the satisfiability formula, to form the
oracle for the algorithm. The circuit is constructed using IBM Qiskit and is verified on an IBM
simulator. It is further executed on one of the Noisy Intermediate-Scale Quantum (NISQ) proces-
sors from IBM on the cloud. Noise levels in the processor at present are found to be too high for
successful execution. Running the algorithm on the simulator with a custom noise model lets us
identify the noise threshold for successful execution.
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I. INTRODUCTION
The satisfiability problem involving conjunctive in-
equalities are one of the widely encountered problems
in database systems, forming a central part of several
database problems. Quite a few application areas such as
program analysis, scheduling, planning, testing, and ver-
ification rely on constraint-satisfaction problems [1]. The
Boolean Satisfiability problem (SAT or B-SAT) plays a
vital role in such applications. Solvers for such formu-
lations, called the satisfiability modulo theories (SMT)
solvers, have thus been an active area of research in
the classical theory of computation [2–7]. When quan-
tum computers also develop to a stage where it can
tackle complex real-world problems and applications, it
is likely that solvers for constraint-satisfaction problems,
implemented on quantum computers would be important
as well. In this paper we show how some constraint-
satisfaction problems can be solved on small scale quan-
tum information processors. We consider conjunctive for-
mulae of arithmetic inequalities of the form (X op C)
and (X op Y ), where C is a constant in the domain of
X; X and Y are attributes/variables from the integer
domain, and op ∈ {<,≤,=, 6=,≥, >} [8]. A conjunctive
normal form (CNF) is a product of sums or an AND
of ORs. Such a formula is satisfiable by an assignment
of variables if it evaluates to true under the particular
assignment.
The general satisfiability problem of checking if a for-
mula evaluates to true under any of the assignments of
variables from its domain has been shown to be NP-
hard in the integer case [9]. However, in the integer
domain involving OP¬6=, the satisfiability problem has
been shown to be solvable in O(|S|) time where S is the
conjunctive inequality to be solved and |S| is its size,
i.e., the number of inequalities in S. Here, OP¬6= is
the group of operators excluding the 6= operator, i.e.
OP¬6= ≡ {<,≤,=,≥, >} [8]. The proposed solution
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in [8] employs an approach using directed graphs to ex-
press the problem and determining if S is satisfiable or
not. In this paper, the aim is to find the solutions in addi-
tion to checking for satisfiability, i.e., searching for assign-
ments of variables satisfying S. This involves searching
through all the possible variable assignments and check-
ing for satisfiability. Hence, the problem translates into
a database search problem.
II. CLASSICAL AND QUANTUM
APPROACHES
The classical approach involves checking through all
the possible input combinations to see if the inequality is
satisfiable by any of them. So, if there are N combina-
tions to be checked, then the classical approach involves
checking each combination until it finds the solution (in
the case of a search problem with a single solution). In
the worst case, it has to go through all the N cases when
the N th element is the solution. Hence, on an average,
it requires N/2 operations to find the solution, and the
classical algorithm is of O(N) [10, 11].
In solving several problems, quantum computers have
been shown to be much more efficient than the classical
ones. One of the first examples showing this advantage
was in the early ’90s, which is the Deutsch-Jozsa algo-
rithm [12] which determines whether a function is con-
stant or balanced with just one evaluation of the function.
This corresponds to an exponential speed-up over the
best known classical algorithm. However, this algorithm
solves a problem of not much practical interest. The
Shor’s algorithm [13] in early 1994 showed that quantum
computers can efficiently solve the well-known problem of
integer factorization with an exponential speed-up over
the classical case. Both algorithms, Deutsch - Jozsa as
well as Shor’s, are based on the quantum versions of the
Fourier transform [11]. Quantum simulations, wherein a
quantum system is simulated using a quantum computer
itself, as proposed by Feynman [11, 14] is another family
of problems for which quantum computers can furnish an
























Another class of problems for which quantum algo-
rithms can provide an advantage over classical ones is
database search. Although the quantum database search
algorithm, namely Grover’s algorithm [15, 16], provides
only a quadratic speedup over classical ones, it does find
use in much more problems of practical interest and has
a wider range of application [11]. We briefly describe the
algorithm below and show how it can be applied to the
satisfiability problems we are interested in solving.
II.1. The Grover’s algorithm
The quantum parallelism feature enables a quantum
computer to simultaneously evaluate a function on all
possible inputs, thereby contributing to the speed up over
classical algorithms. This feature is used in the Grover’s
algorithm to give a quadratic speed-up over the classical
case in database search. For the case of a search problem
over N = 2n alternatives, the quantum processor repre-







by performing a Hadamard transform on each qubit.
This can be done in O(log2N) steps [16]. Now, the
Grover iteration is performed on this register.
A Grover iteration consists of two steps - the oracle
and the diffusion operator [10]. The oracle marks those
states of the quantum processor corresponding to combi-
nations of variable values that satisfy S with a negative
phase by rotating the phase by π radians. Its action can
be expressed as |x〉 −→ (−1)f(x)|x〉. The oracle is con-
structed so that it can recognize the solution(s) to the
search problem without actually knowing them. Hence,
f(x) is equal to 1 for the solution states and 0 other-
wise. The action of the diffusion operator can be writ-
ten as H⊗n(2|0n〉〈0n| − In)H⊗n, which is the same as
(2|ψ〉〈ψ| − In), where |ψ〉 is the uniform superposition
state. It can be shown that this is essentially the in-
version about the average operation [11, 15]. Combin-
ing the oracle operation O and the diffusion operation,
the Grover iteration is G = (2|ψ〉〈ψ| − In)O. Geomet-
rically G can be understood as a rotation in the two-
dimensional space spanned by the state |φ〉, which is the
uniform superposition of the solutions to the search prob-
lem and the state |φ⊥〉 which is perpendicular to |φ〉.
For a search problem with one solution and N values to
be searched, each Grover iteration increases the ampli-
tude in the desired state by O(1/
√
N). Thus, the ampli-
tude and hence the probability weight of the desired state
reaches O(1) after O(
√
N) repetitions of the Grover it-
eration [16]. In general, the number of Grover iterations
(oracle+diffusion) required for obtaining solutions with
high probability is given by (π/4)
√
N/M , where N is
the number of items in the search problem and M is the










The Grover iteration (G)
FIG. 1. The Grover’s algorithm circuit.
In the case of the satisfiability problem we are consid-
ering, the variables are first put in a superposition of all
the values they can be in. For example, let the conjunc-
tive formula to be checked for satisfiability be
S = {(X < 8) ∧ (Y = 4) ∧ (X > Y )}. (1)
This is a conjunction of 3 inequalities where the first and
the second one involve X and Y alone respectively, while
the third one involves both. Initially, if we consider X
and Y to be bit strings of the same length, n, we have
N = 2n values for each of these variables. These variables
are first put in a uniform superposition of all these values
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that they can take by performing a Hadamard transform
on each qubit. We need n qubits for each variable reg-
ister to create this equal superposition of N states. If
we consider the domain of X and Y as all the integers
from 0 to 15 (both included), we will need 4 qubits in
each register. So, in general, for m variables, we require
mnmax qubits to create all the variable address regis-
ters, where nmax = log2Nmax, with (Nmax−1) being the
largest integer value that the variables can take. All the
other integers are also expressed in the same binary string
pattern as (Nmax − 1), by filling in zeroes at the empty
places. Hence, the number of values to be searched is
(Nmax)
m, which can be solved in O(
√
(Nmax)m/M) iter-
ations, where M is the number of solutions. The Grover’s
algorithm implementation for the general case of M so-
lutions is summarized in figure 1.
In the present example, it is easy to see that the values
of X and Y for which the given inequality is satisfied are
(4, 5), (4, 6) and (4, 7) [(0100, 0101), (0100, 0110) and
(0100, 0111) in binary format], expressed in the form
(Y,X). The total number of values to be searched is
162 = 256 and out of these, we have three solutions. The
states corresponding to these combinations of variable
values will be flipped initially by the oracle. The diffu-
sion or the amplitude amplification operator then raises
the amplitude of these states (while diminishing that of
the others) by inverting about the mean, making their
probabilities higher so that a measurement yields one of
these states preferentially (or with greater probability),
as required.
III. THE IMPLEMENTATION
First, we create the address register to store the vari-
able values. In the example we are considering, both
X and Y are taken to be four-bit numbers and so we
require 2 × 4 = 8 qubits in total for the two-variable
address register. Initially, all the qubits are in the |0〉
state. Next, we have the satisfiability register qubits to
store the information regarding each of the inequalities
in the conjunctive formula for satisfiability. The number
of satisfiability register qubits required is equal to the
number of inequalities in the formula, which is 3 in this
case. To store the values of the constants (assumed to
take values in the domain of the variables themselves), a
number register of the same size as the variable registers
would be required. Finally, we need a single flag qubit,
whose phase can be flipped when all the inequalities are
satisfied (i.e., the case when all the satisfiability qubits
become |1〉). In this way, the solution states get marked
in the oracle operation. The total number of qubits re-
quired for implementing the example we have considered
is equal to 4 (for the X register)+4 (for the Y register)+4
(for the number register)+3 (for the satisfiability regis-
ter)+1 (flag qubit) = 16. As we see in the following, the
implementation would require additionally n = 4 ancilla
qubits. Adding the 4 ancilla qubits we require a total of
20 qubits for this particular example.
In case S is not satisfiable by any of the input combi-
nations, none of the states gets marked, and we get an
almost uniform probability distribution. A similar prob-
ability distribution occurs in the case of a tautology too,
as all states get marked by the Grover oracle. These
extreme cases can be distinguished by making appropri-
ate changes in the implementation so as to finally make
a measurement on the answer qubit (instead of on the
variable registers), which will be in the |1〉 state for all
values in the case of a tautology and the |0〉 state if not
satisfiable.
III.1. Elementary operations in the oracle
The oracle is a major component of the Grover’s al-
gorithm. It picks out the solution(s) from all the input
combinations. Here, the oracle operation consists of rec-
ognizing the X and Y values which satisfy all the in-
equalities in S simultaneously. In this implementation,
methods (functions) are defined for checking for the ‘less
than’ (<) and ‘equal to’ (=) comparisons. The ‘greater
than’, (>) comparison can be performed by reversing the
inequality and using the function for < itself. The ≤ and
≥ relations can also be realized by simultaneously apply-
ing two of these comparisons. The comparison modules
have been elaborated here for the case of positive inte-
gers. Comparisons between positive and negative inte-
gers can be done in the same way by including one more
qubit each for every variable that carries the information
regarding the sign. Alternatively, the comparisons can
be done in the positive domain alone by providing a con-
stant offset to the whole problem (and every variable and
constant involved) by the smallest negative value in the
particular case. After the comparison, the variables and
constants can finally be shifted back to the actual range
so that the solutions correspond to the actual problem.
In other words, a problem in the domain (−n1, n2) can
be reformulated as one in (0, n1 + n2), without any loss
of generality. In this case extra qubits will not be re-
quired to encode the information regarding the signs of
the literals.
The oracle itself is constructed by combining together
the elementary functions like < and =. First we will
discuss the implementation of the elementary functions in
detail before proceeding to see how they can be combined
to form the oracle.
III.1.1. The < comparison:
The circuit used for the < comparison is shown in
Fig. 2. This is one way of comparing if a variable
is less than another or a constant. The IBM Qiskit
Circuit Library has an integer comparator operator
(qiskit.circuit.library.IntegerComparator) defined [17]. A
quantum bit string comparator (QBSC) is also discussed
in [18], which can provide information regarding whether






n0 : X • •
n1 : • •
n2 : X • •
n3 : X • •
a0 : • X • • •
a1 : • X • •
a2 : • X •
a3 : •
s0 :
FIG. 2. The circuit for < comparison for 4-bit numbers. The
number being compared with the constant in the number reg-
ister (the number 11 here) needs to be encoded onto the X
register. Here, each xi(yi), ni and ai denote the indices of
the qubits in the variable, constant and ancilla qubit registers
respectively. The label s0 denotes the qubit from the satisfia-
bility register that is used to store the information about the
satisfiability of this component circuit. The barriers shown
in the figure are only to improve the readability. They are
removed before the actual implementation since optimization
does not work across the barriers.
smaller. An application of this QBSC in the Grover’s
search algorithm has also been mentioned. However, it
may be noted that such multi-purpose comparison op-
erators come with their own implementation overheads
and may require additional ancilla qubits. We therefore
discuss independent implementations of each of the ele-
mentary functions that use a minimal number of ancilla
qubits which can be re-used as well.
In Fig 2, the comparison is shown to check for the case
(X < 11). Here, the constant 11 is encoded as 1011
onto the number register (nj). The X address register is
assumed to be in an equal superposition of all possible
values (0 to 15) and the Hadamard gates that put the
register in this state are not shown in the figure here.
All values of X will be simultaneously checked for the
validity of the inequality and the ones satisfying it will
be marked. To check for the validity of such a relation
between two variables, as in the case of (X < Y ) in S
from Eq. (1), the second register used will be the one cor-
responding to the second variable (the Y register). The
comparison uses 4 ancilla qubits as well. Note that the
number of ancillary qubits used does not typically figure
in the computation of the complexity of the algorithm
as the analysis involves only the qubits in the data reg-
isters [11]. In our implementation, the ancilla register
adds as many qubits as required to store one of the input
variables.
The logic used in the circuit in Fig. 2 is to compare
each bit in the binary representation of the values. The
comparison starts from the Most Significant Bit (MSB)
position. Let us consider the instance of comparing 8
(1000 in binary) and 11 (1011 in binary). An XOR gates
checks if two qubits are different or not. The XOR is
implemented by a pair of ‘controlled-X’ (CX) gates, with
the first of the two qubits being compared as control for
the first CX and the second as the control for the second
CX. The ancilla qubit corresponding to the pair of qubits
being compared (the MSB qubits in this case) is the tar-
get. A similar procedure for comparison has been used
in an example in Section 3.8 of [10]. The ancilla qubit
will be set to |1〉 only if both the qubits being compared
correspond to different bit values. For our example, the
MSB bit is 1 for both the numbers being compared. The
XOR does not flip the corresponding ancilla and the com-
parison shifts to the next position. As these two bits are
again the same, the bit values in the next position are
compared. Since these are different, the circuit checks if
the 1 occurs in the case of the constant (the number 11),
since the required comparison is X < 11. Since inequal-
ity holds true for X = 8 the corresponding satisfiability
register qubit in the oracle implementation (denoted as
s0 in the figure) is set to 1. Setting the value of the sat-
isfiability qubit is done by multi-controlled Toffoli gates
having the corresponding qubits from the number regis-
ter and the ancilla qubit register as controls. The ancilla
qubit holding the information regarding whether the bits
are the same or different is inverted after each compar-
ison (by applying an X gate, as shown in the figure) so
that its value does not affect the subsequent compari-
son(s) that, in turn, are controlled by all the previous
ancilla qubits.
The uncomputation part, which takes all the ancilla
qubits back to their initial state (the |0〉 state) is not
shown here, but it is the same set of operations done in re-
verse order because all the operations used here are their
own inverses. The satisfiability register qubits are un-
computed only after the execution of all the elementary
operations in the conjunctive formula. The information
encoded in these qubits is required to check the simulta-
neous satisfiability of all the component circuits, which is
an operation done only after all component circuits are
executed. The ancilla qubits may have gotten entangled
with the data qubits during the course of the computa-
tion. If residual, garbage values are allowed to remain
in the ancilla qubits, decoherence of the ancilla qubits
measurements done on them subsequently can lead to a
collapse of the superposition in the data qubit registers
also because of their mutual entanglement. Uncompu-
tation not only removes entanglement between the an-
cilla qubits and the data qubits, it also allows for their
reuse [19].
III.1.2. The = and 6= comparison:
Fig. 3 shows the circuit used for the ‘equal-to’ (and
by extension ’not-equal-to’) comparison. We have shown
the comparison between values in two variable registers
(i.e., the comparison (X = Y )). The values of X and Y
being compared need to be encoded into the respective
registers. They can also be in a superposition of all the
possible states. The number of ancilla qubits required is
equal to the length of a variable address register (4 in
this case). As in the < comparison, the corresponding










a0 : X •
a1 : X •
a2 : X •
a3 : X •
s0 :
FIG. 3. The circuit for = comparison for 4-bit numbers. The
numbers being compared are stored in the X and Y registers.
Here, each xi, yi (ni) and ai denote the indices of the qubits
in the variable, (constant) and ancilla qubit registers, respec-
tively. s0 denotes the qubit from the satisfiability register
that is used to store the information about the satisfiability
of this component circuit.
gates. In the cases where the bits are the same, the an-
cilla qubit corresponding to that particular position will
remain in the |0〉 state itself. We invert all the ancilla
qubits in the last step (so that they are all in the state
|1〉 for the solution case) and then implement a multi-
controlled Toffoli gate with all these qubits as controls
and the satisfiability qubit as the target. The uncom-
putation is again the same set of operations done in the
reversed order. Note that the circuit for 6= comparison
will require an additional X gate on the answer qubit
after the equality comparison so that the cases in which
the values are not equal will get marked.
Checking if a variable is equal to a constant can be
done without using a separate register to hold the value
of the constant. For instance, suppose we want to check
if X = 4 (0100 in binary). The X-register may be in
an arbitrary superposition state. We implement X-gates
(NOT-gates) on all qubits of the X-register where the
constant has bit value 0 (x0, x1 and x3 in this case) and
then implement a multi-controlled Toffoli gate with all
the qubits in the X-register as controls and the satisfia-
bility register qubit as the target. Only the state |0100〉
of the X-register is converted to |1111〉 by the NOT-gates
we added, and the multi-controlled Toffoli, in turn, has
a non-trivial action on the target only when the control
qubits are in the |1111〉 state, thereby implementing the
comparison of the variable with the specified constant.
A similar comparison had been shown in [20].
FIG. 4. The Toffoli gate circuit and the unitary describing its
action.
III.1.3. The Toffoli gate
The Toffoli gate (Figure 4) is a controlled-controlled-
NOT gate (or the CCX gate) [10]. It is a unitary op-
eration acting on 3 qubits. The first two qubits are the
control qubits, and the 3rd one is the target qubit which is
flipped if both the control qubits are set to |1〉. It is a re-
versible gate, being its own inverse [11]. The Toffoli gate
action can be extended to multiple controls and multiple
targets. The multi-controlled Toffoli (MCT) gate, per-
forming the C⊗nX operation has been used extensively
in the circuits described here. In this case, the target
qubit is flipped if all the control qubits are set to |1〉. The
implementation of the C⊗nX operation using the limited
gate set of real NISQ [21] devices has been discussed in
Sec. IV.
III.2. The Grover Iteration
The first step of the Grover iteration, namely the or-
acle, is constructed by combining the elementary opera-
tions in the formula S in series. The registers holding the
variables, constants and the ancilla qubits are common to
all elementary operation circuits. Component circuits do
not alter the quantum states of the registers holding the
variables and constants since the corresponding qubits
are only used as controls in the implementation of the
respective operations. This means that these registers
can be used as it is in all the component circuits, with
appropriate re-initialization of the qubits storing the con-
stants. Ancilla qubits, on the other hand, are changed
by each component circuit, but the uncomputation that
is built into each such operation allows for their re-use.
The satisfiability qubits of each component circuit cannot
be re-used since it contains the information about which
components of the equal superposition state of the data
registers satisfy the particular operation that is part of
S.
In those cases where components of the superposition
in the variable registers satisfy an elementary constituent
inequality of S, the satisfiability qubit of that circuit is
set to the state |1〉. Whenever the satisfiability qubits of
all the elementary circuits that constitute the conjunc-
tive formula are set to |1〉 it means that the formula is
satisfied. A flag qubit is now added which is initialized
in the state |−〉 = (|0〉 − |1〉)/
√
2. The quantum state of
6




|x1 . . . xd〉|y1 . . . yd〉|n1 . . . nd〉
⊗|ancilla〉|sxi,yi1 〉|sxi,yi2 〉|sxi,yi3 〉|−〉f , (2)
where |x1 . . . xn〉 and |y1 . . . yn〉 denote the variable reg-
isters which are in a superposition of all possible values
and |n1 . . . nd〉 denotes the register holding the values of
the constants. The ancilla register is also shown explic-
itly in the state given above even if at the end of the
computation the state of this register is restored to its
initial one and is therefore irrelevant. The satisfiability
qubits from each component circuit, assuming that there
are three such circuits, are shown as |sj〉 with their de-
pendence on the values xj and yj of the input register
shown explicitly in superscript. The last qubit is the flag
qubit initially in the state |−〉.
The final step in the oracle action is the application of
a multi-controlled Toffoli gate with all the satisfiability
qubits |sj〉 as controls and the flag qubit as the target.
When all sj = 1, the Toffoli gate acts as
|−〉f → −|−〉f = (−1)s1s2s3 |−〉f ,
where s1s2s3 denotes the product of the bit values corre-
sponding to the satisfiability qubit states. This converts




(−1)s1s2s3 |x1 . . . xd〉|y1 . . . yd〉|n1 . . . nd〉
⊗|ancilla〉|sxi,yi1 〉|sxi,yi2 〉|sxi,yi3 〉|−〉f , (3)
In writing the state above we have explicitly shown the
phase kickback produced by the final Toffoli gate that
marks the solution states with a phase of -1 thereby com-
pleting the oracle action. Alternatively, the flag qubit can
be set to the |1〉 state initially, instead of the |−〉 state;
and the multi-controlled Z (MCZ) gate can be used in-
stead of the MCT gate to check for the simultaneous sat-
isfiability of all the inequalities. This also has the similar
phase kickback effect on the solution states.
Since the register holding the constants and the ancilla
register qubits were re-used at each stage by uncomput-
ing them, the total number of qubits required will not
scale with the number of inequalities in S (provided the
number of variables remain the same). This has the ad-
vantage of reducing the number of qubits used, but in-
creases the cost of implementation as the operations need
to be repeated for uncomputation. After all these opera-
tions and the phase kickback operation, the satisfiability
register qubits alone remains to be uncomputed. The
operations (used for checking for the validity of the in-
equalities) which were performed earlier can be repeated
to uncompute the satisfiability register qubits and bring
them back to their initial state (the |0〉 state). The flag
qubit can also be brought back to the |0〉 state by per-
forming H and X operations on it. In all the operations
here, the variables and constants were expressed as bi-
nary strings having the same length by filling in zeroes
in empty places for numbers with a smaller length since
the comparison circuits we use call for registers of equal
length.
FIG. 5. The implementation of the diffusion operation on a
4-qubit register.
The second step of the Grover iteration is the dif-
fusion (or the amplitude amplification) operator that
is applied on the variable registers. This operation,
H⊗n(2|0n〉〈0n| − In)H⊗n, can be implemented as shown
in Fig 5 for a 4-qubit case [11]. In general, the number,
n, of qubits on which the diffusion operator acts is the
total number of qubits in all the variable registers put to-
gether. Here, the first set of Hadamard gates would have
converted the initial uniform superposition state |ψ〉 of
the variable registers to one in which all qubits are in
the |0〉 state. The oracle has however marked certain
components of the superposition (the solutions) with a
phase of -1 in the state |ψ′′〉 from Eq. (3). This difference
between |ψ〉 and |ψ′′〉 is amplified by the diffusion [11].
The conditional phase shift operation (2|0n〉〈0n| − In) is
carried out by the part of the circuit in the dotted box
[11]. The gate operations in the shaded part comprise
the multi-controlled Z (MCZ) operation, where the iden-
tity HXH = Z has been used. After sufficient number
of iterations, measurement of the variable register leads
to one of the solution states with high probability. Each
such solution is stored in a classical register. By repeat-
ing this whole process, all the solutions can be identified
provided the number of solutions is small compared to
the total number of possible inputs (M  N).
Returning to the specific example we were considering
with N = 256 and M = 3, the expected number of it-
erations for sufficiently amplifying the amplitude of the
solutions is approximately 8. However, the solutions were
obtained with considerably high probability in just one
iteration itself. Fig. 6 shows the final probability distribu-
tion after one of the implementations of the circuit on the
ibmq qasm simulator (provided by the IBM Quantum
Experience [22]), which supports up to 32 qubits. The
coding had been done in Python using QisKIT v0.26.0







































































































































FIG. 6. The final probability distribution for the case S =
{(X < 8) ∧ (Y = 4) ∧ (X > Y )}, giving high probabili-
ties for the 3 solutions. The execution was performed on the
ibmq qasm simulator and was run 8192 times to get the
probability distribution.
IV. CIRCUIT COST REDUCTION AND
OPTIMIZATION
The circuit we have designed for the conjunctive for-
mula in Eq. (1) works very well on the IBM simulator
giving a sharp increase in the probability for measuring
the solution states at the output as seen in Fig. 6 after
only one Grover iteration. However, the circuit still tests
the limits of computations that can be implemented in
the NISQ processors available today. In order to suc-
cessfully implement, we need to consider various circuit
optimization and error mitigation steps. A survey on
synthesis and optimization of reversible circuits has been
done in [23], wherein several algorithmic techniques have
been reviewed. It also discusses the need to devise and
use methods suitable for a particular device (technology
mapping), by taking into account its specific limitations,
since the physical implementation on a device is depen-
dent on its Hamiltonian. Several benchmarking and soft-
ware tools have also been elaborated. Noise-adaptive
compiler mappings for NISQ computers, based on sev-
eral comparative studies, is discussed in [24].
One approach to reducing circuit cost is to use alter-
native gates, sometimes at the cost of introducing more
ancilla qubits. The circuit cost can be brought down con-
siderably by replacing the multi-controlled Toffoli (MCT)
gates we have used with alternate low-cost options. Vari-
ants of the Toffoli gates that involve imperfect phases
may be used instead of the usual Toffoli gates in cases
where they are uncomputed, so that these phases do not
affect the circuit implementation [17, 25–28]. These gates
fall under the general class of relative phase Toffoli gates
(RTOF). The RTOFM gate by Margolus [29] has been
proven to be optimal in [30]. This Margolus gate, avail-
able in the Qiskit Circuit Library [17] as the RCCX gate
(a relative phase alternative to the controlled-controlled
X gate), can be used as an imperfect Toffoli gate. An-
other realization of an imperfect Toffoli gate is by sand-
wiching a CZ gate (between the second control and the
target) between controlled-Hadamard (from the first con-
trol to the target) gates [10, 31]. Both these alternative
realizations reduce the cost of the Toffoli gate by half, as
can be checked by unrolling them into the general unitary
gate and the controlled-X gate basis. The Qiskit Circuit
Library also includes the C3XGate (for C⊗3X operation)
and the C4XGate (for C⊗4X) methods for performing
similar operations, with the C4XGate based on an im-
plementation given in [29]. The RCCCX gate, based
on the implementation discussed in [28], belongs to the
RC3XGate class.
For performing general C⊗nX gates, the Qiskit library
has the MCXVChain gate, which uses a V-chain of CX
gates. However, this requires additional qubits as an-
cilla. Alternative methods on realizing Toffoli gates with
no ancilla has been discussed in [32] and [33]. Although
these have been shown to be beneficial, implementing
these gates on actual quantum processors may be both
difficult and imperfect, as already mentioned in [32] itself.
This is due to the complications involved in decomposing
the rotation gates with small angles used in this imple-
mentation into fault-tolerant gates. Linear phase-depth
(where phase depth is defined as the minimum number
of cycles required to execute all the ZN gates) ancilla-
free decomposition methodology for the MCT gate using
the (Clifford+ZN ) quantum gate library (ZN being the
N th root of the Pauli’s Z-gate, whose action is to flip the
phase of the qubit by an angle of π/N) has been pro-
posed in [34]. However, for achieving low phase-depth,
this proposal also has to use ancilla qubits. The blog post
by Craig Gidney [35] also briefly discusses some methods
of constructing such large CNOT gates. Using ancilla
or workspace qubits is one of the more efficient ways of
reducing circuit cost effectively. However, with the limi-
tations on the number of qubits available in NISQ proces-
sors, further advances and improvements in the hardware
are required before these strategies can be employed.
We chose to unroll the circuit into the basis com-
posed of the general unitary gate (U(θ, φ, λ)) and the
controlled-X gate for the cost calculation. The optimiza-
tion level of the Qiskit transpiler was set to the maximum
level of 3. The cost of the circuit was roughly calculated
by setting the cost of the controlled-X gate to be 10 times
that of the general unitary gate. Several cost reduction
techniques had been discussed in some of the IBM Quan-
tum Challenge Fall 2020 participant’s write-ups [36, 37].
In the cost reduction we used, all the MCT gates except
the one checking for the satisfiability of all the clauses
were replaced with imperfect ones, since these were un-
computed later on. The MCT gates with 2 and 3 controls
were replaced with the RCCX and RC3X gates. The flag
qubit was used as an ancilla for the decomposition of the
C⊗4X and C⊗5X gates. The MCT gate used in the diffu-
sion was also replaced with a low-cost variant composed
of RCCX and RC3X gates and a single Toffoli gate, using
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the ancillary qubits for the decomposition. This kind of
decomposition was found to be more cost-efficient than
the V-Chain of CX gates which uses more ancilla. The in-
verses of these imperfect gates were used in the uncompu-
tation of all these operations. With these optimizations
done, the circuit cost reduced significantly, by roughly
53-56% for the specific case of 3-bit numbers. Further
optimizations can also be done for a specific conjunctive
formula S, taking into consideration the unused qubits
in that particular case and using them as ancilla. It may
be noted that since the control of quantum hardware is
via analog pulses, pulse control techniques can show im-
provements over the gate-based compilation in processor
error reduction. Such optimizations using Qiskit Pulse
has been discussed in [38].
V. DEVICE RUN AND NOISE ANALYSIS
Due to the constraints on the quantum volume and
number of qubits available in NISQ processors available
over the cloud from IBM, our trials on real quantum pro-
cessors were limited to satisfiability circuits for three-bit
numbers. The circuit was run on ibmq 16 melbourne
v2.3.23, belonging to the Canary Processors from IBM
Quantum and having a quantum volume (QV) [39] of 8.
The conjunctive inequality, S = {(X < 5) ∧ (Y = 6)}
was checked for solutions. This implementation requires
15 qubits, same as the number of qubits available in the
processor that was used. The optimizations mentioned
in the previous section were done on the circuit and the
optimization level of the transpiler was also set to 3 in
all the executions.
In Fig.7a, the output obtained from running the circuit
in the ibmq qasm simulator is shown. The circuit was
unrolled into the general unitary gate and the controlled-
X gate basis while implementing on the simulator. The
correct solutions were obtained with high probability on
the simulator. Fig. 7b shows the results of the same com-
putation run on the ibmq 16 melbourne device. We
see that the actual device fails to give the desired out-
put and performs rather badly. The Quantum Volume
of a device is the measure of the largest random circuit
of equal width and depth that it can implement success-
fully. For a model circuit of m qubits and depth d, it has
been estimated in [39] that the computation fails with
high probability when the model circuit volume satisfies
the condition md ≈ 1/εeff , where εeff is an estimate of
the mean effective error probability per two-qubit gate.
Since the ibmq 16 melbourne device has a Quantum
Volume of only 8, the large circuit being implemented
here using all the 15 qubits, is bound to fail, and this is
seen to be so. In the execution on ibmq 16 melbourne
device, the circuit was unrolled into the device’s specific
set of basis gates (I, RZ ,
√
X, X, controlled-X). The lay-
out option of the Qiskit transpiler was also set to the
‘noise adaptive’ option.
To analyse the noisy result, the device noise param-




































(a) Results obtained on the ibmq qasm simulator with the



































(b) The erroneous results (giving a random probability



































(c) The results obtained on the ibmq qasm simulator with the
noise model, basis gate set and layout matching those of the
ibmq 16 melbourne processor.
FIG. 7. Probability distributions on solving S = {(X <
5) ∧ (Y = 6)}. The circuit was run 8192 times in all the
implementations.
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was done on this noisy simulator. Here, the same tran-
spiled circuit as the one in the actual device run was
used in the execution. A noise model having parameters
matching those of the device backend, and the basis gates
and corresponding coupling map for this configuration
were used. These were automatically generated from the
device backend properties using the Qiskit NoiseModel
class. This is an approximate model comprising of the
gate error probability and the gate length of each basis
gate on each qubit, in addition to the relaxation time con-
stants and the readout error probabilities of each qubit
[40]. The noisy result obtained (as shown in Fig. 7c)
confirms that the erroneous result on the actual proces-
sor can be attributed to the noise in the device.
Errors on the device were further studied to find a
threshold for the noise below which the execution gives
relatively better results. For this, a custom noise model
was created with a thermal relaxation error and a depo-
larizing error channel. Using the device-specific compiled
circuit as before, the circuit with error was simulated on
the ibmq qasm simulator. The single-qubit gate er-
ror, comprising of the single-qubit depolarizing error fol-
lowed by the single-qubit thermal relaxation error, was
applied on all the single-qubit gates in the device basis
(I, RZ ,
√
X and X). The two-qubit gate error in the form
of two-qubit depolarizing error followed by single-qubit
relaxation errors on the individual qubits coupled by the
gate was applied on all the controlled-X gates [40]. No
other errors were considered for this custom noise model.
The parameters for the single-qubit thermal relax-
ation error were chosen to match those of the device
(ibmq 16 melbourne). The average values of the ther-
mal relaxation time constant (T1) and the dephasing time
constant (T2) were set to be 55.72 µs and 60.51 µs respec-
tively. The gate time (t) for relaxation error was set to
928 ns. These parameter values are as obtained from the
calibration information of the device from [22] as on May
24, 2021. The executions on the real device in Fig 7 were
also performed on the same date, so that the compar-
isons done would be meaningful. The depolarizing error
channel parameters were chosen arbitrarily to be 10−3
and 10−2 respectively for the single and two-qubit gates
(λ1 and λ2 respectively). With the initially chosen pa-
rameter values, the obtained result was noisy, as seen in
Fig 8a, with significant errors involved. The noise param-
eters were progressively changed by increasing T1 and T2
by 10 µs, reducing t by 3 ns, and reducing λ1 and λ2 by
6.6× 10−6 and 6.6× 10−5 respectively, in each step. The
results were seen to get better and satisfactory results
were obtained with high probability for T1 = 1155.72
µs, T2 = 1160.51 µs, t = 598 ns, λ1 = 2.7 × 10−4 and
λ2 = 2.7 × 10−3 as shown in Fig. 8b. Another conjunc-
tive formula, S = {(X > 3)∧ (Y = X)} was also checked
for solution with these parameters and again the desired
results were obtained at these noise levels.
The simulation with noise is an approximate study to
emphasize the fact that better results can be obtained by
reducing the noise. Since all types of errors were not con-
sidered in this model, the actual device run may require
different ranges of values of these parameters. The values
of the parameters obtained here is just one example giv-
ing reasonable results. In reality, the ease of mitigating
some kinds of errors can be leveraged to obtain better re-
sults by mainly controlling such errors. The circuits can
also be altered with different approximation mechanisms
to obtain sufficiently accurate results on these NISQ de-
vices, instead of targeting a significant improvement in


































(a) The result of the noisy simulation with the parameters of the
thermal relaxation error channel matching those of
ibmq 16 melbourne (T1 = 55.72µs, T2 = 60.51µs and t = 928
ns), as on May 24, 2021; and those of the single and two qubit







































(b) The result of the noisy simulation with the parameters of the
thermal relaxation error channel as T1 = 1155.72µs,
T2 = 1160.51µs and t = 598 ns; and those of the single and two
qubit gate depolarizing errors as λ1 = 2.7 × 10−4 and
λ2 = 2.7 × 10−3 respectively.
FIG. 8. Probability distributions on solving S = {(X <
5) ∧ (Y = 6)} on the ibmq qasm simulator with the cus-
tom noise model. The circuit was run 8192 times in all the
executions.
Figures 9 to 12 show some more examples
solved using the algorithm implementation on the
ibmq qasm simulator with the circuits optimized as
described in Sec. IV. The solution pairs are ordered as
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(Y,X). All the circuits were run 8192 times to obtain the
final probability distributions. The expected probability
distributions were obtained in one Grover iteration itself









































































FIG. 9. S = {(X < 14) ∧ (X > 6) ∧ (Y = 11) ∧ (X < Y )}
with the probabilities of the 4 solutions ((11, 7), (11, 8), (11,
































































































































FIG. 10. S = {(X < 7) ∧ (X > 3) ∧ (Y < X)} with the
probabilities of the 15 solutions ((0, 4), (0, 5), (0, 6), (1, 4),
(1, 5), (1, 6), (2, 4), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6), (4, 5),
(4, 6) and (5, 6)) amplified.
VI. DISCUSSION AND CONCLUSION
Motivated by the importance of finding solutions for
conjunctive formulae in classical computation problems
of practical importance, we explored the solution of such
formulae in NISQ devices. Specifically, we looked at con-
junctive formulae on the integer domain. Casting the
problem as a database search, we employed Grover’s al-
gorithm for finding the solutions. The individual com-
ponent circuits for various comparison operators were












































































FIG. 11. S = {(X < 8) ∧ (Y = 3) ∧ (X 6= Y )} with the
probabilities of the 7 solutions ((3, 0), (3, 1), (3, 2), (3, 4),




















































































































FIG. 12. S = {(X < 12) ∧ (Y = X)} with the probabilities
of the 12 solutions ((0, 0), (1, 1), (2, 2), (3, 3), (4, 4), (5, 5),
(6, 6), (7, 7), (8, 8), (9, 9), (10, 10) and (11, 11)) amplified.
form the oracle for the Grover’s algorithm corresponding
to the search of solutions for various conjunctive formu-
lae. Our approach not only checks for the satisfiability
of conjunctive formulae but seeks out the variable values
that satisfy them as well. Combining the oracle with the
diffusion operation, we constructed the full Grover itera-
tion. We also showed how the cost of implementing the
circuits can be reduced by optimizing the gates.
Worked out examples showed that for conjunctive for-
mulae involving two variable and constants that are
all three or four-bit numbers, our implementation of
Grover’s algorithm can find the solutions within one iter-
ation when running on the noise-free classical simulators
of IBM Q devices. On real devices, we see that while
the quantum volume is sufficient to run some of the sim-
pler cases, the noise levels are still too high to obtain
usable results. We verify that the noise is indeed the
main impediment in implementation on NISQ devices by
running the simulation with added noise and seeing the
11
degradation in performance. We are able to establish
noise thresholds below which actual devices can lead to
good results, thereby setting targets for noise reduction
and augmenting the case for quantum error correction.
Our implementation provides the framework for solv-
ing an important class of problems in the short term on
real devices. With the quantum volume of available de-
vices expected to improve rapidly with noise levels going
down and further gate optimizations possible, success-
ful execution and identification of the solutions of large
classes of conjunctive formulae on the integer domain will
come within reach. Extension of our approach to con-
straint satisfiability problems on the real domain is also
quite straightforward. Multiple applications of the avail-
able gates like H and T can approximate the required
rotation gates [10] to facilitate such an extension.
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