Abstract. High-frequency response analysis (Hi-FRA) is required to predict the resonant behavior of modern microsystems operated over a high frequency range. Algebraic substructuring (AS) method is a powerful numerical technique for FRA. However, the existing AS method is developed for low-FRA, say over the range 1Hz-2KHz. In this work, we extend the AS method for FRA over a given frequency range [ωmin, ωmax]. Therefore, it can be efficiently applied to systems operated at high frequency, say over the range 1MHz-2MHz. The success of the proposed method is demonstrated by Hi-FRA of a microgyroscope.
Introduction
Frequency Response Analysis (FRA) studies structural responses to steady-state oscillatory excitation to predict the resonant behavior in an operation (excitation) range of frequencies. Resonant sensors in microelectromechanical systems (MEMS) and other microscale structures are designed to catch the resonant behavior over a higher frequency range. Therefore, the Hi-FRA is typically required for the microscale structures.
The discretized model of a structure we consider in this paper is a continuous single-input single-output second-order system of the form
Mẍ(t) + Dẋ(t) + Kx(t) = bu(t) y(t) = l T x(t)
with the initial conditions x(0) = x 0 andẋ(0) = v 0 . Here t is the time variable,
x(t) ∈ R N is a state vector, N is the degree of freedom (DOF). u(t) is the input excitation force and y(t) is the output measurement function. b ∈ R
N and l ∈ R N are the input and output distribution vectors. M, K, D ∈ R N ×N are system mass, stiffness and damping matrices. It is assumed that the M and K are symmetric positive definite. The input-output behavior of the model (1) is characterized by the transfer function
where ω is the frequency and i = √ −1. Mathematically, the low FRA is on the computation of the transfer function H(ω) for ω over the range [1, ω max ], where ω max is small, say at KHz. The Hi-FRA is about the computation of H(ω) for ω over the range [ω min , ω max ], where ω min and ω max are large, say at MHz.
Due to the large DOF of the model (1), it is prohibitive to directly compute H(ω) over a large number of frequency points ω k over the range of interest. A popular approach of the FRA is based on an eigensystem analysis, called the mode superposition (MS) method. One first extracts n eigenpairs (λ k , q k ) of the matrix pair (K, M ):
where q
Then by projecting the transfer function H(ω) onto the subspace span{Q n } = span{[q 1 , q 2 , . . . , q n ]}, it yields
where
The shift-and-invert Lanczos (SIL) method as an eigensolver has been the method of choice for decades. However, the continual and compelling need for the FRA of very large model (1) challenges the computational efficiency of the method. Substructuring approaches, initially developed in early 1960s, are being studied in recent years. The automated multi-level substructuring (AMLS) method [1, 2] is one of substructuring approaches, in which the structure is recursively divided of many of subdomains, and these subdomains can be handled efficiently and in parallel. An algebraic analysis of the AMLS method, referred to as the algebraic structure (AS) method, is studied in [10, 5] . The AMLS has been successfully used for low FRA in which the smallest eigenmodes are required [2] . However, the direct application of the AMLS to the Hi-FRA would require a large number of eigenmodes starting from the smallest to the large ones to match the high frequencies. It is computationally inefficient. In this paper, we propose an extension of the AMLS method for Hi-FRA application. Since the implementation of the AMLS is a proprietary software, we will use the AS method presented in [10, 5] as an eigensolver, and then present the FRA method that is the an extension of the AMLS frequency sweeping algorithm [2] .
Algebraic Substructuring
For Hi-FRA, the eigenmodes corresponding to the natural frequencies closest to the operation range are most important. Hence, we begin with a shifted eigenproblem of (3):
σ is a prescribed shift related to the frequency range [ω min , ω max ]. The choice of the shift σ is to be discussed later. We assume that the matrix pair (K σ , M) is of the partition
where ( A multi-level extension is performed for the shifted matrices through the same process which is described in [5] .
By performing a block LDL T factorization of the matrix (5) is transformed to the eigenproblem
where K σ and M are in the Craig-Bampton form [3] :
and
The next step of the AS is to extract the eigenmodes (called local modes) of the interior substructures and interface specified by the local cutoff values μ σ min and μ σ max . The subspace spanned by the column of the matrix
where S 1 , S 2 and S 3 consist of extracted eigenvectors of substructures and the interface, respectively. By projecting the eigenproblem (7) onto the subspace span S, then we have a reduced eigensystem of order m = m 1 + m 2 + m 3 :
where 
Frequency Response Analysis
With the assumption of Rayleigh damping D = αM + βK and the introduction of the shift σ, the transfer function H(ω) can be written as
is the solution of the parameterized linear system of the order m:
It is typical that by the AS method, the order m is still too large to apply for computing frequency responses. In AMLS, a so-called frequency sweep (FS) algorithm is introduced [2] . The FS algorithm retains only the low frequency modes and truncate all high frequency modes. However, for efficient Hi-FRA, it is important to be able to retain those modes corresponding to the frequency range [ω min , ω max ] of interest. To do so, let the vector p m (ω) be written as p m (ω) = p n (ω) + p t (ω) where p n (ω) are in the subspace spanned by the retained global modes Φ n and p t (ω) in the subspace spanned by the truncated modes Φ l and Φ r . Write p n (ω) = Φ n η n (ω) for some coefficient vector η n (ω), then the equation (12) becomes
Pre-multiplying the equation by Φ T n , then by the orthogonality of the global modes, the vector p n (ω) is immediately given by the n uncoupled equations:
Subsequently, the equation (13) can be written as a parameterized linear system for p t (ω):
Since it is anticipated the effect of the truncated modes for the accuracy of FRA is marginal, we employ a simple iterative refinement scheme for computing p
where the correction term Δp t (ω) is the solution of the refinement equation
and r −1
To solve the refinement equation (16), we use a Galerkin subspace projection technique, namely, seek Δp t (ω) such that
By some algebraic manipulation, we have
For computational efficiency, noting that K σ m is diagonal, we simply use the following approximation for computing the correction term Δp t (ω):
Subsequently, we derive the following iterative refinement iteration for computing the vector p t (ω): 
ω).
Assume that it is required to calculate the n f frequency points: 
The term Φ T t r m (ω) is referred to as a truncated modal residual. By some algebraic manipulation, we see that two consecutive truncated modal residuals satisfy the relation
Therefore, if we introduce a positive constant ξ, referred to as contraction ratio, such that
Then the components of the truncated modal residual are contracted, i.e., the norm of the correction term Δp t (ω) decreases and the iteration (18) converges.
By (19), it derives that the global modes outside the interval
can be "cut off", i.e., the global cutoff values are determined by
When there is no shift, i.e., σ = 0, the low global cutoff value is less than zero. It means that all low frequency modes smaller than λ σ max are retained.
ASFRA Algorithm
By combining the AS method for extracting eigenpairs and the frequency sweep iteration, we derive an algorithm for computing the frequency responses H(ω k ).
The algorithm is referred to as the ASFRA algorithm. In this section, we briefly discuss the choice of parameters in ASFRA. Detail will be presented in a full paper elsewhere. It is necessary that the shift σ ∈ [ω 2 min , ω 2 max ]. In order to minimize the range of the global modes to be retained/extracted, the center of the frequency range is used, σ = (18), the contraction ratio ξ should be small. However, it makes the number of retained global modes large. From our numerical experiments, we found that a good choice is ξ = 0.5.
How to retain the local modes for a desired number and accuracy of global modes has been an important issue in the study of the AS algorithm [10] We implemented ASFRA based on the ASEIG [5] . The multilevel partition is done by METIS [6] . The global modes and the local modes of the substructure blocks are computed by ARPACK [7] with SuperLU [4] and the local modes of the interface are solved by LAPACK.
We will compare the performance of ASFRA with three other methods in the next section. Let us briefly review these methods. The first method is the so-called direct method. It computes the frequency responses H(ω k ) by solving the underlying linear system (2) by a direct sparse method. Specifically, we use the SuperLU method. The second method is to use the shift-and-invert Lanczos (SIL) method from ARPACK to extract n eigenmodes and then approximate H(ω k ) by H n (ω k ) as defined in (4). The shift is σ = 0 and the eigenmodes are determined by upper cutoff value λ max and the residual flexibility vectors are supplemented [9] . The upper cutoff value λ max is determined by λ max = (χω max ) 2 , where χ is a multiplication factor. Typically, χ = 2 or 3, when there are no residual flexibility vectors. Otherwise, χ can be smaller, say 1.11. The 
Numerical Experiment
MEMS resonators under an electrostatic actuation are utilized in various MEMS devices such as angular rate sensors and bandpass filters. Specifically, we consider a FE model with solid elements of a butterfly gyro which is an angular rate sensor using the MEMS resonator [8] Table 1 . All methods calculate the responses at n f = 201 frequencies ω k in an equal space on the interval. ASFRA is 2.3 times faster than ASFRA 0 . SIL is more expensive than ASFRA because it needs to compute eigenmodes of the full-size eigensystem. Finally, we note that the performance of ASFRA and ASFRA 0 does not change significantly when the parameters ξ and c l , c u are changed slight from the present choice. 
Conclusion
In this paper, we presented an algebraic substructuring based frequency response analysis (ASFRA) algorithm to calculate the frequency response of a large dynamic system between two specified frequency ω min and ω max . ASFRA can be efficiently applied to Hi-FRA, as demonstrated by a microelectomechanical sensor operated at 1MHz-2MHz. Future work includes the optimal choice of parameters and parallelization techniques.
