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Abstract
Experiments were performed to measure the relationship of two software visualizations to software comprehension. The Control
Structure Diagram (CSD) was examined for its influence on aiding the comprehension of software source code, and the Complexity
Profile Graph (CPG) was examined for its ability to measure source code comprehensibility. Test subjects were asked to respond
to questions regarding a code specimen written in Java. Statistical analysis of the data collected from the first experiment revealed
that the CSD was highly significant in enhancing the subject’s performance in this program comprehension task. Similar analysis
of data collected from the second experiment showed that the measure of complexity calculated by the CPG correlated with the
amount of time required to correctly understand the source code. The CPG was found to cue the software developer to complex
portions of the code that might require special attention; the CSD was found to aid in understanding specific details of the code.
The results of these experiments along with the planned follow-on experiments promise to shed light on fundamental questions
regarding the role software visualizations can play in program comprehensibility.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Representing objects, process, and ideas with pictures rather than words is intuitively appealing. The intuition is
that a visual representation will be more readily understood than its textual counterpart. If one accepts such a premise,
it is quite natural to investigate ways of applying visual representations to tasks in which comprehension plays a central
role. Such tasks are abundant in the everyday world: for example, reading parts-assembly manuals to understand the
structure of a machine, or reading operation manuals to understand how a machine works. In these particular domains,
the utility of visual representation is accepted without question.
Applying visualization techniques to represent program structure and behavior is a central theme and focus of
software visualization research. Although this area of research is quite active and graphical representations and
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visualizations for software abound, the effectiveness of software visualization is still an open question and is certainly
not universally accepted [8].
Many experimental evaluations of software visualizations reported in the literature have indicated mixed results [2–
6]. Although empirical studies of the usefulness of software visualizations have not been consistently positive, other
studies comparing the cognitive processing of simple pictures and text favor the efficiency of a pictorial representation.
Numerous studies indicate that semantic analysis is performed faster for pictures than for text, and that graphical
information is more easily and efficiently remembered than textual information [5,6]. These studies suggest that
graphical representations of software are inherently useful, though particular representations may not be.
The GRASP Research Project at Auburn University has been working for a number of years to develop graphical
representations that can be demonstrated to be useful. The project has focused on companion visualizations, meaning
representations in which the source code is not altered, but is augmented to clarify its meaning. The intent of such an
approach is to provide insight into such things as structure and complexity, while at the same time allowing the source
code itself to remain the main item of interest. This is in contrast to other visualization techniques that transform
source code from its traditional textual form to a graphical format.
This paper gives an account of experiments conducted on two specific representations. The first experiment
describes the effect that Control Structure Diagrams, a graphical notation which overlays directly onto source code
to highlight program logic, have on program comprehension. Experimental results are framed so as to address
fundamental evaluative questions such as: Do users perceive a utility or benefit from using the graphical notation? To
what extent and in what manner do users employ the graphical technique in real tasks? Does the graphical technique
provide statistically significant gains in program comprehensibility?
The second set of experiments focuses on the Complexity Profile Graph, a software visualization technique that
augments source code with a diagram depicting program intricacy. Results of these experiments are presented so as to
explore the question of whether the representation can be used to measure and predict program comprehensibility.
Evaluating the usefulness of particular software visualizations is the fundamental goal of the research described in
this paper. This work does not attempt to compare different visualizations or make any assessment of relative utility.
The only goal is to assess the effect, if any, that the Control Structure Diagram and the Complexity Profile Graph have
on program comprehensibility. Other researchers have published taxonomies and surveys of software visualization
systems and their application [8,10,11]. While their work is gratefully acknowledged, it is not summarized or repeated
here.
2. The Control Structure Diagram
The Control Structure Diagram (CSD) is a graphical representation that visually depicts the control flow and
module-level organization of source code [3]. A major objective in the philosophy that guided the development of the
CSD was that the graphical constructs should supplement the source code without disrupting its familiar appearance.
That is, the CSD should appear to be a natural extension of the source code and, similarly, the source code should
appear to be a natural extension of the diagram. This has resulted in a concise, compact graphical notation that attempts
to combine the best features of diagramming with those of well-indented source code. Fig. 1 illustrates a CSD reverse
engineered from Java source code.
A comparison of the CSD with plain text source code is shown in Figs. 2 and 3. Fig. 2 contains very “control-
dense” Ada 95 source code adapted from [1]. Fig. 3 contains the same source code rendered with a CSD. While the
same structural and control information is available in both figures, the CSD makes the control structures and control
flow more visually apparent than does the plain text alone, and it does so without disrupting the conventional layout
of the source code.
The utility of the CSD is perhaps more evident in larger and/or more complex source code. For example in large
programs, especially those that are a part of legacy systems, which are often targets of reverse engineering efforts,
it is not uncommon for complex control structures to span hundreds of lines. The physical separation of sequential
components within these large control structures becomes a significant obstacle to comprehension. The CSD clearly
delineates each control structure and provides context and continuity for the sequential components nested inside, thus
potentially increasing comprehension efficiency. With additional levels of nesting and increased physical separation
of sequential components, the visibility of control constructs and control paths becomes increasingly obscure, and the
effort required of the reader can increase in the absence of the CSD.
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Fig. 1. CSD with Java source code.
Fig. 2. Ada 95 source code.
It is clear from experience and from reports in the literature that a relationship exists between the syntactic form
of source code and the ability of human readers to construct useful mental abstractions from that source code [2,
6]. Source code that is well structured and visually appealing facilitates the comprehension process. The CSD,
displayed as a companion to well-indented, pretty-printed source code should thus provide enhanced support for
program comprehension.
2.1. CSD experiment
The CSD was specifically designed to leverage the perceived advantages of a graphical representation together
with the familiarity of pretty-printed source code. To measure the effect, if any, that the CSD has on program
comprehensibility, a repeatable, controlled comprehension-based experiment was designed and implemented. The
results are quite promising and demonstrate that the CSD can provide statistically significant benefits in program
comprehension tasks.
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Fig. 3. Ada 95 source code rendered as a CSD.
In the experiment, subjects were presented with source code and asked questions relating to its structure and
execution. The subjects were divided equally into two groups. Both groups were presented with the same source code
and asked to respond to the same series of 12 questions concerning the code. One group (the control) was given the
source code in plain text only (as in Fig. 2), while the other group was given the source code rendered with the CSD
(as in Fig. 3). Thus the independent variable is source code presentation (CSD or plain text). The task of each subject
was to answer each question correctly in the shortest time possible.
The operational hypothesis was
H1: The CSD will have a positive effect on program comprehensibility.
with the null hypothesis as
H0: The CSD will not have a positive effect on program comprehensibility.
Response time and response correctness were the two dependent variables. It is reasonable to assume that any
effects of a visualization on comprehensibility would be manifested in at least one of these two measures. This
assumption is also supported in the literature [4].
The two groups were given identical instructions concerning the completion of the experimental task prior to the
beginning the experiment. In a 10 min orientation session, subjects were provided with an overview of the task that
they were being asked to perform. Each subject was presented with a short example program in laser-printed hardcopy
form. They were then verbally provided with sample questions concerning the example program and informed of how
they would be asked to record their response during the actual experiment. The group using the CSD had an additional
5–10 min portion of the orientation session in which the basic symbols of the CSD were introduced and explained.
Both groups were told that the experimental task was to some extent designed to mimic elements of a software
inspection activity, and thus were provided with a motivational context for the experiment. Finally, the subjects were
given the fundamental instruction for the experiment: without sacrificing accuracy, they were to answer each question
as quickly as possible.
2.2. Participants in the CSD experiment
Computer science students enrolled in an undergraduate sophomore-level object-oriented programming course in
Java were asked to volunteer as subjects in the experiment. Since differences in ability among individual subjects in
the groups could be a threat to experimental validity, the groups were balanced with respect to student performance in
the course. At the time when the experiment was administered, the only graded item remaining in the course was the
final exam. Thus, the performance balancing was done with almost complete grade information, thereby ensuring that
the balancing was as accurate as possible. Fig. 4 shows the performance balance between the two experimental groups.
Fifty students volunteered to participate in the experiment. The students were either freshmen or sophomores, and
all were relatively inexperienced in programming. The experimental groups consisted of 25 students each, with each
group performance balanced as discussed above.
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Fig. 4. Performance balance of groups prior to experiment.
2.3. Questions and presentation
In the interests of making the experimental task as realistic and practical as possible, a module from a public
domain graphics package was selected to be the source code under inspection. The package was written in Java and
the selected module was a method containing 183 source lines of code with several levels of control. The method had
a small number of control constructs added for the purposes of the experiment, but was otherwise unchanged. Both
groups were made aware during the orientation session that they were inspecting “real” code and not something that
had been manufactured for the experiment.
To eliminate the effect that individual familiarity with a particular program editor might have on the experimental
results, both groups were given the source code in laser-printed hardcopy form.
To facilitate accurate and efficient recording of responses and response times, the questions were presented to the
subjects in a sequence of web pages. Each web page contained a single question along with a text field and a submit
button. To respond to a question, subjects simply typed their answer in the text field and clicked on the submit button.
A script associated with each web page automatically recorded the subject’s response as well as the response time for
that question. The response time was calculated as the amount of elapsed time from when the question was displayed
to when the subject submitted a response.
The questions were designed according to several criteria: (1) The questions should have single, objective answers.
The questions were designed to be answered in terms of line numbers in the source code, and are thus unambiguous
and easily scored. (2) The questions should be relevant to completing real comprehension tasks such as those found
in inspection, testing, maintenance, and debugging activities. The experimental questions should be similar if not
identical to real, practical questions concerning the source code. (3) The questions should be universal, or as generally
applicable as possible. That is, the questions should be drawn from a set that would likely have to be answered, either
explicitly or implicitly, in most program comprehension tasks regardless of the task context, program functionality,
or comprehension model employed. One commonly accepted element of program comprehension can be referred to
as incremental abstraction, that is, the process of successively building up mental representations of various levels
of abstraction of source code text structures and their relationships. Before these abstractions can be used as part of
a comprehension strategy, they must be identified. This process of identification, which involves scanning through
the source code in either a forward or backward direction, is known as tracing [2]. Tracing involves both semantic
and syntactic knowledge. Semantic knowledge is relatively independent of any particular language and involves
understanding basic concepts such as looping structures and fundamental algorithms, and recognizing design patterns
in code. Syntactic knowledge is language specific and allows semantic structures to be recognized in a particular
language [2]. Since the process of tracing is fundamental to so many comprehension tasks in a variety of contexts, it
was selected as the comprehension activity on which to focus the initial experiments.
Experimental questions were thus written to address the following categories of program knowledge, related
directly to tracing:
- Syntactical boundaries of control constructs (e.g., where does a given loop end?)
- Location and number of entrance and exit points for control constructs (e.g., how many exit points does a given
loop have?)
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Fig. 5. Time taken to respond.
Fig. 6. Time taken to respond correctly.
- The target for a transfer of control after statement execution (e.g., where does execution continue after a given
statement?)
- Syntactical nesting depth (e.g., how many levels deep is a given statement?)
- Execution predicates for statements (e.g., how many conditions must be evaluated for a given statement to execute?)
2.4. Results from the CSD experiment
Analysis of the data strongly rejected the null hypothesis that the CSD had no positive effect on subject performance
in answering the 12 questions. Indeed, the positive effect of the CSD on both the speed and correctness of responses
was highly significant. All statistical analyses were calculated using the SAS software suite.
An initial analysis of differences in performance between the two groups was done using average time taken to
respond to each question (T1), average time taken to respond correctly to each question (T2), and number of correct
responses across all questions (X).
Fig. 5 graphs the average response time without regard to correctness (T1). There are several questions (numbers
3, 6, 7, 11, and 12, i.e., 5 out of 12 questions) for which the control group performs slightly better than the CSD
group. But this must be understood in the light of the fact that the CSD group had 44 correct responses versus only 7
correct answers for the control (NOCSD) group in the same 5 questions (3, 6, 7, 11, and 12). The effect of the CSD
on shortening average response time (T1) across all 12 questions, using a t-test, was not significant at the 0.05 level.
Similarly, the effect of the CSD on T1, considering individual questions as another factor in the analysis of variance,
was not significant at the 0.05 level.
Fig. 6 graphs the average response time for correct responses (T2). Here, the CSD group consistently outperforms
the NOCSD group. The positive effect of the CSD across all 12 questions using a t-test is highly significant at the
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Fig. 7. Number of correct responses.
0.00345 level. Further, when the questions were also considered as a factor in the experiment, an analysis of variance
showed that the effects of the CSD on T2 were highly significant at the 0.000552 level.
These results are strengthened by the fact that for three questions (6, 7, and 12) there were no correct responses
from the NOCSD group. The graph in Fig. 6 selects the average response time for the control group on those questions.
Before analyzing the data for the differences in number of correct responses, X , the obvious correlation between the
random variables T1 and T2 had to be addressed. The random variables T1 and T2 are highly correlated because T2 is
simply the value of T1 when the subject provided a correct answer to the corresponding question, and as a result T2
was the average of only correct response times while T1 was the mean of all the responses under a question type. The
sample correlation coefficient between T1 and T2 was computed, by SAS, to be 0.46059, which was statistically
significant at the 0.0235 probability level. In order to remove the effect of T1 on T2, a covariance analysis was
performed. The value of the F statistic for the CSD was 8.32, which was significant at the 0.89% level. This implies
that without question the CSD had a statistically significant impact in helping the subjects to arrive at the correct
answer regardless of the total time they spent on responding to a question.
The number of correct answers per question differed significantly in both CSD and NOCSD groups. Therefore,
the results of the unbalanced factorial experiments with CSD and Question Types as factors were analyzed. Such
analyses allowed the examination of interaction between the CSD and Question Type. Under Type III SS, the value of
the F statistic for the CSD was 24.54. This F0 value is highly significant statistically with a probability (or critical)
level of 0.00000162912. This analysis also shows that the effect of question type on T2 was highly significant (P-
value= 0.0002). However, the interaction effect between CSD and Question Type, CSD× Qtype, was not significant.
In summary, this analysis clearly shows the enormous impact of the CSD in aiding the subject to arrive at the correct
response in the shortest amount of time.
Fig. 7 graphs the total number of correct responses per question for each group (X). Again, the performance gain
of the CSD group is highly significant: 41.33% of the CSD group’s responses were correct while only 20% of the
NOCSD group’s responses were correct.
2.5. Conclusions from the CSD experiment
A number of conclusions can be drawn from the experiment (see also [7]). The most fundamental conclusion is that
the CSD had a demonstrably positive influence on subjects when performing comprehension tasks. The CSD had the
least positive effect on average time to respond to comprehension activities without regard to correctness; but, those
participants using the CSD responded with correct answers more quickly than those not using the CSD. Moreover, the
CSD group averaged twice as many correct responses as the non-CSD group.
Experimental results show that the performance gap between the average time to respond and the average time to
respond correctly narrows over the experiment. Figs. 5 and 6 show that the effects of the CSD are more pronounced
at the beginning of the experiment than at the end. This cannot be attributed to the questions themselves, as they were
administered randomly. The effect suggests that the participants became more familiar with the experimental tasks
as time progressed, and that the benefits of the CSD with respect to response time diminished with repeated use. It
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Fig. 8. The CPG derived from Java source code.
should be noted that when response times are removed from the picture and correct responses alone are considered,
participants using the CSD were able to answer more questions correctly than those not using the CSD. This effect
did not diminish over time.
While this experiment yielded encouraging results that the CSD shortens response times and increases correctness
when performing comprehension tasks, continued empirical research is needed. Future work includes examining the
effect the CSD has on learning activities, exploring the role that programming experience plays in determining how the
CSD is used, assessing the possible benefits of the CSD on specific comprehension tasks such as software inspections,
and scaling the experiments into large-scale industrial software venues.
3. The Complexity Profile Graph
The Complexity Profile Graph (CPG) is a software visualization technique for illustrating the relative complexity
of segments of source code [9]. In contrast to the CSD, which overlays symbols indicating flow of control directly
onto source code, the CPG removes details from the source code so as to provide an abstract “map” to complex
code segments. Unlike traditional metrics which assign a measure of complexity as a single number applied to an
entire module of code, the CPG provides a sequence of complexity measures corresponding to code segments where
each segment represents a chunk of text that should be comprehended as a unit. Often each segment corresponds
roughly to a line of code. For example, the if (expression) part of an if–else statement is a segment with measurable
complexity since it should be understood as a single chunk prior to reading the rest of the if–else statement. When the
individual segment measures are juxtaposed and rendered graphically, they present the programmer with a silhouette
(or profile) of the complexity of statements relative to surrounding statements. Fig. 8 gives sample Java source code
and its accompanying CPG.
The CPG is constructed by assigning to each statement a complexity measure that is the weighted sum of
reachability, content, breadth, and inherent complexity, where these are defined as follows:
(1) Reachability—the number of conditions that must be evaluated to reach the segment from outside of the enclosing
method, function, or other top-level statement block. This is the traditional definition of reachability.
(2) Content—the log of the number of significant tokens in the segment. Some punctuation, such as block-enclosing
braces or a statement-ending semicolon, is not considered significant. A pair of parentheses is counted as one
token.
(3) Breadth—the number of statements, methods, etc. in the innermost block containing the segment.
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Fig. 9. The CPG showing multiple measures of software complexity.
(4) Inherent—a value assigned based on the inherent complexity of the innermost enclosing structure. For example,
segments in switch or case statements are assigned an inherent complexity of 3.0. This reflects the view that some
structure types are inherently more complex than others.
Fig. 8 illustrates a CPG depicting each statement’s total complexity. It shows line 10 as being the most complex in
the code segment, have a CPG value of 7.9. This is apparent by examining the code: Line 10 is embedded within a for
loop which is, in turn, nested in an if statement. The line has a higher complexity than those accompanying it in the
body of the for loop because it alone has an additional arithmetic operator.
Fig. 9 depicts the CPG for the same code, expanded to show all complexity measures for each of the 16 segments of
the program. Line 10 has an overall complexity of 7.9, as shown by the rightmost bar in the cluster of bars associated
with the statement. The other bars in the cluster illustrate, from left to right, reachability, content, breadth, and inherent
complexity. Their corresponding values are 3, 1.6, 3 × 0.1, and 3, which sum to 7.9. The CPG is rendered along the
horizontal axis for readability.
The utility of the CPG comes from seeing the juxtaposition of measures: valleys in the profile indicate areas of low
complexity and peaks indicate areas of high complexity. The CPG is intended to be used in conjunction with the CSD.
The CPG cues the software developer to complex portions of code that might require special attention; the CSD aids
in understanding the specific details of the code.
The utility of the CPG comes from seeing the juxtaposition of measures: valleys in the profile indicate areas of low
complexity and peaks indicate areas of high complexity. The CPG is intended to be used in conjunction with the CSD.
The CPG cues the software developer to complex portions of code that might require special attention; the CSD aids
in understanding the specific details of the code.
3.1. CPG experiment
To evaluate the use of the CPG as a predictor of program comprehensibility, three experiments along the lines of
the CSD experiment described above were conducted [12]. Participants in experiments one and two were volunteers
from a sophomore-level programming class; participants in experiment three were volunteers from a senior-level
software engineering class. The test subjects of the first two experiments were considered to be relative novices in
programming, whereas the subjects of the third experiment had moderate programming experience.
Each experiment consisted of a single group of test participants. The participants were asked to answer 10 questions
to demonstrate their understanding of a particular code sample. They were instructed to answer the questions correctly
in the shortest time possible without sacrificing accuracy.
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Fig. 10. The CPG of the knapsack source code used in the experiment.
Each question in the test set queried comprehension of a specific segment of the source code. Assuming that average
response times and error rates are valid predictors of software comprehension, the goal was to determine whether
those measures would correlate with the measures in the CPG. In other words, the experiment sought to establish
a match between a graph of the response times/error rates and the CPG. Accordingly, the operational hypotheses
were
H1: The CPG value will be linearly related to average response time.
H1: The CPG value will be linearly related to error rate.
with the null hypotheses as
H0: The CPG value will not be linearly related to average response time.
H0: The CPG value will not be linearly related to error rate.
3.2. Participants in the CPG experiment
Thirty-six subjects volunteered for the first experiment, 51 for the second, and 25 for the third. The test subjects
in all the experiments received a short orientation explaining that they were to evaluate a source code sample as if
they were performing a software inspection. As none of the subjects had been previously exposed to the algorithm
implemented by the code sample, the course instructor provided a 30 min lecture acquainting them with the general
category of algorithms into which the sample code fit.
The remaining experimental procedures were patterned after the CSD experiments: the test subjects conducted
the experiment from hard-copy versions of source code and they used the same web-based software to respond to
experiment questions.
3.3. Questions and presentation
The program selected for the experiment’s comprehensibility activities was a Java implementation of the bounded-
performance 0/1 knapsack algorithm. It consisted of 122 lines of code, had 73 statements at varying levels of
complexity, and consisted of three printed pages. Fig. 10 shows the CPG of the program. The test subjects were
given 10 min to familiarize themselves with the code before beginning the experiment.
The experiment questions were phrased as propositions designed to be unambiguously true or false. Collectively,
they addressed information that was distributed evenly across the code. The content of the questions addressed
specifics of the execution of the sample program, such as “Lines 27–29 define a dummy object with profit, weight,
and density of zero” and “Line 65 defines an array to record the individual density of each object”. Questions were
administered in random order.
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Fig. 11. The CPG value of each question.
Fig. 12. Average response time for the experiment.
3.4. Results and conclusions of the CPG experiment
Fig. 11 gives the of CPG value of the segment of code addressed by each question. The underlying assumptions of
the experiment were first, questions relating to more complex statements would take more time to answer than would
questions relating to simpler code segments; and second, questions corresponding to complex statements would have
a higher likelihood of being answered incorrectly than would questions corresponding to less complex statements. To
reject either null hypothesis, the experimental data should correlate well with the graph of Fig. 11.
Fig. 12 depicts the average time participants of the first experiment took to respond correctly to each question. The
correlation between the CPG values and the experimental values was 0.452 at the 0.19 level, showing no statistically
significant relationship. Post-experiment analysis of the data revealed that the correlation was strong for all questions
except questions 1 and 2. Further examination revealed that questions 1 and 2 were worded so as to address how the
sample program was initialized at startup. Because they did not query specifics about the knapsack code itself, it was
felt that the questions confused the experimental subjects as to how they truly applied to the stated goals of performing
a code inspection of the knapsack code alone.
Eliminating these questions from the data set resulted in a correlation of 0.851 at the 0.0007 level. The
change in correlation was enough to convince the experimenters that questions 1 and 2 were confusing to the
experiment participants. Although questions 1 and 2 remained as part of the design for subsequent experiments,
their corresponding response times and error rates were eliminated from all experiments.
The experimental results presented in Table 1 support several conclusions regarding the CPG as a predictor of
program comprehension. There was a definite link between the CPG and average response time for correct answers.
The relationship was strong for the experiments that involved novice programmers; the relationship was present,
although less pronounced, when the test subjects were more advanced programmers.
The relationship was less well defined between the CPG and the average time to respond to questions regardless
of the accuracy of the answer. Taking into consideration the strong relationship between response time and correct
answers, the experiment showed that incorrect responses required different amounts of time than that predicted by the
CPG. In other words, the experiment showed that the CPG cannot forecast the time required for incorrect answers
since those answers may have entailed reasoning that misjudged the complexity of the code. The weak relationship
here strengthens the argument that the CPG value was an accurate measure of correct assessments of complexity, but
says nothing about incorrect answers.
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Table 1
Results of CPG experiments
Experiment question Experiment 1 Experiment 2 Experiment 3
Average response time is corre-
lated with CPG
Highly significant
r = 0.786
p = 0.021
Weakly significant
r = 0.673
p = 0.068
Not significant
r = 0.579
Average response time for cor-
rect answers is correlated with
CPG
Highly significant
r = 0.851
p = 0.007
Highly significant
r = 0.766
p = 0.027
Weakly significant
r = 0.663
p = 0.073
Average error rate is correlated
with CPG
Not significant
r = 0.491
Not significant
r = 0.514
Not significant
r = 0.303
None of the experiments demonstrated a correlation between the CPG and average error rate. If the CPG were an
accurate measure of the error rate, the expectation would be that responses to questions of low complexity would tend
to be correct, whereas responses to questions corresponding to places in the code of high complexity would tend to
be incorrect. This was not observed. One plausible explanation at this point is that source code logic is so intricate
and interwoven that understanding one code segment is highly dependent on learning that has taken place on other
segments of code. The experiment assumed that the complexity of one code segment was independent of those of
other code segments, and thus did not take account of misconceptions carried over from earlier questions. Obviously,
additional research is required to determine the reason for this relationship not holding.
4. GRASP
Benefits notwithstanding, unless a visualization can be efficiently rendered in a program editing environment,
it is highly unlikely that the visualization will be used in practice. The GRASP (Graphical Representation of
Algorithms, Structures, and Processes) project at Auburn University has incorporated the CSD and CPG into jGRASP,
a lightweight Interactive Development Environment (see Fig. 13). Thus, in addition to generating the visualizations,
jGRASP also offers a fully functional program text editor with syntax coloring, language templates, and construct
folding. An object-oriented system written in Java, jGRASP is rich in features needed to assist programmers in
engineering software while, at the same time, being unencumbered by unnecessary features required by large-scale
professional development. When combined with an appropriate compilation system (such as gcc for C/C++/Ada,
or Sun’s JDK), jGRASP becomes a complete program development environment with support for program editing,
visualization, compilation, and runtime execution monitoring. Languages supported by jGRASP include C, C++,
Ada, Java, and VHDL. Additional Java support includes reverse engineering of UML class diagrams and an object
workbench.
5. Summary
This work directly addressed the role of software visualization in comprehending software as well as measuring the
comprehensibility of software. In the area of program comprehension, the CSD was shown to have a highly significant
positive effect on the subjects’ performance in the experimental task, from the standpoint of both shortening response
times and increasing correctness. Perhaps of greatest practical importance is that the CSD had a significant impact on
the subjects’ ability to arrive at the correct answer to a question, regardless of the length of time taken to respond.
The second area, measuring program comprehensibility, was addressed by the experiments with the CPG. Empirical
results showed a significant correlation between the CPG measure of a segment of code and the time a test subject
took to understand that segment correctly. Since code reading and comprehension activities are so widespread in the
software life cycle, the CSD has the potential to aid software professionals in understanding code, and the CPG has
the potential to forecast the amount of effort required to understand the code.
Follow-on experiments are planned within a larger research program that will build on these results and will further
explore the human performance benefits offered by certain software visualizations. Specifically, a robust experimental
framework is needed to measure the impact of software visualizations on the overall software process in terms of
productivity and quality, thus directly addressing the open question as to the relative effectiveness of visualizations
on production software. This is an important research question since the utility of software visualization has yet to
be convincingly demonstrated in an industrial setting. An experimental evaluation of visualizations such as the CSD
D.A. Umphress et al. / Science of Computer Programming 60 (2006) 121–133 133
Fig. 13. GRASP for the JVM.
and CPG within a best practices development environment on production software should stimulate organizations to
modify their software development processes to include those visualizations which, based on the experimental results,
indicate the potential for substantial gains in productivity and reliability.
Continued empirical research is clearly needed. While this work has shown promising results, it is crucial that the
research be systematically scaled and extended into large-scale industrial settings. A robust experimental research
program, building directly on this work, will allow researchers to address many open questions and thereby make
significant contributions to the software engineering community.
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