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Concentrated solid solution alloys have attracted rapidly increasing attention due to their 
potential for designing materials with high tolerance to radiation damage. To tackle the 
effects of chemical complexity in defect dynamics and radiation response, we present a 
computational study on swift heavy ion induced effects in Ni and equiatomic Ni -based 
alloys (Ni50Fe50, Ni50Co50) using two-temperature molecular dynamics simulations (2T-
MD).  The electronic heat conductivity in the two-temperature equations is parameterized 
from the results of first principles electronic structure calculations. A bismuth ion (1.542 
GeV) is selected and single impact simulations performed in each target. We study the heat 
flow in the electronic subsystem and show that alloying Ni with Co or Fe reduces the heat 
dissipation from the impact by the electronic subsystem. Simulation results suggest no 
melting or residual damage in pure Ni while a cylindr cal region melts along the ion 
propagation path in the alloys. In Ni50Co50 the damage consists of a dislocation loop 
structure (d=2nm) and isolated point defects, while in Ni50Fe50, a defect cluster (d=4nm) 
along the ion path is, in addition, formed. The simulation results are supported by atomic-
level structural and defect characterizations in bismuth-irradiated Ni and Ni50Fe50. The 














obtained with an instantaneous energy deposition model without consideration of e-ph 
















A major challenge in materials science is to understand and predict materials behavior 
when exposed to ion irradiation. To this end classical molecular dynamics (MD) 
simulations are often used[1–3]. They provide an atomic-level view of the system under ion 
study, but do not include a description of the electronic subsystem and are, therefore, 
limited in applicability to events that involve a low or negligible level of electronic 
excitations and ionizations. 
Several approaches have been developed to address this issue. A prominent method 
among these is the so-called two-temperature molecular dynamics (2T-MD) model. The 
model assumes the thermalization and charge neutrality of the electronic subsystem. With 
these simplifications, the energy dissipation in the electronic subsystem and its coupling to 
the atomic subsystem can be included without the drastic increase of computational cost 
that follows from an explicit quantum mechanical description of the excited electronic 
subsystem. 
 The term swift heavy ion (SHI) is commonly used to describe ions that are heavier than 
carbon and with a kinetic energy over 0.5 to 1 MeV per nucleon depending on the atomic 
mass. SHIs deposit their energy mostly to the electrons along its path before the nuclear 
stopping takes over at the end of the ion range. Resolving the mechanisms of radiation 
damage by SHIs is a long-standing challenge in the s udy of ion-matter interactions[4], and 
the two-temperature approach depicts one possible path forward. According to the model, 
in metals, the deposited energy can be expected to dissipate effectively in the electronic 
subsystem due to high electronic thermal conductivity, and cause only a moderate effect. 














annealing of recoil-induced damage in nickel[5] and damaged structures along the ion path 
in titanium, i.e. ion tracks that are observable by transmission electron microscopy. They 
seem to consist of dense dislocation loop networks[6]. In the intermetallic compound Ni-
Zr2, amorphous and quasi-continuous tracks have been rported to form[7]. MD 
simulations of SHI impacts in metals predict the formation of dislocation loops in Fe and W 
[8]. 
Recently, Ni-based single-phase concentrated solid lution alloys (CSAs) have gained 
interest due to their unique physical properties and dramatically enhanced irradiation 
performance. Among these CSAs, they have been shown to have less damage accumulation 
than pure Ni when exposed to ion irradiation within the elastic energy loss regime, at least 
under room temperature irradiation to a low dose[9,10] and elevated temperature to a high 
dose[10]. As a general trend, the more chemical disor er exists in CSAs, the better 
radiation resistance is observed. In this Article, to investigate the effect of the alloy 
composition and chemical disorder in the electronic stopping regime, we have chosen to 
study Ni, Ni50Fe50 and Ni50Co50 using 2T-MD simulations. The ion (1.542 GeV Bi) was 
selected so that its nuclear stopping power (dE/dxnucl = ~ 0.1 keV nm
-1) is negligible and the 
electronic stopping power at its maximum (peak dE/dxele ranges from 62.28 keV nm
-1 in 
Ni50Fe50 to 68.85 keV nm
-1 in Ni), as summarized in Table 1.  
In chemically disordered alloys, a stronger effect from the electronic energy loss is 
expected due to the significantly reduced electron mean free paths (MFPs) compared to 
pure metals[11]. Therefore, CSAs are ideal systems to test different theoretical approaches 
to modeling electronic energy loss in metallic targets. It is also noteworthy that the MFPs 














pointed out in a recent review[11], CSAs hold distinctive links between tunable scattering 
processes and energy dissipation, as well as unique corr lations between modified energy 
landscapes and various defect dynamic processes.  
Besides importance from a fundamental research perspective, the development and study 
of the 2T-MD model are relevant for a variety of applications. For example, the model has 
been shown to have an effect on the residual defect concentration after a recoil simulation 
at an energy regime relevant for fusion reactor wall m terials[12]. We note that the effects 
of high energy ions are also discussed using the Coulomb explosion[13] and other models 
in which the interatomic forces are significantly modified[4]. The two-temperature 
approach and its extensions are under active research also in the laser community[14,15].  
2. Methods 
2.1. The 2T-MD model 
The two-temperature model for radiation damage was introduced in the work of Lifshitz, 
Kaganov and Tanatarov[16,17]. Separate temperatures ar  assigned to the atomic and 
electronic subsystems, noted as and , respectively, that evolve according to a heat 
equation. An additional sink/source term,  is added to describe the heat absorbed or 
emitted by the atoms via the electron-phonon coupling. The spatiotemporal evolution of the 
thermal energy in the electronic subsystem is given by 

 = 
  =  ⋅ () +   (1) 
Here 
 is the electronic heat capacity and the electrical heat conductivity. It is useful 
and conventional to write  = ( − ) since, in a high-temperature approximation,  is 














general, , as well as the rest of the parameters, depend on the electronic and atomic 
temperature. An often-used practice, which we adopt here, is to consider the electronic 
temperature dependence of all the parameters only, si ce the values depend more on  
than . In the original formulation of the model, accompanied by Eq. (1), there is another 
heat diffusion equation for the atomic subsystem. Here the 2T-MD model is a compelling 
alternative and uses molecular dynamics instead. The interaction potential of MD describes 
e.g. mass transport, pressure waves, superheating and coupling between the optical and 
acoustic phonon modes[14]. Thereby the number of porly characterized parameters is 
substantially reduced. 
To connect equation 1 to a MD simulation, the simulation space is divided into small 
cells, so that equation 1 can be solved on a Cartesi n grid. Within each cell, an atomic 
temperature is calculated from the kinetic energies of atoms. Each cell is assigned an 
electronic temperature that is evolved by a finite difference (FD) solution of Eq. (1).  To 
represent the energy exchange via e-ph interactions, the MD equation of motion is 
complemented with a thermostatting term that can add kinetic energy to the atoms or 
remove it. Several adaptations of the term can be found in the literature (see Supplementary 
material for more discussion). We use here a simplified version of the one presented in 
Ref.[18] that has been implemented to the PARCAS simulation code[19,20]. The heat is 
exchanged in accordance with equation 1 by a damping force in the MD equations of 
motion[21] 
 = −({	̅}) + ξ̅ 
The magnitude of ξ is chosen so that the increase in kinetic energy per MD time step 














solve equation 1.  is the mass of the i:th ion, ̅ the position and ̅  the velocity.   is the 
interatomic potential (in this work, given by Ref. [22]). By taking the derivative of the 
kinetic energy of the atoms within a cell, it follows that[18] 
ξ =   ()( −  )∑ "  
where the sum goes over all atoms in the volume of   .  
2.2. Model parameters 
In 2T-MD simulations, 5 simulation input parameters must be considered: the initial 
electronic temperature, the electronic heat capacity, the electronic heat conductivity, the 
effective electron-phonon coupling strength and the force field. Discussion on the initial 
electronic temperature and the interatomic potential (Zhou, Johnson and Wadley [22]) used 
is given in the Supplementary material, and the remaining are described in detail in the next 
subsections.  
2.2.1 Electronic heat capacity 
The electronic heat capacity was calculated using the s andard expression[23] 





where )(&) is configurationally averaged electronic density of states (DOS) calculated 
within coherent potential approximation[24–26]. The chemical potential ( depends from 
both electron temperature, , and alloy concentration. It is calculated from the constraint to 
the number of valence electrons.  %(&, (, ) = {exp1(& − ()/345 + 1},7 is the Fermi 
distribution function. Since the most interesting values of the temperature for the current 
research are above 5000 K, the electronic structures of the alloys were calculated using 














publication by Samolyuk et al.[27] The effect of electronic heat capacity on swift heavy ion 
track formation has been studied by Khara et l.[28]  
2.2.3 Effective electron-phonon coupling strength 
The calculated electron–phonon coupling strength was obtained using the rigid muffin-tin 
approximation (RMTA) of Gaspari and Gyorffy[29] and CPA results for electronic 
structure (see details in the Ref.[27]).  In a previous work[30], a reasonable agreement 
between the time dependent DFT and current approach w s obtained for the case of FCC 
Ni. The electron temperature dependence in the coupling value, 8(), was calculated in 
the spirit of method proposed by Wang et al.[31] 








where ; is so called Hopfield parameter, < is average mass of the alloy. Hopfield 
parameter,	;, is proportional to electron-phonon coupling consta t, A = ; <〈C"〉⁄ , from 
McMillan expression for superconducting transition temperature[32], where	〈C"〉 is 
averaged square of phonon frequency. The formulation with Hopfield parameters instead of 
A allows to avoid calculation of phonon frequencies. At the zero temperature, the derivative 
of Fermi distribution function is reduced to the delta function, F(& − &=) and the coupling 
value to 8(0) = 9ℏ34 HI )(&=). It’s worth mentioning that calculated in Ni value 8() is 
close to result obtained in publication by Lin and Zhigilei[33] and to the available 

















2.2.4 Electronic thermal resistivity 
A series of approximations was used to calculate electronic thermal conductivity. First, 
we assume independent scattering of electrons on electrons, phonons and alloy component 
disorder[34]. Therefore, total electronic thermal resistivity, J, is equal to 
J() = J() + JKL() + JM, (4) 
where JM is residual thermal resistivity due to electron scattering on alloy component 
disorder. Residual thermal resistivity is measured in the limit of zero Kelvin temperature. 
The electron-phonon contribution is calculated using lowest-order variational 
approximation to solve the Boltzmann equation to electron transport[34]. Together with the 
Debye model approximation to electron-phonon spectral (Eliashberg) function[35] the 
electronic resistivity is 
JKL() = 6Ω  9ℏ34)(&=)〈Q"〉 2AR() S
2TU V




where   and T (300 K for all alloys) are electron and lattice temperatures respectively, 
Ω   is the elementary cell volume, )(&=) corresponds to electronic density of state per 
Ω   and per spin, 〈Q"〉 is average square of X-component of Fermi velocity, U is Debye 
temperature (450 K), and AR() is the transport electron-phonon coupling constant. As it 
was demonstrated by Allen[35], the transport AR can be approximated by A without 
significant loss in accuracy. The temperature dependence of the coupling can be calculated 
using Eq. (3) and relation between A and Hopfield parameter, ;. Finally, the Debye 
temperature is kept equal to the one in Ni. 
Following Lin and Zhigilei[33] the electron-electron scattering contribution to the 
electronic thermal conductivity is calculated using Drude model[23], a = 〈Q"〉
b, 














the constants for Ni vary from 1.4 × 10f 1/K2s for Ni[33,36] to 5.9 × 10f 1/K2s[37] (see 
discussion in Ref.[38]). Below the same value for c has been used for all Ni based alloys. It 
should be mentioned that at temperatures below the Fermi temperatures, the electron-
phonon scattering gives main contribution. Finally, since J() = 1 a⁄ , the Eq. (4) can be 
applied to calculate total electronic thermal conductivity. The residual thermal resistivity, 
JM, is taken from the experimental data[39] at 50 K. The a at 50 K equal to 328, 48.1 and 
11.4 W/K·m for Ni, Ni50Co50 and Ni50Fe50, respectively. The calculated for the case of Ni  
Q = 0.1 × 10f m/s2 was used for all alloys. This approximation was verified for the case 
of ordered Ni50Fe50 and Ni50Co50 and it was found that deviation from Ni Fermi velocity is 
small. )(&=) is equal to 22.3, 16.1 and 13.3 States/(Hartree· Spin) for Ni, Ni50Co50 and 
Ni50Fe50, respectively.  
It should be noticed that instead of approach proposed in the current publication, the 
thermal conductivity could be alternatively calculated using Kubo-Greenwood 
formalism[40,41].  
 
2.3. Molecular dynamics setup and analysis 
The simulation cell size was chosen to be (69 nm, 69 nm, 5 nm) and the crystal was 
oriented having the <001> -axis aligned with the z-direction, the same direction as the ion 
is intersecting the simulation cell.  A schematic pi ture of the simulation cell is given in 
figure 1. 169×169×1 finite difference cells were used for the heat equation solver. A time 
step of 0.08 fs was selected to conserve the total energy in the system. This value is lower 














 Experimentally, the irradiation was performed at room temperature, so that far away 
from the impact location the temperature (at low fluence rates) reaches 300 K. Motivated 
by this, Dirichlet boundary conditions (boundary temperature=300 K) were imposed on 
equation 1 in the four planes that are parallel to the ion path and far away from the ion 
impact location (see figure 1).  Zero-flux/periodic condition (these are identical when there 
is no gradient in the z-direction) was imposed on the remaining two planes (the planes that 
the ion path intersects, shown by the text ‘periodic’ in figure 1).  In addition, the atoms 
were quenched at a rapid rate of 0.3 K / fs towards 300 K in the boundary cooling region 
(also shown in figure 1) by a Berendsen thermostat. The purpose of the procedure was to 
dampen the pressure waves and to mimic ionic heat conduction to the bulk. Periodic 
boundary conditions were imposed on the atom movement at all boundaries.  
The electronic boundary can be implemented in other ways, such as using the Robin 
boundary condition[8]. Some of the methods involve new parameters to the model. Our 
current choice does not; however, the electronic boundary condition overestimates the heat 
conduction from the system. We have checked that in nickel (the system where heat 
dissipates fastest) that using a zero-flux boundary condition (which underestimates the heat 
conduction) does not have a significant effect on the result. We emphasize that the 
simulation cell must be sufficiently large in the directions perpendicular to the ion path. 
The width of the ionic boundary cooling region was 2.5 nm. We also checked that a larger 
boundary cooling region (width 5 nm) did not change th  results considerably (melt radius). 
More discussion on the finite size effects is given in the Supplementary material.   
An alternative way that does not involve new parameters or overestimate the heat 














geometry). In that approach, the solution of equation 1 is extended beyond the borders of 
the MD simulation cell with an accompanying lattice h at equation. Furthermore, the 
boundaries transmit pressure.  Simulations utilizing those boundary conditions could be 
done as future work.  
The Dislocation Extraction Algorithm (DXA)[44], as implemented in the OVITO[45] 
software, was used to identify dislocation lines and defective volumes from the final atomic 
configurations. The evolution of the melt radius during the simulation was determined 
using a three-stage process. In the first stage, atoms with centrosymmetric parameter[46] 
less than five are removed. After this stage, some atoms that are part of the solid region are 
left. These atoms are removed by calculating the Voron i volumes of the atoms that 
remain, and selecting those with a volume higher than 14 cubic Ångströms. Finally, a 
surface is constructed[45] from the remaining atoms.  It accurately captures the melt-solid 
interface in all the targets, as is seen in figure 2.   
Radial strain fields were present in some of the final atom configurations, which causes 
artefacts in Wigner-Seitz defect analysis. Therefore, to quantify the defect concentrations in 
the systems, we applied Polyhedral Template Matching[47], bond-angle analysis[48] and 
adaptive Common Neighbor analysis[49]. All the methods give the number of atoms that 
are not in the FCC configuration. 
To reduce the numerical noise, we calculated the density profiles using the Voronoi-
volumes. That is, instead of using the volume of concentric cylindrical shells as a divisor, 
we use the sum of the Voronoi volumes of each atom in the shell. This removes the 
problem that some shells will have intrinsically less atoms due to the crystal structure and 














2.4 Scanning Transmission Electron microscopy characte ization.  
The bright field (BF) imaging was performed using an berration corrected Nion 
UltraSTEM operating at 200 KV. The collection semi-angle used for the BF imaging was 
0-15 mrad and the probe current was 28±2 pA. To analyze the size and circularity 
distribution to determine the formation of stacking fault tetrahedra (SFT) and dislocation 
loops, the background of the obtained images were first normalized, followed by color 
thresholding on the damage regions. The observed features smaller than 1 nm, while 
relevant to simulations results of defect clusters, were ignored in the analysis due to high 
uncertainty and considered as an artifact. 
3. Results and discussion 
3.1. Electronic parameters 
The parameters resulting from the KKR-CPA calculations for the heat diffusion Eq. (1) 
are shown in figure 3. While the electronic heat capacity is comparable in magnitude for the 
systems studied here, differences occur in the electron-phonon coupling strength and more 
so in the electrical heat conductivity. The decrease in electron-phonon coupling is due to 
the sharp spike in the density of states at the Fermi level in pure Ni, which is less 
pronounced in the alloys and results in a less steep d crease[27]. Since, according to Eq. 
(4), JK~8(), larger thermal conductivity corresponds to smaller e-ph coupling. Thus, 
largest thermal conductivity corresponds to Ni and the smallest one to Ni50Fe50. The 
electron-electron scattering suppresses the thermal conductivity as the temperature 
approaches 105 K.  














The electronic and nuclear stopping power (see table 1) in the surface region, about 5 
microns from the surface, of the 1.542 GeV Bismuth ion are similar in all the targets due to 
similar target density. Utilizing expressions from delta-ray theory (see Supplementary 
material) and by an integration of the stopping power, the energy density can be calculated 
as a function of depth from the surface. The initial energy density does not vary much (see 
figure 4) during the first 20 microns in all the targets. Therefore, we use the surface energy 
density distributions, but a similar effect is expected at least throughout the first 20 
microns. For consistency, the stopping powers used in the simulations are calculated based 
on the densities of the MD simulation cell and not on the experimental values. The 
difference is about 1%.  
3.3. Heat flow and temperature evolution 
The importance of considering the electronic subsystem becomes evident from figure 5, 
which shows the total energy transfer during the simulation. It was obtained by integrating 
the H term in equation 1 over the entire simulation le gth in post-processing. The figure 
also shows the evolution of the electronic temperature in nickel. The variations in the 
energy deposition seen in the graphs are consistent with residual damage observed in the 
simulations (see section 3.4.). Interestingly, the total energy deposition to the atoms near 
the ion path and the residual damage follows an opposite trend as the electronic stopping 
power.  
Detailed graphs depicting the magnitude of the different terms in the heat equations are 
given in the Supplementary material. During the initial stages of the simulation (t < 500 fs), 
the differences in the rate of energy deposition frm the electrons to the ions are not very 














that while Ni50Fe50 has a higher effective electron-phonon coupling, Ni50Co50 has higher 
stopping power (dE/dxele = 65.9 keV nm
-1) than Ni50Fe50 (dE/dxele = 63.1 keV nm
-1) and 
similar comparison holds for Ni50Co50 and Ni. This evens out some of the difference in the 
energy deposition initially. Significant differences can be seen in the initial rates of 
diffusion, i.e. in the energy dissipation by the elctronic subsystem. The energy dissipation 
by the electronic subsystem is reduced in Ni50Fe50 compared to Ni50Co50, while the 
dissipation is fastest in Ni. By 5 ps, differences also in the energy deposition are evident.  
Because of the electronic heat conduction, the temperature of the electronic subsystem 
reaches the temperature of the lattice fastest near th  intersection point of the ion, resulting 
in cooling of the ions by the electrons. This process is fastest in Ni. By ten picoseconds, 
almost the entire ionic subsystem in the Ni simulation cell is cooled down by the electrons, 
whereas Ni50Co50 and Ni50Fe50 are only partially cooling (the rest is heating). A larger 
volume is still being heated in Ni50Fe50 than in Ni50Co50. 
3.4. Damage production 
A pressure wave develops in the middle of the simulation cell that travels towards the cell 
boundaries. Four distinct pressure fronts can be observed that travel in the <110> 
directions. Visualization of the pressure wave is given in the supplementary material.  The 
amplitude is the highest in Ni50Fe50 and decreases in magnitude in Ni50Co50 and Ni. A 
cylindrical, molten channel is formed along the ionpath in the alloys. Shown in figure 6 are 
the resulting radii of the channel. While the initial radii are similar in magnitude (r=9 nm), 
substantial differences exist in in the lifetimes of the molten channels (60 ps in Ni50Co50 
and 120 ps in Ni50Fe50). This is consistent with the heat flow (see section 3.3) in the 














smaller in Ni50Co50. The recrystallization rate follows the same trend as electronic heat 
conductivity; the radius of the molten track decreases at the rate of 0.18 nm/ps in Ni50Co50 
and 0.11 nm/ps in Ni50Fe50. 
After 200 ps, to remove thermal noise from the samples, the simulations were relaxed to 
0 K and 0 GPa in a 5 ps run before further analysis. The dislocation lines, extracted by the 
DXA algorithm, are shown in figure 7. In Ni50Co50 a single dislocation loop structure 
forms. In Ni50Fe50, a defective volume, accompanied by dislocation lines, is formed. It 
intersects the simulation cell along the ion beam direction. However, a limitation of the 
current computational approach is the small simulation cell in the z-direction to keep the 
calculations feasible. It is unclear if such defect structures will be continuous with a larger 
cell.  In all the samples, the vacancies are scattered in the recrystallized region whereas 
interstitials tend to agglomerate, as observed in previous simulations in other metallic 
targets[8,50]. We have also analyzed the simulation cells for local compositional changes 
by divining the simulation cells into concentric cylinder shells (centered at the ion impact 
location) of equal atom count (5000). No local compsitional changes could be observed.  
Most of the damage is confined within the molten region. 
Experimentally, the ion tracks can be analyzed using small angle x-ray scattering 
measurements.  This technique is sensitive to the density changes due to latent tracks and 
can be used to deduce its average size with a spatial resolution of few Ångströms. A radial 
density profile obtained from MD simulations can beused to interpret the scattering 
pattern[51,52]. Shown in figure 8 are the radial density profiles that were extracted from the 
cells, which may guide experimental design for valid tion.  An under dense region is seen 














The 2T-MD results are validated experimentally by comparing the microstructure 
modification from SHI irradiations in Ni and Ni50Fe50 performed using the annular bright 
field imaging in a scanning transmission electron microscope (STEM). High quality Ni and 
Ni50Fe50 single crystals were irradiated with 1.542 GeV Bi ions to a fluence of 2×10
12 ions 
cm-2. The density of Ni and Ni50Fe50 is 8.908 g cm
-3 (9.14×1022 atoms cm-3) and 8.2326 g 
cm-3 (8.66×1022 atoms cm-3), respectively. The STEM samples are taken 5 µm fro  the 
surface. At this depth in ion energy reduces to 1.20 and 1.23GeV where electronic stopping 
power dE/dxele is 68.8 and 62.8 keV nm
-1 and nuclear stopping powers dE/dxnucl is 0.128 
and 0.113 keV nm-1 in Ni and Ni50Fe50, respectively. The extreme inelastic interactions f 
ions with target electrons and subsequent heat dissipation to lattice produce structural 
defects that are observed to be darker than the matrix due to strain diffraction contrast, as 
shown in Figure 9 (for Ni (a, c) and Ni50Fe50 (b, d) respectively. While less damage is 
identified in Ni than that in Ni50Fe50 (Figure 9(b)), both interstitial-type dislocation loops 
and vacancy-type SFT (Figure 9(a)) are observed in both materials. Since ion-solid 
interactions are stochastic processes, some ion strikes may cause more damage than others. 
Comparison between the STEM characterizations with the simulation results should be 
qualitative. Nevertheless, more damage (SFT and dislocation loops) is evident in Ni50Fe50 
and can be attributed to the significantly modified MFPs. The much shorter MFPs in 
Ni50Fe50[11,39] lead to slower heat dissipation along the ion path. The extreme localized 
hot zone along the ion path coupled with the rougher energy landscapes in concentrated 
alloys result in defect formation[53]. On the other and, longer MFPs in Ni lead to rapid 
energy dissipation and less damage formation upon electronic energy deposition from GeV 














(circularity 0.3-1.0) and as dislocation loops (0-0.3). The relative concentration of SFT and 
dislocation loops are shown in Figure 9c and 9d as the insets respectively for Ni and 
Ni50Fe50 overlaid with background normalized image used for the feature analysis. The 
modified region in Ni50Fe50 has a similar dimension as predicted in figure 7 for Ni50Fe50.  
In the simulations, no residual damage is produced in pure Ni but much damage is 
determined in Ni50Fe50 (figure 10 shows the residual defect concentrations), qualitatively 
consistent with the experimental trends shown in figure 9a and 9b.  It should be noted that 
previous continuum calculations using the two-temperature model suggest that damage is 
formed in Ni, which was considered to be a discrepancy[54] with the available 
experimental data. This demonstrates the importance of the accurate parameterization and 
the atom-level description provided by the 2T-MD technique to study radiation damage 
from a swift heavy ion. It also underlines the importance of the electronic subsystem in the 
2T-MD technique, as the simpler energy deposition schemes in regular MD do not lead to 
the same behavior, as is demonstrated below. 
3.5. Comparison between the 2T-MD and the ion energy deposition model 
The simplest method to simulate SHI is to omit the details of the energy transfer 
mechanism, and simply deposit energy to the ions as kinetic energy. This is physically 
feasible if the timescale on which the energy transfer occurs is very short. To study the 
significance of the energy deposition model, we run a simulation of an impact in nickel so 
that the energy density predicted by the equation dscussed in the Supplementary material is 
used to instantaneously add kinetic energy to the aoms while the system evolves without 
the friction term in the MD equations of motion. Figures 6, 7 and 8 also show results from 














lifetime of 170 ps forms. The recrystallization rate is 0.06 nm/ps and a high density of 
dislocation lines that extend through the periodic simulation cell form. Furthermore, defects 
form also outside of the region that melted. The sudden expansion of the lattice causes 
stacking fault planes that aligned along the ion beam direction to form outside of the molten 
zone. They eventually disappear, but leave behind a trail of defects. This in contrast to the 
2T-MD energy deposition model, where the damage is contained within the molten region. 
The residual defect concentration is two orders of magnitude higher with the instantaneous 
energy deposition model than with 2T-MD simulations i  Ni50Fe50. Both comparisons 
between the 2T-MD and the instantaneous energy deposition model and between the 2T-
MD and experimental observation further demonstrate th  importance of considering 
electronic effects and the importance of correctly modeling the electronic subsystem in 
materials response to extreme ionization irradiation.  
4. Conclusions 
We modeled the effects of a 1.542 GeV Bi ion impacts in Ni, Ni50Co50, and Ni50Fe50 
using 2T-MD simulation model with a parametrization directly calculated from first 
principles. The simulation results show that high concentration alloying leads to a reduced 
energy dissipation by the electronic subsystem. A region melts along the ion path in the 
alloys while no melting or detectable damage production in pure Ni was obtained. In 
contrast, using the instantaneous energy deposition m del with classical MD, a molten 
track forms and significant damage production is obtained. Compared to Ni50Co50 (60 ps), 
the lifetime of the molten track has a two-fold increase in Ni50Fe50 (120 ps) in 2T-MD. A 
dislocation loop structure and isolated point defects form in both alloys. In Ni50Fe50, a 














residual defect concentration induced by a single ion impact in Ni50Fe50 is notably higher 
(20 x) than in Ni50Co50. The simulations results were compared with STEM 
characterizations of irradiated samples with identical on. Experimental atomic-level defect 
characterizations of NiFe and Ni support the 2T-MD results in the sense that more damage 
is observed in NiFe. These results suggest that the 2T-MD model, when provided with an 
accurate parametrization, can be used model the energy dissipation after a swift heavy ion 
impact in concentrated solid solution alloys. Furthe more, the results suggest that Ni-based 
alloys have remarkable differences in their responses to electronic energy loss depending 
on the composition. This insight should be taken into consideration in the design of 
radiation tolerant concentrated solid solution alloys. 
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Figure 1. Simulation cell schematics. Schematic picture of the simulation setup (Ni50Fe50 
simulation cell). Shown by the dark lines in the upper figure is the boundary cooling region 
for ions. All ion borders are periodic. The white txt in the upper figure indicates the 
electronic boundary conditions for the six planes in the simulation cell. The lower figure 

















Figure 2. Electronic temperature. Snapshot of the MD simulation cells 20 ps after the 
impact. Shown by the dark line is the solid-melt inerface and by color the electron 




Figure 3. Model parameters. The electronic specific heat capaity, effective electron-
phonon coupling strength and electronic heat conductivity for Ni, Ni50Co50 and Ni50Fe50. 















Figure 4. Dose as a function of depth. Dose as a function of radial distance to the ion path 
and depth from the sample surface assuming a straigh  path. Shown is the result for 















Figure 5. Electronic temperature and total dose. Left: Evoluti n of the electronic 
temperature in Ni. Right: Total energy transfer from electrons to the lattice. The values 
were calculated by integrating H in Eq. (1) over the entire simulation, 200 ps in post-



















Figure 6. Molten track radius. Estimate of the molten track radius as function of time (top). 
No molten track forms in Ni in the 2T-MD simulation. Shown is the result using 















Figure 7: Residual damage. Residual damage in the simulation cells. The upmost row 
shows a cross section of the simulation cell cut perpendicular to the ion beam direction (c.f. 
figure 1) and the second row parallel. A damaged volume persists in Ni50Fe50 which is 
drawn as a gray surface area near the middle of the cell. In the third row, shown is the melt-
solid interface when the molten radius is at its maxi um and atoms with centrosymmetric 
parameter greater than 1. Small fragments of atoms are caused by vacancies. More detailed 
















Figure 8: Title “Density plot. The residual radial density profiles after quenching and 

















Figure 9 STEM images. Bright field (BF) STEM images of (a) Ni and (b) Ni50Fe50 
irradiated using 1.542 GeV Bi to a fluence of 2×1012 ions cm-2. The corresponding images 
with color thresholding in the irradiated regions are shown in (c) and (d), respectively. Red 
color represents defect regions with respective circula ity 0.3-1 (more likely to be vacancy-
















Figure 10: Number of defects. The residual defect concentrations. (PTM=Polyhedral 
template marching, BA=Bond angle analysis CNA=adaptive common neighbor analysis) 















Ni 8.908 8.84 68.8 0.128 28.26 
Ni50Co50 8.8484 8.75 66.6 0.122 28.96 
Ni50Fe50 8.2326 8.28 62.8 0.113 30.49 
 
Table 1. Target stopping powers and densities. Experimentally-determined densities and 
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