This paper considers the asymptotic behavior of the outage probability of two-source block-fading SISO interference channels (IFC) in the high-SNR regime. As opposed to previous works, we characterize the diversity, i.e., exponent of the outage probability, for asymmetric networks, that is to say, for arbitrary signal and interference levels at the receivers. Our result is not just a simple extension of previous results for symmetric networks, as our setting covers scenarios that are not possible in symmetric networks, such as the case of "mixed" interference, i.e., when difference sources have different distances from their intended receivers. We derive upper and lower bounds on the diversity. We show that, when the channel is symmetric and the interference is strong (above a value depending on the fading of the direct link), sending all common information is optimal, while when the interference is comparably weaker than the threshold, achievable schemes without rate splitting do not meet the diversity upper bound in general. Similar results hold in the mixed interference case.
I. INTRODUCTION
In ad-hoc wireless networks, multiple uncoordinated sourcedestination pairs compete for the same bandwidth. Interference is thus created when multiple sources transmit simultaneously. In today's networks, orthogonalization techniques, such as TDMA, are employed to avoid interference. However, although leading to simple network architectures, interference avoidance techniques are suboptimal in terms of achievable rates. Moreover, the relative strength of the data signals and the interference signals changes over time in wireless channels due to fading. Understanding how to deal simultaneously with interference and with fading holds the key to the deployment of future broadband wireless networks.
The simplest interference network comprises only two source-destination pairs. Even in this two-source setting, the capacity region is unknown. The largest known achievable region is due to Han and Kobayashi [1] (HK), and is based on the idea of splitting the information message of each user into a private part and a common part. The private part is treated as noise while the common part is decoded at all receivers, so as to reduce the interference level. Several outer bounds are known in the literature [2] - [4] . In particular, Etkin et al. [3] showed that a simple rate splitting strategy is within one bit/sec/Hz of the capacity region of Gaussian unfaded IFCs. In [3] , all interfering signals above the noise floor are decoded, that is, the private messages -which are treated as noise-are assigned a transmit power such that they are going to be received at, or below, the level of the noise. In doing so, the effective noise power at the receiver is at most doubled, thus giving a rate penalty of at most 1 bit/sec/Hz. IFCs with fading were considered in [5] - [8] . In [9] , it was showed that the sum-rate ergodic capacity of a K-source fading IFC scales linearly with the number of sources. In [6] , the sum-rate capacity of a two-source strong ergodic fading IFCs was shown to be equal to that of the corresponding compound MAC. In [7] , optimal power allocation policies for outer and inner bounds for ergodic fading IFCs with perfect transmitter CSI were derived. In [8] an upper-bound on the diversity-multiplexing trade-off of symmetric two-source block-fading IFCs was derived based on the "within one bit" outer bound of [3] .
In this work, we also consider two-source IFCs as in [8] . We assume that the channel variations over time are sufficiently slow, so that the fading coefficients may be considered as fixed for the whole codeword duration (i.e., block fading assumption). We assume that the receivers know perfectly the channel realization, but the transmitters do not. In this case, if the instantaneous fading realization is such that the transmission rates cannot be reliably decoded, the system is said to experience outage. In [8] , it was shown that there is a fundamental tradeoff between the user transmission rates and the outage probability at high SNR (signal to noise ratio). In [8] , the authors considered a "symmetric" scenario where the average receive SNR and the average receive INR (interference to noise ratio) are the same for all receivers. In this work we extend the analysis of [8] to "asymmetric" scenarios. Our result is not just a simple extension of the result of [8] for symmetric networks. Our setting in fact covers scenarios that are not possible under the symmetry assumption, such as the case of "mixed" interference. "Mixed" interference occurs in practice when difference sources have different distances from their intended receivers. Moreover, the authors of [8] claimed that the derived diversity is actually achievable because of the "within one bit" result of [3] . However, the achievability of the "within one bit" outer bound requires a very specific rate splitting in the HK achievable scheme that depends on the instantaneous SNR/INR levels. In an outage setting, where the transmitters do not know the instantaneous SNR/INR levels, it is not clear that a fixed rate splitting strategy can actually achieve the upper bound on the diversity. Here we consider simple HK achievable strategies without rate splitting. We show that achievable schemes without rate splitting do not meet the diversity upper bound in the weak interference region. However, it is interesting to find that when the interference is strong (i.e, above a certain threshold), our simple inner bound meets the outer bound Similar results hold in the mixed interference case as well.
The rest of the paper is organized as follows: Section II presents the system model, the problem formulation, as well as the main result; Section III presents numerical results, and Section IV concludes the paper.
II. CHANNEL MODEL
A two-source SISO Rayleigh fading Gaussian IFC in standard form is defined as
We assume the channel to be block-fading with iid channel gains. The receivers are assumed to perfectly know the fading realization (H 11 , H 12 , H 21 , H 22 ), while the transmitters are not. In the rest of the paper we parameterize the received SNR/INRs as
for some x > 1, and the transmission rates as
We are going to focus our analysis on the high-SNR regime, that is, in the limit for x → +∞.
The capacity region of Gaussian IFC is not known in general. Recently, Etkin et al. [3] proposed a novel outer bound for the capacity region of unfaded IFC that is shown to be "within one bit" of a simplified version of the Han-Kobahyashy [1] achievable region. More precisely, let
where (γ ij , θ ij ) are iid for all (i, j) and with θ ij uniform on [0, 2π] and independent of γ ij . In [10] it is shown that in the limit for x → +∞, the random variables γ ij are asymptotically iid negative exponential with mean log(x). By using this parameterization, for each fading realization (γ 11 , γ 12 , γ 21 , γ 22 ), the "within one bit" outer bound form [3] can be written as
The HK achievable region with rate bounds similar to those in of (1) can be found in [11] , which we indicate with R HK but do not report here for sake of space. The probability of outage P out (r 1 , r 2 ) is defined as the probability that the fading realization (γ 11 , γ 12 , γ 21 , γ 22 ) is such that the rate pair (r 1 , r 2 ) cannot be decoded. By using the bounds R ETW and R HK we can bound
The diversity, or the high-SNR exponent of the outage probability, is defined as
and it is bounded by
where d ETW (r 1 , r 2 ) and d HK (r 1 , r 2 ) are defined similarly to d(r 1 , r 2 ).
A. Diversity upper bound
By using the Laplace's integration method as in [10] we obtain
where R ETW is the large-x approximation of R ETW given by
where [x] + ∆ = max{0, x}. The optimization problem in (3) can be solved as follows: since the complement of R ETW is the union of the complement of the conditions (4a) through (4g), by applying the union bound as in [12] it can be shown that the diversity in (3) evaluates to
In the rest of the section we will derive d ℓ , ℓ = a...g. In the following the non-negativity constraints on γ ij 's are omitted for space sake, and we assume all β cu to be non-negative. The diversity d a (corresponding to (4a)) is:
The diversity d c (corresponding to (4c) is as follows: let X ij ∆ = β ij − γ ij , and rewrite the problem in (3) as
and to max{X 11 , X 21 } + max{X 22 , X 21 } − X 21 ≤ r s , where r s ∆ = [r 1 ] + + [r 2 ] + is the sum-rate. Since the last constraint can be rewritten as X 11 + X 22 ≤ r s + X 21 , max{X 21 , X 22 , X 21 } ≤ r s , determining d c is equivalent to solving max{X 21 + (X 11 + X 22 )} subj. to 0 ≤ X 22 ≤ min{r s , β 22 }, 0 ≤ X 11 ≤ min{r s , β 11 }, and to X 11 + X 22 ≤ r s + X 21 , 0 ≤ X 21 ≤ min{r s , β 21 }, = max X 21 + min min{r s , β 11 } + min{r s , β 22 }, r s + X 21 subj. to 0 ≤ X 21 ≤ min{r s , β 21 }, = min min{r s , β 11 } + min{r s , β 22 } + min{r s , β 21 },
where the last equality follows since the objective function is increasing in X 21 . Hence, after straightforward algebra, we obtain
The distortion d d (corresponding to (4d)) is as d c but with the role of the users swapped.
The derivation of the diversity d e (corresponding to (4e)) is similar to the derivation of d c but with β 21 replaced by β 21 + β 12 . We have:
The diversity d f (corresponding to (4f)) can be determined with steps similar to those developed for d c , and they are omitted here for sake of space. It can be shown that:
Finally, the diversity d g (corresponding to (4g)) is as d f but with the role of the users swapped.
B. Diversity lower bound
The evaluation of the lower bound d HK in (2) can be carried out similarly to the evaluation of the upper bound d ETW in the previous section. Unfortunately, the HK in [11] evaluated for Gaussian inputs and no-time sharing still involves an optimization over the rate split between common and private information. Therefore, here we will only consider simple version of the HK region without rate splitting. In particular, we have d HK = max{d 00 , d 01 , d 10 , d 11 }, where • d 11 is the diversity when both sources send only private information (which is sum-rate optimal for very weak interference unfaded IFCs [4] ) given by
Proof: user 1 can be successfully decoded by treating user 2 as noise if
and similarly for user 2. By following the same approach used in the derivation of the diversity upper bound, we have that the exponent of the probability that user 1 cannot be decoded is given by:
and similarly for user 2, thus giving (6). • d 10 (and similarly for d 01 ) is the diversity when one source sends only private information and the other source sends only common information (which is sumrate optimal for mixed interference unfaded IFCs [13] ) given by
Proof: user 1 can be successfully decoded at destination 1 by treating user 2 as noise and user 1 and user 2 can be successfully jointly decoded at destination 2 if
In (7) all but the last argument of the minimum have already been proved; the sum-rate constraint comes from
• d 00 is the diversity when both sources send common information (which is optimal for strong interference unfaded IFCs [4] ) given by Proof: in this case the achievable region is the intersection of two MACs and thus the expression for d 00 follows immediately from previous results.
III. NUMERICAL RESULTS
In this section we present numerical evaluation of the diversity for different values of the channel parameters (β 11 , β 12 , β 21 , β 22 ).
• Fig. 1 shows the diversity vs. r 1 = r 2 = r for β 11 = 1, β 12 = 0.9, β 21 = 0.9, β 22 = 1 (i.e., weak interference). We notice that the simple HK inner bound and the outer bound do not meet in general -not even at the point of zero diversity. For this set of parameters sending all private information (as for unfaded weak interference channels) achieves the largest diversity among the "non rate splitting" strategies considered in this work. We expect that rate splitting will actually help in closing the gap between the two bounds. However, it is not evident a priori that the outer bound is actually achievable "within one bit" without transmitter state information. Indeed, the outer bound in [3] is "within one bit" of the capacity of unfaded interference channel if the rates are split such that Fig. 1 . Diversity for β 11 = 1, β 12 = 0.9, β 21 = 0.9, β 22 = 1 vs. r 1 = r 2 = r (i.e., weak interference). the private information is always received below the noise floor. With fading not known at the transmitter, a fixed rate splitting does not guarantee that for every fading realization the private message power will be below the noise floor. The achievable diversity with rate splitting is subject of current investigation. • Fig. 2 shows the diversity vs. r 1 = r 2 = r for β 11 = 1, β 12 = 1.2, β 21 = 1.2, β 22 = 1 (i.e., strong interference). In this setting, the simple HK inner bound and the outer bound meet for low and high rate -thus at the point of maximum diversity and zero diversity.
In the symmetric case, it can be shown that the two bounds coincide, thus giving the actual diversity, for β 12 = β 21 ≥ 3 2 β 11 , β 11 = β 22 . In this case, sending all common information is optimal as for unfaded strong interference channels. • Fig. 3 shows the diversity vs. r 1 = r 2 = r for β 11 = 1, β 12 = 0.5, β 21 = 1, β 22 = 0.5 (i.e., mixed interference). With this set of parameters the two bounds coincides. However, considerations similar to those made for strong interference hold in more general cases as that depicted in Fig. 4 for β 11 = 1, β 12 = 0.7, β 21 = 0.7, β 22 = 1. Notice that the analysis of [8] does not cover the case of mixed interference because it only applies to "symmetric" with β 11 = β 22 and β 12 = β 21 . • Fig. 5 shows the diversity vs. the pair (r 1 , r 2 ) for β 11 = 0.7, β 12 = 1.1, β 21 = 1.9, β 22 = 1 (i.e., fully asymmetric mixed interference). We notice that the maximum diversity is max{d} = min{β 11 , β 22 } = 0.7 and that the maximum multiplexing gains are max{r u } = β uu , u = 1, 2, but they cannot achieved simultaneously unless in very strong interference.
IV. CONCLUSIONS
In this work we studied the diversity of two-source Rayleigh block-fading interference channels. We derived inner and outer bounds for the diversity based on simple HK schemes and the "within one bit" outer bound of [3] , respectively. As opposed to [8] , our analysis covers fully SNR and/or INR asymmetric networks. Our analysis shows that in general our two bounds do not coincide and a priori it is not evident that they should. It is part of ongoing investigation to study under which SNR/INR conditions the two do indeed coincide. It is also of interest to study whether the diversity achievable with rate splitting achieves the outer bound.
