A promising method of particle self-assembly using patterned surfaces is described. A set of long ͑order of millimeters͒, nanoscale-width grooves is etched into a substrate, and an aqueous solution containing particles of ϳ50-or 80-nm diameter is deposited on the surface. Upon the evaporation of the solution, the particles are dragged into the grooves by the receding contact line. A partial differential equation, incorporating screening, is constructed to investigate the final distribution of particles in the grooves. A complete analysis of the stationary states for the density equation in one and two dimensions is performed. Additionally, the nonlinear evolution of the density is studied numerically and the results compare well with both the analytic results and the experiments.
I. INTRODUCTION
Patterned nanoparticles on different substrates have been the focus of many investigations due to their unique promise for nanoelectronics, nanophotonics, magnetoelectronics, and biochemical sensing. [1] [2] [3] [4] Arrays of small magnetic elements have a potential application for high-density data storage devices and magnetic random access memory devices. 5 A nanoparticle-labeling technique has been applied to the detection of molecular interactions, especially DNA-DNA interactions, on a substrate surface. 6 In addition, colloidal crystallization using silica and polystyrene particles can lead to optical-wavelength photonic crystals. [7] [8] [9] We have explored directed self-assembly as a promising method for the fabrication of nanoscale patterns using a patterned substrate to direct the assembly of colloidal nanoparticles. 10, 11 The method of interferometric lithography ͑IL͒ is used to pattern large-area samples with both onedimensional ͑1D͒ and two-dimensional ͑2D͒ nanometerscale channels. 12 
II. EXPERIMENTAL RESULTS
IL can produce periodic patterns over large areas with both 1D and 2D nanometer-scale features. In the specific 1D case investigated experimentally, channels were etched from a blanket SiO 2 film atop a Si wafer. The length of each channel is of the order of centimeters to millimeters, the width is 50 nm, and the distance between the channels is 400 nm. 11 After these 1D patterned surfaces were fabricated, nanoparticle colloidal suspensions ͑ϳ1 wt %͒ were applied on these patterned surfaces for directed self-assembly. Both 50-and 80-nm diameter silica nanoparticles were used.
Two different experimental approaches were used to facilitate the deposition of particles into the nanoscale channels and holes. One approach used a large bath of colloidal fluid into which the substrate was immersed followed by a slow removal of the substrate from the fluid by slowly lowering the fluid level. The second approach employed a small volume of colloidal solution injected onto the center of the substrate followed by high-speed spinning ͑using standard semiconductor industry photoresist processing equipment͒ to distribute the solution evenly across the substrate. Both experimental techniques gave qualitatively similar final patterns, see Fig. 1 . Both one-and two-particle wide arrays are found depending on the relative size of the particles and the channel. 11 In some cases, the packing is fully dense, with no open spaces, but most often, there is an evident nonuniform distribution of particles. If the local density of particles per groove area is larger than the maximum for single-layer linear close packing, we observe the formation of zigzag and multiple-level arrays. 11 Understanding the details of the deposition process and the physics governing this distribution is an important issue for the application of this technique as well as an inherently interesting problem in colloidal fluid physics and the interaction between the fluid and the substrate.
III. PARTICLE SELF-ASSEMBLY AND DENSITY EVOLUTION
For the SiO 2 particles/ SiO 2 surface conditions of the experiment, the water removal occurs in two stages. Most of the water is removed at the initial stage without much interaction with the substrate, leaving a thin layer of solution, which then evaporates while interacting strongly with the texture of the surface. During the evaporation, the drying contact line drags the particles into the nanochannels which are the final portions of the surface to dry. In the final stage of evaporation, when both solvent and particles are limited to the inside of the channels, the particle motion is constrained to be along the channels. The motion caused by particle at- For alternative experimental conditions with large particle/surface interaction potential, the particle assembly into channels can be less efficient. For example, on a flat ͑unpatterned͒ substrate, the final particle distribution is governed by the motion and pinning of contact lines at randomly distributed locations at the surface, resulting in the bulk of the fluid splitting into isolated droplets of irregular shape. The final stage of evaporation occurs after the contact line is pinned and the level of solution is slowly decreasing. The evaporation from the droplet surface causes motion of the fluid inside the droplet which drags the particles around. The final result of such evaporation process is irregular-shape stains with most of the particles contained towards the perimeter of the droplet. 13 A common example of such evaporation process is the formation of coffee ͑or red wine͒ stains on a flat table.
The use of a patterned substrate enforces the droplet contact line to pin exactly at the boundaries of the channels. In the process of evaporation, the receding contact line pushes the particles into the channels and the remaining evaporation only redistributes the particles inside the channels. In terms of the macroscopic analogy of coffee stains, we enforce the creation of extremely long and straight coffee stains with the cross-channel size being equal to the size of an average coffee grain.
During the final stage of evaporation, when all the particles are confined to the channels, the attractive force of surface tension between the particles of the size used in our experiment ͑50 or 80 nm͒ is several orders of magnitude larger than any other force in the system, including van der Waals and electrostatic forces. 14, 15 However, the van der Waals forces exceed surface-tension force when the particles become much smaller, order of 5 nm or less. The derivation of our theory is extended below to the case when the interaction potential is different from surface tension, so theoretical results on the spatial distribution of particles are expected to hold in the case when other forces are present. In general, we always expect to achieve the clumping of particles along the channels as the force of surface tension is purely attractive. This work concentrates on the description of strictly 1D particle motion but the theoretical model we derive is valid for either constrained 1D motion or unconstrained 2D motion. All analytic solutions and numerical simulations are performed for the 1D case to match with readily available experimental data; the 2D case will be addressed in forthcoming work. Another interesting and promising direction is the investigation of the nonlocal version of this equation which will also be addressed in a future extension.
A key assumption underlying our theory is that the velocity of a particle is proportional to the force acting on it. An estimate of accuracy of this statement can be obtained by evaluating the Reynolds number R = UL / , where U Ϸ 100 nm/ s is a typical velocity, L Ϸ 100 nm is the typical size, and = 0.01 cm 2 / s is the kinetic viscosity of the fluid, which yields R Ϸ 10 −8 . Even though the notion of Reynolds number is borrowed from classical hydrodynamics, which can be misleading at the nanoscale, it nevertheless provides a good estimate; for velocity to be proportional to the force, R has to be small. 16 Recent experiments have validated that the drag force acting on nanoparticles is indeed proportional to velocity, but with a mobility coefficient several hundred times larger than the value given by the Stokes formula. 17 Direct numerical simulations of particle motion in two dimensions have been performed by Maenoso et al., 18 Nishikawa et al., 19 and Okubo et al. 20 We note that these twodimensional simulations assumed acceleration ͑not velocity͒ being proportional to the force. However, in our experiments, inertial contributions are extremely small ͑see below͒ and the result of velocity being proportional to the force holds.
A screening mechanism, suggested by Nishikawa et al., 19 helps to make the interaction between the particles more physical. It is based on the following idea: the force between particles j and k is proportional to the angle by which particle j "sees" particle k. This screening mechanism also allows for a speed up of computations, especially in 2D. In 1D, this just means that only the interaction of a particle with its nearest neighbors on either side needs be considered.
Powerful as they are, direct numerical simulations are limited in their predictive power and especially in giving a theoretical understanding of the cooperative behavior of a large number of particles. Thus, we suggest a continuous density function approach, which overcomes the difficulties of dealing with a large number of individual particle simulations and gives an accurate prediction of the cooperative motion of an extremely large number of particles.
Suppose at time t and at position r ͑which is the spatial coordinate in either one or two dimensions͒ the local density of particles is . If u is the local velocity of particles, the conservation law for the density reads
Left: density plot of the final state, with vertical coordinate being rescaled space, the black corresponding to fully packed areas = 1, and white to the voids = 0. Right: field-emission scanning-electron microscope ͑FE-SEM͒ images of 80-nm silica particles on grooved samples
We assume that the local velocity of the particles is proportional to the force F on the particle, which is in itself proportional to the gradient of the potential U caused by interaction of the particle at a given position with the rest of the particles:
with being the mobility of the particle. The potential U, in turn, is computed as follows:
where the integration over is taken over the whole computation domain, and the dimensional constant ⌽ ͑having units of energy times length, i.e., ML 3 / T 2 ͒ is chosen so the spacedependent part of the interaction potential between any two particles separated by distance r = ͉r͉ ͓denoted by U 0 ͑r͔͒ is dimensionless. It is important for now that this potential is central ͑depends only on the distance between the particles͒, which is true for the silica spheres employed in our experiments. The corresponding result for a noncentral potential will be discussed below.
Equations ͑1͒-͑3͒ form a closed system of nonlocal differential equations. This system of equations was developed by Debye and Huckel on the theory of electrolytes 21 and has been subsequently rediscovered and used many times in many different contexts, the most famous being the KellerSegel model of chemotaxis. 22, 23 Some very interesting mathematical properties of the nonlocal equation with mobility being dependent on the average density have been discovered in our recent work. 24 The goal of this paper is to derive a localized version of Eqs. ͑1͒-͑3͒, using a local approximation by spatial derivatives. This approximation is consistent in the case when the central potential U 0 decays rapidly for distances larger than the size of the particle, so the main contribution in the integral over comes from integrating close to = 0. Thus, we expand ͑r + ͒ in a power series in to second order. Substituting this expansion into the expression for potential energy and performing the integrals, we obtain the density evolution equation:
where we have chosen a length scale l and time scale ͑order of seconds͒ so Eq. ͑4͒ contains no parameters:
In Eq. ͑4͒, we also rescaled the density by the value of max ͑fully packed density of particles͒, so 0ഛ ഛ 1, and introduce the scaled mobility ͑͒ = ͑͒ / 0 , where 0 = ͑ =0͒ is the mobility of a free particle. Notice that we have allowed the rescaled mobility of the particle ͑͒ to depend on the particle's density . Indeed, to move a single particle, the liquid molecules have to diffuse through the small geometric voids formed by the mismatch between the spherical particles in grooves with essentially rectangular cross section. If several clumped particles in a row are to be moved, water molecules have to diffuse through a row of voids, so the mobility should become very small. In what follows, we shall make the nonessential assumption that the mobility tends to 0 when density tends to that of the maximum packing ͑rescaled to be 1͒. 25, 26 Just for simplicity of formulas, we assume ͑͒ =1−. It is interesting that, although the details of the evolution change, the final states, which are the experimental data to which we compare, remain exactly the same for all choices of mobility function, satisfying the physical condition mentioned above.
Let us also note how Eq. ͑4͒ changes for particles with noncentral potential ͑such as virii͒. The same derivation holds but there is no cancellation due to symmetry. Instead of Eq. ͑4͒, we get
where K is a vector and T is a symmetric tensor. It is possible to incorporate screening consistently into this approach. For a given density of particles distributed randomly in space, we can compute the probability of a particle at a distance r from given point being visible ͑not obscured by other particles͒. The interaction falls exponentially with the decay length being proportional to l͑͒ = ͑1−͒ 1/d , where d = 1 and 2 is the dimension of the space and the maximal density has been rescaled to 1. The unit of length scale then corresponds approximately to the size of the particle. Repeating the derivation of Eq. ͑4͒, we obtain the following law for the density evolution:
In this paper, we concentrate on the analysis of the screened Eq. ͑7͒. Note that due to the nonlinear character of screening length l͑͒, Eq. ͑7͒ cannot be reduced to Eq. ͑4͒ by a simple change of scale. The case of noncentral potential is not essential in one dimension and will not be studied here. It is interesting that Eq. ͑4͒ is close to the viscous CahnHilliard equation, introduced in the context of description of domain growth of binary alloys 27 ͑without the hyperviscosity term͒ and then extended to include the viscous term by Novick-Cohen. 28 Also, a similar equation with a term ␣ instead of ͑͒ was derived by as a model for the effect of van der Vaals forces on dewetting, 29 but, interestingly enough, the methods used in that work fail exactly at ␣ =1. We conjecture that this happens because the stationary states of our equation are weak ͑see below͒ rather than classical solutions. We refer to Eq. ͑7͒ as the viscous screened CahnHilliard equation ͑VSCHE͒. The most interesting part lies in the fact that all the parameters except for relative particle density have been scaled out.
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IV. STATIONARY STATES OF VSCHE: COMPARISON BETWEEN THEORY AND EXPERIMENT
Starting with an arbitrary initial condition, which is taken to be a uniform density of ϳ0.5 with ϳ10% random fluctuations with a uniform spectral distribution, the density evolution by Eq. ͑7͒ quickly separates into a set of troughs and peaks as shown in Fig. 2 . This "clumping" of the solution is similar to the results of a recent 2D Monte Carlo simulation. 30 These final states represent weak solutions of the differential equation. Weak solutions do not have to satisfy the equation in a classical sense, for example, they do not necessarily have all of the derivatives required in the equation. However, they must still be solutions of the equation as follows: substitution of these solutions into the equation and integrating against an arbitrary function over space must give an identity. In our weak solutions of the density partial differential equation ͑PDE͒, only the first derivative is continuous, while the second is discontinuous and the rest of the derivatives do not exist in a classical sense, whereas a classical solution to the density PDE would require four spatial derivatives. Notice the close correspondence between the final state given by the theoretical model, which shows densely packed clusters separated by regions with no particles ͑Fig. 2, top͒, and the experimental results shown on Fig. 1 . This evolution is similar to breaking up of an arbitrary initial conditions into peakons in the Camassa-Holm equation 31 and we therefore look for a final state as a superposition of ͑nonmoving͒ weak solutions.
We can find an exact expression for the weak solutions of Eqs. ͑4͒ and ͑7͒ as follows. For Eq. ͑4͒, these weak solutions correspond to patches of maximal density =1, smoothly connected with a cosine function to the empty areas = 0. The solutions for Eq. ͑7͒ are more complicated, but nevertheless can be obtained in a closed analytic form. Again, as Fig. 2 demonstrates, we have constant flat parts of maximum density connected to the empty areas by a smooth function, but the shape of this smooth function is no longer a simple cosine. To compute this function, consider the new variable defined as dx = l͑͒d. Then, ͑͒ = A cos͑ − B͒, where A and B are constants, giving x͑͒ = ͐ l͓͔͑͒d, so we can compute ͑x͒ parametrically. The correspondence between this theoretical weak solution and the final state of the simulation is shown on Fig. 2 ͑top͒. A small amount of noise was added to the forcing of Eq. ͑7͒ to break up large clumps. For these initial conditions, all final states are asymmetric with a left-right asymmetry. For different initial conditions, the asymmetry extends in either direction but seems to be consistent with a given final state. We are continuing the investigation to understand this somewhat counterintuitive result.
While the exact positions of the clumps in both analytic theory and simulations depend on the random initial conditions, it is interesting to see how well the theoretical model FIG. 3 . ͑Color online͒ Spectrum of final density distribution vs wave number for final state of a simulation ͑averaged over ten runs, shown in red͒ and experiment ͑from Fig. 1, black͒. A small amount of noise was added to forcing of Eq. ͑7͒. describes the experiment in a statistical sense. To do that, we compare a particle density distribution spectrum in Fig. 3 . The decay is exponential for large wave numbers, and the theory correctly predicts the deviation from exponential for smaller wave numbers.
V. STATIONARY STATES IN TWO DIMENSIONS
The true predictive power of our equation lies in the analytical description of stationary states in two dimensions. The two-dimensional simulations of particle evolution are difficult to perform and typically do not exceed several thousand particles even for modern computers. It has been noted that for a simulation started with a small initial averaged density, particles tend to form fully packed islands of roughly circular shape. 17, 18 On the contrary, for large densities voids of roughly circular shapes in the fully dense areas tend to be formed. This is confirmed by our Eq. ͑7͒. We can analytically predict stationary states, which are generalizations of the one-dimensional stationary states described above in Sec. IV with Bessel functions substituting for the sine and cosine functions for the smooth transition from the fully packed state to empty areas. However, two dimensions give much more freedom in the arranging of these weak solutions than one dimension. Some of these solutions are illustrated on Fig. 4 . One possibility is to have a set of circular patches isolated by voids ͑Fig. 4, left͒. Another is a set of circular holes in a fully dense area ͑Fig. 4, center͒. Finally, as an example, we can imagine a hole in a patch, illustrated on Fig.  4 , right. This and other exotic solutions are presumably unstable or, alternatively, require very special initial conditions, so they are seldom seen in experiments or numerical simulations. However, the stationary solutions on the left and center of Fig. 4 are indeed similar to the stationary states obtained from experiments and numerical simulations. We note that stationary solutions, which are not based on a combination of disks, may exist as well, but we have not been able to construct them explicitly.
VI. CONCLUSION
Recent experiments have demonstrated a technique for directing nanoparticle self-assembly by using a patterned substrate. In this contribution, we present an analytical approach that shows good qualitative and quantitative agreements with the experimental results. We have also derived a PDE governing the evolution of the particles density of a Cahn-Hilliard type ͑VSCHE͒ and performed exhaustive analysis of its stationary states. The derivation of this equation has been generalized to include screening and noncentral interactions between particles. We have also analyzed stationary states in two dimensions and showed that the resulting stationary states conform to earlier simulations and experiments for two-dimensional self-assembly.
