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Abstract
We study spherically symmetric solutions of semilinear wave equations
in the case where the nonlinearity satisfies the null condition on extremal
Reissner–Nordstro¨m black hole spacetimes. We show that solutions which
arise from sufficiently small compactly supported smooth data prescribed
on a Cauchy hypersfurace Σ˜0 crossing the future event horizon H+ are
globally well-posed in the domain of outer communications up to and
including H+. Our method allows us to close all bootstrap estimates
under very weak decay results (compatible with those known for the linear
case). Moreover we establish a certain number of non-decay and blow-up
results along the horizon H+ which generalize known instability results
for the linear case. Our results apply to spherically symmetric wave maps
for a wide class of target spaces.
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1 Introduction
The analysis of linear and non-linear wave equations on black hole spacetimes
has recently been the object of intense study. Following this thread of research
in this paper we focus on the the study of spherically symmetric solutions of
some nonlinear wave equation on the extremal Reissner–Nordstro¨m black hole
spacetime.
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The extremal Reissner–Nordstro¨m solution is an 1–parameter family of solu-
tions (the parameter being the mass M > 0) to the Einstein–Maxwell equations
and it has the following form:
g = −
(
1− M
r
)2
dt2 +
(
1− M
r
)−2
dr2 + r2γS2 , (1.1)
where γS2 is the standard metric on the 2-sphere S2. This spacetime has at-
tracted the interest of both mathematicians and physicists, especially during
the last 5 years.
We will study the following equation:{
gψ = A(ψ)gαβ∂αψ∂βψ +O(|ψ|l)
ψ|Σ0 = εψ0, nΣ˜0ψ|Σ0 = εψ1,
(1.2)
where the foliation {Σ˜τ}τ>0 (and hence the initial hypersurface Σ˜0) will be
defined later, ψ0 is smooth compactly supported, ε > 0 is such that 0 ≤ ε ≤ ε′
where ε′ is some small constant to be chosen later, l is some constant to be
specified later as well, and A is a function that is bounded along with all its
derivatives:
|A(k)(ψ)| 6 ak for all k ∈ N. (1.3)
Note here that we can also allow the condition
|A(ψ)| 6 a0|ψ|+O(|ψ|2). (1.4)
A special case of equation (1.2) is the very well known and very well studied
Wave Maps equation. This can be seen by dropping the cubic and higher order
terms, and taking into consideration only the quadratic nonlinear term
A(ψ)gαβ∂αψ∂βψ,
which satisfies the so called null condition. In its extrinsic formulation, A(ψ) is
the second fundamental form of the target manifold. The condition of bounded-
ness of A along with all its derivatives (1.3) translates to the geometric condition
that the target manifold for the Wave Maps equation has bounded geometry.
The second more relaxed condition on A (condition (1.4)) covers the case of
the target being the sphere. Our techniques probably allow for more relaxed
conditions, but we won’t deal with this here. We will actually work with (1.2)
without the l-th or higher order terms (which are easier to treat as it will be
demonstrated in Section 16) and just with the assumptions (1.3), since for our
results the assumption (1.4) makes things even simpler.
We will assume that our initial data (εψ0, εψ1) are spherically symmetric,
which will give us that our solution will be spherically symmetric as well, due
to the form of the nonlinearity.
Our main results in this paper can be summarized as follows (see Section 5
for the precise statements):
1) Spherically symmetric solutions of (1.2) that come from sufficiently small
compactly supported smooth data are unique and exist globally in the domain
of outer communications up to and including the event horizon H+.
2) The solution itself decays with respect to a parameter that moves across
the future null infinity I+ and the future event horizon H+. The first order
3
derivatives with respect to v and r (in the Eddington–Finkelstein coordinate
system – see Section 2.1) on the other hand remain bounded, and their size is
comparable always to the one of the initial data.
3) On the future event horizonH+ we demonstrate the existence of an almost
conservation law (see Section 14). More specifically we have that on H+ the Y ψ
derivative (where Y = ∂r in the Eddington–Finkelstein system of coordinates,
see Section 2.1 again) is almost constant and hence generically does not decay.
This coupled with our dispersive estimates implies that second and higher order
derivatives with respect to r blow up asymptotically on H+ (see Section 15).
The instabilities observed in this nonlinear problem are analogous to the
ones that were previously observed in the linear case (see Section 1.3). The
behaviour of solutions to the same nonlinear problem in the non-extremal setting
is drastically different as none of these phenomena occur, while the global well-
posedness proof presents significantly fewer difficulties.
1.1 Linear Waves On Black Hole Spacetimes
From the point of view of mathematical general relativity, the study of the linear
wave equation
gψ = 0
on a black hole spacetime is seen as a rather crude linearization of the problem
of nonlinear black hole stability (which involves of course the Einstein equations
– see the seminal work of Christodoulou and Klainerman [18] for the proof of
the nonlinear stability of Minkowski spacetime). This linear problem has been
intensively studied, especially during the last 20 years. We refer to the works of
Dafermos and Rodnianski [26], [25], [24], Blue and Soffer [12], Marzuola, Met-
calfe, Tataru and Tohaneanu [46], Aretakis [2], [3], [4], Schlue [56], Dafermos,
Rodnianski and Shlapentokh–Rothman [29] to mention a few. For a more com-
plete set of references and for a nice introduction to the topic we refer to the
lecture notes of Dafermos and Rodnianski [28], [27].
In these works, results of decay and boundedness for various energies have
been obtained. Such estimates pave the way for the study of nonlinear problems
on black hole spacetimes.
1.2 Semilinear Waves OnMinkowski And Black Hole Space-
times
There is a long history on the study of nonlinear waves on the Minkowski space-
time. We will focus here on the study of global solutions for small and smooth
initial data.
For equations of the form
ψ = O(|ψ|2, |∂ψ|2)
we can establish small data global well-posedness in dimensions d > 4 (our
Minkowski spacetime being in this case R1+d) as it was shown by Klainerman
[38] (see also the book of Ho¨rmander [33] and the lecture notes of Selberg [57]).
In dimension 3 (which is of interest here) the situation is different. John [35]
managed to prove that for the equation
ψ = (∂tψ)2
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any nontrivial C3 solution with compactly supported initial data will blow up
in finite time. On the positive side, he managed to prove a lower bound for the
time of existence in [34], [36], [37].
This led to the requirement of imposing conditions on the nonlinearity in or-
der to prove a global well-posedness statement. This was done by Christodoulou
[15] and Klainerman [39] independently and by the use of different methods.
They managed to prove global well-posedness for solutions that come from small
data for equations
ψ = F (ψ, ∂ψ),
where F satisfies the so-called null condition. An easy example is the following:
ψ = G(ψ)(|∂tψ|2 − |∇ψ|2),
for some function G that is bounded along with all its derivatives (we should
note here that if G = 1 then this equation can be turned to a linear one as it
was observed by Nirenberg – see the lecture notes of Selberg [57] for the actual
transformation).
Christodoulou in [15] used the conformal method by embedding the Minkowski
space into the Einstein cylinder. Klainerman in [39] on the other hand used the
– by now, celebrated – vector field method. This relies on commutations of
the equation with the vector fields that generate the symmetries of Minkowski
spacetime.
The method of Klainerman turned out to be very influential and found ap-
plications in many different settings. Its geometric character made it adaptable
to variable coefficient settings as well.
For black hole spacetimes, nonlinear Klein-Gordon equations have been stud-
ied in terms of global well-posedness and asymptotic completeness in [9], [49],
[50]. On the other hand Blue and Soffer [11] and Blue and Sterbenz [13] stud-
ied semilinear problems on the Schwarzschild black hole, while Dafermos and
Rodnianski [23] studied spherically symmetric nonlinear waves on subextremal
Reissner-Nordstro¨m spacetimes. Moreover the vector field method has also been
used by Luk [45] in the case of the Kerr black hole with small angular momen-
tum |a| M . In all these works the problem of global well-posedness for small
data is considered through the study of energy decay estimates.
More recently, the Strauss conjecture on Kerr black holes with small angular
momentum was resolved in [42] (after being combined with the ill-posedness
results of [19]), i.e. small data global well-posedness was proven for the equation:
gKψ = |ψ|p (1.5)
for p > 1 +
√
2 and for gK the Kerr metric with small angular momentum.
We also mention here the work of Shiwu Yang [62] that combines Klainer-
man’s method with the method for proving decay for linear waves of Dafermos
and Rodnianski [24]. Yang’s proof can be appropriately adapted to give an
alternative proof for Luk’s result. This is something that we heavily exploit in
the present work.
It should also be noted that Yang’s method is rather robust and has the
potential for wide applications. The main advantage of using the hierarchy of
r-weighted estimates of Dafermos and Rodnianski is that on the nonlinear level
one doesn’t have to commute with the vector field t∂r+r∂r (or any other vector
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fields growing in t), so no stationarity assumption on the metric is needed.
Yang exploits this fact to give the first small data global well-posedness proof
for a nonlinear wave equation satisfying the null condition in time dependent
inhomogeneous media. Later in [64] he extended this result to the quasilinear
setting.
Finally we highlight the fact that a special case of a nonlinear wave with a
nonlinearity that satisfies the null condition is the Wave Maps equation. For
a nice review on the topic we refer to the survey articles of Tataru [58] and
Rodnianski [53]. This equation is related to the Einstein equation under the
assumption of axisymmetry (see [14]), and this is one of the main motivations
for studying such nonlinear waves on black hole spacetimes. The bulk of this
work on this equation though has been done for the case of the domain manifold
being the Minkowski space. In the variable coefficient setting we mention the
work of Lawrie [41], and the more recent work of Gudapati [31] which studies
the Einstein-Wave Maps coupled system.
1.3 The Case Of Extremal Black Hole Spacetimes And
Aretakis Instabilities
A black hole spacetime is called extremal if the surface gravity vanishes on the
horizon. The surface gravity of a Killing null hypersurface is defined as follows:
if V is the normal Killing vector field for this hypersurface, then we have that
∇V V = κV,
and κ is the surface gravity of the null hypersurface.
As an example, in the case of the extremal Reissner-Nordstro¨m black we have
that the Killing vector field T = ∂v in the Eddington–Filkenstein coordinates
(see the subsequent section 2.1 for the definitions) is normal on H+ and satisfies:
∇TT = 0.
The extremal case for this two parameter family of black hole spacetimes occurs
when the mass is equal in value to the one of the absolute value of the electro-
magnetic charge M = |e|. We have the subextremal case when |e| < M and the
naked singularity case when |e| > M . Another example of an extremal black
hole spacetime is the extremal Kerr black hole which occurs when M = |a|.
The wave equation equation on the extremal Reissner-Nordstro¨m black hole
spacetime with general data in the whole domain of outer communications (in-
cluding the horizon H+) was studied in detail by Aretakis in [2] and [3] (the
extremal Kerr was studied by the same author in [4]).
In the works [2], [3] several boundedness and decay estimates that were
known for the subextremal case were established as well. In particular he ob-
tained decay for the degenerate energy, boundedness for the non-degenerate
energy, Morawetz estimates with degeneracy on the horizon and on the pho-
ton sphere (note that the degeneracy on the photon sphere holds only in the
non-spherically symmetric case), integrated local energy decay estimates for the
degenerate energy and 2nd derivative L2 estimates away from the horizon (these
are essentially elliptic estimates). One of the major obstacles for obtaining es-
timates for the non-degenerate energy is the degeneration of the red-shift effect
that is caused by the vanishing of surface gravity on the horizon. For showing
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the aforementioned estimates Aretakis introduced various novel currents that
capture the dispersive properties of the wave equation on such backgrounds.
So on the opposite direction, he also established a number of instabilities
with no analogues in the subextremal case. He observed first that the quantity
Y l+1ψ +
l∑
i=0
βiY
iψ,
for constants βi and for Y = ∂r where (v, r) are the Eddington—Finkelstein
coordinates (see Section 2.1 for the relevant definitions), is conserved on the
horizon for a linear solution that is supported on the fixed angular frequency l.
In the case of the 0-th angular frequency (the spherically symmetric part of the
wave) that we are interested in, the conserved quantity has the form
Y ψ +
1
M
ψ.
Then he proved that we can have an integrated local energy decay estimate
for the non-degenerate energy only if we assume that our solution has angular
frequency support away from 0. The same result was obtained for 2nd derivative
L2 estimates where the area of integration includes the horizon. Moreover he
showed that 2nd and higher derivatives in r blow up asymptotically on the
horizon. Later, in [54], Sbierski showed that the integrated local energy decay
estimate has to fail for the non-degenerate energy of a spherically symmetric
linear wave (it is still open if such an estimate can hold after losing derivatives,
although this is expected to be false as well).
These instabilities were later extended by Aretakis again in more general
geometric settings, see [5] and [7], and by Lucietti and Reall [44] for other
equations. Further work on extremal black holes was done by Lucietti et al [43],
by Reall et al [48], by Bizon and Friedrich [10], by Dain and Dotti [30], and
recently by Hollands and Ishibashi [32].
In the nonlinear setting in [8], Aretakis showed that the conservation laws
on the horizon can produce finite time blow up for smooth data that can be
arbitrarily small. The nonlinearities that he’s working with can have the form
(this is just an example, more general forms for the nonlinearity can be allowed)
ψ2n + (Y ψ)2n for n > 1,
in the case of the extremal Reissner-Nordstro¨m spacetime for spherically sym-
metric nonlinear waves. Note that this result is in contrast to the Minkowskian
setting where we know that for such nonlinearities with n > 2 we can establish
easily global well-posedness for small data.
In the present work we show that by imposing the null condition on the
nonlinearity the finite time blow up scenario doesn’t occur. On the other hand,
we establish all the observed instabilities of the linear case in a slightly different
form.
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2 Geometry Of The Extremal Reissner–Nordstro¨m
Black-Hole Spacetime
2.1 Forms Of The Metric And Coordinates Systems
The Reissner–Nordstro¨m family of metrics is the unique spherically symmetric
family of solutions to the Einstein–Maxwell equations (see the Appendix for
their exact form). It was first introduced in [52] and [51]. It has the following
form:
g = −Ddt2 +D−1dr2 + r2γS2 , (2.1)
where γS2 is the standard metric on the 2-sphere and
D = 1− 2M
r
+
e2
r2
,
for M the mass, e being the electromagnetic charge. In the case where e = M
we have the extreme Reissner–Nordstro¨m solution with
D =
(
1− M
r
)2
.
The coordinate singularity at r = M can be removed by considering the tortoise
coordinate r∗ given by:
dr∗
dr
=
1
D
,
which transforms the metric (2.1) into the form:
g = −Ddt2 +D(dr∗)2 + r2γS2 . (2.2)
The spacetime can be extended beyond r = M by considering the ingoing
Eddington–Finkelstein (v, r) coordinates, where v = t + r∗. The metric (2.1)
then takes the following form:
g = −Ddv2 + 2dvdr + r2γS2 . (2.3)
These are the coordinates that we will use mostly throughout this paper. In
these coordinates, the hypersurface at r = M will be called the future event
horizon H+, the area r < M is the black hole region and the area r >M is the
domain of outer communications. On the hypersurface r = 2M there exists null
geodesics that neither cross the future event horizon H+ nor end up at future
null infinity I+. This is a trapping effect (that won’t bother us though in this
work) and the hypersurface at r = M is called the photon sphere. We will
work exclusively in the domain of outer of communications (which as we said,
includes the future event horizon H+.
We use the following notation for the derivative vector fields ∂v and ∂r:
T = ∂v, Y = ∂r. (2.4)
The Penrose diagram of this spacetime in the (v, r) coordinate is as follows:
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r = 0
H+
∂r
ι+
ι0
ι−
I+
I−
Figure 1: The shaded region is the domain of outer communications, while its
complement is the black hole region.
At r = 0 we have the timelike curvature singularity inside the black hole
region. At I+ we have future null infinity (and past null infinity at I−).
In these (v, r) coordinates, and assuming that the coordinates on S2 are
(θ, φ), equation (1.2) takes the following precise form (dropping the terms that
are of l-th or higher order and expanding the quadratic nonlinearity):
gψ = A(ψ)
(
D(∂rψ)
2 + 2∂vψ∂rψ +
1
r2
(∂θψ)
2 +
1
r2 sin2 φ
(∂φψ)
2
)
. (2.5)
Another useful set of coordinates are the null coordinates
u = t− r∗, v = t+ r∗,
which are singular on the horizon r = M but turn out to be convenient for
calculations away from it (and especially close to future null infinity as we will
see later). In these coordinates the metric has the following form:
g = −Ddudv + r2γS2 . (2.6)
2.2 Foliations
We define the set Nτ = {u = uτ , v > vτ} (where (u = t − r∗, v = t + r∗) the
null coordinates of the previous section) for uτ = u(p0) for a point p0 where
r(p0) = R0 > 2M (to be chosen later) and the set Στ is the union of Nτ and a
space-like hypersurface Sτ = {t∗ = τ} ∩ {r 6 R0} for t∗ = v − r (for (v, r) the
ingoing Eddington–Finkelstein coordinates of Section 2.1). We also define the
space-like hypersurfaces Σ˜τ = {t∗ = τ}. Moreover we define the corresponding
spacetime regions in each one of the cases:
R˜(τ1, τ2) = ∪τ∈[τ1,τ2]Σ˜τ , R(τ1, τ2) = ∪τ∈[τ1,τ2]Στ ,
S¯(τ1, τ2) = ∪τ∈[τ1,τ2]Sτ , N (τ1, τ2) = ∪τ∈[τ1,τ2]Nτ ,
for any τ1, τ2 with τ1 < τ2.
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Both of these foliations of the domain of outer communications can be con-
sidered through the flow of the vector field T = ∂v (for (v, r) the Eddingont—
Finkelstein coordinates of Section 2.1). In the case of the spacelike foliation
{Σ˜τ}τ>0 we start with a spacelike hypersurface Σ˜0 that terminates at the
spacelike infinity ι0 and we define each hypersurface Σ˜τ by the flow Φ
T
τ as
Σ˜τ = Φ
T
τ (Σ˜0). Similarly for the foliation {Στ}τ>0 we start with a spacelike-
null hypersurface that coincides with Σ˜0 up to R0 and each hypersurface Στ is
defined as Στ = Φ
T
τ (Σ0).
In pictures (i.e. in the corresponding Penrose diagram) the spacelike foliation
{Σ˜τ}τ>0 looks as follows:
Σ˜0
Σ˜τ
R˜(0, τ )
H+ I+
ι+
ι0
and the spacelike-null foliation {Στ}τ>0 as it is shown below:
Σ0
Στ
R(0, τ )
H+ I+
ι+
ι0
r = R0
Sτ
S0
Nτ
N0
r(p0) = R0
Finally we should mention that we can actually put the following coordinates
on theses two foliation. For the spacelike one we can define the coordinate
system (r˜, ω) for r˜ ∈ [M,∞) and ω ∈ S2, where r˜ is defined through the following
vector field definition:
∂r˜ = r¯T + Y, (2.7)
for r¯ a bounded function (which exists by the assumption that the initial space-
like hypersurface Σ˜0 has a future directed normal n that satisfies 1 . −g(n, n) .
1 and 1 . −g(n, T ) . 1).
We have the following picture:
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Σ˜0
Σ˜τ
R˜(0, τ )
H+ I+
ι+
ι0
T
Y
∂r˜
For the spacelike-null foliation {Στ}τ>0 we use the coordinate system (r˜, ω)
that was just specified on {Sτ}τ>0 and the coordinate system (v, ω) (for v =
t+ r∗) on {Nτ}τ>0.
3 The Energy-Current Formalism
We will use throughout this paper the energy-current formalism which is another
vector field based method. The Energy–Momentum tensor for the wave equation
has the form:
Tαβ = ∂αψ∂βψ − 1
2
gαβ∂
aψ∂aψ.
For some vector field V we define the energy-current:
JVµ [ψ] = Tµν [ψ]V
ν .
We compute the divergence of J and we have:
Div(J) = Div(T )V + T (∇V )⇒ ∇µJVµ [ψ] = Div(T [ψ])V + Tµν [ψ](∇V )µν ,
for (∇V )µν = (∇µV )ν . We denote these last terms as:
KV [ψ] = Tµν [ψ](∇µV )ν
and (since Div(T [ψ]) = gψdψ):
EV [ψ] = Div(T )V = gψ · V ψ.
We note that (∇µV )ν := piµνV = (LV g)µν is the deformation tensor which is 0 if
V is a Killing vector field.
Finally we record the following computations for the currents JT , Jn on our
different foliations with a spherically symmetric ψ:
JTµ [ψ]n
µ
Σ˜
≈ (Tψ)2 +D(Y ψ)2, (3.1)
JnΣ˜ [ψ]nµnΣ˜ ≈ (Tψ)
2 + (Y ψ)2, (3.2)
JTµ [ψ]n
µ
N ≈ JnNµ [ψ]nµN ≈ (∂vψ)2. (3.3)
Estimate (3.1) tells us that the current JT gives us an energy that degenerates
on the horizon, while estimate (3.2) tells us that the currect Jn controls the H˙1
norm on the spacelike foliation {Σ˜τ}τ>0.
On the other hand, estimate (3.3) shows that we can’t control the H˙1 on the
null part of the spacelike-null foliation{Στ}τ>0 by any of the aforementioned
currents.
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4 Notation
We call the right hand side of (1.2) by F . The metric g is always the extremal
Reissner-Nordstro¨m metric, and R0 is a constant related to the spacelike-null
foliation {Στ}τ>0 which is chosen according to the support of the initial data.
We define T = ∂v, Y = ∂r for the Eddington—Finkelstein coordinates (v, r)
of the Section 2, and each time that is used, dµ˚g is the induced volume form,
where every restriction of it will be indicated by a subscript (e.g. for an integral
over a hypersurface Στ we will use the notation dµ˚gΣ).
We define as well the following initial energy:
E0 =
∫
S0
(Y ψ0)
2 + (Tψ0)
2 + | /∇ψ0|2dµ˚gS +
∫
N0
(∂vψ0)
2 + | /∇ψ0|2dµ˚gN+ (4.1)
+
∫
Σ0
J
nΣ0
µ [ψ1]n
µdµ˚gΣ ,
where on the null part N0 the null derivative ∂v is used (everywhere else we just
use the Eddington–Finkelstein coordinates (v, r)).
We also note that we will use the symbols . and & to denote the relations
6 C· and > C· for some constant C > 0 that is not related to any of the
quantities involved in the inequality that is examined. Throughout the text a
constant α will be fixed for our bootstrap assumptions. The constants in these
assumptions will depend on α (and they actually become degenerate if α→ 0)
but this won’t be always written down explicitly. Moreover all constants depend
on the mass M of the spacetime and the size of the support of the initial data.
Finally we point out that the letter C will be used to denote some constant
several times, although this won’t always be the same.
5 The Main Results
We state here the main results of this paper.
First, we state the global well-posedness result.
Theorem 1 (Global Well-Posedness). There exists an ε0 > 0 such that if
0 6 ε 6 ε0 then for all spherically symmetric compactly supported initial data
ψ[0] = (εψ0, εψ1)
on a spacelike hypersurface Σ˜0 that terminates at spacelike infinity ι
0 (as defined
in Section 4), satisfying
‖εψ0‖Hs(Σ˜0) 6
√
E0ε, ‖εψ1‖Hs−1(Σ˜0) 6
√
E0ε,
for some s > 5/2, s ∈ N, there exists a unique globally defined spherically
symmetric solution of (1.2) with l big enough (see Section 16) in Hs in the
domain of outer communicationsM up to and including the future event horizon
of the extremal Reissner–Nordstro¨m spacetime with mass and electromangetic
charge equal to M .
Moreover the solution satisfies the following pointwise estimates:
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1) (Quantitative Decay for ψ). Let {Στ}τ>0 be the spacelike-null folia-
tion as defined in Section 2.2 and let α > 0. Then there exists ε0 depending on
α such that
‖ψ‖L∞(Στ ) .
Cα
√
E0ε
(1 + τ)3/5−α
.
2) (Uniform Boundedness for First-Order Derivatives). Let T, Y be the
vector fields defined in Section 2.1. Then
‖Tψ‖L∞(M) .
√
E0ε, ‖Y ψ‖L∞(M) .
√
E0ε.
The next Theorem establishes non-decay and blow-up results along the event
horizon for higher order derivatives of the solutions.
Theorem 2 (Asymptotic Instabilities). For a globally defined spherically
symmetric solution of (1.2) ψ that arises from small initial data as in Theorem
1 the following instabilities on the future event horizon H+ hold:
a) (Almost Conservation Law). The quantity
H(v) = Y ψ(v, r = M) +
1
M
ψ(v, r = M)
is conserved in the sense that:
|H(τ)−H(0)| 6 O(ε2) for all τ ≥ 0.
Here (v, r) are the Eddington—Finkelstein coordinates.
b) (Non-Decay for Y ψ). The translation-invariant transversal to H+
derivative Y ψ does not decay along on the event horizon H+.
c) (Asymptotic Blow-up For Higher Derivatives). If the initial data
satisfy the additional positivity assumption
ψ0(M) > 0, Y ψ(0,M) > 0
then
|Y kψ(τ,M)| τ→∞−−−−→∞ for all k > 2,
along the event horizon H+.
We prove our global well-posedness statement using the vector field method
through the machinery of Dafermos–Rodnianski (see [28] and [24]) as this was
demonstrated in the work of S. Yang [62], and the method of characteristics
as this was used in the proof of Price’s law for a scalar field coupled to the
Einstein–Maxwell equations by Dafermos and Rodnianski [22]. We particularly
exploit the novel method of Yang in order to close the bootstrap assumption on
the null part of the spacelike-null foliation. One of the major obstacles in our
situation is the fact that we have to work with the degenerate energy∫
Στ
JTµ [ψ]n
µdµ˚gΣ , (5.1)
due to the horizon instabilities for extremal black holes that were observed in
[2] and [3]. The assumption of spherical symmetry (that allows us to ignore the
trapping effect of the photon sphere) is a rather technical one but the instabilities
for the spherically symmetric modes (that are not actually present in higher
angular frequencies) pose several difficulties in proving the necessary a priori
estimates. In this sense, this work is a significant first step for dealing with the
general problem, that will be addressed in future work – see the upcoming [1].
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Remark 1. In the special case of spherically symmetric wave maps, due to
the subcriticality of the equation, the fact that we work in a region where
r > M > 0, and the fact that the degenerate energy is conserved, the global
well-posedness result is immediate. Our contribution in this situation is the
precise description of the asymptotic behaviour of such waves.
We proceed as follows:
(i) In Section 6 we record and give proofs of all the energy inequalities that
we will use.
(ii) In Sections 7 and 8 we prove a standard local well-posedness theorem
for solutions of (1.2) (even non-spherically symmetric ones, and without the
smallness restriction on the initial data) with respect to the spacelike folia-
tions {Σ˜τ}τ>0 and then we formulate a continuation criterion. Such results
are considered to be classical (analogues in Minkowski space can be found in
many standard references for nonlinear wave equations, we just mention here
the lecture notes of Selberg [57] and the book of Ho¨rmander [33] that contains
analogues for variable coefficient settings as well) and the proofs that we give
here are adaptations to the specific black hole spacetime that we work with.
(iii) Having established a continuation criterion, we set out to verify it in the
Sections 10 and 11. Initially in Section 10 we prove decay for the degenerate
energy (5.1) of ψ assuming decay for the nonlinearity F . Then in Section 11,
assuming again the same decay estimates for the nonlinear term, we establish
pointwise decay for ψ and pointwise boundedness for Tψ and Y ψ. The decay
estimates for ψ (everywhere in the domain of outer communications) are gener-
alizations of the estimates derived in the linear case (that were established again
in the work of Aretakis [2], [3]). On the other hand the proofs for the bounded-
ness of Y ψ and for the boundedness of Tψ are based on a novel technique which
makes use of a subtle combination of the bootstrap arguments, L1 and L2 esti-
mates and the method of characteristics. The same method gives us improved
decay for ψ with respect to r. Specifically we have managed to almost recover
the bounds for rψ and r2∂vψ that were known in the subextremal case (but not
of course a bound for r∂uψ). It should be noted that we have managed to close
all the estimates by using a bootstrap assumption only on F and without prov-
ing decay for Tψ, which is a difference with the linear case and the subextremal
situation. This is a consequence of the fact that even a commutation with T for
our equation is problematic (as opposed to the subextremal case) since for the
time being we can’t close a bootstrap argument for TF on the horizon.
(iv) In Section 12 we improve the bootstrap assumptions (that were present
in most of our estimates up to this point) closing thus all estimates. It should
be noted though that this does not automatically imply global well-posedness.
Indeed the estimates are in terms of the spacelike-null foliation {Στ}τ>0 for
which we don’t have a local well-posedness theorem. This issue is addressed in
Section 13 through the use of the standard local theory of Section 7, of all the
estimates obtained up to this point, and the assumption of compact support for
our initial data.
In the two Sections that follow we examine the asymptotic behaviour of
our solution. First in Section 14 we prove an almost conservation law on the
horizon H+ for the quantity Y ψ + 1Mψ (a quantity which is actually conserved
in the linear case as it was already mentioned in the Introduction). The proof
is based on a bootstrap argument and integration by parts. Second, and by
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working with similar techniques, the almost conservation law allows us to prove
asymptotic blow up for derivatives of order 2 and higher with respect to r (i.e.
for the quantities Y kψ for k > 2) along the horizon. The behaviour of the
solution obtained in Sections 14 and 15 is reminiscent of an asymptotic version
of a shock.
We note that all the above computations take place for the nonlinearity
A(ψ)gαβ∂αψ∂βψ,
since the other cases that involve all the terms present in (1.2) are either similar
or easier. We explain the necessary modifications needed for our arguments to
apply to more general nonlinearities in the last Section 16.
Remark 2. We should note here that the assumption of compact support on
the initial data is probably removable in light of the recent works [61], [47], [60]
and [63] (the last one treating more general nonlinearities than the others and
also being closer in spirit to the techniques that we employ here).
6 Energy Estimates
We state here inhomogeneous versions of estimates found in [2] and [3]. They
apply to the more general equation
gψ = F, (6.1)
for ψ being spherically symmetric.
These estimates will be used throughout the rest of the paper.
6.1 An Auxiliary Inequality
First we record Hardy’s inequality in the context of our black-hole spacetime.
This inequality holds for general functions and not just for solutions of wave
equations, it turns out to be rather useful.
Proposition 3 (Hardy’s Inequality). For any sufficiently smooth function
f and any τ we have: ∫
Sτ
1
r2
f2dµ˚gS .
∫
Sτ
JTµ [f ]n
µdµ˚gS , (6.2)
where Sτ is either Στ or Σ˜τ .
For the proof of this inequality in the case of the spacelike foliation {Σ˜τ}τ>0
see section 6, Proposition 6.0.2 of [2].
The case of the spacelike-null foliation is similar, the only difference is that
we integrate with respect to the null direction v = t + r∗ in the region r > R0
now.
To be precise, the actual inequalities that we get are the following:∫
Σ˜τ
1
r2
f2dµ˚gΣ˜ .
∫
Σ˜τ
D
[
(Tf)2 + (Y f)2
]
dµ˚gΣ˜ ,
and∫
Στ
1
r2
f2dµ˚gΣ .
∫
Στ∩{r6R0}
D
[
(Tf)2 + (Y f)2
]
dµ˚gS +
∫
Στ∩{r>R0}
(∂vf)
2dµ˚gN .
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6.2 Morawetz Estimates With Degeneracy at H+
The inequalities stated below give us bounds for ”space-time” integrals for de-
generate energies (with the degeneracy taking place on the horizon H+) under
the assumption of spherical symmetry. These estimates will be useful tools in
the proofs of the integrated local energy decay results that will follow.
Proposition 4 (Morawetz Estimate On Spacelike Hypersurfaces). Let
ψ be a spherically symmetric solution of (6.1). We have the inequality:∫ τ2
τ1
∫
Σ˜τ′
(
(Tψ)2
r1+η
+D2
(Y ψ)2
r1+η
)
dµgR˜ .R0,η
∫
Σ˜τ1
JTµ [ψ]n
µdµgΣ˜+ (6.3)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµgS¯ +
∫ τ2
τ1
∫
Σ˜τ′∩{r>R0}
r1+η|F |2dµgR˜ ,
for any τ1, τ2 with τ1 < τ2, and for any η > 0.
Proof. We apply Stokes’ theorem to JX
0
for X0 = f0∂r∗ with f
0 = − 1
r3
and
we have: ∫
Σ˜τ2
JX
0
µ [ψ]n
µdµ˚gΣ˜ +
∫
H+
JX
0
µ [ψ]n
µdµ˚gH+ +
+
∫
R˜(τ1,τ2)
KX
0
[ψ]dµ˚gR˜ +
∫
R˜(τ1,τ2)
EX0 [ψ]dµ˚gR˜ =
∫
Σ˜τ1
JX
0
µ [ψ]n
µdµ˚gΣ˜ .
By Proposition 9.3.1 of [2] we have that:
KX
0
[ψ] =
1
r4
(∂tψ)
2 +
5
r4
(∂r∗ψ)
2,
for ψ a spherically symmetric solution of (2.5) as assumed.
This gives us the following:∫ τ2
τ1
∫
Σ˜τ′
(
(∂tψ)
2
r4
+
5(∂r∗ψ)
2
r4
)
dµ˚gR˜ .
∣∣∣∣∣
∫
Σ˜τ2
JX
0
µ [ψ]n
µdµ˚gΣ˜
∣∣∣∣∣+ (6.4)
+
∣∣∣∣∫H+ JX0µ [ψ]nµdµ˚gH+
∣∣∣∣+
∣∣∣∣∣
∫
Σ˜τ1
JX
0
µ [ψ]n
µdµ˚gΣ˜
∣∣∣∣∣+
+
∫ τ2
τ1
∫
Σ˜τ′
1
r3
|F · (Tψ +D · Y ψ)| dµ˚gR˜ .
Proposition 9.4.1 of [2] tells us that if S is an SO(3)-invariant spacelike or
null hypersurface, then we have the bound:∣∣∣∣∫S JX0µ [ψ]nµdµ˚gS
∣∣∣∣ . ∫S JTµ [ψ]nµdµ˚gS . (6.5)
Then by Stokes’ Theorem for JT and (6.5), estimate (6.4) becomes:∫ τ2
τ1
∫
Σ˜τ′
(
(∂tψ)
2
r4
+
5(∂r∗ψ)
2
r4
)
dµ˚gR˜ .
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.
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
∫ τ2
τ1
∫
Σ˜τ′
1
r3
|F · (Tψ +D · Y ψ)| dµ˚gR˜+
∫ τ2
τ1
∫
Σ˜τ′
|F ·Tψ|dµ˚gΣ˜ .
Before applying Cauchy–Schwarz with the correct weights in r and moving the
appropriate terms on the left-hand side, we optimize the weights.
This can be done as it is noted in Remark 9.1 of [2]. In the region {r > R}
for a sufficiently large R we consider the currents
JX˜ = JX
f1,1
+ JX
f2
,
where f1 = 1− 1
rη
, f2 =
η
2 + η
1
rη
for some η > 0, and
JX
f1 ,1
µ = J
Xf
1
µ + 2Gψ(∇µψ)− (∇µG)ψ2,
for G defined as in (9.2) of [2]:
G =
(f1)′
4
+
f1 ·D
2r
,
where ′ =
d
dr∗
.
Proposition 9.4.2 of [2] tells us that the analogue of (6.5) holds for the current
JX˜ . We also have the observation that for r > R:
∇µJX˜µ &η
(
r−1−η(∂tψ)2 + r−1−η(∂r∗ψ)2 + r−3−ηψ2 +
1
r
ψ · F + EXf
1
[ψ] + EXf
2
[ψ]
)
.
We now apply Stokes’ Theorem to the current:
χJX
0
+ (1− χ)JX˜ ,
for
χ ∈ C∞0 ([M,∞)), χ(r) = 1 for r 6 R, χ = 0 for r > R+ 1.
Our previous observations and (6.4) give us that:∫ τ2
τ1
∫
Σ˜τ′∩{r6R}
(
(Tψ)2
r4
+D2
(Y ψ)2
r4
)
dµ˚gR˜+ (6.6)
+
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
(
(Tψ)2
r1+η
+D2
(Y ψ)2
r1+η
)
dµ˚gR˜+
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
ψ2
r3+η
dµ˚gR˜ .
.
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
∫ τ2
τ1
∫
Σ˜τ′
1
r3
|F · (Tψ +D · Y ψ)| dµ˚gR˜+
∫ τ2
τ1
∫
Σ˜τ′
|F ·Tψ|dµ˚gΣ˜+
+
∣∣∣∣∣
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
1
r
ψ · Fdµ˚gR˜
∣∣∣∣∣+
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
|F ·(Xf1ψ+Xf2ψ)|dµ˚gR˜+
+
∫ τ2
τ1
∫
Σ˜τ′
|∇χ| ·
(
JX
0
µ [ψ]n
µ + JX˜µ [ψ]n
µ
)
dµ˚gR˜ .
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For the first term of the last line we apply Cauchy-Schwarz with weights r1+η
which gives us that: ∣∣∣∣∣
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
1
r
ψ · Fdµ˚gR˜
∣∣∣∣∣ 6
6 γ
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
ψ2
r3+η
ψdµ˚gR˜ +
1
γ
∫ τ2
τ1
∫
Σ˜τ′∩{r>R+1}
r1+η|F |2dµ˚gR˜ .
Choosing γ small enough we can absorb the first term of the last line in the left
hand side of (6.6).
For the term ∫ τ2
τ1
∫
Σ˜τ′
|∇χ| ·
(
JX
0
µ [ψ]n
µ + JX˜µ [ψ]n
µ
)
dµ˚gR˜
we note that supp(|∇χ|) ⊂ R˜∩ {R 6 R+ 1} and then we use (6.4) to bound it.
Finally we note that for any β > 0 we have the following:∫ τ2
τ1
∫
Σ˜τ′
1
r3
|F · (Tψ +DY ψ)| dµ˚gR˜ +
∫ τ2
τ1
∫
Σ˜τ′
|F · Tψ|dµ˚gR˜ 6
6 2
β
∫ τ2
τ1
∫
Σ˜τ′
r1+η|F |2dµ˚gR˜ + 2β
∫ τ2
τ1
∫
Σ˜τ′
(Tψ)2 +D2(Y ψ)2
r1+η
dµ˚gR˜ .
The proof finishes by choosing β small enough in order to move the last term
above to the right hand side of (6.6) after noticing that in the region {r 6 R}
all r-weights are equivalent.
We point out that Proposition 4 has the same form on the spacelike-null
hypersurfaces {Στ}τ>0.
Proposition 5 (Morawetz Estimate On Spacelike-Null Hypersurfaces).
Let ψ be a spherically symmetric solution of (6.1). We have the inequality:∫ τ2
τ1
∫
Στ′
(
(Tψ)2
r1+η
+D2
(Y ψ)2
r1+η
)
dµ˚gR .R0,η
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+ (6.7)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN ,
for any τ1, τ2 with τ1 < τ2, and for any η > 0.
Proof. The proof is almost identical to that of Proposition 4 and won’t be
repeated in detail. The only difference is that for all the energy currents involved
we must bound also the boundary terms on future null infinity. For this we use
Propositions 9.4.1 and 9.4.2 of [2] and we have that if Y is any of the vector
fields used in the proof of Proposition 4 then the following holds:∣∣∣∣∫I+ JYµ [ψ]nµdµ˚gI+
∣∣∣∣ . ∫I+ JTµ [ψ]nµdµ˚gI+
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The T -flux on I+ is positive since T is timelike. Hence from Stokes’ Theorem
for JT we have∫
I+
JTµ [ψ]n
µdµ˚gI+ .
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
R(τ1,τ2)
|F · Tψ|dµ˚gR .
Now the result follows by applying Cauchy-Scwharz to the last term of the
right-hand side with weight r−1−η, and by moving the term that involves Tψ
to the left-hand side.
The version of estimate (6.7) that we will actually use most frequently won’t
need a weight in r, since we will just localize in a compact region. It can be
stated as follows for some spacetime region G ⊂ R˜(τ1, τ2) ∩ {r 6 R0} and for ψ
being again a spherically symmetric solution of (2.5):∫
G
(
Tψ)2 +D2(Y ψ)2
)
dµ˚gG .R0,η
∫
Στ1∩{r6R0}
JTµ [ψ]n
µdµ˚gΣ+ (6.8)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN ,
for any η > 0.
Finally notice that we stated inequalities (6.3), (6.7) and (6.8) with a con-
stant depending on R0. This convention that will be employed elsewhere later
on comes from the trivial inequality:∫ τ2
τ1
∫
Sτ′
r1+η|F |2dµ˚gS .R0
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS ,
and is convenient for some estimates that will be used later in the article.
6.3 Uniform Boundedness of the Degenerate Energy
A combination of the previous results will give us a uniform bound for the
degenerate energy (with the degeneracy taking place on the horizon as noted
before) given by the current JT .
First we state an inequality for the degenerate energy coming from the cur-
rent JT over the spacelike hypersurfaces {Σ˜τ}τ>0.
Proposition 6 (Uniform Boundedness For The T -flux Over Spacelike
Hypersurfaces). Let ψ be a spherically symmetric solution of (6.1). Then we
have that: ∫
Σ˜τ2
JTµ [ψ]n
µdµ˚gΣ˜ .R0
∫
Σ˜τ1
JTµ [ψ]n
µdµ˚gΣ˜+ (6.9)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Σ˜τ′∩{r>R0}
r1+η|F |2dµ˚gΣ˜ ,
for any τ1, τ2 with τ1 < τ2, and any η > 0.
Proof. Stokes’ theorem for JT gives us the following:∫
Σ˜τ2
JTµ [ψ]n
µdµ˚gΣ˜ .
∫
Σ˜τ1
JTµ [ψ]n
µdµ˚gΣ˜ +
∫
R˜(τ1,τ2)
|F · Tψ|dµ˚gR˜ ,
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by the fact thatKT [ψ] = 0 since T is Killing, and because the integral
∫
H+ J
T
µ [ψ]n
µdµ˚gH+
is positive since T is causal on H+.
We apply Cauchy-Schwarz with the weight r1+η, for some η > 0, to the
second term of the right-hand side, and by Proposition 4 we get that:∫
R˜(τ1,τ2)
|F · Tψ|dµ˚gR˜ .
∫
Σ˜τ1
JTµ [ψ]n
µdµ˚gΣ˜+
+
∫
R˜(τ1,τ2)
r1+η|F |2dµ˚gR˜ .
This finishes the proof.
The same result holds on the spacelike-null foliation {Στ}τ>0.
Proposition 7 (Uniform Boundedness For The T -flux Over Space-
like-Null Hypersurfaces). Let ψ be a spherically symmetric solution of (6.1).
Then we have that:∫
Στ2
JTµ [ψ]n
µdµ˚gΣ .R0,η
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+ (6.10)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN ,
for any τ1, τ2 with τ1 < τ2, and any η > 0.
Proof. The proof is the same as that of Proposition 6 by noticing additionally
that the T -flux over I+ is positive, and by using Proposition 5 instead of 4.
6.4 Non-Uniform Boundedness of the Non-Degenerate En-
ergy
We now state a “time”-dependent estimate for the H˙1 norm of ψ on the spacelike
foliations {Σ˜τ}τ>0 which will be useful for the local theory for equation (1.2).
We should note here that such estimates hold also for more general vector
fields, the proof boils down in the end to an application of Gro¨nwall’s inequality
(an example can be given by the degenerate energy on the horizon given by JT
– note that this energy defines a norm as well and that local well-posedness can
be proven with this too). Specifically we have the following general result:
Proposition 8 (“Time”-Dependent Boundedness Estimate For The
Non-Degenerate Energy). For ψ a solution of (6.1) we have the following
bound for any τ1, τ2 with τ1 < τ2:∫
Σ˜τ2
J
nΣ˜τ2
µ [ψ]n
µdµ˚gΣ˜τ2
.τ1,τ2
∫
Σ˜τ1
J
nΣ˜τ1
µ [ψ]n
µdµ˚gΣ˜τ1
+
∫ τ2
τ1
∫
Σ˜τ′
|F |2dµ˚gR˜ .
(6.11)
The proof is straight forward and applies also to any timelike vector field V .
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6.5 Uniform Boundedness of the Non-Degenerate Energy
We will prove now a uniform estimate for the non-degenerate energy on the
spacelike-null foliations {Στ}τ>0.
Proposition 9 (Uniform Boundedness For The H˙1 Norm). Let ψ be a
spherically symmetric solution of (6.1). Then we have the following for any τ1,
τ2 with τ1 < τ2 and any η > 0:∫
Στ2
JnΣµ [ψ]n
µdµ˚gΣ+
∫
A
(
(Tψ)2 +
√
D(Y ψ)2
)
dµ˚gA .R0,η
∫
Στ1
JnΣµ [ψ]n
µdµ˚gΣ+
(6.12)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯+
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN+
∫ τ2
τ1
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
2 .
where A = R(τ1, τ2) ∩ {M 6 r 6 A} for some A < R0.
The last term on the right hand side is a problematic one and will cause
several difficulties that we will have to overcome later on. The existence of this
term is forced by the degeneracy of the redshift effect on extremal Reissner–
Nordstro¨m and is a novel aspect of our analysis.
Proof. We will prove the required estimate for the current JN for the vector
field N that we construct below.
We use the vector field N from [2] which is future directed, timelike and
ΦT -invariant close to the horizon H+ (it should be noted that it acts as a
substitute for the red-shift effect which degenerates in the extremal case as we
noted before). This is defined as follows:
N = Nv(r)T +Nr(r)Y with
Nv(r) > 0 for all r >M and Nv(r) = 1 for all r > 8M
7
,
Nv(r) 6 0 for all r >M and Nv(r) = 0 for all r > 8M
7
.
With this definition as someone can compute we get that the current JN con-
tracted with the normal of any Σ˜τ hypersurface controls the H˙
1 norm of ψ:
JNµ [ψ]n
µ
Σ˜τ
≈ (Tψ)2 + (Y ψ)2.
We will show (6.11) by proving the analogous statement with JN in the place
of JnΣ˜ .
We define the modified current
JN,δ,hµ = J
N
µ + h(r)δ(r)ψ∇µψ.
We let h = − 12 and δ : [M,∞) → R to be a smooth cut-off function such that
δ(r) = 0 for r > 8M
7
and δ(r) = 1 for M 6 r 6 9M
8
.
For the divergence of JN,δ,−
1
2 we have
KN,δ,−
1
2 [ψ] + EN [ψ] = ∇µJN,δ,− 12µ [ψ], (6.13)
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we have that
KN,δ,−
1
2 [ψ] = 0 for r > 8M
7
,
since in this region δ = 0 and N = T . On the other hand by Proposition 10.2.1
of [2] we have that:
KN,δ,−
1
2 [ψ] &
(
(Tψ)2 +
√
D(Y ψ)2 − 1
2
ψ · F
)
for r ∈ [M, 9M8 ],
for a spherically symmetric solution ψ of (6.1).
We apply Stokes’ Theorem to the current JN,δ,−
1
2 and we get that:∫
Στ2
J
N,δ,− 12
µ [ψ]n
µdµ˚gΣ +
∫
H+
J
N,δ,− 12
µ [ψ]n
µdµ˚gH+ +
∫
I+
J
N,δ,− 12
µ [ψ]n
µdµ˚gI+ +
(6.14)
+
∫ τ2
τ1
∫
Στ′
K
N,δ,− 12
µ [ψ]dµ˚gR +
∫ τ2
τ1
∫
Στ′
ENµ [ψ]dµ˚gR =
∫
Στ1
J
N,δ,− 12
µ [ψ]n
µdµ˚gΣ .
By Propositions 10.3.1 and 10.4.1, and Corollary 10.1 of [2], (6.14) gives us the
following (after noticing as well that on I+ the N -flux is positive since it is
equal to T there):∫
Στ2
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′∩{M6r69M/8}
(
(Tψ)2 +
√
D(Y ψ)2
)
dµ˚gR+
(6.15)
+
∫ τ2
τ1
∫
Στ′∩{r>9M/8}
KN,δ,−
1
2 dµ˚gR .
∫
Στ2
JTµ [ψ]n
µdµ˚gΣ +
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Στ′
|F ·Nψ|dµ˚gR +
∣∣∣∣∣
∫ τ2
τ1
∫
Στ′∩{M6r69M/8}
ψ · Fdµ˚gR
∣∣∣∣∣ .
For the last term we apply Cauchy-Schwarz, Hardy’s inequality (6.2) and the
Morawetz estimate (6.8) and we arrive at the following estimate for some η > 0:∣∣∣∣∣
∫ τ2
τ1
∫
Στ′∩{M6r69M/8}
ψ · Fdµ˚gR
∣∣∣∣∣ .
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
∫ τ2
τ1
∫
Στ′
r1+η|F |2dµ˚gΣ+
+
∫ τ2
τ1
∫
Στ′∩{M6r69M/8}
|F |2dµ˚gR .
By Stokes’ Theorem for JT we turn (6.15) to the following:∫
Στ2
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′
K
N,δ,− 12
µ [ψ]dµ˚gR . (6.16)
.
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Στ′
|F ·Nψ|dµ˚gR+
∫ τ2
τ1
∫
Στ′
|F ·Tψ|dµ˚gR+
∫ τ2
τ1
∫
Στ′∩{M6r69M/8}
|F |2dµ˚gR .
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As we already noticed, the bulk term
∫
Στ′
K
N,δ,− 12
µ [ψ]dµ˚gR is 0 for r >
8M
7
and positive close to the horizon. In the remaining region that we call B, we
use estimate (6.6) from the proof of Proposition 4 and we have that:∫
B
K
N,δ,− 12
µ [ψ]dµ˚gB .
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′
r1+η|F |2dµ˚gR .
Now we define a smooth cut-off χ : [M,∞) → [0, 1] such that χ(r) = 1 for
M 6 r 6 A and χ(r) = 0 for r > A+ 1.
We apply Stokes’ Theorem to the current χJN,δ,−
1
2 and we get by estimate
(6.16) (adapted to the spacelike-null foliation {Στ}τ>0 where we note that the
additional integral
∫
I+ J
N,δ,− 12 [ψ]nµdµ˚gI+ is positive, hence it has the right
sign) the following:∫
Στ2
χJNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′
χK
N,δ,− 12
µ [ψ]dµ˚gR . (6.17)
.
∫
Στ1
χJTµ [ψ]n
µdµ˚gΣ +
∫
Στ1
χJNµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Στ′
χ|F ·Nψ|dµ˚gR +
∫ τ2
τ1
∫
Στ′
χ|F · Tψ|dµ˚gR+
+
∣∣∣∣∣
∫ τ2
τ1
∫
Στ′
|∇χ| · JN,δ,− 12 [ψ]nµdµ˚gR
∣∣∣∣∣ .
First we note that we can apply Cauchy-Schwarz and estimate (6.8) for the term∫ τ2
τ1
∫
Στ′
χ|F · Tψ|dµ˚gR for some η > 0 as follows:∫ τ2
τ1
∫
Στ′
χ|F · Tψ|dµ˚gR 6
∫ τ2
τ1
∫
Στ′
|F · Tψ|dµ˚gR 6 (6.18)
6
∫ τ2
τ1
∫
Στ′
r1+η|F |2dµ˚gR +
∫ τ2
τ1
∫
Στ′
(Tψ)2
r1+η
dµ˚gR .R0
.R0
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN .
We note also that the last term of (6.17) can be bounded as well by the three
last terms of (6.18), just by noticing that we can apply estimate (6.8) to it as
well because of Corollary 10.1 of [2] (which is a pointwise estimate) and because
supp(|∇χ|) ⊂ {A 6 r 6 A+ 1}.
Hence we can rewrite (6.17) as follows:∫
Στ2∩{r6A}
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′∩{r6A}
(
(Tψ)2 +
√
D(Y ψ)2
)
dµ˚gR .R0
(6.19)
.R0
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN+
+
∫ τ2
τ1
∫
Στ′∩{r6R0}
|F ·Nψ|dµ˚gR .
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Since
∫
Στ2
JTµ [ψ]n
µdµ˚gΣ is positive we add it on both sides of (6.19) and as J
T
behaves approximately like JN away from the horizon we have that:∫
Στ2
JTµ [ψ]n
µdµ˚gΣ +
∫
Στ2∩{r6A}
JNµ [ψ]n
µdµ˚gΣ ≈
∫
Στ2
JNµ [ψ]n
µdµ˚gΣ .
By applying the result of Proposition 6 we have that (6.19) becomes:∫
Στ2
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Στ′∩{r6A}
(
(Tψ)2 +
√
D(Y ψ)2
)
dµ˚gR .R0 (6.20)
.R0
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN+
+
∫ τ2
τ1
∫
Στ′∩{r6R0}
|F ·Nψ|dµ˚gR .
We finally deal with the last term by applying Cauchy-Schwarz to it twice:∫ τ2
τ1
∫
Στ′∩{r6R0}
|F ·Nψ|dµ˚gR 6 (6.21)
6
∫ τ2
τ1
(∫
Στ′∩{r6R0}
(Nψ)2dµ˚gΣ
)1/2(∫
Στ′∩{r6R0}
|F |2dµ˚gΣ
)1/2
dτ ′ 6
6 sup
τ ′′∈[τ1,τ2]
(∫
Στ′′∩{r6R0}
(Nψ)2dµ˚gΣ
)1/2 ∫ τ2
τ1
(∫
Στ′∩{r6R0}
|F |2dµ˚gΣ
)1/2
dτ ′ 6
6 β sup
τ ′′∈[τ1,τ2]
∫
Στ′′∩{r6R0}
(Nψ)2dµ˚gΣ+
1
β
∫ τ2
τ1
(∫
Στ′∩{r6R0}
|F |2dµ˚gΣ
)1/2
dτ ′
2 ,
for any β > 0. Since in the region {r 6 R0} we have that:∫
Στ∩{r6R0}
(Nψ)2dµ˚gΣ .
∫
Στ∩{r6R0}
JNµ [ψ]n
µdµ˚gΣ ,
we can restate (6.21) as∫ τ2
τ1
∫
Στ′∩{r6R0}
|F ·Nψ|dµ˚gR 6 (6.22)
Cβ sup
τ ′′∈[τ1,τ2]
∫
Στ′′∩{r6R0}
JNµ [ψ]n
µdµ˚gΣ+
C
β
∫ τ2
τ1
(∫
Στ′∩{r6R0}
|F |2dµ˚gΣ
)1/2
dτ ′
2 .
Now the proof finishes by taking the supremum over all τ ∈ [τ1, τ2] on the
left hand side of (6.20) and by choosing β small enough in order to be able to
absorb the term supτ ′′∈[τ1,τ2]
∫
Στ′∩{r6R0} J
N
µ [ψ]n
µdµ˚gΣ in the left hand side of
(6.20).
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6.6 P -Energy Estimates
In order to get useful integrated local energy decay estimates we use the novel
vector field P that was introduced in [3].
This vector field has the form P = P v(r)T + P r(r)Y where
(a) P r(r) = −√D for M 6 r 6 r0 < 2M (r0 will be determined later),
P r(r) = 0 for r > r1 > r0 where r1 < 2M and where the extension in the
remaining region is a smooth one.
(b) P v(r) for M 6 r 6 r0 < 2M is such that 1β
[√
D (Y P v) + 2r
]2
< Y P v
for some β > 0 which is small enough, and P v(r) = 1 for r > r1 where again
the extension in the remaining region is a smooth one.
Choosing β to be small enough, then we can choose an r0 with the property
that in the region F = {M 6 r 6 r0 < 2M} we have:
KP [ψ] ≈ (Tψ)2 +D(Y ψ)2 + | /∇ψ|2 ≈ JTµ [ψ]nµΣ. (6.23)
Also since in B we have that g(P, P ) ≈ −√D, it is also true that:
JPµ [ψ]n
µ
Σ ≈ (Tψ)2 +
√
D(Y ψ)2 + | /∇ψ|2. (6.24)
Note that we stated the above estimates for general ψ and not just spherically
symmetric ones.
Let us state first a very simple estimate.
Proposition 10. For all spherically symmetric solutions ψ of (6.1) we have
for any τ1, τ2 with τ1 < τ2 and any η > 0:∫
Στ2
JPµ [ψ]n
µdµ˚gΣ .R0
∫
Στ1
JPµ [ψ]n
µdµ˚gΣ+ (6.25)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN +
∫ τ2
τ1
∫
Στ′
|F · Pψ|dµ˚gR .
Proof. We apply Stokes’ theorem to the current JP and we get:∫
Στ2
JPµ [ψ]n
µdµ˚gΣ +
∫
H+
JPµ [ψ]n
µdµ˚gH+ +
∫
I+
JPµ [ψ]n
µdµ˚gI+ +
+
∫
R(τ1,τ2)
KP [ψ]dvol +
∫
R(τ1,τ2)
EP [ψ]dµ˚gR =
∫
Στ1
JPµ [ψ]n
µdµ˚gΣ .
Since P is a causal future-directed vector field, the boundary integrals over H+
and I+ are positive. On the other hand we have that KP is positive close to
the horizon by (6.23), and away from it we can just use the Morawetz estimate
(6.8) (since the different power of D in front of Y ψ is not important away from
the horizon).
Finally the second term on the right hand side of (6.25) comes from the term∫
R(τ1,τ2) EP [ψ]dµ˚gR .
Proposition 10 has as a consequence the following bound for the integrated
T -flux close to the horizon.
25
Proposition 11. For all spherically symmetric solutions ψ of (6.1) we have
for any τ1, τ2 with τ1 < τ2, any η > 0 and for r0 given in the definition of the
P -flux: ∫ τ2
τ1
∫
Στ′∩{r6r0}
JTµ [ψ]n
µdµ˚gR .R0,η
∫
Στ1
JPµ [ψ]n
µdµ˚gΣ+ (6.26)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN .
Proof. This is just a combination of Proposition 10 and estimate (6.23).
The only term that needs some attention is the one that comes from the
nonlinearity, namely the term:∫ τ2
τ1
∫
Στ′
|F · Pψ|dµ˚gR .
We apply Cauchy-Schwarz with weight r1+η (for any η > 0) and for any β > 0
we have:∫ τ2
τ1
∫
Στ′
|F · Pψ|dµ˚gR 6 β
∫ τ2
τ1
∫
Στ′
(Pψ)2
r1+η
dµ˚gR +
1
β
∫ τ2
τ1
∫
Στ′
r1+η|F |2dµ˚gR .
We note that (Pψ)2 . (Tψ)2 + D(Y ψ)2 close to the horizon. Hence for
the first term of the right hand side of this last inequality we can absorb in∫ τ2
τ1
∫
F∩Στ′ J
T
µ [ψ]n
µdµ˚gR the part of it that is close to the horizon, while the
rest can be bounded by the Morawetz estimate (6.8).
The integrated boundedness of the T -flux close to the horizon of Proposition
11 that we just stated has as a consequence the uniform boundedness of the P -
flux.
Proposition 12 (Uniform Boundedness For The P -flux). Let ψ be a
spherically symmetric solution of (6.1). Then for any τ1, τ2 with τ1 < τ2 and
for any η > 0 we have:∫
Στ2
JPµ [ψ]n
µdµ˚gΣ .R0,η
∫
Στ1
JPµ [ψ]n
µdµ˚gΣ+ (6.27)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN .
Proof. We use Proposition 10 and for the nonlinear term
∫ τ2
τ1
∫
Στ′
|F · Pψ|dµ˚gΣ
we just perform Cauchy-Schwarz with weight r1+η for some η > 0. This gives
us that: ∫ τ2
τ1
∫
Στ′
|F · Pψ|dµ˚gΣ .R0,η
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯+
+
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN +
∫ τ2
τ1
∫
Στ′
(Tψ)2 +D(Y ψ)2
r1+η
dµ˚gR ,
and for the last term we use Proposition 11 close to the horizon and the
Morawetz estimate (6.8) everywhere else.
We should note here that close to the horizon we can’t use the Morawetz
estimate since in front of (Y ψ)2 we have just D and not D2.
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Finally we note that we can also obtain a bound for the integrated P -flux
close to the horizon.
Proposition 13. For all solutions ψ of (6.1) we have for any τ1, τ2 with
τ1 < τ2, any η > 0 and for r0 given in the definition of the P -flux:∫ τ2
τ1
∫
Στ′∩{r6r0}
JPµ [ψ]n
µdµ˚gR .R0,η
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ+ (6.28)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN+
+
∫ τ2
τ1
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
2 .
Proof. This is just a combination of estimate (6.24) and estimate (6.20) (after
estimating the term
∫ τ2
τ1
∫
Στ′∩{r6R0} |F · Nψ|dµ˚gR as in estimates (6.21) and
(6.22)) from the proof of Proposition 9.
6.7 rp−Weighted Energy Inequality
We give now weighted inequalities (the weight being with respect to r) for
integrated and non-integrated energies on the null part {Nτ}τ>0 of the spacelike-
null foliation {Στ}τ>0. In the following Proposition we use the null coordinates
(u, v) = (t− r∗, t+ r∗).
Proposition 14 (r−Weighted Energy Inequalities In A Neighbourhood
Of Null Infinity). Let p < 3 and define ϕ = rψ for ψ a spherically symmetric
solution of (2.5). Then we have:∫
Nτ2
rp
(∂vϕ)
2
r2
dµ˚gN +
∫ τ2
τ1
∫
Nτ
prp−1
(∂vϕ)
2
r2
dµ˚gN .p,R0,η (6.29)
.p,R0
∫
Nτ1
rp
(∂vϕ)
2
r2
dµ˚gN +
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN +
∫ τ2
τ1
∫
Nτ′
rp+1|F |2dµ˚gN ,
for any τ1, τ2 with τ1 < τ2 and any η > 0.
Proof. First we record the wave equation that is satisfied by ϕ:
gϕ = −2
r
(∂uϕ− ∂vϕ) + D
′
r
ϕ+ rF. (6.30)
Consider the vector field V = rp−2∂v. For χ ∈ C∞0 ([R0,∞)) a cut-off
function which is = 1 in [R0 + 1,∞) and = 0 in [R0, R0 + 1/2], we apply Stokes’
Theorem for JV [χϕ] and we get for any τ1, τ2 with τ1 < τ2:∫
Nτ2
JVµ [χϕ]n
µdµ˚gN +
∫ τ2
τ1
∫
Nτ′
(KV [χϕ]+EV [χϕ])dµ˚gN =
∫
Nτ1
JVµ [χϕ]n
µdµ˚gN ,
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where
KV [ϕ] + EV [ϕ] = prp−3(∂vϕ)2 +D′rp−3ϕ(∂vϕ) + rp−1∂vϕ · F. (6.31)
First we note that from all the terms above we will get error terms coming from
the cut-off χ. These are of the form:∫
Nτ∩{R06r6R0+1}
rp
ϕ2
r2
dµ˚gN ,
∫ τ2
τ1
∫
Nτ′∩{R06r6R0+1}
rp
ϕ2
r2
dµ˚gN .
They can be bounded in the end by:
.R0
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN ,
by applying first Hardy’s inequality (3) and then estimates (6.10) and (6.8)
respectively.
We can conclude now our proof if we manage to find proper estimates for
the two last terms of (6.31). For the term D′rp−3ϕ(∂vϕ) we note that:∫ τ2
τ1
∫
Nτ′
D′rp−3ϕ(∂vϕ)dµ˚gN =
∫ τ2
τ1
∫
Nτ′
rp−6
M
2
D
[√
D(3− p)− 3M
r
]
(χϕ)2dµ˚gN−
−
∫
LR0,τ1,τ2
rp−3
4
D′
√
D(χϕ)2dµ˚gL +
∫
I+
rp−3
4
D′D(χϕ)2dµ˚gI+ ,
where LR0,τ1,τ2 = ∪τ∈[τ1,τ2]Στ ∩ {r = R0}. The integral over LR0,τ1,τ2 vanishes
because of the cut-off χ, while the other two integrals are positive (for R0 being
chosen to be sufficiently large – this depends on the choice of p as well) and can
be ignored.
So till now we have:∫
Nτ2
rp
(∂vϕ)
2
r2
dµ˚gN +
∫ τ2
τ1
∫
Nτ
prp−1
(∂vϕ)
2
r2
dµ˚gN .p,R0 (6.32)
.p,R0
∫
Nτ1
rp
(∂vϕ)
2
r2
dµ˚gN +
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN +
∫ τ2
τ1
∫
Nτ′
|rp−1∂vϕ · F |dµ˚gN .
We apply Cauchy-Schwarz to the last term and we have:∫ τ2
τ1
∫
Nτ′
|rp−1∂vϕ · F |dµ˚gN 6
6 β(p)
∫ τ2
τ1
∫
Nτ′
rp−1
(∂vϕ)
2
r2
dµ˚gN +
1
β(p)
∫ τ2
τ1
∫
Nτ′
rp+1|F |2dµ˚gN ,
for β being appropriately small so that the first term of the last inequality can
be absorbed by the right-hand side of (6.32). This finishes the proof.
We now state two almost direct consequences of Proposition 14 which will
be useful for us later.
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Proposition 15. For ψ a spherically symmetric solution of (2.5) and ϕ = rψ
we have that:∫ τ2
τ1
∫
Nτ′
JTµ [ψ]n
µdµ˚gN .R0
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
Nτ1
(∂vϕ)
2
r
dµ˚gΣ+ (6.33)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r2|F |2dµ˚gN ,
for any τ1, τ2 with τ1 < τ2.
Proof. We consider again the cut-off χ that was used in the proof of Proposition
14. We notice that we have the following computation for ϕ˜ = rχψ:∫ τ2
τ1
∫
Nτ′
(∂vϕ˜)
2
r2
dµ˚gN >
∫ τ2
τ1
∫
Nτ′
(∂vϕ˜)
2
2D2r2
dµ˚gN = (6.34)
=
∫ τ2
τ1
∫
Nτ′
(∂v(χψ))
2
2D2
dµ˚gN +
∫ τ2
τ1
∫
Nτ′
∂v
(
r(χψ)2
)
4Dr2
dµ˚gN .
But the last term of (6.34) is positive since:∫ τ2
τ1
∫
Nτ′
∂v
(
r(χψ)2
)
4Dr2
dµ˚gN =
∫
I+
(χψ)2
8r
dµ˚gI+ > 0.
So we have that:∫ τ2
τ1
∫
Nτ′
(∂v(χψ))
2
dµ˚gN .
∫ τ2
τ1
∫
Nτ′
(∂vϕ˜)
2
r2
dµ˚gN =
∫ τ2
τ1
∫
Nτ′
(∂v(χϕ))
2
r2
dµ˚gN .
(6.35)
.
∫ τ2
τ1
∫
Nτ′
χ2
(∂vϕ)
2
r2
dµ˚gN +
∫ τ2
τ1
∫
Nτ′
D2(χ′)2ψ2dµ˚gN .
The second term of the second line of (6.35) can be bounded by:∫
Στ1
JTµ [ψ]n
µdµ˚gΣ + +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN ,
for any η > 0, by using Hardy’s inequality (3) and the Morawetz estimate (6.8).
The first term of second line of (6.35) can be bounded by:∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
∫
Στ1
(∂vϕ)
2
r
dµ˚gΣ+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯+
∫ τ2
τ1
∫
Nτ′
r2|F |2dµ˚gN ,
by an application of Proposition 14 with p = 1.
The proof finishes by recalling that:
JTµ [ψ]n
µ
N ≈ (∂vψ)2.
29
Proposition 16. For ψ a spherically symmetric solution of (2.5) and ϕ = rψ
we have that for any given α > 0:∫
Nτ2
(∂vϕ)
2
r1−α
dµ˚gN .R0,α
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
Nτ1
(∂vϕ)
2
r1−α
dµ˚gΣ+ (6.36)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r2+α|F |2dµ˚gN ,
and∫ τ2
τ1
∫
Nτ′
(∂vϕ)
2
r1+α
dµ˚gN .R0,α
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
Nτ1
(∂vϕ)
2
rα
dµ˚gΣ+ (6.37)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r3−α|F |2dµ˚gN ,
for any τ1, τ2 with τ1 < τ2.
Proof. The proof of estimate (6.36) follows directly by an application of Propo-
sition 14 with p = 1 +α while the proof of estimate (6.37) follows again directly
by another application of Proposition 14 with p = 2− α.
6.8 Integrated Energy Decay
We obtain an integrated local energy decay estimate in the entirety of the do-
main of outer communication for the T -flux by combining our previous results.
Proposition 17 (Integrated Energy Decay For The T -flux). Let ψ be a
spherically symmetric solution of (2.5) and let ϕ = rψ. Then for any τ1, τ2
with τ1 < τ2 we have:∫ τ2
τ1
∫
Στ′
JTµ [ψ]n
µdµ˚gΣ .R0
∫
Στ1
JPµ [ψ]n
µdµ˚gΣ +
∫
Nτ1
(∂vϕ)
2
r
dµ˚gN+ (6.38)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r2|F |2dµ˚gN .
Proof. We break our integral as follows:∫ τ2
τ1
∫
Στ′
JTµ [ψ]n
µdµ˚gΣ =
=
∫ τ2
τ1
∫
Στ′∩{M6r6r1<2M}
JTµ [ψ]n
µdµ˚gR +
∫ τ2
τ1
∫
Στ′∩{r16r6R0}
JTµ [ψ]n
µdµ˚gR+
+
∫ τ2
τ1
∫
Στ′∩{r>R0}
JTµ [ψ]n
µdµ˚gR := A+B + C.
We use Proposition 11 for the spacetime region close to the event horizon
H+ taking care of A, we use estimate (6.8) with some η < 1 for the ”middle”
spacetime region, which is both away from the event horizon and future null
infinity taking care of B, and finally we use Proposition 15 for the spacetime
region close to future null infinity taking care of C.
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We also state here another integrated local energy decay estimate for a quan-
tity that we will use later when we will derive a priori energy decay estimates.
Proposition 18 (Integrated Energy Decay For The P -flux). Let ψ be a
spherically symmetric solution of (2.5) and let ϕ = rψ. Then for any τ1, τ2
with τ1 < τ2 we have:∫ τ2
τ1
∫
Στ′
JPµ [ψ]n
µdµ˚gR .R0
∫
Στ1
JNµ [ψ]n
µdµ˚gΣ +
∫
Nτ1
(∂vϕ)
2
r
dµ˚gN+ (6.39)
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r2|F |2dµ˚gN +
∫ τ2
τ1
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
2 .
Proof. We break the integral
∫ τ2
τ1
∫
Στ′
JPµ [ψ]n
µdµ˚gΣ into three terms as in the
proof of Proposition 17. We call the corresponding terms A1, B1, C1. We
treat the terms B1, C1 as in the proof of Proposition 17, while for A1 we use
Proposition 13. Again we choose η < 1 for all the Morawetz-type estimates that
we use.
7 Local Well-Posedness
In this section we investigate the local theory for (2.5). For this section we will
set A(ψ) ≡ 1 since the extra terms that come from the T and Y derivatives of
A don’t change anything in the end.
We will use the following norm:
‖ψ‖2
X3(Σ˜τ )
=
∥∥∥∥ψr
∥∥∥∥2
L2(Σ˜τ )
+
∑
k+l63,k,l>0,k+l 6=0
‖T kY lψ‖2
L2(Σ˜τ )
,
for any given τ > 0.
Since as someone can check:
‖ψ‖2
X3(Σ˜τ )
≈ ‖(ψnΣ˜τψ)‖X3×X2(Σ˜τ ),
we note that this norm is a variation of the H3 × H2(Σ˜τ ) norm since ap-
proximately we have:
‖(ψ, nΣ˜τψ)‖2H3×H2(Σ˜τ ) ≈ ‖ψ‖
2
L2(Σ˜τ )
+ ‖nΣ˜τψ‖2H2(Σ˜τ ) ≈
≈ ‖ψ‖2
L2(Σ˜τ )
+
∑
k+l63,k,l>0,k+l 6=0
‖T kY lψ‖2
L2(Σ˜τ )
.
We should note of course that this computation is not really precise since the
function r¯ of (2.7) tends to 0 as we approach the spacelike infinity ι0. It is
though an appropriate norm for us in order to be able to formulate a local
theory for (2.5).
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Theorem 19. Equation (2.5) is locally well-posed in X = X3×X2 in the sense
the if we start with data (ψ0, ψ1) ∈ X3 ×X2(Σ˜0) then there exists some T > 0
such that there exists a unique solution of (2.5) in R(0, T ) = ∪τ∈[0,T ]Σ˜τ for
which we have that for each τ ∈ [0, T ] it holds that
(
ψ(τ), nΣ˜τψ(τ)
)
∈ X(Σ˜τ ).
Remark 3. The same result holds for equation (1.2). The proof is similar.
Remark 4. Recall that if we start with data that is spherically symmetric then
our solution of (2.5) will be spherically symmetric as well. The same holds for
solutions of equation (1.2).
Sketch of Proof. We will just give the outline of this proof by proving the main
estimate. The rest is considered to be standard.
For the zero-th order term we use Hardy’s inequality (6.2), for the higher
derivatives we use the ”time”-dependent uniform boundedness for the non-
degenerate energy of Proposition 8 for all the terms JN [ψ], JN [Y ψ], JN [Y 2ψ],
JN [Tψ], JN [T 2ψ] (hence, all constants involved in the following inequalities will
be ”time”-dependent, this is not important for the local theory). We will also
use the commutation relations:
[g, Y ] = −D′ · Y 2 + 2
r2
T −R′ · Y, (7.1)
where R = D′ + 2Dr , and
[g, T ] = 0. (7.2)
A consequence of (7.1) and (7.2) are the following equations:
g(Y ψ) = −D′ · (Y 2ψ) + 2
r2
(Tψ)−R′ · (Y ψ) +D′ · (Y ψ)2+ (7.3)
+2D · (Y 2ψ) · Y ψ + 2(TY ψ) · (Y ψ) + 2(Tψ) · (Y 2ψ),
gT lψ = T lF for any l > 0. (7.4)
In more detail, for the first term
∥∥∥∥ψr
∥∥∥∥
L2(Σ˜τ )
we use Hardy’s inequality (6.2) and
we have: ∥∥∥∥ψr
∥∥∥∥2
L2(Σ˜τ )
.
∫
Σ˜τ
JTµ [ψ]n
µdµ˚gΣ˜ .
.
∫
Σ˜0
JTµ [ψ]n
µdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|F |2dµ˚gΣ˜ .
.
∫
Σ˜0
JTµ [ψ]n
µdµ˚gΣ˜ + sup
τ ′′∈[0,τ ]
‖Y ψ‖2
L∞(Σ˜τ′ )
∫ τ
0
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ .
For the first derivative terms Tψ, Y ψ we just use the uniform boundedness of
the non-degenerate energy (6.11) and we get since:
‖Y ψ‖2
L2(Σ˜τ )
+ ‖Tψ‖2
L2(Σ˜τ )
≈
∫
Σ˜τ
JNµ [ψ]n
µdµ˚gΣ˜ ,
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the following:∫
Σ˜τ
JNµ [ψ]n
µdµ˚gΣ˜ .
∫
Σ˜0
JNµ [ψ]n
µdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|F |2dµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [ψ]n
µdµ˚gΣ˜ + sup
τ ′′∈[0,τ ]
‖Y ψ‖2
L∞(Σ˜τ′ )
∫ τ
0
∫
Σ˜τ′
(
D2|Y ψ|2 + |Tψ|2) dµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [ψ]n
µdµ˚gΣ˜ + sup
τ ′′∈[0,τ ]
‖Y ψ‖2
L∞(Σ˜τ′ )
∫ τ
0
∫
Σ˜τ′
(
(Tψ)2 + (Y ψ)2
)
dµ˚gΣ˜ ⇒
⇒ ‖Y ψ‖2
L2(Σ˜τ )
+‖Tψ‖2
L2(Σ˜τ )
. ‖ψ‖2
X(Σ˜0)
+ sup
τ ′′∈[0,τ ]
‖Y ψ‖2
L∞(Σ˜τ′ )
∫ τ
0
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ .
For the second derivatives TY ψ, Y 2ψ we use again the energy current JN
and the commutation relation (7.1).
Calling the right hand side of (7.3) by G and since∫
Σ˜τ
JNµ [Y ψ]n
µdµ˚gΣ˜ ≈ ‖Y 2ψ‖2L2(Σ˜τ ) + ‖TY ψ‖
2
L2(Σ˜τ )
,
we get by applying the non-uniform boundedness of the non-degenerate energy
(6.11) to Y ψ that:∫
Σ˜τ
JNµ [Y ψ]n
µdµ˚gΣ˜ .
∫
Σ˜0
JNµ [Y ψ]n
µdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|G|2dµ˚gΣ˜
.
∫
Σ˜0
JNµ [Y ψ]n
µdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
(‖ψ‖2
X(Σ˜τ′ )
+ |Y F |2)dµ˚gΣ˜ .
. ‖ψ‖2
X(Σ˜0)
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
∫
Σ˜τ′
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ .
For the third derivatives Y 3ψ, TY 2ψ on the other hand we use the relation
(7.1) to get:
g(Y 2ψ) = −2D′ · (Y 3ψ) + 4
r2
(TY ψ)− (2R′ +D′′) · (Y 2ψ)+
+
4
r3
(Tψ) +R′′ · (Y ψ) + Y 2F.
We call the right hand side of the above equality by Q.
Now we use the non-uniform boundedness for JN [Y 2ψ] to arrive at the
following:
‖Y 3ψ‖2
L2(Σ˜τ )
+ ‖TY 2ψ‖2
L2(Σ˜τ )
.
∫
Σ˜τ
JNµ [Y
2ψ]nµdµ˚gΣ˜ .
.
∫
Σ˜τ
JNµ [Y
2ψ]nµdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|Q|2dµ˚gΣ˜ .
. ‖ψ‖2
X(Σ˜0)
+
∫ τ
0
(‖ψ‖2
X(Σ˜τ′ )
+ ‖(Y ψ + Tψ)2‖2
H2(Σ˜τ′ )
)dµ˚gΣ˜
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. ‖ψ‖2
X(Σ˜0)
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ ,
where in the last line we used the Calculus inequality for products in Sobolev
spaces.
For the second derivative T 2ψ we recall that because of (7.2) we have the
equation (7.4) for Y ψ and we can compute:
‖T 2ψ‖2
L2(Σ˜τ )
.
∫
Σ˜τ
JNµ [ψ]n
µdµ˚gΣ˜ .
∫
Σ˜0
JNµ [ψ]n
µdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|TF |2dµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [ψ]n
µdµ˚gΣ˜+
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
∫
Σ˜τ′
(|T 2ψ|2 + |TY ψ|2) dµ˚gΣ˜
⇒ ‖T 2ψ‖2
L2(Σ˜τ )
. ‖ψ‖2
X(Σ˜τ )
+
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
∫
Σ˜τ′
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ .
For the third derivatives T 3ψ, T 2Y ψ we use the non-uniform boundedness
of JN [T 2ψ] and we have:
‖T 3ψ‖2
L2(Σ˜τ )
+ ‖T 2Y ψ‖2
L2(Σ˜τ )
.
∫
Σ˜τ
JNµ [T
2ψ]nµdµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [T
2ψ]nµdµ˚gΣ˜ +
∫ τ
0
∫
Σ˜τ′
|T 2F |2dµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [T
2ψ]nµdµ˚gΣ˜ +
∫ τ
0
‖(Y ψ + Tψ)2‖2
H2(Σ˜τ′ )
dµ˚gΣ˜ .
.
∫
Σ˜0
JNµ [T
2ψ]nµdµ˚gΣ˜+
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
‖Y ψ + Tψ‖2
H2(Σ˜τ′ )
dµ˚gΣ˜ .
. ‖ψ‖2
X(Σ˜0)
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ ,
where in the last step we used again the Calculus inequality for products in
Sobolev spaces.
Finally we gather all the above estimates together and we have:
‖ψ‖2
X(Σ˜τ )
. ‖ψ‖2
X(Σ˜0)
+ sup
τ ′′∈[0,τ ]
(
‖Y ψ‖2
L∞(Σ˜τ′′ )
+ ‖Tψ‖2
L∞(Σ˜τ′′ )
)∫ τ
0
‖ψ‖2
X(Σ˜τ′ )
dµ˚gΣ˜ .
(7.5)
By Sobolev’s inequality we have for ‖ψ‖X˜ := supτ∈[0,T ] ‖ψ‖X(Σ˜τ ) (replacing
τ with T ):
⇒ ‖ψ‖2
X˜
. ‖ψ‖2
X(Σ˜0)
+ T ‖ψ‖4
X˜
.
For an appropriate choice of a small enough T we can apply the fixed point
argument.
The above proof implies by Sobolev’s inequality that if we start with smooth
C∞ data, our solution will be C∞ as well.
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8 Continuation Criterion
We will state here a condition that allows us to extend a solution beyond the
time T given by the local theory. We have the following continuation criterion.
Proposition 20 (Breakdown Criterion). Let ψ be a solution of (2.5) with
smooth compactly supported data ψ[0] = (f, g) with finite X norm. Denote by
T = T (f, g) the maximal time of existence for ψ given by Theorem 19. Then
we have that either T =∞ (in which case we say that ψ is globally well-posed)
or we have that:
Tψ 6∈ L∞(R˜(0, T )), Y ψ 6∈ L∞(R˜(0, T )).
Proof. This is a standard consequence of (7.5), Gro¨nwall’s lemma and the local
theory of the previous section.
Proposition 20 tells us essentially that we have to verify that both
‖Tψ‖L∞(R˜(0,T )) and ‖Y ψ‖L∞(R˜(0,T ))
are finite at any given T in order to conclude that our solution ψ (as in the
assumption of Proposition 20) is globally defined.
Remark 5. For equation (1.2) the corresponding continuation criterion is:
‖ψ‖L∞(R˜(0,T )), ‖Tψ‖L∞(R˜(0,T )) and ‖Y ψ‖L∞(R˜(0,T ))
are finite at any given time T .
If we consider equation (1.2) without the derivative terms then the term
‖ψ‖L∞(R˜(0,T ))
alone determines the continuation criterion.
9 The Bootstrap Assumptions
Let α > 0. The following bootstrap assumptions will be used from now on:∫
Sτ0
|F |2dµ˚gS 6 CαE0ε2(1 + τ0)−2+α, (A1)
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ 6 CαE0ε2(1 + τ1)−2+α, (A2)∫ τ2
τ1
∫
Nτ′
r3−α|F |2dµ˚gN 6 CαE0ε2(1 + τ1)−2+α, (A3)
for any τ0, τ1, τ2 with τ1 < τ2.
Their validity for 0 ≤ ε ≤ ε0(α) will be demonstrated in Section 12.
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10 A Priori Energy Decay Estimates
We will now combine the aforementioned results in order to prove the following
theorem which shows decay for the degenerate energy
∫
Στ
JTµ [ψ]n
µdµ˚gΣ under
some decay assumptions on the nonlinear term.
Theorem 21 (Decay For The Degenerate Energy). Assume that the boot-
strap assumptions (A1), (A2), (A3) hold true for some constant Cα := C(α),
for some ε > 0 (which is related to the initial data), for any τ0, τ1, τ2 with
τ1 < τ2 and for any given α > 0.
Then for ψ a spherically symmetric solution of (2.5) we have:∫
Στ
JTµ [ψ]n
µdµ˚gΣ . E0ε2(1 + τ)−2+α, (10.1)
for any τ .
Proof. We will prove this in two steps.
First we will show decay for∫
Στ
JPµ [ψ]n
µdµ˚gΣ ,
for any τ . This will imply decay for
∫
Στ
JTµ [ψ]n
µdµ˚gΣ as well, since∫
Στ
JTµ [ψ]n
µdµ˚gΣ 6
∫
Στ
JPµ [ψ]n
µdµ˚gΣ .
This decay though won’t be the required one. We will upgrade it to the desired
one through the use of the integrated local energy decay estimate of Proposition
17.
Step 1: We examine one by one the terms in the right hand side of Proposition
18.
First for the N -flux we use Proposition 9 and we have that for some 0 < η <
1: ∫
Στ1
JNµ [ψ]n
µdµ˚gΣ .R0
∫
Σ0
JNµ [ψ]n
µdµ˚gΣ+
+
∫ τ1
0
∫
Sτ′
|F |2dµ˚gS+
∫ τ1
0
∫
Nτ′
r1+η|F |2dµ˚gN+
∫ τ1
0
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
2
.R0 E0ε2 + E0ε2τα1 ,
with the polynomial growth coming from the term
(∫ τ1
0
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
)2
and our first assumption.
For the term
∫
Nτ1
(∂vϕ)
2
r
dµ˚gN we have by the r-weighted energy inequality
of Proposition 14 with p = 1 and our assumptions that:∫
Nτ1
(∂vϕ)
2
r
dµ˚gN .R0
∫
N0
(∂vϕ)
2
r
dµ˚gN +
∫
Σ0
JTµ [ψ]n
µdµ˚gΣ+
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+∫ τ1
0
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ1
0
∫
Nτ′
r2|F |2dµ˚gN .R0 E0ε2.
For the first two nonlinear terms we use our assumptions and we have that:∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r2|F |2dµ˚gN . E0ε2(1 + τ1)−2+α.
Finally from the third nonlinear term we get polynomial growth (as it was
noticed earlier too):∫ τ2
τ1
(∫
Sτ′
|F |2dµ˚gS
)1/2
dτ ′
2 . (∫ τ2
τ1
E0ε
2
(1 + τ ′)1−α/2
dτ ′
)2
. E0ε2τα2 .
Gathering all the above estimates together and going back to estimate (6.39)
we get the following bound for the integrated P -flux:∫ τ2
τ1
∫
Στ′
JPµ [ψ]n
µdµ˚gR .R0 E0ε2τα2 . (10.2)
Estimate (10.2) tells us that through a standard contradiction argument we can
find a dyadic sequence {λn}n, where the following bound holds true:∫
Σλn
JPµ [ψ]n
µdµ˚gR .R0 E0ε2(1 + λn)−1+α for all n. (10.3)
We would like to extend this estimate to every given τ . Any τ will always
satisfy the property that there will be some k such that λk 6 τ 6 λk+1. We
use the uniform boundedness estimate for the P -flux of Proposition 12 for some
0 < η < 1: ∫
Στ
JPµ [ψ]n
µdµ˚gΣ .R0
∫
Σλk
JPµ [ψ]n
µdµ˚gΣ+ (10.4)
+
∫ λk+1
λk
∫
Sτ′
|F |2dµ˚gS¯ +
∫ λk+1
λk
∫
Nτ′
r1+η|F |2dµ˚gN .
For the first term of the right hand side we use estimate (10.3), while for the
last two we use our assumptions, and we arrive at:∫
Στ
JPµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + λk)−1+α + +E0ε2(1 + λk)−2+α .R0 (10.5)
.R0 E0ε2(1 + λk)−1+α ≈ E0ε2(1 + λk+1)−1+α ≈ E0ε2(1 + τ)−1+α ⇒∫
Στ
JPµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + τ)−1+α. (10.6)
Step 2: We already have the following decay for the T -flux from estimate
(10.6): ∫
Στ
JTµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + τ)−1+α for all τ . (10.7)
37
We will now improve this to decay of rate −2 + α. For this we will use the
integrated local energy decay estimate of Proposition 17 for any τ1, τ2 with
τ1 < τ2. We will examine one by one the terms of the right hand side of
estimate (6.39).
For the term
∫
Στ
JPµ [ψ]n
µdµ˚gΣ we have estimate (10.6), so we have decay of
rate −1 + α for this term.
For the last two nonlinear terms of (6.38) we just use our assumptions and
we get for them decay of rate −2 + α.
For the term
∫
Nτ
(∂vϕ)
2
r
dµ˚gN we will now prove decay of rate −1 + α.
By estimate (6.36) we have that for any τ > 0 and for any α1 > 0 such that
2 + α1 6 3− α the following holds true:∫
Nτ
(∂vϕ)
2
r1−α1
dµ˚gN .R0
∫
Σ0
JTµ [ψ]n
µdµ˚gΣ +
∫
Σ0
(∂vϕ)
2
r1−α1
dµ˚gΣ+
+
∫ τ
0
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ
0
∫
Nτ′
r2+α1 |F |2dµ˚gN .R0 E0ε2 ⇒∫
Nτ
(∂vϕ)
2
r1−α1
dµ˚gN .R0 E0ε2, (10.8)
where for the nonlinear terms we used our assumptions.
By estimate (6.37) we have that for any τ1, τ2 with τ1 < τ2 and any α2 > 0
such that 3− α2 6 3− α the following holds true:∫ τ2
τ1
∫
Nτ′
(∂vϕ)
2
r1+α2
dµ˚gN .R0
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫
Στ1
(∂vϕ)
2
rα2
dµ˚gΣ+
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r3−α2 |F |2dµ˚gN .R0
.R0
∫
Σ0
JTµ [ψ]n
µdµ˚gΣ +
∫
Σ0
(∂vϕ)
2
rα2
dµ˚gΣ+
+
∫ τ2
0
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
0
∫
Nτ′
r3−α2 |F |2dµ˚gN .R0 E0ε2 ⇒∫ τ2
τ1
∫
Nτ′
(∂vϕ)
2
r1+α2
dµ˚gN .R0 E0ε2, (10.9)
where we used Proposition 14 with p = 2−α2, the uniform boundedness of the
degenerate energy of Proposition 8 and our assumptions.
Estimate (10.9) implies through a standard contradiction argument that
there exists a dyadic sequence {ρn}n, where the following holds true:∫
Nρn
(∂vϕ)
2
r1+α2
dµ˚gN .R0 E0ε2(1 + ρn)−1 for all n. (10.10)
Now we set α1 = 1−α and α2 = α and we have by an interpolation argument
on each Nρn for all n between estimate (10.10) and estimate (10.8) (with τ = ρn)
that: ∫
Nρn
(∂vϕ)
2
r
dµ˚gN .R0 E0ε2(1 + ρn)−1+α for all n. (10.11)
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See also Theorem 1.18.5 of [59] for a more general interpolation result that
includes the one that we just used as a very special case.
So finally we note that for any given τ there exists some k such that ρk 6
τ 6 ρk+1 and then we have:∫
Nτ
(∂vϕ)
2
r
dµ˚gN .R0
∫
Nλk
(∂vϕ)
2
r
dµ˚gN +
∫
Σρk
JTµ [ψ]n
µdµ˚gΣ+
+
∫ λk+1
ρk
∫
Sτ′
|F |2dµ˚gS¯ +
∫ λk+1
ρk
∫
Nτ′
r2|F |2dµ˚gN .R0
.R0 E0ε2(1 + ρk)−1+α + E0ε2(1 + ρk)−2+α .R0 E0ε2(1 + ρk)−1+α ≈
≈ E0ε2(1 + ρk+1)−1+α ≈ E0ε2(1 + τ)−1+α.
So in the end we have by gathering all the aforementioned estimates together
that:∫ τ2
τ1
∫
Στ′
JTµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + τ1)−1+α + E0ε2(1 + τ1)−2+α ⇒
∫ τ2
τ1
∫
Στ′
JTµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + τ1)−1+α. (10.12)
Once again through a contradiction argument we can find a dyadic sequence
{κn}n, where the following holds:∫
Σκn
JTµ [ψ]n
µdµ˚gΣ .R0 E0ε2(1 + κn)−2+α for all n. (10.13)
We note again that for any given τ there exists some k such that κk 6 τ 6 κk+1.
Applying now estimate (6.10) for some 0 < η < 1 and using our assumptions
we finally get that:∫
Στ
JTµ [ψ]n
µdµ˚gΣ .R0
∫
Σκk
JTµ [ψ]n
µdµ˚gΣ+
+
∫ κk+1
κk
∫
Sτ′
|F |2dµ˚gS¯ +
∫ κk+1
κk
∫
Nτ′
r1+η|F |2dµ˚gN .R0
.R0 E0ε2(1 + κk)−2+α ≈ E0ε2(1 + κk+1)−2+α ≈ E0ε2(1 + τ)−2+α,
as required.
11 A Priori Pointwise Decay and Boundedness
Estimates
11.1 A Priori Pointwise Decay for ψ
Under the same assumptions as in Theorem 21 we can prove the following
pointwise decay result for ψ away from the horizon (something that we will
need later).
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Theorem 22 (Pointwise Decay For ψ Away From The Horizon). Assume
that the bootstrap assumptions (A1), (A2), (A3) hold true for some constant
Cα := C(α), for some ε > 0 (which is related to the initial data), for any τ0,
τ1, τ2 with τ1 < τ2 and for any given α > 0.
Then for ψ a spherically symmetric solution of (2.5) and any τ we have
that:
‖ψ‖L∞(Στ∩{M<r06r}) .r0,α
√
E0ε√
r(1 + τ)1−α/2
, (11.1)
for any such r0 and with the constant that is r0, α-dependent becoming singular
as r0 →M or α→ 0.
Proof. For any function we have the following inequality (inequality (6.1) in [3])
just by the Fundamental Theorem of Calculus:∫
S2
ψ2(r0, ω)dω 6
c
r0
∫
Στ∩{r>r0}
JNµ [ψ]n
µdµ˚gΣ , (11.2)
for c = c(M,Σ0).
Since away from the horizon we have that
JNµ [ψ]n
µ ≈ JTµ [ψ]nµ,
we use the result of Theorem 21 (because of our assumptions) and (11.2) be-
comes for any r > r0: ∫
S2
ψ2(r, ω)dω . E0ε
2
r(1 + τ)2−α
. (11.3)
The required result (11.1) follows by the assumption of spherical symmetry on
ψ.
The aforementioned result can be improved in terms of the r decay, although
this will have the effect of worsening the decay with respect to τ .
Theorem 23 (Improved Pointwise Decay For ψ Away From The Hori-
zon With Respect To r). Assume that the bootstrap assumptions (A1), (A2),
(A3) hold true for some constant Cα := C(α), for some ε > 0 (which is related
to the initial data), for any τ0, τ1, τ2 with τ1 < τ2 and for any given α > 0.
Then for ψ a spherically symmetric solution of (2.5) and any τ we have
that:
‖ψ‖L∞(Στ∩{M<r06r}) .r0,α
√
E0ε
r1−α(1 + τ)1/2−α/4
, (11.4)
for any such r0 and with the constant that is r0, α-dependent becoming singular
as r0 →M or α→ 0.
Proof. We work as before, applying the Fundamental Theorem of Calculus to
r1−αψ this time, for a fixed r0 > M , r > r0, and for any τ :(
r1−αψ
)2
(r, τ) =
(
r1−α0 ψ
)2
(r0, τ) + 2
∫ r
r0
ρ1−αψ∂ρ
(
ρ1−αψ
)
dρ⇒
⇒ (r1−αψ)2 6 (r1−α0 ψ)2 (r0, τ)+(∫
Στ
ψ2
ρ2
dµ˚gΣ
)1/2(∫
Στ
(∂ρ(ρψ))
2
ρ4α
dµ˚gΣ
)1/2
.
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.
(
r1−α0 ψ
)2
(r0, τ) +
(∫
Στ
JTµ [ψ]n
µdµ˚gΣ
)1/2(∫
Στ
(∂ρ(ρψ))
2
ρ4α
dµ˚gΣ
)1/2
,
where in the second line we used the assumption of spherical symmetry and
that
2
∫ r
r0
ρ2−α∂ρ(ρ−α)ψ2dρ 6 0,
and in the third line we used Hardy’s inequality (6.2). By Proposition 22 applied
to the term
(
r1−α0 ψ
)2
(r0, τ), the fact that the T -flux decays as τ
−2+α under
our assumptions (as it was shown in Theorem 21), and the boundedness of
the term
(∫
Στ
(∂ρ(ρψ))
2
ρ4α
dµ˚gΣ
)1/2
by Proposition 14 with p = 2− 4α and our
assumptions (since 3− 4α < 3− α) we obtain the following:(
r1−αψ
)2
(r, τ) . E0ε2(1 + τ)−2+α + E0ε2(1 + τ)−1+α/2 ⇒
⇒ (r1−αψ)2 (r, τ) . E0ε2(1 + τ)−1+α/2,
as desired.
Unfortunately the decay rate of −1 + α can’t be extended to the whole
domain of outer communications. This is a novel aspect of our analysis on
extremal black holes.
Theorem 24 (First Global Pointwise Decay Result For ψ). Assume
that the bootstrap assumptions (A1), (A2), (A3) hold true for some constant
Cα := C(α), for some ε > 0 (which is related to the initial data), for any τ0,
τ1, τ2 with τ1 < τ2 and for any given α > 0.
Then for ψ a spherically symmetric solution of (2.5) we have:
‖ψ‖L∞(Στ ) .α
√
E0ε
(1 + τ)1/2−α/2
, (11.5)
for any τ .
Proof. Using the previously stated inequality (11.2) and applying Theorem 21
(which holds true because of our assumptions) we have that for anyM < r′ < R0
the following holds:∫
S2
ψ2(r′, ω)dω . 1
(r′ −M)2
∫
Στ
JTµ [ψ]n
µdµ˚gΣ˜ ⇒∫
S2
ψ2(r′, ω)dω . E0ε
2
(r′ −M)2(1 + τ)2−α . (11.6)
Using now Stokes’ Theorem in the region R(τ1, τ2) ∩ {rc 6 r 6 rc + 1}
for rc > M (we also assume that rc + 1 < R0 without loss of generality),
Cauchy-Schwarz, the uniform boundedness of the non-degenerate energy (6.12),
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Theorem 21, our assumptions and Hardy’s inequality (6.2) we arrive at the
following estimate for any τ :∫
S2
ψ2(rc, ω)dω 6
∫
S2
ψ2(rc + 1, ω)dω +
∫
Στ∩{rc6r6rc+1}
ψ∂ρψdµ˚gΣ .
. E0ε
2
(1 + τ)2−α
+
√
E0ε
(1 + τ)1−α/2
(∫
Σ0
JNµ [ψ]n
µdµ˚gΣ +
∫ τ
0
∫
Sτ′
|F |2dµ˚gS+
+
∫ τ
0
∫
Nτ′
r1+η|F |2dµ˚gN +
∫ τ
0
(∫
Sτ′
|F |2dµ˚Sτ′
)1/2
dτ ′
2

1/2
⇒
∫
S2
ψ2(r′, ω)dω . E0ε
2
(1 + τ)2−α
+
√
E0ε
(1 + τ)1−α/2
(
E0ε
2 + E0ε
2τα
)1/2
⇒
∫
S2
ψ2(r′, ω)dω . E0ε
2
(1 + τ)1−α
. (11.7)
Estimate (11.7) gives us in the end the required decay once we assume that
ψ is spherically symmetric.
11.2 A Priori Pointwise Boundedness For Y ψ
We will now prove a priori boundedness results for Y ψ.
Theorem 25 (Boundedness For Y ψ). There exists some εr := εr(α) > 0
such that if 0 < ε < εr and the bootstrap assumptions (A1), (A2), (A3) hold
true for ψ a spherically symmetric solution of (2.5), for some constant Cα :=
C(α), for any τ0, τ1, τ2 with τ1 < τ2 and for any given α > 0, then we have
that:
‖Y ψ‖L∞(Στ ) .
√
E0ε, (11.8)
|rψ| .α¯
√
E0εr
α¯, (11.9)
|r2∂vψ| .α¯
√
E0εr
α¯, (11.10)
for any α¯ > 0 and for all τ , where the α¯ dependent constant becomes singular
(like 1/α¯) as α¯→ 0.
Before giving the proof of this Theorem we will record the equations for
certain quantities of interest for this Section. These will be derived in the
abstract null coordinate system and in the region D (which can be seen as a
subset of the domain of outer communications which includes a part – and not
all – of future null infinity) that are described in Appendix A.
In this coordinate system we define the following quantities:
λ = ∂vr, ν = ∂ur, ζ = r∂uψ, θ = r∂vψ.
A computation shows the following:
∂vζ = −θν
r
− Ω
2
4
rF, (11.11)
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∂uθ = −ζλ
r
− Ω
2
4
rF. (11.12)
Recall also that in this coordinate system we have that:
F = A(ψ)gαβ∂αψ∂βψ = − 4
Ω2
A(ψ)∂uψ∂vψ,
so the aforementioned equations (11.11) and (11.12) are consequences of the
equation:
r∂uvψ = −∂ur∂vψ − ∂vr∂uψ + rA(ψ)∂uψ∂vψ. (11.13)
We notice first that the quantity Y ψ can be written as follows:
Y ψ =
1
r
ζ
ν
. (11.14)
We examine the quantity
ζ
ν
since proving boundedness for this will imply
boundedness (and decay with respect to r additionally) for Y ψ. We have:
∂v
(
ζ
ν
)
=
∂vζ
ν
− ζ
ν
∂vν
ν
.
For this last ODE, by noticing first that e−
∫ v
v¯
∂
v′ν
ν dv
′
=
ν(u, v¯)
ν(u, v)
, we obtain the
following solution:
ζ
ν
(u, v) =
ζ
ν
(u, 0)
ν(u, 0)
ν(u, v)
−
∫ v
0
∂v¯ψ
ν(u, v¯)
ν(u, v)
dv¯ +
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯.
(11.15)
We look at the last term that comes from the nonlinearity:
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯ =
1
ν(u, v)
∫ v
0
∂v¯(rψ)A(ψ)∂uψdv¯− (11.16)
− 1
ν(u, v)
∫ v
0
∂v¯rA(ψ)∂uψ · ψdv¯.
We look at the two terms of the equality given above separately.
1
ν(u, v)
∫ v
0
∂v¯(rψ)A(ψ)∂uψdv¯ =
1
ν(u, v)
rA(ψ)∂uψ · ψ|v0−
− 1
ν(u, v)
∫ v
0
rA′(ψ)∂v¯ψ∂uψ · ψdv¯ − 1
ν(u, v)
∫ v
0
r∂uv¯ψA(ψ)ψdv¯.
We look now at:
− 1
ν(u, v)
∫ v
0
∂v¯rA(ψ)∂uψψdv¯ = − 1
ν(u, v)
∫ v
0
∂v¯(r∂uψ)A(ψ)ψdv¯+
+
1
ν(u, v)
∫ v
0
r∂uv¯ψA(ψ)ψdv¯.
We add the right hand sides of the last two equalities and we turn (11.16) into
the following:
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯ =
1
ν(u, v)
rA(ψ)∂uψ · ψ|v0− (11.17)
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− 1
ν(u, v)
∫ v
0
rA′(ψ)∂v¯ψ∂uψ · ψdv¯ − 1
ν(u, v)
∫ v
0
∂v¯(r∂uψ)A(ψ)ψdv¯.
Now for the second term of the equality (11.17) given above we have:
− 1
ν(u, v)
∫ v
0
rA′(ψ)∂v¯ψ∂uψ · ψdv¯ = − 1
2ν(u, v)
∫ v
0
rA′(ψ)∂uψ∂v¯(ψ2)dv¯ =
= − 1
2ν(u, v)
rA′(ψ)∂uψ · ψ2|v0 +
1
2ν(u, v)
∫ v
0
∂v¯rA
′(ψ)∂uψ · ψ2dv¯+
+
1
2ν(u, v)
∫ v
0
rA′′(ψ)∂uψ∂v¯ψ · ψ2dv¯ + 1
2ν(u, v)
∫ v
0
rA′(ψ)∂uv¯ψ · ψ2dv¯.
For the last term of the equality given above we use the equation (11.13):
1
2ν(u, v)
∫ v
0
rA′(ψ)∂uv¯ψ · ψ2dv¯ = − 1
2ν(u, v)
∫ v
0
∂urA
′(ψ)∂v¯ψ · ψ2dv¯−
− 1
2ν(u, v)
∫ v
0
∂v¯rA
′(ψ)∂uψ · ψ2dv¯ + 1
2ν(u, v)
∫ v
0
rA(ψ)A′(ψ)∂uψ∂v¯ψ · ψ2dv¯.
Having computed all the sub-terms of the second term of (11.17), we turn
now to the third and last term of this equality. We use (11.11):
− 1
ν(u, v)
∫ v
0
∂v¯(r∂uψ)A(ψ)ψdv¯ =
1
ν(u, v)
∫ v
0
∂urA(ψ)∂v¯ψ · ψdv¯−
− 1
ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯ψ · ψdv¯.
For the second term we have:
1
ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯ψ · ψdv¯ = 1
2ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯(ψ
2)dv¯.
Gathering all the terms together we arrive at the following:
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯ =
1
ν(u, v)
rA(ψ)∂uψ·ψ|v0−
1
2ν(u, v)
rA′(ψ)∂uψ·ψ2|v0+
+
1
2ν(u, v)
∫ v
0
∂v¯rA
′(ψ)∂uψ · ψ2dv¯ + 1
2ν(u, v)
∫ v
0
rA′′(ψ)∂uψ∂v¯ψ · ψ2dv¯−
− 1
2ν(u, v)
∫ v
0
∂urA
′(ψ)∂v¯ψ · ψ2dv¯ − 1
2ν(u, v)
∫ v
0
∂v¯rA
′(ψ)∂uψ · ψ2dv¯+
+
1
2ν(u, v)
∫ v
0
rA(ψ)A′(ψ)∂uψ∂v¯ψ · ψ2dv¯ + 1
ν(u, v)
∫ v
0
∂urA(ψ)∂v¯ψ · ψdv¯−
− 1
2ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯(ψ
2)dv¯ =
=
1
ν(u, v)
rA(ψ)∂uψ · ψ|v0 −
1
2ν(u, v)
rA′(ψ)∂uψ · ψ2|v0+ (11.18)
+
1
2ν(u, v)
∫ v
0
rA′′(ψ)∂uψ∂v¯ψ · ψ2dv¯ − 1
2ν(u, v)
∫ v
0
∂urA
′(ψ)∂v¯ψ · ψ2dv¯+
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+
1
2ν(u, v)
∫ v
0
rA(ψ)A′(ψ)∂uψ∂v¯ψ · ψ2dv¯ + 1
ν(u, v)
∫ v
0
∂urA(ψ)∂v¯ψ · ψdv¯−
− 1
2ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯(ψ
2)dv¯.
We look now at the last two terms above. First we have by integrating by
parts once more:
1
ν(u, v)
∫ v
0
∂urA(ψ)∂v¯ψ · ψdv¯ = 1
2ν(u, v)
∫ v
0
∂urA(ψ)∂v¯(ψ
2)dv¯ =
=
1
2ν(u, v)
∂urA(ψ)ψ
2|v0 −
1
2ν(u, v)
∫ v
0
∂urA
′(ψ)∂v¯ψ · ψ2dv¯−
− 1
2ν(u, v)
∫ v
0
∂uv¯rA(ψ)ψ
2dv¯.
And then we have for the last term of (11.18):
− 1
2ν(u, v)
∫ v
0
rA2(ψ)∂uψ∂v¯(ψ
2)dv¯ =
= − 1
2ν(u, v)
rA2(ψ)∂uψ · ψ2|v0 +
1
2ν(u, v)
∫ v
0
∂v¯rA
2(ψ)∂uψ · ψ2dv¯+
+
1
ν(u, v)
∫ v
0
rA′(ψ)A(ψ)∂uψ∂vψ · ψ2dv¯ + 1
2ν(u, v)
∫ v
0
rA2(ψ)∂uv¯ψ · ψ2dv¯.
For the last term of the above equality we use the equation (11.13):
1
2ν(u, v)
∫ v
0
rA2(ψ)∂uv¯ψ · ψ2dv¯ = − 1
2ν(u, v)
∫ v
0
A2(ψ)∂ur∂v¯ψ · ψ2dv¯−
− 1
2ν(u, v)
∫ v
0
A2(ψ)∂v¯r∂uψ · ψ2dv¯ +
∫ v
0
rA3(ψ)A′(ψ)∂uψ∂v¯ψ · ψ2dv¯.
Once more we gather all the terms for
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯ and we have:
1
ν(u, v)
∫ v
0
rA(ψ)∂uψ∂v¯ψdv¯ = (11.19)
=
1
ν(u, v)
rA(ψ)∂uψ · ψ|v0 −
1
2ν(u, v)
rA′(ψ)∂uψ · ψ2|v0+
+
1
2ν(u, v)
∂urA(ψ)ψ
2|v0 −
1
2ν(u, v)
rA2(ψ)∂uψ · ψ2|v0+
+
1
2ν(u, v)
∫ v
0
(
A′′(ψ) + 3A(ψ)A′(ψ) +A3(ψ)
)
r∂uψ∂v¯ψ · ψ2dv¯−
− 1
ν(u, v)
∫ v
0
(
A′(ψ) +
A2(ψ)
2
)
∂ur∂v¯ψ · ψ2dv¯ − 1
2ν(u, v)
∫ v
0
∂uv¯rA(ψ)ψ
2dv¯ :=
:= I + II + III + IV + V + V I + V II.
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At this point we point out that we have the following as well:
−
∫ v
0
∂v¯ψ
ν(u, v¯)
ν(u, v)
dv¯ = −ψ(u, v) + ψ(0, v)ν(u, 0)
ν(u, v)
+
1
ν(u, v)
∫ v
0
ψ(u, v¯)∂v¯νdv¯.
Going back to (11.15) we obtain the following:
ζ
ν
(u, v) =
ζ
ν
(u, 0)
ν(u, 0)
ν(u, v)
−ψ(u, v) +ψ(0, v)ν(u, 0)
ν(u, v)
+
1
ν(u, v)
∫ v
0
ψ(u, v¯)∂v¯νdv¯+
(11.20)
+I + II + III + IV + V + V I + V II.
Now we turn to another quantity that will be useful for us in order to prove
Theorem 25. From equation (11.13) and equation (A.8) we notice that we have:
∂u(θ + λ · ψ) = 2νψ
r2
(
M − M
2
r
)
+ rA(ψ)∂uψ∂vψ. (11.21)
We integrate equation (11.21) with respect to u and we get that for any v the
following holds true:
θ(u, v) + λ(u, v) · ψ(u, v) = θ(0, v) + λ(0, v) · ψ(0, v)+ (11.22)
+
∫ u
0
[
2νψ
r2
(
M − M
2
r
)]
du¯+
∫ u
0
rA(ψ)∂u¯ψ∂vψdu¯.
Proof of Theorem 25. We will prove a bound for
ζ
ν
by a bootstrap argument.
This will give us the desired result because of (11.14).
We will also prove the boundedness of ∂vψ by a bootstrap argument as well,
since this will be needed for proving the boundedness of
ζ
ν
. Additionally we
prove a bound for rψ, improving in some sense the estimate that we obtained
in Theorem 23.
By our condition on the initial data, we can assume that for a constant B
we have the following bounds:
max
06u6U
∣∣∣∣ ζν (u, 0)
∣∣∣∣+ sup
06v<∞
∣∣∣∣ ζν (0, v)
∣∣∣∣ 6 B√E0ε, (11.23)
max
06u6U
∣∣r2(u, 0) · ∂vψ(u, 0)∣∣+ sup
06v<∞
∣∣r2(0, v) · ∂vψ(0, v)∣∣ 6 B√E0εrα¯, (11.24)
max
06u6U
|r(u, 0) · ψ(u, 0)|+ sup
06v<∞
|r(0, v) · ψ(0, v)| 6 B
√
E0εr
α¯, (11.25)
max
06u6U
|∂vr(u, 0) · ψ(u, 0) + r(u, 0) · ψ(u, 0)|+ (11.26)
+ sup
06v<∞
|∂vr(0, v) · ψ(0, v) + r(0, v) · ψ(0, v)| 6 B
√
E0ε
1
r2
,
for α¯ = α¯(α) small enough to be chosen later.
We define B as the subset of D having the following form:
B =
{
(u¯, v¯) ∈ D :
∣∣∣∣ ζν (u¯, v¯)
∣∣∣∣ 6 2B1B√E0ε, |r2∂vψ|, |rψ| 6 2α¯√E0εrα¯
}
,
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for some constants B0, B1 > 100.
By estimates (11.23), (11.24), (11.25) we have that B is non-empty. By the
continuity of
ζ
ν
, ∂vψ and ψ it is also closed in D.
We will now show the following: fix some v′ > 0 such that for all (u′, v′′) ∈ D,
0 6 v′′ 6 v′ we have that∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 2B1B√E0ε, |r2(u′, v′′) · ∂vψ(u′, v′′)| 6 2α¯B1B√E0εrα¯,
(11.27)
|r(u′, v′′) · ψ(u′, v′′)| 6 2
α¯
B1B
√
E0εr
α¯.
We will now prove that in fact we have the improved estimate∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 32B1B√E0ε, |r2(u′, v′′) · ∂vψ(u′, v′′)| 6 32α¯B1B√E0εrα¯,
|r(u′, v′′) · ψ(u′, v′′)| 6 1
α¯
B1B
√
E0εr
α¯,
for all (u′, v′′) as before which will give us that B is in fact open in D, a fact
that allows us to conclude that D = B by the connectedness property of both
sets.
As a remark it should be noted that in our coordinate system we can state
the decay estimate for ψ in terms of decay in the v coordinate. For all (u, v) for
which we have boundedness for Y ψ we can improve estimate (24) (as we will
show in the subsequent subsection 11.4) to the following decay estimate:
|ψ(u, v)| .
√
E0ε
(1 + v)3/5−α0
, (11.28)
for α0 =
3α
10
where α is chosen so that
3
5
− 3α
10
>
1
2
.
We can choose B such that due to the assumption (11.27) we can turn
estimate (11.28) into the following:
|ψ(u, v)| 6 B
√
E0ε
100
. (11.29)
First we will close the bootstrap assumptions for r2∂vψ and rψ. We use
equation (11.22). Taking absolute values in this equation we obtain the following
estimate for any 0 6 v′′ 6 v′ and u′ ∈ [0, U ]:
|r(u′, v′′) · ∂vψ(u′, v′′) + ∂vr(u′, v′′) · ψ(u′, v′′)| 6
6 |r(0, v′′) · ∂vψ(0, v′′) + ∂vr(0, v′′) · ψ(0, v′′)|+
∫ u′
0
∣∣∣∣2νψr2
(
M − M
2
r
)∣∣∣∣ du+
+
∫ u′
0
|A(ψ)|
∣∣∣∣ ζν
∣∣∣∣ ∣∣∣∣r2∂vψr2
∣∣∣∣ |ν|du 6
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6 |r(0, v′′) · ∂vψ(0, v′′) + ∂vr(0, v′′) · ψ(0, v′′)|+ 2M
√
E0ε
∫ u′
0
− ∂ur
r3−α¯
du+
+4a0B
2
1B
2E0ε
2
∫ u′
0
− ∂ur
r2−α¯
du 6
B
√
E0ε
1
r2(0, v′′)
+ 4M
√
E0ε
1
r2−α¯(u′, v′′)
+ 8a0B
2
1B
2E0ε
2 1
r1−α¯(u′, v′′)
6
6 1
2
B1B
√
E0ε
1
r1−α¯(u′, v′′)
,
where we used assumptions (11.26) and (11.27), the fact that r(0) > r(u′), the
sign of ν and r, and finally we chose ε to be sufficiently small.
We note that by the boundedness of ψ the above estimate finishes the proof
in a bounded region with respect to r. Hence we focus on proving the desired
estimates for r such that r > r0  M (choosing r0 such that D(r0) > 2/3 is
enough).
Now we can just note that we have also the following (v∗ depends on r0, see
the figure (11.2) for a pictorial representation of the region of integration with
respect to v):
∂v(rψ) = r · ∂vψ + ∂vr · ψ ⇒
⇒ |r(u′, v′′) · ψ(u′, v′′)| 6 |r(u′, v∗) · ψ(u′, v∗)|+
∫ v′′
v∗
|r · ∂vψ + ∂vr · ψ|dv ⇒
⇒ |r(u′, v′′) ·ψ(u′, v′′)| 6 |r(u′, v∗) ·ψ(u′, v∗)|+ 1
2α¯
∫ v′′
v∗
B1B
√
E0ε
1
r1−α¯
D
D
dv 6
6 B
√
E0ε
1
r2(u′, v∗)
+
3
4α¯
B1B
√
E0εr
α¯(u′, v′′) 6 1
α¯
B1B
√
E0εr
α¯(u′, v′′),
where we integrated as shown in the picture below by noticing that in this region
v ≈ r (we introduced Ddv to change coordinates and revert to integration in r
and we also used that
1
D(r0)
6 3/2) and we used again assumption (11.26).
Finally we turn to the term r2∂vψ and by our two last estimates we have as
desired:
|r(u′, v′′) · ∂vψ(u′, v′′)| 6 |∂vr(u′, v′′)||ψ(u′, v′′)|+ 1
2
B1B
√
E0ε
1
r1−α¯(u′, v′′)
6
6 |ψ(u′, v′′)|+ 1
2
B1B
√
E0ε
1
r1−α¯(u′, v′′)
6 3
2α¯
B1B
√
E0ε
1
r1−α¯(u′, v′′)
.
Remark 6. The threshold for ε that we defined above will be called ε1 in this
subsection.
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ι+
I+
H+
(0, 0)
(U, 0)
(0,∞)
r ≥ r0
Figure 2: The arrows show the domains of integration in u and v that were used
in the previous computations.
We now turn to the main task of closing the bootstrap for
ζ
ν
. We fix u′ so
that 0 6 u′ 6 U and we always take 0 < v′′ 6 v′ (note that we don’t impose
any further restrictions as before). We use equation (11.20) and we have:∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 B√E0ε+ BE0ε50 + BE0ε50
∫ v′′
0
∂v¯ν
ν(u′, v′′)
dv¯+ (11.30)
+|I + II + III + IV + V + V I + V II|,
by using estimate (11.29) and the fact that both ∂vν and ν are negative.
Now we deal with the last seven terms of the above inequality, leaving the
third one for the end.
For the first four terms we use the boundedness of A and A′, assumptions
(11.29), (11.23), (11.25), (11.27), the boundedness of
∣∣∣∣1ν
∣∣∣∣ and the fact that∣∣∣∣ ν(u′, 0)ν(u′, v′′)
∣∣∣∣ 6 1, to arrive at the following estimate:
|I + II + III + IV | 6 a0B2(B1 + 1)E0ε2 +B1B3
(
a20 + a1
)
E
3/2
0 ε
3.
For the remaining three terms we have the following computations.
For the term 12ν(u,v)
∫ v
0
(
A′′(ψ) + 3A(ψ)A′(ψ) +A3(ψ)
)
r∂uψ∂v¯ψ · ψ2dv¯ we
work as follows:
V =
1
2ν(u′, v′′)
∫ v′′
0
(
A′′(ψ) + 3A(ψ)A′(ψ) +A3(ψ)
)
r∂uψ∂v¯ψ · ψ2dv¯ ⇒
|V | 6 sup
[0,v′′]
(∣∣∣∣ ζν
∣∣∣∣ · |∂vψ|)∫ v′′
0
| (A′′(ψ) + 3A(ψ)A′(ψ) +A3(ψ)) | B2E0ε2
(1 + v)6/5−2α0
dv
6 8(a2 + 3a0a1 + a30)B21B4E20ε4,
where we used assumption (11.27), estimate (11.28), assumption (11.25) and
the boundedness of A, A′ and A′′.
49
For the term 1ν(u,v)
∫ v
0
(
A′(ψ) + A
2(ψ)
2
)
∂ur∂v¯ψ ·ψ2dv¯ we work similarly and
we have:
V I = − 1
ν(u′, v′′)
∫ v′′
0
(
A′(ψ) +
A2(ψ)
2
)
∂ur∂v¯ψ · ψ2dv¯ ⇒
|V I| 6 (a1 + a2/2)B1B
√
E0ε
∫ v′′
0
B2E0ε
2
(1 + v)6/5−2α0
dv 6
6 (a1 + a2/2)B1B2ε3,
where we used the monotonicity property of ν, assumption (11.27), estimate
(11.28), assumption (11.25) and the boundedness of A and A′.
Finally we deal with the term 12ν(u,v)
∫ v
0
∂uv¯rA(ψ)ψ
2dv¯.
V II = − 1
2ν(u′, v′′)
∫ v′′
0
∂uv¯rA(ψ)ψ
2dv¯ ⇒
V II = − 1
2ν(u′, v′′)
∫ v′′
0
2ν
r2
(
M − M
2
r
)
A(ψ)ψ2dv¯ ⇒
|V II| 6Ma0
∫ v′′
0
B2E0ε
2
(1 + v)6/5−2α0
dv 6
6 2Ma0B2E0ε2,
where we used equation (A.8) for ∂uvr, estimate (11.28), assumption (11.24)
and the boundedness of A.
ι+
I+
H+
(0, 0)
(U, 0)
(0,∞)
(0, v′′)
(0, v′)
Figure 3: The arrows show the domains of integration (in v) used for the bound-
edness of
ζ
ν
, where u′ is always taken to be 0 6 u′ 6 U . The constant v′′ is
taken to be 0 < v′′ 6 v′. Note that since v′ 6 V and V can be infinite, the L2
integrability of ψ in the bootstrap region (where Theorem 27 applies) is crucial
for our computations.
Gathering all the estimates together and going back to (11.30) we have:∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 B√E0ε+ B√E0ε50 + (11.31)
50
+
B
√
E0ε
50
∫ v
0
∂v¯ν(u
′, v¯)
ν(u′, v′′)
dv¯ + 2
(
a0B
2(B1 + 1) + a0B
2
)
E0ε
2+
+4
(
(B1B
3a20 + a1) + (a1 + a
2
2/2)B1B
2
)
E
3/2
0 ε
3+
+8(a2 + 3a0a1 + a
3
0)B
2
1B
4E20ε
4.
And since it holds that:∫ v
0
∂v¯ν(u
′, v¯)
ν(u′, v′′)
dv¯ =
(
1− ν(u
′, 0)
ν(u′, v′′)
)
6 1,
as ν is negative and non-increasing everywhere in D, we can restate (11.31) as:∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 B√E0ε+ 2B√E0ε50 +
+2
(
a0B
2(B1 + 1) + a0B
2
)
E0ε
2+
+4
(
(B1B
3a20 + a1) + (a1 + a
2
2/2)B1B
2
)
E
3/2
0 ε
3+
+8(a2 + 3a0a1 + a
3
0)B
2
1B
4E20ε
4.
From this we can conclude that∣∣∣∣ ζν (u′, v′′)
∣∣∣∣ 6 32B1B√E0ε for every (u′, v′′) ∈ D,
as required, by choosing ε to be small enough (and smaller than ε1 – we call εr
this threshold).
Remark 7. For the estimates |rψ| .α
√
E0εr
α¯ and |r2∂vψ| .α
√
E0εr
α¯ we
choose α¯ to be:
α¯ =
α
4
, (11.32)
for α the fixed constant (that was chosen so that ψ is L2 integrable with respect
to v) from the assumptions of Theorem 25 (actually any α¯ satisfying α¯ <
α
2
will do).
11.3 A Priori Pointwise Boundedness for Tψ
Using the results of the previous subsection, we will now prove that Tψ is
bounded as well in all of the domain of outer communications.
We have the following equation for the vector fields of the different coordinate
systems:
∂v = T +DY. (11.33)
We can now prove the following:
Theorem 26 (Boundedness For Tψ). There exists some εr := εr(α) > 0
such that if 0 < ε < εr and the bootstrap assumptions (A1), (A2), (A3) hold
true for ψ a spherically symmetric solution of (2.5), for some constant Cα :=
C(α), for any τ0, τ1, τ2 with τ1 < τ2 and for any given α > 0, then we have
that:
‖Tψ(τ)‖L∞(Στ ) .
√
E0ε, (11.34)
for all τ .
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Proof. By Theorem 25 we have that Y ψ is bounded by .
√
E0ε. In the proof
of the same Theorem we also showed that we have as well:
‖∂vψ‖L∞(Στ ) .
√
E0ε for any τ .
The result follows now from equation (11.33).
11.4 Improved A Priori Pointwise Decay for ψ
The decay estimate (11.5) that we obtained for ψ can be improved by using the
boundedness results for Y ψ of the previous subsections. This was actually used
already in the proof of the boundedness of Y ψ in the form of estimate (11.28).
We prove it below.
Theorem 27 (Decay In L∞ For ψ). There exists some εr := εr(α) > 0 such
that if 0 < ε < εr and the bootstrap assumptions (A1), (A2), (A3) hold true
for ψ a spherically symmetric solution of (2.5), for some constant Cα := C(α),
for any τ0, τ1, τ2 with τ1 < τ2 and for any given α > 0, then we have that:
‖ψ‖L∞(Στ ) .α
√
E0ε
(1 + τ)3/5−3α/10
, (11.35)
for all τ .
Remark 8. One of the important consequences of Theorem 27 is that we can
conclude that ψ is L2 integrable with respect to τ . This was used in the proof
of Theorem 25 in a bootstrap setting and will be used later as well when we
will establish the existence of an almost conservation law on the horizon and
the blow up of derivatives of order 2 and higher again on the horizon.
Proof. We will only consider the case that r′ is close to the horizon since for
r′ far away from the horizon we have the estimate (11.1) which is even better
than the desired one here.
As we did in the proof of Theorem 24 we have the following inequality for
some α0 > 0 that will be chosen later by applying Stokes’ Theorem in the region
R(0, τ) ∩ r′ 6 r 6 r′ + τ−α0 for r′ >M :∫
S2
ψ2(r′, ω)dω .
∫
S2
ψ2(r′ + τ−α0 , ω)dω +
∫
Στ∩{r′6r6r′+τ−α0}
ψ∂ρψdµ˚gΣ .
. E0ε
2
(1 + τ)2−α−2α0
+
(∫
Στ∩{r′6r6r′+τ−α0}
ψ2dµ˚gΣ
)1/2
×
×
(∫
Στ∩{r′6r6r′+τ−α0}
(∂ρψ)
2dµ˚gΣ
)1/2
.
. E0ε
2
(1 + τ)2−α−2α0
+
E0ε
2
(1 + τ)1−α/2+α0/2
,
where for the term
∫
S2 ψ
2(r′+ τ−α0 , ω)dω we used estimate (11.6) and where in
the last step we used Hardy’s inequality (6.2) (for the first term in parenthesis),
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the decay of the T -Flux (10.1) (for the first term in parenthesis again after using
Hardy) and the boundedness of Y ψ (for the second term in parenthesis).
We can easily compute the optimal α0:
2− α− 2α0 = 1− α
2
+
α0
2
⇒ α0 = 2
5
− α
5
.
This now gives us the following decay:∫
S2
ψ2(r′, ω)dω . E0ε2(1 + τ)6/5−3α/5. (11.36)
This is the desired decay because of the assumption of spherical symmetry.
12 Improving Bootstrap Assumptions And Clos-
ing Estimates
In this section we will try to prove the necessary decay results for the nonlinear
term using a bootstrap method, i.e. we will show that the bootstrap assumptions
(A1), (A2), (A3) hold always true.
Proposition 28 (Bootstrap Results). Assume that the following bounds hold
for some constants Cα = C(α) > 0 and ε > 0 (satisfying ε < εr for εr := εr(α)
given in Section 11.2), for any τ0, τ1, τ2 with τ1 < τ2, and for any given α > 0
such that
3
5
− 3α
10
>
1
2
:∫
Sτ0
|F |2dµ˚gS 6 CαE0ε2(1 + τ0)−2+α, (12.1)
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ 6 CαE0ε2(1 + τ1)−2+α, (12.2)∫ τ2
τ1
∫
Nτ′
r3−α|F |2dµ˚gN 6 CαE0ε2(1 + τ1)−2+α. (12.3)
Then we have that: ∫
Sτ0
|F |2dµ˚gS . E20ε4(1 + τ0)−2+α, (12.4)
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ . E20ε4(1 + τ1)−2+α, (12.5)∫ τ2
τ1
∫
Nτ′
r3−α|F |2dµ˚gN . E20ε4(1 + τ1)−2+α. (12.6)
Proof. (a) First we will prove (12.4).
Recall that the nonlinearity has the following form:
F = A(ψ)
(
D(Y ψ)2 + 2Tψ · Y ψ) ,
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so we can compute:
|F |2 = A2(ψ) (D(Y ψ)2 + 2TψY ψ)2 6 a0 (2D4(Y ψ)2 + 8(Tψ)2(Y ψ)2) =
(12.7)
= a0
[
(Y ψ)2
(
2D2(Y ψ)2 + 8(Tψ)2
)]
6 a0
[
8(Y ψ)2
(
D2(Y ψ)2 + (Tψ)2
)]
.
We then have for any τ :∫
Sτ
|F |2dµ˚gS 6 8a0‖Y ψ‖2L∞(Sτ )
∫
Sτ
(
D2(Y ψ)2 + (Tψ)2
)
dµ˚gS . (12.8)
Notice that since D2 6 D and the integral is taken over the spacelike surface
Sτ , then it is implied that the following is true:∫
Sτ
D2(Y ψ)2 + (Tψ)2dµ˚gS 6
∫
Sτ
JTµ [ψ]n
µdµ˚gS .
Because of our assumptions (12.1), (12.2), (12.3) we can apply Theorem 25
which gives us that:
‖Y ψ‖2L∞(Sτ ) . E0ε2.
Moreover since we have that:∫
Sτ
JTµ [ψ]n
µdµ˚gS 6
∫
Στ
JTµ [ψ]n
µdµ˚gΣ ,
we can apply Theorem 21 which gives us that∫
Sτ
JTµ [ψ]n
µdµ˚gS . E0ε2(1 + τ)−2+α,
and, finally, we can conclude by the previous inequality (12.8) that we have in
the end the desired estimate:∫
Sτ
|F |2dµ˚gΣ . E0ε2 · E0ε2(1 + τ)−2+α.
(b) Now we will prove estimate (12.5).
The proof is similar to the proof of estimate (12.4). We use again the point-
wise bound (12.7) and we get:∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ 6 8a0‖Y ψ‖2L∞(S¯(τ1,τ2))
∫ τ2
τ1
∫
Sτ′
(
D2(Y ψ)2 + (Tψ)2
)
dµ˚gS¯ .
(12.9)
Again because of all three of our assumptions (12.1), (12.2), (12.3) we can bound
‖Y ψ‖2
L∞(S¯(τ1,τ2))
by E0ε
2.
For the term
∫ τ2
τ1
∫
Sτ′
(
D2(Y ψ)2 + (Tψ)2
)
dµ˚gS¯ we use the Morawetz esti-
mate (6.8) for some 0 < η < 1 and we have that:∫ τ2
τ1
∫
Sτ′
(
D2(Y ψ)2 + (Tψ)2
)
dµ˚gS¯ .
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ+
+
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN . E0ε2(1 + τ1)−2+α,
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where in the last step we used our assumptions and the fact that because of
them we can apply Theorem 21 which gives us that
∫
Στ1
JTµ [ψ]n
µdµ˚gΣ decays
with rate −2 + α.
The proof finishes by using this last bound and the bound for Y ψ (mentioned
earlier) in (12.9).
In the proof given above for estimate (12.5) the importance of the factor D2
in front of (Y ψ)2 should be highlighted, if we had just D we wouldn’t be able
to apply the Morawetz estimate and the bootstrap wouldn’t close.
(c) Finally we deal with the nonlinear term close to future null infinity, i.e.
with the proof of (12.6).
Note that here we will use the ”standard” null coordinates (u, v) = (t− r∗, t+ r∗)
under which the nonlinearity takes the following form:
gψ =
4
D
A(ψ)∂uψ∂vψ.
We will express the nonlinearity in terms of ϕ = rψ. We have:
∂uϕ = r∂uψ −Dψ, ∂vϕ = r∂vψ +Dψ ⇒
⇒ (∂uψ)2 . 1
r2
(
(∂uϕ)
2 +D2ψ2
)
, (∂vψ)
2 . 1
r2
(
(∂vϕ)
2 +D2ψ2
)⇒
r3−α(∂uψ)2(∂vψ)2 .
1
r1+α
(
(∂uϕ)
2(∂vϕ)
2 +D2ψ2(∂uϕ)
2 +D2ψ2(∂vϕ)
2 +D4ψ4
)
.
(12.10)
We will treat separately the four different terms in (12.10) and we will ignore
4A for now since it is bounded.
We start with the last term that involves only ψ. We have:∫ τ2
τ1
∫
Nτ′
D4
D2r1+α
ψ4dµ˚gN 6 ‖r1−αψ2‖L∞(N (τ1,τ2))
∫ τ2
τ1
∫
Nτ′
ψ2
r2
dµ˚gN . (12.11)
Because of our assumptions we can apply Theorem 22 and get the estimate:
‖r1−αψ2‖L∞(N (τ1,τ2)) . E0ε2(1 + τ1)−2+α. (12.12)
On the other hand again because of our assumptions we can apply Theorem
21 and Hardy’s inequality (6.2) and get the following estimate as well:∫ τ2
τ1
∫
Nτ′
ψ2
r2
dµ˚gN .
∫ τ2
τ1
∫
Στ′
JTµ [ψ]n
µdµ˚gR . (12.13)
.
∫ τ2
τ1
E0ε
2
(1 + τ ′)2−α
dτ ′ . E0ε2(1 + τ1)−1+α.
So in the end for the term
D4
D2r1+α
ψ4 we get better decay than required by
inserting estimates (12.12), (12.13) in (12.11):∫ τ2
τ1
∫
Nτ′
D4
D2r1+α
ψ4dµ˚gN . E20ε4(1 + τ1)−3+2α. (12.14)
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We now look at the term
D2
D2r1+α
ψ2(∂vϕ)
2:
∫ τ2
τ1
∫
Nτ′
D2
D2r1+α
ψ2(∂vϕ)
2dµ˚gN 6 (12.15)
6 ‖r1−αψ2‖L∞(N (τ1,τ2))
∫ τ2
τ1
∫
Nτ′
(∂vϕ)
2
r2
dµ˚gN .
. E0ε2(1 + τ1)−2+α
∫
Nτ′
(∂vϕ)
2
r2
dµ˚gN . E20ε4(1 + τ1)−2+α,
where we used estimate (12.12) and estimate (10.9).
We now look at the term
D2
D2r1+α
ψ2(∂uϕ)
2. We write the volume form in
detail and we use the spherical symmetry assumption.∫ τ2
τ1
∫
Nτ′
D2
D2r1+α
ψ2(∂uϕ)
2dµ˚gN = (12.16)
=
∫ ∞
vR0
∫ uτ2 (v)
uτ1 (v)
∫
S2
D2
D2r1+α
ψ2(∂uϕ)
2Dr2dγS2dudv .
.
∫ ∞
vR0
∫ uτ2 (v)
uτ1 (v)
r1−αψ2(∂uϕ)2dudv .
∫ ∞
vR0
∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du sup
u
(
r1−αψ2
)
dv .
. sup
v
(∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du
)
·
∫ ∞
vR0
sup
u
(
r1−αψ2
)
dv.
Now we examine separately the terms
∫∞
vR0
supu
(
r1−αψ2
)
dv and
∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du.
Because of our assumptions we can apply estimate (11.9) and have the fol-
lowing estimate:
(r(u, v))
1−α
ψ2(u, v) . E0ε2(1 + v)−1−α+2α¯ for all u, v.
Under condition (11.32) (α¯ = α/4) we get then that r1−αψ2 is integrable with
respect to r (and here more specifically with respect to v since in this region
v ≈ r).
From this we get that:∫ ∞
vR0
sup
u
(
r1−αψ2
)
dv . E0ε2. (12.17)
For the term
∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du we work as follows.
∫ uτ2
uτ1
(∂uϕ)
2du =
∫ uτ2
uτ1
r2(∂uψ)
2du−
∫ uτ2
uτ1
D∂u(rψ
2)du = (12.18)
=
∫ uτ2
uτ1
r2(∂uψ)
2du−Drψ2|uτ2uτ1 +
∫ uτ2
uτ1
∂uD · rψ2du.
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For the last term of (12.18) we can notice that:∫ uτ2
uτ1
∂uD · rψ2du 6 0,
since
∂uD = −D ·D′ = −D2M
r2
(
1− M
r
)
6 0 for r >M.
Hence going back to (12.18) we get that:∫ uτ2
uτ1
(∂uϕ)
2du 6
∫ uτ2
uτ1
r2(∂uψ)
2du−Drψ2|uτ2uτ1 . (12.19)
For the first term of the right hand side of (12.19) we have:∫ uτ2
uτ1
r2(∂uψ)
2du .
∫
Uτ2τ1
JTµ [ψ]n
µdµ˚gUτ2τ1
,
where Uτ2τ1 is the null line between uτ1 and uτ2 .
We apply Stokes’ theorem to the current JT in the following region defined
for any given v¯ ∈ [vR0 ,∞):
Uτ2τ1 (v¯) = [uτ1(v¯), uτ2(v¯)]× [v¯,∞)× S2 ⊂ N (τ1, τ2)
and we have that: ∫
Uτ2τ1
JTµ [ψ]n
µdµ˚gUτ2τ1 (v¯)
= (12.20)
=
∫
v>v¯,u=uτ2
JTµ [ψ]n
µdµ˚g −
∫
v>v¯,u=uτ1
JTµ [ψ]n
µdµ˚g+
+
∫
I+
JTµ [ψ]n
µdµ˚gI+ +
∫
U
τ2
τ1
F · Tψdµ˚g
U
τ2
τ1
.
We note that all the terms in the right hand side of (12.20) can be bounded
by the quantity∫
Στ1
JTµ [ψ]n
µdµ˚gΣ +
∫ τ2
τ1
∫
Sτ′
|F |2dµ˚gS¯ +
∫ τ2
τ1
∫
Nτ′
r1+η|F |2dµ˚gN , (12.21)
for some 0 < η < 1, since the terms∫
v>vR0 ,u=uτ2
JTµ [ψ]n
µdµ˚g,
∫
v>vR0 ,u=uτ2
JTµ [ψ]n
µdµ˚g
are of the form
∫
Στj
JTµ [ψ]n
µdµ˚gΣ for τj being either τ1 or τ2, the term at null
infinity is obviously bounded by (12.21) (see the proof of Proposition 7) and for
the nonlinear term
∫
U
τ2
τ1
F ·Tψdµ˚g
U
τ2
τ1
we use Cauchy-Schwarz with weight r1+η
for some 0 < η < 1 and then the Morawetz estimate of Proposition 6.7 (with η
as before).
On the other hand we also have:
Drψ2|uτ2uτ1 . E0ε2(1 + τ1)−2+α,
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by Theorem 22 as we noticed before.
So in the end we have by our assumptions that:∫ uτ2
uτ1
(∂uϕ)
2du . E0ε2(1 + τ1)−2+α. (12.22)
Inserting estimates (12.17) and (12.22) into (12.16) we get in the end that:∫ τ2
τ1
∫
Nτ′
D2
D2r1+α
ψ2(∂uϕ)
2dµ˚gN . E20ε4(1 + τ1)−2+α. (12.23)
Finally we turn to the term
1
D2r1+α
(∂uϕ)
2(∂vϕ)
2. Working as before we
have: ∫ τ2
τ1
∫
Nτ′
1
D2r1+α
(∂uϕ)
2(∂vϕ)
2dµ˚gN =
=
∫ ∞
vR0
∫ uτ2 (v)
uτ1 (v)
∫
S2
1
D2r1+α
(∂uϕ)
2(∂vϕ)
2Dr2dγS2dudv .
.
∫ ∞
vR0
∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du sup
u
(
r1−α(∂vϕ)2
)
dv .
. sup
v
(∫ uτ2 (v)
uτ1 (v)
(∂uϕ)
2du
)
·
∫ ∞
vR0
sup
u
(
r1−α(∂vϕ)2
)
dv.
We examine separately the terms
∫ uτ2
uτ1
(∂uϕ)
2du and
∫∞
vR0
supu
(
r1−α(∂vϕ)2
)
dv.
From (12.22) we have that the first one is bounded by
E0ε
2(1 + τ1)
−2+α.
For the second term we have the pointwise bounds:
r1−α(∂vϕ)2 . r1−αψ2 + r3−α(∂vψ)2,
and since
|rψ| .
√
E0εr
α¯ ⇒ r1−αψ2 .
√
E0ε
r2α¯−α
r
,
and
|r2∂vψ| .
√
E0εr
α¯ ⇒ r3−α(∂vψ)2 .
√
E0ε
r2α¯−α
r
,
we can conclude that
sup
u
r1−α(∂vϕ)2 . E0ε2
r2α¯−α
r
,
which is integrable in r as
α¯ =
α
4
⇒ 2α¯− α = −α
2
.
This shows that ∫ ∞
vR0
sup
u
(
r1−α(∂vϕ)2
)
dv . E0ε2.
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Hence we conclude that:∫ τ2
τ1
∫
Nτ′
1
D2r1+α
(∂uϕ)
2(∂vϕ)
2dµ˚gN . E20ε4(1 + τ1)−2+α. (12.24)
So in the end because of the pointwise bound (12.10) and the boundedness
of A we have that:∫ τ2
τ1
∫
Nτ′
r3−α|F |2dµ˚gN .
∫ τ2
τ1
∫
Nτ′
D4
D2r1+α
ψ4dµ˚gN+
+
∫ τ2
τ1
∫
Nτ′
D2
D2r1+α
ψ2(∂vϕ)
2dµ˚gN +
∫ τ2
τ1
∫
Nτ′
D2
D2r1+α
ψ2(∂uϕ)
2dµ˚gN+
+
∫ τ2
τ1
∫
Nτ′
1
D2r1+α
(∂uϕ)
2(∂vϕ)
2dµ˚gN .
Gathering together estimates (12.14), (12.15), (12.23) and (12.24) we arrive
at the desired estimate (12.6).
13 Global Well-Posedness
Now we combine the local theory with the boundedness estimates derived in the
previous sections.
First we close our bootstrap assumptions by choosing ε > 0 such that it is
ε < εr (where εr was the threshold for ε chosen in Theorem 25) and such that
C ′E20ε
4 6 CE0ε2,
for C ′ being the constant that shows up in the conclusion of Proposition 28.
For spherically symmetric initial data (εψ0, εψ1) that are compactly sup-
ported and of size 6 ε in the Hs(Σ0) norm for all s > 5/2 we consider the
initial value problem for equation (2.5). We note that we choose our spacelike
null foliation by setting R0 to be such that supp(ψ0) ⊂ {r 6 R0} for an R0 that
is big enough for Proposition 14 to hold.
We set up an iteration scheme as follows: let Ψ0 = 0 and solve the set of
linear wave equations given below recursively:
gΨn = F (Ψn−1), Ψn|Σ0 = (εψ0, εψ1) for n > 1, n ∈ N.
We can’t apply a local well-posedness theorem for this problem because of
the null part of the foliation. But by the estimates that we derived in the
previous sections, we get that Ψn, TΨn, YΨn are uniformly bounded for all τ
and for all n.
By the local well-posedness result of Theorem 19 we know that there exists
a unique solution ψ to (2.5) up to a ”time” T over the spacelike foliation Σ˜τ .
Since this solution is obtained by a Picard iteration scheme as well we actually
have that:
Ψn → ψ in C∞
(∪τ∈[0,T )Στ).
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Now by using the estimates on the spacelike-null foliation and the fact that
we start with data that are compactly supported, we get that every Ψn, TΨn,
YΨn is uniformly bounded over all the spacelike foliations Σ˜τ . This property
will be inherited in the limit ψ and then we can apply the continuation criterion
(7.5) and conclude that we can’t have T <∞, hence our solution ψ is actually
a global one.
H+ I+
ι+
ι0
r = R0
Σ˜0
ψ = 0
n
Σ˜0
∆
Figure 4: By the finite speed of propagation we have that supp(ψ) ⊂ ∆. The
area ∆ is covered also by the the spacelike-null foliation {Στ}τ>0, while the two
different foliations coincide up to r 6 R0.
14 Almost Conservation Law On The Horizon
H+
Having closed all our bootstrap assumptions, we proved in the previous section
that we have global well-posedness for solutions of (2.5) for compactly supported
data (εψ0, εψ1) ∈ C∞0 × C∞0 satisfying:
‖εψ0‖Hs(Σ˜0) 6
√
E0ε, ‖εψ1‖Hs−1(Σ˜0) 6
√
E˜0ε, (14.1)
for ε as chosen before and for some s > 5/2.
In this class of initial data we will now show that on the future event horizon
H+ we can obtain an almost conservation law.
Define the following quantity:
H(τ) = Y ψ(τ,M) +
1
M
ψ(τ,M).
Then we have:
Theorem 29. For all spherically symmetric solutions ψ of (2.5) with compactly
supported initial data satisfying assumption (14.1) we have that for all τ :
|H(τ)−H(0)| 6 O(ε2) (14.2)
Proof. By the properties of our solution ψ we have that for the given initial
data of (14.1) the following bounds are satisfied for all τ :
|ψ(τ,M)| .
√
E0ε
(1 + τ)3/5−α
, (14.3)
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|Tψ(τ,M)| .
√
E0ε, (14.4)
|Y ψ(τ,M)| .
√
E0ε, (14.5)
for any α > 0 (note that this α here is related to the α used in the previous
sections by a factor of 3/10, for our purposes this is not important). We fix α
so that ψ is L2 integrable with respect to the v variable.
Note that in this section we will use the notation T = ∂v (since we will
always be working with the Eddington–Finkelstein coordinates (v, r)).
In the spherically symmetric situation, on the event horizon (set r = M) we
have the following equation:
TY ψ +
1
M
Tψ = A(ψ)Tψ · Y ψ ⇒ T
(
Y ψ +
1
M
ψ
)
= A(ψ)Tψ · Y ψ. (14.6)
We integrate (14.6) with respect to v and we have:
Y ψ(τ,M)+
1
M
ψ(τ,M) = Y ψ(0,M)+
1
M
ψ(0,M)+
∫ τ
0
A(ψ)Tψ ·Y ψdv. (14.7)
We proceed by repeatedly integrating by parts the right hand side of (14.7).∫ τ
0
A(ψ)Tψ·Y ψdv = A(ψ)ψ·Y ψ|τ0−
∫ τ
0
A(ψ)ψ·(TY ψ)dv−
∫ τ
0
A′(ψ)ψ·Tψ·Y ψdv =
= A(ψ)ψ · Y ψ|τ0 +
1
M
∫ τ
0
A(ψ)ψ · Tψdv −
∫ τ
0
(
A2(ψ) +A′(ψ)
)
ψ · Tψ · Y ψdv,
where we used the equation (14.6) for the second term of the first line.
We look at the following term:
1
M
∫ τ
0
A(ψ)ψ · Tψdv = 1
2M
A(ψ)ψ2|τ0 −
1
2M
∫ τ
0
A′(ψ)ψ2 · Tψdv,
and by estimating in absolute value and using the triangle inequality we have:∣∣∣∣ 1M
∫ τ
0
A(ψ)ψ · Tψdv
∣∣∣∣ . a0E0ε2M + a1
√
E0ε
M
∫ τ
0
E0ε
2
(1 + v)6/5−2α
dv .
. a0E0ε
2
M
+
a1E
3/2
0 ε
3
M
,
by using estimates (14.3), (14.4) and the boundedness of A and A′.
Now we investigate the following term:∫ τ
0
(
A2(ψ) +A′(ψ)
)
ψ · Tψ · Y ψdv :=
∫ τ
0
B(ψ)ψ · Tψ · Y ψdv =
= B(ψ)ψ2 · Y ψ|τ0 −
∫ τ
0
B′(ψ)ψ2 · Tψ · Y ψdv−
−
∫ τ
0
B(ψ)ψ2 · (TY ψ)dv −
∫ τ
0
B(ψ)ψ · Tψ · Y ψdv ⇒
⇒
∫ τ
0
B(ψ)ψ · Tψ · Y ψdv = 1
2
B(ψ)ψ2 · Y ψ|τ0 −
1
2
∫ τ
0
B′(ψ)ψ2 · Tψ · Y ψdv−
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−1
2
∫ τ
0
B(ψ)ψ2 · (TY ψ)dv.
For the second term of the right hand side of the above equation we have:∣∣∣∣∫ τ
0
B′(ψ)ψ2 · Tψ · Y ψdv
∣∣∣∣ . (a20+a1)E0ε2 ∫ τ
0
E0ε
2
(1 + v)6/5−2α
dv . (a20+a1)E20ε4.
For the third term we use again the equation (14.6):∫ τ
0
B(ψ)ψ2 · (TY ψ)dv =
∫ τ
0
A(ψ)B(ψ)ψ2 ·Tψ ·Y ψdv− 1
M
∫ τ
0
B(ψ)ψ2 ·Tψdv.
We examine these last terms separately. For the first one we have:∣∣∣∣∫ τ
0
A(ψ)B(ψ)ψ2 · Tψ · Y ψdv
∣∣∣∣ .
. a0(a20 + a1)E0ε2
∫ τ
0
E0ε
2
(1 + v)6/5−2α
dv . a0(a20 + a1)E20ε4,
where we used the estimates (14.3), (14.4), (14.5) and the boundedness of A
and A′.
We turn now to the second one:∣∣∣∣ 1M
∫ τ
0
B(ψ)ψ2 · (TY ψ)dv
∣∣∣∣ .
. (a20 + a1)
√
E0ε
∫ τ
0
E0ε
2
(1 + v)6/5−2α
dv . (a20 + a1)E
3/2
0 ε
3.
So in the end we have that:∣∣∣∣∫ τ
0
B(ψ)ψ · Tψ · Y ψdv
∣∣∣∣ . 2(a20 + a1)E3/20 ε3 + (a0 + 1)(a20 + a1)E20ε4.
Gathering together all the above computations we have in the end the fol-
lowing:∣∣∣∣(Y ψ(τ,M) + 1Mψ(τ,M)
)
−
(
Y ψ(0,M) +
1
M
ψ(0,M)
)∣∣∣∣ . (14.8)
. a0E0ε
2
M
+
(
2(a20 + a1)E
3/2
0 +
a1E
3/2
0
M
)
ε3 + (a0 + 1)(a
2
0 + a1)E
2
0ε
4.
The reason for characterising estimate (14.8) as an almost conservation law
is that we can choose ε > 0 to be small enough (smaller always than the ε that
we get for the global well-posedness theorem) so that the right hand side of
(14.8) is always smaller than ε1+η for some η > 0. This result combined with
the decay of ψ forces Y ψ to be almost conserved on the horizon.
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15 Asymptotic Blow-Up For Higher Derivatives
On The Horizon H+
In this section we will further examine the asymptotic behaviour of spherically
symmetric solutions of (2.5). In particular we will prove a result that is related
to the almost conservation law of the previous section, specifically we will show
that all 2nd or higher derivatives with respect to r (always in the Eddington–
Finkelstein coordinate system (v, r)) of solution that come from initial data
satisfying a positivity condition on the future event horizon blow up along the
future event horizon H+.
Theorem 30. For a spherically symmetric global solution ψ of (2.5) that was
obtained in the previous sections (i.e. we start with data that are less than ε > 0
in some Hs norm for s > 5/2, for ε chosen appropriately) with initial data that
satisfy:
ψ0(M) > 0, Y ψ(0,M) > 0, (15.1)
we have that on the event horizon r = M the following asymptotic behaviour
can be observed:
|(Y kψ)(τ,M)| → ∞ as τ →∞,
for k > 2.
Remark 9. If we don’t assume the positivity condition (15.1), then it should
be expected that we will have in general non-decay for the second derivative
Y 2ψ and blow-up for the third and higher derivatives Y kψ, k > 3, in analogy
with the linear case as it was shown in [6]. We won’t pursue this direction here.
Proof. First we differentiate with respect to r equation (2.5) and we evaluate
the equation (2.5) on the horizon:
TY 2ψ +
1
M
TY ψ − 1
M2
Tψ +
1
M2
Y ψ = A′(ψ)(Y ψ)2 · Tψ+ (15.2)
+A(ψ)(TY ψ) · Y ψ +A(ψ)(Y 2ψ) · Tψ.
We integrate (15.2) with respect to v for some τ0 big enough that will be
chosen later, and we have:∫ τ
τ0
(TY 2ψ)dv =
1
M
Y ψ(τ0)− 1
M
Y ψ(τ) +
1
M2
ψ(τ)− 1
M2
ψ(τ0)− (15.3)
− 1
M2
∫ τ
τ0
(Y ψ)dv +
∫ τ
τ0
A′(ψ)(Y ψ)2 · Tψdv+
+
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv +
∫ τ
τ0
A(ψ)(Y 2ψ) · Tψdv.
We look first at the last term of (15.3):∫ τ
τ0
A(ψ)(Y 2ψ) · Tψdv = A(ψ)ψ · (Y 2ψ)|ττ0 −
∫ τ
τ0
A′(ψ)ψ · Tψ · (Y 2ψ)dv−
−
∫ τ
τ0
A(ψ)ψ · (TY 2ψ)dv.
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Going back to (15.3) we have:∫ τ
τ0
(TY 2ψ)(1 +A(ψ)ψ)dv =
1
M
Y ψ(τ0)− 1
M
Y ψ(τ) +
1
M2
ψ(τ)− 1
M2
ψ(τ0)+
(15.4)
+A(ψ)ψ(τ)(Y 2ψ)(τ)−A(ψ)ψ(τ0)(Y 2ψ)(τ0)− 1
M2
∫ τ
τ0
(Y ψ)dv+
+
∫ τ
τ0
A′(ψ)(Y ψ)2 ·Tψdv+
∫ τ
τ0
A(ψ)(TY ψ) ·Y ψdv−
∫ τ
τ0
A′(ψ)ψ ·Tψ · (Y 2ψ)dv.
We use the boundedness of A′ and we get that:∫ τ
τ0
(TY 2ψ)(1 +A(ψ)ψ)dv 6 1
M
Y ψ(τ0)− 1
M
Y ψ(τ) +
1
M2
ψ(τ)− 1
M2
ψ(τ0)+
(15.5)
+A(ψ)ψ(τ)(Y 2ψ)(τ)−A(ψ)ψ(τ0)(Y 2ψ)(τ0)− 1
M2
∫ τ
τ0
(Y ψ)dv+
+
∫ τ
τ0
A′(ψ)(Y ψ)2 · Tψdv +
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv + a1
2
∫ τ
τ0
T (ψ2) · (Y 2ψ)dv.
For the last term we have:
a1
2
∫ τ
τ0
T (ψ2)(Y 2ψ)dv =
a1
2
ψ2(Y 2ψ)|ττ0 −
a1
2
∫ τ
τ0
ψ2 · (TY 2ψ)dv.
Then we have that:∫ τ
τ0
(TY 2ψ)
(
1 +A(ψ)ψ +
a1
2
ψ2
)
dv 6 1
M
Y ψ(τ0)− 1
M
Y ψ(τ)+
1
M2
ψ(τ)− 1
M2
ψ(τ0)+
(15.6)
+A(ψ)ψ(τ)(Y 2ψ)(τ)−A(ψ)ψ(τ0)(Y 2ψ)(τ0)+a1
2
ψ2(τ)(Y 2ψ)(τ)−a1
2
ψ2(τ0)(Y
2ψ)(τ0)−
− 1
M2
∫ τ
τ0
(Y ψ)dv +
∫ τ
τ0
A′(ψ)(Y ψ)2 · Tψdv +
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv.
We use estimate (14.3) and we choose an appropriate τ0 so that for any
τ ′ > τ0 we have that:
1 +A(ψ)ψ(τ ′) +
a1
2
ψ2(τ ′) > 3
4
.
Then we have that:∫ τ
τ0
(TY 2ψ)
(
1 +A(ψ)ψ +
a1
2
ψ2
)
dv > 3
4
∫ τ
τ0
(TY 2)ψdv =
3
4
(Y 2ψ)(τ)−3
4
(Y 2ψ)(τ0),
which going back to (15.6) and using again (14.3) allows us to absorb the terms
ψ(τ)(Y 2ψ)(τ) and
a1
2
ψ2(τ)Y 2ψ(τ)
to the left hand side of (15.6):
(Y 2ψ)(τ) 6 3
2
(Y 2ψ)(τ0)+
2
M
Y ψ(τ0)− 2
M
Y ψ(τ)+
2
M2
ψ(τ)− 2
M2
ψ(τ0)+ (15.7)
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−2ψ(τ0)(Y 2ψ)(τ0)− a1
2
ψ2(τ0)(Y
2ψ)(τ0)−
− 2
M2
∫ τ
τ0
(Y ψ)dv + 2
∫ τ
τ0
A′(ψ)(Y ψ)2 · Tψdv + 2
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv.
Now we look at the term 2M2
∫ τ
0
(Y ψ)dv. We use the smallness of the initial
data and the positivity of ψ0(M) and Y ψ(0,M). From Theorem 29 we have:
Y ψ(τ,M) +
1
M
ψ(τ,M) = Y ψ(0,M) +
1
M
ψ(0,M) + ε1 = CMε+ ε1,
for CM = c +
c
M where 0 6 c 6 1 and for ε1 some number (might be positive
or negative) which is much smaller in absolute value than ε. By estimate (14.3)
we have: ∣∣∣∣∫ τ
τ0
ψdv
∣∣∣∣ 6 ∫ τ
0
|ψ|dv .
√
E0ε(1 + τ)
2/5+α,
for α > 0 that we have chosen to be small enough (so that ψ is L2 integrable
with respect to v) which gives us here that 2/5 + α < 1.
By the last two inequalities we have that:∫ τ
τ0
(Y ψ)dv =
∫ τ
τ0
(
Y ψ +
1
M
ψ − 1
M
ψ
)
dv &
& ε(τ − τ0) + ε1(τ − τ0)− ε(1 + τ)2/5+α & ετ ⇒
−
∫ τ
τ0
(Y ψ)dv . −ετ, (15.8)
which is true by all the above assumptions asymptotically on H+.
Next we look at the term 2
∫ τ
τ0
A(ψ)(TY ψ) · Y ψ using the equation on the
horizon (14.6):
2
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv = 2
∫ τ
τ0
A2(ψ)Tψ · (Y ψ)2dv − 2
M
∫ τ
τ0
Tψ · Y ψdv
⇒
∣∣∣∣∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv
∣∣∣∣ . E3/20 ε3(τ − τ0) + E0ε2(τ − τ0)
2
∫ τ
τ0
A(ψ)(TY ψ) · Y ψdv . E0ε2τ, (15.9)
asymptotically on H+.
Finally we also have:∣∣∣∣∫ τ
τ0
A′(ψ)(Y ψ)2Tψdv
∣∣∣∣ . E3/20 ε3(τ − τ0),
which implies that asymptotically on H+ we have:
2
∫ τ
τ0
A′(ψ)(Y ψ)2Tψdv . E3/20 ε3τ.
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By the smallness of ε we have that:
− 2
M2
∫ τ
τ0
(Y ψ)dv+2
∫ τ
τ0
A′(ψ)(Y ψ)2 ·Tψdv+2
∫ τ
τ0
A(ψ)(TY ψ)·Y ψdv 6 −Cετ,
(15.10)
for some Cε > 0.
Now we go back to (15.7) and putting together all the above estimates we
have:
(Y 2ψ)(τ) 6 G(ψ, Y ψ, Y 2ψ)(τ0) + Cε
1
(1 + τ)3/5−α
− Cετ
(Y 2ψ)(τ) 6 −cετ, (15.11)
for some appropriate constant cε = c(ε) > 0 asymptotically on H+ and some
function G that depends on the values of ψ, Y ψ, Y 2ψ at τ0. This last inequality
(15.11) finishes the proof of the Theorem for the case k = 2. For k > 2 the
proof is similar.
16 Remarks On Other Nonlinearities
As we mentioned in Section 5, we carried all computations so far for the non-
linear term being the null form A(ψ)gαβ∂αψ∂βψ. In this Section we will deal
with the other nonlinear terms that are present in (1.2), and we will also look
at some different nonlinearities for which we have some different results.
We won’t try to optimize the results though, so we will just mention what
else can be included in the nonlinearity F apart from the nonlinear null form
term.
Let us look for now at the nonlinear equation
gψ = |ψ|l.
To make things easier, we will use (and of course close) the bootstrap assump-
tion: ∫
Στ
|F |2dµ˚gΣ . E0ε2(1 + τ)−3+α, (16.1)
for all τ . This will actually imply the other two bootstrap assumptions of
Theorem 28 (while this assumption itself is better than the first of Theorem
28).
Let
l = l(α) = l0 + l1 with l0 >
3− α
6/5− 3α/5 and l1 >
1
2− 2α,
for any given α such that
3
5
− 3α
10
>
1
2
.
Then the bootstrap for (16.1) for the term O(|ψ|l) can easily close since
|ψ(τ)|2l0 . El00 ε2l0(1 + τ)3−α,
and |ψ|2l1 is integrable with respect to r. One can then easily check that the
continuation criterion is satisfied (note that now we have to control additionally
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ψ in L∞ but this is true of course as well). The only difference is that the
equations in Section 11.2 are not the same, but similar estimates can be derived
by using the decay for ψ and the properties of ∂ur.
Now we examine a different class of nonlinear equations that have the fol-
lowing form:
gψ = (ψ)2n + χ(Tψ)2n + χ(Y ψ)2n for n ∈ N, n > 2, (16.2)
for χ := χ(r) ∈ C∞0 ([M,∞)) a smooth cut-off that is 1 in [M,M + c/2] and 0
in [M + c,∞) for some constant c <∞.
We include here for completeness an argument of Aretakis from [8] that
shows that we have finite time blow-up on the horizon H+ for (spherically
symmetric) solutions of (16.2). We have that on the horizon equation (16.2)
becomes:
T
(
Y ψ +
1
M
ψ
)
=
1
2
[
(ψ)2n + (Tψ)2n + (Y ψ)2n
]
. (16.3)
By the trivial inequality a2n + b2n > Cn(a + b)2n for any a, b ∈ R we get that
(16.3) gives us:
(ψ)2n + (Tψ)2n + (Y ψ)2n > Cn
(
Y ψ +
1
M
ψ
)2n
⇒
⇒ T
(
Y ψ +
1
M
ψ
)
> Cn
(
Y ψ +
1
M
ψ
)2n
⇒
⇒ TH(τ) > CnH2n(τ) > 0, (16.4)
in the notation of Section 14. So if at τ = 0 we have that H(0) = η > 0 we get
H(τ) > 0 for all τ .
All we have to do now is to integrate the inequality (16.4) and arrive at:
T
(
− 1
(2n− 1)H2n−1(τ)
)
> Cn ⇒ 1
η2n−1
− 1
H2n−1(τ)
> Cn(2n− 1)τ ⇒
⇒ 1
H2n−1(τ)
6 −Cn(2n− 1)τ + 1
η2n−1
,
which shows that H(τ) → ∞ as τ → 1
Cn(2n− 1)η2n−1 (i.e. the solution of
(16.4) blows up in C1).
But we just saw that spherically symmetric solutions of the equation
gψ = (ψ)2n (16.5)
behave well for n big enough. So in the end, we can state the following conjecture
that asks for a reinterpretation of the Aretakis instability phenomenon as a shock
formation mechanism in a certain sense.
Conjecture 1. Spherically symmetric solutions of equation (16.2) have first
singularities on the event horizon.
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A The Extremal Reissner-Nordstro¨m Solution
In Null Coordinates
The extremal Reissner-Nordstro¨m black-hole spacetime is a spherically symmet-
ric solution of the Einstein–Maxwell system of equations:
Rαβ − 1
2
Rgαβ = 2Tαβ ,
∇αFαβ = 0, dF = 0,
where
Tαβ = 2
(
F ραFβρ −
1
4
gαβF
abFab
)
.
Under the assumption of spherical symmetry the Einstein–Maxwell equa-
tions reduce to a number of simpler equations. For a detailed and elementary
treatment of this topic (which can be generalized to the setting of the Ein-
stein equations being coupled to any matter field) we refer to the lecture notes
of Schlue [55], and for the more interested reader we mention the works of
Christodoulou [17], [16], Dafermos [20], [21], Dafermos and Rodnianski [22] and
Kommemi [40]. In spherical symmetry we are looking at our spacetime M as
follows: define the quotient space
Q =MupslopeSO(3),
which is an 1 + 1-dimensional manifold with boundary. The metric of M can
be split into two parts
gM = gQ + gS2 ,
where gS2 = r
2(x)γS2 for x ∈ Q and for r : Q → R>0 the area radius function.
We now consider a double null coordinate system for our solution, under
which the metric takes the form:
g = −Ω2dudv + r2γS2 .
We note that Q contains a subset D = {(u, v) ∈ [0, U ]× [0, V¯ ]} with the future
event horizon H+ being on {(u, v)|u = U, v > 0} and the future null infinity
I+ on {(u, v)|v = V¯ , u > 0} for V¯ 6 ∞. Moreover the function Ω (which is
not arbitrary) is a strictly positive C1 function on D and the variables u and v
increase towards the future (i.e. ∇u and ∇v are future pointing).
D has the following Penrose diagram:
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ι+
I+
H+
D
(0, 0)
(U, 0)
We will actually be more specific here and define the v variable to be v =
t + r∗. On the other hand we renormalize the u variable to be regular on the
future event horizon (i.e. U <∞). 1
In the same null coordinate system the Maxwell field takes the following
form:
F =
Ω2E
2r2
du ∧ dv +B sin θdθ ∧ dφ,
for real constants E,B (the electric and the magnetic charge respectively). By
denoting e =
√
E2 +B2 we can compute the energy momentum tensor:
Tuu = Tvv = 0, Tuv =
Ω2M2
4r4
, (A.1)
since in the extremal case we have that e2 = M2 for the mass function M which
is defined by: (
1− M
r
)2
= − 4
Ω2
∂ur∂vr.
The Einstein–Maxwell system gives us the following equations for the area
radius function r (combined with the computation (A.1)):
∂uvr = −1
r
∂ur∂vr − Ω
2
4r
+ rTuv, (A.2)
∂u
(
∂ur
Ω2
)
= 0, (A.3)
∂v
(
∂vr
Ω2
)
= 0. (A.4)
Substituting the mass equation in (A.2) we get that:
∂uvr = − Ω
2
2r2
(
M − M
2
r
)
. (A.5)
1Recall that in the null coordinate system that we already used we considered u = t− r∗
and v as above, in this case u becomes −∞ on the horizon.
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We can get the extremal Reissner-Nordstro¨m solution by starting with ∂vr > 0,
∂ur < 0 initially.
Note that here we have chosen ∂vr = D, which implies that we have:
− 4
Ω2
∂ur = 1. (A.6)
From equation (A.6) we have that everywhere in D the following holds:
∂ur < 0. (A.7)
Moreover from equation (A.5) and the initial condition ∂ur < 0 we can see that
∂ur remains always negative and increases in absolute value with v.
Finally we rewrite (A.5) in the following form using (A.6):
∂uvr =
2∂ur
r2
(
M − M
2
r
)
. (A.8)
B The d’Alembertian On The Extremal Reissner-
Nordstro¨m Spacetime
We record here the form that the d’Alembertian operator g takes under the
different coordinates systems that we use in this work for the extremal Reissner-
Nordstro¨m black hole spacetime.
In the Eddington–Finkelstein (v, r) coordinates we have:
gψ = D∂rrψ + 2∂vrψ +
2
r
∂vψ +
(
D′ +
2D
r
)
∂rψ + /∆ψ, (B.1)
where /∆ = 1r2 ∆S2 .
In the null coordinates (u = t− r∗, v = t+ r∗) we have:
gψ = − 4
Dr
∂uv(rψ)− D
′
r
ψ + /∆ψ. (B.2)
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