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Abstract
Boundary-transmission problems of first order for the Helmholtz equation are considered within the context of wave diffraction
by a periodic strip grating and formulated as convolution type operators acting on a Bessel potential periodic space setting. Two
boundary-value problems are studied for an arbitrary geometry of the grating: the oblique derivative and the classic Neumann
boundary-value problems. The convolution type operators on the grating which correspond to the given boundary-transmission
problems are associated with Toeplitz operators acting on spaces of matrix functions defined on composed contours. A Fredholm
theory for periodic boundary-value problems of first order is established independently of the grating period and the Fredholm
indices for the oblique derivative and the classic Neumann boundary-value problems are given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Diffraction of an incident plane electromagnetic wave by infinite periodic gratings with strips and gaps of inequal
widths has, until now, not found a closed form solution. These geometrical configurations, called periodic diffraction
gratings, are, however, usual in applications such as the modern technology of diffractive optics and radio-physics. In
the literature there have been several papers related to these topics, see e.g. [1–9].
In a recent paper, [2], some of the authors established an invertibility theory for a class of operators associated to
boundary-value problems of wave diffraction by periodic strip gratings when the period is twice the width of the strips.
The aim of the present paper is to establish a Fredholm theory for operators associated to periodic wave diffraction
boundary-transmission value problems of first order, independently of the grating period. Wave diffraction problems
for general geometries of the grating, i.e. strips and gaps of different widths, are considerably more complicated than
the problems dealt with in [2] because of the asymmetry in the structure of the symbols of the associated Toeplitz
operators. The operator equivalence relations obtained in the present paper allow us to use the Toeplitz operator
theory for composed contours to obtain Fredholm properties for the operators related to those periodic boundary-
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diffraction problems when the period is not necessarily twice the width of the strips is developed.
The periodic boundary-value problems of first order, where the boundary-transmission conditions on the infinite
grating are given by
Bjϕ(x) =
∑
|σ |1
b+σ,j
(
Dσϕ+
)
(x,0)+ b−σ,j
(
Dσϕ−
)
(x,0) = gj (x)
with j = 1,2 corresponding to the banks of the grating, σ = (σ1, σ2) ∈ N20, and the coefficients b±σ,j ∈ C depending
on the materials of the grating, are associated in this paper to convolution type operators with periodic kernel matrix
functions of the type
T :
[
H˜−1/2+(J )
]2 → [H˜−1/2+(J )]2,
φ →
∑
n∈Z
χ
J
(F−1(E2bnΦ2) ∗ φ)
where  ∈ ]0,1/2[, χ
J
represents the characteristic function of the interval J = ]−a, a[, a is the width of each strip,
2b = τ is the period of the grating, Eν(ξ) = eiνξ and Φ2 represents a piecewise continuous bounded matrix Fourier
symbol. The Fredholm theory approach presented gives new insights into the Fredholm theory of this class of con-
volution type operators. When the boundary-transmission conditions on the infinite grating are oblique derivative
conditions, related to an anisotropy in the composite materials (cf. [10]), or Neumann conditions for a perfectly non-
conducting or perfectly hard gratings (cf. [2]), we deduce the Fredholm criteria and the Fredholm indices.
The paper is organized as follows: in the preliminaries we establish some notation and bring forth some known re-
sults. In Section 3, a rigorous formulation for the periodic boundary-transmission value problem of first order in terms
of the associated operator P is given, and relations between this operator and convolution type operators are obtained.
In Section 4, operator formulations are given for the periodic oblique derivative and Neumann problems, and explicit
relations to the corresponding convolution type operators are derived. In Section 5, equivalences between convolution
type operators and Toeplitz operators on composed contours with matrix symbols are established. Theorem 13 is one
of the main results of this paper and we hope that in the future it may allow the construction of the invertibility the-
ory for operators associated to these structures which are quite important in applications. In Section 6 the Fredholm
theory for the convolution type operators associated to the considered periodic boundary-value problems is discussed
and explicit formulas for the Fredholm indices of the associated operators PO and PN to periodic oblique derivative
and Neumann problems, respectively, are given.
2. Preliminaries
The Fourier transform is defined on L1(R) by
(Ff )(ξ) =
∫
R
f (x)eiξx dx
and is extendable to the space of temperate distributions S ′.
In all that follows, the characteristic function of the set A will be denoted by χA and, for any ν ∈ R \ {0}, the
symbols Eν , sν , cν and tν will denote either the functions
Eν :C → C, sν :C → C,
Eν(ξ) = eiνξ , sν(ξ) = sin(νξ),
cν :C → C, tν :C
∖{ π
2ν
+ k π
ν
: k ∈ Z
}
→ C,
cν(ξ) = cos(νξ), tν(ξ) = tan(νξ) (1)
or the operators of multiplication by those functions.
We recall that, for every μ ∈ R, the Bessel potential spaces Hμ(R) are defined by
Hμ(R) = {ϕ ∈ S ′: ‖ϕ‖Hμ(R) = ∥∥(1 + |ξ |2)μ2 Fϕ∥∥ 2 < ∞}. (2)L (R)
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and by Hμ(Ω) the space of distributions on Ω with extensions to R that belong to Hμ(R).
Let S ′τ be the set of periodic distributions of period τ as defined in [2]:
S ′τ =
{
ψ ∈ S ′: 〈Tτψ |ϕ〉 = 〈ψ |ϕ〉, ϕ ∈ S
}
,
where S represents the Schwartz space of C∞ rapidly decreasing functions on R, 〈ψ |ϕ〉 denotes the value of the
functional ψ ∈ S ′ at ϕ ∈ S and Tτ represents the translation operator
〈Tτψ |ϕ〉 = 〈ψ |T−τ ϕ〉 =
〈
ψ
∣∣ϕ(x + τ)〉, ϕ ∈ S, ψ ∈ S ′,
Tτ ϕ(x) = ϕ(x − τ), ϕ ∈ S.
Note (cf. [11,12]) that if φ is a periodic distribution in S ′τ , then it is always possible to write
φ(x) =
∑
n∈Z
ψ(x − nτ) (3)
with suppψ ⊂ [−τ/2, τ/2].
Also from [2] (see Definition 3.1) we recall the definition of the periodic Bessel potential spaces of order μ ∈ R
and period τ as
Hμτ (R) = Hμτ =
{
φ ∈ S ′τ : ‖φ‖2Hμτ =
∑
m∈Z
|cm|2
(
1 +
(
2πm
τ
)2)μ
< ∞
}
, (4)
where
cm(φ) = 1
τ
〈
ψ
∣∣E 2πmτ 〉 (5)
are the Fourier coefficients of the periodic distribution φ and ψ is such that (3) holds. Let φ be a periodic distribution
of period 2b ∈ R+, then φ ∈ Hμ2b if and only if ψ ∈ H˜μ(J ), with J = ]−b, b[ (cf. [2, Theorem 3.2]).
For 0 < a < τ , we define G as the union of disjoint intervals
G =
⋃
n∈Z
Jn, Jn = ]−a + nτ, a + nτ [. (6)
Then, each strip of the grating G has width 2a and the spacing between any two adjacent strips is τ − 2a > 0.
Moreover, H˜μτ (G) is the closed subspace of Hμτ (R) consisting of distributions with support contained in G. Hμτ (G)
is the space of periodic distributions restricted to the strip grating that have periodic extensions to R belonging to Hμτ ,
i.e. rGHμτ = Hμτ (G), where rG represents the operator of restriction to the grating. The space H˜μτ (G) is endowed
with the subspace topology and for every φ ∈ Hμτ (G), ‖φ‖ is given by
‖φ‖ = inf
lτ
‖lτ φ‖Hμτ ,
where lτ φ represents any periodic extension with period τ of φ into Hμτ . The spaces FHμτ (R) and FH˜μτ (G) are
naturally defined from the previous ones. The notation l0 will be used to represent the extension by zero independent
of the order μ of the space.
We recall now some results about composed contours that will be needed to establish the equivalence of the convo-
lution type operators to Toeplitz operators, which play an important role in the development of the Fredholm theory
established in the present paper.
The contour Γ is defined as Γ = −Γ1 + Γ2 where Γ1 and Γ2 are the paths defined by
Γ1 :R → C, x → x + iy0,
Γ2 :R → C, x → x − iy0 (y0 > 0). (7)
For a given straight line ι parallel to the real axis defined by mξ = yι, we denote by C±ι the sets defined by
C
±
ι = {ξ ∈ C: ±mξ > yι}.
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ι˜
. In the case
of the real axis we write C±.
If SΓ is the Cauchy singular integral operator on L2(Γ ) (cf. [1]), then two complementary continuous projections
P±Γ :L2(Γ ) → L2(Γ ) can be defined by
P±Γ =
1
2
(IX ± SΓ ), (8)
where IX is the identity operator on X = L2(Γ ). These projections yield the following decomposition for the space
L2(Γ ):
L2(Γ ) = L2+(Γ )⊕L2−(Γ ) (9)
where L2±(Γ ) = imP±Γ .
Remark that L2+(Γ ) and L2−(Γ ) are spaces of functions with extensions into the Hardy spaces of functions analytic
on, respectively, the strip C+Γ = C−Γ1 ∩ C+Γ2 and C−Γ = C \ C+Γ .
Let Sμ be the Cauchy singular integral operator on the weighted L2(Γ ) spaces Ĥμ(Γ ) for |μ| < 12 (cf. [2]) and IX
be the identity operator on X = Ĥμ(Γ ). Then the spaces Ĥμ(Γ ) admit a direct-sum decomposition
Ĥμ(Γ ) = Ĥμ+(Γ )⊕ Ĥμ−(Γ ), (10)
where Ĥμ±(Γ ) are the images of the continuous projection operators P±μ : Ĥμ(Γ ) → Ĥμ±(Γ ), P±μ = 12 (IX ± Sμ)(cf. [1]).
Whenever a function is defined on Γ and on R we will denote by the same name the function itself, its extension
to C and its restrictions to Γ and to R (except when there is a need to specify to which function we are referring).
In the vector case the notations used for order μ = (μ1, . . . ,μj , . . . ,μn) ∈ Rn are, for instance, H˜μτ (G) =⊗n
j=1 H˜
μj
τ (G) and Ĥμ(Γ ) = ⊗nj=1 Ĥμj (Γ ). Then a direct sum decomposition of the type (10) for the spaces
Ĥμj (Γ ) induces a similar vector decomposition for
⊗n
j=1 Ĥμj (Γ ) and we shall use the same symbols to denote
the corresponding continuous projections in the vector case and in the scalar case. Moreover, In×n represents the
identity matrix function of order n.
We shall need some further results about composed contours.
Definition 1. A Carleson flower is a Carleson curve consisting of a finite number of simple closed Carleson curves Cj ,
1 j  n, without common interior points and with exactly one node z0.
Locally, a Carleson flower with n petals can be seen as a Carleson star with 2n rays γj , 1 j  2n (i.e. a union of
2n simple arcs with exactly one node z0 with multiplicity 2n), where γj is outgoing from z0 if j is odd and oncoming
into z0 if j is even.
The following result [14,15] is due to Gohberg and Krupnik, and is used to study the Fredholmness of the operators
appearing in the last section.
Theorem 2. Let Γ0 be a Carleson flower with l ∈ N1 petals Ck , 1  k  l, and node z0 and Φ be a n × n matrix
function with entries defined on Γ0, continuous on Γ0 \ {z0} and having limits Φj in z0 along γj , 1 j  2l, where
γj are the rays of the locally equivalent in z0 Carleson star (γj is outgoing from z0 if j is odd and oncoming into z0
if j is even). Then the operator
A :
[
L2(Γ0)
]n → [L2(Γ0)]n,
A = P+Γ0 +ΦP−Γ0
where P±Γ0 are the complementary continuous projections associated to the decomposition of [L2(Γ0)]n, is a Fredholm
operator if and only if
inf
∣∣detΦ(ξ)∣∣> 0 (11)ξ∈Γ0
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D(μ) = det
(
μ
l∏
k=1
(
Φ−12k−1Φ2k
)+ (1 −μ)In×n) = 0 (12)
for all μ ∈ [0,1].
Furthermore, if A is a Fredholm operator then
indA = 1
2π
(
l∑
k=1
{
arg detΦ(ξ)
}
ξ∈Ck −
{
argD(μ)
}1
μ=0
)
, (13)
where {arg detΦ(ξ)}ξ∈Ck stands for the increment of any continuous argument of detΦ(ξ) as ξ moves along the path
Ck and {argD(μ)}1μ=0 represents the increment of any continuous argument of D(μ) as μ changes from 0 to 1.
3. Periodic boundary-value problems and associated convolution type operators
We begin this section by formulating the problem of a wave diffraction by a strip grating for a class of boundary-
transmission conditions defined on the strips. This formulation, which uses operator methods, follows some of the
main ideas recently developed on relations for operators defined on the grating given in [2], which, in the present
case, lead us to a given factorization for the intervening operators. This factorization allows us to study the Fredholm
property for operators associated to the given boundary-transmission conditions.
The grating is described by the disjoint union (6) with τ = 2b, b ∈ R+. For this geometry, we consider later
distributions with support in the closure of the strip J0 = J , i.e. J = [−a, a] (0 < a < b). From now on we shall
always consider a, b and J as just defined.
We denote Problem P as the boundary-value problem on the grating of first order, a class of problems which
includes Neumann periodic boundary-value problem, oblique derivative periodic boundary-value problem, impedance
periodic boundary-value problem, among others.
Problem P . Find ϕ ∈ L22b(R2), such that ϕ|R×R± = ϕ± ∈ H 1+2b (R × R±),1  ∈ ]0,1/2[, and(
Δ+ k2)ϕ± = 0 in R × R±, (14){
ϕ+0 − ϕ−0 = 0,
ϕ+1 − ϕ−1 = 0,
on R \G, (15)
Bjϕ(x) =
∑
|σ |mj
b+σ,j
(
Dσϕ+
)
(x,0)+ b−σ,j
(
Dσϕ−
)
(x,0) = gj (x) on G (16)
where k is the wave number such that e k > 0, mk > 0, and in (16) j = 1,2 correspond to the banks of the
grating G. Moreover σ = (σ1, σ2) ∈ N20, and mj = 1 is the order of the boundary-transmission operator Bj , j = 1,2,
i.e.
bj =
∑
|σ |=1
(
b+σ,j
)2 + (b−σ,j )2 = 0, j = 1,2. (17)
The coefficients b±σ,j ∈ C depend on the materials of the grating, and the elements gj ∈ H−1/2+2b (G) are arbitrarily
given data. The condition (15) describes the jumps of the Dirichlet data, ϕ±0 = ϕ|y=±0, and of the Neumann data,
ϕ±1 = ∂ϕ/∂y|y=±0 on the complement of the grating with respect to the real line.
Remark that in the case of b1 = 0 or b2 = 0, all the main results in this paper are true with small changes for
instance on the data spaces, i.e. we could consider Dirichlet or mixed order boundary transmission conditions using
the same reasonings.
1 The spaces L22b(R
2) and H 1+2b (R × R±) are periodic, with period τ = 2b only in the first variable, i.e. the norm in the y-direction is given by
the L2(R) norm ‖f ‖2
L2
= ∫
R
|f (t)|2 dt and in the x-direction the norm is defined by the inner product associated with the definition of the periodic
Bessel potential spaces in (4).
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Pϕ = (g1, g2)T , P :D(P) → H−1/2+2b (G)×H−1/2+2b (G), (18)
with D(P) being the subspace of the periodic space H 1+2b (R × R+) × H 1+2b (R × R−) whose elements satisfy the
Helmholtz equation (14) and the homogeneous transmission conditions in (15), and where the right-hand side of the
above equation follows from the boundary-transmission condition (16).
The operator P is known as the associated operator to the boundary-value problem [16], and our aim is to prove
that P is bounded and study its Fredholm properties, constructing for this propose several operator relations.
Remark that the space setting of Problem P is a more regular space than the finite energy periodic space
H 12b(R × R±). This is a consequence of the proposed method for the study of the associated convolution type op-
erator defined on spaces supported on the closure of the interval, J = [−a, a], and is mostly due to the presence of
the characteristic function of this interval.
Let k be the wave number defined above and
β(ξ) = (ξ2 − k2)1/2, ξ ∈ R, (19)
denote the branch of the square root that tends to +∞ as ξ → +∞, defined by
(ξ ± k)1/2 = |ξ ± k|1/2eiθ±/2, (20)
where θ+ = arg(ξ + k) ∈ [−π/2,3π/2[ and θ− = arg(ξ − k) ∈ [−3π/2,π/2[.
Theorem 3. Let Φ1 be the Fourier symbol defined by
Φ1 = 12
[∑
|σ |1 δ
+
σ,1Θσ
∑
|σ |1 δ
−
σ,1Θσβ
−1∑
|σ |1 δ
+
σ,2Θσ
∑
|σ |1 δ
−
σ,2Θσβ
−1
]
(21)
such that detΦ1(ξ) = 0, for ξ ∈ R, where δ±σ,j = ±b+σ,j − (−1)σ2b−σ,j and Θσ (ξ) = (−1)|σ |(iξ)σ1β(ξ)σ2 with σ =
(σ1, σ2) ∈ N20. Then the operator P is equivalent to the following convolution type operator W on the strip grating
W = rGF−1Φ1F : H˜ 1/2+2b (G)× H˜−1/2+2b (G) → H−1/2+2b (G)×H−1/2+2b (G)
with  ∈ ]0,1/2[ and Fourier symbol defined by (21), i.e. there is a bounded invertible linear operator F0 such that
P = WF0.
Proof. This proof, which uses operator-theoretical construction methods, follows the general scheme of similar results
for periodic Dirichlet and Neumann boundary-value problems in the paper [2]. Here, due to the presence of the more
general boundary condition (16), we end up with a matrix Fourier symbol.
It is known (cf. [2]) that a function ϕ ∈ L22b(R2), with ϕ|R×R± ∈ H 1+2b (R × R±) satisfies the Helmholtz equation
(14) if and only if it is representable by
ϕ(x, y) =F−1{e−β(ξ)y ϕˆ+0 (ξ)χR+(y)+ eβ(ξ)y ϕˆ−0 (ξ)χR−(y)}, (22)
where ϕˆ±0 ∈FH 1/2+2b according to (3) are given by
ϕˆ±0 =
∑
n∈Z
E2bnϕˆ±00 (23)
with suppF−1ϕˆ±00 ⊂ [−b, b]. This series converges in the sense of distributions, i.e.
∑
n∈Z 〈T2bF−1ϕˆ±00|f 〉 converges
for any f ∈ S .
The representation formula (22) defines an operator (cf. [17])
K :Y → D(P),[
ϕ+0
ϕ−0
]
→ ϕ =Kϕ0 (24)
where Y is the space{
(φ,ψ) ∈ [H 1/2+]2: φ −ψ ∈ H˜ 1/2+(G), F−1βF(φ +ψ) ∈ H˜−1/2+(G)}2b 2b 2b
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the Helmholtz equation (14) and the homogeneous transmission conditions in (15).
The continuous inverse of this operator is the continuous extension of the trace operator
T :D(P) → Y,
ϕ → ϕ0 =
[
ϕ+0
ϕ−0
]
. (25)
Note that the condition detΦ1(ξ) = 0, for ξ ∈ R, is necessary for the normal solvability of the operator W . A direct
computation shows that the operator P can be written as the following composition of bounded operators:
P = WBT , (26)
where B is the convolution operator
B =F−1
[
1 −1
−β −β
]
F :Y → H˜ 1/2+2b (G)× H˜−1/2+2b (G) (27)
that maps the trace vector ϕ0 = T ϕ into the jump vector of the Dirichlet and Neumann data defined on the union of
the grating with its complement, but with support on the grating.
Equation (26) means that there is an operator equivalence between P and the convolution type operator on the
grating W with the Fourier symbol (21), namely P = WF0, where F0 = BT is continuously invertible by KB−1. 
The following auxiliary result, established in [2] for the scalar case, will also play an important role in the matrix
case.
Proposition 4. The Bessel potential operators defined by
Ar± =F−1 diag
[
(ξ ± κ)rj ]
j=1,...,mF : H˜ s2b(G) → H˜ s−r2b (G), (28)
where κ ∈ C \ R, s = (s1, s2, . . . , sm) ∈ Rm, r = (r1, r2, . . . , rm) ∈ Nm0 , are bounded left invertible linear operators
with codim imAr± =
∑m
j=1 rj .
Proof. The operators Ar± act between spaces H˜ s2b(G) and H˜
s−r
2b (G) in such a way that they preserve the support of
the corresponding distributions. Furthermore, for every ϕ ∈ H˜ s2b(G), Ar±ϕ = 0, for a given r , if and only if ϕ = 0,
which means that Ar± are injective operators.
On the other hand, looking for solutions of the equation FAr+ϕ = fˆ with fˆ =
∑
n∈Z E2bnfˆ0, where fˆ0 =
(fˆ01, . . . , fˆ0j , . . . , fˆ0m), and assuming that for all j -components of fˆ0 it holds fˆ0j (−κ) = 0, then we conclude that
there exists a unique solution. This is also a consequence of the vectorial version of the generalized Paley–Wiener
theorem (cf. [18]). Therefore, in the following direct sum decomposition H˜ s−r2b (G) = imAr+ ⊕ Y+0 , the complement
Y+0 is a space with dimension equal to
∑m
j=1 rj and of the form
Y+0 =
{
f ∈ H˜ s−r2b (G): f =F−1
∑
n∈Z
E2bnfˆ0, fˆ0j (−κ) = 0, j = 1, . . . ,m
}
(29)
that is, codim imAr+ =
∑m
j=1 rj . The same holds for Ar− (with Y−0 defined analogously to (29) with fˆ0j (κ) = 0), i.e.
codim imAr− =
∑m
j=1 rj . 
We use now an injective Bessel potential operator in order to write the explicit operator identity that allows us to
associate the operator W with a convolution type operator on an interval.
Theorem 5. The following factorization W = W˜Aq+ holds, where
W˜ = rGF−1Φ2F :
[
H˜
−1/2+
2b (G)
]2 → [H−1/2+2b (G)]2,
Φ2 = 1
[∑
|σ |1 δ
+
σ,1Θσρ
−1
1
∑
|σ |1 δ
−
σ,1Θσβ
−1∑ + −1 ∑ − −1 ] (30)2 |σ |1 δσ,2Θσρ1 |σ |1 δσ,2Θσβ
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defined as in (19), and Aq+, q = (1,0), is the left invertible Bessel potential operator defined by
A
q
+ =F−1Φq+F : H˜ 1/2+2b (G)× H˜−1/2+2b (G) →
[
H˜
−1/2+
2b (G)
]2
,
Φ
q
+(ξ) =
[
ξ + k 0
0 1
]
, (31)
with codim imAq+ = 1.
Proof. The operator Aq+ constitutes a translation invariant operator which acts injectively between the corresponding
Bessel potential spaces (although with codim imAq+ = 1) as stated in Proposition 4.
Therefore, the operator identity follows from the equation W = rGF−1Φ1F = rGF−1Φ2FF−1Φq+F , where the
entries of the Fourier symbol Φ2 are bounded rational functions in ξ . 
Considering the convolution type operator on the grating, we finally achieve the main goal of this section estab-
lishing a relation of this operator to a convolution type operator that acts between spaces of distributions supported on
the closure of the interval J = ]−a, a[.
Theorem 6. The operator W˜ defined in (30) is equivalent to the convolution type operator
T :
[
H˜−1/2+(J )
]2 → [H˜−1/2+(J )]2,
φ →
∑
n∈Z
χ
J
(F−1(E2bnΦ2) ∗ φ), (32)
where  ∈ ]0,1/2[, Φ2 is the matrix Fourier symbol given in (30) and χJ represents the characteristic function of the
interval J = ]−a, a[. The equivalence relation is given by W˜ = E1T F1, where E1 = rGl2b is the restriction to the
grating G of any periodic extension from [H˜−1/2+(J )]2 into [H−1/2+2b ]2 and F1 = rJ is the operator of restriction
from [H˜−1/2+2b (G)]2 into [H−1/2+(J )]2.
Proof. Let f1 ∈ [H˜−1/2+2b (G)]2. Then we have
Ff1 =
∑
n∈Z
E2bnfˆ10 (33)
with suppF−1fˆ10 ⊂ [−a, a], i.e. fˆ10 ∈ [FH˜−1/2+(J )]2. Therefore, it holds
W˜f1 = rGF−1Φ2
∑
n∈Z
E2bnfˆ10 = rG
∑
n∈Z
F−1(E2bnΦ2) ∗ rJ f1,
where the Fourier symbol Φ2, given by (30), constitutes a piecewise bounded continuous matrix symbol. Introducing
the operator T given by (32), we write W˜f1 = rGl2bT rJ f1, and χJ I = rJ . 
We want to point out that, following a similar reasoning, it is possible to describe a more general problem P which
corresponds to a boundary-transmission condition of the form (16) where m = (m1,m2) ∈ N2 and mj > 1, j = 1,2,
i.e., we have an order greater than one for the boundary-transmission operator Bj . In that case, the operator P is
equivalent to an operator of the form W = W˜Aq+, where
W˜ : H˜
1/2+−m1
2b (G)× H˜ 1/2+−m22b (G) → H 1/2+−m12b (G)×H 1/2+−m22b (G),
W˜ = rGF−1Φ2F , Φ2 = 12
[∑
|σ |m1 δ
+
σ,1Θσhm1
∑
|σ |m1 δ
−
σ,1Θσhm2ρ
−1∑
|σ |m2 δ
+
σ,2Θσhm1
∑
|σ |m2 δ
−
σ,2Θσhm2ρ
−1
]
(34)
with δ±σ,j , Θσ as defined in (21), hmj (ξ) = (ξ + k)−mj and ρ(ξ) = β(ξ)(ξ + k)−1 with β defined as in (19), and
where Aq+, q = (m1,m2 − 1), is the left invertible Bessel potential operator defined by
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q
+ : H˜
1/2+
2b (G)× H˜−1/2+2b (G) → H˜ 1/2+−m12b (G)× H˜ 1/2+−m22b (G),
A
q
+ =F−1Φq+F , Φq+(ξ) =
[
(ξ + k)m1 0
0 (ξ + k)m2−1
]
(35)
with codim imAq+ = m1 +m2 − 1. However, due to the properties of the operators of restriction and extension acting
on spaces H˜ 1/2+−mj2b (G) with mj > 1 it is not possible to establish a result analogous to Theorem 6 for this general
case.
4. The periodic oblique derivative and Neumann boundary-value problems and associated convolution type
operators
Consider now two particular periodic boundary problems of first order: the periodic oblique derivative boundary-
value problem and the periodic Neumann boundary-value problem, which correspond to a given choice of coefficients
b±σ,j ∈ C in (16).
The Problem PO , here denominated oblique derivative boundary-value problem on the grating, consists of a
particular case of Problem P , where the oblique derivative boundary condition is given on the banks of G by
α+ϕ+tan + ϕ+1 = g1,
α−ϕ−tan − ϕ−1 = g2 (36)
with ϕ±tan = ∂ϕ/∂x|y=±0, a linear combination of the Neumann data with the traces on the grating of the tangential
derivatives.
This is an oblique derivative boundary-value problem, which depends on two parameters α± ∈ C \ {0} and (36)
can be seen as approximate boundary conditions when the impedance values on the infinitely thin strips are allowed
to be different in the two principal directions of the grating (see [10] for the non-periodic case and for the particular
boundary condition α+ = α− = α). In (36) the elements gj ∈ H−1/2+2b (G), j = 1,2,  ∈ ]0,1/2[, are the given data.
The so-called Problem PN , Neumann boundary-value problem on the grating (cf. [2]) associated to the case of
perfectly non-conducting or perfectly hard gratings, depending if we deal with electric or acoustic wave diffraction,
respectively, results from putting formally α+ = α− = 0 and g1 = −g2 = h in (36):
ϕ±1 = h on G, (37)
where the data h ∈ H−1/2+2b (G),  ∈ ]0,1/2[, is arbitrarily given. Notice that this does not correspond to the natural
extension of Problem PO to the case where α+ = α− = 0 in (36), since in that case it is necessary to assume a
compatibility condition for normal solvability of the form g1 + g2 ∈ H˜−1/2+2b (G), but here it is sufficient to consider
g1 = −g2 = h ∈ H−1/2+2b (G).
The problem PO is associated to the operator
POϕ = (g1, g2)T , PO :D(PO) →
[
H
−1/2+
2b (G)
]2
,  ∈ ]0,1/2[ (38)
with D(PO) being the subspace of the space H 1+2b (R×R+)×H 1+2b (R × R−) whose elements satisfy the Helmholtz
equation (14) and the jump conditions (15), and where the right-hand side is a consequence of the oblique derivative
boundary condition (36).
Introducing the functions β1(ξ) = 1 + iα+ξβ−1(ξ) and β2(ξ) = 1 + iα−ξβ−1(ξ), we state for the associated
operator PO the following results, which are consequences of Theorems 3 and 5, respectively.
Corollary 7. Let βj (ξ) = 0, j = 1,2 for every ξ ∈ R. Then the operator PO defined by (38) is equivalent to the
convolution type operator on the strip grating
WO = rGF−1Φ1,OF : H˜ 1/2+2b (G)× H˜−1/2+2b (G) →
[
H
−1/2+
2b (G)
]2
,
Φ1,O(ξ) = 12
[−β(ξ)β1(ξ) β1(ξ)
β(ξ)β2(ξ) β2(ξ)
]
, (39)
i.e. there is a bounded invertible linear operator F0 = BT , where T and B are defined by (25) and (27), respectively,
such that PO = WOF0.
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condition for the normal solvability of the operator WO .
Corollary 8. The following factorization WO = W˜OAq+ holds, where
W˜O = rGF−1Φ2,OF :
[
H˜
−1/2+
2b (G)
]2 → [H−1/2+2b (G)]2,
Φ2,O = 12
[−ρβ1 β1
ρβ2 β2
]
(40)
and Φ2,O constitutes a bounded Fourier symbol, where ρ(ξ) = β(ξ)(ξ +k)−1 and Aq+, q = (1,0), is the left invertible
Bessel potential operator given by (31) with codim imAq+ = 1.
For Problem PN on the grating, it is possible to define the scalar associated operator PN
PNϕ = h, PN :D(PN ) → H−1/2+2b (G),  ∈ ]0,1/2[, (41)
where D(PN ) represents the subspace of the periodic space H 1+2b (R×R+)×H 1+2b (R × R−) whose elements satisfy
the Helmholtz equation (14), the homogeneous transmission conditions in (15) and the right-hand side of the above
equation follows from the Neumann boundary condition (37).
Proposition 9. The operator PN is equivalent to the convolution type operator on the strip grating
WN = rGF−1βF : H˜ 1/2+2b (G) → H−1/2+2b (G). (42)
The equivalence relation being given by PN = WNFN with
FN = −12R1B
′T ′,
where R1 is the restriction operator to the first component, B′ is defined by
B′ =F−1ΦBF :Y ′ ⊂
[
H
1/2+
2b
]2 → H˜ 1/2+2b (G)× {0}, (43)
with ΦB the symbol of the operator defined in (27), and T ′ is the trace operator
T ′ :D(PN ) → Y ′,
ϕ → ϕ0 =
[
ϕ+0
ϕ−0
]
, (44)
where
Y ′ = {(φ,ψ) ∈ [H 1/2+2b ]2: φ −ψ ∈ H˜ 1/2+2b (G), F−1βF(φ +ψ) = 0}.
As a consequence of Theorem 5, the following result holds for WN .
Corollary 10. The operator WN in (42) can be factorized as WN = W˜NA1+ , where
W˜N = rGF−1ρF : H˜−1/2+2b (G) → H−1/2+2b (G) (45)
with ρ(ξ) = β(ξ)(ξ + k)−1 and A1+ = F−1(ξ + k)F : H˜ 1/2+2b (G) → H˜−1/2+2b (G) is an injective Bessel potential
scalar operator with codim imA1+ = 1.
Remark that for the Neumann condition and a particular periodic geometry, the corresponding boundary-value
problem was studied in [2].
Finally, we can also relate convolution type operators W˜O and W˜N to convolution type operators that act between
spaces of distributions supported on the closure of the interval J = ]−a, a[, i.e. the operator W˜O given by (40) is
equivalent to the convolution type operator
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[
H˜−1/2+(J )
]2 → [H˜−1/2+(J )]2,
φ →
∑
n∈Z
χ
J
(F−1(E2bnΦ2,O) ∗ φ), (46)
where the Fourier symbol Φ2,O is defined in (40),  ∈ ]0,1/2[ and the operator W˜N given by (45) is equivalent to the
convolution type operator
TN : H˜−1/2+(J ) → H˜−1/2+(J ),
φ →
∑
n∈Z
χ
J
(F−1(E2bnρ) ∗ φ), (47)
where χ
J
represents the characteristic function of the interval J ,  ∈ ]0,1/2[, and ρ(ξ) = β(ξ)(ξ + k)−1 with β given
by (19).
5. Toeplitz operators and convolution type operators on intervals
Let us recall that the operator T (cf. (32)) is given by
T :
[
H˜−1/2+(J )
]2 → [H˜−1/2+(J )]2,
φ →
∑
n∈Z
χ
J
(F−1(E2bnΦ2) ∗ φ),
with Φ2 being the following Fourier symbol
Φ2 = 12
[∑
|σ |1 δ
+
σ,1Θσρ
−1
1
∑
|σ |1 δ
−
σ,1Θσβ
−1∑
|σ |1 δ
+
σ,2Θσρ
−1
1
∑
|σ |1 δ
−
σ,2Θσβ
−1
]
where the notations are the same used in (30). The main objective of this section is to associate the convolution type
operator T , which is a bounded operator due to the boundness of the matrix Fourier symbol Φ2 (cf. Proposition 5.1
in [2]), to a Toeplitz operator on a composed contour with a piecewise continuous Fourier matrix symbol of order
four. The first step in this direction consists on relating the convolution type operator with an indicator TΓ (cf. [1]).
In order to properly define the operators involved let us begin by introducing the space M ⊂ Ĥ−1/2+− (Γ ), given
by:
M = {φ ∈ Ĥ−1/2+− (Γ ): caφ ∈ Ĥ−1/2++ (Γ )},
where Γ = −Γ1 + Γ2 as defined in (7). The space caM ⊂ Ĥ−1/2++ (Γ ) can be seen as the space of the restrictions
to Γ of the analytical extensions of the Fourier transforms of the functions in H˜−1/2+(J ) to the closure of the strip
bounded by Γ (these extensions exist since the corresponding functions have analytic extensions to an open set that
contains the strip).
The following auxiliary result holds.
Proposition 11. Let T : [H˜−1/2+(J )]2 → [H˜−1/2+(J )]2 be the operator defined in (32) and TΓ :M2 → M2 the
operator defined by
TΓ = 12P
−
−1/2+s2at
−1
b Φ2IX −
ta
2
P−−1/2+ t
−1
a s2at
−1
b Φ2IX (48)
with s2a , ta and tb as defined in (1) and X = M2.
Then T and TΓ are equivalent continuous operators, i.e. there are bounded invertible operators
E2 : [H˜−1/2+(J )]2 → M2 and F2 :M2 → [H˜−1/2+(J )]2 such that TΓ = E2T F2.
Proof. Since the Fourier transform is an invertible operator, the operator T0 : [FH˜−1/2+(J )]2 → [FH˜−1/2+(J )]2
defined by T0 = FTF−1 is equivalent to T . We use the existence of analytical extensions for the functions in
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orem and the fact that F(χ
J
)(ξ) = ξ−1sa(ξ), we start by writing an integral representation of T0φˆ for a given
φˆ ∈ [FH˜−1/2+(J )]2
T0φˆ(ξ) =
∑
n∈Z
i
∫
R
sa(t − ξ)
t − ξ E
2bn(t)Φ2(t)φˆ(t)dt.
Given the analyticity of φˆ, the integrand function is analytic on the strip and one can define an operator T1 : [caM]2 →
[caM]2 and rewrite the previous expression using φˆ+ to represent the restriction to Γ of the extension of φˆ to the
closure of the strip. Putting
Ψ (t, ξ) = sa(t − ξ)
t − ξ E
2bnΦ2(t)φˆ
+(t),
T1φˆ+(ξ) can be written as:
T1φˆ
+(ξ) = i
∑
n∈Z+0
∫
Γ1
Ψ (t, ξ)dt − i
∑
n∈Z−
∫
Γ2
Ψ (t, ξ)dt.
This same expression can, in turn, be rewritten using Kroenecker’s symbol δij which yields
T1φˆ
+(ξ) = i
∑
n∈Z+0
∫
Γ1
Ψ (t, ξ)
(
1 − 1
2
δ0n
)
dt − i
∑
n∈Z−0
∫
Γ2
Ψ (t, ξ)
(
1 − 1
2
δ0n
)
dt.
Since the intervening series are uniformly convergent and Γ = −Γ1 +Γ2, expressing the previous sum of integrals as
a single integral along Γ we get
T1φˆ
+(ξ) = 1
2
∫
Γ
sa(t − ξ)
t − ξ t
−1
b (t)Φ2(t)φˆ
+(t)dt.
Given the integral representation of P−−1/2+ and some trigonometric identities, one can rewrite T1φˆ+ in the form
(cf. [1,2,13])
T1φˆ
+ = ca
2
P−−1/2+
(
sat
−1
b Φ2φˆ
+)− sa
2
P−−1/2+
(
cat
−1
b Φ2φˆ
+).
A mere computation allows us to check that T1 in indeed an operator acting on [caM]2 with values on [caM]2
(cf. [13]). Thus, TΓ :M2 → M2 defined by TΓ = c−1a T1caIX is equivalent to T1. Replacing T1 by the previous expres-
sion one gets
TΓ = 12P
−
−1/2+s2at
−1
b Φ2IX −
ta
2
P−−1/2+ t
−1
a s2at
−1
b Φ2IX.
It follows that TΓ = E2T F2 with
E2 :
[
H˜−1/2+(J )
]2 → M2, E2 = c−1a rΓ lC+Γ F
and
F2 :M
2 → [H˜−1/2+(J )]2, F2 =F−1rRlC+Γ ,
where l
C
+
Γ
is the operator of extension to the closure of the strip and rR and rΓ are the operators of restriction to the
real axis and contour Γ , respectively.
Since the singular integral operator is continuous on Ĥ−1/2+(Γ ) it follows that TΓ is continuous, which concludes
the proof. 
Theorem 12. Let T be as defined in (32), T3 : [Ĥ−1/2+− (Γ )]2 → [Ĥ−1/2+− (Γ )]2 defined by
T3 = 1P−−1/2+s2at−1b Φ2IX −
ta
P−−1/2+ t
−1
a s2at
−1
b Φ2IX + c−1a P−−1/2+caIX, (49)2 2
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TΦ3 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4,
TΦ3 = P−−1/2+Φ3P−−1/2+ (50)
with
Φ3 =
[
caI2×2 0
cat
−1
b Φ2 c
−1
a I2×2
]
. (51)
Then, operators T , T3 and TΦ3 are equivalent after extension, i.e. there are bounded invertible operators
E3 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4,
F3 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4
such that
TΦ3 = E3
[
T3 0
0 IX
]
F3, T3 =
[
TΓ A
0 IX20
]
where X0 is defined by Ĥ−1/2+− (Γ ) = M ⊕ X0, A :X20 → M2 is a bounded linear operator and TΓ :M2 → M2
defined in Proposition 11 is equivalent to T .
Proof. By Proposition 11 T and TΓ are equivalent, so let us extend operator TΓ to an operator acting on the
Hardy space [Ĥ−1/2+− (Γ )]2. Since PM = c−1a P+−1/2+ca is a continuous projection on Ĥ−1/2+− (Γ ) with im-
age M , Ĥ−1/2+− (Γ ) admits the decomposition Ĥ
−1/2+
− (Γ ) = M ⊕ X0 where X0 is the image of the projection
c−1a P−−1/2+ca : Ĥ
−1/2+
− (Γ ) → Ĥ−1/2+− (Γ ). We define the operator T3 : [Ĥ−1/2+− (Γ )]2 → [Ĥ−1/2+− (Γ )]2 by
T3 = 12P
−
−1/2+s2at
−1
b Φ2IX −
ta
2
P−−1/2+ t
−1
a s2at
−1
b Φ2IX + c−1a P−−1/2+caIX,
where IX is the identity operator on X = [Ĥ−1/2+− (Γ )]2. The above decomposition of [Ĥ−1/2+− (Γ )]2, keeping in
mind that TΓ φˆ ∈ M2 for every φˆ ∈ M2, yields the following matrix operator representation of T3
T3 =
[
TΓ A
0 IX
]
,
where IX is the identity operator on X = X20 and A :X20 → M2 is a bounded linear operator, which shows that
T3 is equivalent after extension to TΓ and obviously the same goes for T . Finally, we note that the operator
E3 : [Ĥ−1/2+− (Γ )]4 → [Ĥ−1/2+− (Γ )]4, defined by
E3 =
[
P−−1/2+caP
−
−1/2+ 0
−taP−−1/2+caP−−1/2+ + P−−1/2+saP−−1/2+ P−−1/2+c−1a P−−1/2+
]
= P−−1/2+
[
I2×2 0
−taI2×2 I2×2
]
P−−1/2+
[
caI2×2 −saI2×2
saI2×2 caI2×2
][
I2×2 taI2×2
0 I2×2
]
P−−1/2+
is an invertible operator, since all the factors are invertible, and that F3 : [Ĥ−1/2+− (Γ )]4 → [Ĥ−1/2+− (Γ )]4 defined
by
F3 = P−− 12 +
[
I2×2 0
(2ta)−1s2at−1b Φ2 I2×2
]
P−−1/2+
is also an invertible operator. It is now a case of a simple calculation to see that
TΦ3 = P−−1/2+Φ3P−−1/2+ = E3
[
T3 0
0 IX
]
F3
with Φ3 given by (51) and IX the identity operator on X = [Ĥ−1/2+− (Γ )]2. 
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ators on a bounded interval with kernels for which the Fourier transforms belong to Lp spaces. However the Fourier
symbol in (51) is not suitable to the Fredholm study we proposed to achieve. The next theorem is the main result of
this section and establishes an equivalence after extension between the convolution type operator T defined in (32)
and a Toeplitz operator with a bounded Fourier symbol that allows us, in the next section, to develop a Fredholm
theory for T .
Theorem 13. Let T be as defined in (32), T3 as defined in (49) and TΦ4 be the operator defined by
TΦ4 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4,
TΦ4 = P−−1/2+Φ4P−−1/2+ (52)
with
Φ4 =
[ 1
2 (1 + sb−2as−1b )I2×2 −taΦ−12
1
2 (t
−1
b + cb−2as−1b )Φ2 I2×2
]
. (53)
Then operators T , T3 and TΦ4 are equivalent after extension, i.e. there exist bounded invertible operators
E4 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4,
F4 :
[
Ĥ
−1/2+
− (Γ )
]4 → [Ĥ−1/2+− (Γ )]4
such that TΦ4 = E4
[ T3 0
0 IX
]
F4 and X = [Ĥ−1/2+− (Γ )]2.
Proof. Again, this is merely a case of pure algebraic manipulation. Clearly the operators E4,F4 : [Ĥ−1/2+− (Γ )]4 →
[Ĥ−1/2+− (Γ )]4, defined by
E4 = P−−1/2+
[
caI2×2 −saΦ−12
saΦ2 caI2×2
]
P−−1/2+E3, F4 = F3,
where E3 and F3 are defined in Theorem 12, are invertible operators. A simple computation yields
TΦ4 = E4
[
T3 0
0 IX
]
F4. 
This result is true for the convolution type operators TO in (46) and a similar reasoning can be applied now to the
convolution type operator TN in (47) associated to the periodic oblique derivative and Neumann problem, respectively.
In the Neumann case one can show similarly to Theorem 12 that operator TN is equivalent after extension to a Toeplitz
operator T3N : Ĥ
−1/2+
− (Γ ) → Ĥ−1/2+− (Γ ).
Proposition 14. Let TN : H˜−1/2+(J ) → H˜−1/2+(J ) be the operator defined in (47), T3N : Ĥ−1/2+− (Γ ) →
Ĥ
−1/2+
− (Γ ) be the operator defined by
T3N = 12P
−
−1/2+s2at
−1
b ρIX −
ta
2
P−−1/2+ t
−1
a s2at
−1
b ρIX + c−1a P−−1/2+caIX (54)
where X = Ĥ−1/2+− (Γ ) and TΦ0 : [Ĥ−1/2+− (Γ )]2 → [Ĥ−1/2+− (Γ )]2 be the operator defined by
TΦ0 = P−−1/2+Φ0P−−1/2+ (55)
with
Φ0 =
[ 1
2 (1 + sb−2as−1b ) −taρ−1
1
2 (t
−1
b + cb−2as−1b )ρ 1
]
. (56)
Then operators TN , T3N and TΦ0 are equivalent after extension, i.e. there exist bounded invertible operators
E5,F5 : [Ĥ−1/2+− (Γ )]2 → [Ĥ−1/2+− (Γ )]2, E6 : H˜−1/2+(J ) → M and F6 :M → H˜−1/2+(J ) such that
TΦ0 = E5
[
T3N 0
0 I
]
F5, T3N =
[
E6T F6 AN
0 I
]
,X X0
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operator.
6. Fredholm theory
In this section we discuss the Fredholmness of operator P and study the Fredholm properties of operators PO and
PN associated to periodic oblique derivative and Neumann boundary-value problems, respectively. For this propose
we use the equivalences obtained in the previous sections and the Fredholm theory for Toeplitz operators on composed
contours (cf. [14,15]).
Due to Theorems 3, 5 and 6 of Section 3, the study of the Fredholmness of operator P can be reduced to the study
of Fredholm properties of operator T defined in (32). Recall that in the factorization W = W˜Aq+, where the operator
A
q
+ is a Fredholm operator, the operator W˜ is equivalent to the operator T , which, on the other hand, by Theorem 13,
is equivalent after extension to operator TΦ4 defined by (52). The next result relates the operator TΦ4 with an operator
whose Fredholm study can be derived based on Theorem 2.
Proposition 15. Let Γp = −Γp1 + Γp2 − Γp3 + Γp4 be the contour defined by
Γp1 : {0} ∪ R+ → C, x → x + i(y1 + x tan θ0),
Γp2 : {0} ∪ R+ → C, x → −x + i(y1 + x tan θ0),
Γp3 : {0} ∪ R+ → C, x → −x − i(y1 + x tan θ0),
Γp4 : {0} ∪ R+ → C, x → x − i(y1 + x tan θ0),
where y1 > y0 > 0 and θ0 ∈ ]0, π4 [ are such that k ∈ C−Γp , and let Γq be its image through the transformation z → z−1.
Let TΦ4 : [Ĥ−1/2+− (Γ )]4 → [Ĥ−1/2+− (Γ )]4 be the operator defined in Theorem 13, Φ4 be the Fourier symbol defined
in (53), Tp : [Ĥ−1/2+− (Γp)]4 → [Ĥ−1/2+− (Γp)]4 be the operator defined by
Tp = P−−1/2+,ΓpΦ4P−−1/2+,Γp (57)
where the projection P−−1/2+,Γp is the continuous projection associated with the space Ĥ
−1/2+
− (Γp) and
Tq : [Ĥ−1/2+− (Γq)]4 → [Ĥ−1/2+− (Γq)]4 be the operator defined by
Tq = P−−1/2+,ΓqΦ5P−−1/2+,Γq (58)
where the projection P−−1/2+,Γq is the continuous projection associated with the space Ĥ
−1/2+
− (Γq) and
Φ5(ξ) = Φ4
(
ξ−1
)
, ξ ∈ Γq. (59)
Then operator TΦ4 is a Fredholm operator if and only if Tp is a Fredholm operator and if and only if Tq is a Fredholm
operator.
Proof. The proof follows the one that can be seen in [1], Theorem 6.2, for the case of a Toeplitz operator with 2 × 2
matrix symbol. 
Let
ξ
1
2 − = |ξ | 12 −Eθ
(
1
2
− 
)
, θ = arg ξ ∈ [0,2π[. (60)
Operator Tp is equivalent to operator TpL : [L2−(Γp)]4 → [L2−(Γp)]4,
TpL = P−Γpρ
− 12 +
1 Φ4ρ
1
2 −
2 P
−
Γp
,
where ρ1(ξ) = ξ + k, ρ2(ξ) = ξ , since operators
EL = P− ρ−
1
2 +P−Γp 1 −1/2+,Γp
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FL = P−−1/2+,Γpρ
1
2 −
2 P
−
Γp
are invertible operators in the corresponding spaces.
If we compute the limits of
ΦpL =
(
ρ1
ρ2
)− 12 +
Φ4 (61)
when |z| → +∞ along the contours Γpk , k = 1, . . . ,4 and denote these limits by ΦpL,i , i = 1, . . . ,4 we get
Φ−1pL,1(∞) =
[
I2×2 iΦ−12,1
i
2Φ2,1
1
2I2×2
]
, ΦpL,2(∞) =
[ 1
2I2×2 −iΦ−12,2−i
2 Φ2,2 I2×2
]
,
Φ−1pL,3(∞) =
[
I2×2 −iΦ−12,2
−i
2 Φ2,2
1
2I2×2
]
, ΦpL,4(∞) = E1−2(π)
[ 1
2I2×2 iΦ
−1
2,1
i
2Φ2,1 I2×2
]
, (62)
where Φ2,1 is the limit of Φ2(ξ), defined in Theorem 5, when ξ goes to infinity along paths −Γp1 and Γp4 and Φ2,2
is the limit of Φ2(ξ) when ξ goes to infinity along paths Γp2 and −Γp3.
Since the limits of δ+σ,1Θσρ
−1
1 and δ
−
σ,1Θσβ
−1 (cf. (30)) when |ξ | → ∞ vanish whenever |σ | = 0, we have that
Φ2,1 =
[−∑1l=0 δ+τl,1,1i1−l −∑1j=0 δ−τl,1,1i1−l
−∑1l=0 δ+τl,2,2i1−l −∑1l=0 δ−τl,2,2i1−l
]
, (63)
Φ2,2 =
[∑1
l=0 δ
+
τl,1,1(−i)1−l −
∑1
l=0 δ
−
τl,1,1(−i)1−l∑1
l=0 δ
+
τl,2,2(−i)1−l −
∑1
l=0 δ
−
τl,2,2(−i)1−l
]
. (64)
Operator TpL is defined on [L2−(Γp)]4, thus by use of the transformation z → z−1 we obtain operator TqL =
P−ΓqΦqLP
−
Γq
, defined on [L2−(Γq)]4, where
ΦqL(ξ) = ΦpL
(
ξ−1
)= (ξ−1 + k)− 12 +Φ5(ξ)(ξ−1) 12 − . (65)
Furthermore, operators Tq and TqL are related by the invertible operators P−Γp ρ˜1
− 12 +P−−1/2+,Γp and
P−−1/2+,Γp ρ˜2
1
2 −P−Γp where the branch cuts of ρ˜1
− 12 + = (ξ−1 + k)− 12 + and ρ˜2 12 − = (ξ−1) 12 − are well defined by
the transformation z → z−1 applied to the branch cuts defined in (20) and (60).
Remark that contour Γq , defined in Proposition 15 is a Carleson flower with node zero. We denote its petals by
Γq1, the image through the mapping z → z−1 of −Γp1 + Γp2, and Γq2, the image through the mapping z → z−1 of
−Γp3 + Γp4.
Given the definition of operator TqL, Tq is a Fredholm operator iff the Toeplitz operator TqL is also a Fredholm
operator. Since TqL is defined on [L2−(Γq)]4 and Γq is a Carleson flower, its Fredholm study may be done based on
Theorem 2 and for the node zero of the Carleson flower Γq we have that
(ΦqL)
−1
1 (ΦqL)2(ΦqL)
−1
3 (ΦqL)4 = Φ−1pL,1(∞)ΦpL,2(∞)Φ−1pL,3(∞)ΦpL,4(∞) (66)
where the matrices on the right side are defined in (62)–(64).
For a given first order boundary-value problem on the grating, we can then deduce a Fredholm criterium for the
associated convolution type operator T .
Thus, we arrive at the following result:
Theorem 16. Let T be as defined in (32), such that detΦ2(ξ) = 0 (ξ ∈ R), operator P be as defined in (18) and D(μ)
be the determinant
D(μ) =
∣∣∣∣ΥD11μ+ 2(1 −μ)I2×2 −2iΥD12μ−i Υ D21μ ΥD22μ+ 2(1 −μ)I2×2
∣∣∣∣ (67)
2
346 M.A. Bastos et al. / J. Math. Anal. Appl. 338 (2008) 330–349where Υ = Eπ(1 − 2),
D11 = Φ−12,1Φ2,2 +Φ−12,2Φ2,1, D12 = Φ−12,2 −Φ−12,1Φ2,2Φ−12,1,
D21 = Φ2,2 −Φ2,1Φ−12,2Φ2,1, D22 = Φ2,2Φ−12,1 +Φ2,1Φ−12,2,
and Φ2,1 and Φ2,2 are as defined in (63) and (64). Then both T and P are Fredholm operators if and only if D(μ) = 0
for all μ ∈ [0,1]. Furthermore, if this condition holds then
indT = 2(1 − 2)− 1
2π
{
argD(μ)
}1
μ=0, (68)
indP = indT − 1. (69)
Proof. From Theorem 13 and Proposition 15, operator T is a Fredholm operator iff the Toeplitz operator TqL associ-
ated to ΦqL defined in (65), and equivalent to Tq , is also a Fredholm operator. To study the Fredholmness of TqL we
can use Theorem 2. A mere computation yields for the Fourier symbol ΦqL
detΦqL(ξ) =
(
ξ−1 + k)−2+4(ξ−1)2−4, ξ ∈ Γq, (70)
with branch cuts defined as for (65), and, thus, the modulus of detΦqL(ξ) is, obviously, non-zero for all ξ ∈ Γq . From
(12) and (66) we obtain the expression of D(μ) and the condition D(μ) = 0.
Also from (70), it is easily checked that ∑2k=1{arg detΦqL(ξ)}ξ∈Γq,k = 4π(1 − 2) which proves the index formu-
las. 
If we consider problems where the upper bank boundary condition does not depend on the lower bank values of
the field and of the corresponding derivatives and vice-versa, it is easy to check that the following equalities hold:
Φ−12,1Φ2,2 = λΦ−12,2Φ2,1, Φ2,1Φ−12,2 = λ−1Φ2,2Φ−12,1, (71)
where λ is a constant which depends on the boundary value conditions. In this case, the determinant D(μ) can be
rewritten in a simpler way and one gets∣∣∣∣Υ (λ+ 1)μΦ2,1 + 2(1 −μ)Φ2,2 2iΥ (λ− 1)μI2×2i
2Υ (λ
−1 − 1)μI2×2 Υ (1 + λ−1)μΦ−12,1 + 2(1 −μ)Φ−12,2
∣∣∣∣ . (72)
We are now in a good position to study the Fredholm properties of TO in (46). For the case of TO , (63) and (64)
yield
Φ2,1 =
[
i(i − α+) −i(i − α+)
−i(i − α−) −i(i − α−)
]
, Φ2,2 =
[−i(i + α+) −i(i + α+)
i(i + α−) −i(i + α−)
]
, (73)
where α± are the constants which appear in the boundary conditions (36). Using Theorem 16 one can now write the
following result for this case.
Theorem 17. Let TO be the operator defined by (46) such that detΦ2O = 0,
zα =
[
(α+ + α−)2 − (1 − α+α−)2
](
1 + α2+
)−1(1 − α2−)−1 (74)
and let θα = arg(zα). Then
(i) if zα = 0, TO is a Fredholm operator if and only if  ∈ ]0, 12 [\{ 18 , 38 };
(ii) if zα = 0 and  = 14 , TO is a Fredholm operator if and only if zα − 1 is not a real positive number;
(iii) if zα = 0 and  = 14 , TO is not a Fredholm operator if and only if
s28(π)+ 2|zα|2
(
c8(π)− c2(θα)
)= 0 ∧ s8(π)s1(θα − 4π) 0. (75)
If TO is a Fredholm operator then its index is given by
indTO = 2(1 − 2)− 1
{
arg
(
μ4Υ 4 + (1 −μ)4 + 2zαμ2(1 −μ)2Υ 2
)}1
μ=0, (76)2π
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if TO is a Fredholm operator and in that case their Fredholm indices are given by
ind W˜O = indTO,
indWO = 1 − 4 − 12π
{
arg
(
μ4Υ 4 + (1 −μ)4 + 2zαμ2(1 −μ)2Υ 2
)}1
μ=0.
Furthermore, the set of the indices of all such operators WO is {−1,0,1}.
Proof. Some extensive computation using (67) and (73), shows that for every μ ∈ [0,1],
D(μ) = 16(μ4Υ 4 + (1 −μ)4 + 2zαμ2(1 −μ)2Υ 2). (77)
Since the transformation μ → z = (μ−1 − 1)2 is a bijection between ]0,1[ and R+, the path described by 116D(μ)
when μ ∈ ]0,1[ is the same as the path described by 16μ4(Υ 4 + z2 + 2zαzΥ 2) when z = (μ−1 − 1)2. It is easy to
see that, for zα = 0, D(μ) = 0 iff Υ 4 + z2 = 0 which, since z ∈ R+ yields (i). Furthermore, if zα = 0 and  = 14 ,
D(μ) = 0 iff (z − 1)2 + 2(1 − zα)z = 0 which, since z ∈ R+ yields (ii). Finally, considering the real part and the
imaginary part of (77), along with zα = 0 and  = 14 , yields condition (75). The index formula is identical to the
one stated in the previous theorem. As to the results concerning operators W˜O and WO they are consequences of the
relations established in Sections 3, 4, more precisely, of the equivalence between W˜O and TO and the Fredholmness
of the operators on the right-hand side of WO = W˜OAr+, where Ar+ is defined by (28) with codim imAr+ = 1.
Let I be the set of all Fredholm indices of every Fredholm operator TO . To prove that I ⊂ {0,1,2} one has only
to note that, since mD(μ) = 16μ4(−s8(π) − 2|zα|s1(4π − θα)z), with z = (μ−1 − 1)2, the contour defined by
D(μ) when μ goes from 0 to 1 only crosses, at most, the real axis in two points and starts in the real axis. Thus, the
total variation of the argument of D(μ) when μ goes from 0 to 1 is in ]−2π,2π[. Given the above formula for the
Fredholm index of TO , the fact that, for  ∈ ]0, 12 [,2 − 4 ∈ ]0,2[, and noting that indTO is always an integer, one
has that I ⊂ {0,1,2}. To prove the reciprocal inclusion it is enough to consider the examples pictured in Figs. 1, 2
and 3 which show that for k = 1 + 3i and zα = 11 + 3i the Fredholm index of TO can be either 0, 1 or 2 depending
on . If  = 0.3 the Fredholm index of T is 0 (Fig. 1), if  = 0.26 the index is 1 (Fig. 2) whilst for  = 0.1 the index
is 2 (Fig. 3).
Thus I = {0,1,2} and, given the relations between the indexes of TO and WO , the set of all indices of this last
operator is {−1,0,1}. 
A similar reasoning can be used to deal with the Neumann problem yielding the following result:
Theorem 18. Let TN be the operator defined by (47), then TN is a Fredholm operator with index zero. Furthermore,
operator W˜N defined by (45) is a Fredholm operator with index zero and operator WN defined by (42) is a Fredholm
operator with index equal to minus one.
Proof. Using a reasoning similar to the one used to obtain TqL it is possible to define an operator
TqLN :
[
L2−(Γq)
]2 → [L2−(Γq)]2,
TqLN = P−ΓqΦqLNP−Γq , (78)
where
ΦqLN(ξ) =
(
ξ−1 + k)− 12 +(ξ−1) 12 −Φo(ξ−1) (79)
where the branch cuts are as defined in (20) and (60) and Φ0 is defined in (56). By Theorems 2 and 14, since
detφqLN = (ξ−1 + k)−1+2(ξ−1)1−2 , we need only to compute the matrix
DqLN(μ) = ΥμI2×2 + (1 −μ)I2×2,
where Υ = Eπ(1 − 2), and to check that for every  ∈ ]0, 12 [, the variations of the arguments of detφqLN and
detDqLN(μ) = (Υ μ + 1 − μ)2 both lie in ]0,2π[ to prove the result in T . The result for WN follows from Corol-
lary 10. 
348 M.A. Bastos et al. / J. Math. Anal. Appl. 338 (2008) 330–349Fig. 1. Fredholm index for zα = 11 + 3i and  = 0.3.
Fig. 2. Fredholm index for zα = 11 + 3i and  = 0.26.
Fig. 3. Fredholm index for zα = 11 + 3i and  = 0.1.
M.A. Bastos et al. / J. Math. Anal. Appl. 338 (2008) 330–349 349Finally, through Corollary 7, Proposition 9, and Theorems 17, 18 we establish the Fredholm theory for operators
PO andPN which are equivalent to operators WO and WN , respectively, up to a bijection in both cases. The Fredholm
index of PO can be 1, 0 or −1 and the Fredholm index of PN is always −1.
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