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We study the work cost of processes in quantum fields without the need of projective measure-
ments, which are always ill-defined in quantum field theory. Inspired by interferometry schemes, we
propose a work distribution that generalizes the two-point measurement scheme employed in quan-
tum thermodynamics to the case of quantum fields and avoids the use of projective measurements.
The distribution is calculated for local unitary processes performed on KMS (thermal) states of
scalar fields. Crooks theorem and the Jarzynski equality are shown to be satisfied for a family of
spatio-temporally localized unitaries, and some features of the resulting distributions are studied as
functions of temperature and the degree of localization of the unitary operation. We show how the
work fluctuations become much larger than the average as the process becomes more localized in
both time and space.
Introduction.- At microscopic scales average quanti-
ties no longer characterize completely the state of a sys-
tem or the features of a thermodynamic process. There,
stochastic or quantum fluctuations become relevant, be-
ing of the same order of magnitude as the expectation
values [1–3]. It is therefore important to develop tools
that allow us to study the properties of these fluctua-
tions to fully understand thermodynamics at the small
scales.
One of the best studied quantities in this context is
work of out-of-equilibrium processes, and its associated
fluctuations. The notion of work is an empirical corner-
stone of macroscopic equilibrium thermodynamics. How-
ever, work in microscopic quantum scenarios is a notori-
ously subtle concept (e.g., it cannot be associated to an
observable [4]), and although there is no single definition
of work distributions and work fluctuations in quantum
theory, several possibilities have been proposed (see e.g.,
[5]). Perhaps the most established notion of work fluc-
tuations is that defined through the Two-Point Measure-
ment (TPM) scheme [6, 7], where the work distribution of
a process is obtained by performing two projective mea-
surements of the system’s energy, at the beginning and
at the end of the process. The TPM formalism defines a
work distribution with a number of desirable properties:
it is linear on the input states, it agrees with the un-
ambiguous classical definition for states diagonal in the
energy eigenbasis, and it yields a number of fluctuation
theorems in different contexts [1, 7, 8].
An important caveat of this definition is that it can-
not be straightforwardly generalized to processes involv-
ing quantum fields: projective measurements in quantum
field theory (QFT) are incompatible with its relativistic
nature. They cannot be localized [9], they can introduce
ill-defined operations due to UV divergences and, among
other serious problems, they enable superluminal signal-
ing even in the most innocent scenarios [10]. For these
reasons, it has been strongly argued that projective mea-
surements should be banished from the formalism of any
relativistic field theory [10–12]. However, quantum fields
are certainly subject to a wealth of thermodynamic and
non-equilibrium phenomena, and as such it should be
possible to define an operationally meaningful work dis-
tribution, potentially different from the standard TPM
scheme. One avenue to build such a work distribution is
through the ability to operate on quantum fields through
locally coupling other systems, such as e.g., atoms or par-
ticle detectors. This allows the performance of measure-
ments on the field that are well-defined [13] and physi-
cally meaningful [14]. Thus, whichever definition we con-
struct for the work distribution, it should be based on
such physically attainable localized measurements, and
should not rely on projective measurements as previous
works attempted (e.g., [15]).
In recent works [16, 17], it was shown that the com-
plete work distribution given by TPM scheme for a fi-
nite dimensional system can be measured by performing
measurements on an auxiliary qubit, in what is called
a Ramsey interferometric scheme. This was experimen-
tally implemented in [18]. Inspired by this idea, we pro-
pose a definition of work distributions in quantum fields
based on the Ramsey scheme which is in fact well de-
fined for a QFT despite the impossibility of projective
measurements. We show that this new distribution sat-
isfies the usual Jarzynski and Crooks theorems when the
field is initially in a KMS state (the states that general-
ize thermal Gibbs states for quantum fields [19, 20]) and
evolves through a spatially localized unitary. This shows
that such work distribution is well-defined for fields even
though projective measurements are not. We also obtain
analytical expressions for the variance and the average of
the work distribution for some useful simple cases of local
field operations. Finally we discuss how, through either
Crooks or Jarzynski’s theorems, the proposed work dis-
tribution can be used as a new way of computing ratios
of partition functions between field theories, potentially
yielding simpler approaches to the problem than path
integral methods.
TPM work distributions and Ramsey scheme.-
Consider a quantum field initially in an equilibrium KMS
state ρˆ of temperature β−1, which is driven out of equi-
librium by a time-dependent Hamiltonian Hˆ(t), turned
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2on during an interval [0, T ]. The work distribution quan-
tifies the work cost of the unitary process on the field
Uˆ(T, 0) generated by the Hamiltonian Hˆ(t).
As discussed above projective measurements cannot
be implemented in quantum fields because they are in-
compatible with relativistic causality [10–12]. Thus, the
TPM scheme cannot be readily applied to processes in-
volving quantum fields. However, the Ramsey scheme,
which only involves interactions with a low-dimensional
ancilla, provides an indirect way to gather the same work
statistics. For completeness, let us review the TPM
scheme to define a work distribution. The steps are the
following:
1. A projective measurement of Hˆ(0) is done on the
initial state ρˆ. This yields the energy measured as
Ei and the post-measurement state |Ei〉〈Ei|.
2. Unitary evolution of the post-measurement state
according to the unitary associated to the process
Uˆ(T, 0).
3. A projective measurement of Hˆ(T ) is done on
Uˆ(T, 0) |Ei〉〈Ei| Uˆ†(T, 0), returning the value E′j .
The possible values of the work w(ij) are defined as
w(ij) = E′j − Ei. The work probability distribution is
P (W ) =
∑
(ij)
δ
(
W−w(ij)
)
〈Ei| ρ |Ei〉 |〈E′j | Uˆ(T, 0) |Ei〉 |2,
(1)
with a corresponding characteristic function
P˜ (µ) =
∫
P (W )eiµW dW = 〈eiµW 〉. (2)
It is also important to define a “time-reversed” process,
in which the driving has the opposite temporal order.
That is,
1. A projective measurement is done on the basis of
Hˆ(T ), yielding E′j,rev.
2. The unitary evolution Uˆrev(T, 0) corresponding to
the driven Hamiltonian Hˆ(T − t) with t = [0, T ] is
implemented.
3. A final projective measurement in the basis of Hˆ(0)
is implemented returning the value Ei,rev.
The corresponding work probability distribution is
Prev(W ) =
∑
(ij)
δ
(
W − w(ji)rev
)
(3)
× 〈E′j,rev| ρ |E′j,rev〉 |〈Ei,rev| Uˆ(T, 0) |E′j,rev〉 |2,
where w
(ji)
rev = Ei,rev − E′j,rev. We can also define
P˜rev(µ) =
∫
Prev(W )e
iµW dW .
In the original proposals [16, 17], Ramsey interferom-
etry was employed to probe the TPM work distributions
as follows: the system of interest is coupled to an aux-
iliary qubit, which engages the system in an evolution
conditional on whether the qubit is excited or not. By
preparing the qubit in a superposition of ground and ex-
cited states, this process transfers the data about the
characteristic function of the TPM work distribution to
the state of the qubit. This is thus a rather ‘non-invasive’
procedure to acquire statistics which otherwise would re-
quire projective measurements. The steps are:
1. The system and the auxiliary qubit are prepared in
the product state ρˆ⊗ |0〉〈0|, where ρˆ is the state of
the quantum system at the beginning of the ther-
modynamic process.
2. A Hadamard gate is applied on the qubit.
3. The system and the auxiliary qubit evolve unitarily
according to
Mˆµ = UˆSe
−iµHˆ(0) ⊗ |0〉〈0|+ e−iµHˆ(T )UˆS ⊗ |1〉〈1| . (4)
Here UˆS is the unitary acting on the system be-
tween times 0 and T .
4. A second Hadamard is applied to the qubit.
At the end of this procedure, we obtain
that the reduced state of the auxiliary qubit is
ρˆµ =
1
2
(
1 + Re(P˜ (µ))σˆz + Im(P˜ (µ))σˆy
)
. By iterating
this process over many values of µ and performing
state tomography, the work distribution of any unitary
process on a system of interest can then be constructed
without projective measurements.
Work distributions for thermal states of quan-
tum fields.- We will now design a version of the Ramsey
scheme to obtain a characteristic function that defines
the work distribution of a process, which will be a local-
ized unitary on a scalar field. Consider a scalar quantum
field φˆ(t,x) written in terms of plane-wave modes as
φˆ(t,x) =
∫
d3k
(2pi)
3/2√
2ωk
(
aˆke
ik·x + aˆ†ke
−ik·x
)
, (5)
where k · x := k ·x−ωkt, ωk =
√
m2 + k2 and
[
aˆp, aˆ
†
q
]
=
δ(3) (p− q). We take the field to be in a KMS state
[19, 20] of inverse temperature β, ρˆβ . KMS thermality
generalizes Gibbs’ notion of thermality to cases where,
due to the dimensionality of the Hilbert space, Gibbs
thermal states are not well-defined. This is the case
of QFTs, where usually the partition function is ill-
defined. More formally, for a KMS state ρˆβ (with inverse
KMS temperature β) with respect to time translations
generated by a Hamiltonian Hˆ the two-point correlator
Wρˆ(τ, τ ′) := Tr
[
ρˆφˆ (t (τ)x (τ)) φˆ (t (τ ′)x (τ ′))
]
satisfies
the following two conditions (see, among many others,
[21, 22]):
31. Wρ(τ, τ ′) =Wρ(∆τ) (Stationarity).
2. Wρ(∆τ + iβ) =Wρ(−∆τ) (C−antiperiodicity).
Notice that the vacuum state is a KMS state with
β →∞, that is, zero temperature.
We proceed to characterize the localized unitary we
apply on the field. For a free scalar field, any local ob-
servable is a linear combination of the field amplitude φˆ
and its canonical momentum pˆi. For concreteness, in this
letter, we focus on unitaries acting on the field that are
generated by Hamiltonians of the form
Hˆφ(t) = Hˆ0 + λχ(t)
∫
R3
d3xF (x)φˆ(t,x) = Hˆ0 + HˆI(t),
(6)
in the interaction picture, where Hˆ0 is the free Hamil-
tonian of the field, and χ(t) and F (x) are the switching
and smearing functions, respectively. We assume that
the switching function has strong support in a finite re-
gion 1 and, without loss of generality, we take the strong
support of the switching function to be in the interval
[0, T ], where 0 and T are the starting and ending times
of the process under study. In other words, the field
evolves freely (or very approximately freely if the switch-
ing function is not strictly compact) except for the in-
terval [0, T ] where we perform a spatiotemporally local-
ized unitary operation on the support of F (x). By doing
this, we obtain that Hˆφ(0) = Hˆφ(T ) = Hˆ0, which simpli-
fies our analysis. This is a particular unitary operation
on a localized field observable (representing a multimode
displacement operation [23]). Considering localized uni-
taries generated by a smeared pˆi is completely analogous,
so this particular case is easily generalizable to all local-
ized unitaries on a free field.
At the beginning of the Ramsey scheme, the state of
the field-qubit system is ρˆ = ρˆβ ⊗ |0〉〈0|. Applying the
Hadamard on the qubit results in ρˆ0 = ρˆβ ⊗ |+〉〈+|. We
apply the controlled unitary evolution
Mˆµ = Uˆφ(T )e
−iµHˆ0 ⊗|0〉〈0|+e−iµHˆ0Uˆφ(T )⊗|1〉〈1| , (7)
where Uˆφ(T ) is the unitary on the field generated by the
Hamiltonian (6), given by
Uˆφ(T ) = T exp
(
−iλ
∫
R
dt χ(t)
∫
R3
d3xF (x)φˆ(t,x)
)
, (8)
where T represents time-ordering. Assuming that the
coupling λ is small enough, we can obtain an approxi-
mate expression for Uˆφ(T ) through a Dyson expansion:
1 or in simple words, there is only a finite time interval where it is
not true that χ(t) 1. This is the case of compactly supported
functions, but also exponentially suppressed functions such as
Gaussians.
Uˆφ(T ) = 1 +Uˆ
(1)+Uˆ (2)+O(λ3), where in the interaction
picture
Uˆ (1)=−iλ
∫
R
dt HˆI(t), Uˆ
(2)=−λ2
∫ ∞
−∞
dt
∫ t
−∞
dt′HˆI(t)HˆI(t′).
(9)
The reduced state of the qubit at time T can be writ-
ten as ρˆT = ρˆ
(0)
T + ρˆ
(1)
T + ρˆ
(2)
T +O(λ3), where ρˆ(i)T is pro-
portional to λi (The explicit expression can be seen in
Appendix A 2)
Tr[σˆz ρˆµ] and Tr[σˆyρˆµ] give the real and imaginary
parts, respectively, of the characteristic function (2). Us-
ing the KMS two-point correlator (see e.g., [24]), we can
write the characteristic function for this process as
P˜ (µ) := 1 + λ2
∫
d3k
(2pi)32ωk (eβωk − 1) |χ˜(ωk)|
2|F˜ (k)|2
× (eβωk + 1) (cos(µωk)− 1) (10)
+ iλ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2 sin(µωk).
By taking the inverse Fourier transform of this char-
acteristic function, the work probability distribution can
be obtained. When the smearing function is spherically
symmetric and the field is massless, it is
P (W ) = (1− p)δ(W ) + λ
2
2pi
|χ˜(W )|2|F˜ (W )|2W
×
(
eβW
eβW − 1Θ(W ) +
1
1− e−βW Θ(−W )
)
, (11)
where p :=
∫
W 6=0 dWP (W ) and Θ(W ) is the Heaviside
function. Note that the case of the vacuum state of the
field can be obtained by taking the well-defined limit
β →∞ on Eq. (11).
In Fig. 1, we plot the work distribution for the uni-
tary (8) (omitting the deltas at the origin) acting on
initial KMS states with β = 1 and the vacuum state
(β → ∞), for a particular choice of the switching and
smearing functions. As shown in Fig. 1, for the non-
zero temperature states, there is a nonzero probability of
the field doing work against the performer of the unitary,
W < 0. However, the probability of W > 0 is larger than
the probability of W < 0, as granted by the second law.
For the vacuum case the performer of the unitary always
has to work. As the duration of the process goes to infin-
ity, the probability distribution gets concentrated around
zero and the negative part of the distribution vanishes,
as expected in the quasi-static limit.
From (10), we can now calculate the moments of
P (W ) to gain some insight about the energy cost of
applying a localized unitary to a quantum field. Since
P˜ (µ) = 〈eiµW 〉, the k-th moment is
〈W k〉 = i−k d
k
dkµ
P˜ (µ)|µ=0. (12)
4From (12) and (10), we obtain that the first and second
moments of the work distribution for the vacuum are:
〈W 〉 = λ2
∫
d3k
(2pi)32
|χ˜(ωk)|2|F˜ (k)|2, (13)
〈W 2〉 = λ2
∫
d3k
(2pi)32
|χ˜(ωk)|2|F˜ (k)|2ωk, (14)
obtaining σ2W = 〈W 2〉 − 〈W 〉2 = 〈W 2〉 + O(λ4) for the
work variance.
An interesting observation is that, for the vacuum, if
we consider unitaries that are very localized in time and
space, both χ˜(ωk) and F˜ (k) will be wide in frequency
space, which means that the work variance will become
larger than the expectation value, making the variance
of the work increasingly significant as the operation on
the field becomes increasingly localized in both time and
space.
For an arbitrary KMS state of inverse temperature β,
the value for 〈W 〉 coincides with that of the vacuum (and
〈W 〉 ≥ 0 as expected from the passivity of KMS states).
In fact, since the imaginary part of the characteristic
function does not depend on β, none of the odd-numbered
moments will depend on temperature. For the variance,
we have
σ2β =
λ2
2
∫
d3k
(2pi)3
eβωk+1
eβωk − 1 |χ˜(ωk)|
2|F˜ (k)|2ωk +O(λ4),
(15)
showing that it monotonically increases with tempera-
ture.
We can also check that Crooks’ theorem [25] is sat-
isfied for these localized unitaries. The theorem states
that for a process in which the Hamiltonian evolves from
Hˆ(0) = Hˆ1 to H(T ) = Hˆ2, together with its time-
reversed process, we have that
P (W )
Prev(−W ) = e
βW Z2
Z1
, (16)
where Z1, Z2 are the partition functions of the thermal
states of Hˆ(t1) and Hˆ(t2) and the initial state must be
thermal in both processes, with the corresponding Hamil-
tonian.
In our example, P˜ (µ) = P˜rev(−µ+ iβ) from equation
(10), and since Hˆ(0) = Hˆ(T ) = Hˆ0, Z2/Z1 = 1. Thus
by taking the inverse Fourier transform we recover Eq.
(16). Finally, the Jarzynski equality 〈e−βW 〉 = 1, which
is implied from the Crooks theorem, is satisfied. This can
be seen just by evaluating the characteristic function at
µ = iβ.
A non-perturbative example.- The examples in the
previous section used small perturbations acting on ther-
mal states only for calculational convenience. However,
the work distribution we introduced is not limited to per-
turbative scenarios. Indeed, one of the main aims of fluc-
tuation theorems is precisely to go beyond the regime of
small perturbations by providing relations that hold for
states arbitrarily far from equilibrium.
To illustrate this, we consider an intense unitary ap-
plied on the field very fast on a spatial distribution given
by F (x). In this case, χ(t) = δ(t), and the unitary in
(8) becomes to Uˆφ(T ) = exp
(
−iλ ∫ d3xF (x)φˆ(x)). Fol-
lowing the Ramsey scheme protocol, and using the non-
perturbative techniques detailed in [26], it is possible to
obtain closed forms for the characteristic function of the
work distribution.
P˜ (µ) = exp
[
λ2
∫
d3k
(2pi)32ωk
|F˜ (k)|2(eiµωk − 1)
]
. (17)
The details of the calculation can be found in the Ap-
pendix A.
Choosing a normalized Gaussian centered at zero as
smearing, and changing to polar coordinates (since the
smearing is spherically symmetrical), allows us to com-
pute the characteristic function in a simple way (details
in Appendix A), yielding
P˜ (µ) = e
−λ2
8pi2σ2 e
−
λ2e
− µ
2
4σ2
2e µ
2
4σ2 µσD( µ2σ )−2e
µ2
4σ2 σ2−i√piµσ

(4pi2)4σ4 ,
(18)
where D(x) is the Dawson integral [27], defined as
D(x) := exp(−x2) ∫ x
0
exp
(
y2
)
dy. By taking the inverse
Fourier transform numerically, we see how Crooks’ the-
orem (16) is also satisfied in this case, as P (W ) = 0 for
W < 0 (note that this is Crooks theorem for β → ∞
when the forward and reverse processes are identical), as
we show in Fig. 1.
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FIG. 1. Work distribution for three cases a) a local-
ized unitary acting on the vacuum b) the same loical-
ized unitary acting on a KMS states of finite temperature
and c) delta-coupling unitary acting on the vacuum. For
a) and b) the switching function is of the form χ(t) =
exp
[−(t− T
2
)2(T 2/72)−1
]
, with T = 1 and F (x) is a nor-
malized Gaussian distribution with σ = 1. Note that the
length of the interval [0, T ] is 12 times the standard devia-
tion of the switching function. For c) F (x) is a normalized
Gaussian distribution with σ = 1.
5Conclusion.- The notion of work distributions for lo-
calized operations on quantum fields is challenging be-
cause a) energy eigenstates are not localized and b) pro-
jective measurements cannot be allowed in a relativistic
quantum theory [10–12]. The TPM scheme employed in
the literature [5] is hence ill-defined in QFT, but we have
shown that one can still make sense of it via the Ramsey
scheme that was designed to measure TPM work distri-
butions [16, 17]. We propose a well-defined work distri-
bution in QFT that, unlike [15], does not require the ex-
istence of projective measurements and does not inherit
any complications from the fact that energy eigenstates
are non-local. We have shown that this work distribution
satisfies both the Jarzynski equality and Crooks’ theorem
for KMS states for a general class of perturbative unitary
actions arbitrarily localized in space and time. We also
explicitly showed how Crooks theorem is satisfied for a
general class of fast non-perturbative actions on the field
vacuum generated by localized observables. These are
limited cases. Showing that Crooks and Jarzynski are
satisfied in the most general case is a non-trivial prob-
lem. It is known that for non-relativistic quantum sys-
tems, unitary operations acting on Gibbs thermal states
implies satisfaction of these theorems [1, 28], but showing
whether this is true for all unitaries on all KMS states of
fully relativistic field theories will require advanced tools
from algebraic quantum field theory [13, 29]. This is an
interesting question that should be addressed elsewhere
but is out of the scope of this letter.
The proposed work distribution also suggests experi-
ments where it can be measured. A potential setup would
be a quantum field in an superconducting transmission
line to which we couple superconducting qubits. The
control in time that is required for an experiment imple-
menting the example that we present in the manuscript
can be achieved with the switchable coupling that has
been experimentally realized in [30]. The fact that the
Ramsey scheme can be implemented in superconduct-
ing circuits was shown in, e.g, [31], and the fact that a
fully-relativistic QFT setup is implementable in super-
conducting circuits in those regimes can be seen, e.g., in
[32–34].
An interesting observation is that the work distribution
that we define can be used to compute ratios of partition
functions of field theories. Indeed we can invert the rela-
tionship (16) and write
Z2
Z1
= e−βW
P (W )
Prev(−W ) . (19)
This can in fact be more simply obtained from Jarzyn-
ski’s equality
Z2
Z1
=
〈
e−βW
〉
. (20)
This potentially provides a new way to compute these
ratios, analytically, numerically or even experimentally
by measuring the work distribution through a Ramsey
scheme. These ratios are remarkably difficult to calcu-
late in QFT through path integrals, which makes new
methods to access it a research avenue that merits ex-
ploration. The idea of calculating the ratio of partition
functions from a non-equilibrium process has been used
in very different contexts (see e.g. [35–37]).
With our framework, we have been able to obtain ex-
pressions for the work fluctuations associated to a process
generated by a local Hamiltonian on a scalar field. We
observe that the work fluctuations increase with tempera-
ture, and that they dominate the average work cost as the
process becomes increasingly localized in both time and
space. Also, we find that for KMS states of finite temper-
ature, there is a non-zero probability of the field doing
work when the process is of finite duration. It should
be interesting to see how the work distribution relates to
the variation of internal energy in the field in adiabatic
and non-adiabatic processes. The internal energy of the
field is given by the re-normalized stress-energy density,
and exploring the connection between the stress-energy
density deposited (or extracted) from the field and the
work distributions of the processes where the energy is
deposited can shed some light into the thermodynamics
of local processes in quantum field theory, a particularly
relevant aspect of phenomena ranging from entanglement
harvesting [38–41], quantum energy teleportation [42], or
the Unruh and Hawking effects [43].
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Appendix A: Details of the calculation of the state of the qubit
1. Field in the vacuum state
We now proceed to calculate the different terms of the perturbative expansion in (9) in the main text. Clearly,
ρˆ
(0)
T = Trφ (ρˆ0) = |+〉〈+|. It is easy to see that the first order term ρˆ(1)T will vanish. When taking the trace over the
6field, all the free evolution terms will end up multiplying the vacuum state, either at their left or at their right, so
they will disappear, leaving 〈Ω| Uˆ (1) |Ω〉 or 〈Ω| Uˆ†(1) |Ω〉. This is zero since
Uˆ (1) = −iλ
∫ ∞
−∞
dt
∫
d3xχ(t)F (x)φˆ(t,x), (A1)
and 〈Ω| φˆ(t,x) |Ω〉 = 0 ∀ t, x.
ρˆ
(2)
T is the sum of two contributions, one involving products with Uˆ
(1) and Uˆ†(1), and the other with Uˆ (2). Let us
focus on the first family of terms.
As an example, we explicitly calculate the coefficient associated to the component |0〉〈0|2 of the density matrix of the
qubit.
Tr
(
Uˆ (1)e−iµHˆ0 |Ω〉〈Ω| eiµHˆ0Uˆ†(1)
)
= Tr
(
Uˆ (1) |Ω〉〈Ω| Uˆ†(1)
)
= Tr
(
λ2
∫ ∞
−∞
dtχ(t)
∫ ∞
−∞
dt′χ(t′)
∫
d3xF (x)
∫
d3x′F (x′)φˆ(t,x) |Ω〉〈Ω| φˆ(t′,x′)
)
= Tr
(
λ2
∫
d3kd3k′
(2pi)3
√
2ωk
√
2ωk′
∫ ∞
−∞
dtχ(t)eiωkt
∫
d3xF (x)e−ikx
×
∫ ∞
−∞
dt′χ(t′)e−iωk′ t
′
∫
d3x′F (x′)eik
′·x′ |k〉〈k′|
)
= λ2 Tr
(∫
d3kd3k′
(2pi)3
√
2ωk
√
2ωk′
χ˜(ωk)χ˜(−ωk′)F˜ (−k)F˜ (−k′)|k〉〈k′|
)
= λ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2, (A2)
where in the last step we have used that FT [f ](x) = (FT [f ](−x))∗, for a real function f . We are assuming that
both the switching and the smearing are real functions. The calculation for the |1〉〈0|2 coefficient is analogous, the
only difference being the presence of a factor e−iµHˆ0 multiplying the ket vectors |k〉. Since e−iµHˆ0 |k〉 = e−iµωk |k〉, we
obtain that
Tr
(
e−iµHˆ0Uˆ (1) |Ω〉〈Ω| eiµHˆ0Uˆ†(1)
)
= λ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2e−iµωk . (A3)
The rest of the components are the Hermitian conjugates of these.
We now calculate the remaining terms. That is, the terms that involve products with Uˆ (2). Let us start by obtaining
Trφ
(
Uˆ (2)e−iµHˆ0 |Ω〉〈Ω| eiµHˆ0 ⊗ |0〉〈0|2 + H.c
)
= 〈Ω| Uˆ (2) |Ω〉 |0〉〈0|2 +H.c. This is simply
− λ2
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′) 〈Ω| φˆ(t,x)φˆ(t′,x′) |Ω〉 |0〉〈0|
2
+H.c (A4)
= −λ2
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′)2 Re[W(t,x, t′,x′)] |0〉〈0|
2
,
where W(t,x, t′,x′) = 〈Ω| φˆ(t,x)φˆ(t′,x′) |Ω〉 is the Wightman function. The same is obtained for the other cases.
This is because all the e±iµHˆ0 end up multiplying the vacuum state when taking the trace, so they disappear leaving
simply 〈Ω| Uˆ (2) |Ω〉 + H.c. Therefore, the contribution of these terms to the reduced state of the qubit is A |+〉 〈+|,
where
A = −λ2
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′)2 Re[W(t,x, t′,x′)]. (A5)
Adding everything and noting that (A2) is equal to (A5) we obtain, after applying the second Hadamard on the
qubit, that the reduced state can be written as
ρˆµ =
1
2
(
I+ |−〉 〈+|
(
1 + λ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2
(
e−iµωk − 1)) (A6)
+ |+〉 〈−|
(
1 + λ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2
(
eiµωk − 1))) . (A7)
72. Field in a finite-temperature KMS state
Some properties that we use throughout these calculation are:
Tr
(
φˆρˆβ
)
= 0, (A8)[
ρˆβ , e
−itHˆ0
]
= 0. (A9)
As before, we calculate the reduced state of the qubit with a Dyson expansion. The first order term is again zero. As
an example of why this is the case, we calculate
Tr
(
e−iµHˆ0Uˆ (1)ρˆβeiµHˆ0
)
+ Tr
(
e−iµHˆ0 ρˆβeiµHˆ0Uˆ†(1)
)
= Tr
(
Uˆ (1)ρˆβ
)
+ Tr
(
ρˆβUˆ
†(1)
)
, (A10)
where we have used the cyclic property of the trace and (A9). Finally, using the linearity of the trace, the expression
for Uˆ (1) and (A8), we obtain that both terms are zero. A similar procedure can be used to check that all the other
contributions to the first order correction are zero.
We now calculate the second order terms, starting by the ones that only involve products of Uˆ (1) and Uˆ†(1). We
derive here only the coefficient of |0〉〈1|2 . The other cases follow analogously.
Tr
(
Uˆ (1)e−iµHˆ0 ρˆβUˆ†(1)eiµHˆ0
)
= Tr
(
eiµHˆ0Uˆ (1)e−iµHˆ0 ρˆβUˆ†(1)
)
. (A11)
We have that
eiµHˆ0Uˆ (1)e−iµHˆ0 = −iλ
∫ ∞
−∞
dt
∫
d3xχ(t)F (x)eiµHˆ0 φˆ(x, t)e−iµHˆ0 (A12)
= −iλ
∫ ∞
−∞
dt
∫
d3xχ(t)F (x)φˆ(x, t+ µ).
So (A11) equals
λ2
∫
dt
∫
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′) Tr
(
φˆ(x, t+ µ)ρˆβφˆ(x
′, t′ + µ)
)
(A13)
= λ2
∫
dt
∫
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′)Wβ(x′, t′,x, t+ µ).
The other terms have the same structure, with the only change being in the thermal Wightman function, which is
W(x′, t′, x, t) for the diagonal terms, and W(x′, t′, x, t− µ) for the |1〉〈0|2 term.
Let us obtain now the second order terms coming from products with Uˆ (2) and Uˆ†(2). It is easy to see, using (A9)
that all the terms are equal to
Tr
(
Uˆ (2)ρˆβ
)
+ Tr
(
ρˆβUˆ
†(2)
)
= 2 Re Tr
(
Uˆ (2)ρˆβ
)
. (A14)
This finishes the proof. Since the Dyson expansion preserves the trace of the density matrix, Eq. (A13) has to be
equal to Eq. (A14), so as to cancel the diagonals added by the perturbation terms. This is useful because it gives a
much more compact expression for the reduced state of the qubit. Therefore, at the end of the Ramsey scheme, the
density matrix of the qubit is:
1
2
(
I+ |+〉 〈−|
(
1 + λ2
∫
dt
∫
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′) (Wβ(x′, t′,x, t+ µ)−Wβ(x′, t′,x, t))
)
(A15)
+ |−〉 〈+|
(
1 + λ2
(∫
dt
∫
dt′
∫
d3x
∫
d3x′χ(t)χ(t′)F (x)F (x′) (Wβ(x′, t′,x, t− µ)−Wβ(x′, t′,x, t))
)))
.
Using the expression of the Wightman function for a thermal state of inverse temperature β [24]
Wβ(x′, t′,x, t) =
∫
d3k
(2pi)32ωk (eβωk − 1)
(
eβωkeik(x−x
′) + eik(x
′−x)
)
, (A16)
we can calculate the characteristic function of the work distribution
P˜ (µ) = 1 + λ2
∫
d3k
(2pi)32ωk (eβωk − 1) |χ˜(ωk)|
2|F˜ (k)|2 (eβωk + 1) (cos(µωk)− 1) (A17)
+ iλ2
∫
d3k
(2pi)32ωk
|χ˜(ωk)|2|F˜ (k)|2 sin(µωk).
8Appendix B: Delta-coupling to the vacuum
Let us start by defining a general coherent state of the field |α(k)〉:
|α(k)〉 = Dˆα(k) |Ω〉 = exp
(∫
d3k[α(k)aˆ†k − α∗(k)aˆk]
)
|Ω〉 . (B1)
When the interaction Hamiltonian couples to the field through a delta switching function, the resulting unitary is
Uˆφ(T ) = exp
(
−iλ
∫
d3xF (x)φˆ(x)
)
= Dˆα(k) , (B2)
with α(k) =
−iλF˜∗(k)
(2pi)3/2
√
2ωk
. This can be seen writing the field operator in its mode decomposition. We now calculate the
reduced state of the qubit before applying the last Hadamard gate of the Ramsey scheme. The diagonal elements of
the density matrix of the qubit are both 12 . The off-diagonal terms are
1
2 〈Ω| Uˆ†φ(T )e−iµHˆ0Uˆφ(T ) |Ω〉 and the Hermitian
conjugate.
Using that e−iµHˆ0 |Ω〉 = |Ω〉, we can rewrite the previous expression as
〈Ω| Uˆ†φ(T )e−iµHˆ0Uˆφ(T )eiµHˆ0 |Ω〉 = 〈α(k)|β(k)〉 , (B3)
with β(k) = −iλF˜
∗ke−iωkµ
(2pi)3/2
√
2ωk
, as can be seen by using that e−iµHˆ0 aˆkeiµHˆ0 = eiµωk aˆk, and e−iµHˆ0 aˆ
†
ke
iµHˆ0 = e−iµωk aˆ†k .
Using the expression for the inner product of two coherent states in Appendix A of [26], (B3) can be simplified to
〈α(k)|β(k)〉 = exp
[
λ2
∫
d3k
(2pi)32ωk
|F˜ (k)|2(e−iµωk − 1)
]
. (B4)
Applying the second Hadamard to the qubit and taking the Z and Y components of the Bloch vector of the qubit
finally yields
P˜ (µ) = exp
[
λ2
∫
d3k
(2pi)32ωk
|F˜ (k)|2(eiµωk − 1)
]
. (B5)
Choosing a normalized spherical Gaussian centered at zero as smearing F (r) = e
− r2
2σ2√
2piσ2
, and changing to polar
coordinates (since the smearing is spherically symmetrical), yields for the characteristic function of a massless scalar
field (ωk = |k|)
P˜ (µ) = exp
[
λ2
4pi2
∫ ∞
0
d|k||F˜ (|k|)|2|k|(eiµ|k| − 1)
]
. (B6)
Using that ∫ ∞
0
d|k||F˜ (|k|)|2|k| = 1
2σ2
, (B7)
and
∫ ∞
0
d|k||F˜ (|k)|2|k|eiµ|k = exp
e
− µ2
4σ2
(
2e
µ2
4σ2 µσD ( µ2σ )− 2e µ24σ2 σ2 − i√piµσ)
4σ4
 , (B8)
yields for the characteristic function
P˜ (µ) = exp
−λ2 e
− µ2
4σ2
(
2e
µ2
4σ2 µσD ( µ2σ )− 2e µ24σ2 σ2 − i√piµσ)
(4pi2) 4σ4
− λ
2
8pi2σ2
 , (B9)
9where D(x) is the Dawson Function, defined as D(x) = e−x2 ∫ x
0
dyey
2
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