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Sommaire
1 Introduction
Soit A l’anneau des ade`les d’un corps global et G˜Lr(A) le reveˆtement
me´taplectique de GLr(A) (c’est un reveˆtement a` deux feuillets de GLr(A),
qui est une extension centrale par {±1}, cf [9]). Pour r = 2, Jacquet [8]
a montre´ qu’on pouvait utiliser une formule des traces relative pour ca-
racte´riser l’image de l’application de rele`vement automorphe de G˜Lr(A) a`
GLr(A) comme ensemble des repre´sentations distingue´es par le groupe or-
thogonal. Pour r arbitraire, Mao [12] a e´crit la formule des traces relative
correspondante. Pour achever la caracte´risation de l’image du rele`vement
il reste entre autres un e´nonce´ local a` de´montrer (le “lemme fondamental
me´taplectique de Jacquet-Mao”). L’objet de ce travail est de donner une
de´monstration de cet e´nonce´ dans le cas de caracte´ristique positive.
On va d’abord e´noncer ce lemme fondamental. Soient F un corps lo-
cal non-archime´dien, O son anneau des entiers et k son corps re´siduel,
que l’on suppose de caracte´ristique p impaire et de cardinal q. On fixe
̟ une uniformisante de F . Soit ψ : k → C∗ un caracte`re additif. On
note Ψ(x) = ψ(res xd̟) ; c’est un caracte`re additif de F dans C∗. On
note v(x) la valuation de l’e´le´ment x ∈ F et |x| = q−v(x). On note Nr
le sous-groupe de GLr forme´ des matrices triangulaires supe´rieures unipo-
tentes, Tr celui forme´ des matrices diagonales et Sr le sous-sche´ma de GLr
forme´ des matrices syme´triques. Soit θ : Nr(F )→ C
∗ le caracte`re de´fini par
θ(n) = Ψ(12
∑r
i=2 ni−1,i).
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Le reveˆtement de Kazhdan-Patterson local est (canoniquement) scinde´
au-dessus deNr(F ) ainsi qu’au-dessus de GLr(O). On peut e´crire les e´le´ments
de G˜Lr(F ) sous la forme g˜ = (g, z), avec g ∈ GLr(F ) et z ∈ {±1} et la mul-
tiplication est alors de´finie par
(g, z).(g′, z′) = (gg′, χ(g, g′)zz′),
ou` χ est un certain cocycle, pour la description duquel on renvoie a` Kazhdan-
Patterson [9]. Ces notations e´tant fixe´es, le scindage σ au-dessus de Nr(F )
est simplement de´fini par σ(n) = (n, 1) alors que le scindage κ∗ au-dessus
de GLr(O) est de´fini par κ
∗(g) = (g, κ(g)) - la fonction κ : GLr(F )→ {±1}
n’est vraiment pas facile a` calculer et son calcul dans la situation ge´ome´trique
qu’on envisagera est l’un des re´sultats importants de ce travail.
Le groupeNr(F ) agit sur Sr(F ) par s 7→
tnsn et le groupeNr(F )×Nr(F )
agit sur GLr(F ) par g 7→ n
−1gn′. On appelle pertinentes les orbites s˙ sous
l’action de Nr(F ) (resp. les orbites g˙ sous l’action de Nr(F )×Nr(F )) telles
que pour tout n appartenant au fixateur (Nr(F ))s de s on ait θ
2(n) = 1 (resp.
telles que pour toute couple (n, n′) appartenant au fixateur (Nr(F )×Nr(F ))g
de g on ait θ(n−1n′) = 1). Dans cet article, on s’inte´resse au cas ou` ces
fixateurs sont triviaux, qui est en fait le cas fondamental [7]. Il existe alors
un repre´sentant dans l’orbite sous l’action de Nr(F ) qui est une matrice
diagonale t (resp. un repre´sentant de la forme w0t, ou` w0 est la matrice de
la permutation (r, . . . , 1) et t est une matrice diagonale, dans l’orbite sous
l’action de Nr(F )×Nr(F )).
Pour chaque matrice diagonale t ∈ Tr(F ), on introduit les deux inte´grales
orbitales
I(t) =
∫
Nr(F )
φ0(
tntn)θ2(n)dn
et
J(t) =
∫
Nr(F )×Nr(F )
f0(n
−1w0tn
′)θ(n−1n′)dndn′,
ou` f0 est la fonction de´finie par
f0(g) =
{
κ(g), si g ∈ GLr(O)
0, sinon,
et
φ0(g) =
{
1, si g ∈ GLr(O) ∩ Sr(F )
0, sinon,
,
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les mesures de Haar de Nr(F ) et Nr(F )×Nr(F ) e´tant normalise´es de sorte
qu’elles attribuent la mesure 1 aux sous-groupes compacts ouverts forme´s
des matrices a` coefficients dans O.
Soit ζ : k∗ → {±1} le caracte`re quadratique non trivial (ζ(λ) = λ
q−1
2 , λ ∈
k∗). On note γ(a,Ψ) la constante de Weil, qui est de´finie par la formule∫
Φ∨(x)Ψ
(
1
2
ax2
)
dx = |a|−1/2γ(a,Ψ)
∫
Φ(x)Ψ
(
−
1
2
a−1x2
)
dx,
ou` Ψ : F → C∗ est un caracte`re additif, Φ est une fonction de Schwartz sur
F et Φ∨ est sa transforme´e de Fourier (Φ∨(x) =
∫
Φ(y)Ψ(xy)dy).
Conjecture 1.1.1.1. (Jacquet et Mao). Soit t = diag(t1, . . . , tr), on note
ai =
∏i
j=1 tj . On a alors t = diag(a1, a
−1
1 a2, . . . , a
−1
r−1ar) et
J(t) =
{
t(t)I(t)
t′(t)I(t)
,
ou` t(t) = |
∏r−1
i=1 ai|
−1/2ζ(−1)
∑
j 6≡r(mod2) v(aj )
∏
j 6≡r(mod2) γ(aja
−1
j−1,Ψ) et ou`
t′(t) = |
∏r−1
i=1 ai|
−1/2ζ(−1)
∑
j≡r(mod2) v(aj )
∏
j≡r(mod2) γ(aja
−1
j−1,Ψ) (en conve-
nant que a0 = 1). De plus si t(t) 6= t
′(t), les deux inte´grales I(t) et J(t) sont
nulles.
Jacquet et Mao ont de´montre´ leur conjecture pour GL2 (voir [7]) et GL3
(voir [12]) pour tout corps local de caracte´ristique re´siduelle 6= 2 (la formule
de [12] µ(a, b, c) = |a|−1|b|−1/2γ(a,Ψ)γ(−c,Ψ) doit en fait eˆtre corrige´e en
µ(a, b, c) = |a|−1|b|−1/2γ(−a,Ψ)γ(c,Ψ), comme on le voit en la comparant
avec la formule de Jacquet [7] pour GL2).
THE´ORE`ME A. Si le corps local F est de caracte´ristique positive, alors
la conjecture de Jacquet et Mao est ve´rifie´e.
Les me´thodes qui sont utilise´e par Jacquet et Mao dans leurs de´monstrat-
ions pour GL2 et GL3 sont combinatoires (le calcul est de´ja` tre`s complexe
dans le cas GL3) et il n’est pas clair qu’elles permettent d’obtenir l’e´nonce´
pour tout rang r. On va donc utiliser une autre approche, en s’inspirant de
la de´monstration ge´ome´trique de B. C. Ngo pour le lemme fondamental de
Jacquet et Ye (voir [15]).
On va en fait de´montrer un e´nonce´ un peu plus ge´ne´ral que le the´ore`me
A, obtenu en remplac¸ant θ2(n) par θ2α(n) dans la de´finition de l’inte´grale
I et θ(n−1n′) par θα(n
−1)θα(n
′) dans la de´finition de l’inte´grale J , ou` α =
3
(α2, . . . , αr) ∈ (k
∗)r−1, α = (αr, . . . , α2) et θα(n) = ψ ◦ hα avec hα =
res(12
∑r
i=2 αini−1,id̟). On notera I(t, α), J(t, α) les inte´grales ainsi ob-
tenues ; bien suˆr si α = (1, . . . , 1) on retrouve bien les inte´grales I et J
ci-dessus.
Les inte´grales orbitales I(t, α) et J(t, α) portent sur des fonctions loca-
lement constantes a` support compact : de ce fait elles se re´duisent a` des
sommes finies. Lorsque le corps F est de caracte´ristique positive, les en-
sembles d’indices de ces sommes finies s’interpre`tent naturellement comme
ensembles de points a` valeurs dans k de varie´te´s alge´briques de´finies sur ce
corps (qu’on appellera respectivement X(t) et Y (t)). Plus pre´cise´ment, on
a :
I(t, α) =
∑
n∈X(t)(k)
θ2α(n) et J(t, α) =
∑
(n,n′)∈Y (t)(k)
κ(w0
tntn′)θα(w0
tnw0)θα(n
′),
ou` X(t)(k) = {n ∈ Nr(F )/Nr(O)|
tntn ∈ GLr(O) ∩ Sr(F )} et ou` Y (t)(k) =
{(n, n′) ∈ (Nr(F )/Nr(O))
2|tntn′ ∈ GLr(O)} ; pour la deuxie`me somme,
on a en fait effectue´ le changement de variables n−1 7→ w0
tnw0 (pour que
X(t)(k) et Y (t)(k) soient non vides, il faut que a1, . . . , ar−1 appartiennent
a` O et ar appartiennent a` O
∗). Il reste alors a` donner aussi aux fonctions
une interpre´tation ge´ome´trique.
Du coˆte´ de l’inte´grale I, on ge´ome´trise facilement le caracte`re ψ a` l’aide
d’un reveˆtement d’Artin-Schreier (en conside´rant ψ comme un caracte`re a`
valeurs dans Qℓ, ou` ℓ est un nombre premier distinct de p = car(k)). En
revanche, du coˆte´ de l’inte´grale J , il faut aussi ge´ome´triser la fonction κ.
Pour cela, la construction de Kazhdan-Patterson [9] n’est pas tre`s commode
a` utiliser directement et j’ai pre´fe´re´ une me´thode plus indirecte, consistant a`
comparer l’extension de Kazhdan-Patterson a` celle d’Arabello-De Concini-
Kac, qui est de nature plus ge´ome´trique.
Arbarello, De Concini et Kac associent a` chaque g ∈ GLr(F ) une droite
Dg = (
∧
gOr/gOr ∩ Or)⊗ (
∧
Or/gOr ∩ Or)⊗(−1)
ou`
∧
V de´signe la puissance exte´rieure maximale
∧dimV V d’un k-espace
vectoriel V (en particulier, pour g ∈ GLr(O) cette droite est canoniquement
trivialise´e). Cette construction fournit une extension centrale G˜L
′
r(F ) de
GLr(F ) par k
∗. On utilisera plutoˆt la droite ∆g = Ddet(g) ⊗ D
⊗−1
g , ce qui
revient a` conside´rer l’extension G˜Lr,geo(F ) = det
∗(G˜L
′
1(F )) − G˜L
′
r(F ) (la
somme de Baer des extensions e´tant ici note´e additivement). On construit,
a` l’aide de la de´composition de Bruhat, une base δ(g) de ∆g, ce qui fournit
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une section sgeo de G˜Lr,geo(F ). On rappelle qu’on note ζ : k
∗ → {±1} le
caracte`re quadratique non-trivial.
Proposition 1.1.1.2. On a χ(g1, g2) = ζ
(
δg1 ⊗ δg2 ⊗ δ
⊗−1
g1g2
)
, ou` χ est le
2-cocycle de Kazhdan-Patterson [9]. En particulier, l’extension de Kazhdan-
Patterson s’obtient a` partir de notre extension G˜Lr,geo(F ) en la poussant
par ζ
La fonction κ : GLr(O) → {±1} est donc ζ ◦ κ ou` κ est le quotient
triv/δ de la section triviale par la section sgeo. Cette construction de´finit un
morphisme κ : Y (t)→ Gm, qui induit une application κ = ζ ◦κ : Y (t)(k)→
{±1}.
Soit k une cloˆture alge´brique de k. Soient Lψ le faisceau d’Artin-Schreier
sur Ga associe´ au caracte`re ψ et Lζ le faisceau de Kummer sur Gm associe´
au reveˆtement Gm → Gm, x 7→ x
2 et a` {±1} ⊂ Qℓ. D’apre`s la formule des
traces de Grothendieck-Lefschetz, on a :
I(t, α) = Tr(Fr,RΓc(X(t) ⊗k k, h
∗
αLψ));
J(t, α) = Tr(Fr,RΓc(Y (t)⊗k k, h
′∗
αLψ ⊗ κ
∗Lζ)),
ou` hα (resp. h
′
α) sont des morphismes de X(t) et Y (t) dans Ga (provenant
du morphisme hα : Nr(F )→ k ci-dessus).
Le the´ore`me A est alors une conse´quence de l’e´nonce´ ge´ome´trique sui-
vant, ou` on note I(t) = RΓc(X(t) ⊗k k, h
∗
αLψ) et J (t) = RΓc(Y (t) ⊗k
k, h′∗αLψ ⊗ κ
∗Lζ).
THE´ORE`ME A′. J (t) ≃ T (t) ⊗ I(t) ≃ T ′(t) ⊗ I(t), ou` T (t) et T ′(t)
sont des Qℓ-espaces vectoriels de rang 1 place´s en degre´ v(
∏r−1
i=1 ai) tels que
Tr(Fr,T (t)) = t(t) et Tr(Fr,T ′(t)) = t′(t).
En ge´ome´trisant l’argument de Jacquet [7, p. 145], on a en fait une
de´monstration directe du the´ore`me A′ dans le cas particulier ou` r = 2 et
t = diag(t1, t2) avec v(t1) = 1, v(t2) = −1.
Proposition 1.1.1.3. Le the´ore`me A′ est vrai dans le cas particulier ci-
dessus ; de plus I(t) et J (t) sont alors des Qℓ-espaces vectoriels de rang 2
place´s respectivement en degre´ 0 et 1.
Dans le cas ge´ne´ral, on ne connaˆıt pas explicitement I(t) (resp. J (t))
car la varie´te´ X(t) (resp. Y (t)) n’est ni lisse ni irre´ductible et sa dimension
est tre`s grande. Suivant une ide´e due a` B.C. Ngo [15] on va les de´former
pour se ramener a` une situation plus simple.
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Comme dans loc. cit., on obtient ces de´formations en conside´rant plutoˆt
des sommes sur un corps global de caracte´ristique positive. Changeant de
notations, on note maintenant O = k[̟] l’anneau des polynoˆmes en une
variable ̟ a` coefficients dans k, et F son corps des fractions (dans l’e´nonce´
local ci-dessus, on va noter plutoˆt respectivement F̟, O̟ et k̟ le corps,
son anneau des entiers et son corps re´siduel). Pour tout x ∈ F , on note
sres(xd̟) =
∑
v∈Spm(O)Trkv/kresv(xd̟) la somme des re´sidus en tous ses
poˆles a` distance finie (ou` kv est le corps re´siduel de v et resv est le re´sidu
en v). Soit Ψ : F → Q
∗
ℓ le caracte`re de´fini par Ψ(x) = ψ(sres(xd̟)). Soit
α = (α2, . . . , αr) ∈ G
r−1
m . On note α := (αr, . . . , α2). Soit θα : Nr(F ) → Q
∗
ℓ
le caracte`re de´fini par θα(n) = Ψ(
1
2
∑r
i=2 αini−1,i). Pour tout ide´al maximal
v de O, on note Ov la comple´te´ de O selon v, Fv son corps des fractions, et
kv son corps re´siduel.
Du coˆte´ de l’inte´grale I, pour toute place v, on modifie un peu l’inte´grale
I locale en remplac¸ant la fonction caracte´ristique de GLr(Ov) par celle de
glr(Ov) (cf. [15]), de sorte qu’on obtient la somme
Iv(t, α) =
∑
n ∈ Nr(Fv)/Nr(Ov)
tntn ∈ Sr(Ov)
θ2α,v(n),
ou` θα,v(n) = ψ(
1
2
∑r
i=2 trkv/kres(αini−1,id̟)) (quand v = ̟ et ar ∈ O
∗
̟,
on retrouve bien la somme locale I (qu’on va noter I̟) dans l’e´nonce´ du
the´ore`me A ci-dessus). Ensuite, pour toute matrice diagonale t a` coefficients
dans F , on de´finit
I(t, α) =
∏
v∈Spm(O)
Iv(t, α), (1.1.1.1)
ou` Iv(t, α) = 1 sauf si v divise
∏r−1
i=1 ai. Ceci se re´duit a` une somme finie
I(t, α) =
∑
n ∈ Nr(F )/Nr(O)
tntn ∈ Sr(O)
θ2α(n)
laquelle est non-nulle seulement si a1, . . . , ar sont des polynoˆmes. En utili-
sant la meˆme interpre´tation que pour la somme locale I̟ ci-dessus, on ob-
tient une donne´e ge´ome´trique (X(t), hα) associe´e a` I(t, α) (resp. des donne´es
ge´ome´triques (Xv(t), hα,v) associe´es a` Iv(t, α)) et on a l’interpre´tation ge´om-
e´trique suivante de l’identite´ (1.1.1.1)
Proposition 1.1.1.4.
RΓc(X(t)⊗k k, h
∗
αLψ) =
⊗
λ∈supp(t)
RΓc(Xv(t)⊗k k, h
∗
α,vLψ),
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ou` supp(t) est l’ensemble des racines de
∏r−1
i=1 ai dans k.
Du coˆte´ de l’inte´grale J , le proble`me qui se pre´sente lorsqu’on tente
d’adapter la de´marche utilise´e pour l’inte´grale I ci-dessus est que la fonc-
tion κloc n’est de´finie que sur le sous-groupe compact maximal standard
de GLr,loc. Pour contourner ce proble`me, on conside`re (en remarquant que
tNr(Fv)tNr(Fv) ∩ glr(Ov) =
tNr(Fv)tNr(Fv) ∩GLr(Ov) quand ar ∈ O
∗
v)
Jv(t, α) =

∑
n,n′∈Nr(Fv)/Nr(Ov)
tntn∈glr(Ov)
κv(w0
tntn′)θα,v(w0
tnw0)θα,v(n
′) si v 6 |ar,∑
n,n′∈Nr(Fv)/Nr(Ov)
tntn∈glr(Ov)
θα,v(w0
tnw0)θα,v(n
′) si v|ar,
ou` κv : GLr(Ov) → {±1} provient du scindage au-dessus de GLr(Ov) du
reveˆtement de Kazhdan-Patterson local en v (quand v = ̟ et ar ∈ O
∗
̟,
on retrouve bien la somme locale J (note´e dore´navant J̟) qui figure dans
l’e´nonce´ du the´ore`me A ci-dessus). Pour toute matrice diagonale t a` coeffi-
cients dans F , la somme globale en t est en fait de´finie par
J(t, α) =
∏
v∈Spm(O)
Jv(t, α), (1.1.1.2)
ou` Jv(t, α) = 1 sauf si v divise
∏r−1
i=1 ai.
En adaptant la ge´ome´trisation de la somme local J̟, on obtient des
donne´es ge´ome´triques associe´es a` Jv(t, α) qui sont (Yv(t), h
′
α,v, κv) quand
v ∤ ar (dans ce cas, on a que κv = ζ ◦ κv) et (Yv(t), h
′
α,v) quand v|ar. Il
reste a` interpre´ter ge´ome´triquement la somme globale J(t, α). Pour cela, on
introduit la varie´te´ Y (t) dont l’ensemble de k points est
Y (t)(k) = {(n, n′) ∈ (Nr(F )/Nr(O))
2|tntn ∈ glr(O)}.
Cette varie´te´ est munie d’un morphisme vers Ga de´fini par
h′α(n, n
′) =
1
2
r∑
i=2
αisres((ni−1,i + n
′
i−1,i)d̟).
La fonction κ =
∏
v.ar
κv est interpre´te´e a` l’aide du point de vue ge´ome´trique
sur l’extension me´taplectique e´voque´ ci-dessus. Plus pre´cise´ment, en asso-
ciant a` chaque g ∈ Gr(F ) la droiteDdet(g)(a
−1
r )⊗Dg(a
−1
r )
⊗−1, ou`Dg(a
−1
r ) :=
(
∧
O[a−1r ]
r/O[a−1r ]
r ∩ gO[a−1r ]
r)∗ ⊗ (gO[a−1r ]
r/O[a−1r ]
r ∩ gO[a−1r ]
r), on ob-
tient une extension centrale G˜Lr,geo(F ) de GLr(F ) par k
∗. A` l’aide de la
de´composition de Bruhat, on de´finit une section sgeo de cette extension,
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de sorte qu’on de´finit une fonction κ globale analogue a` celle introduite
ci-dessus (cette fonction est le produit des fonctions κv locales, i.e κ =∏
v.ar
Nkv/kκv). De cette manie`re, on obtient le morphisme κ : Y (t) → Gm
(comme tNr(F )tNr(F ) ∩ glr(O) ⊂
tNr(F )tNr(F ) ∩GLr(O[a
−1
r ])).
En utilisant la formule des traces de Grothendieck et Leftschetz, on ob-
tient l’interpre´tation suivante de l’identite´ 1.1.1.2
Proposition 1.1.1.5.
RΓc(Y (t)⊗k k, h
′∗
αLψ ⊗ κ
∗Lζ) =
⊗
λ∈supp(t)
RΓc(Yv(t)⊗k k, h
′∗
α,vLψ ⊗ κ
∗
vLζ),
ou` supp(t) est l’ensemble des racines de
∏r−1
i=1 ai dans k.
Soient Qdi la varie´te´ affine sur k des polynoˆmes unitaires de degre´ di et
Vd = {(a1, . . . , ar) ∈
∏r
i=1Qdi |pgcd(
∏r−1
i=1 ai, ar) = 1} avec d = (d1, . . . , dr)
(la raison pour laquelle on conside`re cet ouvert est que les sommes lo-
cales en les places divisant ar y sont triviales, du coˆte´ de l’inte´grale I
comme du coˆte´ de l’inte´grale J). Soit t = diag(a1, a2/a1, . . . , ar/ar−1) tel que
(a1, . . . , ar) ∈ Vd et α = (α2, . . . , αr) ∈ (k
∗)r−1. Le couple (X(t), hα) et le
triple (Y (t), h′α, κ) se mettent en familles de sorte qu’on obtient des varie´te´s
Xd et Yd de type fini sur k munies de morphismes f
X
d : Xd × G
r−1
m →
Vd × G
r−1
m , f
Y
d : Yd × G
r−1
m → Vd × G
r−1
m , hd : Xd × G
r−1
m → Ga, h
′
d :
Yd ×G
r−1
m → Ga et κd : Yd ×G
r−1
m → Gm tels que X(t) et RΓc(X(t), h
∗
αLψ)
(resp. Y (t) et RΓc(Y (t), h
′∗
αLψ ⊗ κ
∗Lζ)) sont respectivement les fibres en t
de fXd et de Rf
X
d,!h
∗
dLψ (resp. de f
Y
d et de Rf
Y
d,!(h
′∗
dLψ ⊗ κ
∗
dLζ)).
Les fibres de Id = Rf
X
d,!h
∗
dLψ (resp. Jd = Rf
Y
d,!(h
′∗
dLψ ⊗ κ
∗
dLζ) au-dessus
des points (t, α) tels que le polynoˆme
∏r
i=1 ai n’a pas de racine multiples se
factorisent en produits tensoriels des complexes locaux “simples” conside´re´s
dans la proposition 1.1.1.3, lesquels sont des Qℓ-espaces vectoriels de rang
2 place´e en degre´ 0 (resp. en degre´ 1). De plus, les points (t, α) de cette
espe`ce forment un ouvert Ud de
∏r
i=1Qi × (Gm)
r−1, et les restrictions de
Id et Jd a` cet ouvert sont des syste`mes locaux de rang 2
deg(
∏r
i=1 ai) place´s
respectivement en degre´ 0 et deg(
∏r
i=1 ai). Les deux restrictions sont relie´es
par un syste`me local Td de rang 1, place´ en degre´ deg(
∏r
i=1 ai) au-dessus
de Ud, ge´ome´triquement constant et provenant d’un certain caracte`re τ de
Galk/k.
Proposition 1.1.1.6. Pour d = (d1, . . . , dr), Td est ge´ome´triquement constant
et est de´fini par le caracte`re τ de Galk/k :
τ(Frq) =
{
(−1)
∑r
i=1 diq
∑r
i=1 di/2ζ(−1)
∑s−1
i=0
d2i+1γ∞(̟,Ψ∞)
−
∑s−1
i=1
p(d2i−d2i+1) si r = 2s,
(−1)
∑r
i=1 diq
∑r
i=1 di/2ζ(−1)
∑s
i=1 d2iγ∞(̟,Ψ∞)
−
∑s
i=1 p(d2i−d2i−1) si r = 2s+ 1,
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ou` p(x) =
{
1 si x est impair
0 si x est pair.
La formule de τ vient du fait que le produit des constantes de Weil en
toutes les places du corps global F est trivial [16]. A` l’aide du the´ore`me de
Chebotarev, le syste`me local Td est ge´ome´triquement constant et se prolonge
alors de manie`re e´vidente a` Vd ×G
r−1
m .
Dans le cas ou` d = (1, 2, . . . , r), d’apre`s [15], on trouve des pre´sentations
simples pour (Xd, hd) et pour (Yd, h
′
d, κd) (voir les propositions 2.3.1.2 et
4.3.1.1) qui vont nous simplifier les calculs. On obtient alors le the´ore`me
suivant (qui peut eˆtre conside´re´ comme un analogue global du lemme fon-
damental de Jacquet-Mao) :
THE´ORE`ME B. Pour d = (1, 2, . . . , r), Jd = Td ⊗ Id. Les deux membres
de cette e´galite´ sont, a` de´calage pre`s, des faisceaux pervers isomorphes au
prolongement interme´diaire de leur restriction a` Ud.
Ce the´ore`me re´sulte imme´diatement du suivant :
The´ore`me 1.1.1.7. 1. Le complexe de faisceaux Id[
r(r+1)
2 + r − 1] est
un faisceau pervers, prolongement interme´diaire de sa restriction a`
l’ouvert Ud.
2. Le complexe de faisceaux Jd[r
2+r−1] est un faisceau pervers, prolonge-
ment interme´diaire de sa restriction a` l’ouvert Ud.
Le point (1) du the´ore`me 1.1.1.7 s’obtient assez facilement par l’argu-
ment de [15, “le pas de re´curence”, p.515] en remplac¸ant GLi par le groupe
orthogonal associe´ a` la forme quadratique (x1, . . . , xi) 7→
∑i
j=1 x
2
j . En re-
vanche, on ne peut pas adapter directement l’argument de loc. cit. pour
de´montrer le point (2) car la fonction κd n’est pas invariante sous l’action
de GLr−1. Le the´ore`me suivant est le point crucial pour re´soudre cette dif-
ficulte´ (en remarquant que Yd ≃ {y +̟Idr, y ∈ glr|pgcd(
∏r−1
i=1 ai(y), ar(y))
= 1}, ou` ai(y) = det(si(y) + ̟Idi), et ou` si(y) est la sous-matrice de y
constitue´e des i premie`res lignes et des i premie`res colonnes, cf. 2.3.1.2 et
4.3.1.1).
The´ore`me 1.1.1.8. κd(w0(y+̟Idr)) est en fait un polynoˆme en les coeffi-
cients de la matrice y. De plus on a : κd(w0(y+̟Idr))κd(w0
t(y+̟Idr)) =
(−1)
∑r−1
i=1 (i+i(i+1))result(ar−1(y), ar(y)).
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La de´monstration de ce the´ore`me repose sur l’interpre´tation ge´ome´trique
de l’extension de Kazhdan-Patterson e´voque´e ci-dessus. Ce the´ore`me im-
plique que κ(y) = κd(w0(y+̟Idr)) est alors un produit de facteurs irre´duc-
tibles de result(ar−1(y), ar(y)). En faisant agit g ∈ GLr−1 par
y 7→ diag(g, 1)−1 y diag(g, 1),
g transforme alors κ en la multipliant par une puissance de det(g) (pour
l’argument de´taille´, on renvoie a` la de´monstration de la perversite´ de Jd a`
la fin de la section 4) ; l’extension Gr−1 de GLr−1 obtenue en extrayant une
racine carre´e de det(g) laisse alors invariant le faisceau κ∗Lζ et l’argument de
loc. cit. s’adapte alors en remplac¸ant GLi par l’extension Gi (le plongement
Gi →֒ Gi+1 est fourni aussi par g 7→ diag(g, 1) puisque les deux ont meˆme
de´terminant).
On verra ensuite comment de´duire le the´ore`me A′ du the´ore`me B. Les
complexes locaux obtenus par les factorisations de la proposition 1.1.1.5
sont d’autant plus complique´s que les multiplicite´s des racines du polynoˆme∏r−1
i=1 ai sont grandes. D’apre`s B.C. Ngo [15], tous les complexes locaux
peuvent eˆtre obtenu en conside´rant seulement Id et Jd, ou` d = (1, 2, . . . , r)
quitte a` remplacer r par r + r′ pour r′ assez grand. Plus pre´cise´ment on
conside`re la situation suivante (pour simplifier les notations, de´sormais on
va supprimer l’indice d) :
Soit t′ ∈ Ts(F̟). D’apre`s B.C. Ngo [15, prop 3.5.1, p. 505], pour r
assez grand, il existe t◦ = diag(a◦1, a
◦
2/a
◦
1, . . . , a
◦
r/a
◦
r−1), avec (a
◦
1, . . . , a
◦
r) ∈
V(1,2,...,r)(k) tel que I̟(t
◦) ≃ I̟(t
′) et J̟(t
◦) ≃ J̟(t
′). On a a◦i = a
′◦
i a
′′◦
i ,
ou` a′◦i est a` racines simples diffe´rentes de 0 et ou` a
′′◦
i sont des puissances de
̟. Soient alors d′ = (deg(a′◦i ))i et d
′′ = (deg(a′′◦i ))i. On fait varier (a
′
i)i et
(a′′i )i en introduisant l’ouvert (Vd′ × Vd′′)
dist de Vd′ × Vd′′ au-dessus duquel
pgcd(
∏r
i=1 a
′
i,
∏r
i=1 a
′′
i ) = 1 et les a
′
i sont a` racines simples. On a alors un
morphisme e´tale µ : (V
d
′ × V
d
′′ )dist → Vd.
Pour (t′, t′′) = (diag(a′1, a
′
2/a
′
1, . . . , a
′
r/a
′
r−1),diag(a
′′
1, a
′′
2/a
′′
1 , . . . , a
′′
r/a
′′
r−1))
ou` ((a′i)i, (a
′′
i )i) ∈ (Vd′ × Vd′′)
dist, on ge´ne´ralise les sommes globales I et J
ci-dessus en introduisant
X1(t
′, t′′) =
∏
w|a′1...a
′
r−1
Reskw/kXw(t) et X2(t
′, t′′) =
∏
w|a′′1 ...a
′′
r−1
Reskw/kXw(t)
(Y1(t
′, t′′) et Y2(t
′, t′′) sont de´finies par des formules analogues). Celles-ci se
mettent en familles quand d′ et d′′ sont fixe´es. On de´finit de cette manie`re
des complexes I1,I2,J1 et J2 ve´rifiant µ
∗I = I1 ⊗
L I2 et µ
∗J = J1 ⊗
L J2.
En fait I1 et J1 sont des syste`mes locaux. De plus, en utilisant la formule du
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produit des constantes de Weil, on de´finit un syste`me local T1 (ce syste`me
local n’est plus ge´ome´triquement constant) tel que J1 = T1 ⊗ I1 ; on pose
T2 = T ⊗ T
⊗−1
1 .
A` l’aide du the´ore`me B et des proprie´te´s des faisceaux pervers et du
prolongement interme´diaire, on obtient que I2 et J2 sont pervers et pro-
longement interme´diaire de leur restriction a` l’ouvert µ∗Ud. De plus, on a
J2|µ∗Ud = T2|µ∗Ud ⊗ I2|µ
∗Ud, de sorte qu’on a J2 = T2 ⊗ I2.
En spe´cialisant en t = t◦ on obtient alors le the´ore`me A′.
Voici maintenant le plan de´taille´ de ce travail. La section 2 contient la
de´finition de la somme locale I̟(t, α) et de la somme globale I(t, α) pour
tout α ∈ (k∗)r−1. On de´montre que la somme globale est le produit des
sommes locales
I(t, α) =
∏
v∈Spm(O)
Iv(t, α).
On expose l’interpre´tation ge´ome´trique de la somme locale et de la somme
globale et exprime ge´ome´triquement la formule de produit ci-dessus. On
construit aussi le complexe RfXd,!h
∗
dLψ et on de´montre qu’il est pervers quand
d = (1, 2 . . . , r) (voir le point (1) du the´ore`me 1.1.1.7).
Dans la section 3, on rappelle la de´finition du groupe me´taplectique
local de Kazhdan-Patterson. L’extension de ACK et son scindage au-dessus
Nr(F̟) et au-dessus de GLr(O̟) sont introduits en 3.1.2 . La construction
ge´ome´trique du groupe me´taplectique a` l’aide de l’extension de ACK figure
dans 3.2.3. On exprime la fonction κ locale ge´ome´triquement dans 3.1.4. Le
3.2 contient la de´finition du groupe me´taplectique global et de la fonction
κ globale. On montre dans 3.2.2 que le fonction κ globale est un produit de
fonctions κ locales.
La section 4 contient la de´finition de la somme locale J̟(t, α) et de la
somme globale J(t, α) pour tout α ∈ (k∗)r−1. On de´montre que la somme
globale est le produit des sommes locales
J(t, α) =
∏
v∈Spm(O)
Jv(t, α).
On expose l’interpre´tation ge´ome´trique de la somme locale et de la somme
globale et exprime ge´ome´triquement la formule de produit ci-dessus. On
construit aussi le complexe RfYd,!(h
′∗
dLψ⊗κ
∗
dLζ). La sous-section 4.3 contient
l’e´tude de ce complexe dans le cas particulier ou` d = (1, 2, . . . , r). Dans
cette sous-section figure le calcul de la fonction κ dans ce cas particu-
lier, ainsi que la formule cruciale κd(w0(y + ̟Idr))κd(w0
t(y + ̟Idr)) =
11
(−1)
∑r−1
i=1 (i+i(i+1))rest(ar(y), ar−1(y)). La perversite´ de Rf
Y
d,!(h
′∗
dLψ ⊗ κ
∗
dLζ)
est montre´e a` la fin de la section 4.
Dans la section 5, on donne la formule du facteur de transfert ; dans la
section 6, on de´duit l’e´nonce´ local de l’e´nonce´ global (dans cette introduction
on a de´ja` donne´ une ide´e de leur contenu).
Remerciements : J’adresse mes plus since`res remerciements a` Alain
Genestier pour son soutien constant durant la pre´paration de ce travail. Je
tiens a` exprimer aussi ma profonde gratitude a` Bao Chau Ngo pour ses
remarques. Une tre`s belle formule de ce travail (cf. 4.2.1.6) e´te´ obtenue
lorsque j’ai eu la chance de travailler avec lui a` Chicago.
2 Inte´grale I
2.1 Somme locale
Soit k un corps fini de caracte´ristique p et a` q e´le´ments. On fixe un
caracte`re additif non trivial ψ : k → Q
∗
ℓ , ou` ℓ est un nombre premier diffe´rent
de p et ou` Qℓ est une cloˆture alge´brique de Qℓ. On note O̟ = k[[̟]] l’anneau
des se´ries formelles en une inde´termine´e ̟ et a` coefficients dans k, F̟ =
k((̟)) son corps des fractions. On notera Ψ le caracte`re de F̟ de´fini par
Ψ(x) = ψ(res(xd̟)).
Pour tout α = (α2, . . . , αr) ∈ (k
∗)r−1, on note θα : Nr(F̟) → Q
∗
ℓ
le caracte`re de´fini par θα(n) = Ψ(
∑r
i=2 αini−1,i). Sa restriction a` Nr(O̟)
e´tant triviale, il induit une fonction θα sur Nr(F̟)/Nr(O̟) a` valeurs dans
Q
∗
ℓ .
Pour chaque t = diag(a1, a2/a1, . . . , ar/ar−1) ∈ Tr(F̟), on conside`re
l’ensemble fini (cf. [15, proposition 1.1.2])
X̟(t)(k) = {n ∈ Nr(F̟)/Nr(O̟)|
tntn ∈ Sr(O̟)}.
L’inte´grale orbitale I de Jacquet-Mao peut s’e´crire (cf. [15, p. 484])
I̟(t, α) =
∑
n∈X̟(t)(k)
θα(n).
L’ensemble X̟(t)(k) est de manie`re naturelle l’ensemble des points a`
valeurs dans k d’une varie´te´ alge´brique X̟(t) de type fini sur k. Cette
varie´te´ est munie d’un morphisme hα : X̟(t) → Ga de´fini par hα(n) =
res(
∑r
i=2 αini−1,id̟).
Soit k une cloˆture alge´brique de k. On note X̟(t) = X̟(t)⊗k k. Soient
Lψ le faisceau d’Artin-Schreier sur Ga associe´ au caracte`re ψ. D’apre`s la
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formule des traces de Grothendieck-Lefschetz, on a :
I̟(t, α) = Tr(Fr,RΓc(X̟(t), h
∗
αLψ)).
2.2 Somme globale
Dans le cas ge´ne´ral, on ne connaˆıt pas explicitement RΓc(X̟(t), h
∗
αLψ)
car la varie´te´ X̟(t) est trop complique´e.
D’apre`s Ngo Bao Chau, on va introduire une somme sur un corps global
qui permettra de se ramener par de´formation a` une situation plus simple.
Soient O = k[̟] l’anneau des polynoˆmes en une variable ̟ a` coefficients
dans k et F son corps des fractions. Pour tout x ∈ F , on note sres(xd̟) la
somme des re´sidus en tous ses poˆles a` distance finie (c.a`.d. en les points
de A1 = Spec(O)). On notera Ψ le caracte`re de F de´fini par Ψ(x) =
ψ(sres(xd̟)). Pour tout α = (α2, . . . , αr) ∈ (k
∗)r−1, on note θα : Nr(F )→
Q
∗
ℓ le caracte`re de´fini par θα(n) = Ψ(
∑r
i=2 αini−1,i). Sa restriction a` Nr(O)
e´tant triviale, il induit une fonction θα sur Nr(F )/Nr(O) a` valeurs dans Q
∗
ℓ .
Pour tous t ∈ Tr(F ) et α ∈ (k
∗)r−1, on construit un couple (X(t), hα) de
manie`re analogue a` [15, proposition 3.1.1] ou` X(t) est une varie´te´ de type
fini sur k dont l’ensemble des k-points est
X(t)(k) = {n ∈ Nr(F )/Nr(O)|
tntn ∈ Sr(O)},
munie d’un morphisme hα(n) =
∑r
i=2 αisres(ni−1,id̟). L’inte´grale orbitale
I globale est alors :
I(t, α) =
∑
n∈X(t)(k)
θα(n).
Pour toute place v, on note Ov le comple´te´ de O en v, Fv son corps des
fractions, et kv son corps re´siduel. On note nv l’image de n dansNr(Fv)/Nr(Ov).
Pour t = diag(a1,
a2
a1
, . . . , arar−1 ) ∈ Tr(Fv), on introduit la varie´te´ de type fini
dont l’ensemble de k points est
Xv(t)(k) = {n ∈ Nr(Fv)/Nr(Ov)|
tntn ∈ Sr(Ov)}.
Cette varie´te´ est munie d’un morphisme hα,v(n) =
∑r
i=2 αitrkv/k(res(ni−1,i)).
Lorsque v = ̟ et t ∈ Tr(F̟) on retrouve bien le couple (X̟(t), hα,̟).
L’inte´grale orbitale I de Jacquet-Mao en la place v est :
Iv(t, α) =
∑
nv∈Xv(t)(k)
θα(nv),
ou` θα(nv) = ψ(
∑r
i=2 αitrkv/k(res(ni−1,i))).
On note supp(t) = Spm(O/
∏r−1
i=1 ai).
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Lemme 2.2.1.1. Si v 6∈ supp(t), alors Iv(t, α) = 1.
De´monstration. D’apre`s [15, corollaire 1.1.5], Xv(t)(k) est re´duit a` l’e´le´ment
n = Idr (car ai ∈ O
∗
v ∀i ∈ {1, . . . , r − 1}), de sorte qu’on a Iv(t, α) = 1.
La somme globale est relie´e aux sommes locales par la formule de produit
suivante (cf. [15, proposition 1.3.2])
I(t, α) =
∏
v∈supp(t)
Iv(t, α). (2.2.1.3)
On ajoute une barre pour indiquer le changement de corps de k a` k. On
peut de´finir les couples (X(t), hα) et (Xv(t), hα,v), ou` v ∈ Spm(O). On note
encore supp(t) = Spm(O/
∏r−1
i=1 aiO).On a alors la forme cohomologique
suivante de 2.2.1.3 (cf. [15, corollaire 3.2.3]) :
RΓc(X(t), h
∗
αLψ) =
⊗
v∈supp(t)
RΓc(Xv(t), h
∗
α,vLψ).
Supposons t = diag(a1,
a2
a1
, . . . , arar−1 ), ou` les ai sont des polynoˆme uni-
taires dont on fixera les degre´s di = deg(ai). Soient Qdi , la varie´te´ affine sur k
des polynoˆmes unitaires de degre´ di et Qd =
∏r
i=1Qdi avec d = (d1, . . . , dr).
Le couple (X(t), hα) se mettent en famille de sorte qu’on obtient une varie´te´
Xd de type fini sur k munie de deux morphismes f
X
d : Xd×G
r−1
m → Qd×G
r−1
m
et hd : Xd × G
r−1
m → Ga tels que X(t) et RΓc(X(t), h
∗
αLψ) sont respecti-
vement les fibres en (t, α) ∈ (Qd × G
r−1
m )(k) de f
X
d et de Rf
X
d,!h
∗
dLψ. Plus
pre´cise´ment :
Lemme 2.2.1.2. (cf. [15, proposition 3.3.1])
1. Pour tout d ∈ Nr le foncteur Xd qui associe a` toute k-alge`bre R l’en-
semble
Xd(R) = {g ∈ Sr(O ⊗k R)|det(gi) ∈ Qdi(R)}/Nr(O ⊗k R),
ou` gi est la sous-matrice de g faite des i-premie`res lignes et des i-
premie`res colonnes de g, est repre´sente´ par une varie´te´ affine de type
fini sur k, qu’on note aussi Xd. Soit
fXd : Xd ×G
r−1
m → Qd ×G
r−1
m
le morphisme de´fini par fXd (g, α) = ((ai)1≤i≤r, α) ou` ai = det(gi).
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2. Pour tout i avec 2 ≤ i ≤ r, l’application hi : Sr(O⊗kR)×(R
∗)r−1 → R
de´finie par
hi = res
a−1i−1
(gi,1, . . . , gi,i−1)ai−1g−1i−1

0
...
0
αi


 ,
ou` aig
−1
i est la matrice des cofacteurs de gi, lesquels sont dans OR :=
O⊗k R et ou` res(a
−1
i−1b) est le coefficient de ̟
di−1−1 dans l’expression
polynomiale en la variable ̟ du reste de la division euclidienne de
b par ai−1 (cette division euclidienne a un sens puisque le coefficient
dominant de ai−1 est e´gal a` 1), induit un morphisme hi : Xd×G
r−1
m →
Ga.
3. Soit hd =
∑r
i=2 hi. Alors pour tous t ∈ Qd(k) et α ∈ G
r−1
m , le couple
(X(t), hα) est isomorphe a` la fibre (f
X
d )
−1(t, α) munie de la restriction
de hd a` cette fibre.
2.3 Le cas d = (1, 2, . . . , r)
Soit Ud l’ouvert de
∏r
i=1Qi × (Gm)
r−1 forme´ des couples (t, α) tels que
le polynoˆme
∏r
i=1 ai n’ait pas de racines multiples.
The´ore`me 2.3.1.1. Pour d = (1, 2, . . . , r) le complexe de faisceaux
RfXd,!h
∗
dLψ[
r(r+1)
2 +r−1] est un faisceau pervers, prolongement interme´diaire
de sa restriction a` l’ouvert Ud.
On rappelle que Sr de´signe l’espace affine des matrices syme´triques de
taille r.
Proposition 2.3.1.2. (cf. [15, proposition 4.2.1]) Pour d = (1, 2, . . . , r) le
triplet (Xd, f
X
d , hd) est isomorphe au triplet (Sr, f
X , h) ou` le morphisme
fX : Sr ×G
r−1
m →
∏r
i=1Qi ×G
r−1
m est de´fini par
fX(x, α) = (a1(x), . . . , ar(x), α),
ou` ai(x) = det(si(x)+̟Idi), si(x) e´tant la sous-matrice faite des i premie`res
lignes et des i premie`res colonnes de x, et ou` le morphisme h : Sr ×G
r−1
m →
Ga est de´fini par
h(x, α) =
r∑
i=2
αixi−1,i.
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De´monstration. Soit R une k-alge`bre. On note OR := O ⊗k R = R[̟].
On montre d’abord que l’on peut re´duire toute matrice g ∈ Sr(OR) dont
le de´terminant de la sous-matrice si(g) est un polynoˆme unitaire de degre´ i a`
une matrice de la forme x+̟Idr, avec x une matrice syme´trique a` coefficients
dans R, par re´currence sur r. L’assertion est e´vidente pour r = 1. D’apre`s
l’hypothe`se de re´currence, on peut supposer que sr−1(g) = xr−1 + ̟Idr−1
(a` l’aide de l’action du groupe Nr−1, qu’on voit comme le sous-groupe de
Nr forme´ des matrices unipotentes dont les coefficients non diagonaux de la
r-ie`me colonne sont nuls). On e´crit
g =
(
sr−1(g) y
ty z
)
,
ou` y est un vecteur colonne appartenant a` OR
r−1 et z un e´le´ment de OR.
Comme pour toute matrice x a` coefficient dans R le R-module OR
r se
de´compose en une somme directe Rr⊕(x+̟Idr)OR
r, (cf. [15, lemme 4.1.2])
il existe un unique vecteur v tel que y + sr−1(g)v ∈ R
r−1. En conside`rant
la matrice ur =
(
Idr−1 v
0 1
)
on a alors turgur = x + ̟Idr, ou` x est une
matrice syme´trique a` coefficients dans R. De plus, si x+̟Idr =
tntn, on a
ne´cessairement sres(ni−1,i) = xi−1,i.
Soit Si la varie´te´ affine des matrices syme´triques de taille i. On de´finit
les varie´te´s Ri en posant Rr = Spec(k) et Ri−1 = Ri × Qi × Gm. Soit
fXi : Gm × Si × Ri → Si−1 × Ri−1 le morphisme de´fini par f
X
i (αi, xi, ri) =
(si−1(xi), ri−1), ou` ri−1 = (ri,∆i(xi), αi). Soit hi : Gm × Si × Ri → Ga le
morphisme de´fini par hi(αi, xi, ri) = αixi−1,i. Soit pri : Gm × Si × Ri →
Si × Ri la projection e´vidente. On de´finit les complexes Ii sur Si × Ri en
posant Ir = Qℓ[
r(r+1)
2 ] et Ii−1 = Rf
X
i,! (Ii ⊗ h
∗
iLψ) (voir loc. cit.). On a un
isomorphisme S1×R1 ≃ Qd×G
r−1
m pour lequel I1 ≃ Rf
X
d,!h
∗
dLψ[
r(r+1)
2 +r−1].
On note Oi le groupe orthogonal de degre´ i de la forme quadratique
q(x1, . . . , xi) =
∑i
j=1 x
2
j . Ce groupe agit dans Gm × Si ×Ri par l’action ad-
jointe sur Si et par l’action triviale sur les autres facteurs. On identifiera le
groupe Oi−1 au sous-groupe diag(Oi−1, 1) de Oi de sorte que Oi−1 agit aussi
sur Gm×Si×Ri par l’action induite. Comme l’action adjointe laisse invariant
le polynoˆme caracte´ristique, le morphisme fXi est Oi−1-e´quivariant. Le mor-
phisme hi n’est pas Oi−1-e´quivariant mais est ne´anmoins Oi−2-e´quivariant.
Le the´ore`me 2.3.1.1 re´sulte alors de la proposition suivante
Proposition 2.3.1.3. (cf. [15, proposition 5.2.2]) Soient Ui et Ui−1 les
images re´ciproques de Ud dans Si × Ri et dans Si−1 × Ri−1. Si I est un
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faisceau pervers sur Si × Ri, Oi−1-e´quivariant et isomorphe au prolonge-
ment interme´diaire a` restriction a` l’ouvert Ui, alors
I ′ = RfXi,! (I ⊗ h
∗
iLψ)[1]
est aussi un faisceau pervers sur Si−1×Ri−1, Oi−2-e´quivariant et isomorphe
au prolongement interme´diaire de sa restriction a` l’ouvert Ui−1.
De´monstration. Les morphismes qui interviennent dans la formation de I ′
sont tous Oi−2-e´quivariants donc I
′ l’est aussi.
On utilise la transformation de Fourier-Deligne ([11]) pour de´montrer
la perversite´ et le prolongement interme´diaire. Soit E = Si × Qi × Ri. Il
est clair que E × Gm ≃ Si−1 × Ri−1. Soient V le fibre´ trivial E × A
i−1
et V ∨ son fibre´ dual. On note ι : Si × Ri → V l’immersion ferme´e de´finie
par ι(xi, ri) = (xi−1, ai(xi), ri, y), ou` xi est de la forme
(
xi−1 y
ty ∗
)
. On note
ǫ : E×Gm → V
∨ l’immersion ferme´ de´finie par ǫ(e, αi) = (e,
t(0, . . . , 0, αi)).
On ve´rifie que I ′ = ǫ∗Fψ(ι∗I)[2 − i] (cf. [15, proposition 5.3.2]), ou` Fψ est
la transformation de Fourier-Deligne. Puisque I est un faisceau pervers et ι
est une immersion ferme´e, ι∗I est un faisceau pervers. D’apre`s [11], Fψ(ι∗I)
en est un aussi. L’action de Oi−1 sur Si × Ri s’e´tend a` V de la manie`re
suivante :
π(g, (xi−1, ai, ri), y) = ((
tgxi−1g, ai, ri),
tgy).
Cela induit donc une action sur V ∨
πˇ(g, (xi−1, ai, ri), yˇ) = ((
tgxi−1g, ai, ri),
tgyˇ).
Par rapport a` cette action, Fψ(ι∗I) est Oi−1-e´quivariant. On va utiliser le
lemme suivant
Lemme 2.3.1.4. (cf. [15, lemme 5.4.3]) Le morphisme compose´
Oi−1 × E ×Gm
  ǫ // Oi−1 × V
∨ πˇ // V ∨
est un morphisme lisse de dimension relative i(i−1)2 + 1− (i− 1).
De´monstration du lemme. On note Z l’image de l’immersion localement
ferme´e ǫ dans V ∨. Le morphisme compose´ s’e´crit donc :
Oi−1 × Z
πˇ
→ V ∨.
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En oubliant les composantes Qi et Ri on obtient un diagramme carte´sien
e´vident
Oi−1 × Z
πˇ //

V ∨

Oi−1 ×Gm × Si−1
ξ // Si−1 ×A
i−1
ou` ξ(gi−1, αi, xi−1) = (
tgi−1xi−1gi−1, gi−1
t(0, . . . , 0, αi)).
En factorisant le morphisme ζ et oubliant le facteur Si−1, l’assertion se
rame`ne a` de´montrer que le morphisme
Oi−1 ×Gm → A
i−1, (gi−1, αi) 7→ (gi−1
t(0, . . . , 0, αi))
est lisse et de dimension relative i(i−1)2 +1−(i−1). Cela re´sulte de l’assertion
suivante : “L’orbite de l’e´le´ment t(0, . . . , 0, 1) ∈ Ai−1 sous l’action du groupe
Oi−1 ×Gm sur A
i−1 de´finie par
(gi−1, λ, y) 7→ λgi−1y
est l’ouvert de´fini par l’e´quation tyy 6= 0.” Cette assertion est e´vidente.
Fin de la de´monstration. D’apre`s [3, 4.2.5], πˇ∗(Fψ(ι∗I))[
i(i−1)
2 +1− (i− 1)]
est un faisceau pervers sur Oi−1 × Z. Graˆce a` la Oi−1-e´quivariance on a un
isomorphisme
πˇ∗(Fψ(ι∗I)) = pr
∗
Z(Fψ(ι∗I)|Z).
D’apre`s loc. cit. Fψ(ι∗I)|Z [1 − (i − 1)] est un faisceau pervers sur Z, la
projection prZ : Oi−1×Z → Z e´tant clairement un morphisme lisse surjectif
de dimension relative dim(Oi−1) =
i(i−1)
2 . Alors I
′ est un faisceau pervers
sur Si−1 ×Ri−1 .
De la meˆme manie`re, I ′ est le prolongement interme´diaire de sa restric-
tion a` Ui−1.
3 Le groupe me´taplectique
3.1 Le groupe me´taplectique local
3.1.1 La construction du groupe me´taplectique local (cf. [9])
Soit k un corps fini de caracte´ristique p 6= 2 et a` q e´le´ments. On note
O̟ = k[[̟]] l’anneau des se´ries formelles a` une inde´termine´e ̟ et a` coeffi-
cients dans k, F̟ = k((̟)) son corps des fractions.
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Dans [9] le groupe me´taplectique G˜Lr est construit comme une extension
centrale non-triviale du groupe GLr(F̟) par {±1}
1 // {±1} // G˜Lr(F̟) // GLr(F̟) // 1 .
L’extension G˜Lr(F̟) est de´finie par une loi de groupe sur le produit
GLr(F̟)× {±1}
(g, z)(g′, z′) = (gg′, zz′χ(g, g′)),
ou` χ est un certain 2-cocycle, ce qui veut dire qu’il ve´rifie l’identite´
χ(g′, g′′)χ(gg′, g′′)−1χ(g, g′g′′)χ(g, g′)−1 = 1,
qui traduit l’associativite´ de la loi de groupe.
Proposition 3.1.1.1. (cf. [9, Proposition 0.1.2]) L’extension centrale G˜Lr(F̟)
est scinde´e au-dessus de GLr(O̟).
On a une section canonique κ∗ de l’extension GLr(F̟) au-dessus de
GLr(O̟) qui s’e´crit κ
∗(g) = (g, κ(g)) pour une certaine application
κ : GLr(O̟)→ {±1}
qui satisfait les relations suivantes (c.f [12, lemme 2]) :
1. κ|Tr(F̟)∩GLr(O̟) = κ|Wr = κ|Nr(F̟)∩GLr(O̟) = 1 (ceci de´termine κ de
manie`re unique).
2. κ(g1g2) = κ(g1)κ(g2)χ(g1, g2) (g1, g2 ∈ GLr(O̟)).
3. κ
([
g1
g2
])
= κ
([
g1
g2
])
= κ(g1)κ(g2)
([
g1
g2
]
∈ GLr(O̟)
)
.
Dans le cas r = 2 Kubota ([10, p. 19]) a montre´ que
κ(g) =

[
c, ddet(g)
] (
g =
(
a b
c d
)
, c 6= 0, c 6∈ O∗̟
)
1 (c = 0 ou c ∈ O∗̟),
ou` [., .] est le symbole de Hilbert.
En remplac¸ant le symbole de Hilbert par le symbole mode´re´ dans la
de´finition de χ (on note encore χ le cocycle ainsi obtenu), on obtient une ex-
tension G˜Lr,KP (F̟) de GLr(F̟) par k
∗. Le symbole de Hilbert peut s’expri-
mer en termes du symbole mode´re´, de sorte que cette extension G˜Lr,KP (F̟)
permet de retrouver celle ci-dessus.
Le nouveau 2-cocycle χ est bien de´fini par la proposition suivante.
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Proposition 3.1.1.2. ([12, p. 112]) Soit g ∈ GLr(F̟). D’apre`s la de´com-
position de Bruhat, on e´crit g = n1mn2, ou` n1, n2 ∈ Nr et m ∈ TrWr(F̟)
(m est uniquement de´termine´). On note B(g) = m. Soit {., .} le symbole
mode´re´, i.e. {f, g} = (−1)v(f)v(g) f
v(g)
gv(f)
(0). On a alors :
1. χ(t, t′) =
∏
i<j
{ti, t
′
j},
ou` t = diag[ti] et t
′ = diag[t′i].
2. χ(w,w′) = 1 (w,w′ ∈Wr).
3. χ(t, w) = 1 (w ∈Wr, t ∈ Tr(F̟)).
4. χ(α, t) = {tℓ, tℓ+1}
−1{−1,
tℓ
tℓ+1
}{−1,det(t)},
ou` α est la matrice de la transposition (ℓ, ℓ+ 1).
5. χ(ng, g′n′) = χ(g, g′) (n, n′ ∈ Nr(F̟)).
6. χ(t, g) = χ(t, B(g)) (t ∈ Tr(F̟)).
7. La formule de loc. cit. σ(sα, g) = σ(R(sαg)R(g)) doit en fait eˆtre cor-
rige´e en χ(α, g) = χ(B(αg)B(g)−1, B(g)), comme on le voit en la com-
parant avec la construction de Matsumoto du groupe me´taplectique
dans [9, p. 40].
Pour comprendre ge´ome´triquement l’extension G˜LKP (F̟), on la com-
pare a` une autre extension due a` Arbarello, De Concini et Kac (ACK), dont
la de´finition est plus ge´ome´trique.
3.1.2 Le symbole (A|B) (cf. [1])
Soit V un k-espace vectoriel de dimension finie. On note
∧
V =
∧dimV (V )
la puissance exte´rieuse maximale de V . Soient (v1, . . . , vm) une base de V et
(v∗1 , . . . , v
∗
m) sa base duale. L’e´le´ment v1∧· · · ∧vm est une base de
∧
V et on
normalise l’identification (
∧
V )∗ ≃
∧
V ∗ de telle sorte que (v1 ∧ · · · ∧ vm)
∗ =
v∗1 ∧ · · · ∧ v
∗
m soit sa base duale.
Proposition 3.1.2.1. Soit 0 → V → V ′′ → V ′ → 0 une suite exacte
d’espaces vectoriels de dimension finie. On a des isomorphismes canoniques
φ(V, V ′) :
∧
V ⊗
∧
V ′ →
∧
V ′′ ;
φ(V ′, V ) :
∧
V ′ ⊗
∧
V →
∧
V ′′,
de´finis par
φ(V, V ′)(v1 ∧ · · · ∧ vm ⊗ v
′
1 ∧ · · · ∧ v
′
n) = v1 ∧ · · · ∧ vm ∧ v˜
′
1 ∧ · · · ∧ v˜
′
n,
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φ(V ′, V )(v′1 ∧ · · · ∧ v
′
n ⊗ v1 ∧ · · · ∧ vm) = v˜
′
1 ∧ · · · ∧ v˜
′
n ∧ v1 ∧ · · · ∧ vm,
ou` (v1, . . . , vm) (resp. (v
′
1, . . . , v
′
n)) est une base de V (resp. de V
′) et v˜′1, . . . , v˜
′
n
sont les pre´images dans V ′′ de v′1, . . . , v
′
n.
D’apre`s Deligne ([4]), pour e´viter les proble`mes de signes, on va conside´rer∧
V comme l’espace vectoriel gradue´
∧dim(V ) V place´ en degre´ dimV , qui
est muni un isomorphisme de syme´trie∧
V ⊗
∧
V ′
∼
→
∧
V ′ ⊗
∧
V
par la re`gle de Koszul (l’isomorphisme e´vident est multiplie´ par (−1)dim V.dimV
′
).
La suite exacte 0 → V → V ⊕ V ′ → V ′ → 0 donne alors un diagramme
commutatif : ∧
(V ⊕ V ′)
≀

∧
V ⊗
∧
V ′
Koszul

φ(V,V ′)oo
∧
(V ′ ⊕ V )
∧
V ′ ⊗
∧
V
φ(V ′,V )
oo
,
ou` l’isomorphisme
∧
(V ⊕ V ′)
∼
→
∧
(V ′ ⊕ V ) vient de l’isomorphisme de
syme´trie V ⊕ V ′
∼
→ V ′ ⊕ V
De´finition 3.1.2.2. Soient V un espace-vectoriel et A,B deux sous-espaces
de V . On dit que A et B sont commensurables (et on note A ∼ B) si et
seulement si dim
(
A+B
A∩B
)
<∞.
On s’inte´resse au cas ou` V = F r̟ et A,B sont deux O
r
̟-re´seaux. Il est
clair que A ∼ B. On a donc dim(A/A ∩B) <∞ et dim(B/A ∩B) <∞.
De´finition 3.1.2.3. Soient A,B deux Or̟-re´seaux. On de´finit la droite
(A|B) =
(∧
A/A ∩B
)∗
⊗
(∧
B/A ∩B
)
.
Clairement (A|B)⊗ (B|A)
can
≃ k, et si A = B, on a (A|B)
can
≃ k.
Proposition 3.1.2.4. Soient A,B,C,D des Or̟-re´seaux.
– On a un isomorphisme de permutation e´vident
(A|B)⊗ (C|D)→ (C|D)⊗ (A|B).
Pour e´viter le proble`me de signe, on va voir (A|B) comme une droite
gradue´e place´e en degre´ [A : B] = dim(A/A ∩B)− dim(B/A ∩B), et
on rede´finira l’isomorphisme de syme´trie :
(A|B)⊗ (C|D)→ (C|D)⊗ (A|B),
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en multipliant le morphisme e´vident par (−1)[A:B][C:D] (re`gle de Kos-
zul). On notera Sym• l’isomorphisme de syme´trie ainsi obtenu.
– On a un isomorphisme canonique de contraction
β : (A|B)⊗ (B|C)→ (A|C).
On renvoie a` ([1, §4]) pour la construction β a` l’aide de l’isomorphisme
φ de la proposition 3.1.2.1.
3.1.3 L’extension de ACK
Lemme 3.1.3.1. Soient g ∈ GLr(F̟) et L un O
r
̟-re´seau. Il existe alors un
isomorphisme canonique :
γ : (Or̟|gO
r
̟)
can
≃ (L|gL).
De´monstration. L’isomorphisme γ est de´fini par le diagramme commutatif :
(L|gL) (L|gL) ⊗ (Or̟|L)⊗ (L|O
r
̟)
oo
(Or̟|L)⊗ (L|gL) ⊗ (L|O
r
̟)
Sym•
OO
(Or̟|gO
r
̟)
γ
OO
β−1
// (Or̟|L)⊗ (L|gL) ⊗ (gL|gO
r
̟).
×g−1
OO
Arbarello, De Concini, Kac associent a` chaque g ∈ GLr(F̟) une droite
Dg := (O
r
̟|gO
r
̟). Cette contruction fournit une extension centrale de GLr(F̟)
par k∗
1→ k∗ → G˜L
′
r(F̟)→ GLr(F̟)→ 1.
Le groupe G˜L
′
r(F̟) est forme´ des e´le´ments
{(g, v)|g ∈ GLr(F̟), v ∈ Dg − {0}}
et est muni de la loi de groupe (cf. [1] pour la ve´rification de l’associativite´
et de l’inverse) de´finie par l’isomorphisme de multiplication :
Dg ⊗Dg′
×g
→ (Or̟|gO
r
̟)⊗ (gO
r
̟|gg
′Or̟)
β
→ Dgg′ .
La restriction de cette extension a` SLr(F̟) est celle de Beauville-Laszlo [2].
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Remarque 3.1.3.2. Soit k′ une extension finie de k. On note O′̟ = k
′[[̟]]
et F ′̟ son corps de fractions. On a aussi une extension de ACK
1→ (k′)∗ → GL′r(F
′
̟)→ GLr(F
′
̟)→ 1,
comme celle de´finie ci-dessus dans le cas particulier ou` k′ = k. En poussant
cette extension via le morphisme de norme Nk′/k : k
′∗ → k on obtient une
extension me´taplectique de GL′r(F
′
̟) par k
∗ : 1 → k∗ → N∗G˜L
′
r(F
′
̟) →
GLr(F
′
̟) → 1. Cette extension est aussi obtenue en associant a` chaque
g ∈ GLr(F
′
̟) la droite D
′
g = (O
′
̟
r|gO′̟
r)k (ou` O
′
̟
r et gO′̟
r sont vus
comme k-espaces vectoriels).
D’apre`s la de´finition de Dg, on a D(g)
can
≃ k , ∀g ∈ GLr(O̟), de sorte
que cette extension est scinde´e canoniquement sur GLr(O̟), i.e on a le
morphisme de groupes
GLr(O̟)→ G˜L
′
r(O̟) g 7→ (g, 1),
ou` 1 de´signe le pre´image dans Dg de 1 ∈ k par l’isomorphisme canonique
Dg
can
≃ k , ∀ g ∈ GLr(O̟).
Lemme 3.1.3.3. Soit n ∈ Nr(F̟), il existe alors un O
r
̟-re´seau M tel que
nM =M .
De´monstration. Supposons que n =
 1 n12 n13 ... n1r0 1 n23 ... n2r
...
. . .
...
0 ... 1
. On conside`re le Or̟-
re´seau M de la forme M = diag(β1, . . . , βr)O
r
̟. On a alors
nM =

β1O̟ + n
1
2β2O̟ + n
1
3β3O̟ · · ·+ n
1
rβrO̟
β2O̟ + n
2
3β3O̟ + · · ·+ n
2
rβrO̟
...
βrO̟
 .
On choisit les βi ∈ F̟ de telle sorte que a` v(βi−1)≪ v(βi) , ∀i = 2, . . . , r.
Cela implique βiO̟ +
∑r
j=i+1 n
i
jβjO̟ = βiO̟ , ∀i. On en de´duit : nM =
M .
Lemme 3.1.3.4. Soient M , M ′ deux Or̟-re´seaux tels que nM = M et
nM ′ =M ′. Le diagramme
(M |nM)
( 3.1.3.1) //
e´vident $$❍
❍❍
❍❍
❍❍
❍❍
(M ′|nM ′)
e´videntzz✉✉✉
✉✉
✉✉
✉✉
✉
k.
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est alors commutatif.
De´monstration. On peut supposer que M ′ ⊂ M (comme on le voit en
conside´rant le re´seau M ′′ =M ∩M ′′, qui ve´rifie lui aussi nM ′′ =M ′′).
L’assertion re´sulte imme´diatement du fait que l’automorphisme (M ′|M)
×n
→ (nM ′|nM) = (M ′|M) est l’identite´. Ceci re´sulte du fait que l’automor-
phisme ×n de M/M ′ est unipotent.
D’apre`s le lemme 3.1.3.3, on peut choisir un Or̟-re´seau M qui satis-
fait nM = M , ce qui induit un isomorphisme Dn
can
≃ k (qui est l’isomor-
phimse compose´ de Dn
3.1.3.1
→ (M |nM) et de (M |nM)
can
≃ k). On note
dn l’image re´ciproque de 1 ∈ k dans Dn par cet isomorphisme. A` l’aide du
lemme 3.1.3.4, on voit que dn ne de´pend pas du choix de M .
Lemme 3.1.3.5. La fonction σN : Nr(F̟) → N˜
′
r(F̟) n 7→ (n, dn) est
un morphisme de groupes, i.e l’extension de ACK est scinde´e au-dessus de
Nr(F̟).
De´monstration. Soient n, n′ ∈ Nr(F̟). On choisit M = diag(β1, . . . , βr)O
r
̟
tel que v(βi) ≪ v(βi+1), de telle sorte que : nM = n
′M = nn′M = M .
Le lemme re´sulte imme´diatement de ((Or̟|M)⊗ (nM |nO
r
̟))⊗ ((O
r
̟|M
′)⊗
(nM ′|nOr̟))
can
≃ ((Or̟|M) ⊗ (nn
′M |nn′Or̟)) (a` l’aide de l’isomorphisme
canonique Dn
can
≃ ((Or̟|M) ⊗ (nM |nO
r
̟)) du lemme 3.1.3.1, ici avec g =
n).
3.1.4 Construction geome´trique du groupe me´taplectique
En utilisant la construction de ACK ci-dessus dans le cas r = 1, on
obtient aussi une extension centrale
1→ k∗ → G˜L
′
1(F̟)→ GL1(F̟)→ 1.
On note det∗(G˜L
′
1(F̟)) l’image re´ciproque de cette extension par le mor-
phisme de de´terminant det : GLr(F̟)→ GL1(F̟). Dans le groupe d’exten-
sions H2(GLr(F̟), k
∗) (dont la loi de groupe sera note´e additivement), on
conside`re la classe d’e´quivalence det∗(G˜L
′
1(F̟)) − G˜L
′
r(F̟). C’est la classe
d’e´quivalence de l’extension
G˜Lr,geo(F̟) = {(g, v)|g ∈ GLr(F̟), v ∈ ∆g − {0}} ,
ou` l’on note ∆g = Ddet(g)⊗D
⊗(−1)
g . Les scindages de G˜L
′
r(F̟) au-dessus de
Nr et Kr de´finissent encore des scindages de G˜Lr,geo(F̟) au-dessus de Nr
et Kr.
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Remarque 3.1.4.1. Comme pour l’extension ACK, soit k′ une extension
finie de k. On note O′̟ = k
′[[̟]] et F ′̟ son corps de fractions. On a aussi
une extension me´taplectique ge´ome´trique
1→ (k′)∗ → G˜Lr,geo(F
′
̟)→ GLr(F
′
̟)→ 1,
comme celle de´finie ci-dessus dans le cas particulier ou` k′ = k. En poussant
cette extension via le morphisme de norme Nk′/k : k
′∗ → k on obtient une
extension me´taplectique de GLr(F
′
̟) par k
∗ : 1 → k∗ → N∗G˜Lr,geo(F
′
̟) →
GLr(F
′
̟) → 1. Cette extension est aussi obtenue en associant a` chaque
g ∈ GLr(F
′
̟) la droite ∆
′
g = D
′
det(g) ⊗k D
′⊗−1
g .
The´ore`me 3.1.4.2. G˜Lr,geo(F̟) et G˜Lr,KP (F̟) sont isomorphes.
Pour montrer ce the´ore`me, on va construire une section ensembliste sgeo :
GLr(F̟) → G˜Lr,geo(F̟). Ensuite on associera a` cette section un 2-cocycle
χgeo : GLr(F̟)×GLr(F̟)→ k
∗, de´fini par
(Idr, χgeo(g, g
′)) = sgeo(g)sgeo(g
′)/sgeo(gg
′).
Le the´ore`me 3.1.4.2 re´sultera de l’e´nonce´ plus pre´cis
χgeo(g, g
′) = χ(g, g′).
Construction 3.1.4.3. (La section ensembliste s′ : GLr(F̟)→ G˜L
′
r(F̟)).
Soient (ei)i la base canonique de F
r
̟ et (e
∗
i )i sa base duale. On note
̟ji = ̟
jei et ̟
j∗
i = ̟
je∗i . Soient t = diag(t1, . . . , tr) ∈ Tr(F̟) et w ∈ Wr.
Soit n ≫ 0 ∈ 2Z tel que ̟nOr̟ ⊂ O
r
̟ ∩ twO
r
̟, par de´finition on a un
isomorphisme canonique
Dtw = (O
r
̟|twO
r
̟) = (O
r
̟|tO
r
̟)
can
≃ (
∧
Or̟/̟
nOr̟)
∗ ⊗ (
∧
tOr̟/̟
nOr̟).
On choisit (
∧r
i=1
∧n−1
j=1̟
j
i )
∗ ⊗
∧r
i=1
∧n−1
j=v(ti)
̟ji comme base du facteur
de gauche et on note dtw son image re´ciproque dans Dtw par l’isomorphisme
ci-dessus. L’e´le´ment dtw ne de´pend pas du choix de n. En pratique, on no-
tera “=” au lieu de l’isomorphisme canonique, i.e dtw = (
∧r
i=1
∧n−1
j=1̟
j
i )
∗ ⊗∧r
i=1
∧n−1
j=v(ti)
̟ji .
Soit g ∈ GLr(F̟), a` l’aide de la de´composition de Bruhat, on a g =
nB(g)n′. En utilisant le scindage au-dessus de Nr(F̟) de l’extension de
ACK et l’isomorphisme de multiplication, on obtient l’isomorphime cano-
niqueDg
can
≃ DB(g) (c’est l’isomorphisme compose´ deDg
can
≃ Dn⊗DB(g)⊗Dn′
et de Dn ⊗ DB(g) ⊗ Dn′
can
≃ k ⊗ DB(g) ⊗ k
can
≃ DB(g)). On note dg l’image
re´ciproque de dB(g) ∈ DB(g) dans Dg par cet isomorphisme.
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Lemme 3.1.4.4. dg ne depend pas du choix de l’e´criture g = nB(g)n
′.
De´monstration. On suppose que g = n1B(g)n
′
1 = n2B(g)n
′
2. On note d
i
g (i =
1, 2) l’e´le´ment de Dg de´fini comme ci-dessus relativement aux deux e´critures
de g. D’apre`s la de´finition, on a dig = dni ⊗ dB(g) ⊗ dn′i .
On a d1g = d
2
g ⇔ d
⊗−1
n2 ⊗ dn1 ⊗ dB(g) = dB(g)⊗ dn′2 ⊗ d
⊗−1
n′1
. Comme σN est
un morphisme de groupes (cf. le lemme 3.1.3.5), on a d⊗−1n2 ⊗ dn1 = dn−12 n1
et dn′2 ⊗ d
⊗−1
n′1
= dn′2n′
−1
1
. On note n = n−12 n1 et n
′ = n′2n
′−1
1 . Le lemme
re´sultera imme´diatement du fait que l’image de dn ⊗ dtw dans Dntw par
l’isomorphisme canonique Dn ⊗ Dtw → Dntw et celle de dtw ⊗ dn′ dans
Dtwn′ par l’isomorphimse de Dtw ⊗ Dn′ → Dtwn′ sont identiques quand
ntw = twn′, ce qu’on va maintenant de´montrer. Plus pre´cisement on va
montrer que l’automorphisme Dntw
can
≃ Dtw
can
≃ Dtwn′ est trivial.
Soit M = diag(β1, . . . , βr)O
r
̟ tel que v(βi) ≪ v(βi+1) (de telle sorte
que nM = n′M = M). Comme ntw = twn′, on a ntwM = twn′M =
twM . Comme dans la de´monstration du lemme 3.1.3.4, l’automorphisme
(M |twM)
×n
→ (nM |ntwM) est trivial. On note u 6= 0 une base de (M |twM)
(donc u = (×n)(u)) et v 6= 0 une base de (Or̟|M). D’apre`s la de´finition
l’image de u dans Dntw par l’isomorphisme canonique (M |twM)
can
≃ Dtw
can
≃
Dntw est l’image de v ⊗ (×n)(u)⊗ (×ntw)(v
∗) ∈ (Or̟|M)⊗ (nM |ntwM)⊗
(ntwM |ntwOr̟) par l’isomorphisme de multiplication. De meˆme, l’image de
u dans Dtwn′ est l’image de v ⊗ u ⊗ (×twn
′)(v∗) ∈ (Or̟|M) ⊗ (M |twM) ⊗
(twn′M |twn′Or̟) par l’isomorphimse de multiplication. Par ailleurs, comme
ntw = twn′ et u = (×n)(u), on obtient v⊗ (×n)(u)⊗ (×ntw)(v∗) = v⊗u⊗
(×twn′)(v∗), ce qui ache`ve la de´monstration du lemme.
La section ensembliste s′ : GLr(F̟) → G˜L
′
r(F̟) est alors de´finie par
s′(g) = (g, dg). On note χ
′(g, g′) := s′(g)s′(g′)/s′(gg′) le 2-cocycle associe´
a` s′. On note dg ∗ dg′ l’image de dg ⊗ dg′ dans Dgg′ par l’isomorphisme de
multiplication Dg ⊗Dg′ → Dgg′ .
Lemme 3.1.4.5. 1. χ′(t, t′) = (−1)
∑
i<j v(ti)v(t
′
j )
r∏
i=1
(
ti
̟v(ti)
)v(t′i)
(0)
ou` t = diag(ti)i et t
′ = diag(t′i)i.
2. χ′(w,w′) = 1 (w,w′ ∈Wr).
3. χ′(t, w) = 1 (w ∈Wr, t ∈ Tr(F̟)).
4. χ′(α, t) = (−1)v(tℓ)v(tℓ+1)
ou` α est la matrice de la permutation (ℓ, ℓ+ 1) et t ∈ Tr(F̟).
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5. χ′(ng, g′n′) = χ′ (n, n′ ∈ Nr(F̟))
6. χ′(t, g) = χ′(t, B(g)) (t ∈ Tr(F̟))
De´monstration. 1. On rappelle la de´finition du morphisme canonique de
multiplication sur Tr(F̟) :
Dt ⊗Dt′
×t // (Or̟|tO
r
̟)⊗ (tO
r
̟|tt
′Or̟)
β // Dtt′ .
Soit n ∈ 2Z tel que n > max{v(ti), v(t
′
i), v(ti) + v(t
′
i)} , ∀i. On a
tOr̟/̟
ntOr̟ = ⊕
r
i=1tiO̟/̟
ntiO̟. Cela nous donne une base
{
̟ji
}
de tOr̟/̟
nOr̟, ou` i varie de 1 a` r et ou` j varie de v(ti) a` n−1+ v(ti).
La matrice de passage de
{
̟ji
}i=1...r
j=v(ti)...n−1+v(ti)
a`
{
t̟ji
}i=1...r
j=0...n−1
est
la matrice carre´e Mat = diag(Mati) de taille nr, ou`
Mati =

ti
̟v(ti)
(0) ∗ ∗ . . . ∗
ti
̟v(ti)
(0) ∗ . . . ∗
. . .
...
ti
̟v(ti)
(0)
 de taille n.
On a aussi tt′Or̟/̟
ntOr̟ = ⊕
r
i=1tit
′
iO̟/̟
ntiO̟. Cela nous donne une
base
{
̟ji
}i=1...r
j=v(tit′i)...n−1+v(ti)
de tt′Or̟/̟
ntOr̟. La matrice de passage
de
{
̟ji
}i=1...r
j=v(tit′i)...n−1+v(ti)
a`
{
t̟ji
}i=1...r
j=v(t′i)...n−1
est la matrice carre´e
Mat′ = diag(Mat′i) de taille nr −
∑r
i=1 v(t
′
i), ou`
Mat′i =

ti
̟v(ti)
(0) ∗ ∗ . . . ∗
ti
̟v(ti)
(0) ∗ . . . ∗
. . .
...
ti
̟v(ti)
(0)
 de taille (n− v(t′i)).
On a (on se contente de faire le calcul dans le cas ou` v(ti) > 0, le cas
ge´ne´ral e´tant laisse´ au lecteur) :
dt ∗ dt′ =
(
r∧
i=1
n−1∧
j=1
̟
j
i
)∗
⊗
r∧
i=1
n−1∧
j=v(ti)
̟
j
i ⊗
(
r∧
i=1
n−1∧
j=1
t̟
j
i
)∗
⊗
r∧
i=1
n−1∧
j=v(t′
i
)
t̟
j
i
=
(
r∧
i=1
n−1∧
j=1
̟
j
i
)∗
⊗
r∧
i=1
n−1∧
j=v(ti)
̟
j
i ⊗
1
det(Mat)

 r∧
i=1
n−1+v(ti)∧
j=v(ti)
̟
j
i


∗
⊗
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⊗r∧
i=1
n−1∧
j=v(t′
i
)
t̟
j
i
=
(
r∧
i=1
n−1∧
j=1
̟
j
i
)∗
⊗
(−1)
∑
i<j(n−v(tj))v(ti)
det(Mat)

 r∧
i=1
n−1+v(ti)∧
j=n
̟
j
i


∗
⊗
⊗
r∧
i=1
n−1∧
j=v(t′
i
)
t̟
j
i
=
(
r∧
i=1
n−1∧
j=1
̟
j
i
)∗
⊗
(−1)
∑
i<j(n−v(tj))v(ti)
det(Mat)

 r∧
i=1
n−1+v(ti)∧
j=n
̟
j
i


∗
⊗
⊗ det(Mat′)
r∧
i=1
n−1+v(ti)∧
j=v(tit
′
i
)
̟
j
i
=
(−1)
∑
i<j(n−v(tj))v(ti)(−1)
∑
i<j (n−v(tjt
′
j))v(ti) det(Mat′)
det(Mat)
×
×
(
r∧
i=1
n−1∧
j=1
̟
j
i
)∗
⊗
r∧
i=1
n−1∧
j=v(tit
′
i
)
̟
j
i
= (−1)
∑
i<j v(ti)v(t
′
j)
r∏
i=1
det(Matii)
det(Mat′
i
i)
.dtt′
= (−1)
∑
i<j v(ti)v(t
′
j)
r∏
i=1
(
ti
̟v(ti)
)v(t′i)
(0).dtt′ .
On en de´duit χ′(t, t′) = (−1)
∑
i<j v(ti)v(t
′
j )
r∏
i=1
(
ti
̟v(ti)
)v(t′i)
(0).
2. Les assertions (2) et (3) re´sultent imme´diatement de la construction
de la section s′.
3. En notant αt = αtα−1 ∈ Tr(F̟), on a
dαt = dαtα = (
r∧
i=1
n−1∧
j=1
̟ji )
∗ ⊗
r∧
i=1
n−1∧
j=v(tα(i))
̟ji .
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D’autre part, on a alors :
dα ∗ dt = (
r∧
i=1
n−1∧
j=1
α̟ji )
∗ ⊗
r∧
i=1
n−1∧
j=v(ti)
α̟ji
= (
r∧
i=1
n−1∧
j=1
̟j
α(i))
∗ ⊗
r∧
i=1
n−1∧
j=v(ti)
̟j
α(i)
= (−1)n
2
(
r∧
i=1
n−1∧
j=1
̟ji )
∗ ⊗ (−1)(n−v(tℓ))(n−v(tℓ+1))
r∧
i=1
n−1∧
j=v(tα(i))
̟ji
= (−1)v(tℓ)v(tℓ+1)dαt
Par conse´quent, on a : χ′(α, t) = (−1)v(tℓ)v(tℓ+1).
4. En utilisant la proprie´te´ de 2-cocycle χ′(g1, g2)χ
′(g1g2, g3) = χ
′(g1, g2g3)
χ′(g2, g3), le point (5) re´sulte imme´diatement de χ
′(n, g) = χ′(g, n′) =
1, ∀g ∈ GLr(F̟). On montre que χ
′(n, g) = 1 et l’autre est pareil.
Soit g = n1twn2, d’apre`s la construction on a s
′(g) = s′(n1)s
′(tw)s′(n2)
et s′(ng) = s′(nn1)s
′(tw)s′(n2). Comme s
′(n)s′(n1) = s
′(nn1), on ob-
tient s′(n)s′(g) = s′(ng), i.e χ′(n, g) = s′(n)s′(g)/s′(ng) = 1.
5. Soit g = n1B(g)n2, on a tg = n
′
1tB(g)n2 = n
′
1B(tg)n2. On a
s′(t)s′(g) = s′(t)s′(n1)s
′(B(g))s′(n2)
= (tn1, dtn1)s
′(B(g))s′(n2) (comme χ(t, n1) = 1)
= (n′1t, dn′1t)s
′(B(g))s′(n2)
= s′(n′1)s
′(t)s′(B(g))s′(n2) (comme χ(n
′
1, t) = 1)
= χ′(t, B(g))s′(n′1)s
′(B(tg))s′(n2)
= χ′(t, B(g))s′(tg)
Par conse´quent, χ′(t, g) = χ′(t, B(g)).
Construction 3.1.4.6. Soit t = diag(t1, . . . , tr) ∈ Tr(F̟). On a alors un
isomorphisme canonique
Dt
can
≃
r⊗
i=1
Dti
de´fini comme suit.
29
Soit n ≫ 0 ∈ 2Z tel que : ̟nO̟ ⊂ tiO̟ ∩ O̟ , ∀ i ∈ {1, . . . , n} et
̟nOr̟ ⊂ tO
r
̟ ∩O
r
̟. On a les isomorphismes canoniques :
Dti
β
← (O̟|̟
nO̟)⊗(̟
nO̟|tiO̟) =
(∧
(O̟/̟
nO̟)
)∗
⊗
∧
(tiO̟/̟
nO̟),
Dt
β
← (Or̟|̟
nOr̟)⊗(̟
nO̟|tiO̟) =
(∧
(Or̟/̟
nOr̟)
)∗
⊗
∧
(tOr̟/̟
nOr̟).
En utilisant la suite exacte : 0→ tiO̟/̟
nO̟ →
⊕i
j=1 tjO̟/̟
nO̟ →⊕i−1
j=1 tjO̟/̟
nO̟ → 0, on a l’isomorphisme canonique :
∧ i⊕
j=1
tjO̟/̟
nO̟
 φi←∧
 i−1⊕
j=1
tjO̟/̟
nO̟
⊗∧(tiO̟/̟nO̟),
ou` φi = φ(
⊕i−1
j=1 tjO̟/̟
nO̟, tjO̟/̟
nO̟).
En utilisant la suite exacte : 0 → O̟/̟
nO̟ →
⊕i
j=1O̟/̟
nO̟ →⊕i−1
j=1O̟/̟
nO̟ → 0, on a l’isomorphisme canonique :
∧ i⊕
j=1
O̟/̟
nO̟
 φ′i←∧
 i−1⊕
j=1
O̟/̟
nO̟
⊗∧(O̟/̟nO̟),
ou` φ′i = φ(
⊕i−1
j=1O̟/̟
nO̟,O̟/̟
nO̟).
Par ailleurs, on a l’isomorphisme canonique :⊗r
i=1 [(
∧
(O̟/̟
nO̟))
∗ ⊗
∧
(tiO̟/̟
nO̟)]
⊗r
i=1 (
∧
(O̟/̟
nO̟))
∗ ⊗
⊗r
i=1
∧
(tiO̟/̟
nO̟),
(comme on utilise la re`gle de commutation de Koszul, c’est l’isomorphisme
e´vident multiplie´ par (−1)
∑r
i=2 n.
∑i−1
j=1(n−v(tj )) = 1.)
Par conse´quent, en utilisant les relations tOr̟/̟
nOr̟ =
⊕r
i=1 tiO̟/̟
nO̟,
et Or̟/̟
nOr̟ =
⊕r
i=1O̟/̟
nO̟, on obtient le diagramme⊗r
i=1 [(
∧
(O̟/̟
nO̟))
∗ ⊗
∧
(tiO̟/̟
nO̟)]

β //
⊗r
i=1Dti

⊗r
i=1 (
∧
(O̟/̟
nO̟))
∗ ⊗
⊗r
i=1
∧
(tiO̟/̟
nO̟)
φ

(
∧
(Or̟/̟
nOr̟))
∗ ⊗
∧
(tOr̟/̟
nOr̟) β
// Dt,
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ou` φ = (φ′r ◦ · · · ◦ φ
′
2)⊗ (φr ◦ · · · ◦ φ2).
Soit tw ∈ TrWr(F̟), ou` t = diag(t1, . . . , tr) ∈ Tr(F̟). Clairement, on a
∆tw
can
≃ Homk(Dtw,Ddet(tw)).
On de´finit alors δtw comme l’isomorphisme rendant le diagramme suivant
Dtw = Dt
δtw

can
( 3.1.4.6) //
⊗r
i=1Dti
×(−1)
∑
i<j v(ti)v(tj )
//
⊗r
i=1Dtr+1−i
µ

Ddet(tw) = Ddet(t) Ddet(t),
×(−1)
∑r
i=1(r−i)v(ti)+
∑
i<j v(ti)v(tj)
oo
commutatif, ou` l’isomorphisme µ est l’isomorphisme compose´ des isomor-
phismes de multiplication D∏r−i
j=1 tr+1−j
⊗ Dti
µi→ D∏r−i+1
j=1 tr+1−j
, c.a`.d µ =
µ1 ◦ · · · ◦ µr−1.
Soit g ∈ GLr(F̟), a` l’aide de la de´composition de Bruhat on a g =
ntwn′. On a un isomorphisme canonique ∆n ⊗∆tw ⊗∆n′
can
≃ ∆g provenant
du diagramme
∆n ⊗∆tw ⊗∆n′

Ddet(n) ⊗D
⊗−1
n ⊗Ddet(tw) ⊗D
⊗−1
tw ⊗Ddet(n′) ⊗D
⊗−1
n′

Ddet(g) ⊗D
⊗−1
g (Ddet(n) ⊗Ddet(tw) ⊗Ddet(n′))⊗ (Dn ⊗Dtw ⊗Dn′)
⊗−1oo
ou` l’isomorphisme vertical de gauche est l’isomorphisme compose´ des iso-
morphismes de commutation (la re`gle de Koszul est ici triviale car Dn et
Ddet(n) sont des droites gradue´es de degre´ 0), et ou` l’isomorphisme hori-
zontal du bas est le compose´ des isomorphismes de multiplication. Puisque
∆n
can
≃ k , ∀n ∈ Nr(F̟) on a ∆g
can
≃ ∆tw. On note δg l’image re´ciproque de
δtw par cet isomorphisme.
Proposition 3.1.4.7. δg ne de´pend pas du choix l’e´criture g = nB(g)n
′.
De´monstration. Elle est semblable a` celle du lemme 3.1.4.4.
Graˆce a` cette proposition, on obtient une section ensembliste sgeo :
GLr(F̟)→ G˜Lr,geo(F̟) de´finie par
sgeo(g) = (g, δg).
On note χgeo le 2-cocycle associe´ a` cette section. On va comparer χgeo au
cocycle de Kazhdan-Patterson et le the´ore`me 3.1.4.2 re´sulte alors de la pro-
position suivante :
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Proposition 3.1.4.8. 1. χgeo(t, t
′) = (−1)
∑
i<j v(ti)v(t
′
j )
∏
i<j
t
v(t′j )
i
t′j
v(ti)
(0)
ou` t = diag[ti] et t
′ = diag[t′i].
2. χgeo(w,w
′) = 1 (w,w′ ∈Wr).
3. χgeo(t, w) = 1 (w ∈Wr, t ∈ Tr).
4. χgeo(α, t) = (−1)
v(tℓ)v(tℓ+1)+
∑
i6=ℓ,ℓ+1 v(ti)
t
v(tℓ)
ℓ+1
t
v(tℓ+1)
ℓ
(0)
ou` α est la matrice de la permutation (ℓ, ℓ+ 1) et t ∈ Tr.
5. χgeo(ng, g
′n′) = χgeo(g, g
′) (n, n′ ∈ Nr)
6. χgeo(t, g) = χgeo(t, B(g)) (t ∈ Tr)
7. χgeo(α, g) = χgeo(B(αg)B(g)
−1, B(g))
En particulier, χgeo(g, g
′) = χ(g, g′).
De´monstration. On a le diagramme suivant :
Dg ⊗Dg′
δg⊗δg′ //

Ddet(g) ⊗Ddet(g′)

Dgg′ δgg′
// Ddet(gg′) ,
ou` les isomorphismes verticaux ci-dessus sont des isomorphismes de multi-
plication.
D’apre`s la de´finition de δg on trouve
δg = [δg]ddet(g) ⊗ d
⊗−1
g ,
ou` [δg] = (−1)
∑r
i=1(r−i)v(ti)
∏r−1
i=1 χ
′(
∏r
j=i+1 tj , ti). Le cocycle χgeo est alors
donne´ par la formule
χgeo(g, g
′) =
[δg].[δg′ ].χ
′(det(g),det(g′))
[δgg′ ].χ′(g, g′)
.
Par conse´quent, les six premie`res assertions de la proposition re´sultent
imme´diatement des six assertions du lemme 3.1.4.5 et de la de´finition de
sgeo
On va maintenant donner la de´monstration du point (7) de la proposi-
tion.
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On note mα(u) la matrice diag(Idℓ−1,
(
0 u
− 1u 0
)
, Idr−ℓ−1), e
u
α la matrice
diag(Idℓ−1,
(
1 u
0 1
)
, Idr−ℓ−1) et dα(u) la matrice diag(Idℓ−1,−
1
u , u, Idr−ℓ−1).
On note aussi eu−α la matrice de transposition de e
u
α, i.e e
u
−α =
diag(Idℓ−1,
(
1 0
u 1
)
, Idr−ℓ−1).
Soit g = nwtn′, ou` t = diag(t1, . . . , tr). On e´crit n = nαe
u
α, ou` nα ∈
Nr(F̟) est telle que le coefficient situe´ sur la ℓ-ie`me ligne et la ℓ + 1-ie`me
colonne est nul.
On conside`re αg = αnαe
u
αB(g)n
′ = n′′αeuαB(g)n
′.
– Si u = 0, on a αg = n′′αB(g)n′, donc B(αg) = αB(g). On voit que
δα ∗ δg = δα ∗ (δnα ∗ δB(g) ∗ δn′)
= δαnα ∗ δB(g) ∗ δn′
= δn′′α ∗ δB(g) ∗ δn′
= δn′′ ∗ δα ∗ δB(g) ∗ δn′
= χgeo(α,B(g))δn′′ ∗ δαB(g) ∗ δn′
= χgeo(α,B(g))δαg
Par conse´quent, χgeo(α, g) = χgeo(B(αg)B(g)
−1, B(g)).
– Si w−1(ℓ) < w−1(ℓ + 1), comme B(g)−1euαB(g) ∈ Nr(F̟), on a αg =
n′′αB(g)(B(g)−1euαB(g)n
′), de sorte qu’on obtient B(αg) = αB(g).
On a
δα ∗ δg = δα ∗ δn ∗ δB(g) ∗ δn′
= δαn ∗ δB(g) ∗ δn′
= δn′′αeuα ∗ δB(g) ∗ δn′
= δn′′ ∗ δαeuα ∗ δB(g) ∗ δn′
= δn′′ ∗ δα ∗ δeuα ∗ δB(g) ∗ δn′
= δn′′ ∗ δα ∗ δeuαB(g) ∗ δn′
= δn′′ ∗ δα ∗ δB(g)B(g)−1euαB(g) ∗ δn′
= δn′′ ∗ δα ∗ δB(g) ∗ δB(g)−1euαB(g) ∗ δn′
= χgeo(α,B(g))δn′′ ∗ δαB(g) ∗ δB(g)−1euαB(g)n′
= χgeo(α,B(g))δαg
Par conse´quent, χgeo(α, g) = χgeo(B(αg)B(g)
−1, B(g)).
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– Si w−1(ℓ) > w−1(ℓ + 1), et u 6= 0, on a euα = mα(u)e
−u
α e
1/u
−α . Ceci
implique (en utilisant αmα(u) = dα(u))
αg = n′′dα(u)e
−u
α e
1/u
−αB(g)n
′
= n′′′(dα(u)B(g))(B(g)
−1e
1/u
−αB(g))n
′.
Comme B(g)−1e
1/u
−αB(g) ∈ Nr(F̟), on a B(αg) = dα(u)B(g). On
conside`re
δα ∗ δg = δα ∗ δn ∗ δB(g) ∗ δn′
= δαn ∗ δB(g) ∗ δn′
= δn′′αeuα ∗ δB(g) ∗ δn′
= δ
n′′dα(u)e
−u
α e
1/u
−α
∗ δB(g) ∗ δn′
= δ
n′′′dα(u)e
1/u
−α
∗ δB(g) ∗ δn′
= δn′′′ ∗ δdα(u)e1/u−α
∗ δB(g) ∗ δn′
= χgeo(dα(u), e
1/u
−α )
−1 ×
×δn′′′ ∗ δdα(u) ∗ δe1/u−α
∗ δB(g) ∗ δn′
= χgeo(dα(u), B(e
1/u
−α ))
−1χgeo(e
1/u
−α , B(g)) ×
×δn′′′ ∗ δdα(u) ∗ δe1/u−αB(g)
∗ δn′
= χgeo(dα(u), dα(1/u))
−1χgeo(e
1/u
−α , B(g)) ×
×δn′′′ ∗ δdα(u) ∗ δB(g)B(g)−1e1/u−αB(g)
∗ δn′
= χgeo(e
1/u
−α , B(g))χgeo(dα(u), B(g))δαg .
On calcule χgeo(e
1/u
−α , B(g)).
χgeo(e
1/u
−α , B(g)) = χgeo(e
1/u
−α , wt)
= χgeo(e
1/u
−αw, t)χgeo(e
1/u
−α , w)/χgeo(w, t)
= χgeo(ww
−1e
1/u
−αw, t)χgeo(e
1/u
−α , w)/χgeo(w, t)
=
χgeo(w,w
−1e
1/u
−αwt)χgeo(w
−1e
1/u
−αw, t)χgeo(e
1/u
−α , w)
χgeo(w,w−1e
1/u
−αw)χgeo(w, t)
= χgeo(e
1/u
−α , w) (comme w
−1e
1/u
−αw ∈ Nr(F̟)).
On va prouver que χgeo(e
1/u
−α , w) = 1. On a e
1/u
−α = e
u
αdα(1/u)αe
u
α et
w−1e
1/u
−αw = e
1/u
(w−1(ℓ+1),w−1(ℓ))
∈ Nr(F̟).
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– Si v(u) > 0, i.e v(1/u) < 0, on a euαO
r
̟ = O
r
̟. Donc de1/u−α
=
(
∧v(u)−1
i=1 ̟
ieℓ)
∗⊗
(∧−1
i=−v(u)̟
i
(
u
1
)
ℓ
)
∈ (euαO
r
̟|e
u
αdα(1/u)O
r
̟), ou`(
u
1
)
ℓ
est le vecteur ueℓ + eℓ+1 ∈ O
r
̟.
On choisit M = ⊕
w−1(ℓ)−1
i=1 O̟⊕̟
v(u)O̟⊕⊕
r
i=w−1(ℓ)+1O̟, de sorte
qu’on a e
1/u
(w−1(ℓ+1),w−1(ℓ))
M = M . Donc d
e
1/u
−αw
= d
we
1/u
(w−1(ℓ+1),w−1(ℓ))
= (
∧v(u)−1
i=1 ̟
ieℓ)
∗ ⊗
(∧v(u)−1
i=0
1
u̟
i
(
u
1
)
ℓ
)
∈ (wOr̟|wM) ⊗
(wM |we
1/u
(w−1(ℓ+1),w−1(ℓ))
Or̟).
La matrice de passage de
(
̟i
(
u
1
)
ℓ
)−1
i=−v(u)
a`
(
1
u̟
i
(
u
1
)
ℓ
)v(u)−1
i=0
est une matrice de taille v(u) : Mat =

̟v(u)
u
(0) ∗ ··· ∗
0 ̟
v(u)
u
(0) ··· ∗
...
. . .
...
0 ··· ̟
v(u)
u
(0)
 .
Ceci implique χ′(e
1/u
−α , w) =
(
u
̟v(u)
)v(u)
(0).
– Si v(u) ≤ 0, i.e v(1/u) ≥ 0, on a e
1/u
(w−1(ℓ+1),w−1(ℓ))
Or̟ = O
r
̟, donc
d
e
1/u
−αw
= dw ⊗ de1/u
(w−1(ℓ+1),w−1(ℓ))
= 1.
On choisit M = ⊕ℓi=1O̟⊕̟
−v(u)O̟⊕⊕
r
i=ℓ+2O̟, de sorte qu’on a
euαM =M . Donc de1/u−α
= (
∧−v(u)−1
i=0 ̟
ieℓ+1)
∗⊗
(∧−v(u)−1
i=0 ̟
i
(
u
1
)
ℓ
)
⊗(∧−v(u)−1
i=0 ̟
i
(
u
1
)
ℓ
)∗
⊗
(∧−1
i=v(u)̟
ieℓ
)
⊗
(∧−v(u)−1
i=0 −u̟
ieℓ
)∗
⊗(∧−v(u)−1
i=0 ̟
ieℓ+1
)
∈ (Or̟|M)⊗(e
u
αM |e
u
αO
r
̟)⊗(e
u
αO
r
̟|e
u
αdα(1/u)O
r
̟)⊗
(euαdα(1/u)αO
r
̟ |e
u
αdα(1/u)αM) ⊗ (e
1/u
−αM |e
1/u
−αO
r
̟).
La matrice de passage de
(
̟ieℓ
)−1
i=v(u)
a`
(
−u̟ieℓ
)−v(u)−1
i=0
est une
matrice de taille −v(u) : Mat =

−u
̟v(u)
(0) ∗ ··· ∗
0 −u
̟v(u)
(0) ··· ∗
...
. . .
...
0 ··· −u
̟v(u)
(0)
 .
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Ceci implique d
e
1/u
−α
=
(
−u
̟v(u)
)v(u)
(0), de sorte qu’on a
χ′(e
1/u
−α , w) =
(
−u
̟v(u)
)v(u)
(0).
Par ailleurs on a
χgeo(e
1/u
−α , w) =
δ
e
1/u
−α
.δw.χ
′(det(e
1/u
−α ),det(w))
δ
e
1/u
−αw
.χ′(e
1/u
−α , w)
= (−1)v(u)
( u
̟v(u)
)−v(u)
/χ′(e
1/u
−α , w)
= 1
3.1.5 Fonction κ locale
Le scindage κ∗ de la proposition 3.1.1.1 provient en fait d’un scindage
de l’extension G˜Lr,KP (F̟) au-dessus de GLr(O̟). Ceci de´finit une fonction
κ : GLr(O̟)→ k
∗ telle que (cf. [9])
κ∗(g) = (g, κ(g)) = (1, κ(g)).s(g) , ∀g ∈ GLr(O̟) ,
(ou` s(g) = (g, 1) est la section de GLr(F̟) → G˜Lr(F̟) de Kazhdan-
Patterson).
En termes ge´ome´triques, le scindage trivial de G˜Lr,geo(F̟) au-dessus de
GLr(O̟) qui vient de l’isomorphisme canonique
triv : ∆g
can
≃ k , ∀g ∈ GLr(O̟)
co¨ıncide avec sgeo au-dessus des trois sous-groupes Tr(O̟), Wr et Nr(O̟)
(cf. la premie`re condition de la proposition 3.1.1.1) et s’identifie donc au
scindage κ∗. Par conse´quent, on a κ(g) = triv/δg.
Remarque 3.1.5.1. En remplac¸ant k par une extension finie de k′ de k,
on a une extension de GLr(F
′
̟) par (k
′)∗ : 1 → (k′)∗ → G˜Lr,geo(F
′
̟) →
GLr(F̟) → 1. On obtient alors de la meˆme manie`re une fonction κ
′ :
GLr(O
′
̟) → (k
′)∗. En composant cette fonction κ′ avec le morphisme de
norme Nk′/k on obtient une fonction κ : GLr(O
′
̟) → k
∗. Cette fonction
satisfait que g 7→ (g, κ(g)) est un scindage de 1 → k∗ → N∗G˜Lr,geo(F
′
̟) →
GLr(F
′
̟)→ 1 au-dessus de GLr(O
′
̟).
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A` l’aide de ce point de vue, on obtient une nouvelle de´monstration de
la formule pour κ de Kubota pour r = 2 (on plutoˆt, du renforcement ou` en
remplace le symbole de Hilbert par le symbole mode´re´).
Proposition 3.1.5.2. Soit g =
(
a b
c d
)
∈ GL2(O̟), on a alors
κ(g) =
{
1 si c = 0 ou c ∈ O∗̟{
c, ddet(g)
}
sinon.
De´monstration. – Si c = 0, la de´composition de Bruhat de g est
g = diag(a, d)
(
1 ba
0 1
)
.
Comme g ∈ GL2(O̟), donc a, d ∈ O
∗
̟, de sorte qu’on a n =
(
1 ba
0 1
)
∈
GL2(O̟) et t = diag(a, d) ∈ GL2(O̟). Par conse´quent, on a δg = triv,
i.e κ(g) = 1.
– Si c 6= 0, la de´composition de Bruhat de g est
g =
(
1 ac
0 1
)
diag
(
− det(g)
c
, c
)
w0
(
1 dc
0 1
)
.
– Si c ∈ O∗̟, les facteurs de la de´composition de Bruhat de g ci-dessus
sont dans GL2(O̟), donc on obtient facilement que δg = triv, de
sorte qu’on a κ(g) = 1.
– Si c 6∈ O∗̟ (i.e v(c) > 0), on a [δg] = (−1)
v(c)
(
c
̟v(c)
)−v(c)
(0). On va
noter chaque facteur de la de´composition ci-dessus respectivement
(de gauche a` droite) n, t, w0, n
′. Comme g ∈ GL2(O̟) et v(c) > 0,
on a a, d ∈ O∗̟. Pour trouver dg, on choisit M = O̟ ⊕̟
v(c)O̟ (ce
re´seau satisfait la condition que nM = M et n′M = M), de sorte
qu’on obtient :
dg = (
v(c)−1∧
j=0
̟je2)
∗⊗(
v(c)−1∧
j=0
̟jne2)⊗(
v(c)−1∧
j=0
̟jne2)
∗⊗
−1∧
j=−v(c)
̟jne1
⊗ (
v(c)−1∧
j=0
̟jntw0e2)
∗ ⊗ (
v(c)−1∧
j=0
̟jge2)
∈ (O2̟|M)⊗ (nM |nO
2
̟)⊗ (nO
2
̟|nM)⊗ (nM |ntw0O
2
̟)
⊗ (ntw0O
2
̟|ntw0M)⊗ (gM |gO
2
̟).
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On conside`re le k-espace vectoriel ntw0O
2
̟/ntw0M . Celui-ci est
muni de deux bases : {ntw0̟
je2}j=0...v(c)−1, qui est l’image de
{̟je2}j=0...v(c)−1 ∈ O
2
̟/M par l’isomorphisme ×ntw0, et
{n̟je1}j=−v(c)...−1 qui est l’image de {̟
je1}j=−v(c)...−1 ∈
tw0O2̟/tw0M par l’isomorphisme ×n. La matrice de passage de
la seconde vers la premie`re est la matrice carre´e de taille v(c)
Mat =

−det(g)
c̟−v(c)
(0) ∗ ∗ . . . ∗
− det(g)
c̟−v(c)
(0) ∗ . . . ∗
. . .
...
−det(g)
c̟−v(c)
(0)
 .
Par ailleurs, on a ntw0M =M (ce qui implique gM =M) et gO
2
̟ =
O2̟, donc gO
2
̟/gM = O
2
̟/M , de sorte que le k-espace vectoriel
O2̟/M est muni des deux bases {̟
je2}j=0...v(c) et {g̟
je2}j=0...v(c)
qui est l’image de {̟je2}j=0...v(c) ∈ O
2
̟/M par l’isomorphisme ×g.
La matrice de passage de la seconde vers la premie`re est la matrice
carre´e de taille v(c)
Mat′ =

d(0) ∗ ∗ . . . ∗
d(0) ∗ . . . ∗
. . .
...
d(0)
 .
Par conse´quent, on a dg =
det(Mat′)
det(Mat) triv. En utilisant la formule δg =
[δg]ddet(g) ⊗ d
⊗(−1)
g , on a donc que κ(g) =
{
c, ddet(g)
}
.
3.2 Le groupe me´taplectique global
3.2.1 La construction du groupe me´taplectique S-global
Soient O := k[̟] l’anneau des polynoˆmes a` une inde´termine´e ̟ et a`
coefficients dans k, F = k(̟) son corps des fractions. Soit S un ensemble
fini des points ferme´s de P1 (qui seront conside´re´s comme des places de F ).
On associe a` chaque g ∈ GLr(F ) la droite ∆
S
g := ⊗v∆g,v 5(graˆce a` la re`gle
de Koszul cette de´finition ne de´pend pas du choix d’un ordre sur les places
v), ou` ∆g,v = (O
r
v |gO
r
v)
⊗−1
k ⊗ (Ov|det(g)Ov)k (Ov est l’anneau d’entiers
de F en place v ; Orv, gO
r
v , Ov et det(g)Ov sont vu comme des k-espaces
vectoriels). Par ailleurs, dans le cas ou` S 6= ∅, on a le lemme suivant :
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Lemme 3.2.1.1. Pour S 6= ∅, soit O(S) l’anneaux des fractions ration-
nelles dont les poˆles sont dans S. On a un isomorphisme canonique DSg
can
≃
(O(S)r|gO(S)r). Par conse´quent, on a un isomorphisme canonique ∆Sg
can
≃
(O(S)|det(g)O(S)) ⊗ (O(S)r|gO(S)r)⊗−1.
De´monstration. On note L = O(S)r∩gO(S)r. En utilisant le lemme chinois,
si M ′ ⊂ M sont deux O(S)-re´seaux dans F r on obtient des isomorphismes
canoniques
M/M ′ ≃
⊕
v 6∈S
(M ⊗O(S) Ov)/(M
′ ⊗O(S) Ov),
d’ou` des isomorphismes canoniques
(O(S)r|gO(s)r) ≃ (
∧
O(S)r/L)∗ ⊗ (
∧
gO(S)r/L)
≃
∧⊕
v 6∈S
(Orv)/(L⊗O(S) Ov)
∗ ⊗
⊗
∧⊕
v 6∈S
(gOrv)/(L ⊗O(S) Ov)

≃
⊗′
v 6∈S
Dg,v .
En utilisant ce lemme, on obtient de nouveau la de´finition de la droite
∆Sg . Cette construction fournit une extension centrale de GLr(F ) par k
∗ :
1→ k∗ → G˜L
S
r (F )→ GLr(F )→ 1.
On va appeler G˜L
S
r (F ) le groupe me´taplectique S-global. Comme dans le
cas local envisage´ dans la partie pre´ce´dente, cette extension est scinde´e au-
dessus de Nr(F ), et au-dessus de GLr(O(S)). On construit aussi comme
dans le cas local une section ensembliste
sgeo : GLr(F )→ G˜L
S
r (F ), g 7→ (g, δg).
Pour toute place v de F , on note Fv la comple´tion en v de F , Ov son
anneau des entiers et kv son corps re´siduel. En utilisant que kv est une ex-
tension finie de k on a une extension (qu’on appelle le groupe me´taplectique
local en la place v) :
1→ k∗ → N∗G˜Lr(Fv)→ GLr(Fv)→ 1,
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une fonction κv : GLr(Ov) → k
∗ (voir ci-dessus pour la de´finition) et un
scindage κ∗v : GLr(Ov)→ N∗G˜Lr(Fv) g 7→ (g, κv(g)).
D’apre`s Kazhdan-Patterson, on a l’extension suivante (voir [9, section 2]
pour la construction quand on remplace le symbole de Hilbert par le symbole
mode´re´) :
1 //
∏′
v 6∈S k
∗
v
//
∏′
v 6∈S G˜Lr(Fv)
//
∏′
v 6∈S GLr(Fv)
// 1,
ou`
–
∏′
v 6∈S k
∗
v est le groupe forme´ des e´le´ments (xv)v 6∈S ou` xv ∈ k
∗
v et xv = 1
pour presque tout v.
–
∏′
v 6∈S GLr(Fv) est le groupe forme´ des e´le´ments (gv)v 6∈S ou` gv ∈ GLr(Fv)
et gv ∈ GLr(Ov) pour presque tout v.
–
∏′
v 6∈S G˜Lr(Fv) est le groupe forme´ des e´le´ments (g˜v)v 6∈S ou` g˜v ∈ G˜Lr(Fv)
et, pour presque tout v, g˜v ∈ G˜Lr(Ov) et g˜v = κ
∗
v(gv).
En poussant cette extension via le morphisme
∏′
v 6∈S k
∗
v → k
∗, (xv) 7→∏
v 6∈S Nkv/k(xv), on obtient une extension de GLr(A
S) par k∗ (ou` AS :=∏′
v 6∈S Fv) :
1→ k∗ → G˜Lr(A
S)→ GLr(A
S)→ 1.
Proposition 3.2.1.2. On a un morphisme d’extensions :
1 // k∗ //

G˜L
S
r (F )

//

GLr(F ) //
_

1
1 // k∗ // G˜Lr(A
S) // GLr(A
S) // 1,
pour lequel le carre´ de droite est carte´sien.
De´monstration. L’assertion re´sulte imme´diatement de l’identite´ G˜Lr(Fv) ≃
G˜Lr,geo(Fv) (cf. the´ore`me 3.1.4.2) et du lemme 3.2.1.1.
Remarque 3.2.1.3. L’extension globale est triviale au-dessus de GLr(F )
lorsqu’on prend S = ∅ (cf.[9, p. 50-51]), i.e G˜Lr(F ) := G˜L
∅
r(F ) est une ex-
tension scinde´e. On va le voir ge´ome´triquement en la reliant au de´terminant
de la cohomologie.
Soient C une courbe lisse (connexe) projective sur k, F son corps des
fonctions rationelles. On note AC =
∏′
v∈|C| Fv et OAC =
∏
v∈|C|Ov ou` Ov est
l’anneau des entiers de Fv . Soient F , G deux fibre´s vectoriels de rang r sur C
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munis un isomorphisme ge´ne´rique entre eux (i.e un isomorphisme F|U ≃ G|U
de´fini sur un ouvert U assez petit).A` l’aide de cet isomorphisme on a que
G ⊗OAC est un OAC -re´seau dans F ⊗AC et vice versa, de sorte qu’on de´finit
(G ⊗OAC |F ⊗OAC) comme dans la section 3.1. On a la proposition suivante
Proposition 3.2.1.4. Il existe un isomorphisme canonique :
det(RΓG)⊗ (det(RΓF))⊗−1 ≃ (F ⊗OAC |G ⊗ OAC )
De´monstration. On peut supposer que F ⊂ G (sinon, on conside`re un
troisie`me fibre´ vectoriel H muni d’un isomorphisme ge´ne´rique avec G tel que
H⊗OAC ⊂ (F ⊗OAC ∩ G ⊗OAC) dans G ⊗ OAC et est ramene´ a` de´montrer
la proposition pour les deux couples (H,F) et (H,G)).
On conside`re la suite exacte :
0→ F →֒ G → G/F → 0.
Par conse´quent, on obtient la suite exacte longue :
0→ H0(F)→ H0(G)→ H0(G/F) → H1(F)→ H1(G)→ 0.
Elle implique (det(H0(F)))⊗−1⊗det(H0(G)⊗(det(H0(G/F)))⊗−1⊗det(H1(F))⊗
(det(H1(F)))⊗−1 ≃ k, de sorte qu’on a :
det(RΓG)⊗ (det(RΓF))⊗−1 ≃ (det(H0(G/F)))⊗−1 ≃ (F ⊗OAC |G ⊗ OAC).
En utilisant cette proposition dans le cas ou` F = OrC et G est le fibre´
vectoriel associe´ a` g ∈ GLr(F ) \GLr(AC)/GLr(OAC ), on a :
det(RΓG)⊗ det(RΓOrC)
⊗−1 ≃ Dg.
Quand g ∈ GLr(F ), on a G ≃ O
r
C , de sorte qu’on obtient des isomorphisme
canoniques Dg
can
≃ k et ∆g
can
≃ k.
Par ailleurs, on a le diagramme commutatif suivant :
Dg ⊗Dg′ //
×g′

(det(RΓG)⊗ det(RΓOrC)
⊗−1)⊗ (det(RΓG′)⊗ det(RΓOrC)
⊗−1
×g′

Dgg′ (det(RΓG)⊗ det(RΓO
r
C)
⊗−1)⊗ (det(RΓG′′)⊗ det(RΓG)⊗−1,oo
ou` G′ et G′′ sont des fibre´s vectoriels de rang r associe´s a` g′ et gg′. Alors, le
morphisme Dg
can
≃ k qu’on vient de de´fnir est compatible avec la multipli-
cation du groupe G˜Lr(F ), de sorte qu’on obtient un scindage au dessus de
GLr(F ).
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3.2.2 Fonction κ globale
Clairement, d’apre`s la construction du groupe me´taplectique S-global
on a un scindage canonique κ∗S au-dessus GLr(O(S)) (qui vient de l’isomor-
phisme ∆g(S)
can
≃ k, ∀g ∈ GLr(O(S))). De plus, on a :
– κ∗S |Tr(O(S)) = sgeo|Tr(O(S)) ,
– κ∗S |Wr = sgeo|Wr
– κ∗S |Nr(O(S)) = sgeo|Nr(O(S)).
D’apre`s [9, proposition 0.1.3], κ∗S est alors un scindage canonique au sens
de Kazhdan-Patterson. On conside`re donc l’application κS : GLr(O(S))
→ k∗ qui est de´finie par :
κS(g) = κ
∗
S(g).s(g)
−1
(la loi du groupe de G˜L
S
r (F ) e´tant note´e multiplicativement.)
On note gv la matrice g vue comme matrice a` coefficients dans Fv.
D’apre`s la proposition 3.2.1.2, on a :
Proposition 3.2.2.1.
κS(g) =
∏
v 6∈S
κv(gv) ∀ g ∈ GLr(O(S)).
4 Inte´grale J
4.1 Somme locale
Pour tout α = (α2, . . . , αr) ∈ (k
∗)r−1, on note θ′α : Nr(F̟) → Q
∗
ℓ
le caracte`re de´fini par θ′α(n) = Ψ(
1
2
∑r
i=2 αini−1,i), et α = (αr, . . . , α2).
La restriction de θ′α a` Nr(O̟) e´tant triviale, elle induit une fonction θ
′
α
sur Nr(F̟)/Nr(O̟) a` valeurs dans Q
∗
ℓ . Soit ζ : k
∗ → {±1} le caracte`re
quadratique non trivial (ζ(λ) = λ
q−1
2 , λ ∈ k∗).
Pour chaque t = diag(a1, a2/a1, . . . , ar/ar−1) ∈ Tr(F̟), on conside`re
l’ensemble fini (cf. [15, proposition 1.1.2])
Y̟(t)(k) = {(n, n
′) ∈ (Nr(F̟)/Nr(O̟))
2|tntn′ ∈ GLr(O̟)}.
En utilisant le changement de variable n 7→ tn′′ = w0n
−1w0, l’inte´grale
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orbitale J de Jacquet-Mao peut s’e´crire :
J̟(t, α) =
∑
(n′′,n′)∈Y̟(t)(k)
κ(w0
tn′′tn)θ′α(w0
tn′′w0)θ
′
α(n
′)
=
∑
(n,n′)∈Y̟(t)(k)
κ(w0
tntn)θ′α(w0
tnw0)θ
′
α(n
′).
L’ensemble Y̟(t)(k) est de manie`re naturelle l’ensemble des points a`
valeurs dans k d’une varie´te´ alge´brique Y̟(t) de type fini sur k. Cette varie´te´
est munie d’un morphisme h′α : Y̟(t)→ Ga de´fini par
h′α(n, n
′) =
r∑
i=2
1
2
res(αr+2−inr+1−i,r+2−id̟) +
r∑
i=2
1
2
res(αin
′
i−1,id̟)
=
r∑
i=2
1
2
res(αi(ni−1,i + n
′
i−1,i)d̟).
et d’un morphisme κ : Y̟(t) → Gm qu’on va maintenant construire (la
fonction κ : Y̟(t)(k)→ {±1} est alors de´finie par κ = ζ ◦ κ).
Construction 4.1.1.1. Soit R une k-alge`bre. On note O̟,R = O̟⊗kR et
F̟,R = F̟ ⊗k R. On va ge´ome´triser la fonction κ a` l’aide des re´sultats de
la section 3.
1. Soit g ∈ GLr(F̟,R). On va de´finir une R-droite (plus pre´cise´ment un
R-module inversible) associe´e a` g. Pour cela on a besoin du lemme
suivant :
Lemme 4.1.1.2. (cf.[6]) Soient M et M ′ deux Or̟,R-re´seaux dans
F r̟,R tels queM
′ ⊂M . Le R-moduleM/M ′ est alors localement libre.
Soit g ∈ GLr(F̟,R). On choisit un O
r
̟,R-re´seau M tel que M ⊂
gOr̟,R ∩O
r
̟,R. En utilisant le lemme 4.1.1.2 ci-dessus, g(O
r
̟,R)/M et
O̟,R/M sont des R-modules localements libres. On conside`re alors les
puissances exte´rieures de degre´ maximal
∧
(g(Or̟,R)/M),
∧
(Or̟,R/M)
et on note Dg,R la R-droite
(Or̟,R|gO
r
̟,R) = (
∧
(Or̟,R/M)
∗ ⊗R
∧
(g(Or̟,R)/M).
Cette de´finition ne de´pend pas du choix de M . En particulier, pour
g ∈ GLr(O̟,R) cette droite est canoniquement trivialise´e.
Comme dans la section 3, on pose ∆g,R = Ddet(g),R ⊗D
⊗−1
g,R .
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2. On trouve une trivialisation naturelle de ∆n,R pour n ∈ Nr(F̟,R), a`
l’aide des deux ge´ne´ralisations suivantes des lemmes 3.1.3.3 et 3.1.3.4
(les de´monstrations donne´es plus haut s’e´tendent sans proble`me).
Lemme 4.1.1.3. Soit n ∈ Nr(F̟,R), il existe alors un O
r
̟,R-re´seau
M tel que nM =M
Lemme 4.1.1.4. Soit n ∈ Nr(F̟,R).SoientM ,M
′ deuxOr̟,R-re´seaux
tels que nM =M et nM ′ =M ′. Le diagramme
(M |nM)
( 3.1.3.1) //
e´vident $$❍
❍❍
❍❍
❍❍
❍❍
(M ′|nM ′)
e´videntzz✉✉✉
✉✉
✉✉
✉✉
✉
k.
est alors commutatif.
3. On construit une base δR(w0t) de ∆w0t,R en prenant la construc-
tion 3.1.4.6.
4. Comme ∆nw0tn′
can
≃ ∆n ⊗∆w0t ⊗∆n′ , on obtient une base δR(nw0tn
′)
de ∆nw0tn′,R et on pose κ(nw0tn
′) = δR(nw0tn
′)/triv pour nw0tn
′ ∈
GLr(F̟,R).
La fonction κ : Y (t)(R) → R∗ est de´finie par (n, n′) 7→ κ((w0
tnw0)w0tn
′).
Comme la construction ci-dessus commute au changement de base et ge´ne´ralise
celle de la section 3 (dans le cas ou` R est un corps) on obtient bien un mor-
phisme κ : Y (t)→ Gm.
On note Y ̟(t) = Y̟(t) ⊗k k. Soit Lζ le faisceau de Kummer sur Gm
associe´ au reveˆtement Gm → Gm, x 7→ x
2 et au caracte`re non trivial ζ de
{±1}. D’apre`s la formule des traces de Grothendieck-Lefschetz, on a :
J̟(t, α) := Tr(Fr,RΓc(Y ̟(t), h
′∗
αLψ ⊗ κ
∗Lζ)).
4.2 Somme globale
Comme pour l’inte´grale I, on ne connaˆıt pas explicitement RΓc(Y ̟(t),
h′∗αLψ⊗κ
∗Lζ) car la varie´te´ Y ̟(t) est trop complique´e, donc on a besoin de
globaliser. Dans cette partie, on va introduire deux de´finitions de l’inte´grale
J globale. La premie`re utilise les inte´grales locales et la proprie´te´ de multipli-
cativite´ et la deuxie`me est ge´ome´trique. Bien entendu, ces deux de´finitions
donnent le meˆme re´sultat (voir le lemme 4.2.1.4).
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1. Premie`re de´finition
On rappelle que O = k[̟] est l’anneau des polynoˆmes en une variable
̟ a` coefficients dans k, et F est son corps des fractions. Pour toute
place v, Ov est le comple´te´ de O en v, Fv est son corps des fractions,
et kv est son corps re´siduel. On note tv l’image de t dans Tr(Fv).
Soit t = diag(a1, a2/a1, . . . , ar/ar−1) ou` ai ∈ O − {0}. De´sormais,
on note Yv(t) = {(n, n
′) ∈ (Nr(Fv)/Nr(Ov))
2|tntvn
′ ∈ glr(Ov)} et
θ′α(nv) = ψ(
∑r
i=2 αitrkv/kresv(ni−1,id̟)).
Pour toute place v 6 |ar, on pose
Jv(t, α) =
∫
Nr(Fv)×Nr(Fv)
fv(w0
tntvn
′)θ′α(w0
tnw0)θ
′
α(n
′)dndn′,
ou` fv(w0
tntvn
′) =
{
ζ(κv(w0
tntvn
′)) si w0
tntvn
′ ∈ GLr(Ov)
0 sinon
.
En utilisant que ar ∈ O
∗
v implique
tNr(Fv)tvNr(Fv) ∩ GLr(Ov) =
tNr(Fv)tvNr(Fv) ∩ glr(Ov) (cf. [15, proposition 1.1.1]), on peut aussi
e´crire :
Jv(t, α) =
∑
(n,n′)∈Yv(t)
ζ(κv(w0
tntvn
′))θ′α(w0
tnw0)θ
′
α(n
′).
Pour toute place v|ar, on pose
Jv(t, α) =
∫
Nr(Fv)×Nr(Fv)
Iglr(Ov)(w0
tntvn
′)θ′α(w0
tnw0)θ
′
α(n
′)dndn′,
ou` Iglr(Ov) est la fonction caracte´ristique de l’ensemble glr(Ov). Cette
inte´grale s’e´crit aussi :
Jv(t, α) =
∑
(n,n′)∈Yv(t)
θ′α(w0
tnw0)θ
′
α(n
′).
De´finition 4.2.1.1. On introduit l’inte´grale orbitale J globale :
J (1)(t, α) =
∏
v 6=∞
Jv(t, α).
Lemme 4.2.1.2. Si v 6 |
∏r−1
i=1 ai, alors Jv(t, α) = 1.
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De´monstration. D’apre`s [15, corollaire 1.1.5], Yv(t) est re´duit a` l’e´le´ment
(n, n′) = (Idr, Idr) (car ai ∈ O
∗
v ∀i ∈ {1 . . . , r − 1}. Donc
Jv(t, α) =
{
ζ(κv(w0tv)) si v 6 |ar
1 si v|ar.
Si v ∤ ar, on a alors tv ∈ GLr(Ov). En utilisant la proprie´te´ de la
fonction κv, on a :
κv(w0tv) = κv(w0)κv(tv)χv(w0, tv)
= χv(w0, tv)
A l’aide de la formule de de´finition de 2-cocycle χv, on a : χv(w0, tv) =
1. Par conse´quent, Jv(t, α) = 1.
2. Deuxie`me de´finition :
Soit t = diag(a1, a2/a1, . . . , ar/ar−1) ou` ai ∈ O − {0}. Pour tout x ∈
F , sres(xd̟) est la somme des re´sidus en tous ses poˆles a` distance
finie (c.a`.d en les points de Spec(O)). On notera Ψ le caracte`re de
F de´fini par Ψ(x) = ψ(sres(xd̟)). Pour tout α ∈ (k∗)r−1, on note
θ′α : Nr(F ) → Q
∗
ℓ le caracte`re de´fini par θ
′
α(n) = Ψ(
1
2
∑r
i=2 αini−1,i).
Sa restriction a` Nr(O) e´tant triviale, elle induit une fonction θ
′
α sur
Nr(F )/Nr(O) a` valeurs dans Q
∗
ℓ .
On introduit la varie´te´ de type fini Y (t) dont l’ensemble des k points
est
Y (t)(k) = {(n, n′) ∈ (Nr(F )/Nr(O)
2|tntn′ ∈ glr(O)}.
Cette varie´te´ est munie d’un morphisme
h′α(n, n
′) =
1
2
r∑
i=2
αisres((ni−1,i + n
′
i−1,i)d̟),
et d’un morphisme κ : Y (t)→ Gm de´fini par
κ(n, n′) =
∏
v|
∏r−1
i=1
κv(w0
tnvtvn
′
v),
ou` les fonctions κv sont celles de´finies dans la section 3.2.
De´finition 4.2.1.3. On introduit l’inte´grale J globale :
J (2)(t, α) =
∑
(n,n′)∈Y (t)(k)
ζ(κ(w0
tntn′))θ′α(w0
tnw0)θ
′
α(n
′).
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Proposition 4.2.1.4. Lorsque pgcd(ar,
∏r−1
i=1 ai) = 1, les deux de´finitions
dans 4.2.1.1 et 4.2.1.3 donnent le meˆme re´sultat.
De´monstration. On rappelle que supp(t) = Spm(O/
∏r−1
i=1 ti).
D’apre`s le lemme 4.2.1.2, on a : J (1)(t, α) =
∏
v∈supp(t) Jv(t, α).
D’apre`s la proprie´te´ multiplicative de la fonction κ globale et [15, proposition
1.3.2] on a : J (2)(t, α) =
∏
v∈supp(t) Jv(t, α).
Par conse´quent, on a : J (1)(t, α) = J (2)(t, α).
On ajoute une barre pour indiquer le changement de corps de k a` k. On
de´finit les triples (Y (t), h′α, κ) et (Y v(t), h
′
α,v, κv), ou` v ∈ Spm(O) comme on
a fait pour le cas local (4.1). On note encore supp(t) = Spm(O/∏r−1
i=1 aiO). En utilisant κ(w0
tntn′) =
∏
v∈supp(t) κv(w0
tnvtvn
′
v), on a une
forme cohomologique de la proposition 4.2.1.4 (cf. [15, corollaire 3.2.3] pour
la de´monstration) : quand pgcd(ar,
∏r−1
i=1 ai) = 1,
RΓc(Y (t), h
′∗
αLψ ⊗ κ
∗Lζ) =
⊗
v∈supp(t)
RΓc(Y v(t), h
′∗
α,vLψ ⊗ κ
∗
vLζ).
Supposons t = diag(a1,
a2
a1
, . . . , arar−1 ), ou` les ai sont des polynoˆme uni-
taires dont on fixera les degre´s di = deg(ai). On note Vd = {(a1, . . . , ar) ∈
Qd |pgcd(
∏r−1
i=1 ai, ar) = 1}. Le triple (Y (t), h
′
α, κ) se mettent en famille
de sorte qu’on obtient une varie´te´ Yd de type fini sur k munie de trois
morphismes fYd : Yd × G
r−1
m → Vd × G
r−1
m , h
′
d : Yd × G
r−1
m → Ga, et
κd : Yd×G
r−1
m → Gm tels que Y (t) et RΓc(Y (t), h
′∗
αLψ⊗κ
∗Lζ) sont respecti-
vement les fibres en (t, α) ∈ (Vd×G
r−1
m )(k) de f
Y
d et de Rf
Y
d,!(h
′∗
dLψ⊗κ
∗
dLζ).
En pre´cisant, on a :
Lemme 4.2.1.5. (cf. [15, proposition 3.3.1])
1. Pour tout d ∈ Nr le foncteur Yd qui associe a` toute k-alge`bre R l’en-
semble
Yd(R) =
tNr(O ⊗k R) \ {g ∈ glr(O ⊗k R)|det(gi) ∈ Qdi(R),
pgcd(
r−1∏
i=1
det(gi),det(gr)) = 1}/Nr(O ⊗k R),
ou` gi est la sous-matrice de g faite des i-premie`res lignes et des i-
premie`res colonnes de g, est repre´sente´ par une varie´te´ affine de type
fini sur k qu’on note aussi Yd. Soit
fYd : Yd ×G
r−1
m → Vd ×G
r−1
m
le morphisme de´fini par fYd (g, α) = ((ai)1≤i≤r, α) ou` ai = det(gi)
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2. Pour tout i avec 2 ≤ i ≤ r, l’application h′i : glr(O⊗kR)×(R
∗)r−1 → R
de´finie par
h′i =
1
2
res
a−1i−1
(gi,1, . . . , gi,i−1)ai−1g−1i−1

0
...
0
αi
+
+(0, . . . , 0, αi)ai−1g
−1
i−1

g1,i
...
gi−2,i
gi−1,i


 ,
ou` aig
−1
i est la matrice des cofacteurs de gi lesquels sont dans OR :=
O⊗k R et ou` res(a
−1
i−1b) est le coefficient de ̟
di−1−1 dans l’expression
polynomiale en variable ̟ du reste de la division euclidienne de b
par ai−1 (cette division euclidienne a un sens puisque le coefficient
dominant de ai−1 est e´gal a` 1), induit un morphisme h
′
i : Yd×G
r−1
m →
Ga.
3. Soit hd =
∑r
i=2 hi. Il existe un morphisme naturel κd : Yd → Gm
tel que pour tous t ∈ Qd(k) et α ∈ G
r−1
m , le triplet (Y (t), h
′
α, κ) est
isomorphe a` la fibre (fYd )
−1(t, α) munie de la restriction de hd et de
κd a` cette fibre.
De´monstration. On adapte la de´monstration de [15, proposition 3.3.1] et il
ne reste que le morphisme κd a` construire.
Soit R une k-alge`bre. Soit g ∈ Yd(R). On conside`re la “de´composition
de Bruhat” de g dans R[̟, (
∏r
i=1 ai)
−1] :
g = nw0tn
′,
ou`
– les ai sont des polynoˆmes unitaires a` coefficients dans R,
– n, n′ ∈ Nr(R[̟, (
∏r
i=1 ai)
−1])
– et t = diag(a1, a2/a1, . . . , ar/ar−1).
Comme g ∈ GLr(R[̟, a
−1
r ]), d’apre`s Ngo [15], n (resp. n
′) s’e´crit sous la
forme :
n =
r∏
i=2
(Idr + yi) (resp. n
′ =
r∏
i=2
(Idr + y
′
i)),
ou` yi ∈ a
−1
i−1R[̟, a
−1
r ] (resp. y
′
i ∈ a
−1
i−1R[̟, a
−1
r ]).
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Lorsque M , M ′ et M ′′ sont trois R[̟, a−1r ]- sous-modules de
R[̟, (
∏r
i=1 ai)
−1]r tels que M ′′ ⊂ M ∩M ′ et lorsque les quotients M/M ′′
et M ′/M ′′ sont libres de type fini en tant que R-modules, on note
(M |M ′) = (
∧
M/M ′′)⊗−1 ⊗ (
∧
M ′/M ′′),
ou`
∧
est la puissance exte´rieure de degre´ maximal.
On note P =
∏r
i=1 ai. On a alors : P.R[̟, a
−1
r ]
r ⊂ w0tR[̟, a
−1
r ]
r ∩
R[̟, a−1r ]
r. Comme P est un polynoˆme unitaire, w0tR[̟, a
−1
r ]
r/
P.R[̟, a−1r ]
r et R[̟, a−1r ]
r/P.R[̟, a−1r ]
r sont libres de type fini, de sorte
qu’on de´finit :
DRw0t = (
∧
R[̟, a−1r ]
r/P.R[̟, a−1r ]
r)⊗−1⊗R(
∧
w0tR[̟, a
−1
r ]
r/P.R[̟, a−1r ]
r)
(on obtient de la meˆme manie`re la R-droite Dti ou` ti = ai/ai−1 en convenant
que a0 = 1). En utilisant la meˆme de´marche que dans 3.1.4.6, on obtient le
morphisme δw0g : Dw0t → D
R
det(w0t)
= (R[̟, a−1r ]
r|det(w0t)R[̟, a
−1
r ]
r)
can
≃
R (le morphisme de multiplication
D∏r−i
j=1 tr+1−j
⊗R Dti → D∏r−i+1
j=1 tr+1−j
est de´fini comme dans la proposition 3.1.2.4), de sorte qu’on obtient un
isomorphisme ∆Rw0t ≃ R.
On conside`reM = diag(1, a1, a1.a2, . . . ,
∏r−1
i=1 ai)R[̟, a
−1
r ]
r. On a nM =
M et n′M = M . De plus, R[̟, a−1r ]
r/M ≃ n.R[̟, a−1r ]
r/n.M =
n.R[̟, a−1r ]
r/M est un R-module libre, de sorte qu’on de´finit
DRn := (
∧
R[̟, a−1r ]
r/M)⊗−1 ⊗R (
∧
n.R[̟, a−1r ]
r/M)
et
DRn′ := (
∧
R[̟, a−1r ]
r/M)⊗−1 ⊗R (
∧
n′.R[̟, a−1r ]
r/M).
L’isomorphisme canonique n.R[̟, a−1r ]
r/n.M → R[̟, a−1r ]
r/M (resp.
n′.R[̟, a−1r ]
r/n′.M → R[̟, a−1r ]
r/M) nous donne un isomorphisme Dn
can
≃
R (resp. Dn′
can
≃ R).
On conside`re
DRn ⊗D
R
w0t ⊗D
R
n′ ≃ (R[̟, a
−1
r ]
r|M)⊗ (n.M |n.R[̟, a−1r ]
r)⊗
(n.R[̟, a−1r ]
r|n.P.R[̟, a−1r ]
r)⊗ (n.P.R[̟, a−1r ]
r|n.w0tR[̟, a
−1
r ]
r)⊗
(nw0t.R[̟, a
−1
r ]
r|nw0t.M)⊗ (nw0t.M |nw0tn
′R[̟, a−1r ]
r).
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Comme n.P.R[̟, a−1r ]
r ⊂ n.M ⊂ n.R[̟, a−1r ]
r, on a un isomorphisme
canonique
(n.M |n.R[̟, a−1r ]
r)⊗ (n.R[̟, a−1r ]
r|n.P.R[̟, a−1r ]
r)
≃ (n.M |n.P.R[̟, a−1r ]
r).
On a aussi n.P.R[̟, a−1r ]
r ⊂ nw0t.M ⊂ nw0t.R[̟, a
−1
r ]
r, de sorte qu’on
obtient un isomorphisme canonique
(n.P.R[̟, a−1r ]
r|n.w0tR[̟, a
−1
r ]
r)⊗ (nw0t.R[̟, a
−1
r ]
r|nw0t.M)
≃ (n.P.R[̟, a−1r ]
r|nw0t.M).
De plus, comme n.P.R[̟, a−1r ]
r ⊂ nw0t.M ⊂ nw0t.n
′R[̟, a−1r ]
r, on ob-
tient :
(n.P.R[̟, a−1r ]
r|nw0t.M)⊗ (nw0t.M |nw0tn
′R[̟, a−1r ]
r)
≃ (n.P.R[̟, a−1r ]
r|nw0tn
′R[̟, a−1r ]
r).
D’autre part, on a n.P.R[̟, a−1r ]
r ⊂ n.M =M ⊂ R[̟, a−1r ]
r, donc
(R[̟, a−1r ]
r|M)⊗ (n.M |n.P.R[̟, a−1r ]
r)
≃ (R[̟, a−1r ]
r|n.P.R[̟, a−1r ]
r)
Par conse´quent, on obtient un isomorphisme δg : R ≃ D
R
n ⊗D
R
w0t⊗D
R
n′ →
(R[̟, a−1r ]
r|gR[̟, a−1r ]
r). On obtient alors un isomorphisme δg : R → ∆
R
g ,
ou` ∆Rg := (R[̟, a
−1
r ]
r|gR[̟, a−1r ]
r)⊗−1 ⊗ (R[̟, a−1r ]|det(g)R[̟, a
−1
r ]). On
de´finit κd(g) = triv/δg, ou` triv est l’isomorphisme R → ∆
R
g provenant du
fait que gR[̟, a−1r ]
r = R[̟, a−1r ]
r.
Cette de´finition commute au changement de base, on obtient donc bien
un morphisme κd : Yd → Gm ; en prenant les k-points celui-ci redonne la
fonction κ de la section 3.2.
The´ore`me 4.2.1.6. Soit g ∈ Yd. On a alors
κd(w0g)κd(w0
tg) = (−1)
∑r−1
i=1 di+
∑r−1
i=1 didi+1result(ar−1, ar).
De´monstration. Comme κd est un morphisme de Yd dans Gm, le the´ore`me
re´sulte du fait (qu’on va ensuite ve´rifier) que
κd(w0g)κd(w0
tg) = (−1)
∑r−1
i=1 di+
∑r−1
i=1 didi+1result(ar−1, ar)
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pour g dans un ouvert dense de Yd, qui n’est autre que l’image re´ciproque
de Ud par le morphisme f
Y
d . On va supprimer l’indice d pour alle´ger les
notations.
Soit i ∈ {1, . . . , r− 1}. On note λi,j ou` j ∈ {1, . . . , di} les racines simples
de ai. En utilisant la formule de produit, on a :
κ(w0g) =
r−1∏
i=1
di∏
j=1
κ̟−λi,j (w0g) ; κ(w0
tg) =
r−1∏
i=1
di∏
j=1
κ̟−λi,j(w0
tg).
En chaque place ̟ − λi,j , on e´crit n = u2u3 . . . un et n
′ = u′2u
′
3 . . . u
′
n
ou` uk, u
′
k appartiennent au-sous groupe Uk(F̟−λi,j de Nr(F̟−λi,j ) forme´
des matrice triangulaires supe´rieures unipotentes dont les coefficients non-
diagonaux sont tous nuls sauf caux de la k-ie`me colonne. Soient uk = Idr+yk
et u′k = Idr+ y
′
k. D’apre`s [15, lemme 1.1.3], yk, y
′
k ∈ (a
−1
k−1O̟−λi,j )
k−1, donc
uk, u
′
k ∈ Uk(O̟−λi,j ) pour j 6= i. On note ni+1 = u2 . . . ui+1u
−1
i . . . u
−1
2
et n′i+1 = u
′
2 . . . u
′
i+1u
′−1
i . . . u
′−1
2 . En reprenant la de´monstration de [15,
proposition 2.4.1], on obtient que ni+1, n
′
i+1 ∈ Ui+1 et que les coefficients
nk,i+1, n
′
k,i+1 de ni+1 et n
′
i+1 sont dans O̟−λi,j pour k = 1, . . . , i− 1. Ainsi
ni+1 (resp. n
′
i+1) s’e´crit-il ni+1 = (Id + zi+1)(Id + zi+1) (resp. n
′
i+1 =
(Id + z′i+1)(Id + z
′
i+1), ou` zi+1 =
t(0, . . . , 0, ni,i+1) ∈ O
i
̟−λi,j
et zi+1 =
t(n1,i+1, . . . , ni−1,i+1, 0) ∈ O
i
̟−λi,j
(resp. z′i+1 =
t(0, . . . , 0, n′i,i+1) ∈ O
i
̟−λi,j
et z′i+1 =
t(n′1,i+1, . . . , n
′
i−1,i+1, 0) ∈ O
i
̟−λi,j
). Soient
n̂i+1 = (Id + zi+1)u2 . . . uiui+1 . . . ur ∈ Nr(O̟−λi,j )
et
n̂′i+1 = (Id + z
′
i+1)u
′
2 . . . u
′
iu
′
i+1 . . . u
′
r ∈ Nr(O̟−λi,j ).
On a alors w0g = (w0
tn̂i+1w0)w0
t(Id+zi+1)t(Id+z
′
i+1)n̂
′
i+1. Comme w0
tn̂i+1w0,
n̂′i+1 ∈ Nr(O̟−λi,j ), on a κ(w0
tn̂i+1w0) = κ(n̂
′
i+1) = 1. Par ailleurs, en uti-
lisant κ(g1g2) = κ(g1)κ(g2)χ(g1, g2) et χ(n, g) = χ(g, n) = 1, on a
κ(w0g) = κ(w0
t(Id + zi+1)t(Id + z
′
i+1)).
Pareillement, on a aussi :
κ(w0
tg) = κ(w0
t(t(Id + zi+1)t(Id + z
′
i+1))).
t s’e´crit t = t1t2 ou` t1 = diag(1, . . . , ai/ai−1, ai+1/ai, 1, . . . , 1) et t2 =
diag(a1, . . . , ai−1/ai−2, 1, 1, ai+1/ai+2, . . . , ar/ar−1) ∈ Tr(O̟−λi,j ). On a
(Id + zi+1)t(Id + z
′
i+1) = (Id + zi+1)t1(Id + z
′′
i+1)t2
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ou` z′′i+1 est une matrice triangulaire supe´rieure unipotente dont les coeffi-
cients non-diagonaux sont tous nuls sauf celui de la position (i, i+ 1).
Comme κ(gt2) = κ(g) pour g ∈ GLr(O̟−λi,j ) et t2 ∈ Tr(O̟ − λi,j) et
que κ( g1 00 g2 ) = κ(
0 g1
g2 0
) = κ(g1)κ(g2), le calcul κ se re´duit au cas ou` r = 2
avec
g =
(
1 0
x 1
)
diag(ai/ai−1, ai+1/ai)
(
1 x′
0 1
)
=
(
ai
ai−1
x′ aiai−1
x aiai−1 xx
′ ai
ai−1
+ ai+1ai
)
∈ GL2(O̟−λi,j ).
En utilisant la formule de Kubota (cf. la proposition 3.1.5.2), on a :
κ̟−λi,j(w0g) =
{
ai/ai−1,
x′ai/ai−1
det(w0g)
}
̟−λi,j
;
κ̟−λi,j(w0
tg) =
{
ai/ai−1,
xai/ai−1
det(w0tg)
}
̟−λi,j
.
Comme g ∈ GL2(O̟−λi,j ), on a donc v̟−λi,j (x) = v̟−λi,j (x
′) = −1. Donc
κ̟−λi,j(w0g) =
det(w0g)
x′ai/ai−1
(λi,j) et κ̟−λi,j (w0
tg) = det(w0g)xai/ai−1 (λi,j).
Par ailleurs on a : det(w0g) = x
′ ai
ai−1
x aiai−1 −
ai
ai−1
(
xx′ aiai−1 +
ai+1
ai
)
. Le
deuxie`me terme de la somme est de valuation supe´rieure ou e´gal a` 1, donc
det(w0g)(λi,j) =
(
x′ aiai−1x
ai
ai−1
)
(λi,j). Par conse´quent, on a :
κ̟−λi,j (w0g)κ̟−λi,j(w0
tg) = det(w0g)(λi,j) = −
ai+1
ai−1
(λi,j).
On en de´duit que :
κ(w0g)κ(w0
tg) =
r−1∏
i=1
di∏
j=1
(−1)
ai+1
ai−1
(λi,j)
=
r−1∏
i=1
(−1)di
result(ai+1, ai)
result(ai−1, ai)
= (−1)
∑r−1
i=1 di+
∑r−1
i=1 didi+1result(ar−1, ar).
La signe dans la dernie`re formule vient du fait que
result(P,Q) = (−1)deg(P ) deg(Q)result(Q,P ).
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4.3 Le cas d = (1, 2, . . . , r)
Proposition 4.3.1.1. Pour d = (1, 2, . . . , r) le quadruple (Yd, f
Y
d , h
′
d, κd)
est isomorphe au quadruple (gl◦r , f
Y , h′, κ) ou` :
– glr = {y ∈ glr|pgcd(
∏r−1
i=1 ai(y), ar(y)) = 1},
– le morphisme fY : gl◦r ×G
r−1
m →
∏r
i=1Qi ×G
r−1
m est de´fini par
fY (y, α) = (a1(y), . . . , ar(y), α),
– le morphisme h′ : gl◦r ×G
r−1
m → Ga est de´fini par
h′(y, α) =
r∑
i=2
1
2
αi(yi−1,i + yi,i−1)
– le morphisme κ : gl◦r → Gm est de´fini par κ(y) = κd(w0(y +̟Idr)).
De´monstration. On adapte la de´monstration de [15, proposition 4.2.1].
Il reste a` calculer la fonction κ sur gl◦r . Soit y = (yi,j) ∈ gl
◦
r . Pour cela
on va utiliser le lemme suivant :
Lemme 4.3.1.2. Soi V ′ un espace vectoriel (en ge´ne´ral de dimension in-
finie). Soient A et B deux sous-espaces vectoriels et V = A ⊕ B. Soit
g ∈ Aut(V ′) tel que A et gA soient commensurables ainsi que B et gB.
Les sous-espaces vectoriels V et gV sont alors commensurables et on a un
isomorphisme canonique :
(V |gV )
can
≃ (A|gA) ⊗ (B|gB).
Cet isomorphisme est compatible avec la convention de signe, c.a`.d le dia-
gramme
(V |gV )
((PP
PP
PP
PP
PP
PP
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
(A|gA) ⊗ (B|gB)
Sym• // (B|gB)⊗ (A|gA)
est commutatif.
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De´monstration. On note A′ = A ∩ gA et B′ = B ∩ gB.
(V |gV ) = (A⊕B|gA⊕ gB)
can
≃
(∧
(A⊕B/A′ ⊕B′)
)∗
⊗
∧
(gA⊕ gB/A′ ⊕B′)
can
≃
(∧
(A/A′ ⊕B/B′)
)∗
⊗
∧
(gA/A′ ⊕ gB/B′)
can
≃
(∧
(A/A′)
)∗
⊗
(∧
(B/B′)
)∗
⊗
∧
(gA/A′)⊗
∧
(gB/B′)
can
≃
(∧
(A/A′)
)∗
⊗
∧
(gA/A′)⊗
(∧
(B/B′)
)∗
⊗
∧
(gB/B′)
can
≃ (A|gA) ⊗ (B|gB).
Soit g une matrice de taille r. Soient I, J deux sous-ensembles de {1, 2, . . . ,
r}. On note gI,J la matrice extraite de g dont les indices de ligne sont dans
I et les indices de colonnes sont dans J , en ordonnant par ordre croissant
les e´le´ments de I et de J .
Proposition 4.3.1.3. (cf. [5, p. 394-395]) Soit g ∈ GLr. Supposons que g
s’e´crit comme un produit AB−1, ou` A est une matrice triangulaire infe´rieure
et B est une matrice triangulaire supe´rieure dont tous les coefficiens diago-
naux sont e´gaux a` 1. On e´crit les matrices A et B sous la forme
A =

a1,1 0 . . . 0
a2,1
. . .
. . .
...
...
. . .
. . . 0
ar,1 . . . ar,r−1 ar,r
 ; B =

1 b1,2 . . . b1,r
0
. . .
. . .
...
...
. . .
. . . br−1,r
0 . . . 0 1
 .
On note a˜i,j (resp. b˜i,j) les coefficients de la matrice A
−1 (resp. de la matrice
B−1). On a alors :
ai,j =
det(g[1,j−1]∪{i},[1,j])
det(g[1,j−1],[1,j−1])
, bi,j = (−1)
j−idet(g[1,j−1],[1,j]−{i})
det(g[1,j−1],[1,j−1])
,
a˜i,j = (−1)
i−j det(g[1,i]−{j},[1,i−1])
det(g[1,i],[1,i])
et b˜i,j =
det(g[1,i],[1,i−1]∪{j})
det(g[1,i],[1,i])
.
En utilisant la proposition 4.3.1.3 ci-dessus pour g = y + ̟Idr et en
factorisant la matrice triangulaire infe´rieure sous la forme tNrTr, on obtient
le corollaire suivant
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Corollaire 4.3.1.4. La de´composition de Bruhat de w0g = w0(y + ̟Idr)
est nw0tn
′ avec n = (ni,j) ou`
ni,j =
det(g[1,r−j]∪{r+1−i},[1,r+1−j])
det(g[1,r+1−j],[1,r+1−j])
,
t = diag(a1(y), a2(y)/a1(y), . . . , ar(y)/ar−1(y)) et n
′ = (n′i,j) ou`
n′i,j = (−1)
j−idet(g[1,j−1],[1,j]−{i})
det(g[1,j−1],[1,j−1])
.
De plus, si on note n−1 = (n˜i,j), on a alors
n˜i,j = (−1)
j−idet(g[1,r+1−i]−{r+1−j},[1,r−i])
det(g[1,r−i],[1,r−i])
.
The´ore`me 4.3.1.5. κ(y) est en fait un polynoˆme en les coefficients de la
matrice y ∈ gl◦r. De plus on a :
κ(y)κ(ty) = (−1)
∑r−1
i=1 [i+i(i+1)](result(ar−1(y), ar(y)).
De´monstration. Comme κ est un morphisme de gl◦r dans Gm, on peut se
contenter de calculer κ(y) sur l’ouvert dense ou` ar(y) est a` racines simples.
On note (λi)i∈{1,...,r} (λi ∈ k) les racines de ar(y). En utilisant S = {λi}i, la
fonction κd provient de l’extension G˜L
S
r (F ) de la partie ci-dessus. D’apre`s
le corollaire 4.3.1.4, la de´composition de Bruhat de w0(y+̟Idr) est nw0tn
′
avec t = diag(a1(y), a2(y)/a1(y), . . . , ar(y)/ar−1(y)). La fonction κd provient
alors du diagramme
k
can // ∆Sw0(y+̟Idr)

∆Sw0t
cc❍❍❍❍❍❍❍❍❍❍❍
ou` l’isomorphisme vertical est celui figurant dans la de´finition de la section
ensembliste sgeo : GLr(F )→ G˜L
S
r (F ).
En utilisant le lemme 4.3.1.2 dans le cas particulier ou` V = V ′ =⊕r
i=1 k((̟ − λi)) ⊕ k((̟
−1)), A = k[̟,∆r(y)
−1], B =
⊕r
i=1 k[[̟ − λi]] ⊕
̟−1k[[̟−1]], on a (V |det(w0(y +̟Idr))V )
can
≃ (A|det(w0(y +̟Idr))A) ⊗
(B|det(w0(y + ̟Idr))B) et aussi (V
r|w0(y + ̟Idr)V
r)
can
≃ (Ar|w0(y +
̟Idr)A
r) ⊗ (Br|w0(y + ̟Idr)B
r). Par conse´quent, on a ∆Vw0(y+̟Idr)
can
≃
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∆Aw0(y+̟Idr) ⊗ ∆
B
w0(y+̟Idr)
, ou` ∆•y = (•|det(y)•) ⊗ (•
r|y•r)⊗−1 avec • =
A,B ou V (voir aussi la remarque 3.2.1.3 sur la trivialite´ de l’extension glo-
bale G˜L
∅
r(F )).
Pareillement, on a ∆Vw0t
can
≃ ∆Aw0t ⊗∆
B
w0t.
Comme w0(y+̟Idr), w0t ∈ GLr(V ), on a ∆
V
w0(y+̟Idr)
can
≃ k et ∆Vw0t
can
≃
k, de sorte qu’on a un isomorphisme canonique : ∆Aw0(y+̟Idr)
can
≃ ∆Bw0(y+̟Idr)
⊗−1
et ∆Aw0t
can
≃ ∆Bw0t
⊗−1
. On a alors le diagramme suivant :
k
can // ∆Sw0(y+̟Idr) = ∆
A
w0(y+̟Idr)
∼

∆Bw0(y+̟Idr)
⊗−1

∆Sw0t = ∆
A
w0t
ggPPPPPPPPPPPPPPPP
∆Bw0t
⊗−1
∼
1. A` la place vi = ̟−λi, on noteOvi = k[[̟−λi]]. D’apre`s le lemme 4.3.1.4
on a : nO
r
vi = n
′O
r
vi = O
r
vi . Comme tO
r
vi = diag(a1(y),
a2(y)/a1(y), . . . , ar(y)/ar−1(y))O
r
vi =
⊕r−1
j=1Oviej ⊕ viOvier, on a
dw0(y+̟Idr)|vi
= e∗1|vi .
Comme det(w0(y +̟Idr)) = (−1)
r(r−1)
2 ar(y), on a
ddet(w0(y+̟Idr))|vi
= 1∗|vi .
On a δw0(y+̟Idr)|vi
= (−1)r−1ar−1(λi). Donc on a
δw0(y+̟Idr)|vi
= (−1)r−1ar−1(λi)1
∗
|vi
⊗ e1|vi .
2. A` la place ∞, on note m∞ = ̟
−1k[[̟−1]] et O∞ = k[[̟
−1]]. La
droite qu’on va utiliser dans ce cas est D∞g = (m
r
∞|gm
r
∞) et le choix
de l’e´le´ment δw0(y+̟Idr)|∞ est le meˆme que celui fait dans la construc-
tion 3.1.4.6. D’apre`s le lemme 4.3.1.4 on a v∞(ni,j) ≥ 1 et v∞(n
′
i,j) ≥
1, de sorte qu’on a nmr∞ = n
′mr∞ = m
r
∞ et tm
r
∞ = O
r
∞. Donc
dw0(y+̟Idr)|∞ =
∧r
i=1 nei|∞. En reprenant la de´monstration du lemme
3.1.3.4 dans le cas ou` M = O
r
∞ et M
′ = mr∞, on voit que l’isomor-
phisme (O
r
∞|m
r
∞)
×n
→ (nO
r
∞|nm
r
∞) est l’identite´, de sorte qu’on obtient
dw0(y+̟Idr)|∞ =
r∧
i=1
ei|∞.
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De plus ddet(w0(y+̟Idr))|∞ = (
∧0
i=r−1̟
i)|∞. Par ailleurs δw0(y+̟Idr)|∞ =
(−1)
(r−1)r
2 . On a alors
δw0(y+̟Idr)|∞ = (−1)
(r−1)r
2 (
0∧
i=r−1
̟i)|∞ ⊗ (
r∧
i=1
ei)
∗
|∞.
Ensuite on va expliciter l’isomorphisme ∆Bw0(y+̟Idr)
⊗−1
≃ k du diagramme
ci-dessus. On note B′ =
⊕r
j=1 gO
r
vi ⊕ m
r
∞. Il est clair que B
′ = Br ∩ gBr.
Comme g ∈ GLr(A) ⊂ GLr(V ), on a successivement les identifications sui-
vantes :
V r/B′ = gV r/B′
(Ar ⊕Br)/B′
can
≃ (gAr ⊕ gBr)/B′
Ar ⊕ (Br/B′)
can
≃ gAr ⊕ (gBr/B′)
(Br/B′)
can
≃ (gBr/B′) (Ar = gAr)
(
r⊕
i=1
Orvi ⊕m
r
∞)/(
r⊕
i=1
gOrvi ⊕m
r
∞)
can
≃ (
r⊕
i=1
gOrvi ⊕ gm
r
∞)/(
r⊕
i=1
gOrvi ⊕m
r
∞)
r⊕
i=1
(Orvi/gO
r
vi)
can
≃ gmr∞/m
r
∞
can
≃ Or∞/m
r
∞ (∗∗).
(ei)|∞ ∈ V
r s’e´crit (
⊕r
j=1(ei)|vj ⊕ (ei)|∞)⊕
⊕r
j=1(−ei)|vj ∈ A
r ⊕Br Par
conse´quent, l’image de (ei)|∞ ∈ O
r
∞/m
r
∞ par l’isomorphisme canonique (**)
ci-dessus est
⊕r
j=1(−ei)|vj ∈
⊕r
j=1(O
r
vj/gO
r
vj ), ou` (−ei)|vj est l’image de
(−ei)|vj par la projection canonique O
r
vj → O
r
vj/gO
r
vj .
Soit (1, n˜1,2, . . . , n˜1,r) la premie`re ligne de la matrice n
−1. On a n−1(−ei)|vj =
−n˜1,i(λj)e1|vj (mod w0tn
′Ovj ) (en convenant que n˜1,1 = 1), de sorte qu’on
obtient (−ei)|vj = −n˜1,i(λj)(e1)|vj . Par conse´quent l’isomorphisme cano-
niqueDg,∞
can
≃
⊗r
i=1Dg,vi (qui vient de l’isomorphisme (**)) est (
∧r
i=1 ei)|∞ 7→
det(Mat)
⊗r
i=1 e1|vi , ou`
Mat =

−n˜1,1(λ1) −n˜1,1(λ2) . . . −n˜1,1(λr)
−n˜1,2(λ1) −n˜1,2(λ2) . . . −n˜1,2(λr)
...
...
. . .
...
−n˜1,r(λ1) −n˜1,r(λ2) . . . −n˜1,r(λr)
 .
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De meˆme, l’isomorphisme canonique Ddet(g),∞
can
≃
⊗r
i=1Ddet(g),vi est
(
∧0
i=r−1̟
i)|∞ 7→ det(Mat
′)
⊗r
i=1 1|vi ou`
Mat′ =

−λr−11 −λ
r−2
1 . . . −1
−λr−12 −λ
r−2
2 . . . −1
...
...
. . .
...
−λr−1r −λ
r−2
r . . . −1
 .
Par conse´quent, on a
κd(w0(y+̟Idr)) = (−1)
r(r−1)+ r(r−1)
2 result(ar−1(y), ar(y)) det(Mat)/det(Mat
′).
Par ailleurs, en utilisant le corollaire 4.3.1.4, on a
det(Mat) = (−1)r+
∑r
i=1(i−1)

det(gr,r)
ar−1(y)
(λ1)
det(gr,r)
ar−1(y)
(λ2) ...
det(gr,r)
ar−1(y)
(λr)
det(gr−1,r)
ar−1(y)
(λ1)
det(gr−1,r)
ar−1(y)
(λ2) ...
det(gr−1,r)
ar−1(y)
(λr)
...
...
. . .
...
det(g1,r)
ar−1(y)
(λ1)
det(g1,r)
ar−1(y)
(λ2) ...
det(g1,r)
ar−1(y)
(λr)
 ,
ou` gi,r est la sous-matrice de g obtenue en supprimant sa i-ie`me ligne et sa
r-ie`me colonne de g (en effet, par de´finition on a gi,r = g[1,r]−{i},[1,r−1]).
Il est clair que det(gi,r) est un polynoˆme en la variable ̟ et en les
coefficients de y, de degre´ partiel ≤ r−1 en la variable ̟. On note det(gi,r) =
gi,r[0] + gi,r[1]̟+ · · ·+ gi,r[r− 1]̟r−1, de sorte que la formule de det(Mat)
se ree´crit :
det(Mat) = (−1)r+
r(r−1)
2
1
result(ar−1(y), ar(y))
×
× det


gr,r [0] gr,r [1] ... gr,r [r−1]
gr−1,r [0] gr−1,r[1] ... gr−1,r [r−1]
...
...
. . .
...
g1,r [0] g1,r [1] ... g1,r [r−1]

det
 1 1 ... 1λ1 λ2 ... λr... ... . . . ...
λr−11 λ
r−1
2 ... λ
r−1
r

(comme on le voit en effectuant le produit de ces deux dernie`res matrices).
Par conse´quent,
κ(y) = κd(w0(y +̟Idr))
= det


gr,r [0] gr,r [1] ... gr,r[r−1]
gr−1,r[0] gr−1,r [1] ... gr−1,r[r−1]
...
...
. . .
...
g1,r [0] g1,r [1] ... g1,r [r−1]


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est un polynoˆme en les coefficients de la matrice y.
La deuxie`me assertion du the´ore`me est la conse´quence du the´ore`me
4.2.1.6 dan le cas particulier ou` d = (1, 2, . . . , r) et g = y +̟Idr.
D’apre`s le the´ore`me 4.3.1.5 la fonction κ est un produit des facteurs
irre´ductibles de result(ar−1, ar), de sorte qu’on peut prolonger la fonction
κ au-dessus de l’ouvert V ′d = {(a1, . . . , ar) ∈ Qd|pgcd(ar−1, ar) = 1}. De
cette manie`re la famille (Yd, f
Y
d , h
′
d, κd) au-dessus de Vd ×G
r−1
m se prolonge
a` V ′d ×G
r−1
m tout entier. On note gˇlr l’ouvert de glr au-dessus de V
′
d ×G
r−1
m .
The´ore`me 4.3.1.6. Pour d = (1, 2, . . . , r) le complexe de faisceaux
RfYd,!(h
′∗
dLψ ⊗ κ
∗
dLζ)[r
2 + r − 1] est un faisceau pervers sur V ′d , prolonge-
ment interme´diaire de sa restriction a` l’ouvert Ud.
On de´finit les varie´te´s Ri en posant Rr = Spec(k) et Ri−1 = Ri ×
Qi × Gm. Soit f
Y
i : Gm × gli × Ri → gli−1 × Ri−1 le morphisme de´fini par
fYi (αi, yi, ri) = (si−1(yi), ri−1), ou` ri−1 = (ri, ai(yi), αi) (sauf f
Y
r : Gm ×
gˇlr ×Rr → glr−1×Rr−1). Soit h
′
i : Gm× gli×Ri → Ga le morphisme de´fini
par h′i(αi, yi, ri) =
1
2αi(yi−1,i + yi,i−1). Soit pri : Gm × Si × Ri → Si × Ri
la projection e´vidente. On de´finit les complexes Ji sur gli × Ri en posant
Jr = κ
∗Lζ [r
2] et Ji−1 = Rf
Y
i,!(Ji⊗h
′∗
iLψ) (voir [15]). On a un isomorphisme
gl1 ×R1 ≃ Qd ×G
r−1
m via lequel J1 ≃ Rf
Y
d,!(h
′∗
dLψ ⊗ κ
∗
dLζ)[r
2 + r − 1].
On note Gi l’extension de GLi obtenue en extrayant une racine carre´e de
det(g)∀g ∈ GLi (i.e Gi = {(g, δ)|g ∈ GLi,det(g) = δ
2}. Ce groupe agit sur
Gm×gli×Ri par l’action adjointe de GLi sur gli et par l’action triviale sur les
autres facteurs. On identifiera le groupe Gi−1 au sous-groupe diag(Gi−1, 1)
de Gi (puisque det(g) = det(diag(g, 1)) de sorte que Gi−1 agit aussi sur
Gm × gli ×Ri par l’action induite. Comme l’action adjointe laisse invariant
le polynoˆme caracte´ristique, le morphisme fYi est Gi−1-e´quivariant. Le mor-
phisme h′i n’est pas Gi−1-e´quivariant mais est ne´anmoins Gi−2-e´quivariant.
Lorsque P un polynoˆme de plusieurs variables, on note V (P ) le sche´ma
des ze´ros de P . D’apre`s le the´ore`me 4.3.1.5 ci-dessus, la fonction κ est un
produit de facteurs irre´ductibles de result(ar−1, ar), donc on peut e´crire
result(ar−1, ar) =
∏
i P
mi
i et κ(w0(y+̟Idr) =
∏
i Pi(y)
ni avec 0 ≤ ni ≤ mi.
On a V (result(ar−1, ar)) =
⋃
i V (P
mi
i ). Soit h ∈ GLr−1, comme l’action
adjointe y 7→ h.y laisse invariant ar−1(y) et ar(y), cette action laisse invariant
result(ar−1(y), ar(y)), i.e
result(ar−1(y), ar(y)) = result(ar−1(h.y), ar(h.y)),
donc encore
V (result(ar−1(y), ar(y))) = V (result(ar−1(h.y), ar(h.y))).
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On conside`re le morphisme ρ : GLr−1×glr → glr (h, y) 7→ h.y de´fini par l’ac-
tion. Comme V (result(ar−1(y), ar(y))) = V (result(ar−1(h.y), ar(h.y))) = V ,
on a donc un morphisme ρ|V (Pi) : GLr−1 × V (Pi) → V . Puisque GLr−1 ×
V (Pi) est irre´ductible, son image dans V est aussi irre´ductible. Par ailleurs,
cette image contient V (Pi) et lui est donc e´gale. Par conse´quent, on a
V (Pi(h.y)) = V (Pi(y))∀h ∈ GLr−1, ∀y ∈ glr, de sorte que Pi(h.y) =
ci(h, y).Pi(y) ou` ci(h, y) est inversible (i.e ci(h, y) ∈ (OGLr−1 [(yi,j)])
∗).On
a donc ci(h, y) = ci(h) ∈ O
∗
GLr−1
puisque les inversibles d’un anneau de po-
lynoˆmes A[x1, . . . , xn] sont ceux de A. On obtient alors κd(w0(h.y+̟Idr)) =
c(h)κd(w0(y +̟Idr)) avec c(h) =
∏
i(ci(h))
ni .
Lemme 4.3.1.7. On a c(h.h′) = c(h).c(h′). En particulier, on a un mor-
phisme c : GLr−1 → Gm.
De´monstration. La de´monstration est e´vidente.
On conside`re le diagramme suivant
1 // SLr−1
  // GLr−1
det //
c

Gm.
Gm
En utilisant Hom(SLr−1,Gm) = {1} et la proprie´te´ universelle du conoyau ,
on obtient le diagramme commutatif
GLr−1
det //
c

Gm,
zz✈✈
✈✈
✈✈
✈✈
✈
Gm
de sorte qu’on a c(h) = det(h)s pour un certain s ∈ Z. Donc κ est Gr−1-
e´quivariant. Le the´ore`me 4.3.1.6 re´sulte alors de la proposition suivante
Proposition 4.3.1.8. (cf. [15, proposition 5.2.2]) Soient Ui et Ui−1 les
images re´ciproques de Ud dans gli × Ri et dans gli−1 × Ri−1. Si J est un
faisceau pervers sur gli×Ri, Gi−1-e´quivariant et isomorphe au prolongement
interme´diaire a` restriction a` l’ouvert Ui, alors
J ′ = RfYi,!(J ⊗ h
∗
iLψ)[1]
est aussi un faisceau pervers sur gli−1×Ri−1, Gi−2-e´quivariant et isomorphe
au prolongement interme´diaire de sa restriction a` l’ouvert Ui−1.
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De´monstration. Les morphismes qui interviennent dans la formation de J ′
sont tous Gi−2-e´quivariants donc J
′ l’est aussi.
On utilise la transformation de Fourier-Deligne ([11]) pour de´montrer
la perversite´ et le prolongement interme´diaire. Soit E = gli × Qi × Ri.
Il est clair que E × Gm ≃ gli−1 × Ri−1. Soient V le fibre´ trivial E ×
(Ai−1)2 et V ∨ son fibre´ dual. On note ι : gli × Ri → V l’immersion
ferme´e de´finie par ι(yi, ri) = ((yi−1,∆i(yi), ri), z, z
′), ou` yi est de la forme(
yi−1 z
′
tz ∗
)
. On note ǫ : E×Gm → V
∨ l’immersion ferme´e de´finie par ǫ(e, αi) =
(e, t(0, . . . , 0, αi),
t(0, . . . , 0, αi)). On ve´rifie que J
′ = ǫ∗Fψ(ι∗J )[1− 2(i− 1)]
(cf. [15, proposition 5.3.2]), ou` Fψ est la transformation de Fourier-Deligne.
Puisque J est un faisceau pervers et ι est une immersion ferme´e, ι∗J est
un faisceau pervers. D’apre`s [11], Fψ(ι∗J ) en est un aussi. L’action de Gi−1
sur gli ×Ri s’e´tend a` V de la manie`re suivante :
π(g, (yi−1, ai, ri), (z, z
′)) = ((g−1yi−1g, ai, ri), (
tgz, g−1z′).
Cela induit donc une action sur V ∨
πˇ(g, (yi−1, ai, ri), (zˇ, zˇ
′) = ((tgyi−1g, ai, ri), (
tg−1yˇ, gyˇ′)).
Par rapport a` cette action, Fψ(ι∗J ) est Gi−1-e´quivariant. On utilise alors le
lemme suivant
Lemme 4.3.1.9. (cf. [15, lemme 5.4.3]) Le morphisme compose´
Gi−1 × E ×Gm
  ǫ // Gi−1 × V
∨ πˇ // V ∨
est un morphisme lisse de dimension relative (i− 1)2 + 1− 2(i− 1).
De´monstration du lemme. On note Z l’image de l’immersion localement
ferme´e ǫ dans V ∨. Le morphisme compose´ s’e´crit alors :
Gi−1 × Z
πˇ
→ V ∨.
En oubliant les composantes Qi et Ri on obtient un diagramme carte´sien
e´vident
Gi−1 × Z
πˇ //

V ∨

Gi−1 ×Gm × gli−1
ξ // gli−1 × (A
i−1)2
ou` ξ(gi−1, αi, yi−1) = (g
−1
i−1yi−1gi−1, gi−1
t(0, . . . , 0, αi),
tg−1i−1
t(0, . . . , 0, αi)).
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En factorisant le morphisme ζ et oubliant le facteur gli−1, l’assertion se
rame`ne a` de´montrer que le morphisme
Gi−1 ×Gm → (A
i−1)2, (gi−1, αi) 7→ (gi−1
t(0, . . . , 0, αi),
tg−1i−1
t(0, . . . , 0, αi))
est lisse et de dimension relative (i − 1)2 + 1 − 2(i − 1). Cela re´sulte de
l’assertion suivante : “L’orbite de l’e´le´ment t(0, . . . , 0, 1) ∈ Ai−1 sous l’action
du groupe Gi−1 ×Gm sur (A
i−1)2 de´finie par
((gi−1, λ), (z, z
′)) 7→ (λgi−1z, λ
tg−1i−1z
′)
est l’ouvert de´fini par l’e´quation tzz′ 6= 0.” Cette assertion est de´montre´e
dans [15, lemme 5.3.5].
Fin de la de´monstration. D’apre`s [3, 4.2.5], πˇ∗(Fψ(ι∗J ))[(i−1)
2+1−2(i−1)]
est un faisceau pervers sur Gi−1 × Z. Graˆce a` la Gi−1-e´quivariance on a un
isomorphisme
πˇ∗(Fψ(ι∗J )) = pr
∗
Z(Fψ(ι∗J )|Z).
D’apre`s loc. cit. Fψ(ι∗I)|Z [1 − 2(i − 1)] est un faisceau pervers sur Z, la
rojection prZ : Gi−1 × Z → Z e´tant clairement un morphisme lisse de
dimension relative dim(Gi−1) = (i − 1)
2. Alors J ′ est un faisceau pervers
sur Gi−1 ×Ri−1 .
De la meˆme manie`re, J ′ est le prolongement interme´diaire de sa restric-
tion a` Ui−1.
5 Facteur de tranfert
5.1 Rappels sur le symbole de Hilbert et les constantes de
Weil
Proposition 5.1.1.1. (cf. [12, proposition 1]) Soient a, b ∈ F̟. On a :
1. Si v(a) et v(b) sont impaires, [a, b] = [−ab,̟].
2. Si v(a) est paire et v(b) = 1 , [a, b] = ζ(a).
On peut retrouver les formules de la proposition 5.1.1.1 ci-dessus en
conside´rant le symbole de Hilbert comme le compose´ du symbole mode´re´ et
du caracte`re ζ.
Proposition 5.1.1.2. (cf. [12, proposition 2]) Soit ψ un caracte`re additif
d’ordre 0. On a :
1. γ(a, ψ) = 1 si v(a) est paire.
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2. γ(a, ψ) = q−1/2
∑
b∈O̟/̟O̟
ψ(a̟2rb/2)[b,̟], si |a| = q2r+1.
3. γ(ab, ψ) = γ(a, ψ)γ(b, ψ)[a, b].
Proposition 5.1.1.3. (c.f [16, proposition 5, p. 179]) Soient a ∈ k(̟) et
ψ : A/k(̟)→ C un caracte`re additif. On a :
∏
v∈|P1| γv(a, ψv) = 1.
5.2 Ge´ome´trisation d’un calcul de Jacquet [8, paragraphe 8]
On commence cette partie en de´montrant le cas tre`s particulier du the´ore`-
me A′ de l’introduction ou` r = 2 et t = diag(t1, t2) avec v̟(t1) = 1, v̟(t2) =
−1. Plus pre´cisement, on montre la proposition suivante :
Proposition 5.2.1.1. Pour r = 2 et t = diag(t1, t2) avec v̟(t1) = 1, v̟(t2) =
−1, on a J̟(t) ≃ T̟(t)⊗ I̟(t) ≃ T
′
̟(t)⊗ I̟(t), ou` T̟(t) et T
′
̟(t) sont
des Qℓ-espaces vectoriels de rang 1 place´s en degre´ 1 tels que Tr(Fr,T̟(t)) =
|t1|
−1/2γ̟(−t1, ψ) et Tr(Fr,T
′
̟(t)) = |t2|
1/2γ̟(t2, ψ). De plus I̟(t) et
J̟(t) sont alors des Q
∗
ℓ -espaces vectoriels de rang 2 place´s respectivement
en degre´ 0 et 1.
De´monstration. On a besoin du lemme suivant :
Lemme 5.2.1.2. Soient X ′1 = {(u, ǫ, c) ∈ A
2 × Gm|ǫ
2 = c} munie du
morphisme prX : X
′
1 → Ga×Gm de´fini par (u, ǫ, c) 7→ (u, c), Y
′
1 = {(u, v, c) ∈
A2 ×Gm|v
2 − uv + c = 0} munie du morphisme prY : Y
′
1 → Ga ×Gm de´fini
par (u, c, v) 7→ (u, c) et j : Gm →֒ Ga l’immersion canonique. On a alors un
isomorphisme canonique
RprX,!(Rj!Lζ(u+ 2ǫ)) ≃ RprY,!(Rj!Lζ(v)),
ou` pour tout k-sche´ma S muni d’un morphisme S → Gm, on note Lζ(s) =
s∗Lζ .
De´monstration. On note
X ′2 = {(u, ξ, ξ
′, ǫ, c) ∈ A4 ×Gm|ǫ
2 = c, ξ2 = u+ 2ǫ, ξ′
2
= u− 2ǫ},
Y ′2 = {(u, v, w,w
′, c) ∈ A4 ×Gm|v
2 − uv + c = 0, w2 = v, w′
2
= v′ = u− v}
et Z = {(u, c) ∈ A1 ×Gm}. On conside`re le diagramme suivant
X ′2

Z/2Z x 7→−x
×
Z/2Z y 7→−y 
Y ′2

Z/2Z w 7→−w
×
Z/2Z w′ 7→−w′
X ′1

Z/2Z ǫ 7→−ǫ   ❆
❆❆
❆❆
❆❆
Y ′1

Z/2Z v 7→v′=u−v~~⑦⑦
⑦⑦
⑦⑦
⑦
Z.
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Soit
◦
Z= Z − {(u, c)|u2 − 4c = 0}. On ajoute un ◦ pour indiquer le
changement de base de Z a`
◦
Z. On note jX :
◦
X ′1 →֒ X
′
1, jY :
◦
Y ′1 →֒ Y
′
1 et
jZ :
◦
Z→ Z . On obtient les isomorphismes suivants :
jX,∗j
∗
X(Rj!Lζ(u+ 2ǫ)) ≃ Rj!Lζ(u+ 2ǫ),
jY,∗j
∗
Y (Rj!Lζ(v)) ≃ Rj!Lζ(v),
desquels re´sultent les isomorphismes
prX,∗j!Lζ(u+ 2ǫ) ≃ jZ,∗j
∗
Z(prX,∗j!Lζ(u+ 2ǫ)),
prY,∗j!Lζ(v) ≃ jZ,∗j
∗
Z(prY,∗j!Lζ(v)),
de sorte qu’il suffira de construire l’isomorphisme au-dessus de
◦
Z. Les mor-
phismes
◦
X ′2→
◦
X ′1→
◦
Z et
◦
Y ′2→
◦
Y ′1→
◦
Z sont e´tales et les deux membres
de l’isomorphisme qu’on veut obtenir sont donc des syste`mes locaux lors-
qu’on les restreint a`
◦
Z. On conside´rera ces syste`mes locaux comme des
repre´sentations des groupes de Galois des reveˆtements
◦
X ′2 /
◦
Z et
◦
Y ′2 /
◦
Z.
On a un isomorphisme
◦
X ′2
∼
→
◦
Y ′2 :
–
◦
X ′2 →
◦
Y ′2 :
v = 12(u+ ξξ
′),
w = 12 (ξ + ξ
′),
w′ = 12(ξ − ξ
′).
–
◦
Y ′2
∼
→
◦
X ′2 :
ǫ = ww′,
ξ = w + w′,
ξ′ = w − w′.
Cet isomorphisme est e´quivariant vis a` vis de l’isomorphisme des groupes
de Galois
Z/2Z ⋉ (Z/2Z)2 → Z/2Z ⋉ (Z/2Z)2
donne´ par
(ǫ 7→ −ǫ, ξ ⇆ ξ′) 7→ (w 7→ w,w 7→ w′)
(ǫ 7→ ǫ, ξ 7→ ξ, ξ′ 7→ −ξ′) 7→ (w ⇆ w′).
Nos deux syste`mes locaux correspondent respectivement aux repre´sen-
tations des groupes de Galois sur Q
2
ℓ donne´es par
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(ǫ 7→ −ǫ, ξ ⇆ ξ′) 7→ ( 0 11 0 )
(ǫ 7→ ǫ, ξ 7→ ξ, ξ′ 7→ −ξ′) 7→
(
1 0
0 −1
)
et
(w 7→ w,w 7→ w′) 7→
(
1 0
0 −1
)
(w ⇆ w′) 7→ ( 0 11 0 ) .
Par conse´quent, le lemme re´sulte du diagramme commutatif suivant
GL2(Q
2
ℓ)
A // GL2(Q
2
ℓ )
Z/2Z ⋉ (Z/2Z)2
OO
∼ // Z/2Z ⋉ (Z/2Z)2
OO
ou` A est l’isomorphisme de´fini par M 7→ AMA−1 avec A =
(
1 1
1 −1
)
.
Remarque 5.2.1.3. En utilisant la formule des traces de Grothendieck-
Lefschetz pour les deux syste`mes locaux dans le lemme ci-dessus sur (c, u),
on obtient : ∑
v+c/v=u
ζ(v) =
∑
ǫ2=c
ζ(u− 2ǫ).
Pour c = 1, on obtient la de´monstration d’une formule de [8, paragraphe
8, p.145 (entre les formules 127 et 128)]∑
v+1/v=u
ζ(v) = ζ(u− 2) + ζ(u+ 2),
a` l’aide de laquelle Jacquet obtient essentiellement le cas particulier du
lemme fondamental de Jacquet et Mao obtenu en prenant les traces de Fro-
benius dans la proposition 5.2.1.1.
De´monstration de la proposition 5.2.1.1. Soient t1 = t1[1]̟ + t1[2]̟
2 + . . .
et t2 = t2[−1]̟
−1+ t2[0]̟
0+ . . . . On note c = −t2[−1]/t1[1]. Soient X(c) =
Spec k[ǫ]/(ǫ2− c) munie du morphisme h : X(c)→ Ga de´fini par h(ǫ) = x et
Y (c) = Speck[v, v′]/(vv′−c) munie du morphisme h′ : Y (c)→ Ga de´fini par
h′(v, v′) = v+v
′
2 et du morphisme κ : Y (c)→ Gm de´fini par κ(v, v
′) = −vt1[1]
(la de´finition de κ vient de la formule de Kubota (cf. la proposition 3.1.5.2)).
D’apre`s les de´finitions des varie´te´s X̟(t) et Y̟(t) (voir les sections 2 et 4),
(X̟(t), hα) est donc isomorphe a` (X(c), h) et (Y̟(t), h
′
α, κ) est isomorphe
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a` (Y (c), h′, κ). En faisant varier c et d := t1[1], on obtient le diagramme
suivant :
X1
   ❇
❇❇
❇❇
❇❇
❇
Y1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
X0
  ❇
❇❇
❇❇
❇❇
❇
Z1

Z0
ou`
– X1 = {(c, d, u, ǫ, x) ∈ G
2
m × A
3|ǫ2 = c, x = u+ 2ǫ},
– Y1 = {(c, d, u, v) ∈ G
2
m × A
2|v2 − uv + c = 0},
– X0 = {(c, d, x) ∈ G
2
m × A},
– Z1 = {(c, d, u) ∈ G
2
m × A},
– Z0 = {(c, d) ∈ G
2
m}.
On a alors les isomorphismes canoniques suivants
J̟ ≃ R(Y1 → Z0)!Lζ(−dv)⊗ Lψ(
u
2
)
≃ Lζ(−d)⊗R(Z1 → Z0)!Lψ(
u
2
)⊗R(Y1 → Z1)!Lζ(v)
En utilisant le lemme 5.2.1.2, on obtient
R(Y1 → Z1)!Lζ(v) ≃ R(X1 → Z1)!Lψ(u+ 2ǫ).
Par conse´quent, on a :
J̟ ≃ Lζ(−d)⊗R(Z1 → Z0)!Lψ(
u
2
)⊗R(X1 → Z1)!Lψ(u+ 2ǫ)
≃ Lζ(−d)⊗R(X1 → Z0)!(Lψ(
u
2
)⊗ Lψ(u+ 2ǫ))
≃ Lζ(−d)⊗R(X1 → Z0)!(Lψ(−ǫ)⊗ Lψ(
x
2
)⊗ Lψ(x))
≃ Lζ(−d)⊗R(X0 → Z0)!(Lψ(
x
2
)⊗ Lψ(x))⊗R(X1 → X0)!Lψ(−ǫ)
≃ Lζ(−d)⊗R(X0 → Z0)!(Lψ(
x
2
)⊗ Lψ(x))⊗ I̟
On pose T̟ = Lζ(−d)⊗R(X0 → Z0)!(Lψ(
x
2 )⊗Lψ(x)) et T
′
̟ = T̟ ⊗Lζ(c).
On a donc J̟ ≃ T̟⊗I̟. Comme par ailleurs, on a isomorphisme canonique
I̟ ≃ I̟ ⊗ Lζ(c).
En utilisant la formule des traces de Grothendieck-Lefschetz, on obtient
bien :
Tr(Fr(c,d),T̟) =
∑
x∈k
ψ(x/2)ζ(−t1[1]x)
=
∑
x∈k
ψ(−t1[1]x/2)ζ(x)
= |t1|
−1/2
̟ γ̟(−t1,Ψ)
et
Tr(Fr(c,d),T
′
̟) = ζ(c)Tr(T̟)
= ζ(−t2[−1]/t1[1])|t1|
−1/2
̟ γ̟(−t1,Ψ)
= |t2|
1/2γ̟(t2,Ψ).
La proposition suivante rame`ne le cas simple des matrices t ∈ Tr(F̟)
telles que v(
∏r−1
i=1 ai) = 1 et v(ar) = 0 a` celui envisage´ dans la proposition
5.2.1.1.
Proposition 5.2.1.4. Soient t ∈ Tr(F̟) et i un nombre entier compris entre
1 et r − 1, tels que v(ai) = 1 et v(aj) = 0 pour j 6= i. Alors, pour tout α ∈
(k∗)r−1, on a un isomorphisme entre (X̟(t), hα) et (X̟(diag(
ai
ai−1
, ai+1ai )),
hαi+1) et un isomorphimse entre (Y̟(t), h
′
α, κ̟) et (Y̟(diag(
ai
ai−1
, ai+1ai )),
h′αi+1 , κ).
De´monstration. On adapte la de´monstration de [15, proposition 2.4.1] pour
le premier isomorphisme. Pour le deuxie`me isomorphisme, on adapte encore
cette de´monstration en utilisant la formule :
κ
(
g1
g2
)
= κ
(
g1
g2
)
= κ(g1)κ(g2).
5.3 Facteur de transfert
Proposition 5.3.1.1. Pour d = (d1, . . . , dr), la restriction a` Ud du complexe
I = RfXd,!h
∗
dLψ (resp. J = Rf
Y
d,!(h
′∗
dLψ⊗κ
∗
dLζ)) est un syste`me local de rang
2
∑r
i=1 di place´ en degre´ 0 (resp. place´ en degre´
∑r
i=1 di). De plus J|Ud =
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T ⊗ I|Ud, ou` T est un syste`me local de rang 1 place´ en degre´
∑r
i=1 di au-
dessus de Ud, ge´ome´triquement constant et provenant d’un caracte`re τ de
Galk/k tel que
τ(Frq) =
{
(−1)
∑r
i=1 diq
∑r
i=1 di/2ζ(−1)
∑s−1
i=0
d2i+1γ∞(̟,Ψ∞)
−
∑s−1
i=1
p(d2i−d2i+1) si r = 2s,
(−1)
∑r
i=1 diq
∑r
i=1 di/2ζ(−1)
∑s
i=1 d2iγ∞(̟,Ψ∞)
−
∑s
i=1 p(d2i−d2i−1) si r = 2s+ 1.
De´monstration. En utilisant la proposition 5.2.1.1, la proposition 5.2.1.4 et
la formule de produit, on obtient les assertions sur les syste`mes locaux I|Ud
et J|Ud . Pour le facteur de tranfert on envisage deux cas suivants :
1. Si r = 2s, on e´crit le facteur de transfert sous la forme :
T =
∏
v|a1
(q1/2γv(−a1,Ψv))×
×
s−1∏
i=1
∏
v|a2i
(q1/2γv(a2i+1/a2i,Ψv))
∏
v|a2i+1
(q1/2γv(−a2i+1/a2i,Ψv))
 .
2. Si r = 2s + 1 , on e´crit le facteur de transfert sous la forme :
T =
s∏
i=1
 ∏
v|a2i−1
(q1/2γv(a2i/a2i−1,Ψv))
∏
v|a2i
(q1/2γv(−a2i/a2i−1,Ψv))
 .
On se contente de donner le calcul pour le premier cas ou` r = 2s (pour le
cas ou` r = 2s + 1, on utilise le meˆme argument). En fait,∏
v|a1
(q1/2γv(−a1,Ψv)) =
∏
v|a1
(q1/2γv(a1,Ψv)γv(−1,Ψv)[−1, a1]v)
=
∏
v|a1
(q1/2γv(a1,Ψv)ζ(−1))
= qd1/2ζ(−1)d1
∏
v|a1
γv(a1,Ψv)
= qd1/2ζ(−1)d1γ∞(a1,Ψ∞)
−1.
On a aussi (comme γv(−a2i+1/a2i,Ψv) = ζ(−1)γv(a2i+1/a2i,Ψv), ou` la
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de´monstration est la meˆme que ci-dessus avec a1)∏
v|a2i
(q1/2γv(a2i+1/a2i,Ψv))
∏
v|a2i+1
(q1/2γv(−a2i+1/a2i,Ψv))
=
∏
v|a2i
(q1/2γv(a2i+1/a2i,Ψv))
∏
v|a2i+1
(q1/2γv(a2i+1/a2i,Ψv)ζ(−1)
= qd2i+d2i+1ζ(−1)d2i+1
∏
v|a2ia2i+1
γv(a2i+1/a2i,Ψv)
= qd2i+d2i+1ζ(−1)d2i+1γ∞(a2i+1/a2i,Ψ∞)
−1
Par ailleurs, les ai sont des polynoˆme unitaire, donc a2i+1/a2i = (̟
−1)d2i−d2i+1+
... (c’est a` dire v∞(a2i+1/a2i) = d2i− d2i+1). En utilisant les deux assertions
premie`res la proposition 5.1.1.2 on a alors
γ∞(a2i+1/a2i,Ψ∞) =
{
1 si d2i − d2i+1 est paire,
γ∞(̟,Ψ∞) si d2i − d2i+1 est impaire.
Par conse´quent, on obtient la formule de trace de T|Ud. D’apre`s le the´ore`me
de Chebotarev, on voit que T est ge´ome´triquement constant.
Le facteur de tranfert est ge´ome´triquement constant au-dessus de Ud et
se prologne alors de manie`re e´vidente T a` V ′d ×G
r−1
m .
En utilisant les the´ore`mes 2.3.1.1 et 4.3.1.6, on obtient l’e´nonce´ global
pour d = (1, 2 . . . , r), qui prolonge l’e´galite´ de la proposition 5.3.1.1 ci-dessus
au-dessus de V ′d ×G
r−1
m tout entier.
THE´ORE`ME B. Pour d = (1, 2 . . . , r), RfYd,!(h
∗
Y,dLψ ⊗ κ
∗
dLζ) = T ⊗
RfXd,!h
∗
X,dLψ. Les deux membres de cette e´galite´ sont, a` de´calage pre`s, des
faisceaux pervers isomorphes au prolongement interme´diaire de leur restric-
tion a` Ud ×G
r−1
m .
6 L’e´nonce´ local re´sulte de l’e´nonce´ global
Dans cette partie, on va montrer que le the´ore`me B entraine une version
ge´ome´trique du the´ore`me A.
THE´ORE`ME A′. Soit t′ = diag(t′1, . . . , t
′
s) ∈ Ts(F̟). On a alors J̟(t
′) ≃
T̟(t
′)⊗ I̟(t
′) ≃ T ′̟(t
′)⊗ I̟(t
′), ou` T̟(t
′) et T ′̟(t) sont des Qℓ-espaces
vectoriels de rang 1 place´s en degre´ v̟(
∏r−1
i=1 ai) tels que Tr(Fr,T̟(t
′)) =
t̟(t
′, α) et Tr(Fr,T ′̟(t
′)) = t′̟(t
′, α) avec t̟ et t
′
̟ sont analogues celles
du the´ore`me A (cf. la section d’introduction).
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D’apre`s [15, prop 3.5.1, p. 505], pour r assez grand, il existe t◦ = diag(a◦1,
a◦2/a
◦
1, . . . , a
◦
r/a
◦
r−1), avec (a
◦
1, . . . , a
◦
r) ∈ V(1,2,...,r)(k) tel que I̟(t
◦) ≃ I̟(t
′)
et J̟(t
◦) ≃ J̟(t
′). De plus, en utilisant la proposition 1.1.1.5 on a :
I(t◦) ≃ I̟(t
′)⊗
⊗
v 6=̟
v∈supp(t◦)
Iv(t
◦) et J (t◦) ≃ J̟(t
′)⊗
⊗
v 6=̟
v∈supp(t◦)
Jv(t
◦).
On a a◦i = a
′◦
i a
′′◦
i , ou` a
′◦
i est a` racines simples non nulles et ou` a
′′◦
i a toutes
ses racines nulles. Soient alors d′ = (deg(a′◦i ))i et d
′′ = (deg(a′′◦i ))i. On fait
varier (a′i)i et (a
′′
i )i en introduisant l’ouvert (Vd′ × Vd′′)
dist de Vd′ × Vd′′ au-
dessus duquel pgcd(
∏r
i=1 a
′
i,
∏r
i=1 a
′′
i ) = 1 et les a
′
i sont a` racines simples.
On a alors un morphisme e´tale µ : (V
d
′ × V
d
′′ )dist → Vd.
Du coˆte´ de l’inte´grale I, pour tout couple (t′, t′′) = (diag(a′1, . . . , a
′
r),
diag(a′1, . . . , a
′
r)) ou` ((a
′
1, . . . , a
′
r), (a
′′
1 , . . . , a
′′
r)) ∈ (Vd′ ×Vd′′)
dist, on introduit
les deux donne´es ge´ome´triques, (X1(t
′, t′′), h1,α) et (X2(t
′, t′′), h2,α), ou`
X1(t
′, t′′)(k) = {n ∈ Nr(F )/Nr(O[det(t
′′)−1])|tnt′t′′n ∈ glr(O[det(t
′′)−1])},
X2(t
′, t′′)(k) = {n ∈ Nr(F )/Nr(O[det(t
′)−1])|tnt′t′′n ∈ glr(O[det(t
′)−1])}
et les morphismes
h1,α(n) =
r∑
i=2
αi ∑
v.
∏r
i=1 a
′′
i
trkv/kresv(ni−1,id̟)
 ,
h2,α(n) =
r∑
i=2
αi ∑
v.
∏r
i=1 a
′
i
trkv/kresv(ni−1,id̟)
 .
Du coˆte´ de l’inte´grale J , pour tout couple (t′, t′′) = (diag(a′1, . . . , a
′
r),
diag(a′1, . . . , a
′
r)) ou` ((a
′
1, . . . , a
′
r), (a
′′
1 , . . . , a
′′
r)) ∈ (Vd′ ×Vd′′)
dist, on introduit
aussi les deux donne´es ge´ome´triques (Y1(t
′, t′′), h′1,α, κ1) et (Y2(t
′, t′′), h′2,α, κ2)
ou`
Y1(t
′, t′′)(k) = {(n, n′) ∈ (Nr(F )/Nr(O[det(t
′′)−1]))2|tnt′t′′n′ ∈ glr(O[det(t
′′)−1])},
Y2(t
′, t′′)(k) = {(n, n′) ∈ (Nr(F )/Nr(O[det(t
′)−1]))2|tnt′t′′n′ ∈ glr(O[det(t
′)−1])}
et les morphismes
h′1,α(n, n
′) =
1
2
r∑
i=2
αi ∑
v.
∏r
i=1 a
′′
i
trkv/kresv((ni−1,i + n
′
i−1,i)d̟)
 ,
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κ1 =
∏
v. a′r
∏r
i=1 a
′′
i
κv,
h′2,α(n, n
′) =
1
2
r∑
i=2
αi ∑
v.
∏r
i=1 a
′
i
trkv/kresv((ni−1,i + n
′
i−1,i)d̟)
 ,
κ2 =
∏
v. a′′r
∏r
i=1 a
′
i
κv
(le morphisme κ1 (resp. κ2) a une pre´sentation ge´ome´trique comme dans la
sous-section 3.2 ou` S = {v|v \ a′r
∏r
i=1 a
′′
i } (resp. ou` S = {v|v \ a
′′
r
∏r
i=1 a
′
i}).
Ces donne´es ge´ome´triques se mettent en familles (on va les nommer res-
pectivement (X1,d′ , f
X1
d′
, h1,d′), (X2,d′′ , f
X2
d′′
, h2,d′′), (Y1,d′ , f
Y1
d′
, h′
1,d′
, κ1,d′) et
(Y2,d′′ , f
Y2
d′′
, h′
2,d′′
, κ2,d′′)) quand d
′ et d′′ sont fixe´s. Plus pre´cise´ment on a les
lemmes suivants :
Lemme 6.1.1.1. 1. Pour tout d′, d′′ ∈ Nr le foncteur X1,d′ qui associe
a` toute k[(a′i,j)i,j, (a
′′
i,j)i,j ]-alge`bre (a
′
i,j (resp. a
′′
i,j) sont les coefficients
de a′i (resp. de a
′′
i ) - c’est a` dire a
′
i = ̟
d′i + a′i,d′i−1
̟d
′
i−1 + · · · + a′i,0)
l’ensemble
X1,d′(R) = {g ∈ Sr((O ⊗k R)[(
r∏
i=1
a′′i )
−1])|
det(gi) = a
′
ia
′′
i }/Nr((O ⊗k R)[(
r∏
i=1
a′′i )
−1]),
ou` gi est la sous-matrice de g faite des i-premie`res lignes et des i-
premie`res colonnes de g, est repre´sente´ par une varie´te´ affine de type
fini sur k, qu’on note aussi X1,d′ (resp. X2,d′′). Soient
fX1
d′
: X1,d′ ×G
r−1
m → (Vd′ × Vd′′)
dist ×Gr−1m
les morphismes de´finis par fX1
d′
(g, α) = ((a′j)1≤j≤r, (a
′′
j )1≤i≤r, α) ou`
a′ja
′′
j = det(gj).
2. Pour tout i avec 2 ≤ i ≤ r, l’application hi : Sr((O⊗kR)[(
∏r
j=1 a
′′
j )
−1])×
(R∗)r−1 → R de´finie par
h1,i = res
(a′i−1a′′i−1)−1
(gi,1, . . . , gi,i−1)(a′i−1a′′i−1)g−1i−1

0
...
0
αi


 ,
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ou` (a′ia
′′
i )g
−1
i est la matrice des cofacteurs de gi, lesquels sont dans
(O ⊗k R)[(
∏r
i=1 a
′′
i )
−1] et ou` res((a′i−1a
′′
i−1)
−1 b
(
∏r
j=1 a
′′
j )
s ) est le coeffi-
cient de ̟(d
′
i+d
′′
i )+s
∑r
j=1 d
′′
j−1 dans l’expression polynomiale en la va-
riable̟ du reste de la division euclidienne de b par a′i−1a
′′
i−1(
∏r
j=1 a
′′
j )
s
(cette division euclidienne a un sens puisque le coefficient dominant des
a′i et des a
′′
i sont e´gals a` 1), induit un morphisme h1,i : X1,d′ ×G
r−1
m →
Ga.
3. Soit h1,d′ =
∑r
i=2 h1,i. Alors pour tous (t
′, t′′) ∈ (Vd′×Vd′′)
dist(k) et α ∈
Gr−1m , le couple (X1(t
′, t′′), h1,α) est isomorphe a` la fibre (f
X1
d′
)−1(t′, t′′, α)
munie de la restriction de h1,d′ a` cette fibre.
Lemme 6.1.1.2. (cf. [15, proposition 3.3.1])
1. Pour tout d′, d′′ ∈ Nr le foncteur Y1,d′ qui associe a` toute k[(a
′
i)i, (a
′′
i )i]-
alge`bre R l’ensemble
Y1,d′(R) =
tNr((O ⊗k R)[(
r∏
i=1
a′′i )
−1]) \ {g ∈ glr((O ⊗k R)[(
r∏
i=1
a′′i )
−1])|
det(gi) = a
′
ia
′′
i , pgcd(
r−1∏
i=1
det(gi), det(gr)) = 1}/Nr((O ⊗k R)[(
r∏
i=1
a′′i )
−1]),
ou` gi est la sous-matrice de g faite des i-premie`res lignes et des i-
premie`res colonnes de g, est repre´sente´ par une varie´te´ affine de type
fini sur k qu’on note aussi Y1,d′ . Soit
fY1
d′
: Y1,d′ ×G
r−1
m → (Vd′ × Vd′′)
dist ×Gr−1m
le morphisme de´fini par fY1
d′
(g, α) = ((a′i)1≤i≤r, (a
′′
i )1≤i≤r, α) ou` a
′
ia
′′
i =
det(gi)
2. Pour tout i avec 2 ≤ i ≤ r, l’application h′1,i : glr((O⊗kR)[(
∏r
j=1 a
′′
j )
−1])×
(R∗)r−1 → R de´finie par
h′i =
1
2
res
a−1i−1
(gi,1, . . . , gi,i−1)ai−1g−1i−1

0
...
0
αi
+
+(0, . . . , 0, αi)ai−1g
−1
i−1

g1,i
...
gi−2,i
gi−1,i


 ,
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ou` (a′ia
′′
i )g
−1
i est la matrice des cofacteurs de gi, lesquels sont dans
(O ⊗k R)[(
∏r
i=1 a
′′
i )
−1] et ou` res((a′i−1a
′′
i−1)
−1 b
(
∏r
j=1 a
′′
j )
s ) est le coeffi-
cient de ̟(d
′
i+d
′′
i )+s
∑r
j=1 d
′′
j−1 dans l’expression polynomiale en la va-
riable̟ du reste de la division euclidienne de b par a′i−1a
′′
i−1(
∏r
j=1 a
′′
j )
s
(cette division euclidienne a un sens puisque le coefficient dominant des
a′i et des a
′′
i sont e´gals a` 1), induit un morphisme h
′
1,i : Y1,d′ ×G
r−1
m →
Ga.
3. Soit h′
1,d′
=
∑r
i=2 h
′
1,i. Il existe un morphisme naturel κ1,d′ : Y1,d′ →
Gm tel que pour tous (t
′, t′′) ∈ (Vd′×Vd′′)
dist(k) et α ∈ Gr−1m , le triplet
(Y1(t
′, t′′), h′1,α, κ1) est isomorphe a` la fibre (f
Y1
d′
)−1(t′, t′′, α) munie de
la restriction de h′
1,d′
et de κ1,d′ a` cette fibre.
Les donne´es ge´ome´triques de X2,d′′ et de Y2,d′′ sont de´finies par des pro-
positions analogues.
Ensuite, on de´finit des complexes I1 = Rf
X1
d′,!
h∗
1,d′
Lψ, I2 = Rf
X2
d′′,!
h∗
2,d′
Lψ
J1 = Rf
Y1
d′,!
(h′∗1,d′Lψ ⊗ κ
∗
1,d′
Lζ) et J2 = Rf
Y2
d′′,!
(h′∗2,d′′Lψ ⊗ κ
∗
2,d′′
Lζ) ve´rifiant
µ∗I = I1 ⊗
L I2 et µ
∗J = J1 ⊗
L J2.
Comme les a′i sont a` racines simples, en utilisant la proposition 5.2.1.1 et
la proposition 5.2.1.4, on obtient que I1 et J1 sont des produits de syste`mes
locaux, donc sont eux meˆmes des syste`mes locaux. De plus, en utilisant la
formule du produit des constantes de Weil (cf. la proposition 5.1.1.3), on
de´finit un syste`me local T1 telle que J1 = T1 ⊗ I1. Plus pre´cise´ ent, on a la
proposition suivante
Proposition 6.1.1.3. (cf. la proposition 5.2.1.1) T1 est un syste`me local de
rang 1 place´ en degre´
∑r
i=1 d
′
i au-dessus de (Vd′ ×Vd′′)
dist et provenant d’un
caracte`re τ de Galk/k tel que (−1)
∑r
i=1 d
′
iτ(Frq) est e´gal a`{
q
∑r
i=1 d
′
i/2ζ(−1)
∑s−1
i=0 d
′
2i+1γ∞(̟,Ψ∞)
−
∑s−1
i=1 p(d
′
2i−d
′
2i+1) si r = 2s,
q
∑r
i=1 d
′
i/2ζ(−1)
∑s
i=1 d
′
2iγ∞(̟,Ψ∞)
−
∑s
i=1 p(d
′
2i−d
′
2i−1) si r = 2s+ 1,
ou` p(x) =
{
1 si x est impair
0 si x est pair.
En utilisant le fait que la perversite´ et le prolongement interme´diaire
sont stables par changement de base e´tale et que le produit tensoriel d’un
complexe avec un syste`me local est pervers et prolongement interme´diaire de
sa restriction a` un ouvert si et seulement si ce complexe l’est de´ja`, on obtient
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que I2 et J2 sont pervers et prolongement interme´diaire de leur restriction
a` l’ouvert µ∗Ud.
Le syste`me local T s’e´crit lui aussi comme un produit T1 ⊗ T2 (T1 et T2
ne sont plus ge´ome´triquement constants, on de´finit en fait T2 = T ⊗ T
⊗−1
1 )
et a` l’aide des propositions 5.2.1.1 et 6.1.1.3, la formule du produit pour les
constantes de Weil permet de calculer Tr(Frt,T2) = Tr(Frt,T )/Tr(Frt,T1).
En spe´cialisant en t = t◦ on obtient alors le the´ore`me A′.
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