In this paper, a rigorous construction of the S 1 -equivariant Dirac operator (i.e., DiracRamond operator) on the space of (mean zero) loops in R d is given and its equivariant L 2 -index computed. Essential use is made of infinite tensor product representations of the canonical anticommutation relations algebra. r
Introduction
The (supersymmetric) path integral approach to the calculation of the index of a differential operator acting on sections of a vector bundle over a finite-dimensional manifold developed by theoretical physicists (see, e.g., [36] ) led to the by now wellknown probabilistic proof of the Atiyah-Singer index theorem for Dirac-type operators (see [6, 19] ). Similar considerations for a hypothetical Dirac operator on loop spaces indicate that their (equivariant) indices should be modular forms (cf., e.g. [4, 7, 13, [34] [35] [36] ). Though much progress has been made in applying the Wiener measure approach (also employed in the above context) to this situation (see, e.g., [20] ), for the time being the existence of the corresponding characteristic classes, namely the elliptic genus, seems to be established only by topological methods (cf. [16, 21, 22] ) but apparently no construction yielding these genera as indices of differential operators is known (though for certain homogeneous spaces a representation-theoretic substitute is given in [17] ).
A solution of this outstanding problem in full generality would have a considerable impact in differential geometry (see, e.g., [29] ). In the present article, we construct-in the flat case, i.e., for loops in R d -a rotation equivariant Dirac operator and prove that its equivariant index is given by Euler's partitio numerorum function, closely related to Dedekind's Z-function. Our approach basically consists in realizing the Clifford (or CAR) algebra on the space of spinors associated to a separable Hilbert space as infinite tensor product representations, acting on ''incomplete direct product spaces'' (in the von Neumann sense [32] ). By repeated use of Nelson's analytic vector theorem, we construct the operator in question (acting on L 2 -spinors on the loop space of R d ), giving a rigorous meaning to the socalled Dirac-Ramond operator of string theory (see [2, 14, 26, 33] ). Though our approach is not probabilistic, we observe that the relevant measure might not be the Wiener measure, but the ''string measure,'' closely related to the H 1 2 ;2 -metrics on functions on the circle and already discussed, e.g., in [8] .
Our approach should be also compared to that in [31] , where a Dirac operator on ''infinitesimal loops'' (i.e., on the normal bundle of M as the submanifold of constant loops in LM; the loop space of M) is constructed and its index computed, in view of proving a rigidity conjecture of Witten-his construction being notably different from ours-and to [9] , where a general formalism for second quantization of models with bosons and fermions is developed. Indeed, our Dirac-Ramond operator can be interpreted as the second quantization of a suitable operator on the appropriate one-particle space (boson-fermion exchanging supersymmetry). Also, there exist connections with the general framework developed by Arai (see [3] and references therein).
The present article is organized as follows. After a heuristic discussion illustrating the physicists' approach, meant to lend motivation to the subsequent developments (Section 1) we gather, in Section 2 (which is further divided into several subsections), some miscellaneous technical tools which will be needed in the sequel, in order to ease readability. The core of the paper is Section 3, where an analysis of what we call partial Dirac operators is given, proving their selfadjointness (on an appropriate domain) via Nelson's analytic vector theorem. A similar technique is then employed for the ''full'' Dirac-Ramond operator. Subsequently, in Section 4, we define and compute the equivariant index (in the L 2 -sense) of the above operator, which turns out to be given by Euler's partitio numerorum generating function. In the final section we remark on the interpretation of the Dirac-Ramond operator as the second quantization of a one-particle space operator.
The Dirac-Ramond operator: a heuristic approach
The quantum mechanical Dirac operator can be interpreted as a supersymmetric version of a quantized Noether conserved current, induced by the basic supersymmetry transformation which exchanges boson and fermions (see, e.g., [1] ). The vanishing of the index of the Dirac operator detects ''spontaneous supersymmetry breaking'' (absence of a SUSY-invariant vacuum), i.e., the impossibility of implementing supersymmetry at the quantum level (see, e.g., [33] for the physical background). Generalization to quantum field theory requires consideration of a rotation equivariant version of the theory, involving an ''equivariant Dirac operator'' (or Dirac-Ramond operator) acting on the ''sections of the spinor bundle on LM;'' the loop space of M; which first needs fulfillment of a topological condition on M (referred to as the existence of a ''string structure''). We shall not delve any further into this specific problem since it is absent in the flat case.
Recall the physicists' formula for the Dirac-Ramond operator (see, e.g., [2, 14, 34] ).
Here, the c's are the Clifford variables, and the formal expression for the differential operator is induced from the Levi-Civita connection on the (compact) Riemannian spin manifold ðM; gÞ in question. The extra term accounts for the (Clifford) infinitesimal action of the rotation group. In the non-compact case of R d ; replacing the ''continuous sum'' over sA½0; 2p=BDS 1 by a summation over real Fourier modes (and omitting the ''zero-modes''), i.e., developing
where D 0 is the ''plain Dirac operator'' and cðKÞ denotes Clifford multiplication by the vector field K on the loop space, induced from rotating the parameter of the loops. We are thus led to an infinite-dimensional version of a ''equivariant Dirac operator.'' Suppressing the index m; we can rewrite this as follows:
Furthermore, we can interpret the summands as
where theã's andã n 's (fermion annihilation and creation operators, respectively) are obtained from Clifford algebra variables in the standard manner and the ensuing differential operators D 7 n called (left or right) ''movers,'' see e.g. [31] , properly encoding the rotation action, fulfill boson (canonical commutation relations or CCR) type commutation relations for annihilation and creation operators, respectively; the boson-fermion exchange action of D K is then manifest (cf. Section 5 for the last-mentioned aspects of the Dirac-Ramond operator).
Of course, the above remarks are sketchy and completely formal. We are going to depict a rigorous and detailed portrait de novo in the following sections.
Algebraic and analytic preliminaries
For the sake of brevity, we refer to the term ''self-adjoint'' sometimes simply by ''s.a.'' in the sequel.
Incomplete direct products
Let us very briefly recall von Neumann's original approach to incomplete direct products, in the case of a countable family of complex Hilbert spaces fðH n ; /; S n Þ j nX1g (see [32] , cf. also [10] 
and fix F ¼ ðj 1 ; j 2 ; yÞA Q nX1 H n ; a sequence of unit vectors. One can then associate to each C ¼ ðc 1 ; c 2 ; yÞ; c n AH n ; such that c n ¼ j n for all but a finite set of n's, a ''multilinear functional,'' i.e., an element of M; m C via the position
The algebraic linear span of the set of these m C 's in the vector space M will be denoted by # ðFÞ H n ¼ # ðFÞ nX1 H n : The space # ðFÞ H n is naturally a pre-Hilbert space upon introducing the inner product /; S of two sequences C 0 and C 00 (such that their entries are equal to j n for all but a finite number of n's) as follows:
and extending sesquilinearly (we assume linearity in the second variable for inner products throughout this article). Subsequent completion yields the ''incomplete direct product'' Hilbert space
Clearly, jjFjj ¼ 1: (The incomplete direct product can also be defined in terms of inductive limits, see [11] 
with j n ¼ x n #o n : (We will in the sequel tacitly assume that all tensor products of Hilbert spaces are completed, without explicitly adding the symbol ''# :'') We would like to point out the following relationship between infinite direct products and product probability measures. Let us consider a countable family of probability spaces ðO n ; F n ; P n Þ; n ¼ 1; 2; y; O n being a measure space, with salgebra F n ; and probability measure P n : Let O ¼ Q nX1 O n with s-algebra F generated by the cylindric sets on O and the usual countable infinite product measure P: Choosing for all n in N n ; the function j n 1 in L 2 ðO n ; F n ; P n Þ; one can prove the following Proposition 2.1. There exists a natural Hilbert space isomorphism
In this situation, the following theorem due to Streit and Kraus-Polley-Reents (cf. [15, 30] ) is of central importance.
Theorem 2.2. (SKPR).
Let H :¼ # F H n and let U n ðtÞ; n ¼ 1; 2; y be a family of strongly continuous one-parameter unitary groups on H n ; with self-adjoint infinitesimal generators A n (i.e., U n ðtÞ ¼ expðitA n Þ). Then UðtÞ ¼ # nX1 U n ðtÞ exists as a strongly continuous one-parameter group on H if and only if there exists a vector C ¼ ðc 1 ; c 2 ; yÞAH such that c n ADðA n Þ; the domain of A n ; and (i) P nX1 j/c n ; A n c n SjoN; and (ii) P nX1 jjA n c n jj 2 oN:
In particular, ðiÞ and ðiiÞ are automatically satisfied if the reference vector F is such that j n AKer A n for each n; and one takes C ¼ F:
We also point out the following crucial lemma: Proof. Ad (i). This is a standard result, easily deduced, e.g., from Theorem X.25 in [24] , Vol. II.
Ad (ii). Upon resorting to unitary one-parameter groups (via the Stone and SKPR theorems), the first assertion follows since T is a strong resolvent limit of obvious positive operators.
The assertion involving kernels is clear for finite tensor products (cf., e.g., [24] , Vol. I), since a finite sum of essentially s.a. operators
domain of essential self-adjointness for A k ; and its spectrum is given by the formula
We shall check that it is true in the incomplete tensor product case by reducing to the above case.
First observe that, in general, for a s.a. operator A; j is in Ker A if and only if j is a fixed point for the corresponding unitary group UðtÞ: one direction is clear from the very proof of Stone's theorem, the other follows immediately from observing that an element in the kernel is an analytic vector for A so the power series representation is valid for UðtÞj (see, e.g., [24] , Vol. II), yielding the fixed point property.
The inclusion
Ker T n is obvious. For the reverse inclusion, let CAKer T; i.e., let C be a fixed point of UðtÞ: Thus, we may expand
with # c ðNÞ Að# Applying UðtÞ (and recalling its very definition, and taking into account that commutation with the series is allowed in view of strong continuity, and preservation of orthogonality), we get Note that in the above proof we tacitly switched from the infinite sequence notation to an infinite tensor product notation, since it proved to be more vivid. This will be done in the sequel as well.
The rotation action on L 0 R
For convenience we set throughout the main text d ¼ 1: At the end we will go back to the general case.
Let LR :¼ C N ðS 1 ; RÞ denote the space of smooth loops on R; with S 1 D½0; 2p=B (in the obvious sense) and let L 0 R denote the space of loops with mean zero, i.e., those loops whose constant term in their Fourier expansion vanishes. We fix the following natural orthonormal basis of H :¼ L 2 0 ðS 1 ; RÞ; the space of squareintegrable real-valued functions of mean zero on the circle:
Using the associated real Fourier decomposition of square integrable (or smooth) loops with values in R;
x n f n ðtÞ þ y n g n ðtÞ;
we get the following orthogonal decomposition (with respect to the natural L 2 -product), together with the natural inclusions:
where
The summand R represents the constant loops (i.e., points in R). In the sequel it will be discarded since we are interested in finding an equivariant index, and the rotation action (see below) will be trivial thereon.
We proceed to recall the explicit description of the action of S 1 on L 0 R: Let y; tA½0; 2p=B and let q ¼ e iy be in RotðS 1 Þ; the rotation group. The action W q on loops is defined (for gAL 0 R) by
The above action dualizes as follows to an action on MapðL 0 R; EÞ; the space of functions on (mean zero) loops with values in a vector space E: For F in MapðL 0 R; EÞ and q in
Let us underline that for nX1; x n and y n ; as well as z n :¼ x n þ iy n ; should be considered as functions on L 0 R; H; and H n : We then have Proposition 2.4. (i) The S 1 -action reads explicitly, on the function z n :
(ii) The (Killing) vector field K n on H n ; defined for p a point of H n and F a germ of smooth function near p by
Proof. Straightforward, by a few trigonometric manipulations, starting from
The string measure on L 0 R
In this section, we make contact with the string measure approach developed in [8] .
Þ; where l 2 ðnÞ denotes the two-dimensional Lebesgue measure l 2 on the two-dimensional real vector space H n : Consider, in B n ; the function (of norm one)
The position
on O n ¼ H n yields a rotationally invariant probability measure such that multiplying an
! is the ''string measure'' [8] , related to the H 1 2 ;2 metric on loops (see, e.g., [23] or [28] ).
CAR algebra and spinors in infinite dimensions
We briefly review, in the specific case we deal with, the infinite tensor product realization of the Fock representation of the CAR (and Clifford) algebras, in order to fix notations. We refer to [10] , cf. also [27] and references therein, for more details.
Given a complex, separable Hilbert space ðK; /; SÞ; called the ''one particle space'' (whose scalar product we assume again to be linear in the second argument) the canonical anticommutation relations (CAR) algebra AðKÞ is the universal unital C n -algebra generated by ''annihilation operators'' að f Þ (depending linearly on f in K) and their adjoints að f Þ n ; ''creation operators'' (depending antilinearly on f in K) fulfilling the following relations (CAR):
for all elements f and g of K; and 1 being the identity element of AðKÞ (slightly differing conventions are often used in the literature). The unitary group UðKÞ; i.e., the natural symmetry group of K; acts on AðKÞ through C n -automorphisms a U defined by a U ðað f ÞÞ :¼ aðUf Þ for UAUðKÞ and f AK:
Similarly, let ðH; g ¼ ð; Þ H Þ be a real Hilbert space and H C ¼ H# R C its complexification, endowed with the C-linear extension B ¼ g C of the metric and the canonical hermitian structure /u; vS ¼ Bð % u; vÞ; where h#l ¼ h# % l denotes the canonical conjugation of H C : The Clifford algebra CðH; gÞ is the real (universal) Banach algebra with unit 1 generated by operators gðuÞ; uAH fulfilling the anticommutation relation (u; vAH) ½gðuÞ; gðvÞ þ ¼ À2gðu; vÞ Á 1 ¼ À2ðu; vÞ H Á 1:
The complex Clifford algebra CðH C ; BÞ is then by definition
It turns out to be a unital C n -algebra isomorphic to AðW Þ; where W is any Bisotropic subspace of
We give explicit formulae tailored to our purposes immediately below. Let
be the usual explicit realization of the space of complex spinors associated to R 2 with the standard Euclidean metric. Taking
we consider the following representation c n of the (real) Clifford algebra CðH n ÞDCðR 2 Þ:
Indeed, one easily checks
We pass, as mentioned above, to the complex Clifford algebra
CðH n Þ# R CDCðR 2 Þ# R CDAðCÞ;
i.e., ''the one-particle space'' W n is isomorphic to C and it is generated inside F n by
(Slightly abusively we will identify in the sequel W n CH n #C with ððe À n ÞÞ C CF n since F n is-non-canonically-isomorphic to L n W n :) This is an explicit realization of the Fock representation, with vacuum vector
We also have a n ¼ a n ðe
(keeping the suffixes n of the operators for the sake of clarity). The relationship between Clifford and CAR operators reads
We recall also the parity operator
! acting on F n ; the nth copy of C 2 ; being intrinsically defined by the requirements:
Let us consider the Fock representation of CðHÞ#C over the Majorana-Fock space
(where e þ denotes of course the sequence ðe þ 1 ; e þ 2 ; yÞ) defined via the position:
and similarly for g n : It is easily checked that the Clifford relations (or equivalently the CAR) are fulfilled, i.e., ½ * cð f Þ; * cðgÞ þ ¼ À2ð f ; gÞ H for all f ; gAH (the parity operators are designed precisely to achieve this, see, e.g., [10] ). The fixed point subalgebra (under parity) is called the ''even CAR algebra.'' Infinite tensor product realization of quasifree state representations play a major role in von Neumann algebra theory and quantum field theoretic problems. In the preceding treatment, we sacrificed full generality for the sake of definiteness and simplicity. We remark, in passing, that in general the full parity operator (''Fermion number operator'') V F on F (unitarily implementing-in the Fock representation-the parity automorphism a ÀI stemming from the one particle unitary ÀI) can be explicitly represented by
ð1 À 2aðh n Þ n aðh n ÞÞ;
where fh 1 ; h 2 ; yg is any orthonormal basis in the fermionic one-particle space.
The precise meaning to be ascribed to the above expression is the following: on considering the natural sequence of truncated products, it is easily verified that it gives rise, in the limit, to a bounded sesquilinear form, which, by Riesz's theorem, yields the desired operator, enjoying the same properties as the above V n :
Remark. The appearance of the grading operators V k in the formula for * cð f n Þ (as well as in the definition ofD n below in Section 3.2) can of course conceptually be understood in terms of graded tensor products. Without considering the topological aspects we would like to sketch the basic algebra involved. where jA 00 j; jB 0 j; etc. denotes the degree in Z 2 of a homogeneous element. This ''Z 2 -graded tensor product'' is denoted by A 0 # #A 00 ; and one has the fundamental fact that the Clifford algebra of an orthogonal sum of two vector spaces is naturally isomorphic to the Z 2 -graded product of the respective Clifford algebras (see, e.g., [18] ). Mutatis mutandis the same holds true for CAR-algebras.
Since these algebras are often represented on Z 2 -graded vector spaces, it is useful to have a formula for the action R of 
i.e., the ''natural implementation of c n ð f n Þ on F 0 #F 00 ¼ F 1 #?#F n #F 00 in the Z 2 -graded sense.''
Recalling from Section 2.3 that B n ¼ L 
Remark. The space B is canonically isomorphic to the space L 2 ðO; F; PÞ; with P the string measure considered in Section 2.3.
We notice the following: Proposition 2.6. (i) The full parity operator V is given by
(ii) The reference vector e#e þ is even. Upon taking rational coefficients, Q L ½½q ¼ Q L ½½q# Z Q ¼ ðQ½½qÞ½q À1 becomes a field, which can be identified with the fraction field QðqÞ ¼ f f =g j f ; gAQ½qg; i.e., with quotients of power series in the variable q with rational coefficients. Of course, the positive energy condition is crucial here. The following lemma is easy but useful.
Lemma 2.7. The rings Z L ½½q and R þ are naturally isomorphic, so R þ ; after taking rational coefficients, is a field as well.
Proof. The isomorphism is, of course, induced by the map X kXk 0
(here ''sgn'' denote the sign of an integer, being equal to, e.g., 0 for 0). &
Construction of the Dirac-Ramond operator

Partial Dirac operators and their properties
We begin with the following Proposition 3.1. The partial Dirac-Ramond operator, acting a priori on C N ðH n ; C 2 ÞDC N ðR 2 ; C 2 Þ and denoted by D n ; is defined by
n ¼ c n ð f n Þ@ x n þ c n ðg n Þ@ y n denote the plain Dirac operator on C N ðH n ; C 2 Þ and cðK n Þ ¼ cðnðy n @ x n À x n @ y n ÞÞ ¼ nðc n ð f n Þy n À c n ðg n Þx n Þ is the Clifford action of the Killing vector field K n on H n DR 2 and it reads, explicitly
Proof. This is just a routine calculation, after recalling that 2@ % z n ¼ @ x n þ i@ y n and 2@ z n ¼ @ x n À i@ y n : & Observe that D n is easily seen to be symmetric with respect to the L 2 -scalar product on its initial domain DðD n Þ :¼ SðR 2 ; C 2 Þ; the Schwartz space of rapidly decreasing smooth functions on R 2 with values in C 2 : (For convenience, we will identify in this section H n with R 2 ; carrying coordinates denoted by x n and y n ; or in complex notation by z n ¼ x n þ iy n :)
Remark. Let us point out that, on SðR 2 ; CÞ; the operators D n fulfill (up to a constant) the canonical commutation relations (CCR) for annihilation ðþÞ and creation ðÀÞ operators:
Moreover, the above formula for D n can be cast in the form
4). The operators D 7
n can be interpreted as ''left-moving bosonic annihilation and creation operators.'' Upon exchanging the variables z and % z; we get ''right-moving'' analogues % D 7 n : More precisely, the nth-mode right mover boson creation operator is given as follows:
Analogously, one defines % D þ n : Furthermore, the a n 's and their adjoints yield their fermionic right-moving counterparts (cf. [31] ).
We now proceed to show explicitly that D n has a unique self-adjoint extension to L 2 ðR 2 ; C 2 Þ: It is no surprise that our computation partially resembles the one given in the second volume of [24] concerning self-adjointness of position and momentum operators in the Schro¨dinger representation of quantum mechanics.
Set, for fixed nX1:
where m; lAN; aAfþ; Àg; and fe þ n ; e À n g is the canonical basis for C 2 already considered in Section 2.4. Furthermore, recall from Section 2.3 that
Obviously, for all m; n and a; H 
and also
Likewise, using obvious notations, we get from
and, similarly
The crucial estimate is the following: Proof. Let tAR such that jtjol À1 : We wish to estimate
whereas, for a ¼ À; equals
So it is enough to treat the first case. An application of Proposition 3.2 yields Now, from lim k-þN ½ðr þ s þ kÞ! Proof. The set D fin ¼ ffinite linear combinations of H r;s a g is D n -invariant and provides a total set of analytic vectors for the operator in question, so the result follows from Nelson's analytic vector theorem (see, e.g., [24] , Vol. II). & In the sequel, we shall denote the unique self-adjoint extension of the above operator, with its appropriate domain, either by ðD n ; DðD n ÞÞ or simply byD n ; or again by D n ; if no confusion can arise. We determine the kernel ofD n ; for future use. We begin by pointing out the following: Proposition 3.8. The kernel ofD n (n fixed) is given by
In particular,
Proof. Let us drop the suffix ''n'' and let ðD; DðDÞÞ denote the s.a. extension of ðD; DÞ during this proof. A vector
in DðDÞ belongs to KerD if and only if
This is, in turn, equivalent to
But, since C N c ðR 2 ; C 2 Þ; the space of C 2 -valued smooth functions with compact support is dense in SðR 2 ; C 2 Þ; one finds
i.e., one has first to look for distributional solutions to Df ¼ 0 which are squareintegrable. Setting
the (distributional) identity Df ¼ 0 is equivalent to with respect to the scalar product in L 2 ðR 2 ; CÞ: Now,
i.e., the LHS includes the RHS. Consider now gAðD þ n ; DðD þ n ÞÞ n CðD þ n ; SðR 2 ; CÞÞ n : For all f ASðR 2 ; CÞ; the map
is continuous (with respect to the pre-hilbertian structure given by the L 2 -scalar product on SðR 2 ; CÞ), this being the same as the continuity of
But, by self-adjointness ofD n ; the map
is continuous as well and restricts to the former, whence 0 g ! AðD n ; SðR 2 ; CÞ"SðR 2 ; CÞÞ n ¼ ðD n ; DðD n ÞÞ n ¼ ðD n ; DðD n ÞÞ; since, for any essentially self-adjoint operator T; one has % T ¼ T nn ¼ T n : This entails gADðD À n Þ: Thus, for each f ASðR 2 ; CÞ;
showing that the LHS is included in the RHS and thus completing the proof of (ii). & Proof. The first assertion follows since the operators involved are each other's adjoints. The second follows from the fact that, for any densely defined, closed operator T; one has Ker T ¼ ðIm T n Þ > -DðTÞ (see, e.g., [25] 
which cannot hold unless j ¼ 0; since the operator in the last right-hand side is nonpositive.
(3) Clearly, the above representation of the CCR is highly reducible: taking von Neumann's uniqueness theorem (see, e.g., [24] ) into due account, its multiplicity is actually infinite, being governed by Ker D þ n : The latter can be realized as ððfð % D À n Þ k e n j kX0gÞÞ using the ''right movers'' CCR algebra (commuting with the left movers one), see the remark after the proof of Proposition 3.1 and below in Section 5.
The Dirac-Ramond operator
In this section, we are going to construct the Dirac-Ramond operator. Let H 0 denote the linear span of the vectors xAH of the form ð * * Þ x 1 #?#x N #j Nþ1 #? with x j ¼ H r j ;s j a j (r j ; s j AN; a j Afþ; Àg) for j ¼ 1; 2; y; N: Note that again, we are employing an infinite tensor product notation. Obviously, H 0 is a dense subspace of H: Let us define, for nX1
(Compare with the discussion in Section 2.4 for the insertion of V 1 ; y; V nÀ1 before D n : In the preceding formula, V k stands in fact for Id B k #V F k ; where V F k is the grading operator of F k ; formerly denoted by
(where theã's are obtained from the * c's in the standard manner). Set
This operator is initially defined on H 0 and symmetric thereon. We are going to show that, indeed, it is essentially s.a., whence it admits a unique s.a. extension, denoted in the same way. We again resort to Nelson's theorem. First, setting
we notice the following Lichnerowicz-type formula, which is straightforward to prove Proposition 3.11. On H 0 ; one has
Proposition 3.12. The vectors of the form ð * * Þ above are analytic for D K :
Proof. First, we consider a t40 and a x as in ð * * Þ;
The vector Z :¼ D K x is again in H 0 ; i.e., it is a finite linear combination of vectors as in ð * * Þ: Thus, the preceding equality shows that, in order to prove analyticity of the vector x; we may restrict our attention to the first summand. For the sequel we set D 2 K ¼ D; and remove suffixes from the partial operators. We deal with the case N ¼ 2; the general case following by induction or by a direct (slightly more involved computation). So, consider the series
which, by virtue of the (crucial!) fact D 2 n j n ¼ 0; n ¼ 1; 2y; also reads as
(with C j independent of h), and letting l ¼ maxðl 1 ; l 2 Þ; and C ¼ C 1 C 2 ; we bound as follows: 
K is self-adjoint as well.
Remark.
(1) Recall that the (more general) normal bundle operators considered in [31] are always defined only on smooth sections. Also, we have discarded the manifold part since in the flat case it does not contribute to the equivariant index.
(2) The self-adjointness of D (an immediate consequence of spectral calculus), can be directly ascertained either by the analytic vector calculation above, or by using the Streit-Kraus-Polley-Reents theorem, recalled in Section 2.1. We finally note that, in view of positivity, D certainly admits, a priori, a self-adjoint extension, namely the Friedrichs' one (see again, e.g., [24] ).
(3) Although it is not needed in this work, we record the explicit formula for D 2 n (yielding, in turn, a formula for D 2 K ):
where D n is the two-dimensional Laplacian on the space H n DR 2 with coordinates x n and y n ; I is the 2 Â 2 identity matrix, and K n and V n are the generators of the rotation group and the parity operator, respectively (cf. Sections 2.2 and 2.4). The first summand is of course a two-dimensional quantum harmonic oscillator Hamiltonian. Similar formulae appear in Witten's approach to the AtiyahHirzebruch theorem (see [36] ).
The S
1 -equivariant L 2 -index of the Dirac-Ramond operator
In this section, we are going to define and compute the rotation equivariant ðL 2 Þ-index of the Dirac-Ramond operator constructed in the previous section. For the general background concerning equivariant index theorems on finite-dimensional manifolds, we refer to, e.g., [5] . Nevertheless, our approach is essentially selfcontained.
Kernels and indices of partial Dirac operators
where R n denotes the
Proof. First of all, note that we are justified in using the kernels of D 7 n in the definition of the equivariant index since they are bona fide each other's adjoints by Corollary 3.10. Furthermore, recall that Ker D À n ¼ f0g; so the ''virtual'' term vanishes, and
2 ; CÞ j hAOðCÞg; namely, it is a Bargmann space; this allows us to compute, for fixed n; the dimensions of the isotypical factors ðE n Þ ðkÞ ; i.e., m k :¼ dimðE n Þ ðkÞ ; quite easily, in view of the explicit realization of the S 1 -action discussed in Section 2.2 (it is enough to specify the latter on monomials z m n :¼ ðz n Þ m in E n ):
and recalling that
it is easy to check that
( whence the conclusion. &
The Kernel and index of the Dirac-Ramond operator
Let pðkÞ denote Euler's partitio numerorum, namely, the number of partitions of a whole number k into a sum of positive integers up to order (see, e.g., [12] , p. 273). We are in a position to state and prove the following theorem, which is the goal of the present paper: Theorem 4.2. With the above notations:
Ker D n :
(ii) Moreover, Ker D K AR þ and Assertion (ii) and the first equality in (iii) are proved by resorting to the previous isotypical factor computation, Proposition 4.1, and determination of the coefficients of powers of q: (Note that # F Ker D n is a positive energy representation, having, notably, finite multiplicities pertaining to a given irreducible S 1 -representation; this being of course not true for an arbitrary countable incomplete direct product of positive energy representations.) The second equality in (iii) is just Euler's formula. The last assertion (iv) is an immediate consequence of multiplicativity properties, in view of
This concludes the proof. &
Remarks on supersymmetric second quantization
In this final section, we wish to interpret the Dirac-Ramond operator in the general formalism for the second quantization of models with bosons and fermions set up in [9] . Actually, our picture is slightly more complicated than the one developed there, since it involves a (highly) reducible representation of the CCR algebra. Our rigorous but informal discussion can be resumed as follows: after identifying the (Z 2 -graded) one-particle space, we show that the Dirac-Ramond operator stabilizes it but exchanges bosons and fermions, i.e., ''the Dirac-Ramond operator is the second quantization of a supersymmetry transformation.''
The one-particle space of the theory is the direct (orthogonal) sum of a boson (say U) and a fermion one-particle space ðW Þ: Each type, in turn, should be given as an orthogonal direct sum over nth-mode one-particle spaces. We shall then realize U and W inside H ¼ B#F :
The bosonic part U is dealt with as follows. We first recall the formula for the nthmode right mover boson creation operator, given in Section 3:
The multiplicity of the representation of the CCR defined by D 7 n is given by Ker D þ n ; which is then interpreted as the (nth-mode) ''pure'' boson vacuum space. The nthmode boson one-particle space U n is then
Hence,
Observe that by a direct calculation it is easily checked that % D À n stabilizes Ker D þ n and that we also have
The fermionic part is identified as
(consistently with Section 2.4). The full Z 2 -graded one-particle space is of course U"W : Also, observe that the space B n can be described as
Þ k e n j h; kX0gÞÞ
(using both CCR algebras of left-and right-moving bosons). Next, we show that the Dirac-Ramond operator leaves the one-particle space invariant. The images of the nth-mode one-particle states are realized in the infinite tensor product description in the following way. A typical nth-mode one-particle boson state D The boson-fermion exchange action of the Dirac-Ramond operator is then manifest.
