Abstract | In this paper we present new results relative to the \expectation-maximization/maximization of the posterior marginals" (EM/MPM) algorithm for simultaneous parameter estimation and segmentation of textured images. The goal of the EM/MPM algorithm is to minimize the expected value of the number of misclassi ed pixels. We present new theoretical results in this paper which show that the algorithm can be expected to achieve this goal, to the extent that the EM estimates of the model parameters are close to the true values of the model parameters. We also present new experimental results demonstrating the performance of the algorithm.
INTRODUCTION
This paper addresses the problem of segmenting a textured image. Each pixel in the image must be assigned to one of a nite number of classes depending on statistical properties of the pixel and its neighbors. The image containing the individual pixel classi cations will be referred to as the label eld; the elements of the label eld will be referred to as the class labels. The label eld is unknown and must be estimated from the observed image.
The algorithm presented in this paper uses a statistical approach to segment textured images. The criterion used for the segmentation is the minimization of the expected value of the number of misclassi ed pixels. The estimate which optimizes this criterion is known as the \maximizer of the posterior marginals" (MPM) estimate.
It is computationally infeasible to compute the MPM estimate exactly. A stochastic algorithm for approximating the MPM estimate of the label eld was proposed in 1]. However, this algorithm assumes that the values of all parameters for the observed image and label eld models are known a priori. If some of these model parameters are unknown, the algorithm in 1] cannot be used.
The EM/MPM algorithm, a stochastic algorithm which combines the expectation-maximization (EM) algorithm for parameter estimation with the MPM algorithm for segmentation, was proposed to address this problem 2, 3] . This algorithm was extended to use a multiresolution approach in 4]. The algorithm in 2] was also examined in 5], along with a deterministic scheme that also approximates the MPM estimate of the label eld and the EM estimates of model parameters 1 . The goal of the EM/MPM algorithm is to minimize the expected value of the number of misclassi ed pixels. As, shown in 1], this is equivalent to maximizing the marginal probabilities of the class labels. Since these probabilities are unknown, the maximization is performed on estimates of the probabilities. It is important to consider how close these estimates of the class label probabilities are to the true values. In this paper we present new theoretical results which address this issue. We show two important results. First, we show that the estimates of the marginal probabilities of the class labels obtained during a given stage of the EM/MPM procedure converge with probability 1 to the true values of the class label probabilities, given the estimates of the model parameters obtained during the previous stage. Second, we show that the parameter estimates resulting from the EM/MPM procedure can be made arbitrarily close to the EM estimates of the parameters with probability 1, if a su cient number of iterations is performed.
These two results are signi cant because they imply that the algorithm will eventually converge to the segmentation which minimizes the expected number of misclassi ed pixels, as long as the EM estimates of the model parameters are close to the true values of the model parameters.
In addition to the theoretical analysis, we present experimental results comparing the performance of the EM/MPM algorithm to the deterministic EM/MPM algorithm.
In Section 2 the models used for the label eld and the observed image are described. In Section 3 we describe the MPM segmentation algorithm for the case in which the values of all model parameters are known. The EM/MPM algorithm is described in Section 4. Section 5 describes the new theoretical results, and Section 6 contains experimental results.
IMAGE MODELS
In this paper the label eld will be denoted by X and the observed image will be denoted by Y. The element in X at spatial location s 2 S, where S is the rectangular pixel lattice on which X and Y are de- A four-nearest-neighbor Markov Random Field (MRF) model is used for the label eld X 6]. The spatial interaction parameter for the MRF model is denoted as . We assume that is known a priori. For every pixel s 2 S, the set of values which the random variable X s can take is f1; 2; : : :; Lg, where L is the number of di erent classes, or textures, in the image. It will be assumed that L is known.
For the model for Y, we will assume that the random variables Y 1 ; Y 2 ; : : : ; Y N are conditionally independent given the pixel label eld X; that the conditional probability density function of Y r given X depends only on the value of X at pixel location r; and that the random variable Y r is conditionally Gaussian given X r , for every r. The mean and variance of Y r depend on the class to which pixel r belongs. Thus, all of the random variables in Y which represent class i, for any i = 1; : : : ; L, are independent and identically distributed (iid) Gaussian random variables with mean i and variance 2 i . The means and variances i and 2 i , i = 1; : : : ; L, form a vector , which represents the unknown parameters of the conditional probability density function of Y given X. The space of all possible values of will be denoted . We will assume that the elements of are unknown.
OVERVIEW OF THE MPM ALGORITHM
The EM/MPM algorithm is based on the MPM algorithm 1]. In this section we present a brief overview of the MPM algorithm for the case when is known to provide a foundation for describing the EM/MPM algorithm in the next section.
To nd the MPM estimate of X, it is necessary to nd for each s 2 S the value of k which maximizes P (X s = kjY = y) = p XsjY (kjy; ). Exact computation of these marginal probability mass functions is infeasible.
Marroquin, et al. presented an algorithm for approximating these marginal probabilities to obtain an approximation to the MPM estimate of a MRF 1]. First, a Gibbs sampler is used to generate a discretetime Markov chain X(t) which converges in distribution to a random eld with probability mass function p XjY (xjy; ). The marginal conditional probability mass functions p XsjY (kjy; ), which are to be maximized, are then approximated using the equations (1) where T s is the number of visits made to pixel s by the Gibbs sampler, and u k;s (t) = 1 if X s (t) = k, 0 if X s (t) 6 = k.
EM/MPM ALGORITHM
The EM/MPM algorithm proposed in this paper combines the EM algorithm for parameter estimation 7] with the technique described in Section 3 for segmentation. First, the MPM algorithm is performed using an initial estimate of , denoted by^ (0). After a certain number of iterations of the MPM algorithm, the resulting estimates of p XsjY (kjy;^ (0)) are used in the EM equations for to obtain an updated estimate of , denoted by^ (1). This new estimate of is then used in the MPM algorithm to nd estimates of p XsjY (kjy;^ (1) 
3. Use the EM update equations to compute (p), the estimate of obtained during stage p, using the class label probability estimates from Step 2 in the EM equations for .
After^ (P) has been obtained as the nal estimate of , T P +1 iterations of the MPM algorithm are performed, using^ (P). The nal segmentation is X(P + 1; T P +1 ).
CONVERGENCE ANALYSIS
In this section we present analytical results relative to the EM/MPM algorithm. We present two new theorems. Due to space limitations these theorems will be presented without proof. Proofs of the theorem are available at the ftp site described in Section 7. First, we show that the estimates of the marginal probabilities of the class labels obtained during a given stage of the EM/MPM procedure converge with probability 1 to the true values of the class label probabilities, given the estimates of the model parameters obtained during the previous stage. Second, we show that the parameter estimates resulting from the EM/MPM procedure can be made arbitrarily close to the EM estimates of the parameters with probability 1, if a su cient number of iterations is performed.
5.1. Convergence of the class label probability estimates Theorem 1 For every p = 1; : : :; P + 1, and 8k; s, Stages p = 1; : : : ; P of the EM/MPM procedure are used to obtain the nal parameter estimate (P). The segmented image is obtained in stage P + 1 using the estimate (P) for and the nal estimates of the class label probabilities given by the left-hand side of Equation 3 with p = P +1. Thus, Theorem 1 implies that the nal estimates of the marginal probabilities of the class labels obtained using the EM/MPM procedure will be close to the true values of the marginal probabilities of the class labels evaluated with the model parameters equal to the nal estimate of , conditioned on the nal estimate of . It can be shown that the continuity conditions required for Theorem 2 to hold are satis ed for the image models used in this paper. Theorem 2 implies that the parameter estimates resulting from the EM/MPM procedure can be made arbitrarily close to the EM estimates of the parameters with probability 1, if a sufcient number of iterations is performed. It should be noted that there is no guarantee that the number of iterations required at each stage for this result to hold are nite, but the analysis provides theoretical evidence that a su cient number of iterations of the Gibbs sampler at each stage will provide an estimate of close to the EM estimate. Theorems 1 and 2 together imply that the nal estimates of the marginal probabilities of the class labels obtained using the EM/MPM procedure will be close to the true values of the marginal probabilities of the class labels, to the extent that the EM estimate of is close to the true value of .
EXPERIMENTAL RESULTS
Results demonstrating the performance of the EM/MPM algorithm on a synthetic test image are presented in this section 2]. For the results presented in this section, the value of the spatial interaction parameter was assumed to be 2.4, and T p , the number of iterations of the Gibbs sampler at stage p, was set to 3 for every p = 1; : : :; P + 1. Figure 1(a) shows the test image. This image is a composite of Brodatz textures wood and grass 2, 3] . For this image the values 1 = 2 = 0 were used. The segmented image obtained from 70 stages of the EM/MPM algorithm is shown in Figure 1(b) , and the segmentation after 500 iterations of the deterministic EM/MPM algorithm proposed in 5] is shown in Figure  1 (c) . It can be seen that for this image the EM/MPM algorithm provides better performance than the deterministic EM/MPM algorithm.
CONCLUSION
The analysis of the EM/MPM algorithm described in this paper implies that the algorithm can be expected to minimize the expected value of the number of misclassi ed pixels, to the extent that the EM estimates of the model parameters are close to the true values of the model parameters. For the experimental results presented in the paper, the EM/MPM algorithm performed better than the deterministic EM/MPM algorithm in terms of minimizing the number of misclassied pixels. A postscript version of this paper, along with supporting documents containing proofs of the theorems, is available via anonymous ftp to skynet.ecn.purdue.edu in the directory /pub/dist/delp/icip96-segment.
