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This dissertation centers on the sustainable design and optimization of shale gas energy 
systems with mathematical programming models and tailored solution algorithms. 
Specifically, three research aims are proposed, including modeling sustainability in 
shale gas energy systems, leveraging data and statistical learning for hedging against 
uncertainty in shale gas energy systems, and modeling and optimization of decentralized 
shale gas energy systems.  
There are three distinct research projects under the research topic of modeling 
sustainability in shale gas energy systems. In the first related project, we propose a novel 
mixed-integer nonlinear fractional programming model to investigate the economic and 
environmental implications of incorporating modular manufacturing into well-to-wire 
shale gas supply chains. To systematically evaluate the full spectrum of environmental 
impacts, an endpoint-oriented life cycle optimization framework is applied that accounts 
for up to 18 midpoint impact categories and three endpoint impact categories. Total 
environmental impact scores are obtained to evaluate the comprehensive life cycle 
environmental impacts of shale gas supply chains. In the second project, we analyzes 
the life cycle environmental impacts of shale gas by using an integrated hybrid life cycle 
analysis (LCA) approach. Based on this integrated hybrid LCA framework, we further 
develop an integrated hybrid life cycle optimization (LCO) model, which enables 
automatic identification of sustainable alternatives in the design and operations of shale 
gas supply chains. In the third project, we propose a novel modeling framework 
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integrating the dynamic material flow analysis (MFA) approach with LCO methodology 
for sustainable design of energy systems. This dynamic MFA-based LCO framework 
provides high-fidelity modeling of complex material flow networks with recycling 
options, and it enables detailed accounting of time-dependent life cycle material flow 
profiles. The resulting optimization problem is formulated as a mixed-integer linear 
fractional program and solved by an efficient parametric algorithm. 
The second aim centers on hedging against uncertainty in the shale gas energy system 
with special focus on stochastic optimization approach. In the corresponding project, 
we address the optimal design and operations of shale gas supply chains under 
uncertainty of estimated ultimate recovery (EUR). A two-stage stochastic mixed-integer 
linear fractional programming (SMILFP) model is developed to optimize the levelized 
cost of energy generated from shale gas. To reduce the model size and number of 
scenarios, we apply a sample average approximation method to generate scenarios based 
on the real-world EUR data. In addition, a novel solution algorithm integrating the 
parametric approach and the L-shaped method is proposed for solving the resulting 
SMILFP problem within a reasonable computational time. 
The third aim addresses the modeling and optimization of decentralized shale gas energy 
systems. In the relevant project, we propose a novel game-theory-based stochastic 
model that integrates two-stage stochastic programming with a single-leader-multiple-
follower Stackelberg game scheme for optimizing decentralized supply chains under 
uncertainty. Both the leader’s and the followers’ uncertainties are considered, which 
directly affect their design and operational decisions. The resulting model is formulated 
as a two-stage stochastic mixed-integer bilevel nonlinear program. An illustrative 
example of flight booking under uncertain flight delays and a large-scale application to 
shale gas supply chains is presented to demonstrate the applicability of the proposed 
framework.  
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CHAPTER 1 
INTRODUCTION 
Natural gas is recognized as a primal energy source that is widely used for heating, 
electricity generation, transportation, and chemical manufacturing. In recent decades, 
technological advancements, including the development of hydraulic fracturing and 
horizontal drilling, have led to a “shale revolution” that stimulated tremendous 
production of shale gas in the U.S. [1]. From 2005 to 2013, the dry natural gas 
production in the U.S. increased by 35%, and the natural gas share of total U.S. energy 
consumption rose from 23% to 28%. It is expected that the U.S. will become a net 
exporter of natural gas by 2017 [2]. Moreover, this unconventional energy source (i.e. 
shale gas) has drawn serious attention from countries all over the world (Figure 1). 
Based on the recent estimation from the U.S. EIA, there are 35,782 Trillion cubic feet 
(Tcf) risked shale gas in-place for 41 countries, of which 7,299 Tcf shale gas is 
considered technically recoverable. Countries that are known with the most recoverable 
shale gas reserves include the China, Argentina, Algeria, U.S., Canada, and Mexico. 
These countries in total possess more than two-thirds of the assessed, technically 
recoverable shale gas resources of the world [3]. Although currently only the U.S. and 
Canada have significant shale gas production, it is foreseeable that the global shale gas 
industry will undergo a rapid expansion in the near future.  
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Figure 1.Overview of global shale gas resource (Source: EIA). 
Under the current low price of natural gas as well as pressing environmental and social 
concerns on shale gas industry, it is imperative to design and optimize shale gas energy 
systems that are economically efficient [4, 5], environmentally sustainable [6, 7], and 
socially responsible [8, 9]. Towards this goal, the main research challenge is to develop 
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an integrated energy systems modeling framework that can systematically identify the 
optimal design and operational strategies and comprehensively account for multiple 
sustainability criteria. Additionally, there are other challenges impeding the design and 
optimization of shale gas energy systems, including optimization under multiple types 
of uncertainties, addressing conflict of interest among different stakeholders, and 
modeling multi-scale decisions with emerging technologies/operations in the shale gas 
energy systems. By properly tackling these challenges, the resulting shale gas energy 
system modeling framework is expected to be robust against uncertainty, reflect 
stakeholders’ rational behaviors, and capture the multi-scale decisions as well as latest 
technological/operational advances. Therefore, it is the objective of this thesis to 
identify key research challenges and opportunities in the design and optimization of 
shale gas energy systems, and also chart a path to address these challenges.  
1.1 Shale gas and natural gas liquids 
Shale gas is normally embedded in shale rocks that are a few thousand feet deep. Due 
to the low permeability of shales, special techniques are required to create artificial 
fractures for extra permeability, so the shale gas production in commercial quantities is 
possible. Hydraulic fracturing is a well-stimulation technique as shown in Figure 2. By 
pumping millions of gallons of fracturing fluid into the wellbore under high pressure, 
fractures are created and held open, forcing the shale gas flow back to the surface. 
Furthermore, the introduction of horizontal drilling technology boosts the production of 
shale gas by allowing multiple wells drilled at one shale pad. Horizontal drilling, as 
shown in Figure 2, allows the wellbore to be turned horizontally at depth. Compared 
4 
with vertical drilling sites, horizontal well sites generate more shale gas with less 
wellbores, so the corresponding capital cost is significantly reduced [10].  
 
Figure 2. Illustrative figure of horizontal drilling and hydraulic fracturing. 
Shale gas production profile for a single well generally features a high initial production 
rate, followed by a significant decline ranging from 60% to 90% after the first three 
years [11]. Such a characteristic is caused by the pressure depletion and inherently low 
permeability of the shale reservoir. As a consequence, shale gas operators need to 
regularly drill new wells or to refracture existing ones to maintain a stable production 
profile [12]. Depending on the geological location, shale gas produced from different 
wells will have variant compositions. In addition to the primal component, methane, 
shale gas typically includes heavier hydrocarbons, namely ethane, propane, butanes, 
etc., and other impurities, such as carbon dioxide, nitrogen, and hydrogen sulfide [13]. 
When the heavier hydrocarbons are processed and purified into final products, they are 
collectively referred to as “NGLs”. Based on the amount of NGLs, the raw shale gas 
can be classified as dry gas and wet gas. Dry gas is considered almost pure methane 
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with trace NGLs, while in wet gas, the amount of NGLs is significant enough to require 
further separation [14].  
Natural gas is generally considered as a cleaner bridge energy between traditional fossil 
fuels and renewable energy sources. However, methane itself is a greenhouse gas 
(GHG) that is 25 times more potent than carbon dioxide based on the 100-year  global 
warming potential [15]. Therefore, any leakage of shale gas during the production or 
transmission may result in non-negligible environmental impacts. According to the most 
recent life cycle analysis studies, the life cycle GHG emissions associated with shale 
gas are comparable to the conventional natural gas, but less than those of coal [16, 17]. 
In addition to the concerns on climate change, shale gas production based on hydraulic 
fracturing is known for its significant water footprint. The total direct water 
consumption for each shale well ranges from 2 to 20 million gallons of freshwater [18, 
19]. Meanwhile, in the drilling and completion phases of shale gas production, large 
amount of flowback water and produced water is generated as highly contaminated 
water [20]. Improper handling of the wastewater could pollute to the local water 
resource and affect the public health [21, 22].   
The NGLs are heavier hydrocarbons contained in the raw shale gas, including ethane, 
propane, butanes, pentanes, and even higher molecular weight hydrocarbons [13]. The 
raw shale gas produced in different shale regions has distinct amount of NGLs [23]. For 
shale plays that produce only dry gas, such as the Fayetteville and Haynesville shale 
plays, only dehydration and impurity removal processes are required to meet the 
pipeline specifications. Meanwhile for the wet wells in Marcellus and Barnett shale 
plays, the content of NGLs in shale gas is significant enough for further processing [24].  
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The presence of NGLs brings both challenges and opportunities to the shale gas 
industry. First, NGLs provide shale gas operators with extra income stream. This is 
evidenced by the fact that drilling activities in recent years have shown obvious 
movement towards wet shale plays [25]. However, the composition of NGLs normally 
varies from well to well, so properly addressing the shale gas composition uncertainty 
becomes crucial in shale gas development. Second, the processing, storage, and 
transportation of NGLs add more complexity to the design and operations of shale gas 
energy systems. The raw shale gas produced from shale wells requires extra processing 
service from midstream processing companies, so that pipeline-quality sales gas and 
NGLs are separated, and NGLs can be further fractionated. This leads to the problem of 
properly determining the location and capacity of processing plants, processing 
technologies, and processing contracts. Additionally, the increase of NGL production 
in recent years requires expansion of current midstream and downstream infrastructure, 
including shale gas processing, fractionation, ethylene cracking, and transportation 
facilities [26]. Last but not least, the production of NGLs connect the shale gas 
production with petrochemical industry. Primal components in the NGLs, namely 
ethane and propane, act as important feedstocks in the petrochemical plants and can be 
used to produce various high-value chemical products [27]. 
1.2 Overview of shale gas energy systems 
The shale gas energy system is a complex system consisting of multiple stages and 
various decisions. Depending on the physical locations and specific functionalities, a 
typical shale gas energy system can be divided into the upstream, midstream, and 
7 
downstream sectors (Figure 3). The goal of this section is to provide a comprehensive 
overview of a shale gas energy system and the major design and operations decisions. 
 
Figure 3. Overview of a shale gas energy system. 
1.2.1 Upstream 
The upstream activities include construction of shale sites for preparation, drilling and 
fracturing shale wells to bring shale gas to the surface, and the water acquisition, as well 
as produced water treatment. We go through these major activities one by one in the 
following subsections.   
1.2.1.1 Shale site construction 
To construct a shale site, a geological evaluation is first conducted to identify the 
potential shale site. Then, the shale gas operators/producers need to reach a lease 
agreement with the corresponding landowners and to obtain the drilling permits [28]. 
The operators bear the responsibility to guarantee that all the drilling and production 
activities taking place at the shale site will be carried out in accordance with relevant 
regulations. After the approval of the operator’s permit by local environmental 
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regulation agencies, the site construction can officially begin. Typical shale site 
constructions follow these steps: First one is the clearance of proposed area and 
accommodation of equipment; a road is then constructed to provide access to the shale 
site; next, impoundments are constructed to handle the fluids generated during drilling 
and fracturing processes; subsequently, transportation infrastructure (including 
gathering pipelines, injection lines, and water supply lines) are installed, and storage 
facilities such as storage tanks are built [29].  
1.2.1.2 Well drilling and completion 
Once a shale site is constructed, the drilling rig is moved on site and assembled. A 
conductor hole is predrilled, followed by injection of conductor pipes. Depending on 
the number, depth, and length of horizontal wells to be drilled, the drilling process can 
last for a few months [30]. During this period, a constant supply of drilling fluid is 
required, and proper handling of sediments and flowback water is needed. Besides, well 
casings made of steel are inserted into the corresponding drilling section of wellbore 
and cemented in place to prevent contamination of underground water resource. After 
the well drilling phase, the well completion phase starts, which refers to the process of 
finishing a well to make it ready for producing shale gas. The well completion phase 
includes three main stages [31, 32]. The first stage is perforation, where an electric 
current is sent by wire to a perforating gun, and the resulting charge shoots holes through 
the casing to a short distance into the shale. The second stage is hydraulic fracturing, 
where a mixture of water, sand, and chemical additives is injected underground at a high 
pressure to break up the shale-rock formations, so that fractures are created and the shale 
gas is extracted. The last stage is production. When all of the drilling and fracturing 
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activities are completed, a wellhead is constructed and the local gathering pipelines are 
prepared for the controlled extraction of natural gas. 
1.2.1.3 Water management 
As mentioned above, shale gas development relies heavily on the usage of water 
resource. Both drilling and hydraulic fracturing operations require a significant amount 
of freshwater, resulting in a few million gallons of net water consumption for each well 
[18]. In water scarce regions such as the Eagle Ford shale play at south Texas, the 
significant withdrawal of water amplifies the water supply issue and affects the regular 
production plan [33]. In other regions where water scarcity is not so severe, such as 
Marcellus shale play, the spatial and seasonal variability of stream flow still raises the 
risk that water withdrawals may negatively impact local water resources [34].  
In the drilling phase, drilling fluid with a water base is used. Meanwhile, drilling 
wastewater is generated and mostly reused in drilling processes. The remaining 
wastewater can either be injected underground or treated for discharge. Hydraulic 
fracturing takes place after well drilling. A certain percentage of water flows back to the 
surface as highly contaminated water, known as flowback water. Flowback water is 
normally defined as the water produced after hydraulic fracturing and is made up of 
hydraulic fracturing fluid and formation water, featuring relatively large flowrate and 
slightly lower total dissolved solids (TDS) concentration. Later, when the shale well 
begins producing shale gas, produced water is generated with small flowrate and high 
TDS concentration, and it is mainly composed of formation water [9]. Improper 
handling and disposal of the flowback/produced water is recognized as the main cause 
of water contamination [20]. Thus, in order to guarantee the water supply and minimize 
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the environmental impacts, shale gas operators have to develop sustainable strategies 
for water management.  
 
Figure 4. Summary of shale water management strategies and corresponding 
technologies. 
In general, there are three major approaches to manage the wastewater generated in 
shale gas production, as shown in Figure 4 [22, 35]. The first option is injection into 
Class II disposal wells, which are defined as disposal wells for injection of brine 
associated with oil and gas operations in EPA’s Underground Injection Control program 
[21, 36]. The application of underground injection is normally constrained by the 
availability of disposal wells. For states where abundant disposal wells exist, such as 
Ohio and Texas, underground injection is a cost-effective option since no extra water 
treatment process is required. However, for states with very limited number of Class II 
disposal wells, such as Pennsylvania [37], the underground injection option suffers from 
the high transportation cost and becomes less attractive [38]. Additionally, there are 
concerns on the risks of underground water contamination and induced seismicity by 
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injecting wastewater into Class II disposal wells, so both the injection rate and total 
injection amount of wastewater need to be well regulated [39, 40].   
The second option is the centralized wastewater treatment (CWT) facilities that are 
capable of treating flowback and produced water. The treated water can either be 
discharged to surface water bodies or be recycled to shale sites for reuse [37]. In general, 
a CWT facility consists of a sequence of treatment processes, including filtration to 
remove large objects, settling tank to allow settling of heavy solids and removal of free 
oil, softening with agitation, aeration and pH adjustment, ultrafiltration to remove 
particulates and macromolecules, desalination with membrane or thermal distillation 
techniques, and toxic elements removal [21]. The CWT treatment option brings water 
recycling to the shale water treatment, and features a relatively lower treatment cost as 
well as large operating capacities than onsite treatment. However, the economic 
viability of this option might be affected by the proximity of CWT facilities to shale 
sites. Besides, accidental discharges or spills during the transportation and treatment 
pose potential risks of water contamination, and the transportation activities add extra 
carbon footprint to the shale gas [9, 40]. 
The last option is onsite treatment for reuse, which is usually performed by mobile 
wastewater treatment units. The onsite treatment usually consists of three levels of 
treatment technologies, namely the primary, secondary, and tertiary treatment [21, 22]. 
The primary treatment only involves clarification to remove suspended matter, free oil 
and grease, iron, and microbiological contaminants. Technologies for the primary 
treatment include coagulation, flocculation, disinfection, microfiltration/ultrafiltration, 
adsorption, ozonation, and use of a hydrocyclone. The secondary treatment mainly 
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involves softening, where hardness ions such as Ba2+, Sr2+, Ca2+, and Mn2+ are removed. 
The corresponding technologies include lime softening, ion exchange, and activated 
carbon. The tertiary treatment targets on desalination to remove the TDS. Major 
desalination technologies include membrane separation (e.g., reverse osmosis, forward 
osmosis, and membrane distillation) and thermal technologies (e.g., multi-effect 
distillation, multi-stage flash, and vapor compression) [41]. Notably, the wastewater 
treated by primary and secondary treatment normally needs to be blended with a certain 
percentage of make-up water to reduce the TDS concentration, so the reuse specification 
can be satisfied. For the tertiary treatment, wastewater will be blended with a certain 
amount of water to reduce the TDS concentration before the treatment, so it can be 
treated effectively by the following desalination technologies [41]. The wastewater 
treated onsite, after blended with some make-up water, can be reused for hydraulic 
fracturing. There is no transportation cost involved in onsite treatment. However, onsite 
treatment is limited by capacity and technical constraints, and its economic efficiency 
highly depends on the wastewater composition and the treatment technology applied. 
Apart from these three water management options, wastewater can be stored temporarily 
at the shale sites within tanks or impoundments [42], which function like inventory that 
can provide ‘buffer’ for transportation or treatment activities over time. 
1.2.2 Midstream 
The midstream of shale gas supply chain is mainly managed by shale gas processing 
companies, who provide shale gas processing service to the upstream producers and link 
the upstream production with the downstream market through its distribution networks. 
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The midstream activities cover the gathering of raw shale gas from different shale sites, 
shale gas separation at processing plants, storage of natural gas as well as NGLs, and 
distribution of shale gas products.  
1.2.2.1 Shale gas gathering 
Shale gas is mainly transported through pipeline systems, which include all the 
necessary equipment such as pipelines, compressors, valves, and monitoring devices. 
Once the raw shale gas is produced, water and condensate are first removed at or near 
wellhead. Next, shale gas produced at different sites are gathered through the gathering 
pipeline network. Depending on the content of NGLs, the shale gas may be transported 
either to processing plants for separation or to the pipeline system for distribution [24]. 
1.2.2.2 Gas processing 
As shown in Figure 5, the shale gas processing starts at the well head. When raw shale 
gas is produced, water and condensate need to be removed first before it enters the 
gathering pipeline. The shale gas processing commonly mentioned refers to the 
contract-based separation service provided by the midstream shale gas processors. 
There are three main types of processing contracts, known as the fee-based contracts, 
percentage of proceeds contracts, and keep-whole contracts [14, 43]. Under fee-based 
contracts, the processor charges the producer based on the amount of shale gas they 
process. In this case, the processor has no direct sensitivity to commodity prices since 
its revenue is solely linked to volume. Under percentage of proceeds contracts, the 
upstream producer retains title to both the gas and NGLs. Meanwhile, the processor is 
reimbursed by the producer with an agreed upon percentage of the actual proceeds of 
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the sales of gas and NGLs in addition to the basic operation cost. In this case, shale gas 
producer and processor share the risk of price fluctuations. Under keep-whole contracts, 
the processor retains the NGLs extracted and return the processed natural gas or 
equivalent value to the producer. In this case, processor gets a mix of commodity 
exposure. The duration of processing contracts ranges from a few months to several 
years. Intermediate terms of 1 to 10 years are also common [5, 14]. Based on the 
fluctuation of market prices, the processing company may choose different types of 
processing contract to maximize the margin [44].   
 
 
Figure 5. Generalized shale gas processing flowsheet. 
From a process design perspective, a shale gas processing plant is a dedicated separation 
train consisting of four major processes, namely gas sweetening, dehydration, NGL 
recovery, and N2 rejection. If economically feasible, the NGLs extracted from shale gas 
can be further fractionated into ethane, propane, butanes, and C5+ streams in an 
additional fractionation train [14]. The gas sweetening process aims for removal of acid 
impurities, such as H2S and CO2, to prepare the shale gas for processing [45]. Depending 
on the gas composition, there are multiple process schemes that can be employed to 
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neutralize the shale gas, including the scavenger process, chemical absorption-based 
acid gas removal (AGR) process, and sulfur recovery process [46]. The shale gas that 
goes through the sweetening section is considered as sweet gas, which will pass a 
dehydration section to remove the water vapor, thus preventing condensation inside the 
pipelines during transportation. Regenerable adsorption in liquid triethylene glycol is a 
common technology applied in the dehydration section [47]. Once these impurities are 
removed from the feedstock, hydrocarbons are sent to the NGL recovery section to 
separate the gas and NGLs. Currently, most NGL recovery sections use cryogenic 
separation to separate heavy fractions [48]. A turbo-expansion configuration combined 
with an external refrigerant as shown in Figure 6 is able to recovery more than 80% of 
ethane from the dry gas [49]. Besides, there are a number of process scheme options 
evolved from the basic turbo-expander process scheme, including the gas sub-cooled 
(GSP), cold residue (CRR), recycle vapor-split (RSV) process schemes and enhanced 
NGL recovery process schemes (IPSI-1 and IPSI-2) [50]. The remaining gas, also called 
sales gas that mainly consists of methane, can be compressed as pipeline gas directly if 
its N2 content is low enough; Otherwise, it needs to go through a N2 rejection section 
since high N2 content would make the heating value of the pipeline gas lower than 
pipeline specification [14]. The marketable NGLs, including ethane, propane, butanes 
etc., are sequentially extracted by passing through a fractionation train consisting of a 
series of separation columns.  
16 
 
Figure 6. Flowsheet of the basic turbo-expander process scheme. 
1.2.2.3 Storage and distribution 
Like other commodities, produced pipeline-quality sales gas that is not directly 
transported to interstate/intrastate pipeline systems for distribution can be stored in 
underground reservoirs for an indefinite period of time. There are three principle types 
of underground storage sites in the U.S., including the depleted natural gas or oil fields, 
aquifers, and salt caverns [51]. Similarly, there are underground storage caverns and 
above ground storage tanks used to store mixed and pure NGLs. In the operation of 
shale gas supply chain, these storage facilities act as a “buffer” to accommodate 
fluctuations in demand and price for natural gas/NGLs. Despite the storage option, most 
shale gas enters the distribution system directly. While large customers such as power 
plants may receive gas directly from the interstate or intrastate pipelines, most 
individual customers buy gas from distribution companies.  
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1.2.3 Downstream 
The downstream of a shale gas supply chain involves the marketing and end use of shale 
gas. The sales gas (i.e. methane) is sent to the natural gas market for sale, and NGLs are 
normally traded as important feedstocks in petrochemical industry.  
1.2.3.1 Marketing 
Natural gas is priced and traded as a commodity at market hubs, which are normally 
located at the intersection of major pipeline systems. For instance, the largest market 
hub of natural gas in the U.S. is Henry Hub located in Louisiana, where the spot and 
future natural gas prices are generally considered as the primary price set for the North 
American natural gas market [52]. In addition to market hubs, natural gas can also be 
priced at citygates, which are defined as points or measuring stations where a 
distributing gas utility receives gas from a natural gas pipeline company or transmission 
system. There are two primary types of natural gas marketing and trading: physical 
trading and financial trading. Physical natural gas marketing is carried out through 
physical contracts negotiated between buyers and sellers. Main types of such contracts 
include swing contracts, base load contracts, and firm contracts. Financial trading 
involves derivatives and sophisticated financial instruments in which the buyer and 
seller never take physical delivery of the natural gas [38, 53]. 
1.2.3.2 End use 
Most natural gas is sent to four major types of end-use customers, namely the electric 
power plants, residential customers, commercial customers, and industrial customers. 
Natural gas is recognized as the primal source of energy in residential and commercial 
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sectors. Moreover, the abundant supply of shale gas has expanded its usage in electric 
power generation and even the transportation sectors. In addition, shale gas boom 
significantly increases interest in C1, C2, and C3 chemistry to convert methane, ethane, 
and propane to value-added products, respectively. For instance, the current industrial 
practice of stream reforming uses methane to produce syngas, which is an important 
intermediate to produce other chemical commodities. Besides, methane and ethane are 
recognized as two major chemicals that potentially lead to integration opportunities with 
other chemical manufacturing systems. These opportunities include, but are not limited 
to producing liquid fuels from methane [54], producing methanol from methane [55], 
and producing ethylene from ethane [49]. Different usage of shale gas resources will 
result in distinct life cycle energy, economic and environmental performance. The 
diversity of end uses has also created competitions with other energy sources among 
different sectors.  
1.3 Literature review 
There is a rapidly growing number of publications on the design and optimization of 
shale gas energy system in recent years. These publications cover various topics, 
including the scheduling of drilling activity, planning of shale gas production, 
construction of infrastructure, shale water management, design of shale gas supply 
chain, exploration of processing schemes, selection of technologies and contracts, 
mitigation of environmental impacts, and modeling of new operations, etc. Besides, the 
scales of problems addressed in the literature range from a single process to the global 
shale gas industry. 
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By reviewing the existing literature, we can obtain the following remarks. First, 
although the global economic and environmental impacts of shale energy have been 
well acknowledged by both industry and academia, almost all the existing studies at 
national or global-scales are still limited to simple systems analysis. This is due to the 
limitation of computational power for exascale computing problems to account for 
many complex decisions in shale gas energy systems. Besides, a shale region normally 
includes thousands of shale wells, so it could easily result in a exascale mathematical 
problem that is computationally intractable. On the other hand, different shale plays 
feature distinctive production properties, environmental conditions, and regulation 
policies. Each shale well has its own ultimate recovery and shale gas composition that 
are usually different from others. Thus, integrated modeling of shale gas energy systems 
could involve huge amount of data and uncertainty. These challenges motivate the need 
of developing novel modeling frameworks and more efficient solution strategies for the 
shale gas energy systems. Second, most of the PSE publications mainly put their efforts 
on the supply chain scale problems. However, these articles either focus on the design 
and operations of shale gas supply chain [4, 5, 56] or center on the water management 
problem [57-59]. The water management issue is brought about by the shale gas 
development. Meanwhile, the shale gas production can be limited by multiple water-
related constraints, such as fresh water availability and wastewater treatment. Therefore, 
it is necessary to develop an integrated modeling framework taking into consideration 
both shale gas development as well as water management. There are a few publications 
presenting such integrated modeling frameworks [6, 60]. Nevertheless, these models 
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either suffer from oversimplifications and restricted optimization criteria, or are 
computationally challenging to solve for large-scale applications. 
Despite the importance of optimizing the shale gas processing system, there are only 
limited number of publications exploring the potential opportunities in process design 
and potential integration. To make use of the methane feedstock from shale gas industry, 
Martín and Grossmann [54] presented a superstructure optimization approach for the 
simultaneous production of liquid fuels and hydrogen from switchgrass and shale gas. 
Ehlinger, et al. [55] presented a shale gas processing design that aims to produce 
methanol with shale gas feedstock. In another work by Noureldin, et al. [61], an 
optimization model was proposed targeting on modeling and selection of reforming 
strategies for syngas generation from natural/shale gas. This work was further extended 
to account for economic and environmental performances for the production of 
methanol from shale gas [62]. In addition to methane, ethane is another important 
product from shale gas energy systems. He and You [49] proposed three novel process 
designs for integrating shale gas processing with ethylene production. Following this 
work, the authors extend the scope and further develop a novel process design for 
making chemicals from shale gas and bioethanol [63]. Recently, the same authors 
develop a mega-scale shale gas supply chain olefin production network model with 
explicit consideration of process designs, energy integration, and alternative processing 
technologies [64]. Additionally, an efficient cold energy integration scheme is proposed 
to integrate NGLs recovery from shale gas and liquefied natural gas (LNG) 
regasification at receiving terminals [65]. However, most works on shale processing 
design and synthesis are based on an isolated system, neglecting the impacts of shale 
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gas supply chains. Meanwhile, existing shale gas supply chain models typically 
approximate the shale gas processing plant as a simple input-output process without 
considering sufficient details. Now that shale gas processing is a crucial component in 
the shale gas supply chain, it is important to develop integrated multi-scale optimization 
frameworks for shale gas supply chain with explicit consideration of process design and 
operational decisions. 
Moreover, although sustainable design of shale gas energy system is of great interest to 
both academy and public, current research on this topic heavily relies on the life cycle 
analysis (LCA) approach. The drawback of LCA approach is its incapability of 
discerning the optimal solution among multiple design alternatives. The environmental 
performance is normally calculated based on the average estimation of shale gas 
development. Thus, with different data and assumptions, the LCA approach may easily 
lead to disparate conclusions. To overcome this shortcoming, several studies aimed to 
incorporate sustainability perspectives into the design and optimization of shale gas 
energy systems. Attempts are made including choosing environment-oriented objective 
functions [57, 58], integrating LCA approach with multiobjective optimization [6, 7], 
introducing extra environmental constraints in the optimization model [59], and 
addressing safety concerns with quantitative risk analysis [66]. However, there are still 
a number of knowledge gaps: First, only certain types of environmental impact are 
considered, such as water consumption and GHG emissions, while a comprehensive 
evaluation of systems sustainability is absent in the literature. Besides, process-based 
LCA is the dominating method applied in the environmental impact analysis, which 
succeeds in modeling detail but suffers from systems boundary truncation. More 
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advance approaches such as hybrid LCA is expected to overcome this shortcoming [67, 
68]. Besides, although multiple methodologies have been recognized as useful tools in 
sustainable design of energy systems [69], including material flow analysis (MFA), 
LCA, and mathematical optimization, they were typically applied in isolation. Since 
each tool has its advantages and drawback, it is of great value to explore the synergies 
among these tools and develop an integrated approach for the sustainable design of shale 
gas energy systems. Last but not least, important issues that are not fully addressed in 
the current literature includes hedging against multiple types of uncertainty, capturing 
interactions among multiple stakeholders, and modeling multi-scale decisions as well 
as emerging technologies and operations. 
1.4 Outline of the dissertation 
This dissertation addresses the sustainable design and optimization of shale gas energy 
systems. The roadmap of the dissertation is provided as follows. 
In Chapter 2, we propose a novel mixed-integer nonlinear fractional programming 
model to investigate the economic and environmental implications of incorporating 
modular manufacturing into well-to-wire shale gas supply chains. An endpoint-oriented 
life cycle optimization framework is applied that accounts for up to 18 midpoint impact 
categories and three endpoint impact categories. Total environmental impact scores are 
obtained to evaluate the comprehensive life cycle environmental impacts of shale gas 
supply chains. A case study of a well-to-wire shale gas supply chain based on Marcellus 
Shale is presented to illustrate the application of the proposed modeling framework and 
solution algorithm. 
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In Chapter 3, we analyze the life cycle environmental impacts of shale gas by using an 
integrated hybrid LCA and optimization approach. Three environmental categories, 
namely the life cycle greenhouse gas emissions, water consumption, and energy 
consumption, are considered. We further developed an integrated hybrid life cycle 
optimization (LCO) model, which enables automatic identification of sustainable 
alternatives in the design and operations of shale gas supply chains. We applied the 
model to a well-to-wire shale gas supply chain in the UK to illustrate the applicability. 
In Chapter 4, we propose a novel modeling framework integrating the dynamic MFA 
approach with LCO methodology for sustainable design of energy systems. This 
dynamic MFA-based LCO framework provides high-fidelity modeling of complex 
material flow networks with recycling options, and it enables detailed accounting of 
time-dependent life cycle material flow profiles. The resulting optimization problem is 
formulated as a mixed-integer linear fractional program and solved by an efficient 
parametric algorithm. To illustrate the applicability of the proposed modeling 
framework and solution algorithm, a case study of Marcellus shale gas supply chain is 
presented. 
In Chapter 5, we address the optimal design and operations of shale gas supply chains 
under uncertainty of estimated ultimate recovery (EUR). A two-stage stochastic mixed-
integer linear fractional programming (SMILFP) model is developed in order to 
optimize the levelized cost of energy generated from shale gas. We apply a sample 
average approximation method to generate scenarios based on the real-world EUR data. 
In addition, a novel solution algorithm integrating the parametric approach and the L-
shaped method is proposed for solving the resulting SMILFP problem within a 
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reasonable computational time. The proposed model and algorithm are illustrated 
through a case study based on the Marcellus shale play. 
In Chapter 6, we propose a novel game-theory-based stochastic model that integrates 
two-stage stochastic programming with a single-leader-multiple-follower Stackelberg 
game scheme for optimizing decentralized supply chains under uncertainty. Both the 
leader’s and the followers’ uncertainties are considered. The resulting model is 
formulated as a two-stage stochastic mixed-integer bilevel nonlinear program. A large-
scale application to shale gas supply chains are presented to demonstrate the 
applicability of the proposed framework. 
The dissertation concludes in Chapter 7.Equation Chapter (Next) Section 1
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CHAPTER 2 
AN ENDPOINT-ORIENTED LIFE CYCLE OPTIMIZATION FRAMEWORK AND 
APPLICATION OF MODULAR MANUFACTURING 
2.1 Introduction 
In recent years, the rapid expansion of shale gas industry leads to continuing growth in 
shale gas production. However, the lack of midstream infrastructure impedes the 
exploitation of shale gas resources [70]. On the one hand, conventional shale gas 
processing facilities involve tremendous capital investment and lengthy construction 
time, resulting in significant risks for shale gas developers. On the other hand, 
exploitation of remote shale gas reserves can be economically infeasible under the 
current low price of natural gas [71]. Modular manufacturing has been proposed as a 
viable approach to address the aforementioned issues [72, 73]. Modular manufacturing 
devices are small-scale, highly mobile process units that are produced as individual 
modules and shipped to the sites of interest for quick assembling. Thanks to the mass 
production of modular components, these modular manufacturing devices can 
potentially alter the disadvantaged economies of small scale and maintain relatively low 
capital expenditures. When a certain shale gas reserve is depleted, the associated 
modular manufacturing devices can be easily disassembled and transferred to the next 
hot spot [73]. With the application of modular manufacturing devices, shale gas from 
distant shale gas reserves can be directly converted to valuable liquid products at local 
modular manufacturing devices and further trucked to markets. Therefore, shale 
reserves that are originally inaccessible due to the lack of midstream infrastructure can 
be economically exploited. Besides, methane leakage during gas transportation through 
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pipelines can be mitigated. Thus, compared with the conventional shale gas processing 
plants, the modular manufacturing devices have the potential of reducing the capital 
expenditures, improving the accessibility of shale gas energy resource, and mitigating 
the life cycle environmental impacts. There are existing literature addressing various 
aspects on design and operations of shale gas energy systems, including the strategic 
design of shale gas supply chains [4, 60], water management [57, 58], process synthesis 
and integration [49, 74, 75], shale gas related uncertainties [56, 76], and noncooperative 
stakeholders [77, 78]. However, none of them account for the emerging modular 
manufacturing approach. To systematically investigate the economic and environmental 
implications of shale gas modular manufacturing, it is imperative to account for and 
optimize relevant modular manufacturing options in shale gas supply chain design and 
operations for better economic and environmental sustainability.   
Optimization models were proposed to simultaneously address the economic and 
environmental concerns in the optimal design and operations of shale gas supply chains 
[7, 59, 63]. However, existing literature considering environmental impacts of shale gas 
restrict their perspectives to certain midpoint environmental impact indicators, namely 
the GHG emissions, energy use, and water consumption [19, 64, 79, 80]. Despite the 
importance of these environmental impact categories, other impact categories, such as 
land occupation, ecotoxicity, and resource depletion, are equally important and should 
be taken into account in the sustainable design and operations of shale gas supply chains 
[81]. Although focusing on a specific environmental impact category might reduce the 
modeling complexity, such a restricted perspective may lead to biased solutions, and 
fail to yield a full picture of the environmental impacts of shale gas. More importantly, 
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limited by the midpoint life cycle impact assessment (LCIA) approach, the endpoint 
environmental impacts of shale gas on the ecosystem, human health, and natural 
resources remain unclear. To tackle these research challenges, it is essential to develop 
an endpoint-oriented LCO framework for shale gas supply chains with consideration of 
comprehensive midpoint and endpoint environmental impact categories. 
 There are two main research objectives of this work. The primary objective is to 
investigate the economic and environmental implications of incorporating modular 
manufacturing devices in shale gas supply chains. A novel mixed-integer nonlinear 
fractional programming (MINLFP) model is proposed, where design and operational 
decisions regarding both the conventional processing plants and modular manufacturing 
devices are considered. The allocation, capacity selection, installment, moving, and 
salvage decisions of modular manufacturing devices are modeled with corresponding 
integer variables and logic constraints. The second objective of this work is to develop 
a general endpoint-oriented LCO framework that can quantify the full spectrum of 
environmental impacts in the optimal design and operations of shale gas supply chains. 
An endpoint-oriented LCIA method ReCiPe is adopted, which comprises of 18 
midpoint impact categories and three endpoint impact categories [82]. This endpoint-
oriented LCIA approach is further integrated into a functional-unit-based multiobjective 
LCO framework to connect the optimization decisions with their environmental impact 
scores characterized by ReCiPe. In this LCO framework, we consider the well-to-wire 
life cycle of shale gas from the well drilling at shale sites to electricity generation at 
natural gas combined cycle (NGCC) power plants. Correspondingly, the environmental 
objective is formulated as minimizing the total endpoint environmental impact score per 
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Megawatt-hour (MWh) of electricity generation. The economic objective is minimizing 
the levelized cost of electricity (LCOE) generated from shale gas. This multiobjective 
LCO model allows for the establishment of tradeoffs between the economic and 
comprehensive environmental performances of shale gas supply chains in a systematic 
way. We further present a tailored global optimization algorithm integrating the 
parametric algorithm with a branch-and-refine algorithm to solve the resulting MINLFP 
problem efficiently. To illustrate the applicability of proposed modeling framework and 
tailored global optimization algorithm, a case study of a well-to-wire shale gas supply 
chain based on Marcellus Shale is considered.  
The major novelties of this work are summarized below: 
• A novel MINLFP model is proposed to systematically investigate the economic 
and environmental implications of incorporating modular manufacturing in 
shale gas supply chains with explicit consideration of corresponding design and 
operational decisions; 
• An endpoint-oriented LCO framework is proposed that considers the full 
spectrum of environmental impacts in the LCO of shale gas supply chains; 
• A case study of a well-to-wire shale gas supply chain based on Marcellus Shale 
is considered. 
2.2 Problem statement 
In this section, we formally state the endpoint-oriented LCO framework for shale gas 
supply chains with modular manufacturing devices. This endpoint-oriented LCO 
framework integrates the four phases of LCA, namely the goal and scope definition, 
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inventory analysis, impact assessment, and interpretation [83], with a multiobjective 
MINLFP model. It can systematically identify the optimal design and operational 
strategies for shale gas supply chains with modular manufacturing devices under both 
economic and environmental criteria. The details of this LCO framework are introduced 
in the following subsections. 
2.2.1 Goal and scope definition 
The primary goal of this LCO framework is to optimize the design and operations of 
shale gas supply chains with modular manufacturing devices considering both economic 
and comprehensive environmental performances. This LCO framework accounts for the 
well-to-wire life cycle of shale gas, which starts with the well drilling at shale sites and 
ends with the electricity generation at NGCC power plants, following existing LCA 
studies of shale gas systems [79, 84]. The shale gas supply chain network is illustrated 
in Figure 7.  
 
Figure 7. Illustrative shale gas supply chain network. 
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The system boundary of this well-to-wire life cycle of shale gas includes three major 
life cycle stages: shale gas production, shale gas processing and upgrading, and end use 
of shale gas. In addition to the conventional elements of a well-to-wire shale gas supply 
chain reported in the literature [64, 85, 86], we add new components regarding modular 
manufacturing, including modular liquefied natural gas (LNG) plants, LNG storage 
facilities, and corresponding transportation systems. The shale gas production stage 
involves all the development activities at a shale site, including the construction of shale 
sites, well drilling, hydraulic fracturing, water management, and shale gas production. 
The raw shale gas produced at shale sites then enters the shale gas processing and 
upgrading stage, where the shale gas can be either sent to the conventional processing 
plants or transported to the nearby modular manufacturing devices through pipelines. 
At both conventional processing plants and modular LNG plants, the raw shale gas goes 
through a series of processes, where impurities, such as water content, acid gas, and 
nitrogen, are removed, and two major products known as “pipeline-quality” natural gas 
and natural gas liquids (NGLs) are obtained [63]. In the modular LNG plants, the 
processed natural gas is further used to produce LNG. Since we focus on shale gas in 
this study, the separated NGLs are treated as by-products and sold at factory gate price 
in the well-to-wire shale gas supply chain directly [87]. Additionally, unlike the 
conventional processing plants, modular plants can be disassembled and moved to a 
new location throughout its life time [73]. We note that modular LNG plants are not the 
only application of modular manufacturing in monetizing shale gas. Another important 
application is to perform gas-to-liquids (GTL) conversion [72]. However, the GTL 
process leads to other types of products (e.g., diesel) that will not be used for electric 
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power generation. To better compare the economic and environmental performances of 
conventional and modular manufacturing devices in the well-to-wire shale gas supply 
chain, we focus on the modular LNG plants in this work. The natural gas from 
conventional processing plants can be directly distributed to local NGCC power plants 
through pipelines for electricity generation. Meanwhile, the LNG from modular plants 
can be either stored at storages facilities for a certain period or transported to the NGCC 
power plants when needed. Besides the power generation, there are other end uses of 
LNG. For instance, the report by the U.S. Department of Energy (DOE) summarized 
that the LNG chain provides natural gas consumed in homes and manufacturing and 
power generation facilities [88]. A recent report by GE claimed that rail, mining, remote 
stationary-power generation and trucking are the main markets for LNG produced at 
GE small-scale LNG plants [89]. However, to be consistent with the well-to-wire system 
boundary and compare the economic and environmental performances of modular LNG 
plants with conventional processing plants, we focus on the end use of power generation 
for both types of midstream equipment [90]. Unlike natural gas that is typically 
transported through pipelines, LNG can be easily transported by transport trailers [91]. 
In this study, corresponding to the well-to-wire life cycle of shale gas, we employ a 
functional unit of generating one MWh of electricity following the existing shale gas 
LCA studies [17, 79, 92]. Accordingly, both the economic and environmental 
performances are evaluated based this functional unit. 
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2.2.2 Inventory analysis  
In the inventory analysis phase, the life cycle inventory (LCI) is established based on 
the predefined life cycle system boundary and functional unit to quantify the mass and 
energy input-output balance of each unit process across the shale gas life cycle. A 
detailed flow model is constructed based on the following flow chart in Figure 8, which 
consists of all the major unit process blocks and corresponding input and output flows 
within the well-to-wire system boundary. Specifically, the unit processes associated 
with modular manufacturing, including shale gas processing, LNG production, LNG 
storage, and distribution of LNG, are all considered and highlighted in the red box. The 
main data sources of this basic LCI are the most up-to-date LCA studies on shale gas 
and the Ecoinvent database v3.3 [19, 79, 81, 93]. Based on the basic LCI, an aggregated 
LCI is further developed to be compatible with the design and operational decisions in 
the LCO model. Accordingly, the mass and energy balance relationships of each unit 
process are formulated as mathematical constraints. In this way, the LCI of a set of 
design and operational alternatives can be simultaneously evaluated.  
 
Figure 8. Life cycle stages of shale gas in a well-to-wire system boundary (unit 
processes associated with modular manufacturing are in the red box). 
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2.2.3 Impact assessment 
In the phase of impact assessment, the LCI results are translated into corresponding 
environmental impacts under different impact categories based on the selected LCIA 
approaches. There are two types of impact categories, namely the midpoint impact 
categories reflecting the direct environmental impacts (e.g., climate change, ozone 
depletion, terrestrial acidification, etc.) of interventions, and the endpoint impact 
categories evaluating the ultimate environmental impacts from interventions or the 
midpoint impacts to the areas of protection (e.g., human health, ecosystem diversity, 
and resource availability). Based on these two types of environmental impact categories, 
there are midpoint-oriented LCIA methods, such as the one defined by the Handbook 
on Life Cycle Assessment [83] and endpoint-oriented methods, including the Eco-
indicator 99 and the state-of-the-art ReCiPe methods [82, 94]. As mentioned before, 
most existing LCA studies of shale gas limit environmental impact assessments to 
certain midpoint indicators, namely the GHG emissions, energy use, and water 
consumption, instead of evaluating the comprehensive environmental impacts of shale 
gas [80, 92, 95-97]. In this study, we choose the endpoint-oriented LCIA approach 
ReCiPe to quantify the full spectrum of life cycle environmental impacts of shale gas 
supply chains with modular manufacturing devices. There are a total of 18 impact 
categories addressed at the midpoint level, including climate change, ozone depletion, 
terrestrial acidification, freshwater eutrophication, marine eutrophication, human 
toxicity, photochemical oxidant formation, particulate matter formation, terrestrial 
ecotoxicity, freshwater ecotoxicity, marine ecotoxicity, ionizing radiation, agricultural 
land occupation, urban land occupation, natural land transformation, water depletion, 
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mineral resource depletion, and fossil fuel depletion [82]. These midpoint impact 
categories are further converted and aggregated based on corresponding environmental 
mechanisms into three endpoint impact categories: damage to human health, damage to 
ecosystem diversity, and damage to resource availability [82]. A total endpoint 
environmental impact score can be obtained by following the ReCiPe methodology. A 
comprehensive environmental objective function can be further formulated. This 
environmental objective function in the LCO model enables automatic quantification of 
comprehensive environmental impacts of various design and operational alternatives. 
Figure 9 presents these environmental impact categories considered in this endpoint-
oriented LCO framework. Here we emphasize the midpoint impact categories in blue 
boxes and the three endpoint impact categories, which are not addressed in most existing 
shale gas LCA studies.  
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Figure 9. Illustrative figure of midpoint and endpoint environmental impact categories 
considered in the endpoint-oriented LCO model. 
2.2.4 Interpretation 
The interpretation phase is combined with solving the endpoint-oriented LCO problem. 
Through a comprehensive analysis of the economic and environmental performances 
associated with the optimal solutions, we can identify the key design and operational 
decisions that lead to the most economically and environmentally sustainable results. 
The trade-offs between economic and environmental performances are illustrated by a 
Pareto-optimal curve consisting of a series of solution points. The advantages and 
disadvantages of both the conventional processing plants and modular LNG plants can 
also be demonstrated under different preferences towards both criteria.  
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2.2.5 Detailed problem statement for endpoint-oriented LCO of shale gas 
supply chains with modular manufacturing devices  
In this section, we present the general endpoint-oriented LCO problem of the well-to-
wire shale gas supply chain with modular manufacturing devices. The objective is to 
identify the optimal design and operational strategies in the shale gas supply chain, 
especially those regarding the modular manufacturing devices, considering both 
economic and comprehensive environmental performances.  
We consider a planning horizon consisting of a set of time periods with identical 
intervals. Thus, the resulting LCO problem is a multi-period optimization problem. 
There are a set of shale sites, including existing ones with drilled wells ready to produce 
shale gas and potential ones to be developed. Each shale site allows multiple wells to be 
drilled, and the maximum number of wells that can be drilled at each shale site is given. 
The productivity profile, estimated ultimate recovery (EUR), and shale gas composition 
of each shale well are given as well. Three water management options are considered 
for handling wastewater, including centralized wastewater treatment (CWT), onsite 
treatment for reuse, and deep injection disposal wells [22, 36, 98]. For onsite treatment, 
we consider three wastewater treatment technologies, namely multi-stage flash (MSF), 
multi-effect distillation (MED), and reverse osmosis (RO) [99, 100]. Technology 
specific data regarding each of the water management options, such as capacities and 
water recovery factors, are all given. 
The raw shale gas produced at shale sites is either sent to conventional processing plants 
or transported to modular LNG plants. We are given a set of existing processing plants 
and a set of potential ones to be constructed. Similarly, a set of existing and potential 
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modular LNG plants are given for gas processing and LNG production. For each 
modular LNG plant, there are a set of capacity levels to choose from. Once a modular 
LNG plant is constructed, it can be disassembled and moved to another location at any 
time. The processing efficiency of conventional processing plants and the production 
efficiency of modular LNG plants are all given. Besides, the salvage value of a modular 
LNG plant at the end of the planning horizon is given as a function of the modular 
device’s life time.  
The sales gas from the conventional processing plants is sent to a set of NGCC power 
plants with known electricity generation efficiency. LNG produced at modular plants, 
on the other hand, can be sent to a set of storage facilities for temporary storage or 
transported to a NGCC power plant directly for electricity generation. The capacities of 
storage facilities and electricity demand at each NGCC power plant are given. 
There are two types of transportation links in this shale gas supply chain. Raw shale gas 
and sales gas are transported by pipelines, and LNG is transported by transport trailers. 
We are given a set of capacity levels for the pipeline network, and the transportation 
distance between each pair of locations is also given.  
In this problem, the economic data, including the capital expenditure (CAPEX) 
associated with all the design decisions, as well as operating expenditure (OPEX) 
associated with all the operational decisions, are given. Additionally, the environmental 
impact scores associated with all the operational decisions are known. Based on the 
endpoint LCIA approach ReCiPe, these environmental impact scores are categorized 
into 18 midpoint impact categories and three endpoint impact categories.  
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Based on the given information, the objective of this LCO problem is to simultaneously 
optimize the economic and comprehensive environmental performances of the shale gas 
supply chain with modular manufacturing devices by optimizing the following 
decisions: 
• Drilling schedule, production profile, and water management strategy at each 
shale site;  
• Construction and capacity choices of conventional processing plants, locations 
and specs of modular manufacturing devices, moving schedule of modular 
manufacturing devices, and production planning of these two types of midstream 
processing infrastructure throughout the planning horizon; 
• Installment and capacity selection of gathering pipeline networks, planning of 
transportation activities, and storage inventory management; 
• Electric power generation profile at each NGCC power plant. 
In accordance with the predefined well-to-wire system boundary and the functional unit 
of one MWh of electricity generation, we consider the following objective functions:  
• Minimizing the LCOE generated from shale gas, which is formulated as the total 
net present cost (i.e., the summation of all the discounted future costs) 
throughout the shale gas supply chain divided by the total amount of electricity 
generated from shale gas. 
• Minimizing the endpoint environmental impact score associated with producing 
one MWh of electricity, which is formulated as the total endpoint environmental 
impact score divided by the total amount of electricity generated from shale gas.  
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2.3 Model formulation and solution method 
According to the problem statement in the previous section, a multiobjective MINLFP 
model is proposed to address the endpoint-oriented LCO of shale gas supply chains with 
modular manufacturing devices. For the compactness purpose, a general model 
formulation is presented here, and the detailed formulation is provided in Appendix A. 
All the parameters are denoted with lower-case symbols, and all the decision variables 
are denoted with upper-case symbols. The economic objective is to minimize the LCOE 
generated from shale gas, denoted as LCOE and formulated as the total net present cost 
(TC) divided by the total amount of electricity generation (TGE). The total net present 
cost (TC) equals the summation of all the discounted future costs, including the CAPEX 
associated with the shale gas processing devices ( C Xproc
APEC ) and gathering pipelines (
CAPEX
transC ), and the OPEX related to water management ( ,
OPEX
water tC ), drilling activities (
,
OPEX
drill tC ), shale gas production operations ( ,
OPEX
prod tC ), shale gas processing and upgrading 
( ,proc t
OPEXC ), transportation activities ( ,
OPEX
trans tC ), LNG storage ( ,
OPEX
stor tC ), and electric power 
generation ( ,
OPEX
power tC ). 
C X
proc
APEC  involves concave terms that are formulated as exponential 
functions to calculate the CAPEX of conventional processing plants, as given by 
constraint (A3). The discount rate (dr) is considered to account for the time value of 
money. TGE equals the summation of electricity generated by each NGCC power plant 
(indexed by g) at each time period (indexed by t), denoted as GEg,t. The environmental 
objective is to minimize the endpoint environmental impact score per MWh electricity 
generation, denoted as UE and formulated as the total environmental impact score (TE) 
divided by the total amount of electricity generation (TGE). The total environmental 
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impact score accounts for the full spectrum of environmental impacts associated with 
water management (Ewater), shale well drilling, stimulation, and completion (Edrill), shale 
gas production (Eprod), shale gas processing (Eproc), transportation (Etrans), LNG storage 
(Estor), and electric power generation (Epower). We note that both the numerator (i.e., TC 
and TE) and the denominator (TGE) of the economic and environmental objective 
functions are major decisions variables to be optimized, thus resulting in two fractional 
objective functions.  These fractional objective functions enable simultaneous 
optimization of economic and comprehensive environmental performances of the shale 
gas supply chain from a functional-unit-based perspective.  
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s.t.   Economic Constraints           (A2)-(A23) 
        Environmental Constraints                   (A25)-(A41) 
        Mass Balance Constraints                   (A42)-(A56) 
        Capacity Constraints                     (A57)-(A68) 
        Bounding Constraints                     (A69)-(A72) 
        Logic Constraints            (A73)-(A85) 
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The constraints can be classified into six types, namely the economic constraints, 
environmental constraints, mass balance constraints, capacity constraints, bounding 
constraints, and logic constraints: 
• Economic and environmental constraints are used to quantify the overall 
economic and environmental performances. Specifically, constraints (A2)-
(A23) calculate the net present cost associated with different unit processes. 
Constraints (A25)-(A41) are used to evaluate the full spectrum of environmental 
impacts caused by different unit processes. 
• Mass balance constraints describe the input-output mass balance relationships 
of different flows in all the unit processes across the shale gas supply chain. 
Specifically, the mass balance relationships associated with shale sites, 
conventional processing plants, modular manufacturing devices, LNG storage 
facilities, and NGCC power plants are presented by constrains (A42)-(A48), 
constraints (A49)-(A50) and (A53), constraints (A51)-(A52) and (A54), 
constraint (A55), and constraint (A56), respectively.  
• Capacity constraints describe the capacity restrictions of different unit processes, 
including different water management options (constraints (A57)-(A60)), 
conventional shale gas processing (constraints (A61)), LNG production at 
modular manufacturing devices (constraints (A62)), LNG storage (constraints 
(A63)-(A65)), transportation (constraints (A66)-(A67)), and electricity 
generation (constraint (A68)). 
• Bounding constraints link the midstream infrastructure design decisions with 
their corresponding operational decisions, including those regarding gathering 
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pipelines (constraints (A69)-(A70)), modular manufacturing devices 
(constraints (A71)), and conventional processing plants (constraints (A72)). 
• Logic constraints describe the logic relationships among different strategic 
decisions, including those involved in well drilling (constraints (A73)-(A76)), 
water management (constraints (A77)), installment of gathering pipelines 
(constraints (A78)-(A79)), and construction and relocation activities of modular 
manufacturing devices (constraints (A80)-(A85)).  
The economic and environmental objective functions of the proposed model are both 
fractional. As mentioned above, the economic objective function includes concave 
terms for calculating the CAPEX of conventional processing plants. All the constraints 
are linear with both integer and continuous variables. Therefore, the resulting problem 
is a nonconvex mixed-integer nonlinear programming (MINLP) problem that is 
computationally challenging for global optimization.  
2.4 Tailored global optimization algorithm 
The resulting multiobjective MINLFP problem is computationally challenging to be 
optimized globally. Due to the combinatorial nature and pseudo-convexity of fractional 
objectives, large-scale mixed-integer fractional programming problems can be 
computationally intractable for general-purpose MINLP solvers [101, 102]. The 
concave terms in the fractional objective function introduce further computational 
complexity for global optimization [103, 104]. Based on the problem structure, we apply 
a tailored global optimization algorithm integrating the parametric algorithm [105] with 
a branch-and-refine algorithm [103, 106] to tackle this computational challenge. 
43 
Specifically, the parametric algorithm is implemented to tackle the fractional objectives, 
where an auxiliary parameter q is introduced to reformulate the original fractional 
objective function into a parametric one. Thus, the original optimal solution is identical 
to the optimal solution of the reformulated parametric problem with the parameter q* 
such that F(q*)=0 [107]. The exact Newton’s method is applied to iteratively converge 
to the optimal q*. In each iteration of the parametric algorithm, we are facing a 
nonconvex MINLP due to the exponential function of CAPEX in the objective function. 
To tackle the separable concave functions, we adopt the branch-and-refine algorithm 
based on successive piecewise linear approximation. A pseudo-code of this algorithm 
is presented in Figure 10 to provide a comprehensive idea.  
Tailored Global Optimization Algorithm for MINLFP Problem 
1: Set q0= 0, 1outIter = , obj = +∞  
2: while outobj Tol≥  
3:  Set LB = −∞ , UB = +∞ , 1inIter = , gap = +∞  
4:  Initialize the insertion points for piecewise approximation 
5:  while ingap Tol≥  
6:   Solve piecewise approximated problem, and obtain optimal solution x* and optimal objective function value objlo 
7:   Evaluate the original objective function with x*, and obtain objup 
8:   Reconstruct relaxed problem by adding a new partition point 
9:   
Set max{ , }loLB LB obj= , min{ , }upUB UB obj= , 1 /gap LB UB= − , 
1in inIter Iter= +  
10:  end while 
11:  Update 
*
*
*
TCq
TGE
= , 1out outIter Iter= +  
12: end while 
13: output q*and x* 
Figure 10. Pseudo-code of the tailored global optimization algorithm for MINLFP 
problems. 
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In this pseudo-code, q0 indicates the initial value of auxiliary parameter q. Iterout and 
Iterin are the iteration counting numbers for the outer loop and inner loop, respectively. 
Tolout and Tolin are the optimality tolerance for the parametric algorithm in the outer 
loop and the optimality tolerance for the branch-and-refine algorithm in the inner loop, 
respectively. UB and LB are the upper bound and lower bound for the inner loop, 
respectively. gap is an auxiliary parameter to record the relative gap between UB and 
LB. objlo and objup are auxiliary parameters to record the optimal objective values F(q) 
by solving the piecewise approximated problem and evaluating the original nonlinear 
objective function, respectively. As can be seen, the exact parametric algorithm is 
implemented in the outer loop to handle the fractional objective functions with q0 set to 
0. Notably, the reformulated parametric problem is still a nonconvex MINLP with 
concave terms in the objective function F(q). Thus, we replace the concave terms with 
successive piecewise linear approximation functions, and solve the resulting MILP 
problems iteratively following the branch-and-refine algorithm. The optimal objective 
value of this MILP provides a lower bound (LB) of the objective value, and an upper 
bound (UB) can be obtained by evaluating the original nonlinear objective function 
based on the optimal solution x* of MILP. When the optimality criterion in the inner 
loop is satisfied, the next outer loop iteration starts with updated parameter q*. This 
tailored global optimization algorithm is guaranteed to converge within finite iterations 
[108]. 
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2.5 Results and discussion 
To illustrate the applicability of the proposed endpoint-oriented LCO model of shale 
gas supply chains with modular manufacturing devices, we consider a case study of a 
well-to-wire shale gas supply chain based on Marcellus Shale with both conventional 
shale gas processing plants and modular LNG plants. The detailed problem description 
is given below, and a reference map is provided in Figure 11. The shale site locations 
are based on the data reported by MarcellusGas.org [109]. Information on the existing 
conventional processing plants is reported by MarkWest Energy Partners, L.P [110]. 
The locations of power plants are based on the data provided by U.S. Energy 
Information Administration [111]. Notably, the proposed endpoint-oriented LCO 
framework and global optimization algorithm are general enough, so their applications 
are not limited to shale gas supply chains at any specific region.  
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Figure 11. Reference map of the well-to-wire shale gas supply chain based on 
Marcellus Shale in the case study. 
As can be seen in Figure 11, a total of 12 shale sites are considered, among which six 
shale sites are existing ones with active wells and six shale sites are potential ones to be 
developed. Each shale site allows for drilling of up to four to eight shale wells [112]. 
The EUR of each shale well is estimated based on the data reported in Marcellus Shale 
[2, 113]. There are two existing and one potential conventional shale gas processing 
plants [49]. Up to six locations are considered for the modular LNG plants, among 
which locations 2, 4, and 6 are installed with modular plants, and locations 1, 3, and 5 
are candidate ones for the installation of modular plants . Based on the report by GE Oil 
& Gas [114], there are three capacity levels for the modular LNG plants, corresponding 
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to 25 kgal, 50 kgal, and 100 kgal maximum LNG production per day, respectively. For 
the gathering pipelines, we consider three capacity levels, which correspond to 4-inch, 
8-inch, and 12-inch specs, respectively [70]. There are two LNG storage facilities where 
LNG products can be temporarily stored before being sent to the market. In this well-
to-wire shale gas supply chain, there are three NGCC power plants with combined cycle 
gas turbines, and the average efficiency is 50% on a lower heating value (LHV) basis 
[96, 115]. A 10-year planning horizon is considered, which is close to the real 
productive life of Marcellus shale wells [116, 117]. The planning horizon is divided into 
20 time periods, and each time period represents half a year. The corresponding shale 
gas supply chain network is presented in Figure 12, where existing facilities are 
presented in color and potential ones are given in grayscale. All detailed input data are 
based on existing literature and the Ecoinvent database v3.3 [4, 19, 64, 79, 81, 93, 96, 
118-120]. Specifically, the CAPEX of conventional processing plants is calculated 
based on a typical concave function, which is widely applied in designs of general 
chemical processes and shale gas processing plants [4, 121]. Meanwhile, we adopt a 
capital cost curve from the literature to estimate the CAPEX associated with modular 
LNG plants [72]. The detailed model formulation is provided in Appendix A. Notably, 
the modular manufacturing technologies are still relatively immature in the market, so 
variations in the costs associated with modular plants are inevitable. To evaluate the 
influences of uncertainties, we conduct sensitivity analysis of multiple key parameters, 
including the average EUR of shale wells, average NGL composition in shale gas, 
average transportation distance, CAPEX for modular plant installation, and electricity 
demand. Moreover, to demonstrate the advantage of proposed functional-unit-based 
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LCO model over the conventional LCO model optimizing the overall economic and 
environmental performances (named as overall-performance LCO model), we add one 
section in the case study to present the difference in terms of their overall performances 
and specific optimal strategies. 
 
Figure 12. Shale gas supply chain network considered in the case study. 
Based on the proposed LCO model, the resulting MINLFP problem has 4,012 integer 
variables, 13,767 continuous variables, and 9,556 constraints. All the models and 
solution procedures are coded in GAMS 24.7.3 [122] on a PC with an Intel® Core™ 
i7-6700 CPU and 32GB RAM, running the Window 10 Enterprise, 64-bit operating 
system. Furthermore, the MILP subproblems are solved using CPLEX 12.6.3. The 
absolute optimality tolerance of CPLEX is set to 10-6. The absolute optimality gap for 
the outer loop parametric algorithm (Tolout) is set to 10-6. The relative optimality gap 
(Tolin) for the inner loop branch-and-refine algorithm is set to 10-2. The detailed 
computational performance is presented in Appendix C. 
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2.5.1 Economic and environmental implications of modular manufacturing 
devices 
The resulting MIBLFP problem is solved using the presented tailored global 
optimization algorithm and a Pareto-optimal curve consisting of 13 Pareto-optimal 
solutions is shown in Figure 13. The x-axis represents the ReCiPe endpoint 
environmental impact score per MWh electricity generation from shale gas. The y-axis 
represents the LCOE in the shale gas supply chain.  
  
Figure 13. Pareto-optimal curve illustrating the trade-offs between LCOE and ReCiPe 
endpoint environmental impact score per MWh electricity generation with 
breakdowns: pie charts for the LCOE breakdowns and donut charts for the 
breakdowns of environmental impact score per MWh electricity generation. 
Along this Pareto-optimal curve, we choose 5 solution points from point A to point E 
for comparison. Point A indicates the optimal solution with the smallest ReCiPe 
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endpoint environmental impact score per MWh electricity generation as 64.5 
points/MWh. Point E is the other extreme point with the lowest LCOE of $59.4/MWh. 
Points B, C, and D are the in-between solutions. Their corresponding LCOE 
breakdowns are presented with pie charts above the curve, and the breakdowns of 
environmental impact score per MWh electricity generation are demonstrated with the 
donut charts below the curve. The sizes of these charts are proportional to the absolute 
values of total net present cost and total environmental impact score. For the cost 
breakdowns, the costs associated with transportation, gas processing, and gas 
production activities contribute most to the LCOE. From point A to point E, since more 
modular LNG plants are installed, the corresponding CAPEX under the category of 
processing increases as well. Meanwhile, less gathering pipelines are required with 
these modular LNG plants, resulting in less transportation cost. As to the breakdowns 
of environmental impact score per MWh electricity generation, the power generation 
sector accounts for around three-fourths of the environmental impact score. The 
remaining environmental impact score is mainly contributed by drilling, processing, and 
transportation activities. From point A to point E, the portion of environmental impact 
score associated with processing activities increases, and the portion associated with 
transportation activities decreases accordingly for the similar reason as discussed above 
on the LCOE breakdowns. 
To investigate the strategic decisions regarding modular manufacturing devices that 
lead to distinct economic and environmental performances, in Figure 14 we present the 
detailed design and planning decisions for modular LNG plants in different Pareto-
optimal solutions. As can be seen, in the optimal solution of point A minimizing the 
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environmental impact score per MWh electricity generation, there are four modular 
LNG plants. In addition to the existing modular plants installed at locations 2, 4, and 6, 
another modular plant with a capacity of 25 kgal LNG/day is installed at location 1 in 
the beginning. Since the construction time of modular plants considered in this case 
study is one year, the newly installed modular plant at location 1 becomes available after 
the first year [123]. Both point B and point C share the same design and planning 
decisions on modular LNG plants. Specifically, in addition to the existing ones, two 
modular plants with capacities of 25 kgal LNG/day are installed at location 1 and 
location 5 in the beginning, respectively. No moving activities are observed in the 
solutions of point A, point B, and point C. Points D and E have the same modular LNG 
plants as point B and point C installed in the beginning. However, relocation of modular 
LNG plants is observed in the optimal solutions of point D and point E. Specifically, 
for point D, the modular plant at location 5 with a capacity of 25 kgal LNG/day is moved 
to location 6 after three and a half years; meanwhile, the modular LNG plant at location 
6 with a capacity of 50 kgal LNG/day is moved to location 5. For point E, the modular 
plant at location 5 with a capacity of 25 kgal LNG/day is moved to location 6 three years 
later, and the modular plant at location 6 with a capacity of 50 kgal LNG/day is moved 
to location 5 half a year later. Such an exchange of modular LNG plants matches the 
varying demand of processing capacity at different regions. Since no new shale wells 
are drilled near location 6, and the production of existing wells are decreasing with time, 
the original modular LNG plant (50 kgal LNG/day) provides more processing capacity 
than needed after a few years. Meanwhile, the modular plant at location 5 (25 kgal 
LNG/day) cannot handle the extra shale gas feedstock from the newly-drilled shale 
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wells. Therefore, it is considered more cost-effective to exchange the modular LNG 
plants at locations 5 and 6 than installing extra ones. The moving process takes around 
six months to complete, so the relocated modular LNG plant will be ready half a year 
later. The moving option of modular LNG plants offers more flexibility in the operations 
of a shale gas supply chain, and the overall economic performance can be improved. 
Nevertheless, the moving activities of modular plants incur extra environmental 
impacts, such as land use change, energy consumption, and emissions. Thus, the 
relocation of modular plants may not be preferred when minimizing the comprehensive 
environmental impacts is the main objective. These environmental impact results will 
be discussed in detail in the following “comprehensive environmental impacts 
assessment” subsection. Additionally, it is worth noting that these optimal strategies 
regarding the modular LNG plants are only obtained based on the specific model and 
input data considered in this study, and the actual strategy in practice may vary from 
case to case. 
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Figure 14. Design and planning decisions for modular LNG plants in different Pareto-
optimal solutions. 
In Figure 15, we summarize the CAPEX and OPEX regarding conventional processing 
plants and modular LNG plants of the five Pareto-optimal solutions. For all the five 
solution points, a conventional processing plant is constructed with 10 Tscf/year 
processing capacity in addition to two existing ones. Thus, all the five points have the 
same CAPEX for conventional processing plants. However, the OPEX of conventional 
processing plants in each solution is quite different. We identify that when the OPEX 
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associated with conventional processing plant decreases, the OPEX resulted from 
modular LNG plants increases accordingly, as can be induced by going from point A to 
point E. This is because the raw shale gas in each Pareto-optimal solution will be either 
processed by the conventional processing plants or sent to the modular LNG plants for 
LNG production. Therefore, we conclude that the application of modular LNG plants 
helps improve the economic performance of a shale gas supply chain. However, in terms 
of mitigating the overall environmental impacts, the modular LNG plants show no 
advantage over the conventional processing plants. 
 
Figure 15. Summary of CAPEX and OPEX regarding conventional processing plants 
and modular LNG plants in different Pareto-optimal solutions. 
Next, we present the detailed drilling schedules (on the left) and shale gas production 
profiles (on the right) corresponding to points A to E in Figure 16. From this 
comparison, we expect to gain some insight into the connection between upstream 
production and midstream infrastructure designs. For all the solution points, more shale 
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wells need to be drilled after the initial drilling activities to compensate for the 
decreasing production of shale wells. From the drilling schedules, we can find that more 
shale wells are drilled in the beginning in point A and point B, resulting in a higher peak 
in terms of shale gas production in the first few years. As to point D and point E, they 
have similar drilling schedules, which result in almost identical shale gas production 
profiles. Moreover, the drilling schedules of point D and point E show that three new 
wells are drilled at shale site 10 in the fourth year, resulting in a larger shale gas output 
near location 5 to be processed. This explains why the modular plant at location 6 with 
a capacity of 50 kgal LNG/day is moved to location 5 in the same year, as presented in 
Figure 14. The drilling schedule and corresponding shale gas production profile of point 
C are balanced between the environment-oriented solutions (point A and point B) and 
the economics-oriented solutions (point D and point E). 
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Figure 16. Drilling schedules and shale gas production profiles of different Pareto-
optimal solutions. 
In this section, we present and analyze the comprehensive environmental impact 
profiles of different Pareto-optimal solutions. As mentioned in the introduction section, 
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the ReCiPe approach for LCIA comprises of 18 midpoint impact categories and three 
endpoint impact categories [82]. The detailed midpoint environmental impact score 
breakdowns associated with Pareto-optimal solutions A to E are presented in Figure 17. 
As can be seen, all the five points share similar environmental impact score breakdowns 
except point A and point B, which differ in the category of water management. The 
impacts of climate change to human health (in green) and climate change to ecosystems 
(in orange) stand out as two major contributors especially in the life cycle stages of shale 
gas production, LNG storage, and power generation. Fossil depletion is one of the major 
midpoint impact categories in water management, drilling, shale gas processing, and 
transportation, which are all energy-intense processes. The human toxicity is another 
key midpoint impact category especially in water management and drilling phases, 
when large amounts of chemicals and additives are used in drilling and fracturing fluids. 
The different wastewater treatment strategies also result in disparate environmental 
performance. Thus, when the objective focuses on mitigating the environmental impacts 
as shown in point A and point B, we observe a different environmental impact 
breakdown. By investigating the corresponding water management strategies, we 
identify RO technology for onsite treatment as the optimal wastewater treatment 
technology in point A and point B. Nevertheless, in points C to E, all the wastewater is 
treated by remote CWT facilities for a better economic performance. 
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Figure 17. Midpoint environmental impact score breakdowns of different Pareto-
optimal solutions. 
To identify the key midpoint impact categories that contribute most to the environmental 
impact score in the life cycle of shale gas, we further investigate the absolute midpoint 
environmental impact scores associated with different Pareto-optimal solutions. Since 
all the five Pareto-optimal solutions have similar midpoint environmental impact score 
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breakdowns, we present the absolute midpoint environmental impact scores of point A 
in Figure 18 for illustration. From this result, we identify the climate change impact on 
human health, climate change on ecosystems, and human toxicity as the most significant 
midpoint environmental impact categories. These impact categories contribute to 
around 91% of the total environmental impact score. Other important midpoint 
environmental impact categories include metal depletion, fossil depletion, particulate 
matter formation, and natural land transformation.  
 
 
Figure 18. Absolute midpoint environmental impact scores of point A. 
In Figure 19, we further present the endpoint environmental impact breakdowns 
corresponding to different Pareto-optimal solutions. Here we select the environment-
oriented solution point A as the reference solution, and all the other solutions are 
presented with their ratios based on the result of point A. As can be seen, for all the 
three endpoint impact categories, namely ecosystem quality, human health, and 
resources, all the three points from C to E have higher environmental impact scores than 
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point A in certain life cycle stages, including water management, shale gas processing, 
and storage. The endpoint environmental impact score distribution of point B is similar 
to that of point A except a slightly higher impact score in storage. The endpoint 
environmental impact score distributions of points D and E are almost identical. Since 
the total endpoint environmental impact score is the summation of scores from the three 
endpoint impact categories, from the shapes of these four distributions we conclude that 
the environmental impacts on ecosystem quality and human health contribute most to 
the environmental impact score. Specifically, the environmental impacts on ecosystem 
quality account for 37%-39% of the total environmental impact score; the 
environmental impacts on human health contribute 54%-55% of the total environmental 
impact score; and the environmental impacts on resources result in 6%-7% of the total 
environmental impact score. The water management strategies and design and planning 
of midstream infrastructure are the key decisions that lead to distinct environmental 
performances. 
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Figure 19. Endpoint environmental impact score breakdowns and comparison of 
different Pareto-optimal solutions (The environment-oriented solution A is selected as 
the reference solution and all the other solutions are presented with ratios of their 
results to that of point A). 
2.5.2 Sensitivity analysis 
In this section, we present a sensitivity analysis regarding several key parameters, 
including the average EUR of shale wells, average NGL composition in shale gas, 
average transportation distance, CAPEX for modular plant installation, and electricity 
demand. Their impacts on the two optimization objectives, namely the LCOE and the 
endpoint environmental impact score per MWh of electricity generation are summarized 
in Figure 20. A variance range of 80% to 120% is considered for the five types of 
uncertainties. As can be seen, the LCOE is most sensitive to the average transportation 
distance. Longer transportation distance results in extra transportation cost, and thus 
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leads to a higher LCOE. Another important factor is the average EUR of shale wells. 
With greater average EUR of shale wells, the cost efficiency of a certain shale well 
improves, resulting in a lower LCOE. The impact of CAPEX for modular plant 
installation is straightforward. More CAPEX leads to a higher value of LCOE. As the 
average NGL composition in the raw shale gas increases, the LCOE decreases due to 
the extra income from the sales of NGLs. The LCOE is least sensitive to the electricity 
demand. The endpoint environmental impact score per MWh of electricity generation 
does not follow the same trend as LCOE. The sensitivity analysis of average 
transportation distance leads to some interesting results. First, from the range of 80% to 
100%, there is no significant change in the endpoint environmental impact score per 
MWh of electricity generation. This is mainly because transportation only contributes a 
small portion (3%) of the total environmental impact score. However, when the 
transportation distance increases to 120%, a different midstream design strategy will be 
adopted. More modular plants are installed to produce LNG instead of relying on the 
conventional processing plants. The change of midstream design strategy further leads 
to a higher endpoint environmental impact score per MWh of electricity generation. 
Both the electricity demand and the average EUR of shale wells have significant impacts 
on the endpoint environmental impact score per MWh of electricity generation. As the 
average EUR of shale wells increases, more shale gas can be produced with the same 
environmental impact score. The impacts of average NGL composition in shale gas and 
CAPEX for modular plant installation on the endpoint environmental impact score per 
MWh of electricity generation are almost negligible. 
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Figure 20. Sensitivity analysis of average EUR of shale wells, average NGL 
composition in shale gas, average transportation distance, CAPEX for modular plant 
installation, and electricity demand. 
2.5.3 Comparison with the overall-performance LCO model 
Functional-unit-based LCO model is known for its superiority in leading to more 
sustainable designs than traditional LCO models optimizing the overall economic and 
environmental performances of a product system. To demonstrate the advantage of 
proposed functional-unit-based LCO model, we consider another case study based on 
an overall-performance LCO model. In this overall-performance LCO model, the 
economic objective is to minimize the total net present cost (TC), which is identical to 
the numerator of the economic objective function in the functional-unit-based LCO 
model. The economic objective function TC is nonlinear with separable concave terms 
calculating the CAPEX of conventional processing plants. The environmental objective 
is to minimize the total ReCiPe endpoint environmental impact score (TE), which is the 
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numerator of the environmental objective function in the functional-unit-based LCO 
model. All the constraints in the overall-performance LCO model are identical to those 
in the functional-unit-based LCO model. The detailed formulation of this overall-
performance LCO model is summarized in Appendix B.  
By solving the overall-performance LCO problem, another Pareto-optimal curve can be 
obtained demonstrating the trade-offs between the total net present cost (TC) and the 
total ReCiPe endpoint environmental impact score (TE). To give a clear comparison, 
we present the Pareto-optimal solutions obtained by solving the overall-performance 
LCO problem (orange points) and the functional-unit-based LCO problem (blue points) 
in Figure 21. From this comparison, we can see the advantage of the proposed 
functional-unit-based LCO model on providing more sustainable solutions from both 
economic and environmental perspectives. The whole Pareto-optimal frontier of the 
overall-performance LCO problem lies within the suboptimal region of the functional-
unit-based LCO problem, indicating that these Pareto-optimal solutions of the overall-
performance LCO problem would incur higher cost or environmental impact score than 
those of the functional-unit-based LCO problem by producing one MWh of electricity. 
Specifically, we select two sets of extreme points, namely the environment-oriented 
solutions A and A’, and the economics-oriented solutions E and E’, for further 
comparison. As can be seen, the LCOE of point A’ is slightly higher than that of point 
A, and the ReCiPe endpoint environmental impact score per MWh electricity generation 
of point A’ is about 9% higher than that of point A. Although the ReCiPe endpoint 
environmental impact score per MWh electricity generation of point E’ is slightly lower 
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than that of point E, its LCOE is 5% higher than that of point E, which can result in a 
significant difference in terms of economic performance. 
 
Figure 21. Comparison of Pareto-optimal solutions of the proposed functional-unit-
based LCO problem optimizing the functional-unit-based economic and 
environmental performances and the overall-performance LCO problem optimizing 
the overall economic and environmental performances. 
Additionally, in Figure 22, we present the optimal drilling schedules and shale gas 
production profiles obtained by solving the functional-unit-based LCO problem and the 
overall-performance LCO problem to further demonstrate the difference. Point E and 
point E’ in Figure 21 are selected here for comparison. As can be observed, although 
both point E and point E’ are optimizing the economic performance, the different 
objective functions adopted in the functional-unit-based LCO model and the overall-
performance LCO model can lead to distinct design and operational decisions. 
Specifically, more wells are drilled in the optimal solution of the functional-unit-based 
LCO problem (point E) than in the optimal solution of the overall-performance LCO 
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problem (point E’). Consequently, the optimal shale gas production profile in point E 
deviates from that of point E’. 
 
Figure 22. Drilling schedules and production profiles in the Pareto-optimal solution 
point E of the functional-unit-based LCO problem and the Pareto-optimal solution 
point E’ of the overall-performance LCO problem. 
2.6 Summary 
In this work, a novel endpoint-oriented LCO model was proposed to investigate the 
economic and environmental implications of incorporating modular manufacturing 
devices in the optimal design and operations of shale gas supply chains. The resulting 
problem was formulated as an MINLFP problem, and a tailored global optimization 
algorithm was introduced to tackle this computational challenge. The applicability of 
proposed endpoint-oriented LCO framework and tailored global optimization algorithm 
was illustrated by a well-to-wire shale gas supply chain based on Marcellus Shale. Major 
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design and operational decisions, especially those regarding the modular manufacturing 
devices, such as allocation, capacity selection, installment, moving, and salvage 
decisions, were all captured. Through a detailed analysis and discussion, we came to a 
few important conclusions: (1) application of modular manufacturing devices could 
improve the economic performance of a shale gas supply chain. However, there was no 
obvious advantage of modular manufacturing devices over the conventional processing 
plants in terms of mitigating the overall environmental impacts; (2) the proposed 
endpoint-oriented LCO framework enabled quantification of the full spectrum of life 
cycle environmental impacts of shale gas supply chains, and thus leading to more 
sustainable solutions; (3) major design decisions regarding drilling schedule, water 
management, and midstream infrastructure design and planning were identified as the 
key factors that led to distinct economic and environmental performances in a shale gas 
supply chain.  
2.7 Appendix A: Superstructure configuration description 
2.7.1 Economic objective 
The economic objective is to minimize the LCOE generated from shale gas, formulated 
as the total net present cost divided by the total electric power generation. The total net 
present cost comprises of the CAPEX associated with the shale gas processing devices 
( C Xproc
APEC ) and gathering pipelines ( CAPEXtransC ), and the OPEX related to water management 
( ,
OPEX
water tC ), drilling activities ( ,
OPEX
drill tC ), shale gas production operations ( ,
OPEX
prod tC ), shale gas 
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processing and upgrading ( ,proc t
OPEXC ), transportation activities ( ,
OPEX
trans tC ), LNG storage (
,
OPEX
stor tC ), and electric power generation ( ,
OPEX
power tC ). 
( )
, , , ,, , ,
,
1
min  
proc
OPEX OPEX OPEX OPEX OPEX OPEX OPEX
water t drill t prod t trans t stor t power tCAPEX CAPEX
trans t
t T
g t
g G t T
t
proc
C C C C C C C
C C
dr
LCOE
GE
∈
∈ ∈
 + + + + + +
+ +  
+  =
∑
∑∑
   (A1) 
The CAPEX of shale gas processing devices comprises of the CAPEX associated with 
conventional processing plants ( _proc co
X
nv
CAPEC ) and the CAPEX corresponding to modular 
manufacturing devices ( _proc mo
X
d
CAPEC ).  
_ _proc proc conv
CAPEX CAPEX CAPE
proc m
X
odC C C= +    (A2) 
_proc co
X
nv
CAPEC  is the total CAPEX associated with construction of conventional processing 
plants. In this study, we adopt a typical nonlinear function to calculate the CAPEX 
following the existing literature [4, 121]. 
_
n
pCAPE
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i∈
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= ⋅   
  
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where pri denotes the reference CAPEX of conventional processing plants. PCp denotes 
the capacity of conventional processing plant p. prc denotes the reference capacity of 
conventional processing plants. sfp denotes the size factor of conventional processing 
plants. pci denotes the chemical engineering plant cost index for conventional 
processing plants. rpci denotes the chemical engineering plant cost index for 
conventional processing plant of the reference year. 
_proc mo
X
d
CAPEC  is the net CAPEX associated with modular LNG plants, given as the total 
installment cost subtracted by the total salvage value of modular LNG plants. The 
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CAPEX of modular LNG plant is estimated based on a capital cost curve from the 
literature, which is obtained by fitting the data on capital costs from existing and 
hypothetical LNG plants from the literature [72]. 
( )_
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where camm,k denotes the CAPEX for installing a modular LNG plant with capacity level 
k at location m. ZIm,k,t is a binary variable that equals 1 if a modular LNG plant with 
capacity level k is installed at location m in time period t. dr is the discount rate per time 
period. csmk,t denotes the discounted salvage value of a modular LNG plant with 
capacity level k installed at time period t.  
CAPEX
transC  indicates the total CAPEX of gathering pipelines, calculated by,  
, , , , , ,
CAPEX
trans r i p r i p r i m r i m
i I p P r R i I p P r R
C tpri XP lsp tpri XM lsm
∈ ∈ ∈ ∈ ∈ ∈
= ⋅ ⋅ + ⋅ ⋅∑∑∑ ∑∑∑   (A5) 
where tprir denotes the reference CAPEX of gathering pipelines with capacity level r. 
XPi,p,r is a binary variable that equals 1 if the gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to conventional processing plant p. lspi,p 
is the distance between shale site i and conventional processing plant p. Similarly, 
XMi,m,r is a binary variable that equals 1 if the gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to modular LNG plant at location m. 
lsmi,m is the distance between shale site i and modular LNG plant at location m.  
The water management cost consists of water acquisition cost (Cacq,t) and wastewater 
treatment costs corresponding to different technologies, namely Class-II disposal wells 
(Cdisp,t), CWT facilities (Ccwt,t), and onsite treatment (Consite,t). 
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, , , , ,
OPEX
water t acq t disp t cwt t onsite tC C C C C= + + +    (A6) 
Cacq,t indicates the acquisition cost of freshwater in time period t, which is proportional 
to the amount of freshwater, 
, ,acq t
I
i
i
tfaC FWc
∈
⋅=∑    (A7) 
where fac denotes the unit acquisition cost of freshwater. FWi,t stands for the amount of 
freshwater acquired from water source to shale site i in time period t.  
Cdisp,t denotes the cost associated with underground injection of disposal wells in time 
period t, given by, 
, , disp t
i I
i tvC WTDd
∈
⋅=∑    (A8) 
where vd denotes the unit cost for underground injection of wastewater. WTDi,t denotes 
the amount of wastewater transported from shale site i to disposal wells at time period 
t. 
Ccwt,t indicates the cost associated with CWT treatment facilities in time period t, 
calculated by, 
, , 
i I
cwt t i tvcC WTC
∈
⋅=∑    (A9) 
where vc denotes the unit treatment cost of wastewater at CWT facilities. WTCi,t denotes 
the amount of wastewater transported from shale site i to CWT facilities at time period 
t. 
Consite,t is the total onsite treatment cost in time period t, given by, 
, , , onsite t i o t
o O
o
i I
C Wv To O
∈ ∈
= ⋅∑∑    (A10) 
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where voo denotes the unit treatment cost of wastewater by onsite treatment technology 
o. WTOi,o,t denotes the amount of wastewater treated by onsite treatment technology o 
at shale site i in time period t.  
,
OPEX
drill tC  indicates the total OPEX associated with drilling activities in time period t,  
, ,,
OPE
i t
i I
X
drill t i tsdC NNc
∈
⋅=∑    (A11) 
where sdci,t denotes the unit cost for shale well drilling and completion at shale site i in 
time period t. NNi,t denotes the number of wells drilled at shale site i in time period t.   
,
OPEX
prod tC  stands for the total cost associated with shale gas production activities in time 
period t, calculated as the difference between the gross cost proportional to the amount 
of shale gas production and the salvage value of shale wells at the end of planning 
horizon. 
( ), , ,, ,i t
i I
OPEX
prod t i t i t i i t
i I
spc psgC SP NN eur SP
∈ ∈
= − ⋅ −⋅ ⋅∑ ∑    (A12) 
where spci,t denotes the unit cost for shale gas production at shale site i in time period t. 
SPi,t denotes the shale gas production rate at shale site i in time period t. psg denotes the 
estimated average unit profit of shale gas remains to be produced in shale wells. euri 
denotes the estimated ultimate recovery of shale gas for a shale well at shale site i. 
,proc t
OPEXC  indicates the total OPEX for both modular LNG plant and conventional 
processing plant in time period t, calculated by, 
, _ , _ _ ,, ,proc t mod oper t mod
OPEX
conv opermove t t NGL tC C C C I= + + −    (A13) 
_ ,mod oper tC  is the total OPEX of modular LNG plants, calculated by, 
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where vmom,k denotes the unit OPEX for modular LNG plant at location m with capacity 
level k. SMPi,m,k,t denotes the amount of shale gas sent from shale site i to modular LNG 
plant at location m with capacity level k in time period t.  
_ ,mod move tC  stands for the moving cost of modular LNG plants in time period t, which 
can by calculated by the following equation,   
( ), ' , '_ ,, ,
'
k k m m kmod m m m k t
m
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∈ ∈ ∈
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where cdmk denotes the cost of dissembling a modular LNG plant with capacity level k. 
cmmk denotes the cost of moving a modular LNG plant with capacity level k for unit 
distance. ldmm,m’ denotes the distance between potential modular LNG plant locations 
m and m’. crmk denotes the cost of reassembling a modular LNG plant with capacity 
level k. ZRm,m’,k,t is a binary variable that equals 1 if a modular LNG plant with capacity 
level k is moved from location m to m’ in time period t.  
_ ,conv oper tC  is the total OPEX of conventional processing plants in time period t, given 
by, 
_ , , ,conv oper t p i p t
i I p P
C vro SRP
∈ ∈
= ⋅∑∑    (A16) 
where vrop denotes the unit OPEX for conventional processing plant p. SRPi,p,t  denotes 
the amount of shale gas transported from shale site i to conventional processing plant p 
in time period t. 
INGL,t denotes the income from sales of NGLs in time period t, given as the summation 
of incomes from both conventional processing plants and modular LNG plants. 
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where plt denotes the average unit price of NGLs in time period t. SRPLp,t denotes the 
amount of NGLs produced at conventional processing plant p in time period t. SMPLm,t 
denotes the amount of NGLs produced at modular LNG plant at location m in time 
period t. 
,
OPEX
trans tC  stands for the total OPEX associated with all the transportation activities in time 
period t, given by, 
, _ , _ ,_ ,
OPEX
tra transns t trans conv t trans power tmod tC C C C= + +    (A18) 
_ ,trans conv tC  indicates the variable transportation cost of shale gas from shale sites to 
conventional processing plants in time period t, given by,  
_ , , , ,trans conv t i p i p t
i I p P
C vrt lsp SRP
∈ ∈
= ⋅ ⋅∑∑    (A19) 
where vrt denotes the unit transportation cost of shale gas.  
_ ,trans mod tC  is the variable transportation cost associated with modular LNG plants, 
including the variable transportation cost of shale gas from shale sites to modular LNG 
plants and variable transportation cost of LNG from modular LNG plants to LNG 
storage facilities. 
, , , , ,_ , , , i m i m k t m s m s t
i I m
trans mod t
sM k K m M S
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where vmt denotes the unit transportation cost of shale gas from shale sites to modular 
LNG plants. vts denotes the unit transportation cost of LNG. lmsm,s denotes the distance 
between modular LNG plants and LNG storage facility s. SMPSm,s,t denotes the amount 
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of LNG transported from modular LNG plant at location m to storage facility s in time 
period t. 
_ ,trans power tC  indicates the variable transportation cost associated with power plants in 
time period t, given as, 
_ , , ,, , ,
,
,
, ,                 
trans power t s g t ms
s S m
g t
g
g m
G
g
g G
p g
M
p g t
g Gp P
C Slsvts vtg lmgSG Ss
v
MP
t g SPGp
G
lp
∈ ∈
∈
∈ ∈
∈
⋅ ⋅ ⋅ ⋅
⋅
= +
⋅+
∑∑ ∑ ∑
∑∑
  (A21) 
where lsgs,g denotes the distance from storage facility s to power plant g. SSGs,g,t denotes 
the amount of LNG transported from storage facility s to power plant g in time period 
t. lmgm,g denotes the distance from modular LNG plant at location m to power plant g. 
SMPGm,g,t denotes the amount of LNG transported from modular LNG plant at location 
m to power plant g in time period t. vtp denotes the unit transportation cost of natural 
gas, lpgp,g denotes the distance from conventional processing plant p to power plant g. 
SPGp,g,t denotes the amount of natural gas transported from conventional processing 
plant p to power plant g in time period t. 
,
OPEX
stor tC  is the total LNG storage cost in time period t, calculated by,  
, , , , , , 
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where vsi denotes the operating cost for unit input of LNG at storage facilities, vso 
denotes the operating cost for unit output of LNG at storage facilities. vs denotes the 
unit storage cost for LNG. INLs,t denotes the amount of LNG stored at LNG storage 
facility s in time period t. 
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,
OPEX
power tC  indicates the total variable cost associated with electric power generation in 
time period t, calculated by, 
, , , , , , ,
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power t p g t m g t s g
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 
= ⋅ + + 
 
∑ ∑ ∑ ∑   (A23) 
where veg denotes the unit cost for electricity generation from natural gas at power plant 
g.  
2.7.2 Environmental objective 
The environmental objective is to minimize the ReCiPe endpoint environmental score 
per MWh electricity generation from shale gas. The total environmental impact score 
accounts for the environmental impacts associated with water management (Ewater), 
shale well drilling, stimulation, and completion (Edrill), shale gas production (Eprod), 
shale gas processing (Eproc), transportation (Etrans), LNG storage (Estor), and electric 
power generation (Epower).           
,
min  prwater drill prod trans stor power
g t
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g G t T
E E E E E E ETEUE
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+ + + + + +
= =
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The environmental impacts of water management account for activities including water 
acquisition (Eacq) and wastewater treatment corresponding to different technologies, 
namely Class-II disposal wells (Edisp), CWT facilities (Ecwt), and onsite treatment 
(Eonsite). 
water acq disp cwt onsiteE E E E E= + + +    (A25) 
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Eacq indicates the environmental impact score resulting from freshwater acquisition 
activities, which is proportional to the amount of freshwater acquired from water 
sources. 
,acq i t
i I t T i
c
c IC
iE eac FW
∈ ∈ ∈
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where eacic denotes the environmental impact score under impact category ic associated 
with acquisition of unit amount of freshwater. 
Edisp represents the environmental impact score associated with underground wastewater 
injection, given by, 
, disp iic
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t
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∈∈∈
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where ewdic denotes the environmental impact score under impact category ic associated 
with underground injection of unit amount of wastewater at disposal wells. 
Ecwt indicates the environmental impact score regarding water treatment activities at 
CWT facilities, calculated by, 
, iccwt
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where ewcic denotes the environmental impact score under impact category ic associated 
with treatment of unit amount of wastewater at CWT facilities. 
Eonsite stands for the environmental impact score associated with onsite wastewater 
treatment, which is proportional to the amount of wastewater and dependent on the 
specific onsite treatment technology, calculated by,  
, ,, onsite i o
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o ic
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where ewoo,ic denotes the environmental impact score under impact category ic 
associated with treating unit amount of wastewater by onsite treatment technology o. 
Edrill indicates the environmental impact score induced by shale wells drilling activities, 
where a series of processes including well pad construction, drilling, stimulation, and 
completion are considered. 
, ,drill ii ic
i I ic IC
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∈ ∈∈
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where esdi,ic denotes the environmental impact score under impact category ic associated 
with the drilling process of a shale well at shale site i. 
Eprod represents the environmental impact score resulting from shale gas production 
activities, including fracturing fluid additive manufacture, sand mining, energy usage of 
pump and compressors, hydraulic fracturing, workover flowback, venting, field 
separation, and corresponding transportation, etc. 
, ,prod ii ic
i I ic IC
t
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∈ ∈∈
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where espi,ic denotes the environmental impact score under impact category ic associated 
with producing unit amount of shale gas at shale site i.  
Eproc is the environmental impact score associated with operations and movement of 
modular LNG plants as well as operations of conventional processing plants.  
_ __mod oper mod moveproc conv operE E E E= + +    (A32) 
Emod_oper indicates the environmental impact score associated with shale gas processing 
and LNG production at modular LNG plants, given by, 
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where empk,ic denotes the environmental impact score under impact category ic 
associated processing unit amount of shale gas at modular LNG plant with capacity 
level k. 
Emod_move stands for the environmental impact score induced by the movement of 
modular LNG plants, calculated by, 
, , ' , ',_ ,
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where emmk,ic denotes the environmental impact score under impact category ic 
associated with moving modular LNG plant with capacity level k for unit distance.  
Econv_oper is the environmental impact score corresponding to shale gas processing at 
conventional processing plants, given by, 
_ , , ,conv oper p ic i p t
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Where erpp,ic denotes the environmental impact score under impact category ic 
associated with processing unit amount of shale gas at conventional processing plant p. 
Etrans indicates the environmental impact score associated with all the transportation 
activities, including those associated with the conventional processing plants 
(Etrans_conv), modular LNG plants (Etrans_mod), and power plants (Etrans_power), calculated 
by,  
_ _ _trans trans conv trans mod trans powerE E E E= + +    (A36) 
Etrans_conv represents the environmental impact score induced by transporting shale gas 
from shale sites to conventional processing plants, given by, 
, , ,_ ic i p i p t
i
trans c
I p P t T ic
onv
IC
E est lsp SRP
∈ ∈ ∈ ∈
= ⋅ ⋅∑∑∑∑    (A37) 
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where estic denotes the environmental impact score under impact category ic associated 
with transportation of unit amount of shale gas for unit distance.  
Etrans_mod indicates the environmental impact score associated with transporting shale 
gas from shale sites to modular LNG plants and from modular LNG plants to LNG 
storage facilities, given by,  
, , , , , , ,_  ic i m i m k t ic m s m s t
i I m M k K t T ic IC m M ic I
trans mod
s S Ct T
E est lsm SMP elt lms SMPS
∈ ∈ ∈ ∈∈ ∈ ∈ ∈ ∈
= ⋅ ⋅ + ⋅ ⋅∑ ∑ ∑∑∑ ∑∑∑∑  
 (A38) 
where eltic denotes the environmental impact score under impact category ic associated 
with transporting unit amount of LNG for unit distance. 
Etrans_power represents the total environmental impact score associated with transporting 
natural gas or LNG from LNG storage facilities, modular LNG plants, and conventional 
processing plants to NGCC power plants, calculated by, 
, , ,, ,
,
_ ,
, ,                
s g t m gic s g m g
p g
t
g G ic IC g G ic IC
p g t
g G ic
trans power ic
s S t T m M t T
ic
p P ICt T
E SSG Selt lsg lmgelt
est
MPG
Pg S Glp
∈ ∈ ∈ ∈∈ ∈ ∈ ∈
∈ ∈∈ ∈
⋅ ⋅ ⋅ ⋅
⋅
= +
+ ⋅
∑∑∑∑ ∑ ∑∑∑
∑∑∑∑
  (A39) 
Estor stands for the environmental impact score induced by LNG storage activities, 
calculated by,   
,istor s t
ic IC
c
s S t T
E NLs Ies
∈ ∈ ∈
= ⋅∑∑ ∑    (A40) 
where essic denotes the environmental impact score under impact category ic associated 
with storage of unit amount of LNG. 
Epower indicates the environmental impact score associated with electric power 
generation, given by,  
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eE SPGp SMPG SSg G
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 
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 
∑∑∑ ∑ ∑ ∑   (A41) 
where epgg,ic denotes the environmental impact score under impact category ic 
associated with electricity generation from unit amount of natural gas at power plant g. 
2.7.3 Mass balance constraints 
The total water supply at each shale site comprises of freshwater from water sources 
and reused water from onsite treatment. 
,, , , ,  ,  i t i o t
o O
to iFDWFW WTl O i to
∈
+ ⋅ = ∀∑    (A42) 
where loo denotes the recovery factor for treating wastewater of onsite treatment 
technology o. FDWi,t denotes the freshwater demand of shale site i in time period t.  
,
,, ,  ,  
i
i t i
t
i
i twwrf
WP
NN iF d tDW + ∀= ⋅    (A43) 
The wastewater production rate during the fracking process is proportional to the total 
shale gas production rate at a shale site [124], 
, , ,  ,  i t i i tWP cc SP i t= ⋅ ∀    (A44) 
where cci is the correlation coefficient for shale gas production and wastewater 
production of a shale well at shale site i. 
At each shale site, the total amount of wastewater, including the wastewater from 
drilling, hydraulic fracturing, and completion, should equal to the total amount of water 
treated by different water management options, including CWT, disposal, and onsite 
treatment.  
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o O
WP wd wrd NN WTC WTD WTO i t
∈
+ ⋅ ⋅ = + + ∀∑   (A45) 
where wdi denotes the average drilling water usage for each well at shale site i. wrdi 
denotes the recovery ratio for drilling process at shale site i. 
The total amount of shale gas produced at existing shale sites can be calculated by,  
, , ,  ,  i t i i t eSP ne spp i I t= ⋅ ∀ ∈    (A46) 
where nei denotes the number of existing shale wells drilled at shale site i. sppi,t denotes 
the shale gas production of a shale well of age t at shale site i. 
The total shale gas production rate at a shale site equals the summation of that of 
different wells.  
1
, , ' , '
' 1
,  ,  2
t
i t i t i t t n
t
SP NN spp i I t
−
−
=
= ⋅ ∀ ∈ ≥∑    (A47) 
where sppi,t-t’ denotes the shale gas production profile of a shale well drilled at time 
period t’ at shale site i in time period t. Thus, the age of this well would be t- t’. We use 
this time-dependent parameter to describe the decreasing feature of the shale gas 
production profile of a certain well. 
The shale gas production at each shale site is either transported to the conventional 
processing plants or modular LNG plants.  
, , , , , , ,  ,  i t i p t i m k t
p P m M k K
SP SRP SMP i t
∈ ∈ ∈
= + ∀∑ ∑ ∑    (A48) 
The methane and NGLs are separated at conventional processing plants, and their 
corresponding amounts are dependent on the processing efficiency and the composition 
of raw shale gas. 
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, , , ,  ,   i p t p t
i I
ipef mecSRP SRPM p t
∈
⋅ ∀⋅ =∑    (A49) 
, , , ,  ,  i p t p t
i I
ipef lSRP SRPL pc t
∈
⋅ = ∀⋅∑    (A50) 
where pef denotes the NGL recovery efficiency at conventional processing plants. meci 
denotes the methane composition in shale gas at shale site i. lci denotes the NGL 
composition in shale gas at shale site i. 
Similarly, the shale gas sent to modular LNG plants are processed first to separate 
natural gas and NGLs.  
, , , , ,  ,   i m k t m t
i I K
i
k
mefSMP SMPM m tmec
∈ ∈
⋅ ∀⋅ =∑∑    (A51) 
, , , , ,  ,  i m k t m t
i I k K
imeSMP SMPL mf lc t
∈ ∈
⋅ ∀⋅ =∑∑    (A52) 
where mef denotes the NGL recovery efficiency at modular LNG plants. 
The total amount of natural gas separated at a conventional processing plant equals the 
summation of natural gas transported from the processing plant to different power 
plants. 
, , , ,  ,  p t p g t
g G
SRPM SPG p t
∈
= ∀∑    (A53) 
The LNG produced at a modular LNG plant can either be transported to power plants 
for electric power generation directly or be transported to LNG storage facilities for 
temporary storage. 
, , , , , ,  ,  m t m g t m s t
g G s S
SMPM SMPG SMPS m t
∈ ∈
= + ∀∑ ∑    (A54) 
For LNG at each LNG storage facility, the following input-output mass balance 
relationship should be satisfied.  
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− ++ = ∀ ≥∑ ∑        (A55) 
The total amount of electricity generation at a power plant in each time period is 
proportional to the amount of natural gas transported to the power plant from different 
sources, including the conventional processing plants, modular LNG plants, and LNG 
storage facilities. 
, , , , , , , , ,  g t p g t m g t s g t
p P m M s S
uGE SPG SMPG SSG g te
∈ ∈ ∈
 
= + + ∀ 
 
⋅ ∑ ∑ ∑        (A56) 
where ue denotes the amount of electricity generated per unit natural gas input.  
2.7.4 Capacity constraints 
The total amount of wastewater from different shale sites treated by each CWT facility 
cannot exceed its capacity, given by, 
, ,  i t
i I
tW ccaTC t
∈
≤ ∀∑        (A57) 
where ccat denotes the capacity for wastewater treatment at CWT facility in time period 
t. 
Similarly, the total amount of wastewater from all the shale sites handled by disposal 
wells should not exceed their disposal capacities,  
, ,  i t
i I
tW dcaTD t
∈
≤ ∀∑        (A58) 
where dcat denotes the capacity for underground injection at disposal wells in time 
period t. 
If a certain onsite treatment technology is applied at a shale site, the amount of 
wastewater treated onsite should be bounded by its capacity; otherwise, the amount of 
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wastewater treated onsite should be zero. This relationship can be modeled by the 
following inequality, 
, , , , ,  ,  ,   o i o i o t o i oocl YO WTO ocu YO i o t⋅ ≤ ≤ ⋅ ∀        (A59) 
where oclo and ocuo denote the minimum and maximum treatment capacities for onsite 
treatment technology o, respectively. YOi,o is a binary variable that equals 1 if onsite 
treatment technology o is applied at shale site i. 
To satisfy the reuse specification for hydraulic fracturing, the blending ratio of 
freshwater to treated water from onsite treatment must be greater than a certain value, 
given by, 
, , , ,  ,  i o t i t
o O
o o WTO Fr W i tf lo
∈
⋅ ⋅ ≤ ∀∑        (A60) 
where rfo denotes the ratio of freshwater to wastewater required for blending after 
treatment by onsite treatment technology o. 
The total amount of shale gas processed at a conventional processing plant cannot 
exceed its capacity, 
, , ,  ,   i p t p
i I
SRP PC p t
∈
≤ ∀∑        (A61) 
Similarly, the amount of shale gas sent to a modular LNG plant is constrained by its 
working capacity, 
, , , , , ,  ,  ,  i m k t m k t
i I
SMP MC m k t
∈
≤ ∀∑        (A62) 
where MCm,k,t denotes the capacity of modular LNG plant at location m with capacity k 
in time period t.  
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For the LNG storage facilities, there are capacity constraints for the LNG in stock, LNG 
input, and LNG output streams, as given below.  
, ,  ,   s t sINL sca s t∀≤        (A63) 
, , ,  ,  m s t
m
s
M
S ssicMPS t
∈
≤ ∀∑        (A64) 
, , ,  ,  s g t
g G
sSSG s tsoc
∈
≤ ∀∑        (A65) 
where scas denotes the capacity of LNG storage facility s. sics denotes the input capacity 
of LNG storage facility s. socs denotes the output capacity of LNG storage facility s. 
The total amount of shale gas transported from a shale site to a conventional processing 
plant or a modular LNG plant is constrained by the transportation capacity of 
corresponding gathering pipeline. 
, , , , ,  , ,  i p t i p r
r R
SRP TCP i p t
∈
≤ ∀∑        (A66) 
, , , , , ,  , ,  i m k t i m r
k K r R
SMP TCM i m t
∈ ∈
≤ ∀∑ ∑        (A67) 
The total electric power generation is constrained by the lower bound and upper bound 
of local demand. 
, , , , ,  g t g t g tdml GE dmup g t≤ ≤ ∀        (A68) 
where dmlg,t and dmupg,t denote the minimum demand and maximum demand of 
electricity at power plant g in time period t, respectively. 
2.7.5 Bounding constraints  
If a gathering pipeline is installed, its capacity equals the reference capacity 
corresponding to its capacity level; otherwise, its capacity should be zero. 
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, , , , ,  , ,i p r r i p rTCP tprc XP i p r= ⋅ ∀        (A69) 
, , , , ,  , ,i m r r i m rTCM tprc XM i p r= ⋅ ∀        (A70) 
where tprcr denotes the reference capacity of gathering pipelines with capacity level r. 
Similarly, if a modular LNG plant is constructed, its capacity equals the reference 
capacity of the design capacity level; otherwise, its capacity should be zero. 
, , , , ,  ,  ,  m k t k m k tMC rmc ZE m k t= ⋅ ∀        (A71) 
where rmck denotes the reference capacity of modular LNG plants with capacity level 
k. ZEm,k,t is a binary variable that equals 1 if a modular LNG plant with capacity level k 
exists at location m in time period t. 
If a processing plant is established, its processing capacity should be bounded by the 
corresponding capacity range; otherwise, its capacity should be zero. This relationship 
can be modeled by the following inequality: 
,   p p p p ppcl YP PC pcup YP p⋅ ≤ ≤ ⋅ ∀        (A72) 
where pclp and pcupp denote the minimum and maximum capacities of conventional 
processing plant p, respectively. YPp is a binary variable that equals 1 if a conventional 
processing plant p is constructed. 
2.7.6 Logic constraints 
There can be a certain number of wells drilled at each shale site in each time period, 
given by, 
, ,
0
1,  ,  
imn
i n t
n
YD i t
=
= ∀∑   (A73) 
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where YDi,n,t is a binary variable that equals 1 if n shale wells at shale site i are dilled in 
time period t. mni denotes the maximum number of wells that can be drilled at shale site 
i per time period. 
The total number of wells drilled at shale site i in time period t can be calculated by, 
, , ,
0
,  ,  
imn
i t i n t
n
NN n YD i t
=
= ⋅ ∀∑    (A74) 
The total number of wells that can be drilled at shale site i over the planning horizon is 
bounded, given by, 
, ,  i t
t T
iNN itmn
∈
≤ ∀∑        (A75) 
where tmni denotes the maximum number of wells that can be drilled at shale site i over 
the planning horizon. 
The existing shale sites are fully developed, so there will be no further drilling activities 
at these shale sites, 
, 0,  ,  i t eNN i I t= ∀ ∈    (A76) 
For the selection of onsite treatment technologies, we note that at most one technology 
can be chosen at a shale site. This constraint is given by, 
, 1,  i o
o O
YO i
∈
≤ ∀∑    (A77) 
Only a certain capacity level can be chosen for each gathering pipeline among shale 
sites, conventional processing plants, and modular LNG plants, given by, 
, , 1,  ,  i p r
r R
XP i p
∈
≤ ∀∑    (A78) 
, , 1,  ,  i m r
r R
XM i m
∈
≤ ∀∑    (A79) 
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The existence of a modular LNG plant with a certain capacity level at a certain location 
in any time period depends on the previous condition, the installment decisions, and 
moving decisions of modular LNG plants. The complex logic relationship among these 
decision variables is depicted by the following equation, 
{ } { }
, , , , 1 , , 1 , ', , ', , , 1
' '
,  ,  ,  2m k t m k t m k t m m k t m m k t
m M m m M m
ZE ZE ZI ZR ZR m k t− − −
∈ ∈
= + − + ∀ ≥∑ ∑
 
 (A80) 
For each potential location, there is no more than one modular LNG plant installed, 
given by, 
, , 1,  m k t
k K t T
ZI m
∈ ∈
≤ ∀∑∑    (A81) 
The moving of modular LNG plants only exists between two distinct locations,  
, , , 0,  , ,  m m k tZR m k t= ∀    (A82) 
The moving of a modular LNG plant can only happen once between any two locations, 
, ', , 1,  ,  ',  m m k t
t T
ZR m m k
∈
≤ ∀∑    (A83) 
There exists no more than one modular LNG plant at one location in any time period,  
, , 1,  ,  m k t
k K
ZE m t
∈
≤ ∀∑    (A84) 
Only existing modular LNG plants can be moved from one location to another, 
, , , ', ,
'
,  , ,  m k t m m k t
m M
ZE ZR m k t
∈
≥ ∀∑    (A85) 
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2.8 Appendix B: Detailed model formulation for the overall-
performance LCO model 
In this section, we present the specific model formulation of the overall-performance 
LCO model. The economic objective is to minimize the total net present cost (TC). 
Notably, _proc co
X
nv
CAPEC  involves concave terms calculating the CAPEX of conventional 
processing plants, so the overall economic objective function TC is nonlinear. The 
environmental objective is to minimize the total ReCiPe endpoint environmental impact 
score (TE). All the constraints are identical to those in the functional-unit-based LCO 
model. Therefore, we use the same equation numbers to indicate the specific 
formulation.  
Economic Objective:  
( )
, , , ,, , ,min  
1
OPEX OPEX OPEX OPEX OPEX OPEX OPEX
water t drill t prod t trans t stor t power tCAPEX C procAPEX
trans
t
r
t
c t
T
p o
C C C C C C C
TC C C
dr∈
 + + + + + +
= + +  
+  
∑  
Environmental Objective:  
min  processingwater drill production transportation storage powerTE E E E E E E E= + + + + + +       
s.t.   Economic Constraints           (A2)-(A23) 
        Environmental Constraints                   (A25)-(A41) 
        Mass Balance Constraints                   (A42)-(A56) 
        Capacity Constraints                     (A57)-(A68) 
        Bounding Constraints                     (A69)-(A72) 
        Logic Constraints                       (A73)-(A85) 
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2.9 Appendix C: Detailed computational performance of proposed 
tailored global optimization algorithm 
In this section, we present the detailed converging process for the solution of point E 
using the proposed tailored global optimization algorithm. As shown in Table C1, the 
tailored global optimization algorithm takes three outer loop iterations to find the 
optimal objective value of problem (P2). For each outer loop iteration, it takes one to 
two inner loop iterations to converge. During the inner loop, the upper bound decreases 
while the lower bound increases until they are close enough to satisfy the inner loop 
stopping criterion. In the last iteration of the outer loop, the reformulated linear objective 
function *( )F q TC q TGE= − ⋅  equals 0, indicating the convergence of this tailored 
global optimization algorithm. The total computational time is 5,910 CPU seconds. 
Notably, the absolute computational time varies when solving for different Pareto-
optimal solutions. However, all the optimization problems can be solved to global 
optimum within a few hours. 
Table C1. Converging process for the solution of point E. 
Iterout q Iterin LB UB F(q) CPU seconds 
1 0 1 306,109,900 307,325,000 306,109,900 1,509 
2 0.062 1 -18,971,300 -17,948,700 -18,971,300 672 
 0.062 2 -17,948,700 -17,948,700 17,948,700 1,531 
3 0.059 1 -1,022,630 0 -1,022,630 304 
 0.059 2 0 0 0 1,894 
2.10 Nomenclature 
 Sets 
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G  Set of power plants indexed by g  
I  Set of shale sites indexed by i 
K  Set of capacity levels for the modular LNG plant indexed by k  
M  Set of potential modular LNG plant locations indexed by m 
N  Set of number of wells indexed by n 
O  Set of onsite treatment technologies indexed by o  
(o1: MSF; o2: MED; o3: RO) 
P  Set of conventional processing plants indexed by p 
R  Set of capacity levels for the gathering pipelines indexed by r 
S  Set of storage facilities indexed by s 
T  Set of time periods indexed by t 
 Subsets 
( )eI i  Subset of existing shale site indexed by ie 
( )nI i  Subset of newly constructed shale site indexed by in 
'( )M m  Subset of potential modular LNG plant locations indexed by m’ 
( )nM m  Subset of modular LNG plants that are potentially to be built indexed 
by mn 
( )nP p  Subset of conventional processing plants that are potentially to be built 
indexed by pn 
'( )T t  Subset of time periods when wells are drilled indexed by t’ 
 Parameters 
,m kcam  Capital investment for installing a modular LNG plant with capacity 
level k at location m 
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icc  Correlation coefficient for shale gas production and wastewater 
production of a shale well at shale site i 
tcca  Capacity for wastewater treatment at CWT facility in time period t
 
kcdm  Cost of dissembling a modular plant with capacity level k 
kcmm  Cost of moving a modular plant with capacity level k for unit distance 
kcrm  Cost of reassembling a modular plant with capacity level k 
,k tcsm  The discounted salvage value of a modular LNG plant with capacity 
level k installed at time period t 
tdca  
Capacity for underground injection at disposal wells in time period t 
,g tdml  Minimum demand of electricity at power plant g in time period t 
,g tdmup  Maximum demand of electricity at power plant g in time period t 
dr  Discount rate per time period  
iceac  Environmental score under impact category ic associated with 
acquisition of unit amount of freshwater 
icelt  Environmental score under impact category ic associated with 
transporting unit amount of LNG for unit distance 
,k icemm  Environmental score under impact category ic associated with moving 
modular LNG plant with capacity level k for unit distance 
,k icemp  Environmental score under impact category ic associated processing 
unit amount of shale gas at modular LNG plant with capacity level k 
,g icepg  Environmental score under impact category ic associated with 
electricity generation of unit amount of natural gas at power plant g 
,p icerp  Environmental score under impact category ic associated with 
processing unit amount of shale gas at conventional processing plant p 
,i icesd  Environmental score under impact category ic associated with the drilling process of a shale well at shale site i  
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,i icesp  Environmental score under impact category ic associated with producing unit amount of shale gas at shale site i 
icess  Environmental score under impact category ic associated with storage 
of unit amount of LNG  
icest  Environmental score under impact category ic associated with transportation of unit amount of shale gas for unit distance 
ieur  Estimated ultimate recovery of shale gas for a shale well at shale site i 
icewc  Environmental score under impact category ic associated with treatment of unit amount of wastewater at CWT facilities 
icewd  Environmental score under impact category ic associated with underground injection of unit amount of wastewater at disposal wells 
,o icewo  Environmental score under impact category ic associated with treating unit amount of wastewater by onsite treatment technology o 
fac  Unit acquisition cost of freshwater 
ilc  NGL composition in shale gas at shale site i 
, 'm mldm  Distance from potential modular LNG plant location m to m’ 
olo  Recovery factor for treating wastewater of onsite treatment technology 
o  
,m glmg  Distance from modular LNG plant m to power plant g 
,m slms  Distance from modular LNG plant m to storage facility s 
,p glpg  Distance from conventional processing plant p to power plant g 
, s glsg  Distance from storage facility s to power plant g 
, i mlsm  Distance from shale site i to modular LNG plant m 
,i plsp  Distance from shale site i to conventional processing plant p  
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imec  Methane composition in shale gas at shale site i 
mef  NGL recovery efficiency at modular LNG plant 
imn  Maximum number of wells that can be drilled at shale site i per time 
period 
ine  Number of existing shale wells drilled at shale site i 
oocl  Minimum treatment capacity for onsite treatment technology o  
oocu  Maximum treatment capacity for onsite treatment technology o  
pci  Chemical engineering plant cost index for conventional processing 
plant 
ppcl  Minimum capacity of conventional processing plant p 
ppcup  Maximum capacity of conventional processing plant p 
pef  NGL recovery efficiency at conventional processing plant 
 tpl  Average unit price of NGLs in time period t 
prc  Refence capacity of conventional processing plant 
pri  Reference capital investment of conventional processing plant 
psg  Estimated average unit profit of shale gas remains to be produced in 
shale wells 
orf  Ratio of freshwater to wastewater required for blending after treatment 
of onsite treatment technology o 
krmc  Reference capacity of modular LNG plant with capacity level k 
rpci  Chemical engineering plant cost index for conventional processing 
plant of the reference year 
ssca  Capacity of LNG storage facility s  
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,i tsdc  Unit cost for shale well drilling and completion at shale site i in time 
period t 
sfp  Size factor of conventional processing plants 
ssic  Input capacity of LNG storage facility s 
ssoc  Output capacity of LNG storage facility s 
,i tspc  Unit cost for shale gas production at shale site i in time period t 
,ispp τ  Shale gas production of a shale well of age  at shale site i  
 itmn  Maximum number of wells that can be drilled at shale site i over the 
planning horizon 
rtprc  Reference capacity of gathering pipeline with capacity level r 
rtpri  Reference capital investment of gathering pipeline with capacity level 
r 
ue  Amount of electricity generated per unit natural gas input  
vc  Unit cost for wastewater treatment at CWT facility 
vd  Unit cost for underground injection of wastewater at disposal well 
gve  Unit cost for electricity generation from natural gas at power plant g 
, m kvmo  Unit OPEX for a modular LNG plant at location m with capacity level 
k 
 vmt  Unit transportation cost of shale gas from shale sites to modular LNG 
plants 
 ovo  Levelized unit cost for wastewater treatment of onsite treatment 
technology o 
 pvro  Unit OPEX for conventional processing plant p 
 vrt  Unit transportation cost of shale gas from shale sites to conventional 
processing plants 
τ
96 
vs  Unit storage cost for LNG 
vsi  OPEX for unit input of LNG at storage facilities 
vso  OPEX for unit output of LNG at storage facilities 
vtp  Unit transportation cost of natural gas  
vts  Unit transportation cost of LNG 
iwd  Average drilling water usage for each well at shale site i 
iwrd  Recovery ratio of water for drilling process at shale site i  
iwrf  Recovery ratio of water for hydraulic fracturing process at shale site i  
 Nonnegative Continuous variables 
,i tFDW  Freshwater demand of shale site i in time period t  
,i tFW  Amount of freshwater acquired from water source to shale site i in 
time period t 
,g tGE  Amount of electricity generated at power plant g in time period t 
,s tINL  Amount of LNG stored at storage facility s in time period t  
, ,m k tMC  Capacity of modular LNG plant at location m with capacity k in time 
period t 
,i tNN  Number of wells drilled at shale site i in time period t 
pPC  Capacity of conventional processing plant p 
, , ,i m k tSMP  Amount of shale gas sent from shale site i to modular LNG plant at 
location m with capacity level k in time period t   
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, ,m g tSMPG  Amount of LNG transported from modular LNG plant at location m 
to power plant g in time period t 
,m tSMPL  Amount of NGLs produced at modular LNG plant at location m in 
time period t 
,m tSMPM  Amount of methane produced at modular LNG plant at location m in 
time period t  
, ,m s tSMPS  Amount of LNG transported from modular LNG plant at location m 
to storage facility s in time period t 
,i tSP  Shale gas production rate at shale site i in time period t 
, ,p g tSPG  Amount of natural gas transported from conventional processing 
plant p to power plant g in time period t 
, ,i p tSRP  Amount of shale gas transported from shale site i to conventional 
processing plant p in time period t 
,p tSRPL  Amount of NGLs produced at conventional processing plant p in 
time period t 
,p tSRPM  Amount of methane produced at conventional processing plant p in 
time period t 
, ,s g tSSG  Amount of LNG transported from storage facility s to power plant g 
in time period t 
, ,i m rTCM  Capacity of gathering pipeline with capacity level r between shale 
site i and modular LNG plant m 
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, ,i p rTCP  Capacity of gathering pipeline with capacity level r between shale 
site i and conventional processing plant p   
, i tWP  Wastewater production rate at shale site i in time period t 
,i tWTC  Amount of wastewater transported from shale site i to CWT facility 
in time period t 
,i tWTD  Amount of wastewater transported from shale site i to disposal well 
in time period t 
, ,i o tWTO  Amount of wastewater treated by onsite treatment technology o at 
shale site i in time period t 
 Binary variables 
, ,i m rXM  0-1 variable. Equal to 1 if gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to modular LNG plant 
m 
, ,i p rXP  0-1 variable. Equal to 1 if gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to conventional 
processing plant p 
, ,i n tYD  0-1 variable. Equal to 1 if n shale wells at shale site i are drilled in time 
period t 
,i oYO  0-1 variable. Equal to 1 if onsite treatment technology o is applied at 
shale site i 
pYP  0-1 variable. Equal to 1 if conventional processing plant p is 
constructed 
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, ,m k tZE  0-1 variable. Equal to 1 if a modular LNG plant with capacity level k 
exists at location m in time period t 
, ,m k tZI  0-1 variable. Equal to 1 if a modular LNG plant with capacity level k 
is newly installed at location m in time period t 
, ', ,m m k tZR  0-1 variable. Equal to 1 if a modular LNG plant with capacity level k 
is moved from location m to m’ in time period t 
Equation Chapter (Next) Section 1
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CHAPTER 3 
INTEGRATED HYBRID LIFE CYCLE ASSESSMENT AND OPTIMIZATION  
3.1 Introduction 
Shale gas is considered as a “transition fuel” towards a low carbon economy [2]. 
However, producing shale gas requires significant amounts of water and energy 
resources with horizontal drilling and hydraulic fracturing technologies [3, 60, 80, 125]. 
Moreover, there are concerns that even small leakages of methane during shale gas 
extraction may offset the effects of lower carbon dioxide emissions [126-128]. LCA is 
a systematic way to investigate the environmental impacts of shale gas [64, 96, 97, 129]. 
Furthermore, LCO models integrating LCA with multiobjective optimization 
techniques are proposed to automatically identify the optimal design and operational 
alternatives in shale gas supply chains and process systems [6, 63, 130, 131]. Most 
existing shale gas LCA studies and all the LCO applications in the literature adopt a 
process-based LCA approach [1, 17, 79, 80, 84, 95, 118, 132]. Although process-based 
LCA provides more accurate and detailed process information, it suffers from system 
truncation, and thus underestimates the true environmental impacts [133]. Alternatively, 
the economic input-output (EIO)-based LCA utilizes national EIO data coupled with 
sectoral environmental impact factors to evaluate the environmental impacts of a 
product system [118]. Since all transaction activities within a country are recorded in 
national table, the system boundary of EIO-based LCA is generally considered more 
complete than that of process-based LCA. However, with aggregation of industries and 
commodities, the process-scale details are missing, which eventually affects the 
precision of EIO-based LCA results. Consequently, we are unable to guarantee the 
101 
accuracy and precision of LCA results simultaneously by solely relying on either the 
process-based LCA or the EIO-based LCA. 
To address the aforementioned research challenge, we adopt an integrated hybrid LCA 
method to analyze the life cycle environmental impacts of shale gas. The integrated 
hybrid LCA approach has been applied to evaluate the environmental impacts of 
multiple systems, such as construction process, wind power generation, solar PV, and 
electricity generation [134-137]. To the best of our knowledge, this was the first 
integrated hybrid LCA study of shale gas. The integrated hybrid LCA combines the 
strengths of both process-based LCA and EIO-based LCA [68]. On the one hand, the 
process details associated with major processes within the system boundary are 
guaranteed by explicit process analysis. On the other hand, the truncated system is 
supplemented by the EIO systems. Moreover, the interactions between the process 
systems and the macroeconomic systems are explicitly modeled by upstream and 
downstream cutoff matrices. Thus, this integrated hybrid LCA approach overcomes the 
drawbacks of traditional process-based and EIO-based LCAs, and quantifies the life 
cycle environmental impacts of shale gas in a more precise and comprehensive manner. 
In this study, we consider life cycle GHG emissions, water consumption, and energy 
consumption. Based on this multi-criterion integrated hybrid LCA, a functional unit-
based multi-objective hybrid LCO model is further developed, which enables automatic 
identification of the optimal design and operational alternatives in a “well-to-wire” shale 
gas supply chain. Major decisions associated with shale well drilling, fracturing and 
completion, shale gas production, water management, shale gas processing, 
transportation, and end use for electricity generation are all modeled and linked with 
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their corresponding economic and environmental impacts. The resulting hybrid LCO 
problem is a mixed-integer nonlinear programming (MINLP) problem that is 
computationally intractable for general-purpose global optimizers. Thus, a tailored 
global optimization algorithm integrating the parametric algorithm and a branch-and-
refine algorithm is applied to tackle this computational challenge. The applicability of 
the proposed hybrid LCO model and global optimization algorithm is illustrated through 
a case study on shale gas supply chain design in UK. 
3.2 Integrated hybrid LCA of shale gas 
3.2.1 Integrated hybrid LCA approach 
LCA approaches that integrate process-based and EIO-based analyses and combine the 
strengths of both are generally considered as hybrid LCA approaches [68]. Depending 
on how the life cycle inventory (LCI) is compiled, hybrid LCA approaches are classified 
into tiered hybrid LCA, EIO-based hybrid LCA, and integrated hybrid LCA [133, 138]. 
The tiered hybrid LCA is a combination of process-based LCA and EIO-based LCA by 
treating them separately. Process-based LCA is utilized to compile the LCIs of use and 
disposal phases as well as other important upstream processes, and the remaining LCIs 
are constructed using EIO-based LCA. The overall LCI is a summation of LCIs obtained 
by the process-based LCA and EIO-based LCA. Moriguchi et al. pioneered the 
advantage of the tiered hybrid approach [139], and its application is soon acknowledged 
by other LCA practitioners [140, 141]. Jiang et al. evaluated the life cycle GHG 
emissions and water consumption of shale gas using the tiered hybrid approach [19, 
118]. The input-output (IO)-based hybrid LCA is carried out by disaggregating industry 
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sectors in the EIO table to improve the accuracy of the augmented EIO table. 
Meanwhile, the tiered hybrid LCA approach is applied to calculate the life cycle 
inventories of post-consumer phases, namely use and disposal [142]. 
In this study, we adopt the integrated hybrid LCA approach, which inherits the 
advantages and overcomes the drawbacks of these hybrid LCA methods [68, 143]. 
Specifically, the integrated hybrid LCA method uses explicit process analysis to 
estimate the environmental impacts associated with key life cycle processes in the 
“foreground process systems” [144]. Since process-specific data are generally 
considered more reliable than EIO-based data, this step improves the precision of 
analysis as compared with EIO-based LCA. Meanwhile, the truncated system boundary 
is complemented by including the “background macroeconomic systems” that the 
process systems interact with following the EIO-based LCA approach [140, 141]. 
Therefore, the resulting hybrid LCI not only retains the level of detail and specificity 
from process-based LCA but also has the completeness of macroeconomic systems from 
EIO-based LCA [145]. An illustrative figure is presented in Figure 23 to demonstrate 
the idea of integrated hybrid LCA approach.  
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Figure 23． Illustration of integrated hybrid LCA approach.  
Notably, unlike tiered hybrid LCA where the process systems and the macroeconomic 
systems are treated separately, the interactions between the process systems and the EIO 
systems are systematically captured in the integrated hybrid LCA by upstream and 
downstream cutoffs matrices. As can be seen in Figure 23, upstream cutoff flows are 
the inputs from industrial sectors in the EIO systems to the process systems. 
Downstream cutoff flows are the outputs from the process systems that are consumed 
by industrial sectors in the EIO systems. Therefore, the mathematical formulation for 
the integrated hybrid LCA model is given as follows:[133] 
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where Ap is the process matrix that represents the exchanges of goods among processes 
within the process system boundary. Aio is the direct requirements matrix describing the 
interdependencies among industrial sectors within the EIO systems. Cu and Cd are the 
upstream cutoff matrix and downstream cutoff matrix, respectively. The process matrix 
Ap and downstream cutoff matrix Cd are typically given in physical units. By contrast, 
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the direct requirements matrix Aio and upstream cutoff matrix Cu are typically specified 
in monetary units. The conversions between physical units and monetary units are done 
by using market price data. Ep and Eio are the environmental extension vectors 
corresponding to the process systems and the EIO systems, respectively. [ ]0 Ty  is the 
functional unit column indicating the amount of final product that is produced per 
functional unit. With this integrated hybrid LCA methodology, we can quantify the total 
life cycle environmental impacts of shale gas, which consist of the environmental 
impacts originating from the foreground process systems of a shale gas supply chain 
(process environmental impacts) and the environmental impacts associated with 
background industrial sectors in the EIO systems (IO environmental impacts). We 
consider the specific application of this integrated hybrid LCA approach to shale gas in 
the following section. Furthermore, the hybrid LCA results are compared with those 
based on process-based LCA in the literature to demonstrate the need of taking the 
integrated hybrid LCA approach. 
3.2.2 Hybrid LCA results 
In this section, we formally state the hybrid LCA study of shale gas. Specifically, we 
consider UK shale gas to illustrate the integrated hybrid LCA approach, and the reasons 
are summarized as follows. First, there have been extensive LCA studies on US shale 
gas [96, 129]. Meanwhile, shale gas extraction in the UK is in its early stage, and 
corresponding LCA studies are relatively rare. More importantly, the integrated hybrid 
LCA approach requires EIO data to be both up-to-date and comprehensive. However, 
the newest EIO data for the US are based on 2015 with 71 industries considered. 
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Although the 2007 version considers 389 industries, the data may not accurately reflect 
the current structure of the economy [16, 146]. To improve the accuracy of results, this 
study adopts a two-region (the UK and rest of the world) IO model recently reported for 
the UK that is considered state-of-the-art with sufficient completeness [135]. 
Accordingly, UK shale gas is selected for illustration to be consistent with this IO 
model. The four phases of this integrated hybrid LCA, namely the goal and scope 
definition, inventory analysis, impact assessment, and interpretation, are introduced 
sequentially as follows. 
The goal of this hybrid LCA study is to evaluate the life cycle environmental impacts 
of shale gas for electricity generation considering both process and IO environmental 
impacts. For the process systems, a “well-to-wire” system boundary is considered that 
starts with the well drilling at shale sites and ends with electricity generation at 
combined cycle gas turbine (CCGT) power plants, following existing process-based 
LCA studies of shale gas [17, 79, 95]. The life cycle stages considered in the process 
systems include shale pad construction, shale well drilling, hydraulic fracturing and 
completion, water acquisition, wastewater treatment, shale gas production, processing, 
transportation, and end use of shale gas for electricity generation at CCGT power plants. 
Consistent with the “well-to-wire” process system boundary, we employ a functional 
unit of generating one Megawatt-hour (MWh) electricity from shale gas. Accordingly, 
the life cycle environmental impacts are evaluated based on this functional unit.     
Table 1. Summary of basic processes considered in the process systems. 
Process ID Description Process ID Description 
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m1 Steel production, converter, chromium steel 18/8 m21 
Soda ash, dense, to generic 
market for neutralizing agent 
m2 Concrete production, for civil engineering, with cement CEM I m22 Sodium persulfate production 
m3 Tap water production, direct filtration treatment m23 Sodium borates production 
m4 Diesel production, low-sulfur m24 Citric acid production 
m5 Diesel, burned in building machine m25 Pesticide production, unspecified 
m6 Diesel, burned in diesel-electric generating set, 18.5kW m26 
N, N-dimethylformamide 
production 
m7 Barite production m27 UK electricity generation, with mixed energy inputs 
m8 Bentonite quarry operation m28 
Transport, freight, lorry, all sizes, 
EURO3 to generic market for 
transport, freight, lorry, 
unspecified 
m9 Chemical production, inorganic m29 Injection in disposal well 
m10 Chemical production, organic m30 Wastewater treatment by CWT 
m11 Lignite mine operation m31 Onsite treatment with MSF 
m12 Treatment of inert waste, inert material landfill m32 Onsite treatment with MED 
m13 Treatment of drilling waste, landfarming m33 Onsite treatment- with RO 
m14 Silica sand production m34 Steam production, in chemical industry 
m15 Petroleum refinery operation m35 Tap water production, direct filtration treatment 
m16 Isopropanol production m36 Transporting gas through pipelines 
m17 
Hydrochloric acid production, 
from the reaction of hydrogen 
with chlorine 
m37 Ethanolamine production 
m18 Ethylene glycol production m38 Ethylene glycol production 
m19 Potassium chloride production m39 Fugitive emissions of CO2 
m20 Carboxymethyl cellulose production, powder m40 Fugitive emissions of CH4 
The LCI is established based on the predefined process system boundary and functional 
unit to quantify the mass and energy balances of all the processes across the life cycle 
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of shale gas. In this study, we adopt the data reported in the most recent LCA study for 
UK shale gas, as well as the Ecoinvent database v3.3 to construct the process-based LCI 
[81, 93]. Specifically, the process data of shale site preparation, shale well drilling, and 
well completion are provided by Cuadrilla, the largest shale gas company in the UK 
[147]. Meanwhile, the remaining data gaps are filled with the Ecoinvent database v3.3. 
with preference to the UK-specific data. A total of 40 basic processes are considered in 
the process systems, including steel, concrete, water, chemicals, transportation service, 
etc., as given in Table 1. The processes for raw material inputs cover the corresponding 
transportation activities. The drilling waste is handled by either landfill or landfarming 
options. Notably, the fugitive emissions of CO2 and CH4 are modeled explicitly as 
individual processes [23]. For the EIO systems, we adopt a two-region IO model as 
reported in the literature [135]. The resulting direct requirements matrix consists of four 
parts, including supply and use tables for the UK, and supply and use tables for the rest 
of the world (ROW). In each table, there are 224 sectors/commodities considered under 
the following broad categories: agriculture, mining, construction, manufacturing, 
wholesale trade, retail trade, transportation and warehousing, finance, professional and 
business services, education and health care, arts and entertainment, government, and 
others. Thus, the resulting direct requirement matrix has a dimension of 896 × 896. An 
illustrative IO table is presented in Figure 24, where the value of each cell is presented 
with color scales ranging from red to blue as the value increases [135]. Following the 
idea of sensitivity analysis, three cases with distinct LCIs are adopted from the LCA 
literature of UK shale gas, namely the best, balance, and worst cases corresponding to 
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the lowest, the medium, and the highest environmental impacts, respectively [81]. The 
overall structure of this integrated hybrid LCA model is illustrated with Figure 25. 
 
Figure 24. Illustrative figure of the 896 × 896 two-region IO table [135]. 
 
Figure 25. Structure of the integrated hybrid LCA model for shale gas. 
Unlike most existing shale gas LCA studies that only consider GHG emissions, we 
consider three key environmental categories for shale gas, namely the life cycle GHG 
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emissions, water consumption, and energy consumption in this work [80]. Due to the 
limited availability of data, especially those regarding the environmental extension 
vectors corresponding to the EIO systems, we focus on these three environmental 
impacts. The GHG emissions considered include CO2, CH4, N2O, HFCs, PFCs, and SF6. 
We use the 100-year global warming potential (GWP) factors reported in the fifth 
assessment report by IPCC to convert these GHG emissions to carbon dioxide 
equivalents [148]. As for the water consumption and energy consumption, we consider 
not only the direct resource consumption in the whole system, but also the indirect 
consumption incurred by all the material inputs and activities. In Figure 26, we 
summarize the breakdowns of life cycle GHG emissions, life cycle water consumption, 
and life cycle energy consumption based on upstream of the process systems, 
downstream of the process systems, and the EIO systems. Specifically, the upstream of 
the process systems indicates the life cycle stages from shale site preparation at shale 
sites to the distribution of sales gas to the CCGT power plants. The downstream of the 
process systems represents electricity generation activity at CCGT power plants. The 
environmental impacts associated with inputs from the EIO systems to the process 
systems are all counted under the category of EIO systems. 
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Figure 26. Breakdowns of (A) life cycle GHG emissions, (B) life cycle water 
consumption, and (C) life cycle energy consumption based on upstream of the process 
systems, downstream of the process systems, and the EIO systems (the best, balance, 
and worst cases corresponding to the lowest, the medium, and the highest 
environmental impacts, respectively). 
As can be seen in Figure 26, the three environmental categories have different 
breakdown results. The downstream of the process systems, namely the electricity 
generation process where natural gas is burnt directly and turned into carbon dioxide, 
contributes the most GHG emissions ranging from 45% to 87% in the three cases. 
Correspondingly, the IO emissions resulting from the EIO systems contribute a 
relatively small portion of the total life cycle GHG emissions. However, the amount of 
IO emissions is comparable to that of the upstream process emissions. In the worst case, 
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the upstream process emissions are more than double of those in other cases due to the 
pessimistic estimation of LCI. Meanwhile, the IO emissions are also more significant in 
the worst case. In terms of water consumption, since a vast amount of cooling water is 
required in the electricity generation process, the downstream process systems 
contribute a large amount of water consumption. The upstream process water 
consumption does not change much in the best and the balance cases of LCI. 
Nevertheless, in the worst case, both the water consumption in the drilling process and 
the IO water consumption are substantial. In the last figure of energy consumption, we 
observe the significant role of the EIO systems, which contribute about 60% of the life 
cycle energy consumption throughout the three cases. The remaining energy 
consumption mainly comes from the upstream process activities, including drilling, 
processing, transportation, etc. The downstream electricity generation process 
consumes much less energy compared with other processes. 
In Figure 27, we present the integrated hybrid LCA results regarding the three 
environmental categories. The stacked columns demonstrate the detailed contributions 
from different processes. In the best case, the life cycle GHG emissions, water 
consumption, and energy consumption are 320 kg CO2-eq/MWh, 1,717 kg/MWh, and 
654 MJ/MWh, respectively. For the balance case, the life cycle GHG emissions, water 
consumption, and energy consumption are 435 kg CO2-eq/MWh, 2,254 kg/MWh, and 
1,109 MJ/MWh, respectively. These environmental impact indicators are much higher 
in the worst case, given as 932 kg CO2-eq/MWh, 5,799 kg/MWh, and 10,805 MJ/MWh, 
respectively. The shale well drilling, gas transportation, and electricity generation 
processes are the main sources of GHG emissions. In the shale gas production process, 
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we consider the flaring and venting activities, of which the GHG emissions are much 
smaller than other life cycle processes. As for water consumption, shale gas processing 
results in more water consumption than transportation activities. For shale gas 
processing, we consider the energy consumption of electricity, material inputs of steam, 
cooling water, ethanolamine, ethylene glycol, and fugitive emissions involved in the 
shale gas processing process. The drilling process, including hydraulic fracturing and 
completion, is identified as the most energy-intense process from a life cycle 
perspective. The EIO systems play a key role in evaluating the life cycle environmental 
impacts of shale gas, especially when a pessimistic LCI is considered or the energy 
consumption is of interest. 
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Figure 27．Integrated hybrid LCA results regarding (A) life cycle GHG emissions, 
(B) life cycle water consumption, and (C) life cycle energy consumption with detailed 
contribution breakdowns (the best, balance, and worst cases corresponding to the 
lowest, the medium, and the highest environmental impacts, respectively). 
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3.2.3 Comparison with existing LCA studies 
To illustrate the different results obtained using process-based LCA approach and 
integrated hybrid LCA approach, we compare the shale gas life cycle GHG emissions 
obtained in the previous section with those of the representative shale gas LCA studies 
in Figure 28.  
 
Figure 28．Result comparison of the integrated hybrid LCA with existing shale gas 
LCA studies [17, 79, 84, 85, 95, 118, 132, 149]. 
As can be seen, most LCA studies of shale gas originate in the US where shale gas 
extraction is much greater than other regions. The report by MacKay and Stone is the 
only UK-based case study evaluating the life cycle GHG emissions of shale gas [149]. 
All the existing shale gas LCA studies rely on process-based LCA approach except the 
study by Jiang et al., where tiered hybrid LCA approach is applied to estimate the total 
life cycle GHG emissions [118]. With the integrated hybrid LCA approach, we can 
quantify both the process GHG emissions as well as the IO GHG emissions, which are 
presented in blue and red, respectively. In the best and the balance cases, the IO GHG 
emissions are relatively small mainly because the downstream combustion at CCGT 
power plants plays a dominant role (up to 90%) in generating GHG emissions. 
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Meanwhile, the indirect GHG emissions are comparable to the total GHG emissions 
from all the upstream activities. In the worst case, due to the pessimistic estimation of 
LCI, the resulting life cycle GHG emissions are 932 kg CO2-eq/MWh. The process and 
IO GHG emissions increase correspondingly to 841 kg CO2-eq/MWh and 91 kg CO2-
eq/MWh, respectively.  
In this section, we also compare the life cycle GHG emissions of shale gas with other 
fossil fuels, namely coal, oil, and conventional natural gas, for electricity generation. 
Notably, all the results presented in Figure 29 are evaluated based on the integrated 
hybrid LCA approach [137, 150]. We use stacked columns to show the breakdowns of 
direct GHG emissions (blue), such as CO2, CH4, and N2O, and indirect GHG emissions 
(red) resulting from material inputs and process activities. As can be observed, under 
the three specific cases considered in this study, namely the best, balance, and worst 
cases adopted from existing literature [81], the life cycle GHG emissions of shale gas 
estimated by the integrated hybrid LCA approach are lower than those of coal and oil. 
However, the results may vary when different sets of data are adopted. However, the 
carbon footprint of shale gas is comparable to that of conventional natural gas and may 
vary within a wide range from region to region. For all the energy sources, although the 
direct GHG emissions are the dominant source, the indirect GHG emissions are 
significant enough to be explicitly considered.  
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Figure 29. Comparison of life cycle GHG emissions of shale gas and other fossil fuels 
for electricity generation [137, 150]. 
3.3 Integrated hybrid LCO model of shale gas supply chains 
In general, the application of LCA approaches is limited to the analysis phase with static 
LCI data. Thus, all the processes and exchanges within the investigated system are 
predetermined and fixed. However, a typical shale gas supply chain involves various 
design and operational decisions, such as exploration of shale reserves, drilling 
schedules of shale wells, water management strategies, gas production planning, 
construction of processing and transportation infrastructure, and transmission of sales 
gas. The combination of these decisions can lead to a huge number of scenarios that 
cannot be analyzed one by one [129]. Therefore, we further propose an integrated hybrid 
LCO model that seamlessly integrates the integrated hybrid LCA model with 
multiobjective optimization techniques. On the one hand, the integrated hybrid LCA of 
shale gas provides the necessary LCI data for the integrated hybrid LCO model that 
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connects the major design and operational decisions with their environmental impacts. 
On the other hand, the integrated hybrid LCO model includes numerous design and 
operational alternatives that cannot be investigated explicitly one-by-one with the 
integrated hybrid LCA approach. Although there are existing shale gas supply chain 
models considering environmental impacts in the optimization, the corresponding 
environmental impact estimations are all based on process-based LCIs and miss the 
environmental impacts associated the EIO systems [6, 7, 59]. As the first integrated 
hybrid LCO model of shale gas supply chains, this model captures the environmental 
impacts from both the process systems and the EIO systems, and it enables automatic 
identification of optimal design and operational alternatives in a shale gas supply chain 
[67].  
3.3.1 Problem statement of hybrid LCO model 
The general problem statement of this hybrid LCO model is presented as follows. A 
planning horizon consisting of a set of time periods is given, so the resulting hybrid 
LCO problem is a multi-period optimization problem. There are a set of shale sites. 
Some of them already exist with drilled shale wells, and the remaining shale sites are 
potential ones to be developed. At each shale site, the maximum number of wells that 
can be drilled is known. In addition, the production profile, estimated ultimate recovery, 
and shale gas composition of each shale well are given. Both drilling and hydraulic 
fracturing activities require freshwater supply and generate wastewater simultaneously. 
Thus, it is necessary to make corresponding decisions regarding water management. 
Two wastewater treatment options are considered, including centralized wastewater 
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treatment (CWT) facilities and onsite wastewater treatment units. For the latter, we 
consider three typical wastewater treatment technologies, namely multi-stage flash 
(MSF), multi-effect distillation (MED), and reverse osmosis (RO) [99, 100]. The 
technological information regarding each water treatment option, such as the treatment 
capacities, energy efficiency, and recovery factors, is given. 
Raw shale gas can be produced at shale sites once the corresponding shale wells are 
completed. The raw shale gas is first sent to processing plants, where impurities, such 
as water, acid gas, and nitrogen are removed, and the pipeline-quality natural gas and 
heavier hydrocarbons, known as natural gas liquids (NGLs), are separated. The 
transportation of raw shale gas from shale sites to processing plants requires the 
construction of gathering pipelines. There are a set of pipeline specs with given capital 
costs and capacities to select from. The processing plants include existing ones with 
fixed processing capacities and potential ones to be designed and constructed. 
After the processing plants, natural gas is sent to a set of CCGT power plants for 
electricity generation. The distribution of natural gas from processing plants to power 
plants also requires the readiness of transmission pipelines. The transportation distance 
between each pair of locations is given. For the power plants, we are given the electricity 
demand in each time period as well as the electricity generation efficiency. 
All the economic data, including the capital and operating costs associated with all the 
design and operational decisions are given. Meanwhile, the environmental data 
corresponding to the process systems as well as the EIO systems are given as well. In 
this hybrid LCO model, we consider three environmental impact indicators, namely the 
life cycle GHG emissions, water consumption, and energy consumption. Since life cycle 
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GHG emissions are commonly applied as environmental impact indicator in relevant 
literature, we focus on this environmental impact factor in the case study section, 
although other environmental impact indicators could be similarly used in LCO [6, 79, 
85, 130]. In this model, the shutdowns and failures of shale wells are not considered. 
Instead, we use distinct estimated ultimate recoveries to address the uncertain outcomes 
of drilled shale wells. To avoid the over-complexity of model formulations, we choose 
not to model the composition of wastewater explicitly. The optimization results of extra 
case studies minimizing the life cycle water consumption and energy consumption are 
provided in Appendix B for interested readers. Additionally, we also provide a case 
study based on the traditional process-based LCO model for comparison. The detailed 
optimization results are included in Appendix C. Consistent with the “well-to-wire” 
system boundary, a functional unit of generating one Megawatt-hour (MWh) of electric 
power is employed. To simultaneously optimize the economic and environmental 
performances associated with production of one functional unit, we adapt the following 
fractional objectives, which reflect the life cycle performances of the shale gas supply 
chain [6, 151]. 
• Minimizing the levelized cost of electricity (LCOE) generated from shale gas, 
formulated as the total net present cost (i.e., the summation of all the discounted 
future costs) divided by the total amount of electricity generated from shale gas.    
• Minimizing the total life cycle GHG emissions per MWh of electricity 
generation, formulated as the total GHG emissions generated throughout the 
process systems and EIO systems divided by the total electricity generation from 
shale gas.  
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• Minimizing the total water consumption per MWh of electricity generation, 
formulated as the total water consumption throughout the process systems and 
EIO systems divided by the total electricity generation from shale gas.  
• Minimizing the total energy consumption per MWh of electricity generation, 
formulated as the total energy consumption throughout the process systems and 
EIO systems divided by the total electricity generation from shale gas.  
These economic and environmental objectives are optimized considering the following 
design and operational decisions: 
• Development planning of shale sites; 
• Drilling schedule, production profile, and water management strategies at each 
shale site; 
• Locations and capacities of shale gas processing plants; 
• Installation and spec selection of transportation pipelines, as well as planning of 
corresponding transportation activities;  
• Electricity generation profiles at CCGT power plants. 
3.3.2 Model formulation and solution algorithm 
A multi-objective, multi-period MINLP model (P0) is developed to address the 
sustainable design and operations of shale gas supply chains. For compactness, we 
provide the detailed model formulation in Appendix A.  
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                                         s.t.  Economic Constraints (A3)-(A15) 
Environmental Constraints (A16)-(A26) 
Mass Balance Constraints (A27)-(A37) 
 (P0)                                        Capacity Constraints (A38)-(A43) 
Composition Constraints (A44) 
                                                Bounding Constraints (A45)-(A47) 
                                                Logic Constraints (A48)-(A53) 
As stated in the problem statement section, LCOE indicates the levelized cost of 
electricity, which is formulated as the summation of total capital cost (TCcap) and the 
total discounted value of operating cost (TCoper) divided by the total electricity 
generation (TGE). UE denotes the life cycle GHG emissions associated with one MWh 
of electricity generation, formulated as the summation of process emissions (TEpro) and 
IO emissions (TEIO) divided by the total electricity generation. UW denotes the life cycle 
water consumption associated with one MWh of electricity generation, formulated as 
the summation of process water consumption (TWpro) and IO water consumption (TWIO) 
divided by the total electricity generation. UG denotes the life cycle energy consumption 
associated with one MWh of electricity generation, formulated as the summation of 
process energy consumption (TGpro) and IO energy consumption (TGIO) divided by the 
total electricity generation. These objectives are optimized subject to the following 
constraints:  
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• Economic constraints calculating the capital and operating costs associated with 
all the design and operational decisions across the shale gas supply chain.  
• Environmental constraints calculating the GHG emissions resulting from both 
the process systems and the EIO systems following the integrated hybrid LCA 
approach. 
• Mass balance constraints describing the detailed input-output mass balance 
relationships among shale sites, processing plants, and CCGT power plants 
throughout the shale gas supply chain. 
• Capacity constraints describing the capacity restrictions of different unit 
processes, including water management options, gas processing, transportation, 
and demand of electricity generation at power plants.  
• Composition constraints describing the reuse specification of onsite treatment 
technologies. 
• Bounding constraints linking the supply chain design decisions with 
corresponding operational decisions, including those associated with processing 
plants and transportation pipelines.  
• Logic constraints describing the logic relationships among strategic decisions, 
including those regarding well drilling, wastewater treatment, construction of 
processing plant, and pipeline installment. 
Both the economic and environmental objective functions are formulated as fractional 
terms to reflect the functional-unit-based life cycle performances. There are nonlinear 
terms introduced in the economic objective function to calculate the capital cost of 
processing plants. All the other constraints are linear with both integer and continuous 
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variables. Thus, the resulting problem is a nonconvex MINLP problem. Due to the 
combinatorial nature and pseudo-convexity of fractional objectives as well as separable 
concave terms for capital cost estimation, mixed-integer nonlinear fractional 
programming problems have been known as computationally challenging problems for 
general-purpose MINLP solvers [102-104, 152]. Therefore, we apply a tailored global 
optimization algorithm that integrates the parametric algorithm [107] with a branch-
and-refine algorithm [103, 106] to tackle this computational challenge. A pseudo-code 
of this algorithm is given below. 
1: Set q0= 0, 1outIter = , obj = +∞  
2: while outobj Tol≥  
3:  Set LB = −∞ , UB = +∞ , 1inIter = , gap = +∞  
4:  Initialize the insertion points for piecewise approximation 
5:  while ingap Tol≥   
6:   Solve piecewise approximated problem, and obtain optimal solution x* and optimal objective function value objlo 
7:   Evaluate the original objective function with x*, and obtain objup 
8:   Reconstruct relaxed problem by adding a new partition point 
9:   Set max{ , }
loLB LB obj= , min{ , }upUB UB obj= , 1 /gap LB UB= − , 
1in inIter Iter= +  
10:  end while 
11:  Update 
*
*
*
TCq
TGE
= , 1out outIter Iter= +  
12: end while 
13: output q*and x* 
Figure 30. Pseudo-code of the tailored global optimization algorithm. 
In this tailored global optimization algorithm, an auxiliary parameter q is introduced to 
reformulate the fractional objective into a parametric function F(q) following the 
parametric algorithm. Thus, the optimal solution of the original MINLP problem is 
identical to the optimal solution of the reformulated parametric problem with the 
parameter q* such that F(q*)=0 [107]. We apply the exact Newton’s method to 
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iteratively update the parameter q in each iteration of the parametric algorithm. 
Meanwhile, we adopt a branch-and-refine algorithm based on successive piecewise 
linear approximations to tackle the separable concave functions for modeling the capital 
costs in the economic objective. The optimal solution of the resulting mixed-integer 
linear programming (MILP) problem provides a lower bound for the objective function 
(objlo). An upper bound (objup) can be obtained by evaluating the original nonlinear 
objective function based on the optimal solution x* of this MILP. When the optimality 
criterion in the inner loop is satisfied, the next outer loop iteration starts with updated 
parameter q*. This tailored global optimization algorithm is guaranteed to converge 
within finite iterations [108, 153]. 
3.3.3 Application to a shale gas supply chain 
To illustrate the applicability of the proposed integrated hybrid LCO model of shale gas 
supply chains and the tailored global optimization algorithm, we considered a case study 
of a “well-to-wire” shale gas supply chain in the UK. As shown in Figure 31, a reference 
map of the shale gas supply chain is provided consisting of shale sites, processing plants, 
and CCGT power plants [154, 155]. Specifically, there were seven existing shale sites 
with active shale wells, and eight potential shale sites to be developed. Each shale site 
allowed multiple shale wells to be drilled. A total of four processing plants were 
considered, among which two processing plants already existed with given capacities, 
and two processing plants were potential ones to be designed. The pipeline-quality sales 
gas obtained at processing plants was distributed to six CCGT power plants for 
electricity generation. Meanwhile, the NGLs were sold separately as by-products. The 
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average efficiency of the CCGT power plants was 50% on a lower heating value (LHV) 
basis [96, 120]. Both the raw shale gas and the processed sales gas were transported 
through pipelines. We considered three capacity levels of pipelines, which correspond 
to 4-inch, 8-inch, and 12-inch diameter, respectively. A 10-year planning horizon and 
40 time periods with equal time intervals were considered. In this case study, we focused 
on the environmental impact indicator of life cycle GHG emissions following the 
existing literature [79, 95, 118]. The extra case studies considering other environmental 
categories (e.g. water consumption and energy consumption) are presented in Appendix 
B. 
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Figure 31. Reference map of the shale gas supply chain in the UK [154, 156]. 
The resulting MINLP problem has 414 integer variables, 11,797 continuous variables, 
and 15,370 constraints. All the models and solution procedures are coded in GAMS 
24.7.3 [122] on a PC with an Intel® Core™ i7-6700 CPU and 32GB RAM, running the 
Windows 10 Enterprise, 64-bit operating system. Furthermore, the MILP subproblems 
are solved using CPLEX 12.7.0. The absolute optimality tolerance of CPLEX is set to 
be 10-6. The absolute optimality gap for the outer loop parametric algorithm (Tolout) is 
set as 10-6. The relative optimality gap (Tolin) for the inner loop branch-and-refine 
algorithm is set as 10-2. For all the Pareto-optimal solutions, the outer loop 
corresponding to the parametric algorithm converges within 4 to 6 iterations, and the 
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inner loop takes 2 to 6 iterations to converge. The total computational time varies from 
a few thousand CPU seconds to more than 10 hours depending on the number of inner 
and outer iterations involved. An illustrative figure on the converging process of the 
tailored global optimization algorithm is provided in Appendix D. Additionally, we 
solve the resulting MINLP problem with general-purpose global optimizers, including 
the SCIP 3.2 and BARON 15, for comparison [157, 158]. However, both optimizers 
failed to converge to the global optimum within the 20-hour computational time limit, 
and the optimality gaps were still positive infinite.  
By solving the resulting MINLP problem, we obtain the Pareto-optimal curve consisting 
of 10 Pareto-optimal solutions in Figure 32. The x-axis represents the life cycle GHG 
emissions for generating one MWh of electricity from shale gas. The y-axis represents 
the LCOE across the shale gas supply chain. We select two extreme Pareto-optimal 
solutions, namely point A with the lowest life cycle GHG emissions and point B with 
the lowest LCOE, for further investigation and comparison. Additionally, the cost 
breakdowns as well as GHG emission breakdowns for some of the Pareto-optimal 
solutions are provided by pie charts and donut charts, respectively. The sizes of these 
charts are proportional to the absolute values of GHG emissions and total cost. 
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Figure 32. Pareto-optimal curve illustrating the trade-offs between LCOE and life 
cycle GHG emissions with breakdowns: pie charts for the LCOE breakdowns and 
donut charts for the breakdowns of life cycle GHG emissions. 
Pareto-optimal solution point A has the lowest life cycle GHG emissions of 473.5 kg 
CO2-eq/MWh and the highest LCOE of £71.1/MWh. By contrast, point B has lowest 
LCOE of £51.8/MWh, but the corresponding life cycle GHG emissions are 480.7 kg 
CO2-eq/MWh. From the cost breakdowns, we can see that the upstream activities across 
the shale gas supply chain, including shale well drilling, gas production, processing, and 
transportation activities contribute the most to the total cost. However, downstream 
electricity generation plays a dominant role in terms of life cycle GHG emissions. Apart 
from electricity generation, upstream activities, including well drilling and gas 
transportation, as well as the EIO systems, also contribute significant amounts of GHG 
emissions. Both cost and GHG emission breakdowns for these Pareto-optimal solutions 
are similar, and the overall trend is consistent with that of the hybrid LCA results. To 
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further investigate the key impact factors associated with the life cycle GHG emissions, 
we present the following GHG emission breakdowns based on the 40 basic processes 
of the process systems (listed in Table 1). 
 
Figure 33. Life cycle GHG emission breakdowns based on the 40 basic processes 
(indexed by m) of the process systems listed in Table 1. 
Figure 33 presents the life cycle GHG emissions contributed by each basic process 
following the clockwise sequence. The detailed descriptions of these 40 processes are 
provided in Table 1. As a result, we can easily recognize the key processes in the process 
systems that lead to the most life cycle GHG emissions. Fugitive emissions of CO2 and 
CH4 are identified as the major impact factors, which in total contribute about 93% of 
the total process GHG emissions. Other processes, including electricity generation, tap 
water production, and gas transportation, also contribute a significant amount of GHG 
emissions throughout the process systems. The overall GHG emission breakdowns of 
both solutions are similar. However, we can see that the process of wastewater treatment 
by CWT facility results in less GHG emissions in point A. Meanwhile, the process of 
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onsite treatment with RO technology incurs a considerable amount of GHG emissions 
in point A, but this process contributes no GHG emissions in point B. Such a difference 
is due to the different optimal water management strategies obtained in these Pareto-
optimal solutions. 
In Figure 34, we summarize and present the optimal drilling schedules and shale gas 
productions profiles of solution point A (minimizing the life cycle GHG emissions) and 
point B (minimizing the LCOE). More shale wells are drilled in the optimal solution of 
point A than that of point B. Specifically, a total of 105 shale wells are drilled in the 
optimal solution of point A, and 82 shale wells are drilled in the optimal solution of 
point B. Here we highlight the development of shale site 15 in the optimal solution of 
point A. With these extra wells at shale site 15 drilled, the corresponding shale gas 
production of point A is expected to be larger than that of point B. The shale gas 
production profiles of both solution points are similar, where the production peak is 
reached around the 13th quarter, namely the beginning of the fourth year. This is the 
time when no more shale wells are drilled, and overall shale gas production starts to 
decrease afterwards due to the decreasing production profiles of existing shale wells. 
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Figure 34. Drilling schedules and production profiles of solution points A and B. 
The optimal shale gas supply chain designs with corresponding mass flows are 
summarized in Figure 35, which is given in the form of a Sankey diagram. As can be 
seen, although the structures of both shale gas supply chains in points A and B are 
similar, the overall shale gas production at each shale site, the capacities of processing 
plants, and the distribution planning of sales gas are different in these two solution 
points. As discussed above, shale site 15 is developed in the optimal solution of point 
A, resulting in a larger shale gas production near processing plant 4. Therefore, the 
working capacity of shale gas processing plant 4 is 3.50 billion standard cubic feet 
(Bscf) per year in the optimal solution of point A in contrast to 3.18 Bscf per year in the 
optimal solution of point B. For a similar reason, the capacity of processing plant 3 in 
the optimal solution of point A is 6.27 Bscf per year, greater than the 6.05 Bscf per year 
of processing plant 3 in the optimal solution of point B. The sales gas from processing 
plant 1 is mainly consumed by power plants 1 and 2. All the sales gas from processing 
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plant 2 is sent to power plants. Power plants 3 and 6 obtain all their gas feedstock from 
processing plant 3. The sales gas from processing plant 4 is distributed to power plants 
4 and 5. The NGLs are sold to its own market for extra income. 
 
Figure 35. Summary of shale gas supply chain design and flow information for Pareto-
optimal solution point A and point B. 
Next, we summarize the optimal water management strategies of solution points A and 
B in Figure 36. As can be observed, for both solution points, the hydraulic fracturing 
process results in more wastewater than the drilling process. In the optimal solution of 
point A, the onsite treatment with RO technology is selected as the main water treatment 
option that handles a total of 109,409 m3 wastewater. Meanwhile, 3,636 m3 water is 
transported to the CWT facility for centralized treatment. Thanks to the application of 
onsite treatment technology, 71,116 m3 of treated water can be recycled as inputs for 
drilling and hydraulic fracturing. As a result, even though more shale wells are drilled 
in the optimal solution of point A, the total freshwater consumption is smaller than that 
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of point B. By contrast, in the optimal solution of point B, a total of 106,032 m3 
wastewater is sent to CWT facility for treatment, which is considered more cost-
effective than the onsite treatment options. The corresponding requirement of 
freshwater input is 512,947 m3. 
 
Figure 36. Optimal water management strategies of solution points A and B. 
3.4 Summary 
We analyzed the life cycle environmental impacts of shale gas using the integrated 
hybrid LCA approach. In contrast to the traditional process-based LCA approach that 
suffered system boundary truncation, this integrated hybrid LCA approach provided a 
way to estimate the total environmental impacts resulted from both the process systems 
and the EIO systems. We considered three environmental impact factors, including 
GHG emissions, water consumption, and energy consumption, for the integrated hybrid 
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LCA of shale gas. The LCA results were comprehensively compared with existing shale 
gas LCA studies as well as integrated hybrid LCA studies of other fossil fuels. We 
further developed a hybrid LCO model to automatically identify the optimal design and 
operational alternatives in a “well-to-wire” shale gas supply chain considering both 
economic and environmental criteria. A tailored global optimization algorithm 
integrating the parametric algorithm and a branch-and-refine algorithm was 
implemented to tackle the resulting MINLP problem. The applicability of the proposed 
hybrid LCO model and global optimization algorithm was illustrated through a case 
study of shale gas supply chain. In this case study, the lowest levelized cost of electricity 
generated from shale gas was £51.8/MWh, and the optimal life cycle GHG emissions, 
water consumption, and energy consumption were 473.5 kg CO2-eq/MWh, 2,263 
kg/MWh, and 1,009 MJ/MWh, respectively. Based on the results, we concluded that 
environmental impacts induced by the EIO systems could constitute a significant part 
of the overall life cycle environmental impacts of shale gas, especially with pessimistic 
LCI estimations or certain environmental categories.  
3.5 Appendix A: Detailed model formulation for the hybrid LCO 
model of shale gas supply chains 
The hybrid LCO model is a mixed-integer nonlinear program, of which the general 
formulation is provided in the main text. Here we present the detailed description of all 
the constraints as well as objective functions. All the parameters are denoted with lower-
case symbols, and all the variables are denoted with upper-case symbols. 
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3.5.1 Objective functions 
3.5.1.1 Economic objective 
The economic objective is to minimize the LCOE generated from shale gas, formulated 
as the total net present cost divided by the total electric power generation (TGE). The 
total net present cost comprises the capital investment ( capTC ) associated with shale gas 
processing plants and gas pipelines, and the operating cost ( oper
tTC ) related to water 
management, drilling activities, shale gas production operations, shale gas processing, 
transportation activities, and electric power generation. Since the GHG emissions are 
modeled as an individual environmental objective function, we do not consider any 
types of externalities in this model.  
( )1min  
oper
cap t
t
t T
TCTC
dr
LCOE
TGE
∈
+
+
=
∑
                        (A1) 
3.5.1.2 Life Cycle GHG Emissions Objective 
The environmental objective is to minimize the life cycle GHG emissions associated 
with generating one MWh electricity in the “well-to-wire” shale gas supply chain 
network (UE), defined as summation of process emissions (TEpro) and IO emissions 
(TEIO) divided by the total electricity generation (TGE).  
min  
pro IOTE TEUE
TGE
+
=                                 (A2) 
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3.5.2 Constraints 
3.5.2.1 Economic constraints 
The total capital investment equals the summation of capital cost for constructing 
processing plants and capital cost for installing pipeline networks. 
cap cap cap
proc pipeTC C C= +                               (A3) 
p
proc
caC  is the total capital cost associated with construction of processing plants, calculated 
by the following nonlinear function, 
n
sfp
pr
pca
oc
p
p P
PC
C
p
pr
rc
pci
rpci
i
∈
   
= ⋅   
  
⋅∑                    (A4) 
where pri denotes the reference capital cost of constructing processing plants. PCp 
denotes the capacity of processing plant p. prc denotes the reference capacity of 
processing plants. sfp denotes the size factor of processing plants. pci denotes the 
chemical engineering plant cost index for processing plants. rpci denotes the chemical 
engineering plant cost index for processing plant of the reference year. Notably, this is 
a separable concave function. In addition to the fractional objective functions, this 
constraint is identified as the only nonlinear term involved in the MINLP model.   
cap
pipeC  indicates the total capital cost of installing pipelines, including the gathering 
pipelines transporting raw shale gas from shale sites to processing plants and the 
distribution pipelines transporting processed sales gas from processing plants to CCGT 
power plants, calculated by,  
, , , , , ,
cap
pipe r i p r i p r p g r p g
i I p P r R p P g G r R
C tpri XP lsp tpri XPG lpg
∈ ∈ ∈ ∈ ∈ ∈
= ⋅ ⋅ + ⋅ ⋅∑∑∑ ∑∑∑        (A5) 
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where tprir denotes the reference capital cost of pipelines with capacity level r. lspi,p is 
the distance between shale site i and processing plant p. lpgp,g is the distance between 
processing plant p and CCGT power plant g.  
The total operating cost in each time period includes the operating costs associated with 
water management, drilling activities, shale gas production operations, shale gas 
processing, transportation activities, and electric power generation. 
, , , , , ,
oper oper oper o
pro
per oper oper oper
t water t drill t prod t trans tc power ttTC C C C C C C= + + + + +                    (A6) 
The water management cost consists of water acquisition cost (Cacq,t) and wastewater 
treatment costs corresponding to CWT facilities (Ccwt,t), and onsite treatment (Consite,t). 
, , , ,
oper
water t acq t cwt t onsite tC C C C= + +    (A7) 
Cacq,t indicates the acquisition cost of freshwater in time period t, which is proportional 
to the amount of freshwater, 
, ,acq t
I
i
i
tfaC FWc
∈
⋅=∑    (A8) 
where fac denotes the unit acquisition cost of freshwater. 
Ccwt,t indicates the cost associated with CWT treatment facilities in time period t, 
calculated by, 
, , 
i I
cwt t i tvcC WTC
∈
⋅=∑    (A9) 
where vc denotes the unit wastewater treatment cost of CWT facilities. 
Consite,t is the total onsite treatment cost in time period t, given by, 
, , , onsite t i o t
o O
o
i I
C Wv To O
∈ ∈
= ⋅∑∑    (A10) 
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where voo denotes the unit wastewater treatment cost of onsite treatment units with 
technology o. 
,
oper
drill tC  indicates the total operating cost associated with drilling activities in time period 
t,  
, ,,
n
oper
i t
i I
drill t i tsdcC NN
∈
⋅=∑    (A11) 
where sdci,t denotes the unit cost for shale well drilling and completion at shale site i in 
time period t. 
,
oper
prod tC  stands for the total operating cost associated with shale gas production activities 
in time period t, which is proportional to the amount of shale gas production. 
, ,,
oper
prod t ti
i I
itspcC SP
∈
⋅=∑    (A12) 
where spci,t denotes the unit operating cost for shale gas production at shale site i in time 
period t. 
,proc t
operC  indicates the total operating cost for processing plants in time period t, given as 
the gross cost of shale gas processing subtracted by the income from sales of NGLs.  
, , , ,
oper
p i p t p t
i I p
proc t t
P p P
C vp STP Lpl SP
∈ ∈ ∈
= ⋅ − ⋅∑∑ ∑    (A13) 
where vpp denotes the unit operating cost for processing plant p. plt denotes the average 
unit price of NGLs in time period t. 
,
oper
trans tC  stands for the total operating cost associated with all the transportation activities 
in time period t, given by, 
, , , ,, , ,
oper
trans t i p i p t p g t
i I p P
g
p P g G
pC vtp lsp STP STPvtp Glpg
∈ ∈∈ ∈
= ⋅⋅ ⋅ + ⋅∑∑ ∑∑   (A14) 
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where vtp denotes the unit gas transportation cost via pipelines. 
,
oper
power tC  indicates the total operating cost associated with electric power generation in 
time period t, calculated by, 
, , ,
oper
g G
gpower t p g t
p P
C Sve TPG
∈ ∈
= ⋅∑∑    (A15) 
where veg denotes the unit cost for electricity generation from natural gas at power plant 
g. 
3.5.2.2 Environmental constraints 
The process emissions indicate the GHG emissions generated during all the activities in 
the process systems, calculated by the following equation. 
m
pro pro
mTE e Q=         (A16) 
where prome  is the environmental impact factors of basic process m. Qm is the total net 
input of process m from all activities, including water management, well drilling, shale 
gas production, processing, transportation, and electricity generation, in the process 
systems. 
Based on the definition of Qm, it can be calculated by the following equation. 
, ,. , , , ,m water m drill m prod m proc m trans m power mQ Q Q Q Q QQ= + + + + +        (A17) 
Qwater,m is the total input of process m associated with water management activities, 
including wastewater treatment at CWT facilities and onsite treatment units.  
,, , , , ,_ _i t i m i o t o m
i I t T i I o O t T
water mQ WTC inv cwt WTO inv onsite
∈ ∈ ∈ ∈ ∈
= ⋅ + ⋅∑∑ ∑∑∑        (A18) 
where inv_cwti,m is the amount of input from process m for treating unit amount of 
wastewater from shale site i at CWT facilities.  inv_onsiteo,m indicates the amount of 
input from process m for treating unit amount of wastewater with onsite treatment 
technology o.  
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Qdrill,m is the total input of process m regarding drilling activities, which can be 
calculated by,  
, , ,_
n
i t i m
i I
d l
T
ri l m
t
Q NN inv drill
∈ ∈
= ⋅∑∑         (A19) 
where inv_drilli,m indicates the amount of input from process m for drilling a shale well 
at potential shale site i. 
Qprod,m represents the total input of process m associated with shale gas production 
activities, given by, 
,, ,_i t i m
i I
pr d
t T
o mQ SP inv prod
∈ ∈
= ⋅∑∑         (A20) 
where inv_prodi,m indicates the amount of input from process m for producing unit 
amount of shale gas at shale site i. 
Qproc,m represents the total input of process m associated with shale gas processing 
activities, calculated by, 
, , , ,_i p t p m
i I p P t
p o
T
r c mQ STP inv proc
∈ ∈ ∈
= ⋅∑∑∑        (A21) 
where inv_procp,m indicates the amount of input from process m for processing unit 
amount of raw shale gas at processing plant p. 
Qtrans,m represents the total input of process m associated with gas transportation 
activities, which is calculated by, 
, , ,, ,_ _i t i p m i t p g m
i
trans
I p P t T p P g
m
G t T
Q STP lsp inv trans STPG lpg inv trans
∈ ∈ ∈ ∈ ∈ ∈
= ⋅ ⋅ + ⋅ ⋅∑∑∑ ∑∑∑       (A22) 
where inv_transm indicates the amount of input from process m for transporting unit 
amount of shale gas for unit distance. 
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Qpower,m represents the total input of process m associated with electricity generation 
activities, given by, 
,, , ,_p g t g m
p P g G t
p we m
T
o rQ STPG inv power
∈ ∈ ∈
= ⋅∑∑∑        (A23) 
where inv_powerg,m indicates the amount of input from process m for consuming unit 
amount of shale gas to generate electricity at CCGT power plant g. 
The IO emissions indicate the GHG emissions generated in the EIO systems, calculated 
by the following equation. 
IO IO
n nssTE e P=         (A24) 
where IO
nse  is the environmental impact factors of industrial sector ns. Pns is the total 
output of sector ns in the EIO systems.  
The total output of each industrial sector Pns minus the direct requirement of all sectors 
in the EIO systems should be no less than the upstream inputs required by the process 
systems, given by,   
, '
'
ns ns ns
ns
n
NS
s nsP Paio UP
∈
− ⋅ ≥∑         (A25) 
where aions,ns’ is the technical coefficient connecting industrial sector ns and ns’ in the 
EIO table. UPns indicates the upstream input from industrial sector ns to the process 
systems. 
The upstream input from industry sector ns to the process systems UPns can be 
calculated by the following equation,  
,nsn m m
m
s m
M
c price QUP
∈
= ⋅ ⋅∑                      (A26) 
where cns,m is the upstream technical coefficient linking industrial sector ns and process 
m. pricem indicates the unit price input from process m. 
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3.5.2.3 Mass balance constraints 
The total water supply at each shale site comprises of freshwater from water sources 
and reused water from onsite treatment. 
,, , , ,  ,  i t i o t
o O
to iFDWFW WTl O i to
∈
+ ⋅ = ∀∑    (A27) 
where FWi,t stands for the amount of freshwater acquired from water sources to shale 
site i in time period t. loo denotes the recovery factor for treating wastewater of onsite 
treatment technology o. WTOi,o,t denotes the amount of wastewater treated by onsite 
treatment technology o at shale site i in time period t. FDWi,t denotes the freshwater 
demand of shale site i in time period t.  
The amount of freshwater required at each shale site in each time period equals the 
summation of water usage for drilling and hydraulic fracturing. The drilling water usage 
is proportional to the number of wells being drilled, and the hydraulic fracturing water 
usage is proportional to the amount of wastewater produced at shale site i. 
,
,, ,  ,  
i
i t i
t
i
i twwrf
WP
NN iF d tDW + ∀= ⋅    (A28) 
where WPi,t denotes the wastewater production rate during fracking process at shale site 
i in time period t. wrfi is the recovery ratio of water for hydraulic fracturing process at 
shale site i. wdi denotes the average drilling water usage at shale site i. NNi,t stands for 
the number of wells drilled at shale site i in time period t. 
The wastewater production rate during the fracking process is proportional to the total 
shale gas production rate at a shale site, and the coefficient is estimated based on real 
data.[124] 
, , ,  ,  i t i i tWP cc SP i t= ⋅ ∀    (A29) 
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where cci is the correlation coefficient for shale gas production and wastewater 
production of a shale well at shale site i. SPi,t is the shale gas production rate at shale 
site i in time period t. 
At each shale site, the total amount of wastewater, including the wastewater from 
drilling, hydraulic fracturing, and completion, should equal to the total amount of water 
treated by different water management options, including CWT and onsite treatment.  
, , , , , ,  ,  i t i i i t i t i o t
o O
WP wd wrd NN WTC WTO i t
∈
+ ⋅ ⋅ = + ∀∑ (A30) 
where wrdi denotes the recovery ratio for drilling process at shale site i. WTCi,t denotes 
the amount of wastewater transported from shale site i to CWT facilities in time period 
t. 
The total amount of shale gas produced at any existing shale site i at any time period t 
can be calculated by,  
, , ,  ,  i t i i t eSP ne spp i I t= ⋅ ∀ ∈    (A31) 
where nei denotes the number of existing shale wells drilled at shale site i. sppi,t denotes 
the shale gas production of a shale well of age t at shale site i. 
The total shale gas production rate at a shale site equals the summation of that of 
different wells.  
1
, , ' , '
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,  ,  2
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i t i t i t t n
t
SP NN spp i I t
−
−
=
= ⋅ ∀ ∈ ≥∑    (A32) 
where sppi,t-t’ denotes the shale gas production profile of a shale well drilled at time 
period t’ at shale site i in time period t. Thus, the age of this well would be t- t’. We use 
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this time-dependent parameter to describe the decreasing feature of the shale gas 
production profile of a certain well. 
The shale gas production at each shale site is then transported to different processing 
plants.  
, , , ,  ,  i t i p t
p P
SP STP i t
∈
= ∀∑    (A33) 
where STPi,p,t denotes the amount of shale gas transported from shale site i to processing 
plant p in time period t. 
The methane and NGLs are separated at processing plants, and their corresponding 
amounts are dependent on the processing efficiency and the composition of raw shale 
gas. 
, , , ,  ,   i ip t p t
i I
pef mSTP SPM p tc
∈
⋅ ∀⋅ =∑    (A34) 
, , , ,  ,  i p t p t
i I
ipef lSTP SPL pc t
∈
⋅ = ∀⋅∑    (A35) 
where pef denotes the NGL recovery efficiency at processing plants. mci denotes the 
methane composition in shale gas at shale site i. lci denotes the NGL composition at 
shale site i. SPMp,t is the amount of natural gas produced at processing plant p in time 
period t. lci is the average NGLs composition in shale gas at site i. SPLp,t stands for the 
amount of NGLs produced at processing plant p in time period t. 
The total amount of natural gas separated at a processing plant equals the summation of 
natural gas transported from the processing plant to different power plants. 
, , , ,  ,  p t p g t
g G
SPM STPG p t
∈
= ∀∑    (A36) 
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where STPGp,g,t denotes the amount of natural gas transported from processing plant p 
to power plant g in time period t. 
The total amount of electricity generation at a power plant in each time period is 
proportional to the amount of natural gas transported to the power plant from processing 
plants. 
, , , , ,  g t p g t
p P
ueGE STPG g t
∈
= ∀⋅∑    (A37) 
where GEg,t denotes the amount of electricity generated at power plant g in time period 
t. ue denotes the amount of electricity generated from unit natural gas input.  
3.5.2.4 Capacity constraints 
The total amount of wastewater from different shale sites treated by each CWT facility 
cannot exceed its capacity, given by, 
, ,  i t
i I
tW ccaTC t
∈
≤ ∀∑        (A38) 
where ccat denotes the capacity for wastewater treatment at CWT facility in time period 
t. 
If a certain onsite treatment technology is applied at a shale site, the amount of 
wastewater treated onsite should be bounded by its capacity; otherwise, the amount of 
wastewater treated onsite should be zero. This relationship can be modeled by the 
following inequality, 
, , , , ,  ,  ,   o i o i o t o i oocl YO WTO ocu YO i o t⋅ ≤ ≤ ⋅ ∀        (A39) 
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where oclo and ocuo denote the minimum and maximum treatment capacities for onsite 
treatment technology o, respectively. YOi,o is a binary variable that equals 1 if onsite 
treatment technology o is applied at shale site i. 
The total amount of shale gas processed at a processing plant cannot exceed its capacity, 
, , ,  ,   i p t p
i I
STP PC p t
∈
≤ ∀∑        (A40) 
where PCp denotes the capacity of processing plant p. 
The total amount of shale gas transported from a shale site to a processing plant is 
constrained by the transportation capacity of corresponding gathering pipeline. 
, , , , ,  ,  ,  i p t i p r
r R
STP TCP i p t
∈
≤ ∀∑        (A41) 
where TCPi,p,r denotes the capacity of pipeline from shale site i to processing plant p 
with capacity level r. 
Similarly, the amount of natural gas transported from processing plant p to power plant 
g is bounded by the capacity of corresponding pipeline, 
, , , , ,  ,  , p g t p g r
r R
STPG TCPG p g t
∈
≤ ∀∑        (A42) 
where TCPGp,g,r denotes the capacity of pipeline from processing plant p to power plant 
g with capacity level r. 
The total electric power generation is constrained by the lower bound and upper bound 
of local demand. 
, , , , ,  g t g t g tdgl GE dgup g t≤ ≤ ∀        (A43) 
where dglg,t and dgupg,t denote the minimum demand and maximum demand of 
electricity at power plant g in time period t, respectively. 
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3.5.2.5 Composition constraints 
To satisfy the reuse specification for hydraulic fracturing, the blending ratio of 
freshwater to treated water from onsite treatment must be greater than a certain value, 
given by, 
, , , ,  ,  i o t i t
o O
o o WTO Fr W i tf lo
∈
⋅ ⋅ ≤ ∀∑        (A44) 
where rfo denotes the ratio of freshwater to wastewater required for blending after 
treatment by onsite treatment technology o. 
3.5.2.6 Bounding constraints 
If a gathering pipeline is installed, its capacity equals the reference capacity 
corresponding to its capacity level; otherwise, its capacity should be zero. 
The constraints for the capacity of pipeline transporting shale gas from shale site i to 
processing plant p are given by, 
, , , , ,  , ,i p r r i p rTCP tprc XP i p r= ⋅ ∀        (A45) 
where tprcr denotes the reference capacity of gathering pipelines with capacity level r. 
XPi,p is a binary variable that equals 1 if pipeline is installed to transport shale gas from 
shale site i to processing plant p.  
Similarly, the constraints for the capacity of pipeline transporting natural gas from 
processing plant p to power plant g are given by, 
, , , , ,  , ,p g r r p g rTCPG tprc XPG p p g r= ⋅ ∀ ∈  (A46) 
where XPGp,g is a binary variable that equals 1 if corresponding pipeline is installed 
between potential processing plant p and power plant g. 
149 
If a processing plant is established, its processing capacity should be bounded by the 
corresponding capacity range; otherwise, its capacity should be zero. This relationship 
can be modeled by the following inequality: 
,   p p ppcl YP PC pcup YP p PN⋅ ≤ ≤ ⋅ ∀ ∈        (A47) 
where pcl and pcup denote the minimum and maximum capacities of potential 
processing plants, respectively. YPp is a binary variable that equals 1 if processing plant 
p is constructed. 
3.5.2.7 Logic constraints 
For the selection of onsite treatment technologies, we note that at most one technology 
can be chosen. This constraint is given by, 
, 1,  i o
o O
YO i
∈
≤ ∀∑        (A48) 
There can only be a certain number of wells drilled at each shale site in each time period, 
, ,
0
1,  ,  
imn
i n t n
n
YD i I t
=
= ∀ ∈∑        (A49) 
where YDin,n,t is a binary variable that equals 1 if n shale wells at potential shale site i 
are dilled in time period t. mni denotes the maximum number of wells that can be drilled 
at potential shale site i per time period.  
The total number of wells drilled at potential shale site i in time period t can be 
calculated by, 
, , ,
0
,  ,  
imn
i t i n t n
n
NN n YD i I t
=
= ⋅ ∀ ∈∑        (A50) 
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The total number of wells that can be drilled at potential shale site in over the planning 
horizon is bounded, given by, 
, ,   i t n
t T
it imnNN I
∈
≤ ∀ ∈∑        (A51) 
where tmnin denotes the maximum number of wells that can be drilled at potential shale 
site in over the planning horizon.  
Only one capacity level can be selected for the gathering pipeline from shale site i to 
processing plant p, given by, 
, , ,  ,  1 i p r
r R
XP i p
∈
≤ ∀∑        (A52) 
Similarly, there can only be one capacity level for the transmission pipeline from 
processing plant p to power plant g, given by, 
, , ,1    ,p g r
r R
XPG p g
∈
≤ ∀∑        (A53) 
3.6 Appendix B: Hybrid LCO models minimizing life cycle water 
consumption and energy consumption 
In this section, we present the optimization results of extra case studies considering other 
environmental categories, namely the water consumption (P1) and energy consumption 
(P2), using the proposed hybrid LCO model of shale gas supply chains. Compared with 
the hybrid LCO model minimizing the life cycle GHG emissions, these extra hybrid 
LCO models adopt different environmental objectives minimizing the life cycle water 
consumption (UW) and energy consumption (UG), respectively. TWpro and TWIO 
indicate the life cycle water consumption resulting from activities in the process systems 
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and industrial sectors in the EIO systems, respectively. Similarly, TGpro and TGIO are 
the total energy consumption associated with the process systems and the EIO systems, 
respectively. All the remaining constraints are identical to those presented in Appendix 
A.  
(P1)   min  
pro IOTW TWUW
TGE
+
=               (B1) 
     s.t. Constraints (A3)-(A53) 
(P2)   min  
pro IOTG TGUG
TGE
+
=                     (B2) 
     s.t. Constraints (A3)-(A53) 
In Figure B1, we summarize the optimal life cycle economic and environmental 
performances of both hybrid LCO models (P1) and (P2). As can be seen, in the optimal 
solution of (P1), the unit water consumption is 2,263 kg/MWh, most of which is 
contributed by shale gas processing and electricity generation activities. The IO water 
consumption is even greater than that of drilling activities. The corresponding LCOE is 
£71.4/MWh, close to the optimal LCOE obtained in the original hybrid LCO model 
minimizing the life cycle GHG emissions. The detailed cost breakdown regarding 
different processes is consistent with that given in Figure 32, where drilling and 
transportation activities result in a large portion of total cost. In the optimal solution of 
(P2), the EIO systems are identified as the most significant impact factor in terms of 
energy consumption. The unit energy consumption is 1,009 MJ/MWh, and the IO 
energy consumption itself contributes 643 MJ/MWh energy consumption. In the process 
systems, well drilling, gas processing, and transportation activities are all energy-intense 
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processes. The corresponding LCOE is £58.2/MWh, 18% lower than that obtained in 
model (P1). 
 
Figure B1. Optimal economic and environmental performances of hybrid LCO 
models: (P1) minimizing the life cycle water consumption and (P2) minimizing the 
life cycle energy consumption. 
The distinct economic and environmental performances obtained in (P1) and (P2) are 
essentially caused by their corresponding optimal design and operational decisions 
made across the shale gas supply chain. In Figure B2, we summarize the optimal drilling 
schedules and shale gas production profiles obtained in models (P1) and (P2) 
minimizing life cycle water consumption and energy consumption, respectively. As can 
be seen, shale site 9 is developed in the optimal solution of (P1), resulting in a total of 
83 shale wells. By contrast, only 59 shale wells are drilled in the optimal solution of 
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(P2), and the resulting shale gas production in each time period is smaller than that of 
(P1). 
 
Figure B2. Comparison of drilling schedules and production profiles in the optimal 
solutions of models (P1) and (P2) for minimizing the life cycle water consumption and 
minimizing the life cycle energy consumption, respectively. 
3.7 Appendix C: Optimization results of process-based LCO model  
To demonstrate the difference between the integrated hybrid LCO model and the 
traditional process-based LCO model, we consider another case study that focuses on 
the process systems. In this process-based LCO model (P3), the objective is to minimize 
the life cycle process GHG emissions, as given in equation (C1). All the constraints 
remain the same to those provided in Appendix A.  
(P3)   min  
pro
P TWUE
TGE
=                       (C1) 
     s.t. Constraints (A3)-(A53) 
154 
The optimal economic and environmental performances are summarized in Figure C1. 
The resulting life cycle GHG emissions are 475.2 kg CO2-eq/MWh, where the process 
systems contribute 450.9 kg CO2-eq/MWh GHG emissions. Although the process GHG 
emissions are lower than that (451.6 kg CO2-eq/MWh) obtained in the original hybrid 
LCO model (P0), the EIO systems result in more GHG emissions, which are 24.3 kg 
CO2-eq/MWh. The optimal LCOE is £66.1/MWh, which lies between the highest 
LCOE (£71.1/MWh) and the lowest LCOE (£51.8/MWh) of Pareto optimal solutions A 
and B. 
 
Figure C1. Optimal economic and environmental performances of process-based LCO 
model (P3) minimizing the life cycle process GHG emissions. 
Moreover, we note that this process-based LCO model leads to a completely different 
production strategy in the shale gas supply chain. The detailed drilling schedule and 
corresponding shale gas production profile are provided in Figure C2. Up to six potential 
shale sites are developed in addition to the existing ones, and a total of 129 shale wells 
are drilled throughout the planning horizon. As a result, the quantity of shale gas flow 
is greater than that of point A. From this extra case study, we demonstrate the necessity 
of incorporating EIO systems in analyzing the life cycle environmental impacts. In the 
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LCO of shale gas supply chains, the integrated hybrid model can lead to a completely 
different optimal solution compared with the traditional process-based LCO model.   
 
Figure C2. Optimal drilling schedule and production profile of process-based LCO 
model (P3). 
3.8 Appendix D: Computational performance of the proposed 
tailored global optimization algorithm 
In this section, we present the detailed converging process for the solution point B using 
the proposed tailored global optimization algorithm. As can be seen in Figure D1, the 
proposed tailored global optimization algorithm takes four outer loop iterations to 
converge. Apart from the first outer loop iteration that converges in one inner loop 
iteration, all the remaining outer loop iterations take two inner loop iterations to 
converge. In the last outer loop iteration, the reformulated linear objective function F(q) 
converges to 0, indicating the convergence of this tailored global optimization 
algorithm. The total computational time is 38,973 CPU seconds, and the computational 
time of each inner loop iteration ranges from 4,126 to 7,973 CPU seconds.   
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Figure D1. Converging process for the solution of point B. 
3.9 Nomenclature 
Sets 
G  Set of power plants indexed by g  
I  Set of shale sites indexed by i 
M  Set of processes indexed by m 
N  Set of number of wells indexed by n 
NS  Set of industrial sectors indexed by ns 
O  Set of onsite treatment technologies indexed by o  
(o1: MSF; o2: MED; o3: RO) 
P  Set of processing plants indexed by p 
R  Set of capacity levels for gas pipelines indexed by r 
T  Set of time periods indexed by t 
Subsets 
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( )eI i  Subset of existing shale sites indexed by i 
( )nI i  Subset of potential shale sites indexed by i 
( )nP p  Subset of potential processing plants to be constructed indexed by p 
'( )T t  Subset of time periods when wells are drilled indexed by t’ 
Parameters 
, 'ns nsaio  Technical coefficient connecting industrial sector ns and ns’ in 
the EIO table 
,ns mc  Upstream technical coefficient linking industrial sector ns and 
process m 
icc  Correlation coefficient for shale gas production and wastewater 
production of a shale well at shale site i 
tcca  Capacity for wastewater treatment at CWT facility in time period 
t 
,g tdgl  Minimum demand of electricity at CCGT power plant g in time 
period t 
,g tdgup  Maximum demand of electricity at CCGT power plant g in time 
period t 
dr  Discount rate per time period  
pro
me  Environmental impact factors of basic process m 
IO
nse  Environmental impact factors of industrial sector ns 
fac  Unit acquisition cost of freshwater 
,_ i minv cwt  Amount of input from process m for treating unit amount of 
wastewater from shale site i at CWT facilities 
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,_ o minv onsite  Amount of input from process m for treating unit amount of 
wastewater with onsite treatment technology o 
,_ i minv drill  Amount of input from process m for drilling a shale well at shale 
site i. 
,_ i minv prod  Amount of input from process m for producing unit amount of 
shale gas at shale site i 
,_ p minv proc  Amount of input from process m for processing unit amount of 
raw shale gas at processing plant p 
_ minv trans  Amount of input from process m for transporting unit amount of 
shale gas for unit distance 
,_ g minv power  Amount of input from process m for consuming unit amount of 
shale gas to generate electricity at CCGT power plant g 
ilc  NGL composition in shale gas at shale site i 
olo  Recovery factor for treating wastewater of onsite treatment 
technology o  
,p glpg  Distance from processing plant p to power plant g 
,i plsp  Distance from shale site i to processing plant p  
imc  Methane composition in shale gas at shale site i 
imn  Maximum number of wells that can be drilled at shale site i per 
time period 
ine  Number of existing shale wells drilled at shale site i 
oocl  Minimum treatment capacity for onsite treatment technology o  
oocu  Maximum treatment capacity for onsite treatment technology o  
ppce  Capacity of existing processing plant p 
pci  Chemical engineering plant cost index for processing plant 
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pcl  Minimum capacity of processing plants 
pcup  Maximum capacity of processing plants 
pef  NGL recovery efficiency at processing plants 
 tpl  Average unit price of NGLs in time period t 
prc  Reference capacity of processing plant 
pri  Reference capital investment of processing plant 
mprice  Unit price input from process m 
orf  Ratio of freshwater to wastewater required for blending after 
treatment of onsite treatment technology o 
rpci  Chemical engineering plant cost index for processing plant of 
the reference year 
,i tsdc  Unit cost for shale well drilling and completion at shale site i in 
time period t 
sfp  Size factor of processing plants 
,i tspc  Unit cost for shale gas production at shale site i in time period t 
,i tspp  Shale gas production of a shale well with age t at shale site i 
 itmn  Maximum number of wells that can be drilled at shale site i over 
the planning horizon 
rtprc  Reference capacity of gas pipeline with capacity level r 
rtpri  Reference capital investment of gas pipeline with capacity level 
r 
ue  Amount of electricity generated per unit natural gas input  
vc  Unit cost for wastewater treatment at CWT facility 
gve  Unit cost for electricity generation from natural gas at CCGT 
power plant g 
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 ovo  Unit cost for wastewater treatment of onsite treatment 
technology o 
 pvp  Unit processing cost at processing plant p 
 vtp  Unit transportation cost of shale gas via pipelines 
iwd  Average drilling water usage for each well at shale site i 
iwrd  Recovery ratio of water for drilling process at shale site i  
iwrf  Recovery ratio of water for hydraulic fracturing process at shale 
site i  
Nonnegative Continuous variables 
,i tFDW  Freshwater demand of shale site i in time period t  
,i tFW  Amount of freshwater acquired from water source to shale site i 
in time period t 
,g tGE  Amount of electricity generated at power plant g in time period t 
,i tNN  Number of wells drilled at shale site i in time period t 
nsP  Total output of industrial sector ns in the EIO systems 
pPC  Capacity of processing plant p 
mQ  Total net input of process m from all activities in the process 
systems 
,water mQ  Total input of process m associated with water management 
activities 
,drill mQ  Total input of process m regarding drilling activities 
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,prod mQ  Total input of process m associated with shale gas production 
activities 
,proc mQ  Total input of process m associated with shale gas processing 
activities 
,trans mQ  Total input of process m associated with gas transportation 
activities 
,power mQ  Total input of process m associated with electricity generation 
activities 
,i tSP  Shale gas production rate at shale site i in time period t 
, ,i p tSTP  Amount of shale gas transported from shale site i to processing 
plant p in time period t 
, ,p g tSTPG  Amount of sales gas transported from processing plant p to 
CCGT power plant g in time period t 
,p tSPL  Amount of NGLs produced at processing plant p in time period t 
,p tSPM  Amount of methane produced at processing plant p in time period 
t 
, ,i p rTCP  Capacity of gas pipeline with capacity level r between shale site 
i and processing plant p   
, ,p g rTCPG  Capacity of gas pipeline with capacity level r between processing 
plant p and CCGT power plant g 
 nsUP  Upstream input from industrial sector ns to the process systems 
, i tWP  Wastewater production rate at shale site i in time period t 
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,i tWTC  Amount of wastewater transported from shale site i to CWT 
facilities in time period t 
, ,i o tWTO  Amount of wastewater treated by onsite treatment technology o 
at shale site i in time period t 
Binary variables 
, ,i p rXP  0-1 variable. Equal to 1 if gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to processing plant 
p 
, ,p g rXPG  0-1 variable. Equal to 1 if gathering pipeline with capacity level r is 
installed to transport sales gas from processing plant p to CCGT 
power plant g 
, ,i n tYD  0-1 variable. Equal to 1 if n shale wells at shale site i are drilled in 
time period t 
,i oYO  0-1 variable. Equal to 1 if onsite treatment technology o is applied 
at shale site i 
pYP  0-1 variable. Equal to 1 if processing plant p is constructed 
Equation Chapter (Next) Section 1
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CHAPTER 4 
DYNAMIC MATERIAL FLOW ANALYSIS-BASED LIFE CYCLE 
OPTIMIZATION  
4.1 Introduction 
Sustainability has received increasing research attention in design and operations of 
energy systems. Thus, tools and indicators are developed for assessing and 
benchmarking sustainability performance of different systems [159]. Among these 
tools, LCA is one of the most widely applied methods to systematically quantify the 
environmental impacts of a product from a life cycle perspective [138, 160]. As an 
analysis tool, LCA is designed to evaluate the environmental impacts based on a certain 
or a collection of design alternatives. However, the sustainable design and operations of 
energy systems generally involve substantially large number of design alternatives 
[161]. Using LCA approach to manually analyze each alternative system can be tedious 
or even infeasible. Therefore, it is imperative to develop an optimization framework that 
can automatically identify sustainable alternatives in energy systems design and 
operations.  
To tackle this challenge, the LCO methodology was developed, which integrates LCA 
with multiobjective optimization technique into a holistic optimization model [151, 
162]. In an LCO model, both the design and operational decisions are connected to their 
corresponding environmental consequences through mathematical constraints. By 
solving the resulting LCO problem, we can obtain the optimal design and operational 
decisions considering both economic and environmental performances [155, 163]. 
Despite the successful application of LCO in various energy systems, the framework 
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itself has its shortcomings inherited from LCA approaches [129, 161]. First, LCA is 
normally designed for general product systems based on simplified models, and the 
corresponding inventory data are estimated based on average values [17, 79-81, 84, 86, 
95, 118]. This leads to the loss of precision and lack of customization in the investigation 
of specific systems. Additionally, it is challenging to depict the material flow 
relationships in systems with complex recycling flows using LCA. Consequently, the 
benefits of recycling for improving sustainability in certain complex energy systems 
may not be properly addressed with traditional LCO. More importantly, LCA might not 
holistically recognize resource depletion as a potential sustainability concern [164-166]. 
By solely evaluating the environmental impacts, the optimal design obtained in 
traditional LCO could not be truly sustainable, especially in terms of resource 
efficiency. To tackle these research challenges, it is necessary to develop a novel LCO 
framework that can effectively overcome the shortcomings of LCA by integrating with 
dynamic material flow (MFA) analysis.   
In this study, we propose a dynamic MFA-based LCO framework in pursuit of 
sustainable design and operations of energy systems. MFA is considered as a 
complementary tool to LCA that can capture flows and stocks of materials with high-
fidelity models and sufficient details for specific complex systems [167-170]. 
Moreover, dynamic MFA enables establishment of life cycle material flow profiles and 
investigation of detailed environmental mechanisms for more sustainable decisions 
[171-174]. Therefore, with the integration of dynamic MFA and LCA, we expect to 
overcome their shortcomings and contribute to better sustainable designs of energy 
systems [175-177]. Specifically, in this dynamic MFA-based LCO framework, various 
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input, output, and recycling material/energy flows of processes are captured with 
precision throughout their life time. Meanwhile, by introducing an extra dimension of 
resource sustainability in addition to economic and environmental performances, we 
aim to provide a more comprehensive evaluation of sustainable system designs. Based 
on the functional unit, we define three fractional objective functions, corresponding to 
the economic, environmental, and resource sustainability performances, respectively. 
The resulting optimization problem is formulated as a multiobjective mixed-integer 
linear fractional programing (MILFP) problem that is computationally challenging due 
to the fractional objective functions. Thus, we further adopt an efficient parametric 
algorithm to facilitate the solution [107]. To illustrate the applicability of proposed 
modeling framework and solution algorithm, we consider an application to a Marcellus 
shale gas supply chain. In this application, major design and operational decisions, 
including shale pad development, well drilling schedule, water treatment and recycling, 
pipeline network design, allocation and capacity selection of processing plants, 
production planning, transportation arrangement, and more, are fully addressed. The 
corresponding key material flows, such as concrete, steel, barite, bentonite, 
organic/inorganic chemical additives, proppant, water diesel, electricity, heat, steam, 
and more, are taken into account and incorporated into the MFA-based LCO model. 
Through a detailed result analysis, a Pareto optimal solution balancing economic, 
environmental, and resource performances can be recognized, and the corresponding 
optimal material flow profiles are obtained.  
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4.2 Dynamic MFA-based LCO framework 
In this section, we formally introduce the dynamic MFA-based LCO framework. To 
facilitate the introduction, an illustrative diagram is presented in Figure 37, where four 
major phases are identified. The first phase is goal and scope definition, where key 
settings of this dynamic MFA-based LCO framework are defined, including the goal of 
this study, functional unit, system boundary, and key assumptions. For instance, the goal 
of this study is improving the sustainability of shale gas supply chains considering both 
design and operational decisions. The functional unit is generally defined as generating 
unit amount of major product or performing a certain service, such as producing unit 
amount of shale gas or supplying unit energy output. By defining the system boundary, 
we can identify the main life cycle stages and corresponding processes that need to be 
considered in the model. Identifying key assumptions helps us determine and describe 
the quantitative and logical relationships to be included in the LCO model. 
Next, based on the functional unit and system boundary, we enter the second phase of 
conducting dynamic MFA for each unit process. After the process diagram is 
constructed, we can identify and summarize the basic materials involved in all the unit 
processes. Then, the mass balance relationship among input, stock, and output flows of 
each basic material in each time period is established [178]. In contrast to the static life 
cycle inventory analysis, the material stock and flow in a certain time period is derived 
from the input, output, and earlier stock, thus providing high-fidelity, time-dependent 
material flow profiles [174]. The second phase lays the foundation of the dynamic MFA-
based LCO model. 
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The third phase involves linking the design and operational decisions in the investigated 
system with their corresponding optimization indicators. As shown in Figure 37, the 
proposed modeling framework allows consideration of multiple optimization criteria, 
including economic, environmental, and resource performances. Based on the dynamic 
MFA in the previous phase, we establish unit material flow matrices corresponding to 
different design and operational decisions. Each unit material flow matrix contains full 
profiles of input, output, and stock flows related to a certain design or operational 
decision. Therefore, by choosing appropriate environmental impact assessment and 
resource consumption quantification methods, we can connect design and operational 
decisions with their corresponding environmental impacts and resource consumption. 
In addition to certain midpoint indicators, such as GHG emissions, for evaluating the 
environmental impacts [92, 96], we can also adopt up-to-date endpoint-oriented life 
cycle impact assessment approaches, such as ReCiPe, to quantify the full spectrum of 
life cycle environmental impacts [82]. Moreover, this dynamic MFA-based LCO 
framework offers sufficient flexibility in evaluating resource sustainability through 
incorporation of customizable resource indicators. 
In the last phase, a holistic dynamic MFA-based LCO model is formulated to optimize 
the economic, environmental, and resource sustainability criteria simultaneously subject 
to constraints for mass balances, capacity limitation, logic relationships, economic 
evaluation, environmental impact assessment, and resource consumption. Through a 
comprehensive analysis of the trade-offs among economic, environmental, and resource 
performances, we can seek a balance among these criteria and identify the 
corresponding optimal design and operational decisions. Moreover, with the optimal 
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material flow profiles, we can better understand the transition of material flow with time 
and gain more insights on the relationship between design and operational decisions, as 
well as their impacts on the sustainability performances of the investigated system 
[179].  
 
Figure 37. Illustration of the dynamic MFA-based LCO framework. 
4.3 Problem statement 
In this study, we consider an application to the sustainable design and operations of a 
Marcellus shale gas supply chain with the proposed dynamic MFA-based LCO 
framework. The life cycle system boundary is restricted to “well-to-gate”, which starts 
from the shale pad development at wellhead to the gate of natural gas market [56]. The 
functional unit is defined as generating one megajoule (MJ) net energy from shale gas. 
Following the dynamic MFA methodology, we keep track of the material flows 
associated with all the life cycle stages in this shale gas supply chain throughout the 
planning horizon. Specifically, a total of 36 key material flows are considered, including 
169 
concrete, steel, barite, bentonite, lignite, inorganic chemicals, organic chemicals, 
proppant, friction reducer, surfactant, hydrochloric acid, scale inhibitor, clay stabilizer, 
gelling agent, pH adjusting agent, breaker, crosslinker, iron control, biocide, corrosion 
inhibitor, water, diesel, electricity, heat, steam, ethanolamine (MEA), triethylene glycol 
(TEG), drilling wastewater, flowback water, produced water, raw shale gas, natural gas, 
natural gas liquids (NGL), solid waste, fugitive methane, and carbon dioxide. An 
illustrative MFA diagram for this shale gas energy system is presented in Figure 38. 
 
Figure 38. Illustrative MFA figure of the shale gas energy system. 
In this shale gas supply chain, a set of shale sites are given, including existing ones with 
active shale wells and potential ones to be developed. Each potential shale site allows 
drilling of multiple shale wells. The maximum number of shale wells and their 
corresponding production profiles at each shale site are given. As shown in Figure 38, 
development of shale pads and drilling and fracturing of shale wells require a series of 
material inputs, including water, diesel, electricity, concrete, steel, bentonite, chemicals, 
170 
etc. Meanwhile, raw shale gas and wastewater is generated at shale sites. Depending on 
the life cycle stages of shale wells, wastewater can be further classified into drilling 
wastewater, flowback water, and produced water with different properties, 
corresponding to well drilling, hydraulic fracturing, and gas production stages, 
respectively. The wastewater can be handled in three ways, including the underground 
injection into remote Class-II disposal wells, treatment by centralized wastewater 
treatment (CWT) facilities, and onsite wastewater treatment and recycling through 
mobile water treatment units [21]. For the onsite wastewater treatment option, three 
types of water treatment technologies are considered, namely multi-stage flash, multi-
effect distillation, and reverse osmosis [58, 180]. The wastewater injected underground 
is considered as consumptive water use. The treated water from CWT facilities is sent 
to surface discharge and considered as nonconsumptive water use. The wastewater 
treated onsite by mobile water treatment units can be mixed with freshwater and 
recycled for future drilling and fracturing activities at corresponding shale sites [19, 
181].  
Once the raw shale gas exits the shale wells, after the initial processing near the 
wellhead, it is transported to a set of potential processing plants through the gathering 
pipeline network. At the processing plants, raw shale gas goes through a series of 
processes, including gas sweetening, dehydration, NGL recovery, and N2 rejection [64]. 
At the processing plants, impurities including water, acid gas, and nitrogen are removed 
from the raw shale gas, and the pipeline-quality natural gas and heavier hydrocarbons, 
known as natural gas liquids (NGLs), are separated. The pipeline-quality natural gas is 
the main product of this shale gas supply chain that will be sold to the market for later 
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energy generation. The NGLs, on the other hand, are considered as byproducts and sold 
for extra income. The shale gas processing stage requires the following key material 
inputs: cooling water, electricity, steam, MEA, and TEG [74]. Throughout the life cycle 
of shale gas, solid waste and GHG emissions are generated. The solid waste from 
different life cycle stages can be sent to landfill and landfarming. The GHG emissions 
mainly consist of the methane leakage from the drilling and production phases, and 
direct/indirect CO2 emissions associated with activities, materials, and energy inputs 
[128, 182, 183].  
To comprehensively address the sustainability concern in the design and operations of 
shale gas supply chains, we consider three distinct objective functions in this problem. 
The aim is to simultaneously optimize the economic, environmental, and resource 
performances of this shale gas supply chain for generating one functional unit of 
product. Specifically, the economic performance is evaluated by the levelized cost of 
unit net energy output. The environmental performance is quantified with the GHG 
emissions (in terms of CO2 equivalent based on 100-year time horizon) [97].  The water 
consumption is adopted as the resource indicator [19]. We note that the selection of 
indicators is not limited to any specific ones. In this study, we stick to the most 
representative indicators following the existing literature [96, 129]. Notably, these three 
objective functions are all formulated into fractional form with both numerators and 
denominators dependent on the design and operational decisions. Compared with their 
linear counterparts, these fractional objective functions address the optimization criteria 
from a functional-unit perspective. In the models with linear objective functions, the 
production of functional units is always pushed to the maximum/minimum level, which 
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may not be the most sustainable design from a functional-unit perspective. By contrast, 
the functional-unit-based fractional objectives can automatically identify the optimal 
amount of functional units to generate for the best sustainability performance. 
Moreover, there are extensive studies in the literature demonstrating the advantage of 
fractional objective functions in leading to more sustainable system designs [6, 130]. 
Therefore, we adopt the following fractional objectives in this study: 
Minimizing the levelized cost of one MJ net energy output, formulated as the total net 
present cost (i.e., the summation of all discounted future costs) divided by the total 
amount of net energy generation from shale gas; 
• Minimizing the GHG emissions associated with one MJ net energy output, 
formulated as the total life cycle GHG emissions throughout the shale gas supply 
chain divided by the total amount of net energy generation from shale gas; 
• Minimizing the water consumption associated with one MJ net energy output, 
formulated as the total water consumption throughout the shale gas supply chain 
divided by the total amount of net energy generation from shale gas. 
The net energy generation can be calculated by subtracting the energy consumption (in 
terms of fossil fuel, electricity, heat, etc.) throughout the shale gas supply chain from 
the direct energy output of produced shale gas. These three objectives are optimized 
simultaneously considering the following design and operational decisions: 
• Development of potential shale sites;  
• Drilling schedule of shale wells at each shale site; 
• Design of gathering pipeline networks; 
• Allocation and capacity selection of processing plants; 
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• Shale gas production profile of each shale well; 
• Water management strategy at each shale site; 
• Transportation planning of water and shale gas; 
• Sales of natural gas and NGLs. 
4.4 Model formulation and solution algorithm 
Following the proposed MFA-based LCO framework, the resulting problem is 
formulated as a multiobjective MILFP problem. The general model formulation is given 
below, followed by the detailed formulations of objective functions and constraints. All 
the variables are denoted with upper-case symbols, and all the parameters are denoted 
with lower-case symbols.   
  min   TC
TENG
   (27) 
  min   TE
TENG
  (38) 
  min   TW
TENG
  (49) 
         s.t.   Mass balance constraints (1)-(10) 
                            Capacity constraints (11)-(19) 
                            Logic constraints (20)-(26) 
 Economic constraints (28)-(37) 
      Environmental constraints (39)-(48) 
         Resource constraints (50)-(70) 
Here TC stands for the total net present cost. TE is the total life cycle GHG emissions. 
TW represents the total water consumption. TENG indicates the total net energy 
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generation from shale gas, which equals the direct energy output of produced shale gas 
minus the energy consumption throughout the shale gas supply chain. These three 
objective functions are optimized simultaneously subject to the following constraints:  
• Mass balance constraints describing the basic input-output mass balance 
relationships for each unit process involved in the shale gas supply chain. 
• Capacity constraints addressing the capacity limitations of unit processes, 
including various water management options, shale gas processing at each 
processing plant, gas transportation through pipeline network, and demand of 
shale gas at corresponding market. 
• Logic constraints modeling the logic relationships and basic assumptions among 
design decisions, including those associated with shale well drilling, pipeline 
installment, selection of water treatment technology, and design of processing 
facilities.   
• Economic constraints calculating the capital investment and operating costs 
associated with the design and operational decisions in the shale gas supply 
chain, including those regarding shale well drilling, shale gas production, gas 
processing, transportation, and water management. 
• Environmental constraints quantifying the GHG emissions resulting from 
different unit processes throughout the shale gas supply chain, including well 
pad development, well drilling, hydraulic fracturing, shale gas production, water 
management, gas transportation, gas processing, and solid waste handling.  
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• Resource constraints calculating the total water consumption crossing the shale 
gas supply chain and net energy output from shale gas at the gate of natural gas 
market.  
The economic, environmental, and resource objectives are all formulated in fractional 
form as a ratio of two linear functions, representing the functional-unit-based economic 
performance, environmental impact, and resource efficiency, respectively. All the 
constraints are linear ones with both integer and continuous variables. Therefore, the 
resulting problem is a multiobjective MILFP problem. The detailed model formulation 
is presented in the following subsections. 
4.4.1 Constraints 
The water supply at each shale site in each time period is satisfied by both the fresh 
water acquisition and recycled water from onsite wastewater treatment.  
 ,, , , ,  ,  i t i o t
o O
to iFDWFW WTl O i to
∈
+ ⋅ = ∀∑   (1) 
where loo denotes the recovery factor for treating wastewater of onsite wastewater 
treatment technology o. FDWi,t denotes the freshwater demand of shale site i in time 
period t. 
The water supplied at each shale site is used to satisfy the shale well drilling and 
hydraulic fracturing activities. In this model, the drilling water usage is proportional to 
the number of wells drilled, and the water usage for hydraulic fracturing is proportional 
to the amount of wastewater generated at shale sites [41]. 
 , ,, ,  ,  
i
i t i
t
i
i twwrf
WP
NN iF d tDW + ∀= ⋅   (2) 
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where WPi,t denotes the amount of wastewater generated at shale site i in time period t. 
wrfi is the recovery ratio of water at shale site i. wdi denotes the average drilling water 
usage of a shale well at shale site i. 
The amount of wastewater generated during hydraulic fracturing at each shale site is 
proportional to the shale gas production rate, and the coefficient is estimated based on 
given industrial data [124]. 
 , , ,  ,  i t i i tWP cc SP i t= ⋅ ∀   (3) 
where cci is the correlation coefficient between shale gas production and wastewater 
production. 
The wastewater generated from both drilling and hydraulic fracturing activities is 
handled in three ways, namely treatment by CWT facilities, underground injection into 
Class-II disposal wells, and onsite wastewater treatment and recycling, given as follows, 
 , , , , , , ,  ,  i t i i i t i t i t i o t
o O
WP wd wrd NN WTC WTD WTO i t
∈
+ ⋅ ⋅ = + + ∀∑   (4) 
where wrdi is the recovery ratio of water for drilling process at shale site i. 
The raw shale gas is produced from both existing shale sites and potential ones to be 
developed. The shale gas output from existing shale sites can be calculated by the 
following equation. 
 , , ,  ,  i t i i t eSP ne spp i I t= ⋅ ∀ ∈   (5) 
where nei denotes the number of existing shale wells at shale site i. sppi,t denotes the 
shale gas production rate of a shale well of age t at shale site i. 
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The shale gas production of potential shale sites in each time period is dependent on the 
specific drilling schedule, specifically when and how many shale wells are drilled at 
each shale site in each time period. 
 
1
, , ' , '
' 1
,  ,  2
t
i t i t i t t n
t
SP NN spp i I t
−
−
=
= ⋅ ∀ ∈ ≥∑   (6) 
where sppi,t-t’ represents the shale gas production profile of a shale well drilled at time 
period t’ at shale site i in time period t. Thus, the age of this well would be t- t’. This 
time-dependent parameter is used to describe the decreasing shale gas production 
profiles of shale wells. 
As stated in the problem statement section, the raw shale gas produced at each shale site 
is transported to the midstream processing plants for further separation. This mass 
balance relationship is described as follows. 
 , , , ,  ,   i t i p t
p P
SP STP i t
∈
= ∀∑   (7) 
At the processing plants, raw shale gas goes through a series of processes to remove the 
impurities and separate two major products, the pipeline-quality sales gas and NGLs. 
The sales gas output and NGL output can be calculated using the following equations 
(8) and (9), respectively. 
 , , , ,  ,  i p t p t
i I
ipef meSTP STPM pc t
∈
⋅ = ∀⋅∑   (8) 
 , , , ,  ,  i p t p t
i I
ipef lSTP STPL pc t
∈
⋅ = ∀⋅∑   (9) 
where pef denotes the processing efficiency at processing plants. meci and lci are the 
methane and NGL composition in shale gas at shale site i, respectively. STPMp,t denotes 
the amount of natural gas produced at processing plant p in time period t. 
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The sales gas produced at processing plants is the source of energy output in this shale 
gas supply chain, given by, 
 , , ,  ,  p t p tSTPM SPM p t= ∀   (10) 
The amount of wastewater handled by each of the water management options cannot 
exceed its corresponding capacity, given by the following constraints. 
 , ,  i t
i I
tW ccaTC t
∈
≤ ∀∑   (11) 
 , ,  i t
i I
tW dcaTD t
∈
≤ ∀∑   (12) 
 , , , ,  ,  ,   i o t o i oWTO ocu YO i o t≤ ⋅ ∀   (13) 
where ccat, dcat, and ocuo are the capacities of underground injection, the CWT facility, 
and onsite wastewater treatment with technology o, respectively. YOi,o is a binary 
variable that equals 1 if onsite wastewater treatment technology o is applied at shale site 
i.  
The wastewater treated onsite for recycling needs to be blended with a certain 
percentage of freshwater to satisfy the reuse specification, given by, 
 , , , ,  ,  o o i o t
o
i t
O
rf lo WTO i tFW
∈
⋅ ⋅ ≤ ∀∑   (14) 
where rfo denotes the required blending ratio of freshwater to wastewater after treatment 
by onsite wastewater treatment technology o. 
The piecewise linear approximation approach with specially ordered set variables of 
type 2 (SOS2) variables is used to estimate the capital cost for processing plant 
construction. Accordingly, the processing capacity of a processing plant can be 
calculated using the following equation, given as, 
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 , , ,  p p pt p t
pt PT
PC pcap Y p
∈
= ⋅ ∀∑   (15) 
where PCp is the capacity of processing plant p, and pcapp,pt denotes the corresponding 
reference capacity of processing plant p. 
The amount of raw shale gas processed at a processing plant cannot exceed its 
processing capacity, given as, 
 , , ,  ,   i p t p
i I
STP PC p t
∈
≤ ∀∑   (16) 
There are a set of pipeline capacity levels that can be selected for the installation of 
gathering pipeline networks between shale sites and processing plants. The capacity of 
a certain gathering pipeline can be calculated by,  
 , , , , ,  ,  ,   i p r r i p rTCP tprc XP i p r= ⋅ ∀   (17) 
where TCPi,p,r denotes the capacity of gathering pipeline between shale site i and 
processing plant p with capacity level r, and tprcr is the corresponding reference pipeline 
capacity. 
The amount of shale gas transported from a shale site to a processing plant is constrained 
by the corresponding gathering pipeline capacity, given as, 
 , , , , ,  ,  ,  i p t i p r
r R
STP TCP i p t
∈
≤ ∀∑   (18) 
The total amount of sales gas produced from the shale gas supply chain in each time 
period is bounded by the minimum demand and maximum demand of the market. 
 , ,t p t tdml SPM dmup t≤ ≤ ∀   (19) 
where dmlt and dmupt are the minimum demand and maximum demand of natural gas 
in time period t, respectively. 
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In each time period, a certain number of shale wells can be drilled at each potential shale 
site, given as, 
 , ,
0
1,  ,  
imn
i n t n
n
YD i I t
=
= ∀ ∈∑   (20) 
where YDi,n,t is a binary variable that equals 1 if n wells are drilled at shale site i in time 
period t. 
The number of shale wells drilled at each shale site in each time period is calculated by, 
 , , ,
0
,  ,  
imn
i t i n t n
n
NN n YD i I t
=
= ⋅ ∀ ∈∑   (21) 
The maximum number of shale wells that can be drilled in each shale site is given as, 
 , ,   i t n
t T
it imnNN I
∈
≤ ∀ ∈∑   (22) 
where tmni is the maximum number of wells that can be drilled at shale site i. 
In this model, no extra shale wells will be drilled in the existing shale sites, given by, 
 ,  0 ,  i t eNN i I= ∀ ∈   (23) 
In each shale site, at most one onsite wastewater treatment technology will be selected. 
 , 1,  i o
o O
YO i
∈
≤ ∀∑   (24) 
For each transportation link between shale sites and processing plants, at most one 
capacity level can be selected for the corresponding gathering pipeline, given as, 
 , , ,  ,  1 i p r
r R
XP i p
∈
≤ ∀∑   (25) 
The SOS2 variable regarding construction of processing plants should satisfy the 
following constraint. 
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 , ,  1p pt
pt PT
YP p
∈
= ∀∑   (26) 
4.4.2 Objective functions 
4.4.2.1 Economic objective 
The economic objective is to minimize the levelized cost of one MJ net energy output, 
formulated as the total net present cost (TC) divided by the total amount of net energy 
generation from shale gas (TENG).  
  min   TC
TENG
  (27) 
The total net present cost TC includes the capital and operating costs associated with 
water management (Cwater), well drilling (Cdrilling), shale gas production (Cproduction), 
processing (Cprocessing), and transportation (Ctransportation), given as follows. 
 water drilling productio processingn transportationTC C C C C C= + + + +   (28) 
The water management cost can be further sorted into water acquisition cost (Cacquisition), 
water handling cost by Class-II disposal wells (Cdisposal), water treatment cost by CWT 
facilities (Ccwt), and onsite water treatment cost (Consite). 
 water acquisition disposal cwt onsiteC C C C C= + + +   (29) 
The water acquisition cost is proportional to the amount of freshwater acquired, 
calculated by, 
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,
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i t
acquisition t
i I t T
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=
+
∑∑   (30) 
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where fac denotes the unit freshwater acquisition cost. FWi,t represents the amount of 
freshwater acquired at shale site i in time period t. dr is the average discount rate for 
each time period. 
Similarly, the wastewater treatment costs associated with different water management 
options can be calculated by the following equations,  
 
( )
,
1
i t
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i I t T
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C
dr∈ ∈
⋅
=
+
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C
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+
∑∑∑   (33) 
where vd, vc, and voo are the unit treatment costs associated with underground injection, 
CWT facility, and onsite wastewater treatment with technology o. WTDi,t, WTCi,t, and 
WTOi,o,t are the corresponding variables indicating the amount of wastewater handled 
by each of these options at shale site i in time period t. 
The total shale well drilling cost is calculated by the following equation, 
 
( )
, ,
1
i t i t
drilling t
i I t T
sdc NN
C
dr∈ ∈
⋅
=
+
∑∑   (34) 
where sdci,t indicates the unit drilling cost at shale site i in time period t. NNi,t denotes 
the number of wells drilled at shale site i in time period t. 
The total shale gas production cost equals the total operating cost associated with shale 
gas production subtracted by the remaining value of shale gas to be produced at the end 
of planning horizon, calculated by, 
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i t
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i I
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t tT i I T
NN eur SPSP
C
psgspc
dr dr∈∈ ∈ ∈
⋅⋅ ⋅ −
−
+ +
=∑∑ ∑∑   (35) 
where spci,t denotes the unit shale gas production cost, and SPi,t is the corresponding 
shale gas production at shale site i in time period t. psg indicates the estimated unit value 
of shale gas to be produced. euri is the average estimated ultimate recovery of shale 
wells at shale site i. 
The total cost associated with shale gas processing includes three parts, namely the 
capital investment for construction of processing plants, operating cost associated with 
shale gas processing, and income from sales of NGL products.  
 
( ) ( )
, , ,
, , 1 1
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t t p t
p pt p pt t troces
p P p
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t PT i I p P t T p P t T
ng
vro STP pl STPL
C pcc Y
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⋅ ⋅
= ⋅ + −
+ +
∑ ∑ ∑∑∑ ∑∑  
 (36) 
Notably, here we adopt piecewise linear approximation approach with SOS2 to estimate 
the capital cost for processing plant construction [184]. pccp,pt denotes the capital cost 
of processing plant p associated with interpolated point pt, and Yp,pt is an SOS2 variable 
for calculating the capital cost of processing plant p with interpolated point pt. vrop is 
the unit processing cost at processing plant p. STPi,p,t represents the amount of raw shale 
gas transported from shale site i to processing plant p in time period t. plt is the unit 
price of NGLs in time period t, and STPLp,t denotes the amount of NGLs produced at 
processing plant p in time period t. 
The total transportation cost is comprised of three parts, including the capital cost for 
installment of the gathering pipeline network between shale sites and processing plants, 
the operating cost for transporting raw shale gas from shale sites to processing plants, 
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and the operating cost for transporting processed natural gas from processing plants to 
the corresponding market, calculated by, 
 
( ) ( )
, , ,
, , , ,                
1 1
transportation r i p r i p
i I p P r R
i p i p t p p t
t t
i I p P t T p P t T
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∈ ∈ ∈
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+ +
+ +
∑∑∑
∑∑∑ ∑∑
  (37) 
where tprir denotes the reference capital cost of gathering pipeline with capacity level 
r. XPi,p,r is a binary variable that equals 1 if a gathering pipeline with capacity r is 
installed between shale site i and processing plant p. lspi,p is the distance between shale 
site i and processing plant p. vrt and vtp are the unit transportation cost of raw shale gas 
and sales gas, respectively. lpmp denotes the distance from processing plant p to the 
market. SPMp,t denotes the amount of sales gas sold to the market from processing plant 
p in time period t. 
4.4.2.2 Environmental objective 
The environmental objective is to minimize the GHG emissions associated with one MJ 
net energy output, formulated as the total life cycle GHG emissions (TE) throughout the 
shale gas supply chain divided by the total amount of net energy generation from shale 
gas (TENG). 
  min   TE
TENG
  
 (38) 
The total life cycle GHG emissions (TE) equals the sum of GHG emissions from life 
cycle stages including water management (Ewater), well drilling (Edrilling), shale gas 
production (Eproduction), processing (Eprocessing), and transportation (Etransportation), given as 
follows.  
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 water drilling productio processingn transportationTE E E E E E= + + + +   (39) 
The GHG emissions generated from the water management activities are contributed by 
the water acquisition activities (Eacquisition), underground injection into Class-II disposal 
wells (Edisposal), water treatment by CWT facilities (Ecwt), and onsite water treatment 
activities (Eonsite). 
 water acquisition disposal cwt onsiteE E E E E= + + +   (40) 
Specifically, the GHG emissions resulting from each of these water management 
activities can be calculate by the following equations, given as, 
 , ,_acquisition mm i mm i t
i I mm MM t T
E fems inv acquisition FW
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (41) 
 , ,_disposal mm i mm i t
i I mm MM t T
E fems inv disposal WTD
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (42) 
 , ,_cwt mm i mm i t
i I mm MM t T
E fems inv cwt WTC
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (43) 
 , , ,_onsite mm o mm i o t
i I mm MM t T
E fems inv onsite WTO
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (44) 
where femsmm denotes the GHG emission factor associated with basic material flow mm. 
The unit material flow matrices corresponding to different water management activities, 
namely freshwater acquisition at shale site i, wastewater underground injection from 
shale site i, wastewater treatment by CWT facility from shale site i, and onsite 
wastewater treatment with technology o, are given by inv_acquisitioni,mm, 
inv_disposali,mm, inv_cwti,mm, and inv_onsiteo,mm, respectively. 
Similarly, the GHG emissions generated from well drilling activities can be calculated 
by, 
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 , ,_drilling mm i mm i t
i I mm MM t T
E fems inv drilling NN
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (45) 
where inv_drillingi,mm is the unit material flow matrix associated with shale well drilling 
activity representing the input of basic material mm for drilling one shale well at shale 
site i.  
The GHG emissions resulting from shale gas production can be calculated as follows. 
 , ,_production mm i mm i t
i I mm MM t T
E fems inv production SP
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (46) 
where inv_productioni,mm is the unit material flow matrix associated with shale gas 
production indicating the input of material mm for producing a unit amount of raw shale 
gas at shale site i. 
The GHG emissions contributed by shale gas processing is calculated by the following 
equation. 
 , , ,_mm p mm i p t
i I p P m
processing
m MM t T
processingE fems inv STP
∈ ∈ ∈ ∈
= ⋅ ⋅∑∑ ∑ ∑   (47) 
where inv_processingp,mm denotes the unit material flow matrix for shale gas processing 
activity representing the input of material mm for processing a unit amount of raw shale 
gas at processing plant p. 
The GHG emissions from transportation activities can be calculated by the following 
equation. 
 
, , ,
,
_
                _
transportation mm mm i p i p t
i I p P mm MM t T
mm mm p p t
p P mm MM t T
E fems inv trans lsp STP
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+ ⋅ ⋅ ⋅
∑∑ ∑ ∑
∑ ∑ ∑
  (48) 
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where inv_transmm is the unit material flow matrix for transportation activity indicating 
the input of material mm for transporting a unit amount of shale gas through pipeline 
for unit distance. 
4.4.2.3 Resource objective 
The resource objective is to minimize the water consumption associated with one MJ 
net energy output, formulated as the total water consumption (TW) throughout the shale 
gas supply chain divided by the total amount of net energy generation from shale gas 
(TENG). 
  min   TW
TENG
  (49) 
The total water consumption (TW) equals the sum of water consumed in water 
management (Wwater), well drilling (Wdrilling), shale gas production (Wproduction), 
processing (Wprocessing), and transportation (Wtransportation) activities, calculated by,  
 water drilling productio processingn transportationTW W W W W W= + + + +   (50) 
The water consumption in the water management activities consists of water 
consumption in water acquisition activity (Wacquisition), water consumption in 
underground injection into Class-II disposal wells (Wdisposal), water consumption in 
water treatment by CWT facilities (Wcwt), and water consumption in onsite water 
treatment activity (Wonsite). 
 water acquisition disposal cwt onsiteW W W W W= + + +   (51) 
The amount of water resource consumed in each of these water management activities 
can be calculated by the following equations. 
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 , ,_acquisition mm i mm i t
i I mm MM t T
W fwat inv acquisition FW
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (52) 
 , ,_disposal mm i mm i t
i I mm MM t T
W fwat inv disposal WTD
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (53) 
 , ,_cwt mm i mm i t
i I mm MM t T
W fwat inv cwt WTC
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (54) 
 , , ,_onsite mm o mm i o t
i I mm MM t T
W fwat inv onsite WTO
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (55) 
where fwatmm denotes the water consumption factor of basic material mm. 
Similar to the environmental constraints, the water consumption in the life cycle stage 
of shale well drilling can be calculated by, 
 , ,_drilling mm i mm i t
i I mm MM t T
W fwat inv drilling NN
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (56) 
The water consumption associated with shale gas production can be calculated as 
follows. 
 , ,_production mm i mm i t
i I mm MM t T
W fwat inv production SP
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (57) 
The water consumption during shale gas processing is calculated by, 
 , , ,_mm i mm i p t
i I p P m
processing
m MM t T
processingW fwat inv STP
∈ ∈ ∈ ∈
= ⋅ ⋅∑∑ ∑ ∑   (58) 
The water consumption resulting from transportation activities can be calculated by the 
following equation. 
 
, , ,
,
_
                _
transportation mm mm i p i p t
i I p P mm MM t T
mm mm p p t
p P mm MM t T
W fwat inv trans lsp STP
fwat inv trans lpm SPM
∈ ∈ ∈ ∈
∈ ∈ ∈
= ⋅ ⋅ ⋅
+ ⋅ ⋅ ⋅
∑∑ ∑ ∑
∑ ∑ ∑
  (59) 
The total net energy output (TENG) equals the total energy generation from shale gas 
minus the total energy consumed in the shale gas supply chain (TEC), given by:  
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 ,p t
p P t T
TENG ue SPM TEC
∈ ∈
= ⋅ −∑∑   (60) 
where ue denotes the unit heat content of natural gas.   
The total energy consumption TEC throughout the shale gas supply chain can be 
calculated with the following equations. 
 water drilling producti processingon transportationTEC EC EC EC EC EC= + + + +   (61) 
where the energy consumption in the water management activities equals the sum of 
energy consumption in water acquisition activity (ECacquisition), underground injection 
into Class-II disposal wells (ECdisposal), water treatment by CWT facilities (ECcwt), and 
onsite water treatment activity (EConsite). 
 water acquisition disposal cwt onsiteEC EC EC EC EC= + + +   (62) 
The energy consumption in each of these water management activities can be calculated 
by the following equations. 
 , ,_acquisition mm i mm i t
i I mm MM t T
EC feng inv acquisition FW
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (63) 
 , ,_disposal mm i mm i t
i I mm MM t T
EC feng inv disposal WTD
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (64) 
 , ,_cwt mm i mm i t
i I mm MM t T
EC feng inv cwt WTC
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (65) 
 , , ,_onsite mm o mm i o t
i I mm MM t T
EC feng inv onsite WTO
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (66) 
where fengmm represents the energy consumption factor of basic material mm.  
The energy consumption in life cycle stage of shale well drilling can be calculated by, 
 , ,_drilling mm i mm i t
i I mm MM t T
EC feng inv drilling NN
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (67) 
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The energy consumption associated with shale gas production can be calculated as 
follows. 
 , ,_production mm i mm i t
i I mm MM t T
EC feng inv production SP
∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑   (68) 
The energy consumed in shale gas processing can be calculated by the following 
equation. 
 , , ,_mm i mm i p t
i I p P m
proces
m M
s
t T
ing
M
processinEC feng inv g STP
∈ ∈ ∈ ∈
= ⋅ ⋅∑∑ ∑ ∑   (69) 
The energy consumption resulting from transportation activities can be calculated by 
the following equation. 
 
, , ,
,
_
                   _
transportation mm mm i p i p t
i I p P mm MM t T
mm mm p p t
p P mm MM t T
EC feng inv trans lsp STP
feng inv trans lpm SPM
∈ ∈ ∈ ∈
∈ ∈ ∈
= ⋅ ⋅ ⋅
+ ⋅ ⋅ ⋅
∑∑ ∑ ∑
∑ ∑ ∑
  (70) 
4.4.3 Solution algorithm 
The resulting problem is formulated as a multiobjective MILFP problem. Both design 
and operational decisions, including those for drilling schedule, pipeline installment, 
processing plant construction, technology selection, production planning, and 
transportation arrangement, are described with corresponding integer and continuous 
variables. As a special class of MINLP, this MILFP problem features three fractional 
objective functions formulated as ratios of linear functions. All the constraints are linear 
ones, and both discrete and continuous variables are involved in the objective functions 
and constraints. Notably, MILFP problems can be solved with general-purpose MINLP 
algorithms. However, large-scale MILFP problems, due to its combinatorial nature and 
pseudo-convexity, can be computationally intractable for general-purpose MINLP 
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methods. Local MINLP solvers, such as DICOPT and SBB, are generally more 
computationally efficient than global optimizers. Nevertheless, they cannot guarantee 
the global optimality and may lead to suboptimal solutions. To overcome this challenge, 
we adopt the parametric algorithm based on Newton’s method in this study for efficient 
solution of this MILFP problem [107]. The original MILFP problem is first transformed 
into an equivalent parametric MILP problem F(q), which has the same constraints as 
the original MILFP problem and new objective functions given as the difference 
between the numerator and the denominator multiplied by a parameter q. The parametric 
function F(q) has such an important property that when F(q)=0, the reformulated MILP 
problem has a unique optimal solution that is identical to that of the original MILFP 
problem. Since F(q) does not have a closed-form analytical expression, we apply 
numerical root-finding methods, namely Newton’s method, to find the optimal value of 
parameter q. By iteratively updating the parameter q based on the optimal solutions 
obtained from solving the corresponding MILP subproblems, we can guarantee the 
convergence to the global optimum within a finite number of iterations. The detailed 
procedures are illustrated by the Pseudo code provided in Figure 39. 
Parametric Algorithm 
1. ( ) ( )  min min F qTC TENG TC q TENG= − ⋅→  
2. Initialization: 0q = , 1Iter =  
3. 
while ( ( )F q Tol≥ ) do 
    Solve the resulting MILP subproblem 
    Denote the optimal solution as TC* and TENG* 
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4. 
 Update * *TC Tq ENG= ,  
1Iter Iter += . 
5. end while 
6. Output q* 
Figure 39. Pseudo code of the parametric algorithm for MILFP problems. 
4.5 Results and discussion 
To illustrate the applicability of the proposed dynamic MFA-based LCO 
framework, we consider a case study of a “well-to-gate” shale gas supply chain based 
on Marcellus shale. In this shale gas supply chain, a total of 12 shale sites are considered, 
where six shale sites are existing ones with active shale wells and six shale sites are 
potential ones to be developed. Each shale site allows for drilling of up to five shale 
wells. Three potential locations are considered for the construction of midstream shale 
gas processing plants. A 10-year planning horizon is considered, which is further 
divided into 10 equal time periods. A 10% discount rate is adopted for each year. The 
material flow profiles of 36 key materials are tracked throughout the given planning 
horizon. The resulting problem has 627 integer variables, 7,553 continuous variables, 
and 7,718 constraints.  All the models and solution procedures are coded in GAMS 
24.8.5. on a PC with an Intel® Core™ i7-6700 CPU and 32GB RAM, running the 
Windows 10 Enterprise, 64-bit operating system. The reformulated MILP subproblems 
are solved using CPLEX 12.7.1.0. The optimality tolerance is set to 0.1%. For all the 
Pareto-optimal solution points, the parametric algorithm converges in 3 to 5 iterations. 
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The total computational time varies from a few CPU seconds to a few hundred seconds 
depending on the number of iterations. 
4.5.1 Pareto optimal surface  
In this case study, we choose the economic objective function as the primary 
objective function and transform the remaining environmental and resource objective 
functions into ε-constraints. By first optimizing the economic, environmental, and 
resource objectives individually, we obtain the lower bounds and upper bounds of the 
ε-constraints associated with environmental and resource performances. Based on the 
bounding information, we choose 20 points for the environmental ε-parameter and 20 
points for the resource ε-parameter with identical intervals. Thus, by varying the 
combination of these two types of ε-parameters, a total of 400 Pareto-optimal solutions 
are obtained. A 3D-Pareto optimal surface is plotted using these solutions, as shown in 
Figure 40. 
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Figure 40. 3D-Pareto optimal surface illustrating the trade-offs between economic, 
environmental, and resource performances. 
In Figure 40, the x-axis represents the life cycle GHG emissions corresponding to 
unit net energy output, given in kg CO2-eq/GJ. The y-axis represents the water 
consumption associated with unit net energy output, given in ton/GJ. The z-axis 
represents the levelized cost of unit net energy output, given in $/GJ. On the Pareto 
optimal surface, we choose four representative Pareto-optimal solution points for further 
demonstration. Point A is the extreme solution with the best economic performance, 
namely the lowest levelized cost per unit net energy output of $5.22/GJ. Point B is the 
extreme solution with the least environmental impacts, namely the lowest GHG 
emissions per unit net energy output of 5.70 kg CO2-eq/GJ. Point C is the extreme 
solution with the best resource performance, namely the lowest water consumption per 
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unit net energy output, which is 0.107 ton/GJ. In addition to these three extreme solution 
points, we pick a “good choice” solution point that maintains a good balance among the 
three optimization criteria. Specifically, the levelized cost of unit net energy output of 
point D is $6.05/GJ, 15.9% higher than that of extreme solution point A ($5.22/GJ), but 
37.5% lower than that of point B ($9.68/GJ) and 41.0% lower than that of point C 
($10.26/GJ). However, the GHG emissions and water consumption per unit net energy 
output of point D are only 5.91 kg CO2-eq/GJ and 0.110 ton/GJ, respectively. To provide 
a better illustration of the Pareto optimal surface, we present the contour plot of the 3D-
Pareto optimal surface projected on the X-Y surface in Figure 41.  
 
Figure 41. Contour plot of the Pareto optimal surface on the X-Y surface. 
The Pareto optimal surface is not a smooth surface, as can be seen from the contour 
lines. The trade-off between economic performance and environmental performance is 
similar to that between the economic performance and resource performance. To 
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mitigate the life cycle GHG emissions and water consumption associated with unit net 
energy output, some sacrifice in economic performance is necessary, reflected by a 
higher levelized cost of energy. Moreover, when the GHG emissions per unit net energy 
output is greater than 5.90 kg CO2-eq/GJ, and the water consumption per unit net energy 
output is greater than 0.110 ton/GJ, the corresponding Pareto optimal surface area is 
relatively flat, indicating insignificant trade-offs among these criteria in this region. 
However, once crossing the aforementioned boundaries, the trade-offs between 
economic and the other criteria become increasingly significant. This trend can be 
observed from the increasing density of contour lines toward the top left corner in Figure 
41. Notably, we select the “good choice” solution point D based on this observation, 
which lies near the turning point of this 3D-Pareto optimal surface. 
4.5.2 Comparison among Pareto optimal solutions 
In Figure 42, we present the detailed breakdowns of the economic, environmental, and 
resource performances regarding five key life cycle stages in the shale gas supply chain, 
namely water management, shale well drilling, shale gas production, shale gas 
processing, and transportation. We summarize the results of Pareto optimal solutions 
points A to D for better comparison and analysis. As can be seen, solution point A leads 
to the lowest levelized cost for generating unit amount of net energy, followed by point 
D. In descending order, the activities that contribute most to the total cost are shale gas 
processing, transportation, shale gas production, and well drilling activities. Pareto 
optimal solution points B and C result in much higher levelized cost of unit net energy 
output mainly due to extraordinarily higher transportation costs. By checking their 
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corresponding supply chain design decisions, we note that the high transportation cost 
of points B and C results from their radical design strategy of gathering pipeline network 
with extensive transportation links and large pipeline capacities. For instance, the capital 
investment associated with gathering pipelines of points B and C are $221.3 MM and 
$212.3 MM, respectively. Meanwhile, the pipeline network design of point D only leads 
to $78.5 MM capital cost. In terms of GHG emissions per unit net energy output, point 
B outperform other solution points by a small margin. All the four solution points share 
similar GHG emission breakdowns, where the transportation life cycle stage contributes 
the most GHG emissions due to the direct methane leakage and indirect emissions from 
energy consumption in compressing and pumping the gas. Other life cycle stages, 
including shale well drilling, shale gas production, and processing, contribute 
significant amount of GHG emissions as well. By contrast, the GHG emissions incurred 
during the water management activities, namely water acquisition and different 
wastewater handling options, are relatively negligible. The water consumption 
breakdowns in terms of different life cycle stages are quite different from the others. 
Point C results in the least water consumption for unit net energy output, although all 
four points have similar water consumption breakdowns. While drilling and fracturing 
even a single shale wells requires significant amount of freshwater, the water 
consumption for generating unit amount of energy in a shale gas supply chain in this 
study is significantly mitigated by onsite wastewater treatment and recycling operations. 
However, the shale gas processing stage, where a large amount of cooling water is 
consumed, is a relatively water-intensive process, contributing the most to water 
consumption from a functional-unit perspective.  
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Figure 42. Breakdowns of (a) levelized cost of unit net energy output, (b) GHG 
emissions per unit net energy output, and (c) water consumption per unit net energy 
output. 
As mentioned in the introduction section, one advantage of the dynamic MFA-based 
LCO framework is that it enables tracking of the environmental impacts and resource 
consumption throughout the planning horizon. In Figure 43, we summarize the life cycle 
profiles regarding total GHG emissions and water consumption of the Pareto optimal 
solution points A to D. As can be observed, all the Pareto-optimal solution points 
confront a peak of GHG emissions and water consumption in the third year, and slowly 
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return to a stable level afterwards. By comparing the four Pareto-optimal solution points, 
we note that point A maintains high GHG emissions and water consumption throughout 
the 10-year planning horizon in exchange for the best economic performance. Points B 
and C sacrifice part of the economic performance to achieve relatively stable GHG 
emissions and water consumption, respectively. It is worth pointing out that point C not 
only features the lowest water consumption per unit net energy output, but also results 
in the least total GHG emissions and water consumption throughout the planning 
horizon. Meanwhile, although the total GHG emissions and water consumption of point 
B is the second highest, it outperforms other solution points in terms of GHG emissions 
per unit net energy output. From this comparison, we conclude that the solution with 
the lowest total GHG emissions/water consumption is not necessarily the most 
sustainable one from a functional-unit perspective. Point D in general maintains the 
most stable GHG emission and water consumption profiles, which lie between those of 
point A and points B and C. 
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Figure 43. Life cycle profiles of (a) total GHG emissions and (b) total water 
consumption of Pareto optimal solution points A, B, C, and D. 
To further investigate the design decisions associated with different solution points that 
lead to distinct economic, environmental, and resource performances, we present the 
optimal drilling schedules and corresponding shale gas production profiles associated 
with points A through D in Figure 44. The drilling schedules are presented with stacked 
columns, and the total shale gas production profiles for different solution points are 
illustrated by scatter plots with lines. We note the total shale gas production includes 
both the existing shale wells and the newly drilled shale wells. Overall, all four solution 
points have similar trends in terms of drilling activities. Most new shale wells are drilled 
in the beginning of the planning horizon. As the drilled shale wells age, the 
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corresponding productivity decreases rapidly. Thus, extra shale wells are drilled to 
maintain a relatively stable raw shale gas output. The total number of shale wells drilled 
in point A, point B, point C, and point D are 16 shale wells, 13 shale wells, 13 shale 
wells, and 14 shale wells, respectively, in addition to the existing 10 shale wells. 
Notably, the profiles of shale gas production have similar shapes as those of total GHG 
emissions and water consumption. This implies that the total carbon footprint and water 
resource consumption are directly related to the amount of shale gas produced.  
 
Figure 44. Optimal drilling schedules (axis on the left) and shale gas production 
profiles (axis on the right) of Pareto optimal solution points A, B, C, and D throughout 
the planning horizon. 
 
4.5.3 Optimal material flow profiles of the “good choice” Pareto optimal 
solution 
Next, we investigate the detailed design decisions of “good choice” solution point D for 
more insights into the sustainable design of shale gas supply chains. A comprehensive 
MFA of point D is presented in Figure 45. The width of each flow shape is proportional 
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to the quantity of corresponding material flow. Based on the optimal drilling schedule 
of point D, a total of 14 shale wells are drilled, where shale site 6, shale site 8, shale site 
10, and shale site 11 have 3 wells, 3 wells, 4 wells, and 4 wells drilled, respectively. To 
support the drilling and fracturing activities, key materials, namely steel, proppant, 
chemicals, electricity, diesel, and water are sent to these shale sites. The chemicals here 
denote all the chemical additives (such as those listed in Figure 38) used during the 
drilling and hydraulic fracturing processes. In addition to the newly developed shale 
sites, existing shale sites, namely shale site 4, shale site 5, shale site 7, and shale site 9, 
are producing shale gas as well. Meanwhile, wastewater is generated at each shale site. 
Up to 99.7% of the wastewater will be treated onsite with reverse osmosis technology 
and blended with freshwater for recycling. The remaining 0.3% of the generated 
wastewater will be transported to Class-II disposal wells for underground injection. By 
examining the specific water management operations, we find that the disposal wells 
function as a supplemental option to onsite treatment for wastewater handling, 
especially in years when intense drilling activities are observed. In the midstream, two 
shale gas processing plants at location 2 and location 3 are constructed, where 
processing plant 2 is designed with a processing capacity of 12.43 billion standard cubic 
feet (Bscf) raw shale gas per year, and processing plant 3 is capable of processing 10.00 
Bscf raw shale gas per year. Although processing plant 2 is designed with larger 
processing capacity to handle peak shale gas output in certain years, most raw shale gas 
is eventually sent to processing plant 3 for impurity removal and further separation. 
From the specific flow results, we note that processing plant 3 processes 87.2% of the 
total raw shale gas, and processing plant 2 receives 12.8% of the raw shale gas. Due to 
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the varying composition of raw shale gas from different shale sites, processing plant 3 
consequently produces 85.3% of the natural gas and 84.7% of the NGL. The remaining 
natural gas and NGL output is contributed by processing plant 2. The life cycle stage of 
shale gas processing requires the inputs of water, steam, MEA, and TEG. The processed 
pipeline-quality natural gas and NGL are sold to the market afterwards. Across the shale 
gas supply chain, a significant amount of methane will be leaked, and both direct and 
indirect CO2 emissions will be generated, resulting in the key sources of GHG 
emissions. Although the quantity of methane leakage is comparable to that of CO2 
emissions, methane leakage results in more significant GHG emissions due to the high 
global warming potential of methane. From this MFA, we identify transportation 
activities as the main source of methane leakage. By contrast, the CO2 emissions are 
mainly contributed by the drilling and production activities at shale sites as well as shale 
gas processing activities at processing plants. The solid waste produced during shale 
site development is sent to landfill and landfarming, which handle 40.0% and 60.0% of 
the solid waste, respectively. 
 
Figure 45. MFA of Pareto optimal solution point D. 
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In Figure 46, we summarize the profiles of nine key material flows, including steel, 
water, diesel, proppant, chemical additives, electricity, steam, TEG, and MEA, 
associated with Pareto optimal solution point D. As can be seen, among the nine 
materials, material flows of steel, diesel, proppant, and chemical additives share similar 
profiles, where nearly half of the total material flows occur in the first year, and a small 
peak is observed near year 7. These profiles are consistent with the optimal drilling 
schedule of point D, indicating that these four materials flows are mainly consumed in 
the shale site development and well drilling phases. The other material flows, namely 
water, electricity, steam, TEG, and MEA, have relatively stable profiles, which match 
the constant shale gas output associated with point D. This observation indicates that 
these five materials are mainly consumed in shale gas production, processing, and 
transportation activities. 
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Figure 46. Key material flow profiles associated with Pareto optimal solution point D. 
4.6 Summary 
We developed a dynamic MFA-based LCO framework to investigate the sustainable 
design of energy systems. In contrast to the traditional LCO framework, the integration 
of dynamic MFA approach enabled high-fidelity modeling of the various input, output, 
and recycling material flows within the complex energy systems. Moreover, both the 
environmental impacts and resource efficiency were incorporated in a holistic 
optimization model, which provides comprehensive evaluation of a system’s 
sustainability performance. The resulting problem was formulated as a multiobjective 
MILFP problem that simultaneously optimized the economic, environmental, and 
resource performances associated with one functional unit of major product. An 
efficient parametric algorithm was implemented to tackle the resulting MILFP problem. 
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To illustrate the applicability of the proposed modeling framework, we presented a case 
study on the sustainable design and operations of a Marcellus shale gas supply chain. 
The results and analysis lead to the following conclusions: (1) there are clear trade-offs 
among economic, environmental, and resource performances in the shale gas energy 
system, and the proposed MFA-based LCO framework offers an effective way to find 
an optimal solution with well-balanced sustainability performance; (2) the investigation 
of optimal material flow profiles provides more insights in the mechanisms of 
environmental impacts and resource consumption; (3) the application of recycling 
technology, such as onsite wastewater treatment in shale gas supply chains, can 
substantially improve the sustainability of an energy system. 
4.7 Nomenclature 
Sets 
I  Set of shale sites indexed by i 
MM  Set of basic materials indexed by mm 
N  Set of number of wells indexed by n 
O  Set of onsite wastewater treatment technologies indexed by o  
(o1: MSF; o2: MED; o3: RO) 
P  Set of processing plants indexed by p 
PT  Set of interpolated points indexed by pt 
R  Set of capacity levels for gas pipelines indexed by r 
T  Set of time periods indexed by t 
Subsets 
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( )eI i  Subset of existing shale sites indexed by i 
( )nI i  Subset of potential shale sites indexed by i 
'( )T t  Subset of time periods when wells are drilled indexed by t’ 
Parameters 
icc  Correlation coefficient for shale gas production and 
wastewater production of a shale well at shale site i 
tcca  Capacity for wastewater treatment at CWT facility in time 
period t 
tdca  Capacity for underground injection in Class-II disposal wells 
in time period t 
tdml  Minimum demand of natural gas at local market in time 
period t 
tdmup  Maximum demand of natural gas at local market in time 
period t 
dr  Discount rate per time period  
ieur  Estimated ultimate recovery of shale gas at shale site i 
fac  Unit acquisition cost of freshwater 
mmfems  GHG emission factor associated with basic material mm 
mmfwat  Water consumption factor associated with basic material mm 
mmfeng  Energy consumption factor associated with basic material 
mm 
,_ i mminv acquisition   Unit material flow matrices corresponding to freshwater 
acquisition at shale site i and basic material mm 
,_ i mminv disposal  Unit material flow matrices corresponding to wastewater 
underground injection from shale site i and basic material 
mm 
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,_ i mminv cwt  Unit material flow matrices corresponding to wastewater 
treatment by CWT facility from shale site i and basic 
material mm 
,_ o mminv onsite  Unit material flow matrices corresponding to onsite 
wastewater treatment with technology o and basic material 
mm 
,_ i mminv drilling  Unit material flow matrices corresponding to shale well 
drilling at shale site i and basic material mm 
,_ i mminv production  Unit material flow matrices corresponding to shale gas 
production at shale site i and basic material mm 
,_ p mminv processing  Unit material flow matrices corresponding to shale gas 
processing at processing plant p and basic material mm 
_ mminv trans  Unit material flow matrices corresponding to transportation 
and basic material mm 
ilc  NGL composition in shale gas at shale site i 
olo  Recovery factor for onsite wastewater treatment technology 
o  
plpm  Distance from processing plant p to local market 
,i plsp  Distance from shale site i to processing plant p  
imec  Methane composition in shale gas at shale site i 
imn  Maximum number of wells that can be drilled at shale site i 
per time period 
ine  Number of existing shale wells drilled at shale site i 
oocl  Minimum capacity for onsite wastewater treatment 
technology o  
oocu  Maximum capacity for onsite wastewater treatment 
technology o  
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,p ptpcap  Reference capacity of processing plant p with interpolated 
point pt 
,p ptpcc  Capital cost of processing plant p associated with 
interpolated point pt 
pef  NGL recovery efficiency at processing plants 
 
tpl  Average unit price of NGLs in time period t 
psg  Estimated average unit profit of shale gas remains to be 
produced in shale wells 
orf  Ratio of freshwater to wastewater required for blending after 
treatment of onsite wastewater treatment technology o 
,i tsdc  Unit cost for shale well drilling and completion at shale site 
i in time period t 
,i tspc  Unit cost for shale gas production at shale site i in time 
period t 
,i tspp  Shale gas production of a shale well with age t at shale site i 
 itmn  Maximum number of wells that can be drilled at shale site i 
over the planning horizon 
rtprc  Reference capacity of gas pipeline with capacity level r 
rtpri  Reference capital investment of gas pipeline with capacity 
level r 
ue  Unit heat content in unit amount of natural gas 
vc  Unit cost for wastewater treatment at CWT facility 
vd  Unit cost for underground injection of wastewater into 
disposal wells 
 ovo  Unit cost for wastewater treatment of onsite wastewater 
treatment technology o 
 pvro  Unit processing cost at processing plant p 
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 vrt  Unit transportation cost of shale gas from shale sites to 
processing plant 
 vtp  Unit transportation cost for transportation natural gas from 
processing plants to local market 
iwd  Average drilling water usage for each well at shale site i 
iwrd  Recovery ratio of water for drilling process at shale site i  
iwrf  Recovery ratio of water for hydraulic fracturing process at 
shale site i  
Nonnegative Continuous variables 
,i tFDW  Freshwater demand of shale site i in time period t  
,i tFW  Amount of freshwater acquired from water source to shale site i in 
time period t 
,i tNN  Number of wells drilled at shale site i in time period t 
pPC  Capacity of processing plant p 
,i tSP  Shale gas production rate at shale site i in time period t 
, ,i p tSTP  Amount of shale gas transported from shale site i to processing plant 
p in time period t 
,p tSTPM  Amount of natural gas produced at processing plant p in time period 
t 
,p tSTPL  Amount of NGLs produced at processing plant p in time period t 
,p tSPM  Amount of natural gas sold to market from processing plant p in 
time period t 
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, ,i p rTCP  Capacity of gas pipeline with capacity level r between shale site i 
and processing plant p   
, i tWP  Wastewater production rate at shale site i in time period t 
,i tWTC  Amount of wastewater transported from shale site i to CWT 
facilities in time period t 
,i tWTD  Amount of wastewater transported from shale site i to Class-II 
disposal wells in time period t 
, ,i o tWTO  Amount of wastewater treated by onsite wastewater treatment 
technology o at shale site i in time period t 
Binary variables 
, ,i p rXP  0-1 variable. Equal to 1 if gathering pipeline with capacity level r is 
installed to transport shale gas from shale site i to processing plant 
p 
, ,i n tYD  0-1 variable. Equal to 1 if n shale wells at shale site i are drilled in 
time period t 
,i oYO  0-1 variable. Equal to 1 if onsite wastewater treatment technology o 
is applied at shale site i 
SOS2 variables 
,p ptY  SOS2 variable for calculating the capital cost of processing plant p 
with interpolated point pt. 
Equation Chapter (Next) Section 1
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CHAPTER 5 
DECIPHERING AND HANDLING UNCERTAINTY WITH TWO-STAGE 
STOCHASTIC PROGRAMMING 
5.1 Introduction 
In recent years, the widespread application of horizontal drilling and hydraulic 
fracturing has led to a “shale revolution”, which further results in the U.S. transitioning 
from an importer to a net exporter of natural gas [1]. Despite the optimistic forecast of 
shale gas production given by the EIA, a recent report by Post Carbon Institute unveils 
the fact that the actual future of shale gas may not be as bright as the EIA suggests [12]. 
From a well-by-well based calculation of shale gas production throughout the U.S., they 
conclude that the actual profitability of a shale well can be significantly affected by the 
uncertainty in the estimated ultimate recovery (EUR) and astounding decline rates of 
production ranging from 60% to 90% in the first three years. Considering the significant 
influence of the shale gas industry on the overall U.S. energy sector, it is essential to 
design and operate emerging shale gas supply chains with explicit consideration of EUR 
uncertainty and actual shale gas production profiles. 
Supply chain design and optimization under uncertainty has long been known as a 
challenging problem that is vital to the success of industrial concerns [185, 186]. 
Currently, there are publications regarding design and operations of shale gas supply 
chains [38, 79, 187, 188], and some works present a general analysis of the uncertainty 
in shale gas supply chains [189-192], while only a few of them provide a quantitative 
solution using mathematical programming tools. Yang and Grossmann [57] presented a 
mixed-integer linear programming (MILP) model optimizing water use life cycle for 
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shale wells. Cafaro and Grossmann [116] proposed a mixed-integer nonlinear 
programming (MINLP) model to determine the optimal design of a shale gas supply 
chain. However, operational decisions are not addressed, and the actual lifetime of shale 
wells are not properly addressed.  Gao and You [58] proposed a mixed-integer linear 
fractional programming (MILFP) model to address the optimal design and operations 
of a shale water supply chain. Yang and Grossmann [125] presented a new MILP model 
for optimizing capital investment decisions for water use for shale gas production 
through a State-Task Network. Recently, Gao and You [6] conducted a life cycle 
optimization of the shale gas supply chain addressing both design and operational 
decisions to reveal the trade-off between economic performance and GHG emissions. 
By reviewing the existing works, we have identified the absence of a comprehensive 
shale gas supply chain model that considers design and planning decisions under 
uncertainty. Meanwhile, recently published papers on the life cycle assessment of shale 
gas highlights the large influence of EUR uncertainty, identified as the most critical 
source of uncertainty that can significantly influence both the economic and 
environmental performances of shale gas supply chains [79, 80, 96, 97]. Therefore, we 
consider it necessary and important to develop a shale gas supply chain model that not 
only considers both design and planning decisions, but also properly addresses EUR 
uncertainty.  
To achieve this goal, the following challenges need to be addressed. First, it is necessary 
to select the correct data and approach to decipher EUR uncertainty. The second 
challenge is to develop a novel and comprehensive model based on the EUR distribution 
that can optimize the economic performance regarding both design and planning 
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decisions under uncertainty. Finally, we need to be able to solve the resulting large-scale 
optimization problem in a reasonable amount of time. In this work, we derive the EUR 
distribution based on real data reported in existing literature [1, 113]. There are two 
methods commonly applied to handle uncertainty in optimization problems [193]. The 
first one involves Robust Optimization (RO) methods [194, 195]. Although RO is 
known for its superior computational tractability, it is designed to address optimization 
problems with uncertain data that are only known to belong to some uncertainty set. 
Moreover, because RO considers the worst case, it may suffer from its conservativeness 
and fail to give an economically attractive optimal solution. By reviewing the reported 
EUR data, we identify a wide distribution of EUR with distinct “long tails”, which is 
not suitable for applying RO approach. Therefore, we adopt the scenario-based 
stochastic programming approach to explicitly account for the EUR uncertainty. 
Stochastic programming has been widely used to quantitatively account for uncertainty 
in design, planning and scheduling problems [196, 197]. A two-stage stochastic mixed-
integer linear fractional programming (SMILFP) model is hereby proposed to minimize 
the levelized cost of energy in a shale gas supply chain. The objective is to find a 
solution with the best expected performance under all scenarios. Due to the dependence 
of stochastic programming on the scenarios, the resulting problem size may increase 
exponentially as the number of scenarios increases. To tackle this challenge, we adopt 
a sample average approximation (SAA) approach to generate scenarios based on the 
real-world EUR distribution data [196, 198]. This is combined with statistical methods 
to determine the required number of scenarios to achieve the desired accuracy [199, 
200]. The required number of scenarios is significantly reduced with guaranteed 
215 
solution quality due to the SAA method. In order to further boost the solution process 
of the resulting two-stage SMILFP problem, a novel algorithm integrating the 
parametric approach and the L-shaped method is developed to solve large-scale 
problems efficiently. Finally, a case study based on the Marcellus shale play is presented 
to illustrate the application of the proposed modeling framework and solution 
approaches.  
5.2 Problem statement 
In this section, we formally state the problem of optimal design and operations of a shale 
gas supply chain under uncertainty. A superstructure of the shale gas supply chain 
network taken as a reference in this study is depicted in Figure 47.  
 
Figure 47. Superstructure of shale gas supply chain network. 
As can be seen, such a network includes a set of shale sites with potential wells that can 
be drilled, a set of processing plants where sales gas and NGLs are separated, and a set 
of end customers, namely power plants, industrial customers, commercial customers, 
and residential customers, where natural gas is consumed to provide energy. Following 
existing literature, the storage option is neglected in this shale gas supply chain to 
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simplify the complex network [116], although the proposed modeling framework and 
solution algorithm are general enough to be easily adapted to consider this issue. Shale 
gas is transported through pipelines that need to be designed with appropriate capacity. 
In this problem, we are given the following parameters: 
• Reference capital investment data regarding well drilling, construction of 
processing plants, and installation of gas pipelines;  
• Operating costs with respect to hydraulic fracturing, shale gas production, shale 
gas processing, and transportation; 
• Reference capacity data related to potential processing plants and pipelines; 
• Problem specific data, including the reference production profile of shale gas, 
EUR sampling data of shale well, maximum number of wells that can be drilled 
for each shale site, composition of shale gas, processing efficiency at processing 
plants, sale price of NGL, minimum demand of natural gas and average energy 
generation efficiency for different end customers.  
Corresponding to the two-stage stochastic programming method, major decision 
variables comprise two stages. The first-stage decisions correspond to all the design 
decisions, which are made “here-and-now” prior to the realization of EUR uncertainty. 
The second-stage decisions are all the operational decisions that are postponed to a 
“wait-and-see” mode after EUR uncertainty and the shale gas production profile is 
revealed. Details of these decisions variables are given as the following: 
Stage I: Design Decisions 
• Number of wells to be drilled in each shale site; 
• Constructions of processing plants and corresponding capacities; 
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• Installation and corresponding capacities of pipelines between shale sites, 
processing plants, and end customers.  
Stage II: Operational Decisions 
• Amount of shale gas produced at each shale site in each time period;  
• Amount of shale gas processed at each processing plant in each time period; 
• Amount of gas being sent to each end customer in each time period; 
• Amount of energy generated corresponding to different end use. 
In this work, we make the following assumptions: 
• Maximum number of wells that can be drilled at each shale site is known 
beforehand; 
• Shale wells within the same shale site is lumped together in the supply chain; 
• The total operational cost regarding all the activities related to shale gas 
production, such as hydraulic fracturing, pumping, water management, etc., is 
proportional to the amount of shale gas produced;  
• NGL is known to have higher unit economic value than methane. Yet, NGL is 
considered as by-product of shale gas and sold at processing plants, because we 
focus on shale gas supply chain in this work; 
• Minimum demand of natural gas for different end customer is estimated based 
on the overall scale of shale gas supply chain considered in this work.  
The objective of this two-stage stochastic programming problem is to optimize the 
expected Levelized Cost of Energy (LCOE) generated from Shale gas, which is 
formulated as minimizing the total expected cost of shale gas supply chain divided by 
the total energy generation [115]. The LCOE can be regarded as the cost at which energy 
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must be generated in order to break-even over the lifetime of the project [201]. 
Therefore, it is considered as an ideal economic indicator in a shale gas supply chain 
[6]. As a result, the goal of this model is to seek the best average economic performance 
of shale gas for energy generation under uncertainties of EUR of shale sites. It is also 
worth noting that currently the non-cooperative supply chain optimization problem is 
still very challenging to tackle. In this work, we assume a cooperative model in this 
work following the pattern of most existing supply chain optimization work. 
5.3 Model formulation 
According to the general problem statement in the previous section, we present the 
model formulation for the optimal design and operations of shale gas supply chain 
networks. A list of indices, sets, parameters and variables is given in the Nomenclature, 
where all of the parameters are denoted with lower-case symbols, and all of the variables 
are denoted with upper-case symbols. A general description of the mathematical model 
is given as follows: 
                 Objective:   
1 2 ,
2 ,
min   ( )
st nd js js
js JS
nd js js
js JS
TC TC p
TCLCOE
TEG TEG p
∈
∈
+ ⋅
Ε = =
⋅
∑
∑  
                                  s.t.  Mass balance constraints (11)-(15) 
                                         Capacity constraints (16)-(20) 
                                         Bounding constraints (21)-(23) 
                                         Logic constraints (24)-(28) 
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5.3.1 Objective function 
The objective of this stochastic programming model is to optimize the expected LCOE, 
which is formulated as total expected net present cost (TC) divided by total expected 
energy generation (TEG). The numerator TC equals the sum of the first-stage cost 
(TC1st) and the expected second-stage cost. TC1st accounts for the total capital 
investment, including the capital cost of shale well drilling and completion, installation 
of pipelines, and construction of processing plants. The expected second-stage cost is 
the summation of the products of the scenario probability pjs and the associated scenario 
cost TC2nd,js. Since we consider NGLs as by-products of sales gas, there are negative 
terms accounting for the extra income from selling NGLs. Positive terms include costs 
related to shale gas production operations, shale gas processing, and gas transportation. 
The denominator is the product of the scenario probability pjs and the associated 
scenario energy generation TEG2nd,js.  
The first-stage cost refers to total capital investment at the beginning of the planning 
horizon, calculated by: 
 1 1 1 1
drilling processing
s
pipel
t st st
ine
stTC C C C= + +  (1) 
where 1
dri
st
llingC  is the capital investment of shale well drilling and completion. 1
proces g
st
sinC
is the capital investment for construction of processing plants, and 1
pip
st
elineC  is the capital 
investment of pipeline networks that connect shale sites, processing plants, and end 
customers of natural gas. The first term is calculated by: 
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where NNi is an integer variable that denotes the number of wells to be drilled at shale 
site i; sdci denotes the capital cost for shale well drilling and completion at shale site i; 
The second term is given by: 
( ) 11 1 , , 1 ,
1
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st r p r p r r p r
pro
p P r R r
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where PCp,r denotes the processing capacity for range r processing plant p; YPp is binary 
variable that equals 1 if processing plant p is constructed; prir is the reference capital 
investment for processing plant with capacity range r; and prcr is the corresponding 
reference capacity for processing plant with capacity range r. 
The last term is modelled as follows: 
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  (4) 
where TPCi,p,r denotes the transportation capacity of a range r pipeline from shale site i 
to processing plant p; TPMCp,m,r denotes the transportation capacity of a range r pipeline 
from processing plant p to end customer m; XPi,p,r is a binary variable that equals 1 if a 
pipeline is installed to transport shale gas from shale site i to processing plant p; XPMp,m,r 
is a similar binary variable indicating the construction of a pipeline transporting natural 
gas from processing plant p to end customer m; tprir is the reference capital investment 
of a pipeline within capacity range r for transporting gases; and tprcr is the 
corresponding reference capacity of a pipeline within capacity range r. 
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The second-stage cost equals the summation of expected costs for shale gas production, 
shale gas processing, and gas transportation, subtracted by the expected income from 
sales of NGLs, given as: 
 2 , 2 , 2 , 2 , 2 ,
production processing trans
nd js nd
portat
js nd
ion
js nd js
NGLs
nd jsTC C C C I= + + −   (5) 
2 ,
produc
nd js
tionC  refers to the operating costs in shale gas production that is proportional to the 
amount of shale gas produced, calculated by: 
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where SPi,t,js is the shale gas production rate at shale site i in time period t in scenario js; 
spci,t is the unit cost for shale gas production at shale site i in time period t; dr is the 
discount rate per time period.  
2 ,
proces
nd js
singC  refers to the operating costs in processing plants that is proportional to the 
amount of shale gas processed, given by: 
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where STPi,p,t,js denotes amount of shale gas transported from shale site i to processing 
plant p in time period t in scenario js; vp is the unit processing cost for shale gas. 
2 ,
transporta
nd
n
js
tioC  indicates the total transportation cost, including the transportation of shale 
gas from shale sites to processing plants and transportation of sales gas between 
processing plants and different end customers.  
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where STPMp,m,t,js denotes the amount of natural gas transported from processing plant 
p to end customer m in time period t in scenario js; vtcs and vtcm indicate unit variable 
transportation costs for pipeline transportation of shale gas and sales gas, respectively; 
lspi,p and lpmp,m indicate the distance from shale site i to processing plant p and the 
distance from processing plant p to end customers m, respectively.  
2 ,nd j
s
s
NGLI  denotes the income of selling NGL at processing plants, calculated by, 
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where PLSp,t,js denotes the amount of NGL sold at processing plant p in time period t in 
scenario js; plt denotes the average unit price of NGL in time period t.  
The total energy generation TEG2nd,js corresponding to scenario js equals the summation 
of energy generated from different end customers, including the electric power 
consumption, industrial consumption, commercial consumption, and residential 
consumption, calculated by: 
 2 , , , ,nd js m p m t js
m M t T js JS p P
TEG ue ect STPM
∈ ∈ ∈ ∈
= ⋅ ⋅∑ ∑ ∑ ∑   (10) 
where uem denotes the average energy utilizing efficiency at end customer m; ect is the 
energy content of natural gas. 
5.3.2 Constraints 
5.3.2.1 Mass balance constraints 
The total shale gas production rate at a shale site equals the sum of the individual 
production rates of the different wells. Therefore, the total shale gas production at each 
shale site in each time period can be calculated by: 
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where sppi,t denotes the shale gas production profile of a shale well at shale site i in time 
period t; we use this time-dependent parameter to account for the decreasing feature of 
the shale gas production profile of a certain well [6, 116]. euri,js is the parameter 
accounting for different EURs of the shale well at shale site i in scenario js. 
The total amount of shale gas production at each shale site is equal to the total amount 
of shale gas transported to different processing plants, 
 , , , , , ,  ,  ,  i t js i p t js
p P
SP STP i t js
∈
= ∀∑   (12) 
The total methane produced at a processing plant is equal to the methane composition 
of the total shale gas transported from different shale sites taking into account 
processing efficiency. The amount of NGLs produced at a processing plant is 
determined by similar equations. 
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where SPMp,t,js is the amount of natural gas produced at processing plant p in time period 
t in scenario js; pef is the processing efficiency in terms of raw shale gas; mci denotes 
the average methane composition in shale gas at shale site i; SPLp,t,js stands for the 
amount of NGLs produced at processing plant p in time period t in scenario js; lci is the 
average NGL composition in shale gas at site i. 
The total amount of natural gas produced at a processing plant is equal to the sum of 
natural gas transported from the processing plant to different end customers. 
 , , , , , ,  ,  ,  p t js p m t js
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5.3.2.2 Capacity constraints 
The amount of shale gas transported by pipeline from shale site i to processing plant p 
is bounded by the capacity of pipelines, given by:  
 , , , , , ,  ,  , ,i p t js i p r
r R
STP TPC i p t js
∈
≤ ∀∑  (16) 
The amount of natural gas transported by pipeline from processing plant p to end 
customer m is bounded by the capacity of pipelines, given by the following constraints:  
 , , , , , ,  ,  , ,  p m t js p m r
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∈
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The total amount of shale gas from all the shale sites processed by each processing plant 
should not exceed its processing capacity,  
 , , , , ,  ,  ,  i p t js p r
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The total amount of natural gas transported from all the processing plants to each end 
customer should meet their minimum demands,  
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where dmm,t denotes the minimum demand of natural gas at demand node m in time 
period t. 
Similarly, the total amount of NGLs sold at all the processing plants is also bounded 
below by its minimum demand, given as:  
 , , ,  ,  p t js
p
t
P
Pdl LS t js
∈
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where dlt denotes the minimum demand for NGLs in time period t. 
5.3.2.3 Bounding constraints 
The constraints for the capacity of pipeline transporting shale gas from shale site i to 
processing plant p are given by: 
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Similarly, the constraints for the capacity of pipelines transporting natural gas are given 
by: 
 1 , , , , , , ,  ,  ,  2r p m r p m r r p m rtprc XPM TPMC tprc XPM p m r− ⋅ ≤ ≤ ⋅ ∀ ≥   (22) 
If a processing plant is established, its processing capacity should be bounded by the 
corresponding capacity range; otherwise, its capacity should be zero. This relationship 
can be modeled by the following inequality: 
 ,1 , , ,  ,  2r rp r p r p rprc pYP PC YP p rrc− ⋅ ≤ ≤ ⋅ ∀ ≥   (23) 
5.3.2.4 Logic constraints 
For the drilling issue of the shale well, we have the following logic constraints. 
The total number of wells drilled all shale sites should satisfy the following constraint: 
 ,  i
i I
NN tln i
∈
≥ ∀∑   (24) 
where tln denotes the minimum total number of wells that are planned to be drilled in 
this project.  
The total number of wells that can be drilled at shale site i over the planning horizon is 
bounded by: 
 ,   ii tmnNN i≤ ∀   (25) 
where tmni denotes the maximum number of wells that can be drilled at shale site i.  
For all the pipelines in this supply chain, we assume only one capacity range r can be 
chosen,  
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Similarly, only one capacity range r can be selected for all processing plants. 
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5.4 Solution approaches 
Scenario-based stochastic programming models are often computationally demanding, 
because their model size will increase exponentially as the number of scenarios 
increases [202]. In this shale gas supply chain model, if we only consider 3 shale sites 
in total and 100 independent EUR scenarios for each of them, then there will be 1003 = 
1,000,000 scenarios in total. Moreover, the resulting problem is a large-scale two-stage 
SMILFP problem, which is known to be computationally challenging due to its 
combinatorial natural and pseudo-convexity [107]. Considering the complexity of this 
shale gas supply chain model, it is necessary to develop solution strategies to circumvent 
these computational challenges and improve solution efficiency.  
5.4.1 Sample average approximation method 
In this work, we consider a Sample Average Approximation (SAA) approach for the 2-
stage stochastic programming problem [198]. As a common approach to reduce a 
scenario set to a manageable size, the basic idea of this approach is to generate a sample 
of the uncertain parameter (normally the parameters are assumed to be independent 
identically distributed) to approximate the original expected objective value by 
calculating the sample average. We use Monte Carlo methods to generate scenarios 
based on existing EUR data of 2,600 shale wells as reported in the Marcellus shale play 
[113, 200]. Oracle Crystal Ball [203] software is applied as the sample generator.  
In the SAA approach, the number of scenarios is determined by the desired level of 
solution accuracy, which can be measured by the confidence interval of the optimal 
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solution. A well-controlled choice of the sample can significantly reduce the 
computational time and improve the accuracy of optimal solutions. In this work, we 
determine the proper sample size following the framework given in Figure 48 [196]. 
 
Figure 48. Flowchart on determining the sample size. 
As can be seen in Figure 48, to determine the “optimal” number of scenarios N*, we first 
solve the stochastic programming problem with a small initial sample size n0 (e.g. 10-
100). Based on the optimal solutions obtained, we can then calculate the Monte Carlo 
sampling variance estimator S(n0) using the following equation: 
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where LCOE, as mentioned before, is the levelized cost of energy generated from shale 
gas, i.e. our objective value, and LCOEs corresponds to scenario s. Based on this 
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sampling variance estimator, we are able to calculate the confidence interval of 1-α, 
given as: 
 /2 0 /2 0
0 0
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  (30) 
where zα/2 is the standard normal deviation such that 1-α/2 satisfies a standard normal 
distributed variable z ~ N(0,1), Pr(z ≤ zα/2) = 1-α/2. For example, if we consider a 98% 
confidence interval (1-α = 98%), then zα/2 = 2.06.  
Given the sampling variance estimator S(n0) and the desired confidence interval H, we 
can calculate the minimum number of required scenarios by the following equation: 
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  (31) 
Based on the minimum number of scenarios obtained above, we update the sample size 
and then solve the new stochastic programming problem again following the same 
strategy. A verifying step is added to make sure the required confidence interval is 
achieved after solving the updated stochastic programming problem. If this stopping 
criterion is satisfied, the corresponding optimal solution is taken as a good 
approximation of the exact optimal solution of the original stochastic programming 
problem [196, 199].     
In this work, by setting an initial sample size of 100 scenarios and considering a 98% 
confidence interval, we finalize the required number of scenarios as 300. In Figure 49, 
a comparison between the exact EUR distribution data derived from literature [113] and 
that from sample approximation is presented. 
229 
 
Figure 49. Comparison of EUR distribution between exact data for Marcellus derived 
from literature and data from sample average approximation. 
As can be seen, the SAA approach provides an excellent approximation of the original 
EUR distribution. In addition, suppose we consider 100 discrete EUR scenarios for each 
of the 10 shale sites, the total number of scenarios would be 10010 (~1020). By applying 
the SAA technique, a sample size of around 300 is enough to find the optimal solution 
with 98% possibility. However, we note that the resulting stochastic program is still a 
large-scale two-stage SMILFP problem that can be challenging to solve. In the 
following section, we introduce a novel algorithm taking advantage of the special 
structure of the problem to tackle the resulting SMILFP problem.  
5.4.2 A novel optimization algorithm 
SMILFP is a specially class of MINLP that includes both fractional objective resulting 
from MILFP and L-shaped constraints due to the stochastic programming formulation. 
The large-scale two-stage stochastic programming problem is difficult to solve [202, 
204]. Moreover, it is known that global optimization of MILFP problems can be 
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computationally intractable because of their combinatorial nature and pseudo-convexity 
[6, 151, 205]. Consequently, as a combination of these two types of challenging 
optimization problems, the resulting two-stage SMILFP problem is not expected to be 
solved efficiently by any off-the-shelf solvers. By exploiting the problem structure, we 
propose a novel and efficient optimization algorithm that combines the parametric 
approach as well as the L-shaped method as an effective way to tackle this difficult 
problem. In this work, we first apply the parametric algorithm based on the exact 
Newton’s method to circumvent the computational challenge resulting from the 
fractional objective function [107]. As a result, a parameter uc is introduced to replace 
the fractional objective function with a linear parametric function, and the original 
SMILFP problem is transformed to a set of stochastic mixed-integer linear 
programming (SMILP) subproblems targeting on finding the optimal value of uc. In 
order to further improve the computational efficiency, the resulting two-stage SMILP 
subproblem is solved using the L-shaped method [196, 206, 207]. To provide a 
comprehensive idea of this algorithm, a flowchart of this novel solution algorithm is 
given at first. Afterwards we present the general-form model formulation and solution 
strategies. At last, a pseudo-code of this novel solution algorithm is provided. The 
detailed model formulations of dual-subproblems and the corresponding cutting planes 
are included in Appendix B.  
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Figure 50. Flowchart of the solution algorithm integrating parametric approach and L-
shaped method. 
The whole solution algorithm is summarized in Figure 50. As can be seen, this solution 
algorithm integrates the parametric algorithm and the L-shaped method through the 
inner and outer loops. In the outer loop, we apply the parametric algorithm to transform 
the original SMILFP problem to an equivalent parametric SMILP problem. In the inner 
loop, L-shaped method is used to tackle the two-stage SMILP problem. Based on the 
solution of each subproblem corresponding to different scenarios considered, we are 
able to updates either optimality cuts or feasibility cuts to the master problem, thus 
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updating the LB and UB in the inner loop. Once the inner loop converges, the parameter 
uc can be updated, which leads to the next outer iteration.  
Next, we consider a general form of the SMILFP model formulation (P0) to illustrate 
this solution approach in detail. 
                                (P0) 
,
min
s
T T
s s s
s S
Tx y
s s s
s S
c x p q y
p r y
∈
∈
+∑
∑
  (32) 
                                                               s.t.   ,  0Ax b x= ≥                    (33) 
                                                 ,   0,   s s s sWy h T x y s S= − ≥ ∈       (34) 
First, by applying parametric algorithm, (P0) can be transformed into the following 
parametric form (P1): 
                                (P1)      
,
min ( )
s
T T T
s s s s s sx y s S s S
F uc c x p q y uc p r y
∈ ∈
= + − ⋅∑ ∑   (35) 
                                               s.t.   ,  0Ax b x= ≥                   (36) 
           ,   0,   s s s sWy h T x y s S= − ≥ ∈     (37) 
then the target is to find a parameter uc such that F(uc) = 0 [107].  Since F(uc) does not 
have a closed-form analytical expression, we can apply a numerical root finding method, 
namely the exact Newton’s method, to solve the subproblem and update the parameter 
uc. 
Because (P1) is an SMILP problem, we can apply the well-known L-shaped method 
and solve the resulting two-stage SMILP [208, 209]. The corresponding master problem 
and subproblem are given as follows: 
Master Problem: 
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                                (P2)  
,
min
s
T
x y
c x θ+   (38) 
                                                                       s.t.   ,  0Ax b x= ≥                (39) 
                          ,   1...o oe x d o Nθ ≥ + =    (40) 
                                   '0,   1...f fe x d o N+ ≤ =               (41) 
Subproblem: 
                                (P3)       
,
min ( )
s
T T
s s s s s sx y s S s S
F uc p q y uc p r y
∈ ∈
= − ⋅∑ ∑   (42) 
                                                   s.t.   ,   0,   s s s sWy h T x y s S= − ≥ ∈                          (43)  
where the inequalities (40) and (41) in (P2) are “optimality cuts” and “feasibility cuts”, 
respectively that link the master problem and the subproblem; eo, do, ef and df are 
coefficients for the Benders cut, which can be calculated based on the solution to the 
corresponding subproblems. In each inner iteration of the L-shaped method, we first 
solve the master problem to obtain the initial first-stage decisions. These design 
decisions are then fixed in the solution of subproblems. Corresponding optimality cuts 
and feasibility cuts are generated following the above formulations. Depending on the 
solution of all the subproblems, we update the cut planes in the master problem and go 
to the next iteration. Detailed formulation of these equations are provided in Appendix 
B. To better illustrate the proposed solution algorithm, a pseudo-code is given in the 
following Figure 51. 
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Figure 51. Pseudo-code of the global optimization algorithm.
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5.5 Results and discussion 
In order to illustrate the applicability of the proposed model and solution strategy, one 
specific case study based on the Marcellus shale play is considered in this work. A 
detailed description of this problem is given below. It is worth noting that the proposed 
modeling framework and optimization algorithm are general enough, so their 
application is not limited to any specific case study region. Moreover, to illustrate the 
practicality of the proposed SMILFP model, we consider a traditional SMILP model 
that minimizes the total cost for comparison. The corresponding results are summarized 
in Appendix D.  
In this case study, a total of 10 potential shale sites are considered, and each of them can 
drill up to 4 to 8 shale wells at maximum [112]. All the drilling decisions are made at 
the beginning of the planning horizon. An exponentially decreasing approximation of 
the shale gas production profile is considered, which is a function of time and given in 
Appendix A [116]. There are 3 potential shale gas processing plants. Four types of end 
customers of shale gas are considered, including power plants, industrial customers, 
commercial customers, and residential customers. The capital investment of processing 
plants and pipelines are evaluated using a piecewise approximation approach, and 4 
capacity ranges are considered with respect to corresponding design decisions. The total 
planning horizon is 10 years, which is close to the real lifetime of shale wells, and it is 
divided into 10 time periods (one year per time period) [116, 210]. In this work, we 
adopt a 10% discount rate for each year [121]. All the detailed input data are based on 
existing literature and given in Appendix A. The resulting problem has 174,375 
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continuous variables (Stage I: 180; Stage II: 174,195), 190 discrete variables (Stage I: 
190; Stage II: 0), and 249,421 (Stage I: 433; Stage II: 248,988) constraints. All of the 
models and solution procedures are coded in GAMS 24.4.1 [122] on a PC with an Intel® 
Core™ i5-2400 CPU @ 3.10GHz and 8.00 GB RAM, running Window 8, 64-bit 
operating system. Furthermore, the MILP problems are solved using CPLEX 12.6. The 
absolute optimality tolerance for all solvers is set to 10-6. The optimality tolerance for 
the inner loop in the proposed global optimization method is set to 10-2, and the 
optimality tolerance for the outer loop is set to 10-3. 
5.5.1 Computational results 
As discussed in the solution approach section, we propose a novel global optimization 
algorithm to tackle this two-stage SMILFP problem, which integrates the parametric 
algorithm as well as the L-shaped method. By applying the parametric algorithm, we 
are able to circumvent the fractional-form objective and solve an MILP problem instead. 
In each iteration of the outer loop, the introduced parameter uc is updated. Meanwhile, 
the inner loop of this algorithm consists of the L-shaped method. Through a set of 
iterations between the master problem and subproblem, the lower bound and upper 
bound keep updating until the final stopping criterion is satisfied. In this work, we 
choose CPLEX as the MILP solver, and the initial value of uc is set to 0. We note that 
general-purpose global MINLP solvers, namely BARON and SBB, cannot return any 
feasible solution to this problem within 10 hours, so we only present the computational 
results of the proposed solution algorithm. In Figure 52, we explicitly present the 
converging process of this algorithm as it solves the case study. 
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Figure 52. Converging process of the proposed algorithm. 
The total computational time is 1,590 CPU seconds, and there are a total of three outer 
loop iterations corresponding to the parametric algorithm. In the first outer loop 
iteration, the L-shaped method takes 17 inner iterations to converge. In the second outer 
loop iteration, where the parameter uc is updated, the L-shaped method takes 34 inner 
iterations to converge. In the third outer loop iteration, 95 inner iterations are required 
for the L-shaped method to converge to the optimal value of parameter uc*, such that 
F(uc*) is smaller than the optimality tolerance. It is worth noting that as the value of the 
parametric objective function approaches the optimal value, more inner iterations are 
required to converge to the specified tolerance.   
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5.5.2 Optimization results 
 
Figure 53. Optimal design of shale gas supply chain network under EUR uncertainty. 
As can be seen in Figure 53, we present the optimal design of the shale gas supply chain 
under EUR uncertainty. The overall trend is to build a centralized supply chain network. 
Instead of drilling evenly in more shale sites with less shale wells for each site, only 3 
shale sites, namely shale site 2, shale site 7, and shale site 10, are selected among the 10 
potential shale sites as the optimal shale gas producers. A total of 12 shale wells are 
drilled, of which 5 wells are assigned to shale site 2, 4 wells are assigned to shale site 7, 
and 3 wells are assigned to shale site 10. By exploring the possible reasons, we find that: 
firstly, the chosen shale sites 2, 7 and 10 have relatively higher average EUR considering 
the given sample data. In addition, the distances between the aforementioned shale sites 
and processing plant 2, which is planned to be constructed, are relatively shorter. 
Therefore, we conclude that the final selection of these shale sites is a decision based 
on simultaneous considerations of both EUR and transportation factors. As a result, 
more shale gas is expected to be produced under a fixed drilling, fracturing, and 
completion cost. Moreover, the corresponding transportation investment as well as 
operating cost can be reduced to some extent. Similar to the drilling decisions, only one 
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of the three potential shale gas processing plants is constructed with a large processing 
capacity, given as 22.8 Billion Standard Cubic Feet per year (Bscf/year). Although it 
might be possible to reduce the overall transportation cost by building more processing 
plants with smaller sizes considering the relative position of shale sites and processing 
plants, the overall capital investment of processing plants is expected to be greater due 
to the economies of scale, and more importantly, uncertain shale gas production for each 
shale site. To summarize, we conclude that a single, large size processing plant is a more 
reliable and economical choice under EUR uncertainty. 
In order to illustrate the value of our stochastic programming model, we present the 
results of the Expected Value of Perfect Information (EVPI) and the Value of the 
Stochastic Solution (VSS) [208]. The EVPI measures the maximum price a decision 
maker would be ready to pay in return for complete and accurate information about the 
future (i.e. the exact EUR data in this work). To calculate the EVPI, we solve each 
scenario in isolation and then compute the average of the individual optimal solutions. 
This value is known as the average performance in case of perfect information. The 
EVPI is defined as the difference between the average performance with perfect 
information and the optimal stochastic solution. On the other hand, The VSS shows the 
superiority of the optimal stochastic solution over that of a single deterministic model 
with all uncertainties replaced by their expected values. To obtain the VSS, we solve 
the deterministic model where all EUR parameters are replaced by their expectations, 
and then we evaluate that solution (fixing all design decisions) against all the scenarios, 
and compute its average performance. The VSS is defined as the difference between the 
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optimal stochastic solution and the average performance of the deterministic solution. 
The results are given in Figure 54.  
 
Figure 54. Results of EVPI and VSS with 300 scenarios considered. 
As shown in Figure 54, the orange line is the objective value obtained by solving the 
SMILFP problem, which is $0.0038/MJ. The green dots indicate the exact objective 
values obtained with fixed design decisions from the deterministic model. Depending 
on the exact scenarios, the deviation can be significant, leading to the conclusion that 
EUR uncertainty does pose great impacts on the final economic efficiency of a shale 
gas supply chain. The green line crossing these green dots shows the average 
performance of the deterministic model, which is $0.0055/MJ. Similarly, the blue dots 
are the objective values obtained with perfect information (no uncertainty) on EUR for 
all scenarios, and the corresponding blue line shows the average performance in case of 
perfect information, which is $0.0037/MJ. We notice a smaller spread of the blue dots 
compared with that of the green dots, which indicates that improper design decisions 
from deterministic models will exaggerate the impacts of uncertain EUR on economic 
performance. Based on these values, we calculate the EVPI and VSS as $0.0001/MJ and 
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$0.0017/MJ, respectively. The stochastic programming model certainly shows great 
potential to improve the overall economic performance of shale gas supply chain over 
a deterministic one: the LCOE is improved by over 30%. Additionally, the stochastic 
programming model performs quite well even compared with the perfect information 
model, of which the LCOE is only 3% less.  
In Figure 55, we rearrange the results of the green and blue dots to present the 
corresponding possibility distributions to better present the solutions from both the 
deterministic model and the model with perfect information. In addition, we present the 
drilling schedule and the supply chain design corresponding to the deterministic model 
for a better comparison, included in Appendix C. 
242 
 
(a) Possibility distribution of solution with fixed design corresponding to 
deterministic model 
 
(b) Possibility distribution of  solution with perfect information 
Figure 55. Possibility distribution of solutions from (a) deterministic model with 
nominal uncertainty value and (b) model with perfect information. 
From the comparison, we conclude that when EUR uncertainty are taken into account, 
the deterministic model based on nominal values will result in significant variance of 
economic performance depending on the exact realization of uncertainty, and the 
average economic performance is much worse than that of stochastic model (30% higher 
LCOE). Moreover, it is impressive to see that the stochastic model can provides an 
optimal solution whose average performance is very close to the ideal one with perfect 
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information (3% lower LCOE). Therefore, it is proven to be of great importance to 
account for the EUR uncertainty when conducting shale gas supply chain optimization. 
In the rest of this section, we focus on analyzing the optimal solutions obtained from 
the stochastic programming problem. One important concern is about the shale gas flow 
through the shale gas supply chain network. In Figure 56, we use a Sankey diagram to 
visualize the flow of shale gas within this shale gas supply chain network. As can be 
seen, with different shale wells drilled, shale sites 2, 7, and 10 produce different amounts 
of shale gas. Approximately 19.9 Bscf of shale gas is expected to be produced at shale 
site 2, 15.0 Bscf of shale gas is expected to be produced at shale site 7, and 11.7 Bscf at 
shale site 10. A total of 46.6 Bscf of shale gas is transported to processing plant 2 via 
pipeline. After being processed and separated, the sales gas is transported to different 
end customers, while NGLs are sold to nearby market. According to the optimal results, 
3.2% of the natural gas is sent directly to power plants for electricity generation; 4.2% 
of the natural gas is transported to industrial customers; 70.4% of the natural gas is 
transported commercial customers, and 22.1% of the natural gas is sent to residential 
customers. The decision on the final distribution of natural gas involves comprehensive 
consideration of product transportation as well as the average energy generation 
efficiency corresponding to different end customers. 
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Figure 56. Sankey diagram of shale gas flow in the supply chain network. 
The overall cost distribution is summarized in Figure 57, in which the total expected 
cost is classified into two categories, namely capital investment and operating cost, and 
further analyzed corresponding to different processes within this shale gas supply chain. 
A total cost of $275.1 million is expected over this planning horizon, of which 61.0% is 
the operating cost, including $2.9 million spent on transportation, $121.1 million on 
shale gas processing, and $43.8 million on the shale gas production. The remaining 39% 
of the total cost is capital investment, of which $18.9 million is spent on pipeline 
installation, $55.0 million is contributed to construction of processing plants, and $33.4 
million is for well drilling activities. The detailed cost breakdowns are given in the pie-
charts as shown below. From this cost breakdown, we conclude that shale gas 
production and processing account for the major operating costs, and decisions on 
construction of processing plants and drilling activities lead to the greatest capital 
investment. Correspondingly, the variables related to these activities are expected to be 
the key drivers for operating cost and capital invest. 
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Figure 57. Cost breakdown regarding capital investment and operating cost. 
5.6 Summary 
To the best of our knowledge, this is the first work that systematically addresses the 
optimal design and operations of shale gas supply chains under uncertainty. A scenario-
based two-stage stochastic programming model was developed as a large-scale SMILFP 
problem. The objective was to optimize the levelized cost of energy generated from 
shale gas. All of the design decisions are made in the master problem, including drilling 
schedule, decisions on construction of processing plants, and corresponding pipeline 
designs. Meanwhile, recourse operating decisions are made in subproblems 
corresponding to different EUR sampling data, including the shale gas production, 
planning on shale gas processing, and distribution to end customers. To solve this 
computationally challenging problem efficiently, we applied the sample average 
approximation method and proposed a novel algorithm integrating the parametric 
algorithm and the L-shaped method to take advantage of the model structure. One case 
study based on the Marcellus shale play was presented to illustrate the applicability of 
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the proposed modeling framework and solution algorithm. The results indicated that the 
stochastic programming model was a superior choice for determining the optimal 
economic performance of a shale gas supply chain under EUR uncertainty. The shale 
gas production and processing activities account for the major operating costs, and 
decisions on construction of processing plants and drilling activities lead to the greatest 
capital investment. It is worth noting that the proposed model and solution approaches 
could be easily extended to consider other uncertainties, such as prices, demands, and 
property parameters. 
5.7 Appendix A 
In this section, we provide the input data of the Case Studies Section.  
Table A1. Input Data for the Case Studies. 
Parameter 
 
Indices Value Reference 
tdl (Mscf/year) - 2,000-3,000 [211] 
,m tdm (Mscf/year) 
m1 
m2 
m3 
m4 
87,934-107,474 
50,011-61,125 
34,258-41,871 
55,699-68,076 
[211] 
ect (MJ/Mscf) - 1,105 [212] 
,i jseur  - 2.46-49.79 [1, 113] 
ilc  - 0.05-0.15 [116] 
,p mlpm (mile) - 5-30 [116] 
,i plsp (mile) - 5-30 [116] 
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imc  - 0.85-0.95 [116] 
pef  - 0.97 [116] 
tpl ($/Mscf gas) - 20-40 [213] 
rprc (Mscf/year) 
r1 
r2 
r3 
12,000,000 
120,000,000 
1,200,000,000 
[49] 
rpri ($) 
r1 
r2 
r3 
40,326,500 
160,542,690 
639,131,600 
[49] 
isdc ($/well) - 270,000-292,000 [19] 
,i tspc ($/Mscf) - 1.2-1.4 [19] 
,ispp τ (Mscf/year) - 
,
b
ispp a tτ = ⋅ ;  
a:16,000-18,000; b:-
0.37 
[116] 
tln  - 12 [112, 211] 
itmn  - 4-8 [112] 
rtprc (Mscf/year) 
r1 
r2 
r3 
r4 
64,094 
402,213 
2,600,166 
16,809,161 
[116] 
rtpri (Mscf/year) 
r1 
r2 
r3 
45,954 
138,327 
423,871 
[116] 
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r4 1,297,056 
mue  
m1 
m2 
m3 
m4 
0.50 
0.64 
0.80 
0.76 
[214-216] 
vp ($/Mscf) 
- 3.6 [49] 
vtcm ($/Mscf) - 0.003 [19, 116] 
vtcs ($/Mscf) - 0.003 [19, 116] 
5.8 Appendix B 
In this work, we propose a novel solution algorithm integrating parametric approach 
and L-shaped method to tackle the two-stage SMILFP problem. In the inner loop of this 
novel algorithm, a classical L-shaped method is implemented. By solving the dual-
problem of the original subproblem in the inner iteration, we are able to obtain the 
corresponding Benders cut and update solution to the master problem. In this section, 
we present the detailed model formulation of both the dual-subproblem and Benders 
cuts: 
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                   6umb uc≤ −    (49) 
Where umb1i,t, umb2i,t, umb3p,t, umb4p,t, umb5p,t, umb6 are dual variables corresponding 
to original mass balance constraints (11), (12), (13), (14), (15), and (10), respectively. 
Similarly, vcp1i,p,t, vcp2p,m,t, vcp3p,t, vcp4m,t, vcp5t are dual variables corresponding to 
original capacity constraints (16), (17), (18), (19), and (20), respectively. After solving 
the subproblem, the corresponding optimality cut and feasibility cut can be calculated 
by the following equations: 
Optimality Cut: 
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  (50) 
Feasibility Cut: 
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By adding these newly generated cuts to the master problem, we can solve the updated 
master problem to obtain an updated solution, which further leads to the updates of 
lower and upper bounds for this two-stage SMILFP problem.         
5.9 Appendix C 
In this section, we present the detailed design decisions obtained by solving the 
deterministic model, which is given by the following Figure C1.  
 
Figure C1.  Optimal design of shale gas supply chain network for deterministic model. 
As can be seen in Figure C1, though the same shale sites are chosen, the number of 
wells being drilled in each shale site is different. The main difference regarding the 
design decisions is on the construction of the processing plants. In the two-stage 
SMILFP model, only processing plant 2 is constructed, while in the deterministic model, 
both processing plant 1 and processing plant 3 are constructed with 5.0 Bscf/year and 
5.2 Bscf/year processing capacity, respectively. As a result, the downstream distribution 
of natural gas is different. Natural gas from processing plant 1 will be transported to 
industrial and commercial customers for end use. Meanwhile, processing plant 3 targets 
on satisfying the demand of power plants and residential customers. The different design 
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decisions of deterministic model result in the sacrifice of economic efficiency when the 
EUR uncertainty is taken into account, causing a 31% higher unit cost of energy in the 
deterministic model than the stochastic programming one.    
5.10 Appendix D 
In this section, we summarize the difference between solutions from the proposed 
SMILFP model and that from a SMILP model.  The objectives of them are minimizing 
the LCOE generated from shale gas and minimizing the total cost, respectively. A 
similar optimal shale gas supply chain network can be obtained from this SMILP model, 
as shown in Figure D1.  
 
Figure D1. Optimal design of shale gas supply chain network under EUR uncertainty 
for SMILP model. 
As can be seen, the major difference is about the drilling schedule. Shale sites 6, 7, 8 
and 9 are chosen for shale gas production, and up to 7 wells are drilled in shale site 9. 
In the SMILP model, the processing plant 3 is constructed with identical capacity to 
processing plant 2 as in the SMILFP model. Although the total cost of the SMILP model 
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is 2.2% lower due to a 9.6% reduction in shale gas production, the corresponding LCOE 
is $0.0041/MJ, 11% higher than $0.0037/MJ obtained from SMILFP model. 
The expected shale gas flow is presented in a similar Sankey diagram as shown in Figure 
D2. As can be seen, since in the SMILP model, the only objective is minimizing the 
total cost without considering economic efficiency. Thus, almost all of the natural gas 
is transported to the nearest customer, known as industrial customer in this specific case 
study, to save corresponding transportation cost and investment. Obviously, a more 
balanced end-use distribution of natural gas can be obtained by solving the SMILFP 
model against the SMILP one.  
 
Figure D2. Sankey diagram of shale gas flow in the supply chain network for SMILP 
model. 
At last, we present the cost breakdown of the solution to this SMILP model in Figure 
D3. As can be observed, though the exact costs for different process in this shale gas 
supply chain are different, the overall cost breakdowns for both operating cost as well 
as capital investment remain the same.  
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Figure D3. Cost breakdown regarding capital investment and operating cost for SMILP 
model. 
To conclude, first of all the SMILP model verifies some of the results obtained from the 
proposed SMILFP model, namely the supply chain design and cost breakdown. 
Meanwhile, the advantage of SMILFP model over the SMILP model in obtaining more 
meaningful solutions is demonstrated through the analysis of shale gas flow and LCOE.           
5.11 Nomenclature 
Sets 
I  Set of shale sites indexed by i 
M  Set of end customers indexed by m 
P  Set of processing plants indexed by p 
T  Set of time periods indexed by t 
R  Set of capacity levels indexed by r 
JS  Set of scenarios indexed by js 
Parameters 
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tdl  
Minimum demand for NGL in time period t  
,m tdm  
Minimum demand of natural gas at end customer m in time period t 
dr  Discount rate per time period  
ect  Energy content of natural gas 
,i jseur  
Parameter accounting for different EUR at shale site i in scenario js 
ilc  
NGL composition in shale gas at shale site i 
,p mlpm  
Distance from processing plant p to end customer m 
,i plsp  
Distance from shale site i to processing plant p  
imc  
Methane composition in shale gas at shale site i 
pef  Processing efficiency of shale gas 
tpl  
Average unit price of NGL in time period t 
rprc  
Reference capacity for processing plant with capacity range r 
rpri  
Reference capital investment for processing plant with capacity range 
r 
isdc  
Unit cost for shale well drilling and completion at shale site i in time 
period t 
,i tspc  
Unit cost for shale gas production at shale site i in time period t 
,ispp τ  
Shale gas production of a shale well of age τ  at shale site i  
tln  Minimum total number of wells to be drilled in this project 
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itmn  
Maximum number of wells that can be drilled at shale site i over the 
planning horizon 
rtprc  
Reference capacity of pipeline with capacity range r transporting 
gases 
rtpri  
Reference capital investment of pipeline with capacity range r 
transporting gases 
ue  Average energy utilizing efficiency at end customer m 
vp  Unit processing cost for shale gas 
vtcm  Unit variable transportation cost for pipeline transporting natural gas  
vtcs  Unit variable transportation cost for pipeline transporting shale gas  
Continuous Variables 
,p rPC  
Processing capacity for range r processing plant p 
, ,p t jsPLS  
Amount of NGL sold at processing plant p in time period t in 
scenario js 
, ,i t jsSP  
Shale gas production rate at shale site i in time period t in scenario 
js 
, ,p t jsSPL  
Amount of NGL produced at processing plant p in time period t in 
scenario js 
, ,p t jsSPM  
Amount of natural gas produced at processing plant p in time period 
t in scenario js 
, , ,i p t jsSTP  
Amount of shale gas transported from shale site i to processing plant 
p in time period t in scenario js 
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, , ,p m t jsSTPM  
Amount of natural gas transported from processing plant p to end 
customer m in time period t in scenario js 
, ,i p rTPC  
Transportation capacity of range r pipeline from shale site i to 
processing plant p 
, ,p m rTPMC  
Transportation capacity of range r pipeline from processing plant p 
to end customer m 
Binary Variables 
,i pXP  
0-1 variable. Equal to 1 if pipeline is installed to transport shale gas 
from shale site i to processing plant p 
,p mXPM  
0-1 variable. Equal to 1 if pipeline is installed to transport natural 
gas from processing plant p to end customer m 
pYP  
0-1 variable. Equal to 1 if processing plant p is constructed 
Integer Variables 
iNN  
Number of wells to be drilled at shale site i 
                
Equation Chapter (Next) Section 1 
257 
CHAPTER 6 
A STOCHASTIC GAME THEORETIC FRAMEWORK FOR DECENTRALIZED 
OPTIMIZATION OF MULTI-STAKEHOLDER SUPPLY CHAINS UNDER 
UNCERTAINTY 
6.1 Introduction 
The management of supply chains normally involves multiple stakeholders, each of 
which controls part of the supply chain. These stakeholders may pursue different 
objectives, thus leading to compromised solutions [217]. Nevertheless, most existing 
studies on optimal design and operations of supply chains rely on centralized 
optimization models, where a single decision maker is assumed to optimize the design 
and operations decisions under a universal objective function for the whole supply chain 
[161, 185, 218-220]. Consequently, the optimal solutions of centralized models can be 
suboptimal or even infeasible in a decentralized, multi-stakeholder supply chain, 
because the actual interest of each stakeholder is not properly captured in such 
centralized optimization models. To address this research challenge, multiple game 
theoretic models are developed to explicitly account for the performance of multi-
stakeholder systems. Examples include optimization models for cooperative multi-
enterprise supply chains based on the generalized Nash bargaining solution approach 
[221-224]. On the other hand, optimization models integrating Stackelberg game and 
Nash-equilibrium are proposed for noncooperative supply chain optimization [77, 130, 
225-227]. However, these models assume perfect information sharing among different 
stakeholders. In other words, the resulting optimal decisions are based on deterministic 
information. In practice, various types of uncertainties, such as price and productivity 
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fluctuation, exist concerning the decision-making processes of stakeholders. These 
uncertainties may significantly influence the rational behaviors of stakeholders. There 
are a couple of studies aiming to analyze the influences of uncertainty on the 
optimization of decentralized supply chains [228, 229]. However, they use a post-
optimization Monte-Carlo sampling approach to study the influences of uncertainty, 
instead of directly accounting for uncertainty in the stakeholders’ decision-making 
process. Therefore, it remains a research challenge to simultaneously consider 
decentralized features of multi-stakeholder supply chains and incorporate uncertainty in 
the noncooperative stakeholders’ optimal decision-making process for supply chain 
design and operations. To fill this knowledge gap, it is necessary to develop a holistic 
game theoretic model of multi-stakeholder decentralized supply chains that captures the 
influences of uncertainty on stakeholders’ optimal decisions in a systematical way. 
In this work, we propose a novel modeling framework to investigate the influences of 
uncertainty in decentralized optimization of supply chains. This modeling framework 
integrates the Stackelberg game with stochastic programming approach into a holistic 
two-stage stochastic game theoretic model. Specifically, this modeling framework 
allows consideration of one leader and multiple followers. Following the sequence of 
decision making process, decision variables for both the leader and the followers are 
classified into design decisions that must be made “here-and-now” and operational 
decisions that are postponed to a “wait-and-see” mode after the realization of 
uncertainties. As a result, both types of stakeholders interact with each other to 
determine their optimal design strategies at the first stage. After uncertainties from both 
the leader and the followers are realized, all stakeholders then determine their 
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operational strategies as “recourse” decisions of the uncertainty information based on 
their previous design decisions. Following the stochastic programming approach, 
uncertainties are depicted with discrete scenarios with known probabilities. The 
objectives of the leader and the followers are to maximize their own expected net present 
value (NPV). The resulting problem is formulated as a two-stage stochastic mixed-
integer bilevel programming (MIBP) problem. The upper-level problem corresponding 
to the leader’s optimization problem is formulated as a mixed-integer nonlinear 
programming (MINLP) problem with bilinear terms, each of which is a product of a 
continuous variable and a binary variable. The lower-level problems corresponding to 
the planning optimization problems of the followers are formulated as linear 
programming (LP) problems with continuous variables only. The applicability of the 
proposed modeling framework is demonstrated with an illustrative example on flight 
booking under uncertain flight delays and a large-scale application to Marcellus shale 
gas supply chains. 
6.2 General problem statement and model formulation 
In this section, we formally state the general modeling framework for decentralized 
optimization of multi-stakeholder supply chains under uncertainty. The general model 
formulation is provided as well.  
6.2.1 General problem statement 
In this work, we consider a multi-stakeholder decentralized supply chain with one 
(aggregated) leader and a set of followers. Stackelberg games with multiple leaders are 
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beyond the scope of this paper [230]. An illustrative figure is presented in Figure 58. 
Following the Stackelberg game, two types of stakeholders are identified, namely the 
leader and the followers [230]. The leader enjoys priority in the decision-making 
process to optimize its own objective, whereas each follower is considered as an 
individual stakeholder driven by its own interest. After the observation of the leader’s 
decisions, the followers react rationally to pursue their own objectives [226]. The 
optimality of such a noncooperative supply chain optimization problem is defined by 
the generalized Nash equilibrium [231]. In the proposed modeling framework, we adopt 
the two-stage stochastic programming approach to tackle uncertainty [202, 208]. In this 
way, all possible outcomes of uncertainties are captured with discrete scenarios, and all 
stakeholders seek to optimize their expected performance under all the scenarios. 
Additionally, based on the sequence of decision making, each stakeholder’s decisions 
can be classified into first-stage decisions and second-stage decisions. In general, the 
first-stage decisions are mainly design decisions, such as those associated with 
infrastructure development, technology selection, and price setting, which must be made 
“here-and-now” before the realization of uncertainties. In such a multi-stakeholder 
supply chain, there are various types of uncertainties related to both the leader and the 
followers. Consequently, both the leader and the followers need to account for 
uncertainties before making their design decisions. The second-stage decisions are 
related to detailed operations that can be postponed to “wait-and-see” mode after the 
uncertainty realization. For instance, the planning of production, transportation, and 
inventory of each stakeholder are generally considered as operational decisions, which 
are made based on the actual performance of other stakeholders. Therefore, in the first 
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stage, the leader and followers interact with each other to determine their design 
decisions based on their expectations of the uncertain performances of other 
stakeholders. After the uncertainties are realized, the leader and followers enter the 
second stage to make corrective actions and determine their operational decisions based 
on the given uncertainty realization as well as their predetermined design decisions. 
 
 
Figure 58. Illustration of the modeling framework for optimization of decentralized 
multi-stakeholder supply chains under uncertainty. 
6.2.2 General model formulation 
According to the general problem statement, we develop a two-stage stochastic MIBP 
model to tackle the optimization problem of decentralized supply chains with multiple 
stakeholders under uncertainty. The general mathematical model formulation (P0) is 
presented as follows. 
                 min ( ) ( ), ,leader u l u lEC F y y G x xξ ξ = +     
(P0)                  ( )s.t.  , , ,u u l lH x y x y rξ ξ ζ≤ ,  
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       ,  u ux yξ + +∈ ∈    
       
{ ( ) ( )
( )
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,( , ) argmax :
                              , , ,
                              ,    
l l follower l l l
u u l l
l l
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h x y x y s
x y l L
ξ ξ
ξ ξ ξ
ξ + +
 ∈ = +  
≤
∈ ∈ ∀ ∈ 

 
In this general model formulation, the upper-level problem and the lower-level 
problems correspond to the leader’s and the followers’ optimization problems, 
respectively. All the optimization problems need to be optimized simultaneously to 
reach an optimum defined by generalized Nash equilibrium. The leader’s objective 
function is to minimize its total expected cost, denoted by ECleader. We note that ECleader 
equals the sum of capital investment associated with the first-stage design decisions 
(calculated by function ( ),u lF y y ) and the expected operating cost dependent on the 
second-stage operational decisions (calculated by function ( ),u lG x xξ ξ ). Specifically, the 
leader’s design decisions and operational decisions are denoted by uy  and uxξ , 
respectively. The subscript ξ  indicates that the variables are dependent on the uncertain 
parameters. Meanwhile, the objective function of the lth follower is to maximize its own 
total expected profit EPfollower,l, which equals the sum of the negative follower’s capital 
investment (calculated by ( )lf y ) and the follower’s expected profit (calculated by 
( )lg xξ ). The follower’s design decisions and operational decisions are denoted by ly  
and lxξ , respectively. Notably, the choice of objective functions of the leader and the 
followers in this modeling framework is flexible, and the minimizing/maximizing forms 
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are interchangeable. The constraints for the optimization problems of the leader and the 
followers can be classified into four groups: 
• Mass balance constraints that describe the input-output balance relationships of 
material flows at each node.  
• Economic constraints calculating the economic performance associated with 
design and operational decisions for different stakeholders.  
• Capacity constraints describing the capacity limits of different activities, 
including supply availability, production capacity, transportation, inventory 
level, market demand, etc.  
• Logic constraints addressing the basic assumptions and logical relationships of 
major decisions, especially those regarding infrastructure construction, 
technology selection, and price setting.  
The resulting problem is a two-stage stochastic MIBP problem, where the upper-level 
problem is an MINLP problem with bilinear terms formulated as products of a 
continuous variable and a binary variable, and a set of lower-level LP problems are 
involved in the constraints. Such bilevel optimization problems cannot be directly 
handled using any off-the-shelf mathematical programming solvers. Thus, we 
reformulate this MIBP problem into a single-level MINLP problem by replacing the 
lower-level problems with their equivalent Karush-Kuhn-Tucker (KKT) conditions 
[232]. The KKT conditions are sufficient and necessary conditions for optimality, 
because all the lower-level problems are LPs [226]. To make this MINLP problem more 
tractable, we apply the Glover’s linearization approach to tackle the bilinear terms in 
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the upper-level problem. Meanwhile, the bilinear terms introduced in the 
complementary slackness constraints are handled using the big-M approach [232]. 
Therefore, the single-level MINLP problem can be eventually reformulated into an 
equivalent mixed-integer linear programming (MILP) problem by introducing auxiliary 
variables and constraints [233]. We note that the extended mathematical programming 
(EMP) tools embedded in GAMS suit the same purpose through reformulation based on 
KKT conditions and solution with nonlinear subsolvers. In this paper, we aim to provide 
a more general approach to tackle this two-stage stochastic MIBP problem with only 
MILP solvers. 
6.3 Application to multi-stakeholder shale gas supply chain 
optimization 
To further demonstrate the applicability of the proposed optimization framework for 
decentralized supply chains with multiple stakeholders under uncertainty, we consider 
an application to a shale gas supply chain in this section. There are several existing shale 
gas supply chain models [4-7, 58-60, 125], including those addressing optimization 
under uncertainty [56, 76] and those considering noncooperative shale gas supply chains 
[77, 130]. However, none of these studies tackle the uncertainties of multiple 
stakeholders with a holistic optimization framework [129]. In this work, we consider a 
shale gas supply chain based on the Marcellus shale following existing literature [77, 
79]. The specific problem statement and model formulation are presented in the 
following subsections. 
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6.3.1 Specific problem statement of the shale gas supply chain application 
Following the proposed general modeling framework, the upstream shale gas producer 
is regarded as the leader in this shale gas supply chain, and the midstream shale gas 
processors are identified as the followers. As the leader in this Stackelberg game, the 
shale gas producer seeks to optimize its design and operational decisions to maximize 
its expected NPV. The leader’s major decisions include: 
First-stage design decisions: 
• Exploration of candidate shale sites; 
• Scheduling of drilling activities at each shale site; 
• Design of gathering pipeline network; 
• Selection of processing contracts offered by processors. 
Second-stage operational decisions: 
• Amount of freshwater acquired for drilling and hydraulic fracturing in each time 
period; 
• Amount of wastewater handled by different types of water management options 
in each time period; 
• Amount of raw shale gas produced at each shale well in each time period; 
• Amount of raw shale gas transported from shale sites to processing plants in 
each time period; 
• Amount of raw shale gas sold to markets directly in each time period. 
The leader makes decisions based on the following given information: 
• Potential shale sites to be developed and corresponding shale wells to be drilled; 
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• Actual shale well productivity of each shale site in each scenario; 
• Estimated ultimate recovery of each shale well;  
• Shale gas composition at each shale site; 
• Candidate water management options for wastewater handling; 
• Cost data on capital investment and operating cost associated with different 
design and operational decisions; 
• Actual performance ratio of processing plants in each time period; 
• Demand and price of natural gas and natural gas liquids at the market;  
• Planning horizon of this project. 
Once observing the leader’s decisions, the followers react rationally to maximize their 
own NPVs. In this study, we consider the fee-based processing contracts between the 
shale gas producer and the processors [14, 43]. In other words, the processing plants 
will offer a fixed fee for unit processing capacity to the shale gas producer in each time 
period. Depending on the raw shale gas output, the producer may choose to sign 
processing contracts of varying processing capacities with the processors [5]. The 
followers’ major decisions include: 
First-stage design decisions: 
• Unit processing fee for their processing contracts. 
Second-stage operational decisions: 
• Amount of shale gas processed in each time period; 
• Amount of natural gas and natural gas liquid sold to the market. 
These decisions are made according to the following information: 
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• Actual shale well productivity of each shale site in each scenario; 
• Composition of raw shale gas from each shale site; 
• Cost data on capital investment and operating cost associated with different 
design and operational decisions; 
• Actual performance ratio of processing plants in each time period; 
• Demand and price of natural gas and natural gas liquids at the market;  
• Planning horizon of this project. 
In this problem, we consider the following assumptions: 
• All the design decisions are considered as the first-stage decisions to be made at 
the beginning of project; 
• The probability distributions of uncertainties are known; 
• Time delays regarding water treatment, well development, and transportation 
activities can be neglected compared with the long-term planning horizon. 
The resulting problem is a multi-period decentralized supply chain optimization 
problem under uncertainty. There are uncertainties associated with both the leader and 
the followers, namely the uncertain shale well productivity in each time period and the 
uncertain performance ratio of processing plants in each time period. The uncertainty 
associated with shale well productivity accounts for the production fluctuations of active 
shale wells, and the uncertainty of performance ratio describes the uncertain processing 
performance of existing processing facilities. Therefore, both types of stakeholders need 
to take into account the uncertain performances of other stakeholders before making 
their design and operational decisions.  
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6.3.2 Specific model formulation of the shale gas supply chain application 
The specific model formulation for this shale gas supply chain application is presented 
in this section. The economic objective function in the leader’s problem is given by 
equation (1) maximizing the expected NPV of the shale gas producer. The objective in 
the follower’s problem is given by equation (29) maximizing the expected NPV of each 
shale gas processor. Four types of constraints are included in this model, including 
economic constraints, mass balance constraints, capacity constraints, and logic 
constraints. Specifically, constraints (2)-(13) are the economic constraints for the 
leader’s problem; constraints (14)-(19) refer to the mass balance relationship in the 
leader’s problem; constraints (20)-(23) describe the capacity constraints in the leader’s 
problem; and constraints (24)-(28) correspond to the logic constraints in the leader’s 
problem. Meanwhile, constraints (30)-(31) calculate the economic performance in the 
follower’s problem, and constraint (32) determines the capacity constraints in the 
follower’s problem. All the parameters are denoted with lower-case symbols, and all 
the variables are denoted with upper-case symbols.   
6.3.2.1 Leader’s objective function 
As stated above, the upstream shale gas producer is considered as the leader, whose 
objective is to maximize its own expected NPV, given by, 
 1 2 ,max   
producer producer producer
st nd s s
s S
TP TC TP pr
∈
= − + ⋅∑   (1) 
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where 1
producer
stTC  is the leader’s first-stage cost accounting for various “here-and-now” 
capital investments. 2 ,
producer
nd sTP  is the leader’s second-stage NPV of scenario s. The 
parameter prs is the probability of scenario s. 
Specifically, 1
producer
stTC  covers the first-stage capital investment on shale well drilling 
and completion ( 1
drill
stTC ), gathering pipeline installation ( 1
pipeline
stTC ), and processing 
contracts ( 1
contract
stTC ), calculated by, 
 1 1 1 1
producer drill pipeline contract
st st st stTC TC TC TC= + +   (2) 
The first-stage cost on shale well drilling and completion can be calculated by, 
 
( )
,
1 1
i i tdrill
st t
i I t T
sdc NN
dr
TC
∈ ∈
⋅
=
+
∑∑   (3) 
where sdci is the capital cost for drilling and completion of a single shale well at shale 
site i. NNi,t is an integer variable indicating the number of wells to be drilled at shale site 
i in time period t. The parameter dr is the discount rate per time period. 
The first-stage cost on installation of gathering pipelines is calculated by, 
 ( ) 11 1 , , , 1 , ,
1
pipeline r r
st r i r i p i r r i r i p
i I p P r R r r
tpri tpriTC tpri XP lsp TCP tprc XP lsp
tprc tprc
−
− −
∈ ∈ ∈ −
  −
= ⋅ ⋅ + − ⋅ ⋅ ⋅   −  
∑∑∑  
  (4) 
where TCPi,r denotes the transportation capacity of a range r gathering pipeline 
associated with shale site i and processing plants. XPi,r is a binary variable that equals 1 
if the gathering pipeline within capacity range r associated with shale site i and 
processing plants is installed. The parameter tprir is the reference capital investment of 
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a pipeline within capacity range r for transporting gases; and tprcr is the corresponding 
reference capacity of a pipeline within capacity range r. The parameter lspi,p denotes the 
distance between shale site i and processing plant p. 
The first-stage cost on processing contracts are calculated by, 
 
( )
, , , , ,
1 1
c p c p t c p tcontract
st t
c C p P t T dr
pc VP XSC
TC
∈ ∈ ∈
⋅ ⋅
=
+
∑∑∑   (5) 
where pcc,p is the reference processing capacity of processing contract c at processing 
plant p. VPc,p,t is the unit processing fee of processing contract c offered by processing 
plant p in time period t. XSCc,p,t is a binary variable that equals 1 if processing contract 
c offered by processing plant p is selected by the producer in time period t. We highlight 
the bilinear term as a product of lower-level continuous variable VPc,p,t and upper-level 
binary variable XSCc,p,t. 
The leader’s second-stage profit is scenario-dependent, which equals the difference 
between the second-stage income and cost. The second-stage income consists of 
revenue from sales of natural gas and natural gas liquids (NGL) ( 2 ,
sales
nd sTR ), the salvage 
value of shale wells at the end of planning horizon ( 2 ,
salvage
nd sTR ), and income from sales of 
raw shale gas ( 2 ,
raw
nd sTR ). The second-stage cost includes the costs involved in shale gas 
production activities ( 2 ,
production
nd sTC ), water management activities ( 2 ,
water
nd sTC ), 
transportation activities ( 2 ,
transportation
nd sTC ), and royalty payment ( 2 ,
royalty
nd sTC ). 
 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 ,
producer sales salvage raw production water transportation royalty
nd s nd s nd s nd s nd s nd s nd s nd sTP TR TR TR TC TC TC TC= + + − − − −  
  (6) 
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2 ,
sales
nd sTR  indicates the total income from sales of separated natural gas and NGL, 
calculated by, 
 
( ) ( )
, ,
2 , 1 1
t t s t t ssales
nd s t t
t T t Tdr
png TNG pnl TNL
d
TR
r∈ ∈
⋅ ⋅
+ +
= +∑ ∑   (7) 
where pngt is the unit price of natural gas in time period t. TNGt,s is the amount of natural 
gas extracted at processing plants in time period t of scenario s. Similarly, pnlt is the unit 
price of NGL in time period t. TNLt,s is the amount of NGL extracted at processing plants 
in time period t of scenario s. 
2 ,
salvage
nd sTR  denotes the total salvage value of shale wells at the end of the planning horizon, 
calculated by, 
 ( )2 , , , ,salvagend s i t i i t s
i I t T
TR psgd NN eur SP
∈ ∈
= ⋅ ⋅ −∑∑   (8) 
where psgd  is the average estimated unit profit of shale gas remained to be produced 
in shale wells. The parameter euri is the estimated ultimate recovery of wells at shale 
site i. SPi,t,s is the amount of raw shale gas produced at shale site i in time period t of 
scenario s. 
The shale gas producer has the option to sell raw shale gas to local markets directly 
when the midstream processing capacity is insufficient for the raw shale gas output. The 
corresponding income is denoted as 2 ,
raw
nd sTR  and calculated by, 
 
( )
, , ,
2 , 1
i t i t sraw
nd s t
i I t T
pse STPX
TR
dr∈ ∈
⋅
=
+
∑∑   (9) 
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where psei,t denotes the average unit profit gained from shale gas from shale site i sold 
directly in time period t. STPXi,t,s is the amount of raw shale gas sold directly at shale 
site i in time period t of scenario s. 
The second-stage shale gas production cost 2 ,
production
nd sTC  can be calculated by, 
 
( )
, ,
2 , 1
i i t sproduction
nd s t
i I t T
spc SP
TC
dr∈ ∈
⋅
=
+
∑∑   (10) 
where spci denotes the unit production cost of raw shale gas at shale site i.  
The second-stage water management cost 2 ,
water
nd sTC  includes freshwater acquisition cost 
and wastewater handling cost, and it is calculated by, 
 
( ) ( )
, , , , ,
2 , 1 1
i t s w i w t swater
nd s t t
i I t T i I w W t T
fwc FW wtc WW
TC
dr dr∈ ∈ ∈ ∈ ∈
⋅ ⋅
= +
+ +
∑∑ ∑∑∑   (11) 
where fwc is the unit freshwater acquisition cost, FWi,t,s represents the amount of 
freshwater acquired at shale site i in time period t of scenario s. The parameter wtcw 
denotes the unit wastewater handling cost with water management option w. WWi,w,t,s is 
the amount of wastewater handled at shale site i by water management option w in time 
period t of scenario s. 
The second-stage transportation cost includes the cost of transporting shale gas from 
shale sites to processing plants, the cost of transporting natural gas from processing 
plants to markets, and the cost of transporting NGL to markets. This cost item is given 
by, 
 
( ) ( ) ( )
, , , , , ,
2 , 1 1 1
i p i p t s t s t stransportation
nd s t t t
i I p P t T t T t T
vtcs lsp STP vtcm lpd TNG vtcl lpm TNL
TC
dr dr dr∈ ∈ ∈ ∈ ∈
⋅ ⋅ ⋅ ⋅ ⋅ ⋅
= + +
+ + +
∑∑∑ ∑ ∑  
  (12) 
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where vtcs is the unit transportation cost for pipeline transporting shale gas, STPi,p,t,s 
indicates the amount of shale gas transported from shale site i to processing plant p in 
time period t of scenario s. The parameters vtcm and vtcl are the unit transportation costs 
for natural gas and NGL, respectively. The parameters lpd and lpm are the distance from 
processing plants to natural gas market and the distance from processing plants to NGL 
market, respectively. 
The second-stage cost regarding royalty payment is calculated as follows, 
 
( )
, , ,
2 , 1
i i t i t sroyalty
nd s t
i I t T
psg SP
TC
dr
γ
∈ ∈
⋅ ⋅
=
+
∑∑   (13) 
where iγ  indicates the percentage of the value of extracted shale gas paid for royalty at 
shale site i. The parameter psgi,t is the average unit price of raw shale gas produced at 
wellhead i in time period t. 
6.3.2.2 Leader’s constraints 
The leader’s objective function is optimized subject to the following constraints:  
The total shale gas production rate at a shale site equals the sum of that of different 
wells, which can be calculated by: 
 
1
, , , , , ' , '
' 1
,  , 2,
t
i t s i t s i t t i t
t
SP ufp spp NN i t s
−
−
=
= ⋅ ⋅ ∀ ≥∑   (14) 
where ufpi,t,s is the uncertainty factor accounting for the actual shale gas production at 
shale site i in time period t of scenario s. The parameter sppi,t indicates the shale gas 
production of a shale well with age t at shale site i. The subscript t’ denotes the time 
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period that a certain shale well is drilled. Therefore, t-t’ is the age of a shale well drilled 
at t’ in time period t. 
The shale gas produced at each shale site can be either transported to different 
processing plants or sold directly to local markets. This mass balance relationship is 
modeled by, 
 , , , , , , , ,  ,  ,  i t s i p t s i t s
p P
SP STP STPX i t s
∈
= + ∀∑   (15) 
The total amount of freshwater required for shale site i is dependent on the shale gas 
production rate as well as the number of wells drilled, 
 , ,, , , ,  ,  ,  i t si t is i i tSP NN i t sf wF wW d+ ∀= ⋅ ⋅   (16) 
where iwf  is the unit water usage for hydraulic fracturing and production at shale site 
i, and iwd  denotes the average drilling water usage for each well at shale site i. 
The total amount of wastewater is approximately proportional to the shale gas 
production rate [58, 124].  
, , , , ,  ,  ,  i w t i i t s
w W
WW wt SP i t s
∈
= ⋅ ∀∑    (17) 
where iwt  indicates the produced water generation rate associated with unit shale gas 
production at shale site i. 
The total amount of methane separated from processing plants is determined by the 
methane composition of the shale gas transported from different shale sites as well as 
processing efficiency. The amount of NGLs produced at a processing plant is calculated 
by a similar equation, given by, 
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pefTNG ST tcP sm
∈ ∈
= ⋅ ∀⋅∑∑   (18) 
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i
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where pef is the processing factor accounting for processing efficiency of natural gas. 
The parameter pefl denotes the processing factor accounting for NGL processing 
efficiency. The parameters imc  and ilc  are the composition factors for methane and 
NGLs, respectively. 
The total amount of shale gas transported from shale site i in time period t of scenario s 
should not exceed the capacity of corresponding gathering pipelines, 
 , , , , ,  ,  ,  si p t s i r
p P r R
STP TCP i t
∈ ∈
≤ ∀∑ ∑   (20) 
The total amount of shale gas from all the shale sites processed by each processing plant 
should not exceed its available processing capacity determined by both the processing 
contract and the performance ratio,  
 , , , , , , , , ,  ,  ,i p t s p t s c p c p t
i I c C
STP ufc pc XSC p t s
∈ ∈
≤ ⋅ ⋅ ∀∑ ∑   (21) 
where ufcp,t,s is the uncertainty factor accounting for the actual processing capacity of 
processing plant p available in time period t of scenario s. 
The producer’s total processing cost cannot exceed its budget for shale gas processing 
services, given by, 
 
( )
, , , , ,
1
c p c p t c p t
t
c C p P t T d
pc VP X
g
r
SC
b t
∈ ∈ ∈
⋅ ⋅
+
≤∑∑∑   (22) 
where bgt is the producer’s total budget for the processing service of processing plants. 
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The total amount of natural gas produced is bounded by the minimum and maximum 
demands of the local market in each time period, given by, 
 , ,  ,  t t s tdmlp TNG dmup t s≤ ≤ ∀   (23) 
where dmlpt is the minimum demand of natural gas in time period t, and dmupt is the 
maximum demand of natural gas in time period t. 
The number of wells that can be drilled in each time period is constrained by the number 
of available drilling rigs. This relationship is given by, 
 ,  ,  i t
i I
NN tmn
∈
≤ ∀∑   (24) 
where mn  indicates the maximum number of wells that can be drilled for all shale sites 
in each time period. 
At each shale site, there is normally a maximum number of wells that can be drilled. In 
other words, the total number of wells that can be drilled at shale site i over the planning 
horizon is bounded. This relationship is given by, 
 , ,  i t
t T
iNN itmn
∈
≤ ∀∑   (25) 
where tmni denotes the maximum number of wells that can be drilled at shale site i over 
the planning horizon.  
If a gathering pipeline is installed, its transportation capacity should be bounded by the 
corresponding capacity range; otherwise, its capacity should be zero. This relationship 
can be modeled by the following inequality: 
 1 , , , ,  ,r i r i r r i rtprc XP TCP tprc XP i r− ⋅ ≤ ≤ ⋅ ∀   (26) 
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At most one capacity range of gathering pipeline can be chosen for a shale site. This 
constraint is modeled by, 
 , 1,  i r
r R
XP i
∈
≤ ∀∑   (27) 
At most one processing contract can be selected for each processing plant in each time 
period t, given by, 
 , , 1,  ,  c p t
c C
XSC p t
∈
≤ ∀∑   (28) 
6.3.2.3 Followers’ objective function 
Each shale gas processor seeks to maximize its own expected NPV, given as the 
difference between income from processing contracts and the expected operating cost. 
 1 , 2 , ,max   ,  
processor processor processor
p st p nd p s s
s S
TP TP TC pr p
∈
= − ⋅ ∀∑   (29) 
The first-stage income of shale gas processor p is denoted by 1 ,
processor
st pTP , calculated by, 
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+
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Notably, the upper-level binary variables , ,c p tXSC  are considered as fixed values in the 
lower-level optimization problems. 
The second-stage operating cost of processing plant p of scenario s is denoted by 
2 , ,
processor
nd p sTC , which is calculated by, 
 
( )
, , ,
2 , , 1
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+
∑∑   (31) 
where vpcp is the unit operating cost at processing plant p. 
 278 
 
6.3.2.4 Followers’ constraints 
Each follower’s objective function is optimized subject to the following constraints:  
The unit processing fee of processing contract c offered by processing plant p in time 
period t cannot exceed its corresponding lower and upper bounds, as given by, 
 , , ,  , ,  c p tvplp VP vpup c p t≤ ≤ ∀   (32) 
where vplp and vpup are the minimum unit processing fee and maximum unit processing 
fee, respectively. The corresponding data are obtained from the financial data reported 
by midstream processing companies [44]. 
Similar to the illustrative example of flight booking problem, the resulting problem is a 
two-stage stochastic MIBP problem with MINLP upper-level problem and LP lower-
level problems. Thus, by simultaneously applying the KKT conditions and Glover’s 
linearization approach, we can reformulate it into a more tractable single-level MILP 
problem. 
6.3.3 Results and discussion 
In this application, we consider a case study of a Marcellus shale gas supply chain [77]. 
A total of five candidate shale sites are considered, and each shale site allows drilling 
of up to four to eight horizontal shale wells [234]. The composition of raw shale gas 
from different shale sites ranges from 1% to 20% [235]. Each shale well features a 
distinct shale gas production profile that decreases with time [4]. The estimated ultimate 
recovery of each shale site is taken from literature data [113]. The wastewater generated 
during drilling and fracturing stages at shale sites can be handled by five water 
management options, including the underground injection into Class-II disposal wells 
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[37], centralized treatment by commercial facilities [21], and onsite treatment with 
multi-stage flash, multi-effect distillation, and reverse osmosis technologies [99]. Three 
shale gas processing plants are considered, representing three autonomous followers. 
Each processing plant offers three types of fee-based processing contracts to the shale 
gas producer, corresponding to 50%, 75%, and 100% of their total processing capacities, 
respectively. Four capacity levels are considered for the design of gathering pipelines. 
The total planning horizon is 10 years, which is divided into 10 time periods (one year 
per time period) [4, 188]. Two types of uncertainties are considered, namely the 
uncertain shale well productivity in each time period and the uncertain performance 
ratio of processing plants in each time period. We consider normal distributions for these 
uncertainties following existing studies [76]. In addition, a sample average 
approximation approach is adopted to discretize the continuous probability distribution 
functions and to generate scenarios [198]. Specifically, by setting an initial sample size 
of 100 scenarios and considering a 98% confidence interval, we finalize the required 
number of scenarios as 200 [236]. The resulting problem is a two-stage stochastic MIBP 
problem, where the upper-level MINLP problem has 160 integer variables, 114,221 
continuous variables, and 64,292 constraints; and the lower-level LP problem has 90 
continuous variables, and 184 constraints. After applying the KKT conditions and 
Glover’s linearization approach, the reformulated single-level MILP problem has 341 
integer variables, 115,016 continuous variables, and 65,557 constraints. The MILP 
problems are solved using CPLEX 12.7.1. The absolute optimality tolerance is set to 
10-6. The resulting single-level MILP can be globally optimized within 6,761 CPU 
seconds. 
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By solving this optimization problem, we find that the expected NPV for the leader is 
$68.9 MM. The three followers corresponding to three processing plants are expected 
to achieve $2.57 MM, $3.39 MM, and $1.21 MM NPVs, respectively. To evaluate the 
value of the obtained stochastic solution, in Figure 59, we summarize the leader’s and 
the followers’ NPVs in 200 scenarios generated using Monte-Carlo simulation to 
demonstrate the impact of uncertainties on the overall economic performance of 
different stakeholders. Each point in this figure indicates a specific solution point 
associated with a scenario. All the solution points share the same first-stage design 
decisions obtained from the two-stage stochastic MIBP model. The straight line 
indicates the expected NPV throughout the 200 scenarios considered in this case study. 
For the leader, the lowest NPV is $55.2 MM, while the highest NPV is up to $77.4 MM. 
Meanwhile, the lowest NPVs of followers 1, 2 and 3 are $1.61 MM, $2.15 MM, and 
$0.72 MM, respectively. The highest NPVs of followers 1, 2, and 3 are $3.71 MM, 
$4.72 MM, and $2.04 MM, respectively. 
 
Figure 59. Optimal NPVs of leader and followers in 200 scenarios based on the 
optimal strategy obtained in the two-stage stochastic MIBP model. 
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To demonstrate the advantage of this two-stage stochastic MIBP model, we further 
compare the optimal results obtained in the proposed two-stage stochastic game 
theoretic model with those of the deterministic game theoretic models. Notably, in the 
deterministic game theoretic model, each stakeholder makes decisions based on its 
deterministic expectation of other stakeholders instead of considering all the 
possibilities. Consequently, when the leader and the followers have different 
perspectives on the others’ performances, there may be a significant discrepancy in the 
resulting optimal strategies obtained in the deterministic game theoretic models. In this 
case study, we use distinct cases to address this issue. To be more specific, the leader 
may hold optimistic, neutral, or pessimistic expectations toward the follows’ actual 
performance, and vice versa. The optimistic expectation corresponds to 150% 
expectation. The neutral corresponds to 100% expectation. The pessimistic corresponds 
to 50% expectation. Thus, a total of nine cases are considered for the deterministic 
model, including the pessimistic-pessimistic, neutral-neutral, optimistic-optimistic, 
optimistic-pessimistic, pessimistic-optimistic, optimistic-neutral, pessimistic-neutral, 
neutral-pessimistic, and neutral-optimistic cases. For instance, the optimistic-
pessimistic case indicates that the leader expects the followers to deliver 150% of their 
promised performance, and the followers expect the leader to produce only 50% of shale 
gas estimated in advance. The optimal expected NPVs of the leader and the followers 
associated with these nine cases are summarized in Figure 60. 
 282 
 
 
Figure 60. Optimal expected NPVs of the leader and followers in the two-stage 
stochastic MIBP model and deterministic game theoretic models. 
As can be observed in Figure 60, the optimistic-optimistic case returns the highest 
expected NPV of $79.4 MM for this decentralized shale gas supply chain, where the 
leader gets a total of $71.6 MM NPV, and the followers’ NPVs are $3.17 MM, $1.51 
MM, and $3.10 MM, respectively. This result is followed by the neutral-neutral case 
with the second highest expected NPV of $78.5 MM. The optimal solution of the 
proposed two-stage stochastic game theoretic model, with $76.1 MM expected NPV, 
has economic performance that is close to these two deterministic cases. From this 
comparison, we conclude that when the leader and the followers hold a relatively 
positive expectation toward others, they are more likely to achieve an optimal solution 
with better overall performance. By contrast, when stakeholders hold a negative 
expectation toward other supply chain participants, they may reach a compromised 
strategy and lose potential profits. Such a phenomenon can be observed in the neutral-
pessimistic, pessimistic-neutral, and pessimistic-pessimistic cases. However, the worst 
economic performance is observed in cases where the leader and the followers have 
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opposite expectations to each other. For example, the expected NPVs in the pessimistic-
optimistic case and in the optimistic-pessimistic case are as low as $51.9 MM and $58.2 
MM, respectively. Additionally, by comparing the optimistic-optimistic, optimistic-
neutral, and optimistic-pessimistic cases, we conjecture that when the follower is 
pessimistic about the leader’s performances, follower 1 with a smaller processing 
capacity is more likely to seize this opportunity and gain more profit; otherwise, 
follower 2 and follower 3 with relatively larger processing capacities hold more 
advantage. Moreover, the followers may leverage the pessimistic expectation from the 
leader to make more profit, as can be observed in the pessimistic-pessimistic, 
pessimistic-neutral, and pessimistic-optimistic cases. The expected NPVs of followers 
in these cases are $10.6 MM, $12.9 MM, and $14.9 MM, respectively, which are 
significantly higher than in other cases. 
 
Figure 61. Cumulative probability distribution of the leader’s NPV based on 200 
scenarios in the two-stage stochastic MIBP model (solid line) and deterministic game 
theoretic models (dash lines). 
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In Figure 61, we further present the cumulative probability distribution of the leader’s 
NPV based on 200 scenarios associated with the proposed stochastic game theoretic 
model and its deterministic counterparts. The cumulative probability distribution of the 
proposed two-stage stochastic MIBP model is presented in solid line, and deterministic 
ones are denoted by dash lines. Consistent with the previous results, positive 
expectations from both the leader and the followers lead to better overall economic 
performance, as given by the optimistic-optimistic, neutral-neural, and optimistic-
neutral cases. By contrast, negative expectations can result in compromised strategies, 
and the worst scenario happens when the leader and the followers hold opposite 
expectations toward each other. The two-stage stochastic game theoretic model provides 
competitive solutions by considering uncertain performances of stakeholders. 
Moreover, by comparing the probability distribution of the leader’s NPV in different 
models, we notice that the proposed two-stage stochastic game theoretic model results 
in a “short tail” at the bottom left side of the probability distribution curve. Such a 
feature indicates that the stochastic game theoretic model works well in hedging against 
extreme cases when there is significant discrepancy between performances of the leader 
and the followers. For instance, the lowest leader’s NPV in the stochastic game theoretic 
model is $59.1 MM, which is higher than the lowest leader’s NPVs in the optimistic-
optimistic and neutral-neutral cases, given as $57.2 MM and $57.4 MM, respectively.  
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Figure 62. Optimal drilling schedule and shale gas production profile of the leader. 
In Figure 62, we present the optimal drilling schedule and corresponding average shale 
gas production profile based on 200 scenarios. As can be seen, a total of 27 shale wells 
are drilled within the 10-year planning horizon. Specifically, 10 shale wells are drilled 
in the beginning at shale sites 1, 2 and 3 to satisfy the initial natural gas demand. Later, 
based on the forecasted price of natural gas, there is a price increase in the fourth year. 
As a result, the leader drills 12 extra shale wells at shale sites 1, 3, and 4 in year 4 to 
maximize the profit. Since shale wells generally feature an exponentially decreasing 
production profile, five more shale wells are drilled in the sixth year to compensate for 
the production decrease. Despite the uncertainty of productivity at each shale well, this 
optimal drilling schedule generally determines the overall shale gas production profile. 
After the initial shale gas production, two extra production peaks appear in the fourth 
year and the sixth year. 
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Figure 63. Leader’s optimal strategy regarding selection of processing contracts from 
followers. 
The leader adjusts its optimal strategy on the selection of processing contracts according 
to the shale gas production profile. As shown in Figure 63, the leader acts conservatively 
to sign a processing contract with only one processing plant in most years, and 50% of 
the total processing capacity is generally considered enough for the total raw shale gas 
output. Since different processing plants have distinct processing capabilities, the leader 
may turn to other processing plants in response to production fluctuation. In the fourth 
year, with 12 extra shale wells drilled, additional processing capacity is required. Thus, 
the leader signs processing contracts with both processing plants 2 and 3 for 75% and 
100% of their processing capacities, respectively. Similarly, after the sixth year, the 
leader switches to processing plant 1 with smaller processing capacity to handle the 
decreasing shale gas output. Notably, the leader’s strategy is also affected by the 
followers’ price setting decisions. In Figure 64, we summarize the unit processing fees 
of different processing contracts provided by the followers. By investigating the detailed 
price setting strategies, we can obtain the following insights: (a) processing plants tend 
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to offer a lower unit processing fee for smaller processing capacity contracts, which 
result in a lower financial risk considering the uncertain performances of other 
stakeholders; (b) processing plants have higher chances to be selected by the producer 
when their unit processing fees are lower than other competitors. 
 
Figure 64. Optimal processing fees provided by the followers for different processing 
contracts. 
6.4 Summary 
A novel optimization framework was proposed that integrated the leader-follower 
Stackelberg game with two-stage stochastic programming approach into a holistic two-
stage stochastic game theoretic model. This modeling framework enabled us to 
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investigate the optimal design and operations of decentralized supply chains involving 
multiple stakeholders under uncertainty. The resulting problem was formulated into a 
two-stage stochastic MIBP problem. To facilitate the solution of the resulting problem, 
we applied KKT conditions and Glover’s linearization approach simultaneously to 
reformulate this two-stage stochastic MIBP problem into a single-level MILP problem. 
To illustrate the application, we considered an illustrative example of a flight booking 
problem under uncertain flight delays. An application to a multi-stakeholder 
decentralized Marcellus shale gas supply chain optimization was further presented. 
Based on the optimization results, we concluded that stakeholders tended to choose 
more conservative strategies when considering uncertainties in the optimization of 
decentralized supply chains. Although the conservatism might affect the overall 
performance of stakeholders, it effectively hedged against the risk of extreme cases 
when stakeholders wrongly anticipated others’ performances. 
6.5 Nomenclature 
Sets 
C  Set of processing contracts indexed by c 
(c1: 50% processing capacity; c2: 75% processing capacity; c3: 
100% processing capacity) 
I  Set of shale sites indexed by i 
P  Set of candidate processing plant indexed by p 
R  Set of capacity levels indexed by r 
S  Set of scenarios indexed by s 
T  Set of time periods indexed by t 
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W  Set of water treatment options indexed by w (w1: disposal well; w2: 
CWT; w3: onsite treatment with MSF; w4: onsite treatment with 
MED; w5: onsite treatment with RO) 
Parameters 
bgt  Producer’s budge for purchasing processing capacity 
tdmlp  Minimum demand of natural gas at delivery node in time period t 
tdmup  Maximum demand of natural gas at delivery node in time period t 
dr  Discount rate per time period  
ieur  Average EUR of shale site i  
fwc  Unit cost for freshwater acquisition 
ilc  NGL composition factor in shale gas at shale site i 
lpd  Distance from processing plant to natural gas delivery node 
lpm  Distance from processing plant to NGL market 
,i plsp   Distance from shale site i to delivery node of processing plant p 
imc  Methane composition factor in shale gas at shale site i 
mn  Maximum total number of wells that can be drilled for in each time 
period 
,c ppc   Reference processing capacity of processing contract c at processing 
plant p 
pef   Processing factor accounting for processing efficiency of natural gas 
pefl  Processing factor accounting for NGL processing efficiency 
tpng  Average unit price of natural gas in time period t 
tpnl  Average unit price of NGL in time period t  
,i tpse  Average unit profit gained from shale gas at shale site i in time period 
t 
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,i tpsg  Average unit price of raw shale gas produced at wellhead i in time 
period t 
psgd  Average estimated unit profit of shale gas remains to be produced 
isdc  Unit cost for shale well drilling and completion at shale site i 
ispc  Unit cost for shale gas production at shale site i  
,i tspp  Shale gas production of a shale well of age t at shale site i  
 itmn  Maximum number of wells that can be drilled at site i over the 
planning horizon 
ptpc  Maximum processing capacity of processing plant p 
rtprc  Reference capacity of pipeline transporting gas with capacity range 
r 
rtpri  Reference capital investment of pipeline transporting gas with 
capacity range r  
, ,p t sufc  Uncertainty factors accounting for the performance ratio of 
processing plant p in time period t of scenario s 
, ,i t sufp  Uncertainty factors accounting for the actual shale well productivity 
at shale site i in time period t of scenario s 
pvpc  Unit operating cost at processing plant p 
vplp  Minimum processing price at processing plants 
vpup  Maximum processing price at processing plants 
vtcl  Unit variable transportation cost for transporting NGL 
vtcm  Unit variable transportation cost for transporting natural gas  
vtcs  Unit variable transportation cost for transporting shale gas  
iwd  Average drilling water usage for each well at shale site i 
iwf  Unit water usage for hydraulic fracturing and production at shale site 
i 
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iwt  Wastewater generation rate associated with unit gas production at 
shale site i 
wwtc  Unit wastewater treatment cost for treatment option w 
iγ  Percentage of the value of extracted shale gas paid for royalty at 
shale site i 
Nonnegative continuous variables 
, ,i t sFW  Amount of freshwater required at shale site i in time period t of 
scenario s 
, ,i t sSP  Amount of shale gas produced at shale site i in time period t of 
scenario s 
, , ,i p t sSTP  Amount of shale gas transported from shale site i to processing plant 
p in time period t of scenario s 
, ,i t sSTPX  Amount of shale gas sold directly at shale site i in time period t of 
scenario s 
,i rTCP  Capacity of pipeline from shale site i to delivery node with capacity 
range r 
,t sTNG  Amount of natural gas extracted at processing plants in time period t 
of scenario s 
,t sTNL  Amount of NGL extracted at processing plants in time period t of 
scenario s 
, ,c p tVP  Unit processing fee for processing contract c offered by processing 
plant p in time period t 
, , ,i w t sWW  Amount of wastewater generated at shale site i and treated by option 
w in time period t of scenario s 
Integer variables 
,i tNN  Number of wells drilled at shale site i in time period t 
Binary variables 
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,i rXP  0-1 variable. Equal to 1 if pipeline is installed to transport shale gas 
from shale site i to delivery node with capacity range r 
, ,c p tXSC  0-1 variable. Equal to 1 if processing contract c offered by processing 
plant p is chosen by producer in time period t 
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CONCLUSIONS 
6.6 Summary of the contributions 
The sustainable design and optimization of shale gas energy systems has been addressed 
with emphasis on three different aspects, namely the modeling of sustainability, 
handling of uncertainty, and decentralized optimization, in this thesis. A series of novel 
modeling frameworks are proposed with efficient solution algorithms to provide better 
strategies and insights in applications. We believe that the research presented in this 
dissertation lays a foundation for designing sustainable shale gas energy systems. 
Moreover, the proposed modeling frameworks and solution algorithms can be readily 
employed in the sustainable design and operations of other energy systems. The 
summary of the dissertation are provided in the following. 
We propose a novel mixed-integer nonlinear fractional programming model to 
investigate the economic and environmental implications of incorporating modular 
manufacturing into well-to-wire shale gas supply chains. Both design and operational 
decisions regarding modular manufacturing are considered, including modular plant 
allocation, capacity selection, installment planning, moving scheduling, and salvage 
operation, as well as other decisions for shale gas supply chain design and operations, 
such as drilling schedule, water management, and pipeline network construction. To 
systematically evaluate the full spectrum of environmental impacts, an endpoint-
oriented life cycle optimization framework is applied that accounts for up to 18 midpoint 
impact categories and three endpoint impact categories. Total environmental impact 
scores are obtained to evaluate the comprehensive life cycle environmental impacts of 
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shale gas supply chains. A tailored global optimization algorithm is also presented to 
efficiently solve the resulting computationally challenging problem. The applicability 
of proposed modeling framework is illustrated through a case study of a well-to-wire 
shale gas supply chain based on Marcellus Shale. The results show that modular 
manufacturing succeeds in improving the economic performance of a shale gas supply 
chain, but it is less attractive in terms of mitigating the comprehensive environmental 
impacts. 
We analyze the life cycle environmental impacts of shale gas by using an integrated 
hybrid LCA and optimization approach. Unlike the process-based LCA that suffers 
system truncation, the integrated hybrid LCA supplements the truncated system with a 
comprehensive economic input-output system. Compared with the economic input-
output-based LCA that loses accuracy from process aggregation, the integrated hybrid 
LCA retains the precision in modeling major unit processes within the well-to-wire 
system boundary. Three environmental categories, namely the life cycle greenhouse gas 
emissions, water consumption, and energy consumption, are considered. Based on this 
integrated hybrid LCA framework, we further developed an integrated hybrid life cycle 
optimization model, which enables automatic identification of sustainable alternatives 
in the design and operations of shale gas supply chains. We applied the model to a well-
to-wire shale gas supply chain in the UK to illustrate the applicability. According to the 
optimization results, the lowest levelized cost of electricity generated from shale gas is 
£51.8/MWh, and the optimal life cycle GHG emissions, water consumption, and energy 
consumption are 473.5 kg CO2-eq/MWh, 2,263 kg/MWh, and 1,009 MJ/MWh, 
respectively. 
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We propose a novel modeling framework integrating the dynamic MFA approach with 
LCO methodology for sustainable design of energy systems. This dynamic MFA-based 
LCO framework provides high-fidelity modeling of complex material flow networks 
with recycling options, and it enables detailed accounting of time-dependent life cycle 
material flow profiles. The decisions regarding input, output, and stock of materials are 
seamlessly linked to their environmental impacts for rigorous quantification of 
environmental consequences. Moreover, by incorporating an additional dimension of 
resource sustainability, the proposed modeling framework facilitates the sustainable 
energy systems design and operations with a more comprehensive perspective. The 
resulting optimization problem is formulated as a mixed-integer linear fractional 
program and solved by an efficient parametric algorithm. To illustrate the applicability 
of the proposed modeling framework and solution algorithm, a case study of an energy 
supply chain is presented. 
We address the optimal design and operations of shale gas supply chains under 
uncertainty of estimated ultimate recovery (EUR). A two-stage stochastic mixed-integer 
linear fractional programming (SMILFP) model is developed in order to optimize the 
levelized cost of energy generated from shale gas. In this model, both design and 
planning decisions are considered with respect to shale well drilling, shale gas 
production, processing, multiple end-uses, and transportation. In order to reduce the 
model size and number of scenarios, we apply a sample average approximation method 
to generate scenarios based on the real-world EUR data. In addition, a novel solution 
algorithm integrating the parametric approach and the L-shaped method is proposed for 
solving the resulting SMILFP problem within a reasonable computational time. The 
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proposed model and algorithm are illustrated through a case study based on the 
Marcellus shale play, and a deterministic model is considered for comparison.  
We investigate the influences of uncertainty in multi-stakeholder non-cooperative 
supply chains, and the corresponding optimal strategies based on game theory to hedge 
against uncertainty in design and operations of such decentralized supply chains. We 
propose a novel game-theory-based stochastic model that integrates two-stage 
stochastic programming with a single-leader-multiple-follower Stackelberg game 
scheme for optimizing decentralized supply chains under uncertainty. Both the leader’s 
and the followers’ uncertainties are considered, which directly affect their design and 
operational decisions regarding infrastructure development, contracts selection, price 
setting, production profile, transportation planning, and inventory management. The 
resulting model is formulated as a two-stage stochastic mixed-integer bilevel nonlinear 
program, which can be further reformulated into a tractable single-level stochastic 
mixed-integer linear program by applying KKT conditions and Glover’s linearization 
method. A large-scale application to shale gas supply chains is presented to demonstrate 
the applicability of the proposed framework. 
6.7 Future work 
In this thesis, we proposed a series of life cycle optimization frameworks for more 
sustainable design and operations of shale gas energy systems. Despite their advantages 
compared with traditional approaches, there are still some knowledges gaps remaining 
to be addressed. First, the popularity of sustainable design has movtivated the 
development of more and more comprehensive environmental impact indicators, such 
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as the ReCiPe approach adopted in the endpoint-oriented LCO framework. However, 
most of them still pertain a relatively restrictive perspective that is limited to the 
environmental dimension. Although the social dimension has long been recognized as 
one of the three pillars regarding sustainability, there is still no effective approach 
proposed to quantify the social impacts associated with design and operations of energy 
systems both precisely and comprehensively. The hybrid LCO framework is definitely 
a big step forward from the traditional LCO framework. Nevertheless, one obvious 
drawback of the hybrid LCO framework is its reliance on the up-to-date economic input 
ouput data, which can be hardly available in most cases. The Dynamic MFA-based LCO 
framework provides an effective way to overcome the inherited shortcomings from 
LCA approach. Yet, this framework is still immature and can be improved in many 
ways. For instance, although the resource consumption is incroportated as an additional 
sustainable optimization criterion, the current framework only allows consideration of 
one specific material as the optimization indicator. It is expected to develop more 
comprehensive resource quantification approaches for more representative results.  
To hedge against uncertainty in shale gas energy systems, we proposed a two-stage 
stochastic MILFP model considering the EUR uncertainty. The advantage of stochastic 
programming relies on the assumption that the probability distribution of uncertainty is 
known. However, in most cases the precise probability distribution information of 
uncertainty is difficult to get, and only a set of historical data are available. Thus, if we 
continue to rely on the traditional two-stage stochastic programming approach, the 
optimal solutions obtained based on the estimated distribution can be biased and 
suboptimal for the true problem. Such a research challenge can be addressed by a data-
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driven stochastic optimization approach by leveraging the power of big data analytics 
and machine learning for stochastic programming. Instead of assuming a known 
probability distribution of each uncertain parameter, a confidence set can be constructed 
to ensure that the true distribution of uncertainty lies within this set with a certain 
confidence interval based on statistical inference. In this way, the objective of this data-
driven stochastic optimization problem is to optimize the expected performance under 
the worst-case distribution in the given confidence set. The data-driven stochastic 
optimization approach is a promising choice for hedging against uncertainty in shale 
gas energy systems: On one hand, the data-driven stochastic optimization approach 
provides a suitable path to taking advantage of the data information. On the other hand, 
by optimizing the expected performance under the worst-case distribution, the data-
driven stochastic optimization approach adds extra robustness to the optimal solution. 
Finally, the proposed stochastic game theoretic modeling framework is first of its kind 
to account for the uncertain behaviors of multiple stakeholders in a decentralized 
system. It can certainly be extended to account for more general problems. For example, 
the current modeling framework only considers a one-leader-multiple-follower scenario; 
the lower-level optimization problem is limited to the linear programming case with no 
integer decision variables; the tractable problem size is still relatively small due to its 
complex model structure. Overcoming these challenges requires more advanced 
modeling techniques and development of efficient solution algorithms.
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