Geomechanical analysis plays a major role in providing a safe working environment in an active mine. Geomechanical analysis includes but is not limited to providing active monitoring of pit walls and predicting slope failures. During the analysis of a slope failure, it is essential to provide a safe prediction, that is, a predicted time of failure prior to the actual failure. Modernday monitoring technology is a powerful tool used to obtain the time and deformation data used to predict the time of slope failure. This research aims to demonstrate the use of machine learning (ML) to predict the time of slope failures. Twenty-two datasets of past failures collected from radar monitoring systems were utilized in this study. A two-layer feed-forward prediction network was used to make multistep predictions into the future. The results show an 86% improvement in the predicted values compared to the inverse velocity (IV) method. Eighty-two percent of the failure predictions made using ML method fell in the safe zone. While 18% of the predictions were in the unsafe zone, all the unsafe predictions were within five minutes of the actual failure time, all practical purposes making the entire set of predictions safe and reliable.
Introduction
Monitoring slope stability is an essential requirement in the field of geomechanics due to the potential threat a moving slope can cause to the workers or the business. Slope stability is an important concern for mining and civil engineers that deal with man-made slopes such as open-pit walls, dams, embankments of highways and railways, and hills. The causes of instability are often complex and creep theory is used in the design of rock slopes. The complexity of the causes of slope movement makes the time of slope failure prediction challenging. In recent years, the use of modern monitoring technologies has helped engineers better prepare for the outcomes of slope failures in open-pit mines [1] .
Many attempts have been made to develop a method to predict the time of failure. Factors affecting slope instabilities such as ground conditions, physical and geomorphological processes, and human activities cannot be determined on a continuous basis, making it challenging to predict the time of slope failure accurately [2] . Hence, instead of developing a phenomenological model of slope failure, practitioners have relied on a detailed analysis of slope deformation [3] .
Deformation data, the most relevant data for time series analysis of slope failures, is readily available from the monitoring equipment used for geotechnical risk management analysis [4, 5] . Some of the modern and traditional monitoring technologies include but are not limited to tension crack mapping, survey networks, wireline extensometers, synthetic aperture radar, satellite-based synthetic aperture radar, and ground-based real aperture radar [6] . The radar systems usually record the increase in deformation accurately until the slope movement becomes too fast for the radar to capture or until slope collapses. The time and deformation data acquired from these monitoring systems will provide the opportunity to observe the prefailure evolution of a moving slope till the time of collapse. The three prefailure stages include primary, secondary, and tertiary movement ( Figure 1 ). The primary stage displays a decreasing strain rate, the secondary stage displays a constant strain rate, and the tertiary stage represents an accelerating strain rate leading to failure. The prefailure evolution of slope movement exhibits similar characteristics to the creep observed in the study of geomaterials [7] [8] [9] [10] .
Based on the core understanding of the prefailure evolution, many attempts have been made to develop suitable methods to predict an accurate time of slope failure. Many of the slope failure studies have used the inverse velocity (IV) method proposed by Fukuzono in 1985 [11] . The fuzzy neural network approach is another method that gained popularity in the civil engineering industry and was slowly adapted for slope stability analysis. Predicting slope failure is a common practice in active mines to prevent injuries and fatalities due to ground movement issues. With a view to make a prediction that allows for ample evacuation time, the forecast should provide a time before the actual slope failure. As all operations are different, the time required to evacuate the area will solely depend on the size of the mine and the resources available. A prediction that occurs before the actual time of failure is considered a safe prediction, whereas a forecast that occurs after the actual time of failure would be regarded as an unsafe prediction. It is therefore highly desirable to make a safe failure prediction to evacuate the area if required.
The aim of this paper is to investigate the use of machine learning (ML) to make safe predictions. Mitchell defined machine learning as the question of how to build computer programs that improve their performance at some task through experience in 1997 [12] . Machine learning enables the computer to recognize patterns and explore the data and uses algorithms to help make predictions based on the input data. There are many algorithms available today to sort through the data, learn visible and invisible patterns, and use the learnt pattern to make better decisions. There are three main types of machine learning, namely, supervised learning, unsupervised learning, and semisupervised learning. The three types of machine learning are briefly explained below: (i) Supervised learning: a set of data with the known solution is used as the input data; the input data is called training data. The training data is used to train the computer to learn trends and build a model to make informed predictions. Corrections are made to the model for the training process till the desired results are achieved. Classification and regression are examples of supervised learning [13] . (ii) Unsupervised learning: a set of data with unknown solution is used as the input data. For unsupervised learning, a model is built by assuming the presence of structures in the input data by looking for redundancy or similarity in the data [13] . (iii) Semisupervised learning: dataset is a mixture of known and unknown solutions. For this learning, the model is built to understand structure and make predictions [13] .
The application of the fuzzy neural network in slope stability studies is an example of supervised ML. The fuzzy set theory has been used in the past to analyze the potential of a slope failure. These studies successfully demonstrated how the fuzzy neural network could assist preparing for a potential slope failure; however, the fuzzy neural networks have not been used for predicting slope failure [14] [15] [16] [17] [18] . Fuzzy set theory is a machine learning system based on the real-life model of the neuron's work in a human brain. In 1965, Zadeh first introduced the fuzzy set theory, which was adopted for analysis that can be probabilistic or deterministic [19] .
The primary goal of slope failure analysis is to predict the time of slope failure in the presence of evidence that demonstrates signs of a possible slope failure. Similarly, the aim of supervised machine learning is to build a model that can make predictions based on evidence in the data. Using adaptive algorithms, the prediction network learns from the training data and builds a model that is used to make predictions. A large set of training data provides more observations for the training set to learn from and improve its predictive performance. Figure 2 presents a flow chart of how supervised machine learning is used in this study. The idea to attempt a machine learning approach was inspired by a previous study conducted by the authors, where they proposed the use of minimum inverse velocity (MIV) method to improve the accuracy of slope failure predictions [20] .
Methodology
The approach we propose to predict the time of failure is based on nonlinear regression using a two-layer feedforward network. A feed-forward network is a unit in which the processes would not form a cycle; the processes would flow from start to finish like a chain reaction (Figure 2 ). After preprocessing the 22 datasets at our disposal, the timedeformation data is divided into training, validation, and test sets, a network architecture is selected, the network is trained, and multistep prediction is performed. The prediction network was designed in MATLAB using the Neural Network Toolbox. Figure 3 shows the structure of the network.
The datasets collected at open-pit mining operations have different sampling intervals and deformation rates. To obtain the best predictions, preprocessing must be performed to standardize the time series. This step consists of resampling and rescaling the data. Resampling involves changing the sampling interval in each time-deformation series to match or set to a value less than the smallest sampling interval among all the datasets. In this study, a linear interpolation method was used. The deformation data from different mine sites have a wide range of values. When the testing was initiated, the trial tests confirmed that the prediction network is sensitive to magnitude because features with larger values impose more influence on the training set. Transforming data, to have values between 0 and 1, considerably improved the accuracy of predictions.
As mentioned above, this research has been inspired by a recent study conducted by the authors [20] , where they introduced the concept of the minimum inverse velocity. MIV was shown to improve the time of failure predictions compared to the traditional IV method proposed by Fukuzono in 1985 [11] . The predictions from the MIV were obtained using data from a two-hour time window before slope failure. In the machine learning study, we predicted deformation for the same twohour window to compare the performances of the ML and MIV methods.
To predict the failure time in each deformation curve, we created an eight-hour training set consisting of the resampled and rescaled data from the other 21 datasets. Different algorithms that update the weight and bias values in the network training function were tested. We settled on the Levenberg-Marquardt algorithm, since it provides the fastest convergence and better overall prediction values. The property DIVIDEMODE was set to TIMESTEP forcing the targets to be divided into training, validation, and test sets according to timesteps. Various segmentations of training, validation, and test sets were tried, and no significant impact on the final results was observed. For the remainder of the study, 70% of training, 15% of validation, and 15% of testing data were specified from the total dataset of 22 available records.
A curvature index (the normalized area between the time-deformation curve and a straight line connecting the first point in the time series to the failure point) was calculated for each of the 22 datasets used in this research.
12 time series exhibited a linear type deformation, curvature index close to zero. Nine datasets had a curvature index less than −0.1, representing a regressive type deformation. One dataset had a curvature index greater than +0.1, indicative of a progressive deformation. To perform a multistep prediction for a given dataset, the values for the last two-hour window in the time-deformation series were set to NaN (not a number). After much experimentation, we settled on a value of 50 nodes in the hidden layer as it provided the smallest number of nodes and most consistent prediction values.
During training, the network performance over 250 to 400 timesteps produced a mean square error of less than 10
as shown in Figure 4 . In Figure 4 , the -axis represents the error and the Zero Error line represents the mean square error, whereas the -axis represents the number of instances the algorithm ran in order to produce the results. Next, the first peak in the output sequence of the network was used to determine the time of failure for the slope. Figure 5 provides a plot of the original dataset and the predicted values for mine site 20.
Results
The predictions obtained from the MIV resulted in a 75% improvement in comparison to the IV method [20] . Table 1 presents a summary of the results comparing the IV and MIV methods including the predicted time of failures. The predictions based on both methods have been compared to the real time of failure. The negative values in the column "IV-MIV" represent a success (prediction in the safe zone) for the IV method whereas the positive values represent a success for the MIV method. Based on the results below, we can see that MIV method results in a 75% improvement in slope failure predictions.
Some machine learning algorithms perform well when used for fitting data especially if the training set contains strong features. The curvature indices in the 22 datasets range from −0.324 to +0.127 with most of the deformation curves displaying a linear behavior (a curvature index close to zero). Because the time series in the training set have a relatively similar form, we surmised that ML would provide prediction values that are closer to the real time of failure. Twenty-two historical failure datasets with a time span of 8 hours were used to generate the training dataset. Table 2 summarizes the results obtained using ML to predict the time of failure. All the predictions were made based on two hours of missing data prior to the failure. The results of ML are compared to the traditional IV method. The column "IV-ML" provides the time difference between the two approaches. Positive values represent the number of hours ML prediction is closer to the real time of failure compared to IV. Each positive value in the "IV-ML" column represents a success for ML, whereas each negative value represents a success for IV. Based on the results, 19 cases demonstrate a better prediction. The results show an 86.4% success rate in the predictions obtained using the ML method.
The predictions obtained using ML method for the slope failure were compared to the results based on the MIV method. Table 3 shows a comparison between MIV and International Journal of Geophysics 5 ML methods. The column "MIV-ML" provides the time difference between the two approaches. A negative value in the MIV-ML value represents a success (prediction in the safe zone) for the MIV method whereas all the positive values represent a success for the ML method. A comparison of the MIV and ML methods provides a 72% success rate for the machine learning technique. Out of the 22 cases studies, ML method gave better results in 16 cases. Based on the overall results, ML performed significantly better than IV and MIV methods.
After comparing the three methods, IV, MIV, and ML, it is concluded that ML gives the results that are the closest to the real time of failure. A 95% confidence interval was calculated for the three methods. The results are displayed in Table 4 . Based on the confidence interval calculations, it is concluded that 95% of the slope failure predictions using the IV method will fall between −131 and 176 hours from the real time of failure. As the confidence level was applied to the datasets used for the analysis, 21 of the prediction fell in the 95% confidence interval using IV method. The confidence interval calculated for MIV indicates that 95% of the slope failure predictions calculated using MIV will fall between −6 and 5 hours away from the real time of failure. Twenty-one of the 22 datasets analyzed gave a failure prediction that fell into the 95% confidence interval with the MIV method. The confidence interval calculated for ML indicates that 95% of the slope failure predictions calculated using ML will fall between −1.45 and 0.72 hours away from the real time of failure. Twenty-one of the 22 datasets analyzed using ML method gave a failure prediction that fell in the 95% confidence interval. In addition to giving the best results, ML also has the smallest time window between the lower and upper limit of the 95% confidence interval.
In addition to getting a prediction time that is close to the real time of failure, another aim of this study was to provide a time of failure prediction that falls in the safe 6 International Journal of Geophysics zone. Figures 6-8 demonstrate the distribution of the failure prediction using IV, MIV, and ML method. The distribution of the time of failure predictions is compared to the real time of failure, distinguishing the predictions as safe or unsafe. A failure prediction is considered a safe prediction when the failure occurs after the predicted time, whereas if the failure occurs before the predicted time, it is deemed to be an unsafe prediction. In the figures demonstrating the prediction distribution, line AB represents the life expectancy of the moving slope; any prediction below line AB is a safe prediction whereas any prediction above line AB is considered an unsafe prediction. The results were rotated 45 degrees and plotted on an -plot to distinguish between safe and unsafe predictions. In Figures 6-8 , let us assume that the -axis represents the predicted time of failure whereas theaxis represents the actual time of failure minus the predicted time. Tables 1-3 provide all the results using IV, MIV, and ML method to predict the time of failure. The results are represented in a graphical format in Figures 6-8 . Figure 6 represents the prediction distribution of the IV method; the outlier with a time difference of 362 hours was eliminated from the graph to demonstrate a better visualization of the rest of the data. Figure 6 shows that some of the predictions are close to the real time of failure, but there is only one safe prediction. Figure 7 represents the distribution of MIV method, demonstrating that 50% of the failure predictions are in the safe zone. Figure 8 represents the distribution of ML method; this graph shows that all the predictions are very close to the real time of failure. It is hard to see from the graph but only 4 of the predictions using ML method occur after the actual failure time and all the unsafe predictions are within a 5-minute interval from the real time of failure and can be considered as a safe prediction. Statistically, 82% of the predictions using ML fall in the safe zone. The comparisons between IV, MIV, and ML show a significant improvement in the time of failure predictions using the ML method.
Machine learning analysis was also used to analyze the accuracy of the failure predictions with respect to the proximity of the real time of failure to current data. Two datasets were chosen from the twenty-two records utilized in this study, and predictions were made for time series 1, 2, 3, 4, and 5 hours before the failure. This analysis showed that predictions improve as the actual time of failure approaches. Theoretically, slope failure predictions should get closer to the real time of failure as the size of the collected dataset increases. When an accelerating movement is observed in the data, the trend is defined as progressive or regressive as time goes on. If predictions are made with a well-defined progressive curve, the chance of a better prediction improves as the time of actual failure approaches. The investigation related to making predictions 1, 2, 3, 4, and 5 hours prior to failure confirmed the above hypothesis. Results in Table 5 show a trend of decreasing time difference as the real time of failure approaches.
From the two datasets analyzed, it can be concluded that failure predictions made two hours before the failure are the closest to the time of failure, resulting in the best time of failure predictions. In general, as a slope approaches failure, the rate of deformation increases rapidly. If the rate of slope movement is faster than the scan rate, it is likely that the monitoring system does not capture the entire deformation. When the radar is not able to record the movement correctly, the time-deformation curve appears to drop or to slow down. Due to this limitation of the monitoring systems, it has been observed that the gap between the predicted and actual failure time increases.
Discussion
Risk identification, risk management, and risk mitigation processes benefit from reliable slope stability monitoring and forecasting. The desired outcome of slope stability monitoring is to be able to make safe predictions. Any prediction that occurs before the actual failure time is considered a safe prediction. ML approach resulted in 17 failure predictions that occurred in the safe zone and five predictions that were in the unsafe zone. The five unsafe predictions were within 5 minutes of the real time of failure. Therefore, for all practical purposes, they could be considered as safe predictions.
The selection of alarm thresholds at a mine site is often based on historical behavior of slopes and could present challenges as one or several factors controlling slope deformation change suddenly. Increasing the scan rate can help improve the reliability of capturing unexpected acceleration. However, in many situations, due to the large distance from the face Figure 9 and the size of the area to cover, operating the monitoring equipment at high scan rates may not be feasible.
Assessing the potential for failure based on the traditional inverse velocity and the minimum inverse velocity method proposed by the authors in a previous publication depends to a large extent on establishing an appropriate trend line. A velocity curve that is noisy or presents a strong bias effectively limits the potential for making a reliable prediction. The ML method, however, is less prone to noise and bias because it uses time-deformation data. Velocity is calculated by differentiating the deformation curve. Inherently, the process of differentiation amplifies higher frequencies in the time series, hence the requirement to smooth out the velocity data before using the inverse velocity or minimum inverse velocity techniques.
The analysis presented in Table 5 provides another opportunity to quantitatively assess the imminence of failure using the ML method. When creating the training set, one of the requirements is to align the datasets with respect to the actual time of failure in each set. In this study, the training set contained data from eight hours prior to failure. As expected, the prediction network performed best when a multistep prediction was carried out on a test set with a one-and twohour window of missing data prior to failure. In this case, the peak in the prediction curve aligns closely with the peaks in the training set. However, when a test set with a time window far from the actual time of failure is used, a significant shift in the failure peak of the predicted time series is observed. This measure could be used to further verify the accuracy of predictions.
A progressive trend in the deformation data would be most concerning as it has a higher probability of failure. The seven datasets in Table 3 with a difference of more than 30 minutes from the actual time of failure did not show a smooth progressive trend. Datasets that contain a high amount of atmospheric noise (due to rain, wind, or dust) or large movement resulting from mining activity could adversely affect the predicted values. When a slope has been moving for an extended period of time, or if the movement is accelerating, the deformation data would show a linear trend as it moves away from the inflection point that marks the beginning of a progressive curve.
For ML to perform well, all the datasets are required to be of the same length. One could reason that this is a drawback of the ML method. For all the datasets to be of the same length, it might be necessary to shorten the length of the data from an area that has been moving for an extended period of time. Shortening a dataset may remove the inflection point that marks the beginning of a progressive trend. If the data does not include the inflection point, the deformation curve will tend, in general, to show a linear trend line instead of a progressive trend. If the training set does not contain strong progressive features, predictions on the test set with a linear trend could lead to inaccurate failure predictions. The deformation curve from mine site 7 is an example of a dataset that has a progressive trend; however, the data in the eighthour window before the slope failure displays a linear trend (Figures 9(a) and 9(b) ).
To improve the performance of the prediction network, it is therefore recommended to include in the training set deformation data that show similar behavior in terms of the degree of curvature around the inflection point. If a large dataset is available, several training sets could be created based on a judicious grouping of curvature indexes calculated for each time-deformation curve.
Conclusion
Geotechnical risk management analysis is the key to successfully manage the risks posed to personnel, equipment, and production at an active mine [6] . Slope failures have been an issue in the past and continue to be a threat today. To effectively mitigate the risks of unstable slopes, it is important to make more reliable predictions. Slope failure predictions are only helpful when they allow sufficient time to remove people and equipment from the unsafe areas. As all mining operations are different, they may have different escape routes planned in case of emergencies. For this study, the term ample evacuation time is tied together with a safe prediction. It is assumed that each mine will have an estimated required evacuation time based on the size of the mine and the resources available. For the purpose of this study, it is believed that if the predicted time of failure is very close to the real failure or before the collapse, it will provide sufficient time for evacuation. In other words, we want to make a time of failure prediction that gives us the confidence to evacuate if required. For example, if a mine requires 2 hours of evacuation time and the failure was predicted to happen in the next 4 hours, it would be necessary to evacuate the mine 2 hours after the prediction was made or 2 hours before the expected time of failure. It is important to understand that no predetermined amount of time can be considered as ample evacuation time as it can vary from one mine to another and it can also vary between different sections of a single mine.
The current study proposed the use of machine learning (ML) to predict the time of failure. The results of the study show that ML provided prediction values that are 86% of the time closer to the actual time of failure when compared to the traditional IV method. When compared to MIV, ML had a 72% success rate. All the failure predictions using ML method were within 2 hours of the actual time of failure. Fifteen out of the 22 datasets analyzed gave a time of failure prediction that was within 30 minutes of the actual time of failure. Only 2 datasets gave a failure prediction that was over 60 minutes away from the real time of failure. The ML method resulted in 17 datasets with safe predictions and only 5 sets with an unsafe prediction. The five sets with an unsafe prediction were within 5 minutes of the actual failure time, making the unsafe predictions reliable. A larger training set containing carefully selected data based on the similarity of the deformation curves would further improve the reliability of slope failure predictions.
