Abstract. We present an update of BQCD, our Hybrid Monte Carlo program for simulating lattice QCD. BQCD is one of the main production codes of the QCDSF collaboration and is used by CSSM and in some Japanese finite temperature and finite density projects. Since the first publication of the code at Lattice 2010 the program has been extended in various ways. New features of the code include: dynamical QED, action modification in order to compute matrix elements by using Feynman-Hellman theory, more trace measurements (like Tr(D −n ) for κ, c SW and chemical potential reweighting), a more flexible integration scheme, polynomial filtering, term-splitting for RHMC, and a portable implementation of performance critical parts employing SIMD.
Introduction
BQCD is a Hybrid Monte Carlo program for simulating lattice QCD with dynamical Wilson fermions. It was first published at Lattice 2010 [1] and has been used by several groups: the QCDSF-UKQCD collaboration [2] [3] [4] [5] [6] [7] , CSSM [6] [7] [8] [9] , Japanese finite density [10, 11] and finite temperature [12] projects, and the RQCD collaboration [13] .
Here we report on extensions and optimizations that were made meanwhile and give an update on compute performance. The code and a manual can be downloaded from [14] . New features of the program are:
• Actions: hopping term with chemical potential, clover O(a) improved Wilson action plus a CPT breaking term, QCD+QED, QCD+Axion. See section 2.
• Algorithms: polynomial filtering, a generalized multiscale integration scheme, truncated RHMC, Zolotarev approximation. See section 4.
• Compute performance optimizations: explicit vectorization with SIMD intrinsics, improvement of MPI communication. See section 5.
Actions

Gauge actions
Implemented are the Wilson gauge action and an improved gauge action, see [1] .
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Fermion actions
At the time of [1] , O(a) clover improved Wilson fermions, and the SLiNC fermion action [4] . The new version can also simulate:
• the hopping term with chemical potential µ [10, 11] 
• the clover O(a) improved Wilson action plus a CPT breaking term with coefficient λ and a 4 × 4 matrix H [6, 7]
QCD+QED
The program can simulate QCD+QED [5] using the action
S G is an SU(3) gauge action, S A is the non-compact U(1) gauge action
and the fermion action for flavour q is
where
QCD+Axion
The program can simulate QCD+Axion [15] using the action
S a is scalar action for the axion field φ a
and the fermion action for flavour q in the case of Wilson fermions is
Measurements
The following quantities can be measured with BQCD: plaquettes (quadratic and rectangular), topological charge (cooling method), Polyakov loop, Wilson flow, traces of the fermion matrix (
, quark determinant with chemical potential, smallest and largest eigenvalue of the Dirac matrix, meson and baryon propagators.
Algorithms
In addition to nested integrators for multiple time scales, a generalized integration scheme [8] has been implemented. This is where separate integration schemes for each action term are superimposed onto a single time step evolution. This allows the integration step-sizes for each action term to be completely independent of the others.
Rational Hybrid Monte Carlo (RHMC) is implemented with rational approximations from the Remez algorithm. In the case of approximating (W † W) −1/2 , an alternative rational function is available, namely the Zolotarev optimal rational approximation (see e.g. [16] for an explanation).
Alongside Hasenbusch filtering, there are two new filtering methods, one of which applies exclusively to RHMC:
• Polynomial filtering applies to both RHMC and standard HMC fermions, and is the application of a polynomial filter P(W † W) to split the fermion action into several terms:
• Term-splitting for RHMC splits the sum in the rational approximation R(W † W) for RHMC into several terms, giving action
a k , b k are ordered decreasing.
BQCD has a wide range of iterative solvers: cg, BiCGstab, GMRES, GCRODR, multishift cg, block multishift cg.
Optimization of compute performance
SIMD vectorization and MPI
In addition to parallelization with MPI and OpenMP a third level of parallel implementation was introduced for solvers: SIMD vectorization with SIMD intrinsic functions. The SIMD implementation is generic, i.e. it works for any size of SIMD vectors. In order to achieve this, the data layout of arrays had to be changed. All arrays (for gauge, spin-colour and clover fields) now have SIMD vectors as the smallest structure. In Fortran notation the gauge field is defined in the following way old:
complex (8) where the 4 spin components of the spin-colour field are split into 2 + 2 components which optimizes MPI communication in t-direction. The clover arrays, for which a packed format is used, were changed accordingly.
At the single core level the SIMD code is about 2 times faster than the corresponding Fortran code. With this speed-up computations are increasingly dominated by communication and improvement of MPI communication becomes important. Hence, the following MPI optimizations where made:
• The overhead introduced by the reduction to two-component spinors was minimized. Previously the projection was done for the whole local volume, now it is only done for boundary sites, and there is no projection in the t-direction needed any more.
• All MPI 'buffers' are consecutive in memory and aligned to SIMD vector boundaries.
• Communication can overlap with computation. This is implemented with MPI plus OpenMP, where the master thread communicates while the other threads compute.
In tables 1 and 2 performance figures are listed for machines and lattices that are currently used in production. The optimized code runs between 1.3 and 1.7 times faster. 
QUDA
BQCD can run on GPUs by employing the QUDA library [17] . QUDA has a BQCD interface to its cg and multishift cg solvers. 
