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This thesis is focused on the development and application of innovative methods and algorithms
for the multi-level, online optimization and control of batch processes under uncertainty.
Specifically, it proposes novel solutions for the deterministic and stochastic dynamic
optimization/optimal control of single batch operations and introduces new strategies for the
integrated scheduling, dynamic optimization and optimal control of multi-unit/multi-step batch
process. Moreover, it develops innovative approaches for the rapid estimation of the probability
distribution of the uncertain parameters of dynamic process models from experimental
measurements as well as new methodologies for selection of the optimal set of uncertain
parameters in stochastic optimization problems. These computational frameworks are designed to
be flexible and adaptable, thus are suitable for applications in many different sectors, e.g. the
pharmaceutical industry, the production of fine chemicals, food processing and drug delivery.
Moreover, their architecture allows us to easily combine them to yield efficient and reliable
optimization/control systems that can automatically cope with common non-ideal aspects of batch
processing, such as equipment fouling, variable quality of raw materials, and operator performance
variability, with very limited need for manual intervention. The latter aspect makes this work one
of the very few attempts to simplify and promote the application of model-based online
optimization/control to real-life industrial problems. The aforementioned methodologies are
demonstrated on several industrially motivated problems, including batch and fed-batch reaction
systems as well as a multi-stage batch process for the production of a fine chemical.
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1. INTRODUCTION AND MOTIVATION

In the last few decades, there has been a steady growth in applying optimization techniques to the
solution of problems of industrial importance, e.g. supply-chain management, operational planning
and scheduling, optimal process control and dynamic optimization. This trend has been motivated
by both increasing global competition and tighter environmental/safety regulations, which are
driving industry towards reducing costs as well as minimizing environmental impact and
improving process safety. In addition to this tendency, on one hand, the constant demand for more
reliable techniques for process optimization has recently introduced a novel challenge, namely, the
need for explicit handling of model uncertainty. On the other hand, the demand for more efficient
methodologies for process optimization has also revealed the importance of developing holistic
frameworks, which allow optimization of different decisional stages in an integrated fashion.
In response to this growing interest in process optimization, extensive process systems engineering
research has been carried out in the last decades. However, despite the efforts of the PSE
community, many issues still remain (partially) unresolved.
Nowadays, deterministic dynamic optimization (DRTO) and model predictive control (NMPC) [1]
are well-established techniques, which are frequently applied to both continuous and batch
processes, e.g. distillation columns [2], batch (bio-)reactors [3], [4], polymerization systems [5], [6] and
chemical vapor deposition operations [7]. There is clear evidence of the significant benefits arising
from the application of these strategies to industrial processes. As a proof of this, linear model
predictive control is becoming the standard approach used to control oil distillation units.
Therefore, the demand for this type of optimization/control methodologies as well as their
importance in the industrial landscape are expected to grow rapidly in the near future.
In accordance to this trend, the PSE community has recently proposed important advances to
deterministic NMPC and DRTO, which include implementation schemes able to minimize
computational effort [8], algorithms supporting multi-objective problems [9], and the integration of
the two strategies into a single-stage framework, called economic model predictive control [10], [11].
These remarkable attainments allow application of dynamic optimization and optimal control to
both complex, large-scale systems and challenging, real-life problems. However, despite these
achievements, the rationale of the algorithms for deterministic NMPC/DRTO has not changed
significantly over the past few years. This observation predominantly applies to the area of batch
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processing, where no comprehensive NMPC/DRTO framework exists which treats the batch time
as an optimization variable, and supports discontinuous objective functions and/or process models
(this circumstance is not unusual in the context of batch operations). The second chapter of this
thesis proposes a new framework that copes with the latter issues (see Chapter 2).
In contrast to deterministic NMPC/DRTO for which numerous reliable approaches have already
been proposed, the development of comprehensive, reliable and efficient robust dynamic
optimization (RDRTO) and optimal control (RNMPC) frameworks still remain an open issue.
Several algorithms for RDRTO/RNMPC exist, which can be classified into six major categories,
namely, direct uncertainty propagation methods based on either series expansions
unscented transformation, worst-case approaches

[14], [15]

[18]

or the

, chance-constrained strategies

deterministic NMPC/DRTO improved by measurement-based corrections
approaches

[12], [13]

[17]

[16]

,

, Lyapunov-based

and stochastic (or multi-scenario) NMPC/DRTO methodologies

[19], [20], [21]

.

However, although these categories of algorithms introduce very interesting and valuable ideas,
none of them can be considered comprehensive, reliable and free from intrinsic weaknesses.
Worst-case approaches insure robustness by computing control actions based on the worst possible
realization of the model uncertainty. This feature makes them extremely robust but typically takes
to significant performance loss, which is often unaffordable in real-life situations. Direct
uncertainty propagation strategies usually rely on series expansions and on the process model to
correlate the moments of the distributions of the system states to the initial distribution of the
uncertain parameters. Therefore, they are not very suitable for strongly nonlinear processes for the
series expansion may require too many terms to yield a good estimate of the stochastic properties
of the distributions of the states. Lyapunov-based approaches enforce robustness by the addition
of proper constraints to conventional NMPC/DRTO. However, the identification of such
constraints may be complex, when no prior knowledge of the formulation of the process model is
available, and requires continuity of the state profiles. Consequently, this approach cannot be
easily generalized. Robust NMPC/DRTO frameworks relying on measurement-based corrections
use real measurements to adjust the control actions predicted by conventional NMPC/DRTO, thus
enforcing robustness. These techniques are unsuitable for many real-life scenarios due to the
potential presence/occurrence of high measurement uncertainty, gross errors, sensor faults, and so
on. Chance-constrained approaches rely on probabilistic constraints to enforce a certain degree of
robustness, quantified as a probability of constraint satisfaction. The key issue is how to reduce
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these probabilistic constraints to a tractable form, which is usually achieved using discrete
realizations of the model uncertainty, often called scenarios. Since the discretization of the
probabilistic constraints usually requires a huge number of scenarios and there is no general,
efficient and reliable strategy to select them, these RNMPC/RDRTO methodologies are extremely
computationally demanding and difficult to formulate in a general fashion. Finally, stochastic
NMPC/DRTO strategies exploit scenarios to identify and account for the most relevant realizations
of model uncertainty, thus allowing conversion of a full-fledged RDRTO/RNMPC problem into
an “equivalent” deterministic NMPC/DRTO problem. Note that all the different process models
associated with the scenarios are incorporated as additional constraints into this “equivalent”
deterministic NMPC/DRTO formulation. Although this is probably the most recent and most
appealing RDRTO/RNMPC technique, it still suffers from a major limitation. To clarify this point,
note that the structure of scenario set (the positions of the scenarios in the uncertainty space) is
crucial for algorithm effectiveness, because the maximum number of scenarios is limited to
roughly O(101), due to computational efficiency reasons. Moreover, an optimal scenario map
should depend on the mathematical structure of the process model, on the features of the
probability distribution (PDF) of its uncertain parameters and on the operating conditions of the
process over time. Unfortunately, multi-scenario NMPC/DRTO methods estimate the scenario set
statically (once for all) via conventional procedures, e.g. moment matching algorithms

[22], [23]

,

vector quantization methods [24] and quadrature-based strategies [25], which only retain the second
of the three aforementioned functional dependencies. Therefore, the effectiveness of stochastic
NMPC/DRTO is strongly limited by the lack of “optimality” with which the scenario map is
estimated.
In an attempt of contributing to the improvement of RDRTO/RNMPC techniques and of mitigating
the aforementioned issues with standard multi-scenario NMPC/DRTO, the third chapter of this
thesis describes a new stochastic NMPC/DRTO strategy for batch processes, where the scenario
set is dynamically re-estimated over time using a novel ad-hoc procedure, which involves selection
of the scenarios based on both the sensitivity of the process model to the uncertain parameters and
the features of their PDF (see Chapter 3).
Although deterministic/robust dynamic optimization and model predictive control have been
traditionally considered approaches to the optimal management of processes of the most varied
nature, intuition suggests they may as well be used as reliable detection and prevention systems
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for safety hazards. One of the most common safety issues encountered in batch processing is
runaway, which consists of a rapid and hazardous loss of control potentially due to a variety of
reasons, e.g. reactants contamination, equipment faults, critical process disturbances and human
error. The traditional approach to safe (runaway-free) operation of batch systems involves use of
the so-called safety diagrams [26], [27], [28]. These charts allow partitioning the admissible operating
space of the process into several regions, whose boundaries are identified by critical values of
proper dimensionless numbers. Every region is also assigned one or more flags indicating whether,
inside that region, the operating conditions of the process are expected to be
productive/unproductive and/or stable/unstable. The optimal operating policy for the process is
finally chosen so as to operate in a stable and productive region of the safety map.
Note that, although safety diagrams offer an easy way to identify a set of safe operating policies
for a batch system, such operating conditions are usually overconservative. This may result in
consistent economic losses. Moreover, since safety maps do not incorporate any information
concerning model uncertainty, operating policies, which appear to be safe, may be unsafe instead.
These issues may be partially mitigated by online monitoring techniques

[29], [30]

, which warn the

field operator when a runaway is likely to occur in the near future. However, the operator is still
in charge of deciding whether/when to activate emergency shutdown procedures.
The fourth chapter of this thesis shows that certain categories of dynamic optimization/optimal
control methods can serve as integrated optimization/control engines and automatic runaway
prediction and prevention systems, both in the absence and in the presence of model uncertainty
(see Chapter 4). In other words, the dynamic optimization/optimal control method takes care of
supplying optimal control actions to the batch process, of predicting possible future runaways, and
of automatically deciding whether/when to abort a batch cycle to avoid safety hazards, while
minimizing the negative economic impact of this decision. Note that human intervention is no
longer needed.
While model-based online optimization/control are very useful tools to make optimal real-time
decisions, scheduling frameworks allow identification of the most suitable choices in terms of
short-term to medium-term planning. Since scheduling policies may drastically impact on process
economics, in the last decades, the PSE community has addressed and mostly solved the problem
of developing reliable approaches to the optimal scheduling of both continuous and batch
processes. These approaches can be categorized on the basis of how the task to equipment
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allocation (task allocation phase) is performed and what type of process models are used. In
particular, the task allocation step is usually handled via either combinatorial approaches

[31]

or

heuristic rules [32], [33], [34] or resource/state task networks [35], [36], while process models may consist
of either black-box “recipes” with fixed parameters
often, high-fidelity nonlinear equations

[39], [40]

[37]

or linear/linearized equations

[38]

or, less

. Note that most of these scheduling frameworks

require solution of at least an MILP (mixed-integer linear programming problem) or even an
MINLP (mixed-integer nonlinear programming problem), thus being quite computationally
demanding.
In spite of the considerable (economic) benefits guaranteed by decoupled scheduling and
(R)DRTO/(R)NMPC, the constant search for increasing profits has recently led to the attempt of
integrating scheduling, dynamic optimization and model predictive control. The resulting
frameworks combine dynamic optimization and optimal control algorithms with scheduling
methods, and can be classified into three categories based on the types of process models they can
support, i.e. linear/linearized/piecewise linear models
models

[44]

and full nonlinear models

[45], [46]

[41], [42], [43]

, specific types of surrogate

. Despite the recent advances in this research field,

note that the existing strategies for integrated scheduling, dynamic optimization and optimal
control still exhibit some weaknesses, especially when batch processes must be dealt with. In fact,
all of them can support multi-product batch processes but only some of them can handle mixed
process recipes, where some batch operations are run in series and some in parallel. Moreover,
most of them require solution of either an MILP or even an MINLP on a time scale of a few
minutes (this is a typical requirement to insure online applicability). Such computational
performance is difficult to achieve reliably, especially when process models are strongly nonlinear,
and certainly requires special implementation techniques that effectively exploit sparsity patterns
and take advantage of blocks of decoupled equations. Thus, effective implementation is very
challenging and success very case specific. Finally, most of the existing methods for integrated
scheduling, dynamic optimization and optimal control have difficulties handling recycles between
tasks and/or successive batches because of the resulting coupling introduced into the process model
equations. Such coupling can cause computational performance to deteriorate rapidly.
In order to mitigate the aforementioned issues, the fifth chapter of this thesis proposes a new
strategy for the integrated campaign scheduling, dynamic optimization and optimal control of
multi-unit/multi-step batch processes, which does not require online solution of a mixed-integer
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optimization problem and can support virtually any process recipe (serial, parallel, mixed)
including various types of recycles (see Chapter 5). However, as a partial downside, this approach
only supports single-product production campaigns or multi-product campaigns decomposed into
independent single-product campaigns. This limitation will be removed in the future.
As previously outlined, stochastic NMPC/DRTO is probably the most recent and appealing
methodology for robust dynamic optimization and model predictive control. However, this
approach uses scenario maps to handle model uncertainty, thus usually requires knowledge of the
joint probability distribution of the uncertain parameters (PDFUP) of the process model, which is
an essential input data to most scenario selection procedures (these observations apply to the
framework proposed in Chapter 3 as well). The estimation of the PDFUP of a system of nonlinear
ODEs/DAEs is a complex problem, which is conventionally solved using Bayesian inference
combined with either random sampling strategies, e.g. Markov-Chain Monte Carlo (MCMC) [47],
[48]

, or optimization-based strategies, which typically exploit either variational calculus

[49], [50]

or

the Laplace approximation [51]. Note that, despite these state-of-the-art frameworks are reliable and
relatively easy to implement, they suffer from some disadvantages, which limit their application
domain.
Bayesian MCMC approaches use Bayes theorem and smart sampling to build a discrete
approximation of PDFUP. In particular, the density of samples is varied over the uncertainty space
based on the shape of PDFUP itself. Since these strategies tend to be accurate only when a
minimum of O(105,106) samples are used, the resulting computational cost is very high.
Variational Bayes uses a parametric family of distributions (basis set) to approximate PDFUP. The
parameters are computed by minimizing a measure of the “distance” between the real posterior
predicted by the Bayes theorem and the parametric basis set. This type of approach usually leads
to either overestimating or underestimating variances. Moreover, although it is less
computationally demanding than Bayesian MCMC, its computational cost is still high mainly
because a multi-dimensional integral must be computed. Finally, Bayesian inference strategies
relying on the Laplace approximation yield a discrete estimate of PDFUP using a two-step
methodology. First, they divide the uncertainty space into sub-regions and then estimate the
probability associated with every sub-region through an integral formulation of Bayes theorem,
where the Laplace approximation is used to compute all the multi-dimensional integrals. These
techniques are slightly less computationally demanding than variational Bayes but their
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computational cost is still significant for they require solution of several DO (dynamic
optimization) problems as well as numerical computation of several Hessian matrices, followed
by other computationally expensive operations (matrix inversions, LU factorizations, etc.).
Moreover, they can be applied only to unimodal PDFUPs. As a final remark, note that all of the
aforementioned Bayesian inference approaches exhibit another common disadvantage, namely,
they require definition of a likelihood function, which may be a nontrivial problem in real-life
scenarios. The existence of likelihood-free Bayesian inference [52] supports this consideration.
Due to their high computational cost, existing Bayesian inference strategies are mostly unsuitable
for applications in the field of stochastic dynamic optimization and optimal control, where the
estimation/update of the PDFUP of the process model must be performed on a time scale of a few
minutes, e.g. in the idle time between two consecutive batch cycles. Therefore, the sixth chapter
of this thesis proposes a new fast approach to the estimation/update of the PDF of the uncertain
parameters of a nonlinear system of ODEs/DAEs, which combines projection, mapping and
maximum likelihood estimation (MLE) methods (see Chapter 6). This strategy is far more
computationally efficient (up to two orders of magnitude) than Bayesian MCMC and does not rely
on Bayes theorem, thus being completely likelihood-free. These features make it not only perfect
for iterative PDF estimation/update within stochastic NMPC/DRTO problems but also an
appealing candidate for short-cut PDF estimation.
One last interesting aspect, which concerns stochastic NMPC/DRTO, involves the optimal
selection of the set of uncertain parameters (SUP), also called uncertainty set. This is a crucial
issue because the SUP may significantly affect both the robustness and the performance of
stochastic NMPC/DRTO algorithms, and can only include a limited number of uncertain
parameters, e.g. four or five, for computational limitations. This important aspect has surprisingly
received very limited attention so far, thus the typical procedures for selecting the SUP simply
involve use of heuristic rules, conventional sensitivity analysis
analysis

[55]

[53], [54]

and/or global sensitivity

, all applied in a static fashion (the SUP is estimated once for all). These static

approaches are often inadequate because the importance of any given uncertain parameter may
vary over time. For example, in a batch setting, the relevance of a generic uncertain parameter may
change from batch cycle to batch cycle due to the progressive degradation of the performance of
the batch equipment, to variations in the operating conditions implemented to account for changes
in market demand, and so on.
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Figure 1.1: PhD tree showing all the methodologies developed during the PhD (blue, green, red
and black boxes) and potential future activities (orange boxes) [nth → PhD year; C++ → general
C++ implementation available].
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Therefore, the second to last chapter of this thesis introduces an innovative strategy for the batchto-batch selection of the optimal uncertainty set for stochastic NMPC/DRTO problems, which
relies on approximate statistical analysis, ad-hoc multi-point sensitivity analysis and a novel
ranking criteria (see Chapter 7). Note that this approach represents a significant step forward with
respect to the current state of the art. However, future plans involve an even more ambitious goal,
namely, the development of a methodology for the real-time identification of the optimal SUP.
In conclusion, to summarize the key messages of this first chapter, the PSE community has already
carried out extensive research in the fields of deterministic/stochastic dynamic optimization and
optimal control, combination of scheduling, dynamic optimization and control, and PDF
estimation/update, but these research areas still exhibit many open issues and offer significant
research challenges. Most of these issues and challenges concern batch processes, which have been
devoted less attention than continuous operations. Therefore, this thesis proposes a set of new
methods and tools for the multi-scale, online optimization and control of batch processes both in
the absence and in the presence of model uncertainty, which allow solution of some of the
aforementioned problems/challenges and mitigation of some others (see Figure 1.1 for a graphic
overview of these methods and their logical interconnections). A proper combination of some of
these approaches and tools also allows creation of online model-based optimization and control
systems that can cope with the effects of many non-ideal aspects of batch processing, e.g. fouling,
variable quality of raw materials, etc., with very limited to no human intervention. The latter aspect
makes this work one of the very few attempts to simplify and promote the application of modelbased online optimization/control to real-life industrial scenarios.

10

2. NOVEL METHODOLOGY FOR THE DETERMINISTIC DYNAMIC
OPTIMIZATION AND OPTIMAL CONTROL OF BATCH
OPERATIONS

This chapter describes a new deterministic NMPC/DRTO approach for batch systems, named
BSMBO&C (Batch Simultaneous Model-Based Optimization and Control)

[56], [57]

, which

introduces some innovative concepts. Specifically, this approach supports any user-supplied
performance function (objective function), even those that exhibit discontinuities. Moreover, it
considers the duration of the batch operation as a full-fledged optimization variable, and recomputes it at every new control action. Finally, it can serve both as an engine for either
optimization or control and as a system for integrated optimization and control. In the latter
configuration, no control layer exists and control actions are directly computed via minimization
of the aforementioned user-supplied objective function. This eliminates the need for a lower level
control system and mitigates the possible instabilities arising from the mutual interaction of NMPC
and DRTO.
The principal concepts addressed in this chapter include a conceptual description of BSMBO&C,
the rationale used to implement it into a C++ code, and two examples of its application to a fedbatch process. These test cases allow us to validate BSMBO&C, to show its flexibility, and to
compare its effectiveness to that of conventional methods for online optimization and control of
batch processes.

BSMBO&C: The Algorithm Description
BSMBO&C derives from a coupling, generalization and extension of model predictive control and
dynamic optimization. According to the specific application scenario, it can serve as an augmented
NMPC, DRTO or EMPC framework, where the time of the batch operation is considered an
optimization variable and any objective function can be used (conventional quadratic functions,
economic functions, measures of the environmental impact of the process, and so on). Note that a
proper selection of the performance function even allows solution of pseudo scheduling problems,
namely, scheduling problems where a single batch operation is involved (further details will be
provided in Section 2.1.2).
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Before introducing the rationale of BSMBO&C, let us introduce some preliminary concepts. Let
𝒅, 𝒎 and 𝒘 be the vectors of the perturbations, of the manipulated variables and of the dependent
variables (states) of a generic batch process, respectively. Moreover, let us assume that the model
of this generic batch process can be formulated as either an ODE or a DAE system (see Eq.(2.1),
where 𝑰𝑀 is a diagonal matrix that can be either non-singular or singular).

 dw
 f ( w , m, d )
I M
dt

w (t )  w 0
 0

(2.1)

Given these preliminary definitions/assumptions, BSMBO&C involves an initialization procedure,
where user-defined preferences/data are loaded and the initial conditions of the batch operation are
set, followed by the iterative execution of a basic step until a stopping condition is satisfied. This
basic step is comprised of several sub-steps, which are listed below:
▪

For every manipulated variable, an initial number of control intervals ( 𝑵𝐶𝐼 ) and the
standard/initial length of such intervals (∆𝒕0𝐶𝐼 ) are either defined from the user-supplied
settings or inherited from the previous basic step.

▪

Starting from a certain time point (𝑡 ∗ ), where the operating condition of the process (i.e.
the values of 𝒅, 𝒎 and 𝒘) are known, the optimal profiles of the manipulated variables
𝑜𝑝𝑡
(𝒎𝑜𝑝𝑡 ) and the optimal residual time of the batch operation (∆𝑡𝐵𝐶
) are estimated via

optimization (see Section 2.1.2 for further details). To make the optimization tractable, the
trajectories of the manipulated variables are approximated using piece-wise constant
functions.
▪

The first portion of the optimal profiles of the manipulated variables (𝒎𝑜𝑝𝑡 𝑡 𝜖 [𝑡 ∗ , 𝑡 ∗ +
∆𝑡𝐶𝑀 ]) are applied to the batch process for a specific time period (∆𝑡𝐶𝑀 ), defined by
BSMBO&C itself. Then, the response of the process to the control action is measured and
stored for future use.

▪

∗
The initial time point of the next basic step (𝑡𝑛𝑒𝑤
) is evaluated by adding ∆𝑡𝐶𝑀 to 𝑡 ∗ , and

the number of control intervals of every manipulated variable is updated (the logic used to
update 𝑵𝐶𝐼 is described in Section 2.1.1).
The aforementioned stopping condition is used to identify when the optimal time of the batch
operation has been reached, thus the batch cycle must terminate. It is satisfied when all the
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manipulated variables own a single control interval (𝑵𝐶𝐼 = 𝟏) and the optimal residual time of the
𝑜𝑝𝑡
batch operation (∆𝑡𝐵𝐶
) is smaller than or equal to the standard/initial length of the minimum
0
control interval (∆𝑡𝐶𝐼,𝑀𝐼𝑁
).

Figure 2.1: Architecture of the BSMBO&C algorithm.

To further clarify the key ideas on which BSMBO&C relies, Figure 2.1 shows a graphical
overview of the framework. This schematic shows the initialization, the stopping condition check,
the basic step and all the sub-steps, and highlights the logical interconnections among them. Note
that ovals identify steps/sub-steps, rectangular blocks highlight either user-defined data or results
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of some sub-step execution, and the only rhomboidal block is used to symbolize the target process,
i.e. the generic batch process to which BSMBO&C is applied. Finally, for the convenience of the
reader, colors are used to mark all the sub-steps associated with the same step, namely, red
indicates the sub-steps of the basic step while grey marks the sub-steps of the initialization
procedure.
The other subsections of this section will provide additional details on some of the steps/sub-steps
outlined in this qualitative description of BSMBO&C.
2.1.1 Discretization strategy applied to the trajectories of the manipulated variables
BSMBO&C approximates the (optimal) profiles of the manipulated variables using piece-wise
constant functions. The structure of the discretization grid of a generic manipulated variable is
shown in Figure 2.2, which suggests that any grid, i.e. any manipulated variable, is associated with
𝑖
𝑖
a certain number of control intervals (𝑁𝐶𝐼
), all equal in length (∆𝑡𝐶𝐼
).

Figure 2.2: Discretization strategy applied to the trajectories of the manipulated variables.

Note that both the number and the length of the control intervals may vary during any basic step
0,𝑖
𝑖
of BSMBO&C. Specifically, 𝑁𝐶𝐼
is set to a user-defined initial value (𝑁𝐶𝐼
) at the beginning of
0,𝑖
𝑖
every BSMBO&C run, and can be updated at the end of any basic step. ∆𝑡𝐶𝐼
is set to ∆𝑡𝐶𝐼
at the

beginning of every basic step, and can be adjusted several times during a single optimization substep. The reason for this dynamic variation in the number and length of the control intervals over
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different basic steps will be clarified later on. For the time being, it is important to stress that this
𝑖
discretization approach allows every manipulated variable to be associated with a specific 𝑁𝐶𝐼
−
𝑖
∆𝑡𝐶𝐼
pair, which is usually different than that of the other manipulated variables. Therefore, all the

discretization grids are tailored for the corresponding adjustable variables. This feature is very
important to save computational resources, thus improving the overall algorithm efficiency. In fact,
we can allocate more/less control intervals to the discretization meshes of the manipulated
variables that must be estimated more/less accurately.

Figure 2.3: Rationale of the procedure used dynamically for reducing (a)/increasing (b) the
number of control intervals.
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After this overview of the discretization approach used in BSMBO&C, let us discuss the dynamic
update of the number and length of the control intervals of the discretization grids. Intuition
𝑖
suggests that 𝑁𝐶𝐼
should be periodically adjusted to account for two opposite situations, namely,

either the current estimation of the batch cycle time (𝑡𝐵𝐶 ) overlaps the standard control horizon of
0,𝑖
𝑖
the i-th manipulated variable (𝑁𝐶𝐼
∆𝑡𝐶𝐼
) or the ratio of the standard control horizon of the i-th

manipulated variable and the current estimation of the residual duration of the batch cycle (∆𝑡𝐵𝐶 )
𝑖
suddenly becomes very large. The first scenario requires a reduction in 𝑁𝐶𝐼
(Figure 2.3), which is
𝑖
performed via Eq.(2.2), while the second requires an increase in 𝑁𝐶𝐼
(Figure 2.3), which is carried

out using Eq.(2.3) (𝜀𝑖0 is a dimensionless parameter defined as the ratio of the standard control
horizon of the i-th manipulated variable and a user-supplied, initial estimate of the optimal duration
𝑖
of the batch cycle). In all the other situations, which do not match those listed above, 𝑁𝐶𝐼
is kept

constant.

 t

NCIi  Max 1; floor  BC
0,i

 tCI

 

 


 t
NCIi  Min  NCI0,i ; floor   i0 BC
0,i
 tCI


(2.2)

 

 

(2.3)

Three additional remarks may be useful to the reader. Specifically, note that this procedure for
updating the number of control intervals is simultaneously applied to the discretization meshes of
all the manipulated variables, and always takes place at the end of a basic step of BSMBO&C.
𝑖
This implies that multiple 𝑁𝐶𝐼
may be modified at the end of the same basic step, and their

new values will be used starting from the following one. In addition, it is also important to stress
𝑖
that it is much more common to reduce 𝑁𝐶𝐼
than it is to increase it, because the first action is taken

when we are approaching the end of the batch operation while the second may be taken only to
compensate for some critical process disturbance, which causes the optimal batch time to increase
𝑖
significantly. Finally, consider that the dynamic update of 𝑁𝐶𝐼
also allows regulation of the ratios

of the standard control horizons of the manipulated variables and the residual duration of the batch
cycle, which matches the prediction horizon. This allows BSMBO&C to be both efficient and
reliable.
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𝑖
While 𝑁𝐶𝐼
is always re-estimated at the end of a basic step of BSMBO&C, the re-computation of
𝑖
∆𝑡𝐶𝐼
may take place, even multiple times, within any optimization sub-step. In particular, given a
𝑖
generic optimization sub-step, ∆𝑡𝐶𝐼
is rescaled via Eq.(2.4) in every iteration of the optimization

procedure, where the current estimation of the batch cycle time (𝑡𝐵𝐶 ) overlaps the standard control
0,𝑖
𝑖
𝑖
horizon of the i-th manipulated variable ( 𝑁𝐶𝐼
∆𝑡𝐶𝐼
). On the other hand, ∆𝑡𝐶𝐼
is reset to its
0,𝑖
initial/standard value (∆𝑡𝐶𝐼
) whether/when the current estimation of the residual time of the batch

cycle (∆𝑡𝐵𝐶 ) goes back to being larger than the standard control horizon of the i-th manipulated
variable.
i
tCI


t BC
N CIi  1

(2.4)

𝑖
The reader should note that this technique for the dynamic re-estimation of ∆𝑡𝐶𝐼
is simultaneously
𝑖
applied to all the discretization grids of the manipulated variables, thus multiple ∆𝑡𝐶𝐼
may be

rescaled/restored in the same iteration of any optimization sub-step. Moreover, this strategy for
𝑖
updating ∆𝑡𝐶𝐼
is essential to retain feasibility of the optimization problem, solved in the

optimization sub-steps, for it insures that all control horizons will always be smaller than the
current residual duration of the batch operation (it would be unreasonable to compute the optimal
trajectories of the manipulated variables at time points that lie beyond the end of the batch cycle).
As a final remark, note that the discretization approach described in this sub-section also allows
BSMBO&C to accurately identify the optimal duration of the batch operation, which deeply affect
process performance. Again, this is due to the synergistic effects of the dynamic re-evaluation of
𝑖
𝑖
both 𝑁𝐶𝐼
and ∆𝑡𝐶𝐼
over time.

2.1.2 Formulation of the optimization sub-step
Let 𝒘𝐵𝐶 be the values of the dependent variables at 𝑡𝐵𝐶 and let 𝒘𝐶𝑀 be the values of the states at
(𝑡 ∗ + ∆𝑡𝐶𝑀 ). Moreover, let 𝒅∗ , 𝒎∗ and 𝒘∗ be the process operating conditions at 𝑡 ∗ , let 𝑫𝒄 and
𝑨𝑹𝒄 be tuning parameters of BSMBO&C, and let 𝑁𝑣𝑤 and 𝑁𝑣𝑚 be the number of dependent
variables and manipulated variables of the batch process, respectively. Given these additional
definitions, every optimization sub-step requires solution of the nonlinear, nonconvex optimization
problem described in Eq.(2.5). This optimization problem includes two types of constraints,
namely, nonlinear ODEs/DAEs and lower/upper bounds, and may be solved using several different
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methodologies outlined in Section 2.2. For the time being, it is important to focus on the overall
mathematical structure of Eq.(2.5) and on the formulation of both its objective function and its
nonlinear differential/differential-algebraic constraints.
The objective function (𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 ) shown in Eq.(2.5) is comprised of four major terms, namely,
two user-defined performance functions (𝑓 and 𝑔), a term used to modulate the derivatives of the
states of the target process (Eq.(2.5), first line), and an anti-ringing term (Eq.(2.5), second line).
This type of formulation is very flexible, thus allows BSMBO&C to solve a wide variety of online
optimization/control problems, by simply selecting proper 𝑓 and 𝑔 functions as well as suitable
values for 𝑫𝒄 and 𝑨𝑹𝒄. For example, if 𝑓 is set to one and 𝑔 is set to a measure of performance
of a single batch cycle, then BSMBO&C solves the integrated online optimization and control of
a single batch cycle. On the other hand, a pseudo scheduling problem can be easily addressed by
choosing 𝑓 as the number of batch cycles that can be carried out in a predefined campaign time
and 𝑔 as an indicator of performance of a single batch cycle. In the latter configuration, it is
assumed that no production target exists, thus the goal is to produce as much product as possible
in the production campaign. If there exists a production target, then the formulation of 𝑔 remains
unchanged but 𝑓 must be defined as the number of batch cycles required to produce what has not
been synthesized yet. Note that all these examples require that the 𝑔 function is defined as a
generic indicator of the performance of a single batch cycle. Thus, 𝑔 may typically be one out of
net income, production cost, product recovery, product yield, reactant conversion and so on.
Finally, it is very important to specify that, independently of the specific choice of 𝑓 and 𝑔, their
product (𝑓 ∗ 𝑔) must always be decreasing for increasing process performance.
It is now clear that the properties of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 are mainly determined by the choice of 𝑓 and
𝑔. However, the other two terms of this objective function (the anti-ringing term and the term for
modulating the state derivatives) play an important role in promoting smooth optimal profiles of
both the manipulated variables and the states of the batch process. Therefore, such terms allow
BSMBO&C to return optimization/control policies that minimize unwanted mechanical stress on
the equipment. Moreover, the term for modulating the state derivatives is also important within
those scenarios, where the target process may exhibit instabilities, because it minimizes the
probability of experiencing runaways and/or other safety issues. In other words, the regulatory
terms of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 insure that BSMBO&C always suggests feasible decisions. As a last remark,
note that the effect of the two aforementioned regulatory terms is modulated by changing the
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values of 𝑫𝒄 and 𝑨𝑹𝒄 (larger values of these tuning coefficients produce stronger effects of the
corresponding regulatory terms). The selection of the optimal values of 𝑫𝒄 and 𝑨𝑹𝒄 for a specific
application is nontrivial for such values primarily depend on the features of the process as well as
on the formulation of 𝑓 and 𝑔. Therefore, Section 2.1.3 introduces simple heuristic rules to solve
this complex tuning problem.
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After describing the features of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 , let us now briefly comment on the set of nonlinear
ODEs/DAEs included in Eq.(2.5). This set of equations is the dynamic model of the target batch
process. Since BSMBO&C is a deterministic framework, the predictions of this dynamic model
must be very accurate. In practice, small mismatches between model predictions and the dynamic
response of the real system may be tolerable, even though the meaning of “small” depends on both
the nature of the batch process and the type of optimization/control problem to be solved.
Finally, note that, since 𝑓 and 𝑔 may be selected so as to solve a pseudo scheduling problem and
the model of the target process can be nonlinear, BSMBO&C allows solution of simple integrated
scheduling, dynamic optimization and optimal control problems. In addition, thanks to the
structure of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 , BSMBO&C also shows to be suitable for applications, where the batch
process can exhibit runaways/instabilities. These two interesting features will be exploited later
on.
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2.1.3 Heuristic tuning rules for the BSMBO&C algorithm
In order to use BSMBO&C, the user must provide values for some tuning parameters, namely, the
anti-ringing coefficients (𝑨𝑹𝒄), the slope control coefficients (𝑫𝒄), the initial number of control
intervals associated with the manipulated variables (𝑵0𝐶𝐼 ) and the standard length of these control
intervals (∆𝒕0𝐶𝐼 ). Different tuning configurations affect the optimization/control policy suggested
by BSMBO&C as follows:
▪

larger/smaller values of 𝑫𝒄 and 𝑨𝑹𝒄 produce smoother/more oscillating profiles of both
the manipulated variables and the states but also take to lower/higher performance;

▪

larger/smaller values of 𝑵0𝐶𝐼 guarantee higher/lower performance but also higher/lower
computational effort;

▪

larger/smaller values of ∆𝒕0𝐶𝐼 may lead to higher or lower performance depending on both
the features of the batch process and the value of 𝑵0𝐶𝐼 .

The optimal values of the aforementioned tuning coefficients primarily depend on both the
characteristics of the batch system and the formulation of the functions 𝑓 and 𝑔, and may slightly
depend on the type of process perturbations experienced by the process (on average). Therefore, it
is very difficult to design a rigorous and general tuning methodology for BSMBO&C, which relies
on whatsoever criteria (for example, integral error measures such as ISE, IAE and ITAE). In
addition, even if this general tuning method could be designed, it would be too computationally
demanding to be applicable to real-life problems. Thus, we report some heuristic rules that allow
quick estimation of reasonable values of 𝑫𝒄, 𝑨𝑹𝒄, 𝑵0𝐶𝐼 and ∆𝒕0𝐶𝐼 :
▪

𝑵0𝐶𝐼 and ∆𝒕0𝐶𝐼 are selected such that the ratios of the standard control horizons and an initial
estimate of the duration of the batch operation assume a value of 5 – 15 %, and the
computational efficiency of BSMBO&C is sufficient for online applications. The initial
estimate of the time of the batch operation usually derives from historical data.

▪

A first guess of 𝑨𝑹𝒄 is computed such that the anti-ringing term induces a variation of 0.5
– 10 % in the average value of 𝑔, as the consequence of a change of 0.01 – 10 % in any of
the manipulated variables. Similarly, a first guess of 𝑫𝒄 is computed such that the term for
modulating the state derivatives induces the same variation in the average value of 𝑔, as
the consequence of a change of 0.1 – 10 % in any of the states.
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▪

the initial values of 𝑨𝑹𝒄 and 𝑫𝒄 are refined using trial and error method and/or sensitivity
analysis.

On the basis of this heuristic tuning procedure, the reader may argue that many tuning coefficients
(𝑁𝑣𝑤 + 𝑁𝑣𝑚 ) must be refined using trial and error method, which may lead to the conclusion that
tuning BSMBO&C is time consuming. However, all the elements of 𝑫𝒄 can be usually set to zero.
As the only exception to this rule, the elements of 𝑫𝒄 associated with very sensitive state variables
should be nonzero, e.g. the entry of 𝑫𝒄 associated with the temperature of an unstable reactor.
Therefore, BSMBO&C requires an average number of tuning coefficients close to 𝑁𝑣𝑚 , which is
in line with other dynamic optimization and optimal control methods. As a final important remark,
note that both 𝑫𝒄 and 𝑨𝑹𝒄 must be dimensional parameters to ensure that all the terms of
𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 share the same unit of measure. Therefore, it is easier and quicker to tune
BSMBO&C when functions 𝑓 and 𝑔 are dimensionless. The latter concept will be frequently used
later on.

BSMBO&C: The Implementation Logic
After the conceptual description of BSMBO&C, provided in Section 2.1, we now convey the logic
of implementation of this new strategy into a computer program, using the sequential (black-box)
approach (Figure 2.4). The black-box approach is not the only strategy conventionally applied to
the solution of NMPC/DRTO problems, but is the most suitable for BSMBO&C because is the
only strategy that can easily handle discontinuous objective functions (𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 may exhibit
discontinuities). In addition to this aspect, the sequential approach also has some advantages over
its most popular competitor, i.e. the simultaneous approach. Specifically, it insures that the control
actions computed by BSMBO&C always refer to a feasible operating condition of the target
process, also in the case of loose convergence within the optimization sub-step. Moreover, it allows
conversion of Eq.(2.5) into a small-scale, bound-constrained optimization problem, which can be
solved using many derivative-free optimization tools. Finally, it makes it easier to exploit the
sparsity pattern of the Jacobian of the batch process model. On the other hand, sequential
approaches are usually less performing than simultaneous strategies, especially when the process
model is large-scale. However, this is not a significant downside within the field of batch
processing because most of the process models are usually small-to-medium scale.
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Figure 2.4: Rationale of the sequential (black-box) approach.

Since BSMBO&C is implemented using a sequential approach, we need to identify both a suitable
optimizer to solve the optimization sub-step, and an appropriate ODE/DAE solver to integrate the
model of the batch process at every evaluation of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 . These numerical tools have to
satisfy specific requirements, discussed in Section 2.2.1, and have been taken from the BzzMath
library

[58], [59]

. These same tools are used to implement the core of BSMBO&C, i.e. the

optimization sub-step, as we show in Section 2.2.2. All the other implementation steps are less
important/interesting, thus no detailed description is provided.
2.2.1 Requirements and features of the selected numerical tools
In order to build reliable and efficient sequential implementations of NMPC/DRTO algorithms,
the employed optimization and integration routines must satisfy some essential requirements. The
optimizer must be both efficient and robust, meaning that it must be able to quickly and reliably
solve complex NLPs, where the objective function may locally exhibit both flat regions and very
narrow “canyons”. The integrator must be very efficient and reliable in solving (strongly)
nonlinear systems of ODEs/DAEs. In addition to these basic features, the optimization routine
used for implementing BSMBO&C must also support discontinuous objective functions.
The derivative-free optimizer of BzzMath meets all of the aforementioned requirements. It relies
on a bilevel multi-start heuristic method, which applies an improved version of Nelder-Mead
simplex as lower-level algorithm and an interpolation/extrapolation method as upper-level
algorithm.

The

upper-level

strategy

keeps

generating

new

first

guesses

via

interpolation/extrapolation, which are then refined through the lower-level strategy, until
convergence is reached. Thanks to this architecture, this optimization routine allows fast and
accurate solution of very complex NLPs, whose objective functions may be discontinuous. Thus,
it has been chosen to be the optimization engine of BSMBO&C.
The multi-value ODE/DAE integrator of BzzMath relies on improved Gear methods, and satisfies
all the aforementioned requirements because is very efficient and can easily solve strongly
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nonlinear ODE/DAE systems. Note that this numerical tool can easily integrate even those DAE
systems where the number of algebraic equations is much larger than that of differential equations.
For all of these reasons, this numerical routine is used as the integration engine of BSMBO&C.
Finally, let us mention one last important aspect. The optimization problem, which must be solved
in the optimization sub-step of BSMBO&C, is usually nonconvex, but the optimization engine
selected is a local optimizer. This is a potential source of inefficiency because BSMBO&C may
not compute the best possible control/optimization policy. However, global optimization still
cannot be employed within NMPC/DRTO frameworks due to computational limitations. In the
near future, we may decide to revise the implementation of BSMBO&C to cope with this issue.
2.2.2 Implementation of the optimization sub-step
As reported in Section 2.1.2, the optimization sub-step of BSMBO&C requires solution of an NLP
problem, where both lower/upper bounds and differential-algebraic nonlinear constraints are
present. This complex optimization problem is reduced to a simpler bound-constrained NLP using
the sequential approach (Figure 2.4). This implies that the differential-algebraic constraints, i.e.
the batch process model, are explicitly solved to compute the objective function of BSMBO&C
(𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 ), thus are removed from the original optimization problem (Eq.(2.5)). Consequently,
the trajectories of the states of the batch process as well disappear from the original optimization
problem, because they can no longer be considered actual optimization “variables”. Note that the
use of a black-box approach takes to drastic simplifications but also introduces a new challenge,
namely, it is no longer straightforward to enforce lower/upper bounds on the process states (𝒘),
because the optimizer cannot modify them directly. To handle these constraints, two approaches
are proposed, i.e. the boolean strategy and the weighted strategy, which convert them into a proper
event-based penalty function.
Before describing the boolean strategy, we need to introduce an important feature of the optimizer
of the BzzMath library, used for the implementation of BSMBO&C. This optimization tool let the
user notify when the objective function is infeasible, meaning that its evaluation causes an
unwanted, user-defined condition to come true. The infeasibility notification is sent back to the
optimizer through a flag, which must be set to one within the objective function subroutine, and
causes the optimization routine to discard the current value of the optimization variables and go
on to the next iteration. The boolean strategy is a direct application of the latter feature, where the

23
user-defined infeasibility condition corresponds to the violation of the lower/upper bounds on the
states of the batch process (Figure 2.5). More precisely, the rationale of this strategy is summarized
below:
▪

Within the optimization sub-step of a generic basic step of BSMBO&C, the optimizer
computes 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 several times, thus the ODE/DAE integrator solves, as many times,
the model of the batch process from 𝑡 ∗ − 𝒘∗ to 𝑡𝐵𝐶 − 𝒘𝐵𝐶 . Every time the process model
𝑤
is solved, the resulting state trajectories are compared to their lower/upper bounds at 𝑁𝑏𝑐

time points, belonging to the interval (𝑡 ∗ ; 𝑡𝐵𝐶 ] (for the sake of simplicity suppose those
points are uniformly distributed).
▪

𝑤
If any of the state profiles violates its lower/upper bound at any of the 𝑁𝑏𝑐
time points, then

an infeasibility exception is thrown.

Figure 2.5: Rationale of the boolean strategy for both a lower (dashed line) and an upper (solid
line) bound violation.

Note that the boolean strategy converts any violation of the lower/upper bounds on the states into
an infinite penalty to 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 , thus this approach relies on an infinite event-based penalty
function. Consequently, if the boolean strategy is used, then the optimal set of manipulated
𝑜𝑝𝑡
variables (𝒎𝑜𝑝𝑡 ) and the optimal residual time of the batch operation (∆𝑡𝐵𝐶
), generated by every

optimization sub-step, insure all the state bounds to be globally satisfied in the interval (𝑡 ∗ ; 𝑡𝐵𝐶 ].
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The weighted strategy still relies on an event-based penalty function but, unlike the boolean
strategy, this function is finite. Specifically, the penalty added to 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 is proportional to
the area between any state trajectory, which violates its lower/upper bound, and the bound itself.
The qualitative description of this approach to enforcing state bounds is reported below:
▪

Within the optimization sub-step of a generic basic step of BSMBO&C, the optimizer
computes 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 several times, thus the ODE/DAE integrator solves, as many times,
the model of the batch process from 𝑡 ∗ − 𝒘∗ to 𝑡𝐵𝐶 − 𝒘𝐵𝐶 . Every time the process model
is integrated, the resulting state profiles are compared to their lower/upper bounds in the
interval (𝑡 ∗ ; 𝑡𝐵𝐶 ].

▪

If the trajectory of the k-th dependent variable violates its lower/upper bound in some subintervals of (𝑡 ∗ ; 𝑡𝐵𝐶 ], we estimate the integral of the absolute difference between the k-th
state profile and its lower/upper bound (𝐼𝑘𝑝 ) limited to these sub-intervals (see Figure 2.6
for a graphical overview of this step).

▪

The latter procedure is applied to every dependent variable. Then, all the integrals 𝐼𝑘𝑝 are
combined to yield a global penalty term, which is re-scaled to match the order of magnitude
of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 , multiplied by a penalty parameter (𝜉), and finally added to 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶
𝑝

itself. The result of all these operations is a new objective function, named 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 .
▪

For the current iteration of the optimization sub-step, 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 is replaced by
𝑝
𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶
, which is returned to the optimizer.

As already outlined, the weighted strategy converts any violation of the lower/upper bounds on the
dependent variables into a finite penalty to 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 . Therefore, if this strategy is used, there
is no guarantee that the optimal set of manipulated variables (𝒎𝑜𝑝𝑡 ) and the optimal residual
𝑜𝑝𝑡
duration of the batch operation ( ∆𝑡𝐵𝐶
), computed by every optimization sub-step, insure

satisfaction of all of the state bounds in the interval (𝑡 ∗ ; 𝑡𝐵𝐶 ]. While the presence and the extent of
possible bound violations primarily depend on the value of 𝜉, it is very unlikely that reasonable
values of this parameter lead to constraint violations larger than O(10-3,10-4) on a relative basis.
Before addressing the quantitative description of the boolean and weighted strategies, let us
𝑤
comment on the selection of 𝑁𝑏𝑐
, because the effectiveness of both of these approaches for

enforcing state bounds largely depend on this parameter (see Figure 2.5 and Figure 2.6). It is
𝑤
evident that the larger 𝑁𝑏𝑐
is, the more accurate and reliable the boolean and weighted strategies
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𝑤
are. However, extremely large values of 𝑁𝑏𝑐
may lead to deterioration of the overall computational

efficiency of BSMBO&C. It has been found by trial and error method that it is a good compromise
𝑤
𝑤
to set 𝑁𝑏𝑐
to O(104). Note that 𝑁𝑏𝑐
is usually independent of the type of problem to which

BSMBO&C is applied, thus this heuristic value can be considered a very reliable default.

Figure 2.6: Methodology applied to the approximation of 𝐼𝑘𝑝 within the weighted strategy.

Even though very detailed qualitative descriptions of both the boolean and the weighted strategies
have been conveyed, it is preferable to report a rigorous mathematical formulation of the weighted
strategy (see Eq.(2.6)). No mathematical description of the boolean strategy is necessary due to its
intrinsic simplicity. The reader can easily understand Eq.(2.6) without the need for extensive
comments, thus we only highlight that the structure of this equation suggests the value of the
penalty parameter 𝜉 can be easily standardized. Indeed, it has been found that a reasonable value
of 𝜉 for most applications is 10 – 15.
The reader may wonder why two different strategies have been proposed to handle the lower/upper
bounds on the dependent variables of the batch process. The answer lies in the different features
of the boolean and weighted strategies. On one hand, the boolean strategy guarantees that no
trajectories of the states of the process violate any of their bound constraints at any time, if
convergence is reached in the optimization sub-step. In addition, it is slightly more
computationally efficient than the weighted strategy because, as the first bound violation occurs,
the integration of the process model can be immediately aborted. On the other hand, the weighted
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strategy usually provides better results than the boolean strategy, in terms of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 . This
improvement in the value of 𝑓𝑜𝑏𝑗𝐵𝑆𝑀𝐵𝑂&𝐶 is likely to be more substantial whenever the feasible
operating region of the batch process is very narrow (sensitive/unstable batch processes often
satisfy this condition, at least for some sets of process disturbances). In addition, the weighted
strategy is more flexible than the boolean strategy because allows BSMBO&C to compute
reasonable optimization/control policies, even if some of the lower/upper bounds on the states
cannot be satisfied. In this scenario, the optimization/control policy suggested by BSMBO&C
minimizes the extent to which state bounds are violated. To summarize, both the boolean and the
weighted strategies are essential for it may be more appropriate to use either one or the other in
different types of scenarios. BSMBO&C would not be flexible enough without any of these two
approaches to enforcing state bounds.
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Since proper methodologies for indirect enforcement of state bounds have been derived, we can
now finalize the implementation of the optimization sub-step of BSMBO&C. By combination of
the sequential approach and of the boolean/weighted strategies, the NLP of Eq.(2.5) becomes a
bound-constrained optimization problem, where all the remaining lower/upper bounds refer to
actual optimization variables. The latter optimization problem can be solved using the derivativefree optimization tool of BzzMath.
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BSMBO&C: Framework Validation and Performance Assessment
This section is devoted to validating BSMBO&C and to comparing it to two conventional
strategies for the online optimization and control of batch processes, called OOS-PID and DRTOPID. The first involves offline optimization of the batch operation followed by online tracking of
the optimal recipe via a PID controller. The second involves use of conventional dynamic
optimization, which delivers set-points to a lower level control system comprised of a PID
controller (this DRTO strategy does not allow dynamic re-estimation of the duration of the batch
operation). Note that BSMBO&C is compared to neither EMPC frameworks nor DRTO-NMPC
schemes, where dynamic optimization is used to generate set-points for NMPC, because EMPC is
rarely applied to batch systems and DRTO-PID schemes are usually more performing than DRTONMPC strategies [60].
This section includes two different case studies. In the first test case (Section 2.3.2), BSMBO&C,
OOS-PID and DRTO-PID are applied to the same problem, namely, the dynamic optimization and
control a single batch cycle. This test aims at comparing the benefits insured by these three
alternative approaches. In the second test case (Section 2.3.3), BSMBO&C is used to solve a
pseudo scheduling problem, where no production target is set. This test shows the extreme
flexibility of this new framework, which can easily solve different categories of problems simply
by changing a few user-supplied settings. Finally, note that both case studies require a batch
process, to which all the optimization/control methodologies must be applied. Such process is a
fed-batch reactor, where three exothermic reactions take place (see Section 2.3.1 for further
details).
2.3.1 Features of the fed-batch process
All the case studies addressed in this section (Section 2.3) rely on the same batch process, namely,
a batch reaction that takes place in the fed-batch reactor shown in Figure 2.7. For the sake of
simplicity, we assume that the whole process is performed in liquid phase, the reactor and the
cooling jacket are well-mixed, and the thermodynamic properties of all the components are
temperature-independent. Under these assumptions, the model of this fed-batch process is
comprised of the ODEs shown in Eq.(2.7), where 𝑁𝑅 and 𝑁𝐶 are the number of chemical reactions
and components, 𝑅𝑙 , 𝜈𝑖𝑙 and ∆𝐻𝑅,𝑙 are the rate of the l-th reaction, the stoichiometric coefficient of
the i-th component in the l-th reaction and the heat of the l-th reaction, 𝑈 is the global heat transfer
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coefficient, 𝐶𝑝𝑖 and 𝐶𝑝𝑗 are the specific heat capacities of the i-th component and of the coolant,
and 𝜌𝑗 is the coolant density. The meaning of all the other symbols used in this equation can be
inferred from Figure 2.7. The reader is also informed that indices/subscripts “i” and “j” assume a
new meaning in this section (Section 2.3), namely, “i” refers to the generic component of the fedbatch process and “j” identifies parameters and variables related to the cooling jacket.

Figure 2.7: Fed-batch reactor schematic.
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Note that the dynamic model reported in Eq.(2.7) is useless without the initial conditions of the
process, proper thermodynamic and kinetic data, information concerning reactor size and
refrigeration system, and the costs/prices of reactants/products. Table 2.1 summarizes this essential
information.
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Table 2.1: Miscellaneous process data including kinetic scheme, initial conditions, reactor size,
thermodynamic package, lower/upper bounds and economic information.
Kinetic scheme

Reactions

Rate equations and rate
constants

𝐴+𝐵 →𝐶

(1)

𝐶→𝐷

(2)

2𝐵 → 𝐸

(3)

𝐸1
𝑅1 = 𝑘10 exp (− ) 𝐶𝑎 𝐶𝑏
𝑅𝑇
𝐸2
𝑅2 = 𝑘20 exp (− ) 𝐶𝑐
𝑅𝑇
𝐸3
𝑅3 = 𝑘30 exp (− ) 𝐶𝑏2
𝑅𝑇

𝑘10 = 1.0880E+10 m3/(kmol*s)
𝑘20 = 9.2226E+10 1/s
𝑘30 = 2.1780E+10 m3/(kmol*s)
𝐸1 = 8.40E+4 kJ/kmol
𝐸2 = 1.02E+5 kJ/kmol
𝐸3 = 9.25E+4 kJ/kmol

Initial values of key process parameters
𝐹 𝐼𝑁 = 0 m3/s
Reactor feed

𝐶𝑎𝐼𝑁 = 0 kmol/m3

conditions

𝐶𝑏𝐼𝑁 = 1 kmol/m3
𝐶𝑐𝐼𝑁 = 0 kmol/m3

Coolant inlet conditions

𝐹𝑗 = 1E-3 m3/s

𝑇 𝐼𝑁 = 298 K
𝐶𝑑𝐼𝑁 = 0 kmol/m3
𝐶𝑒𝐼𝑁 = 0 kmol/m3
𝑇𝑗𝐼𝑁 = 340 K

Structural parameters of the reactor
Vessel size

𝐻𝑅 = 2.10 m

𝐷𝑅 = 1.12 m
3

Jacket volume

𝑉𝑗 = 0.3859 m

Global heat transfer coefficient

𝑈 = 1.085 kW/(m2*K)

Thermodynamic data
Specific heat capacities of
reactants/products

𝐶𝑝𝑎 = 75.31 kJ/(kmol*K)
𝐶𝑝𝑏 = 167.36 kJ/(kmol*K)
𝐶𝑝𝑐 = 217.57 kJ/(kmol*K)

Coolant specific heat capacity

𝐶𝑝𝑗 = 4.186 kJ/(kg*K)

Coolant density

𝜌𝑗 = 1E+3 kg/m3

Enthalpies of reaction

∆𝐻𝑅,1 = -6.3200E+4 kJ/kmol
∆𝐻𝑅,2 = -1.5280E+5 kJ/kmol

𝐶𝑝𝑑 = 204.12 kJ/(kmol*K)
𝐶𝑝𝑒 = 334.73 kJ/(kmol*K)

∆𝐻𝑅,3 = -1.0376E+5 kJ/kmol
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Table 2.1 continued
Constraints on key process variables
Vessel filling

𝑉𝑅𝑀𝐴𝑋 = 1.5516 m3

𝑉𝑅𝑀𝐼𝑁 = 0 m3

Reactor temperature

𝑇𝑅𝑀𝐴𝑋 = 373 K

𝑇𝑅𝑀𝐼𝑁 = 320 K

Jacket temperature

𝑇𝑗𝑂𝑈𝑇,𝑀𝐴𝑋 = 373 K

𝑇𝑗𝑂𝑈𝑇,𝑀𝐼𝑁 = 273 K

Coolant inlet flow

𝐹𝑗𝑀𝐴𝑋 = 0.1 m3/s

𝐹𝑗𝑀𝐼𝑁 = 0 m3/s

Reactor feed flow

𝐹𝐼𝑁,𝑀𝐴𝑋 = 5.E-4 m3/s

𝐹𝐼𝑁,𝑀𝐼𝑁 = 0 m3/s

Initial conditions
Concentrations of
reactants/products

𝐶𝑎0

= 1 kmol/m3

𝐶𝑏0 = 0 kmol/m3
𝐶𝑐0 = 0 kmol/m3

Liquid volume

𝑉𝑅0 = 0.75 m3

Reactor temperature

𝑇𝑅0 = 340 K

Jacket temperature

𝑇𝑗𝑂𝑈𝑇,0 = 340 K

𝐶𝑑0 = 0 kmol/m3
𝐶𝑒0 = 0 kmol/m3

Miscellaneous data
Molecular weights of
reactants/products
Universal gas constant
Prices/costs of
reactants/products
Coolant cost

𝑃𝑀𝑎 = 30 kg/kmol
𝑃𝑀𝑏 = 100 kg/kmol
𝑃𝑀𝑐 = 130 kg/kmol

𝑃𝑀𝑑 = 130 kg/kmol
𝑃𝑀𝑒 = 200 kg/kmol

𝑅 = 8.314 kJ/(kmol*K)
𝐸𝑉𝑎 = 10 €/kg
𝐸𝑉𝑏 = 30 €/kg
𝐸𝑉𝑐 = 100 €/kg

𝐸𝑉𝑑 = 0 €/kg
𝐸𝑉𝑒 = 0 €/kg

𝐸𝑉𝑐𝑜𝑜𝑙𝑎𝑛𝑡 = 1.5E-3 €/kg

Note also that all the variables of Eq.(2.7) must be classified into perturbations, states and
manipulated variables, in order to use this equation in Sections 2.3.2 and 2.3.3. In this regard, 𝑇 𝐼𝑁 ,
𝑇𝑗𝐼𝑁 and 𝐶𝑖𝐼𝑁 are considered perturbations, 𝐹 𝐼𝑁 and 𝐹𝑗 are chosen as manipulated variables, and 𝐶𝑖 ,
𝑉𝑅 , 𝑇𝑅 and 𝑇𝑗𝑂𝑈𝑇 are assumed to be dependent variables. Indeed, it is evident that only 𝐹 𝐼𝑁 and 𝐹𝑗
can be adjusted during a batch cycle. As a consequence of this classification, all the optimization
and control schemes applied in the following test cases (Sections 2.3.2 and 2.3.3) must optimize
and control the batch process, described in this sub-section, only by adjusting 𝐹 𝐼𝑁 and 𝐹𝑗 .
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2.3.2 Analysis of test case I
This first case study compares BSMBO&C, DRTO-PID and OOS-PID using as benchmark the
batch process described in Section 2.3.1. We simulate both ideal scenarios, where no process
disturbances occur, and real scenarios, where multiple perturbations take place. Before reporting
further details on this test case, we need to describe how BSMBO&C, DRTO-PID and OOS-PID
have been applied to the aforementioned batch process and how they have been tuned/set up for
insuring maximal benefits.

Figure 2.8: Closed-loop configuration of the fed-batch reactor in the OOS-PID (a), DRTO-PID
(c) and BSMBO&C (b) scenarios.
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The rationale with which these three approaches are applied to their target process is shown in
Figure 2.8, where the acronyms 𝑈𝑆𝐼, 𝑆𝑃, 𝐹𝐶 and 𝑇𝐶 stand for user-supplied information, setpoint, flow controller and temperature controller, respectively. By analyzing this figure, the reader
can immediately observe that the control loop, applied to the reactor feed, controls 𝐹 𝐼𝑁 using 𝐹 𝐼𝑁
itself. Since the inflow of the reactor is liquid, this flow controller can be considered perfect (the
set-point equals the controlled variable at any time). This leads to the control law shown in the
𝐼𝑁
first line of Eq.(2.8), where 𝐹𝑠𝑝
is the set-point of the reactor feed. In addition, note that the control

loop, associated with the reactor temperature, controls 𝑇𝑅 using 𝐹𝑗 , and relies on a proportionalintegral-derivative control law, reported in the second line of Eq.(2.8). In this equation, 𝐾𝐶 is the
proportional gain, 𝜏𝐼 is the integral time, 𝜏𝐷 is the derivative time, 𝐹𝑗𝑏𝑖𝑎𝑠 is the bias value of the
coolant flow, and 𝑇𝑅𝑠𝑝 is the set-point of the reactor temperature. Finally, Figure 2.8 suggests that
every dependent variable of the batch process is assumed to be measurable and known at every
point in time. If some of the states were not measurable, then a state estimation technique should
be applied. However, this is beyond the scope of this case study, which only aims at validating
BSMBO&C and comparing it to other state-of-the-art approaches.
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The tuning strategies and configuration options applied to BSMBO&C, DRTO-PID and OOS-PID
are specific to every single methodology. As the only exception to this rule, DRTO-PID and OOSPID share the same procedure for computation of the tuning parameters of the PID controller, used
to adjust the reactor temperature. Let us first describe the latter procedure and then address the adhoc tuning methodologies and configuration options applied to BSMBO&C, DRTO-PID and
OOS-PID.
The parameters of the PID controller, used to control 𝑇𝑅 , are estimated according to a two-step
approach, which allows identification of a set of tuning coefficients suitable for batch cycles of
different durations (the importance of this aspect will become evident later on). The first step of
the methodology involves estimation of several sets of optimal tuning parameters, associated with
different batch cycle durations, via minimization of the ISE indicator. The second step allows
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combination of these sets of optimal tuning coefficients into a final set of tuning parameters, which
guarantees good control quality independently of the time of the batch cycle. The values of 𝐾𝐶 , 𝜏𝐼
and 𝜏𝐷 evaluated using this procedure are listed in Table 2.2.

Table 2.2: Tuning parameters and lower/upper bounds on the batch time.
BSMBO&C tuning parameters
Manipulated variables
𝐹𝑗
𝐹 𝐼𝑁

Tuning parameters

𝑨𝒓𝒄

1.2656E+7 s4/m6

2.25E+11 s4/m6

𝑵0𝐶𝐼

8

4

∆𝒕0𝐶𝐼

45 s

60 s

Dependent/state variables

Tuning parameters

𝑫𝒄

𝐶𝑎

𝐶𝑏

𝐶𝑐

𝐶𝑑

𝐶𝑒

𝑉𝑅

𝑇𝑗𝑂𝑈𝑇

𝑇𝑅

-

-

-

-

-

-

-

25.3125 s2/K2

Lower/upper bounds on the batch cycle time supplied to BSMBO&C
Maximum and
minimum batch

𝑀𝐴𝑋
𝑡𝐵𝐶
= 2.16E+4 s

𝑀𝐼𝑁
𝑡𝐵𝐶
= 360 s

operational time

Tuning parameters of the regulatory control system
Proportional gain,
integral time and

𝐾𝐶 = 3.25E-4 m3/(K*s)

𝜏𝐼 = 120 s

𝜏𝐷 = 0.075 s

derivative time

The configuration of OOS-PID simply involves identification of the (offline) optimal recipe of the
batch process, which implies definition of the set-point profiles of 𝐹 𝐼𝑁 and 𝑇𝑅 . These trajectories
are approximated via offline application of BSMBO&C at nominal process conditions, which
means all the process disturbances (𝑇 𝐼𝑁 , 𝑇𝑗𝐼𝑁 and 𝐶𝑖𝐼𝑁 ) are set to their initial values (see Table 2.1).
The configuration of DRTO-PID is relatively simple because most of its settings match those
applied to BSMBO&C. Specifically, DRTO-PID uses exactly the same settings as BSMBO&C,
e.g. the objective function, the values of the tuning coefficients, etc., except for all of those
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configuration options related to the dynamic computation of the time of the batch operation. In
fact, DRTO-PID does not compute the duration of the batch cycle in real time but keeps it fixed to
the values found in the optimal recipes estimated in OOS-PID. Note that DRTO-PID can use most
of the settings of BSMBO&C because it relies on a DRTO method that shares most of its features
with BSMBO&C (the same structure of the objective function, the same tuning coefficients, the
same implementation strategy and the same numerical engines).
Finally, the configuration of BSMBO&C implies definition of the formulation of 𝑓 and 𝑔, of the
values of its tuning parameters and of the minimum/maximum duration of the batch operation. The
structure of functions 𝑓 and 𝑔 is shown in Eq.(2.9), where the superscript “ 𝐵𝐶 ” stands for
𝑀𝐴𝑋
“evaluated at 𝑡𝐵𝐶 ”. In addition, the values of the tuning parameters, and the maximum (𝑡𝐵𝐶
) and
𝑀𝐼𝑁
minimum (𝑡𝐵𝐶
) time of the batch cycle are summarized in Table 2.2. Note that, since this case

study addresses the integrated online optimization and control of a single batch cycle, 𝑓 is set to
one while 𝑔 is defined as the dimensionless net income of a single batch cycle (the
nondimensionalization constant is set to an estimate of the maximum net income of a single batch
cycle).
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After introducing this preliminary information, we can get straight to the heart of this test case,
which consists of four different sets of simulations. In the first two sets, BSMBO&C, DRTO-PID
and OOS-PID are used to solve the integrated online optimization and control of the batch process
described in Section 2.3.1, in the absence of process perturbations. In the other two sets, the same
strategies are applied to the solution of the same problem, in the presence of process perturbations
(step-wise variations in 𝑇𝑗𝐼𝑁 ). Moreover, the first and third sets of simulations are performed using
the boolean strategy for enforcing state bounds while the other two sets are carried out using the
weighted strategy. The results of the first two sets of simulations are reported in Table 2.3 and
Figure 2.9 while those of the other two sets are collected in Table 2.4 and Figure 2.10. The
computational performance exhibited by both DRTO-PID and BSMBO&C in all of the simulation
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sets is sufficient for online applications because a single control action is evaluated in less than
five seconds.

Table 2.3: Profit yielded by a single batch cycle with no 𝑇𝐽𝐼𝑁 variations.
boolean strategy

weighted strategy

OOS-PID

DRTO-PID

BSMBO&C

OOS-PID

DRTO-PID

BSMBO&C

15652.16

15652.16

15652.16

13948.60

13948.60

13948.60

𝒈 function [-]

-

0.5359

0.5373

-

0.5470

0.5490

Net income [€]

3908.87

3898.84

3909.15

3993.81

3979.36

3994.23

Batch cycle
duration [s]

Table 2.4: Profit yielded by a single batch cycle with three 𝑇𝐽𝐼𝑁 variations.
boolean strategy

weighted strategy

OOS-PID

DRTO-PID

BSMBO&C

OOS-PID

DRTO-PID

BSMBO&C

15652.16

15652.16

9457.69

13948.60

13948.60

10797.63

𝒈 function [-]

-

0.4802

0.5664

-

0.4986

0.5702

Net income [€]

2568.44

3493.58

4120.88

2973.98

3627.67

4148.38

Batch cycle
duration [s]

The results of this test case suggest that OOS-PID, DRTO-PID and BSMBO&C insure almost the
same benefits, when no process disturbances affect the batch process. Indeed, the three
methodologies lead to very similar economic results (see Table 2.3), independently of the strategy
used to enforce lower/upper bounds on the system states. This observation is confirmed by Figure
2.9, where OOS-PID, DRTO-PID and BSMBO&C compute almost the same optimal operating
policy for the batch process. This is a reasonable outcome, which can be easily explained. The
recipe of the batch operation used by OOS-PID is optimal due to the absence of disturbances, thus
OOS-PID and BSMBO&C should produce similar results. Moreover, the duration of the batch
operation supplied to DRTO-PID is optimal as well, because it derives from the optimal recipe of
OOS-PID. Therefore, DRTO-PID and BSMBO&C are expected to yield similar results. Finally,
we can easily conclude that OOS-PID, DRTO-PID and BSMBO&C insure the same benefits.
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Figure 2.9: Optimal operating policy for a single batch cycle and no 𝑇𝐽𝐼𝑁 variations.
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Figure 2.10: Optimal operating policy for a single batch cycle and three 𝑇𝐽𝐼𝑁 variations.
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Conversely, OOS-PID, DRTO-PID and BSMBO&C lead to completely different performance
when process perturbations affect the batch process (see Table 2.4). Specifically, BSMBO&C
provides much higher profits than DRTO-PID, which guarantees higher incomes than OOS-PID.
It is reasonable that BSMBO&C and DRTO-PID insure higher incomes than OOS-PID because
both of them can adjust the operating policy of the batch process in real time, thus compensating
for the effect of process disturbances. Conversely, OOS-PID can only track the recipe evaluated
at nominal conditions, which is no longer optimal due to the presence of disturbances. However,
although both BSMBO&C and DRTO-PID show online optimization capabilities, BSMBO&C
guarantees much higher economic benefits than DRTO-PID. This is because BSMBO&C can
optimize and control the batch process also by adjusting the time of the batch cycle (𝑡𝐵𝐶 ) while
DRTO-PID cannot do the same. This conclusion is supported by Figure 2.10, which conveys two
key pieces of information. First, the optimal duration of the batch cycle computed by BSMBO&C
is approximately two hours shorter than that suggested by DRTO-PID. Second, BSMBO&C
causes the concentration of product 𝑐 to reach its maximum at the end of the batch cycle while
DRTO-PID only manages to induce a maximum in the concentration of 𝑐 roughly one hour before
the end of the cycle. Since component 𝑐 is the desired product (see the product prices summarized
in Table 2.1), we can only conclude that DRTO-PID insures lower net incomes than BSMBO&C
because it cannot prevent the conversion of 𝑐 into side products, due to an overlong duration of
the batch operation. The latter statement confirms that it is the capability of optimizing the time of
the target batch operation online that makes BSMBO&C much more efficient than many state-ofthe-art approaches to the optimization/control of batch processes.
As a last remark, note that the qualitative trends retrievable from this case study do not depend on
the use of either the weighted strategy or the boolean strategy to enforce lower/upper bounds on
the process states. However, the weighted strategy takes to slightly superior economic profits and
also leads to smoother optimal trajectories of the manipulated variables than the boolean strategy
(see Table 2.3, Table 2.4 and Figure 2.10). These results are compliant with the content of Section
2.2.2 and confirm that the weighted strategy is usually more appropriate than the boolean strategy
for all of those applications where there are no inviolable state bounds.
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2.3.3 Analysis of test case II
This second case study is completely dedicated to BSMBO&C and demonstrates the intrinsic
flexibility of this framework, which can tackle a wide variety of different problems simply by
changing the formulation of the user-supplied performance indicators 𝑓 and 𝑔. This test case relies
on the batch process described in Section 2.3.1 but, unlike the first case study, addresses a pseudo
scheduling problem. Again, we explore both scenarios where no process disturbances occur and
situations where multiple perturbations take place. We remind the reader that pseudo scheduling
is used as a compact notation for integrated campaign scheduling, dynamic optimization and
optimal control of a single batch operation. Therefore, given the maximum duration of the
production campaign (𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 ), an optional production target and the idle time between two
consecutive batch cycles (𝑡𝑑𝑒𝑎𝑑 ), the solution of a pseudo scheduling problem implies online
computation of the optimal number of batch cycles to be performed over the production campaign
as well as online definition of the optimal operating conditions of the batch operation in every
cycle (the adjective “optimal” refers to some indicator of the performance of the production
campaign).
It is evident that the solution of a pseudo scheduling problem requires significant effort, thus this
case study only shows a simplified solution to such a problem. Specifically, first BSMBO&C is
used to compute the optimal operating conditions of the first batch cycle of the production
campaign as well as the tentative number of batch cycles to be performed in the campaign, under
the assumption that no fixed production target is set. Then, we simply assume that the actual batch
campaign is comprised of as many batch cycles as the tentative number of cycles, all of which are
carried out at the same operating conditions as the first batch cycle. In spite of all of these
simplifications, note that the complete solution of a pseudo scheduling problem could be
conceptually computed by iterative re-execution of this case study, until a proper stopping
condition is met. If we assume that the batch campaign has no fixed production target, then we
would stop executing new batch cycles when the difference between 𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 and the final time
of the last batch cycle is too small to accommodate another cycle. Therefore, although this test
case is very simplified, it still provides evidence of the capability of BSMBO&C to solve pseudo
scheduling problems.
After introducing the rationale of this case study, let us comment on the configuration options
applied to BSMBO&C. Since both this second case study and the first test case rely on the same
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batch process, all of the settings of BSMBO&C can be inherited from the first test case, except for
the formulation of functions 𝑓 and 𝑔. The new definitions of 𝑓 and 𝑔 are shown in Eq.(2.10),
where 𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 and 𝑡𝑑𝑒𝑎𝑑 are set to the values reported in Table 2.5. In particular, 𝑓 is defined as
the maximum number of batch cycles that can be carried out in 𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 while 𝑔 computes the
dimensionless net income of a single batch cycle of the production campaign, thus the product 𝑓 ∗
𝑔 is an estimate of the dimensionless net income of the entire production campaign. Note that this
structure of 𝑓 and 𝑔 is compliant with the absence of any production target for the batch campaign
because instructs BSMBO&C to optimize and control the first batch cycle so as to maximize the
estimated income of the whole campaign, independently of the production volume achieved. In
addition, consider that this definition of 𝑓 allows indirect estimation of the tentative number of
batch cycles to be performed in the batch campaign without solving an MINLP. This is what
insures that the approach to the solution of pseudo scheduling problems, proposed in this subsection, is computationally affordable. The price paid for this very important feature is the presence
of discontinuities in the objective function of BSMBO&C. The reader can now appreciate the
importance of having a framework, such as BSMBO&C, which supports discontinuous objective
functions.
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Table 2.5: Duration of the production campaign and idle time between consecutive batches.
Campaign duration

Idle time between consecutive batches

𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 = 3.6E+4 s

𝑡𝑑𝑒𝑎𝑑 = 360 s

After introducing this preliminary information, we can now describe the pseudo scheduling
scenarios addressed and the corresponding results achieved. This case study explores four different
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pseudo scheduling scenarios, which differ in the presence/absence of disturbances and in the type
of strategy used by BSMBO&C for enforcing lower/upper bounds on the process states. The
simplified solution of these four pseudo scheduling scenarios requires execution of as many
different simulations, which must compute the optimal operating conditions of the first batch cycle
as well as the tentative number of batch cycles of the four different production campaigns. The
first and the second of these simulations are carried out in the absence of perturbations, and rely
on the boolean strategy and on the weighted strategy, respectively. The third simulation and the
fourth simulation are executed in the presence of disturbances (step-wise variations in 𝑇𝑗𝐼𝑁 ), and
rely on the boolean strategy and on the weighted strategy, respectively. The results achieved by
solving the four pseudo scheduling scenarios are summarized in two figures and two tables.

Table 2.6: Results of a production campaign with no 𝑇𝐽𝐼𝑁 variations.
boolean strategy

weighted strategy

Test case I

Test case II

Test case I

Test case II

2

7

2

7

15652.16

4782.86

13948.60

4782.86

𝒈 function [-]

0.5373

0.5407

0.5490

0.5490

Single batch cycle net income [€]

3909.15

3933.63

3994.23

3993.96

Campaign net income [€]

7818.29

27535.41

7988.45

27957.75

Number of batch cycles in the campaign [-]
Single batch cycle duration [s]

Table 2.7: Results of a production campaign with three 𝑇𝐽𝐼𝑁 variations.
boolean strategy

weighted strategy

Test case I

Test case II

Test case I

Test case II

3

7

3

7

Single batch cycle duration [s]

9457.69

4782.86

10797.63

4782.85

𝒈 function [-]

0.5664

0.5406

0.5702

0.5504

Single batch cycle net income [€]

4120.88

3933.02

4148.38

4004.23

Campaign net income [€]

12362.64

27531.13

12445.13

28029.59

Number of batch cycles in the campaign [-]

In particular, the optimal operating conditions of the first batch cycle of the first two pseudo
scheduling scenarios are shown in Figure 2.11 (see all the trajectories labeled as 𝑃𝑆) while the
optimal operating policies of the first batch cycle of the other two pseudo scheduling scenarios are
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reported in Figure 2.12 (see all the trajectories labeled as 𝑃𝑆). For the sake of comparison, these
two figures also show the optimal operating conditions of single batch cycles, computed by
BSMBO&C in the first test case (see all the trajectories labeled as 𝑆𝐶). The economic data of the
two production campaigns associated with the first two pseudo scheduling scenarios are
summarized in Table 2.6 while the economic data of the two production campaigns associated
with the other two pseudo scheduling scenarios are collected in Table 2.7. For the sake of
comparison, these two tables also show the economic data of four production campaigns, whose
batch cycles are performed using the operating policies computed by BSMBO&C in the first test
case. Note that the computational performance exhibited by BSMBO&C in all the pseudo
scheduling scenarios is sufficient for online applications because a single control action is usually
evaluated in less than two seconds. This matches what is observed in the first case study.
The results of this test case confirm that BSMBO&C can be successfully configured to efficiently
solve pseudo scheduling problems, simply via proper redefinition of its objective function. To
demonstrate this statement, we need to combine different pieces of information. First, the data
included in Table 2.6 and Table 2.7 provide evidence that all the production campaigns, scheduled
by BSMBO&C via the objective function of this second case study (new campaigns), insure much
higher profits than the corresponding batch campaigns, planned by the same framework through
the performance indicators used in the first case study (old campaigns). This trend is a consequence
of two interacting aspects, namely, the batch cycles of the new campaigns usually guarantee
incomes slightly lower than those yielded by the batch cycles of the old campaigns but the new
campaigns also include a larger number of batch cycles than the old campaigns. The latter
consideration is also compliant with Figure 2.11 and Figure 2.12, which clearly show that the
typical duration of the batch cycles of the new campaigns is shorter than the time of those of the
old campaigns. Second, Figure 2.11 and Figure 2.12 also suggest that the operating conditions of
the batch cycles of the new campaigns usually involve higher temperatures and larger inflows than
those found in the operating policies of the batch cycles of the old campaigns. Thus, BSMBO&C
computes more aggressive operating policies for the batch cycles of the new campaigns. All of
these notes prove that, under proper definition of functions 𝑓 and 𝑔, BSMBO&C can fully exploit
all the specific features of pseudo scheduling problems to boost the overall performance of batch
production campaigns, which here implies execution of a larger number of slightly sub-optimal
batch cycles, associated with lower economic profit and more aggressive operating policies.
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Figure 2.11: Optimal pseudo scheduling policy in the absence of 𝑇𝐽𝐼𝑁 variations.
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Figure 2.12: Optimal pseudo scheduling policy in the presence of three 𝑇𝐽𝐼𝑁 variations.
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This confirms that BSMBO&C is suitable for and allows efficient solution of pseudo scheduling
problems, and also suggests that BSMBO&C is flexible enough to address the majority of the
online optimization/control problems, involving a single batch operation.
The analysis of the results of this second test case, conducted so far, does not explicitly address
the effect of process disturbances because the presence/absence of perturbations does not modify
its qualitative conclusions. However, it is interesting to note that the operating conditions of the
batch cycles of the new campaigns are almost insensitive to process disturbances (Figure 2.11 and
Figure 2.12). This is probably due to the shorter duration of these batch cycles, which does not
give disturbances enough time to generate visible effects.
Finally, let us analyze the impact of the use of different strategies for enforcing state bounds on
the net income of the new campaigns, i.e. the profit associated with the four pseudo scheduling
scenarios discussed in this sub-section. It seems that the weighted strategy takes to slightly higher
incomes than the boolean strategy. This trend matches what has been found in the first case study
and confirms that the weighted strategy should be preferred to the boolean strategy whenever no
lower/upper bounds on the dependent variables of the batch process are inviolable.
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3. STOCHASTIC DYNAMIC OPTIMIZATION AND OPTIMAL
CONTROL OF BATCH SYSTEMS USING A NEW DYNAMIC
SCENARIO SELECTION CONCEPT

This chapter introduces a novel stochastic (multi-scenario) NMPC/DRTO algorithm for batch
processes named RBSMBO&C

[61], [62]

, i.e. Robust Batch Simultaneous Model-Based

Optimization and Control, which allows mitigation of typical weaknesses exhibited by
conventional stochastic NMPC/DRTO frameworks. This novel multi-scenario NMPC/DRTO
algorithm is a bi-level framework that is comprised of two substantially different interacting but
asynchronous layers. The first iteratively computes robust control actions online by solving a
stochastic optimization problem via a multi-scenario approach, while the second iteratively reestimates the optimal scenario map after every time one or several control actions are carried out
(the user can specify the number of control actions between two consecutive re-evaluations of the
scenario set). The aforementioned phase of estimation/re-estimation of the scenario map is
performed based on the features of the PDF of the uncertain parameters of the target process as
well as on the sensitivity of the process model to the uncertain parameters.
Thanks to its novel dynamic scenario selection procedure, RBSMBO&C always computes robust
optimization/control policies based on optimal scenario maps, and demonstrates to be both more
robust and more performing than conventional stochastic NMPC/DRTO algorithms. In addition,
RBSMBO&C also shows extreme flexibility because retains all of the main features of
BSMBO&C, e.g. the capability of optimizing the time of the target batch process in real time and
the support of discontinuous (user-defined) objective functions. The combination of all of these
characteristics makes RBSMBO&C a unique approach in the landscape of the existing stochastic
NMPC/DRTO algorithms.
The rest of the chapter describes the most important aspects of the RBSMBO&C methodology
with particular emphasis on the dynamic scenario selection strategy. It also highlights the rationale
applied for efficiently implementing the algorithm via parallel computing and presents a heuristic
tuning method for estimating the values of the necessary tuning coefficients. Finally, it reports a
case study, based on a batch version of the well-known Williams-Otto process, which compares
RBSMBO&C to two conventional multi-scenario NMPC/DRTO methodologies and a non-robust
NMPC/DRTO strategy.
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RBSMBO&C: The Method Description
This section describes the most important features of our novel NMPC/DRTO strategy, named
RBSMBO&C. In particular, first the applicability range of the methodology is addressed, then its
macroscopic and qualitative description is given, finally its two constitutive layers, i.e. the
optimization and control strategy and the scenario map estimation/update algorithm, are presented
in greater detail.

Figure 3.1: Typical hierarchical management strategy applied to batch productions
(RBSMBO&C can be applied to the stages written in green cursive).

For the applicability range of the algorithm, the reader is invited to refer to Figure 3.1. This
schematic shows the typical hierarchical management strategy applied to most batch productions,
which includes several interconnected decisional stages: batch operations management,
scheduling/planning of production campaigns and supply-chain management. The methodology
proposed in this chapter can be applied to two of the four stages, namely, the batch operations
management and the production campaigns scheduling (these stages are reported in green cursive
in Figure 3.1). This suggests that RBSMBO&C has a relatively large application domain and can
be used in all lower level decisional stages, which is common to most of the NMPC/DRTO-like
strategies.
For a qualitative description of the framework, the reader is directed to Figure 3.2. This schematic
can be divided into three different parts: the central section describes the main logic of
RBSMBO&C while the other two sections (the top and bottom boxes) show the principal
operations performed inside the two constitutive layers.
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Figure 3.2: Qualitative representation of RBSMBO&C including optimization and control layer,
scenario set estimation/update strategy and their mutual interactions.

The central section of Figure 3.2 indicates that RBSMBO&C first performs an initialization step
(shaded blue region on the left) and then iteratively repeats the same set of operations, referred to
as RBSMBO&C basic step (shaded grey region on the right), until a stopping conditions is met
(right hand side of the box placed in the bottom of the sketch). The initialization step is necessary
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to provide the algorithm with essential input data and to estimate the initial scenario map. Typical
input data include the model of the target system, the objective functions of the optimization and
control layer, the tuning coefficients for both layers, the PDF of the uncertain parameters of the
target process, the maximum number of scenarios, and so on. The RBSMBO&C basic step is the
core of the algorithm and includes several sub-steps: (I) the computation of the optimal control
action via solution of a stochastic optimization problem, which is cast into a deterministic
equivalent by using the scenario map previously evaluated/updated; (II) the application of the
control action to the controlled process for the proper time frame and the required post processing
of the process response; and (III) the scenario set update, which partially exploits the results of
phase (I). Finally, the stopping condition is used to identify whether the optimal batch time has
been reached; its use will be presented in the discussion of the optimization and control layer.
A few clarifying comments are in order. First, notice that phases (II) and (III) are effectively
executed in parallel, meaning that the update of the scenario set is carried out with minimal
additional computation time requirement. This is possible because phase (III) is independent of
phase (II). In fact, the new set of scenarios, achieved at the end of phase (III), is used to compute
the optimal control action in the next RBSMBO&C basic step. Second, observe that phase (III)
can be skipped for some RBSMBO&C basic steps without seriously affecting the overall method
organization. Even though this is not advisable, it is feasible to execute phase (III) only at only a
few basic steps. Finally, observe also that RBSMBO&C is not dramatically different from a
conventional non-robust NMPC/DRTO strategy, at least in qualitative terms. The major difference
lies in the presence of the scenario map and the corresponding update/estimation algorithm.
We next describe the two constitutive levels of the methodology, starting first with the dynamic
scenario selection/update procedure.
3.1.1 The dynamic scenario selection/update layer
Before describing how the scenario set is first evaluated during RBSMBO&C initialization and
successively re-estimated in all or some RBSMBO&C basic steps, we briefly mention the three
types of scenarios that comprise the set and the rationale behind the choices made. Three
conceptually different and independent types of scenario are defined in our framework: a single
nominal case, a few worst-cases and several additional scenarios. The nominal case is intended to
be the highest probability realization of the process model uncertainty while the worst-cases are
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assumed to map those conditions that are most likely to cause (bound) constraints violation or
dynamic instability. The additional scenarios are intended to represent uncertainty realizations that
embody the most distinct types of dynamic response of the target system and are associated with
reasonably high probability of occurrence. The scenario set is organized in this way to reflect the
needs for both robustness and performance. Worst-case scenarios are intended to prevent
constraints violation, i.e. they promote robustness. On the other hand, the nominal case and the
additional scenarios seek to drive robust control actions that achieve the highest performance of
the target system for all possible realizations of the uncertainty.
We next proceed with introducing both the overall logic of the dynamic scenario selection/update
layer and the mathematical strategies used to determine each of the specific types of scenario
(nominal case, worst-cases and additional scenarios). The top (red) box in Figure 3.2 provides
essential information on the entire dynamic scenario selection/update policy. It indicates that the
strategy includes three steps in series. First, the nominal case and the initial maps of worst-cases
and additional scenarios are computed via optimization (at this stage, the maximum number of
worst-cases and additional scenarios is always used). Then, the raw maps are reduced (if necessary)
by eliminating scenarios that are by some measure too close to each other (the nominal case is
always preserved). Finally, the resulting scenarios are merged to produce the final scenario set.
This is the set used to convert the stochastic optimization problem, which is solved inside the
optimization and control layer, to a tractable deterministic NLP (non-linear programming)
equivalent. This qualitative description of the dynamic scenario evaluation/update strategy holds
true during the RBSMBO&C initialization step as well as the RBSMBO&C basic steps. The only
difference between the two cases lies in the evaluation of the nominal case that is performed only
in the RBSMBO&C initialization phase.
3.1.1.1 The nominal scenario selection
In this sub-section, we formalize the mathematical procedures that serve to determine the nominal
case. The nominal scenario depends only on the structure of the PDF of the uncertain parameters
of the process model. Therefore, it can be found by maximizing this PDF, which implies solving
the optimization problem defined in Eq.(3.1). Notice that 𝐩𝑁𝐶 stands for the values of the uncertain
parameters corresponding to the nominal case, 𝜋 is the PDF of the uncertain parameters of the
target system, 𝐩𝑀𝐼𝑁 and 𝐩𝑀𝐴𝑋 represent the lower and upper bounds on the uncertain parameters.
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 Min   p NC 
 p NC

 s.t.

p NC  p MIN , p MAX 


(3.1)

An important feature of Eq.(3.1) is the presence of bound constraints on the uncertain parameters.
This “design choice” also arises in the computation of worst-cases and additional scenarios later
on. In reality, these bound constraints are always inactive in Eq.(3.1) but they can play a role in
the other two situations, as will be noted in describing those cases.
3.1.1.2 The worst-case scenarios selection
In this sub-section, we define the selection procedure for the raw map of worst-case scenarios. The
task is addressed by solving the optimization problem defined by Eq.(3.2-3.3). In Eq.(3.2), 𝐩𝑊𝐶
(𝑟)

and 𝐩𝑊𝐶 represent the values of the uncertain parameters corresponding to all worst-cases and to
the r-th worst-case, respectively, while 𝐰 and 𝐰 (𝑟) have exactly the same meaning but with
regard to the controlled system states. In addition, when the very first selection of worst-cases is
performed (in the RBSMBO&C initialization step), 𝐦∙ represents the initial guess on the set of
∙
manipulated variables of the target process, 𝑡𝐵𝐶
is the initial guess on the batch time, 𝐝∗ stands for

the values of the process disturbances at the initial condition, 𝐰 ∗ indicates the values of the process
states at the initial condition and 𝑡 ∗ is the time at the initial condition. When the procedure is
∙
applied inside any RBSMBO&C basic step, 𝐦∙ and 𝑡𝐵𝐶
represent the optimal set of manipulated

variables and the optimal estimate of the batch time related to the last control action. Moreover,
𝐝∗ , 𝐰 ∗ and 𝑡 ∗ denote the values of the process disturbances, of the initial conditions on the states
𝑀𝐴𝑋
and of the initial time related to the last control action. Finally, 𝐈𝑀 and 𝑁𝑊𝐶
represent the

coefficient matrix of the process model, which can be singular (DAE systems are supported), and
the maximum number of worst-case scenarios. As for the new symbols introduced in Eq.(3.3), 𝑁𝑤
𝑣
is the number of states in the process model, 𝐰 𝑀𝐼𝑁 and 𝐰 𝑀𝐴𝑋 are the lower and upper bounds on
the states, 𝐰 𝑁𝐶 stands for the values of the states associated with the nominal case scenario, and
𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 and 𝜇𝑘 are tuning coefficients.
Some interpretation of Eq.(3.2-3.3) is necessary. The first essential step is to understand the
structure of the function in Eq.(3.3) that represents the contribution of each worst-case to the
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overall objective function of the problem in Eq.(3.2). The function in Eq.(3.3) includes three
conceptually different integral terms (see Figure 3.3 for a graphical representation).

Figure 3.3: Graphical representation of the integral terms included in Eq.(3.3).

(𝑘)

(𝑘)

The first term (i.e. that including 𝐼𝑟,𝑀𝐼𝑁 and 𝐼𝑟,𝑀𝐴𝑋 factors) is a summation over all the process
states of the average distance between each state profile, related to the r-th worst-case, and its
closest bound constraint (either the upper or the lower bound). In this construction, bound
violations play the role of decreasing the average distance between profiles and bounds. Thus, this
term allows quantifying how risky the r-th worst-case is, based on its average tendency of
(𝑘)

(𝑘)

promoting bound violation. The second term (i.e. that including 𝐼𝑟,𝑟 ∗ and 𝐼𝑟,𝑁𝐶 factors) is a
summation over all the process states of the average distance between each state profile, related to
the r-th worst-case, and its corresponding state profiles, related to all the other worst-cases and the
nominal case. In other words, this term measures the distance of the dynamic response of the
controlled system, corresponding to the r-th worst-case, from the dynamic responses of the
controlled process, corresponding to all the other worst-cases and the nominal case. Finally, the
(𝑘)

last term (i.e. that containing 𝐼𝑟 (𝑑𝑖𝑓𝑓) factors) measures the average sensitivity of the target process
corresponding to the r-th worst-case. On the basis of the information provided so far and by simple
additional reasoning, we can conclude that the function in Eq.(3.3) decreases if any of the
following is true for the r-th worst-case: it is associated with higher risk of bound violations or
produces more severe constraint violations and/or it produces the most different dynamic
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responses than other worst-case scenarios and the nominal case and/or it is related to high
controlled system sensitivity.
N MAX
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At this point, we can return to Eq.(3.2) and realize that solving the optimization problem means
finding a set of worst-cases in [𝐩𝑀𝐼𝑁 , 𝐩𝑀𝐴𝑋 ] that are associated with the worst possible bound
violation/distance pattern, are the most different in terms of type of dynamic response of the target
process and promote process instability. We typically seek these exact characteristics when we
think of a worst-case.
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Before moving on, another aspect deserves to be mentioned. Typically, when Eq.(3.2) is solved,
the resulting scenarios lie on the boundaries of the feasible space. This means that the bound
constraints on the uncertain parameters are actively limiting the level of dangerousness of the
worst-cases. Moreover, these bounds define the value of the integral of the PDF of the uncertain
parameters over the feasible space of the optimization problem in Eq.(3.2). Consequently, the
space [𝐩𝑀𝐼𝑁 , 𝐩𝑀𝐴𝑋 ] allows estimating the confidence threshold with which constraint violations
can be avoided. In ideal conditions, this confidence is supposed to equal the value of the integral
of the PDF of the uncertain parameters over [𝐩𝑀𝐼𝑁 , 𝐩𝑀𝐴𝑋 ].
3.1.1.3 The additional scenarios selection
We now describe the approach to computing the additional scenarios. This task can be formalized
in terms of the solution of a specific optimization problem, shown in Eq.(3.4-3.5). In this problem,
(𝑠)

several additional variables and parameters need to be introduced. Specifically, 𝐩𝐴𝑆 and 𝐩𝐴𝑆

represent the values of the uncertain parameters corresponding to all of the additional scenarios
and to the s-th additional scenario, respectively, while 𝐰 and 𝐰 (𝑠) have exactly the same meaning
𝑀𝐴𝑋
but with regard to the target system states. Moreover, 𝑁𝐴𝑆
is the maximum number of additional

scenarios while 𝛼, 𝜔𝑘 and 𝜑𝑘 are tuning coefficients.
The rationale followed in formulating the optimization problem consisting of Eq.(3.4-3.5) is quite
similar to that used in Eq.(3.2-3.3) and so only some of the key differences will be elaborated.
First, we consider Eq.(3.5), which represents a key component of the objective function of the
optimization problem in Eq.(3.4). The function in Eq.(3.5) is comprised of two conceptually
(𝑘)

different terms (see Figure 3.4 for a graphical representation). The first (i.e. that including 𝐼𝑠,𝑠∗ and
(𝑘)

𝐼𝑠,𝑁𝐶 factors) is formally identical to the second term of Eq.(3.3). It measures the distance of the
dynamic response of the controlled system, corresponding to the s-th additional scenario, from the
dynamic responses of the controlled process, corresponding to all the other additional scenarios
(𝑘)

(𝑘)

and the nominal case. The second term (i.e. that including 𝐼𝑠,𝑠∗(𝑑𝑖𝑓𝑓) and 𝐼𝑠,𝑁𝐶 (𝑑𝑖𝑓𝑓) factors) is
conceptually identical to the first with the only difference that it does not deal with state profiles
but it deals with the profiles of the state derivatives. Therefore, its meaning can be clearly inferred
from that of the first term. Consequently, we can conclude that the function in Eq.(3.5) increases
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if the s-th additional scenario generates the most different dynamic responses (in terms of state
profiles and state derivatives) than other additional scenarios and the nominal case.

Figure 3.4: Graphical representation of the integral terms included in Eq.(3.5).
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If now we return to Eq.(3.4) and consider the overall objective function of the optimization
problem, we can realize that it is a weighted average of the functions in Eq.(3.5), where the
weighting factors are the normalized probability densities of the additional scenarios. As a
consequence, we can argue that solving the optimization problem in Eq.(3.4) implies finding
additional scenarios in [𝐩𝑀𝐼𝑁 , 𝐩𝑀𝐴𝑋 ] that are associated with the most different dynamic responses
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of the controlled process but, at the same time, are also associated with reasonably high probability
density. Once again, additional scenarios should be selected this way.
As a final remark, note that bounding the uncertain parameters of the target process model in
[𝐩𝑀𝐼𝑁 , 𝐩𝑀𝐴𝑋 ] might worsen the capability of finding optimal additional scenarios. However, this
is usually not the case because the optimal position of this type of scenario is typically away from
the boundaries of the feasible space. The reason for this is that those points are usually associated
with very low probability density.
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3.1.1.4 The scenario elimination & reduction step
At this point, the description of the logic for selecting the nominal case as well as the initial map
of worst-cases and additional scenarios is complete. We can continue with a discussion of the
scenario elimination and reduction step.
The reduction procedure is based on eliminating those worst-cases and additional scenarios that
are too close to each other or to the nominal case by some measure. Since the number of scenarios
in the initial map is small, all possible combinations can be considered. Therefore, the scenario
elimination and reduction strategy works by finding the Euclidean distance of each worst-case and
additional scenario from any other scenario of any type and eliminating those scenarios that are
too close. Mathematically speaking, Eq.(3.6) is applied where 𝐩𝑚 and 𝐩𝑚∗ are any scenario of any
type, the operator 𝑑〈∗,∗〉 represents the Euclidean distance and 𝜀 is a constant small parameter
(typically 𝜀 < 0.025).
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The purpose of the scenario elimination and reduction step is to mitigate the computational
requirements of the optimization performed in the optimization and control layer to determine the
necessary control actions. Even though the number of scenarios is initially small, the elimination
of one or two of them may significantly decrease the computational burden.
3.1.1.5 Discussion and final comments
Before moving to the description of the optimization and control layer, three brief general
comments are necessary. The first of them has to do with tuning issues. In the most general case,
Eq.(3.3) and Eq.(3.5) depend on all the states of the target process. However, many times only
some of the states are critical and deserve to be used to estimate the optimal scenario set. Thus, we
might be interested in eliminating some of the process states from Eq.(3.3) and Eq.(3.5). This
simply requires setting the coefficients 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 , 𝜇𝑘 , 𝜔𝑘 , 𝜑𝑘 to zero for all those states that are
to be removed. In addition, sometimes it is useful to artificially set, only for some states, which
bound constraint to select when computing the first term of Eq.(3.3). This can be done by
conceptually setting to ∞ either 𝛿𝑘 or 𝜓𝑘 for the associated states. Another interesting feature of
our scenario selection/update method deserves to be mentioned, namely, that no assumption has
been made about the features of the PDF of the uncertain parameters of the controlled system
model. This means that any possible distribution can be selected, namely symmetric, asymmetric,
multi-modal, etc. Finally, observe that our scenario selection/update strategy produces a scenario
set that preserves all of the three functional dependencies mentioned in Chapter 1, namely the
dependence on the operating conditions of the controlled process over time, that on the
mathematical structure of the model of the target process and that on the nature of the uncertainty
(PDF of the uncertain parameters). All of these comments are intended to support the conclusion
that the proposed dynamic scenario selection/update methodology is reasonably general, flexible,
effective and adaptable.
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3.1.2 The optimization and control layer
This sub-section deals with the other half of the RBSMBO&C method, i.e. the optimization and
control layer. A qualitative sketch of the algorithm is shown in the bottom (green) box in Figure
3.2. As the schematic suggests, first, this layer performs an initialization, which constitutes part of
the RBSMBO&C initialization step, and is necessary to collect essential input data (controlled
system model, tuning parameters, performance functions, bound constraints on process states and
manipulated variables, etc.). Then, it takes care of iteratively computing robust optimal control
actions via stochastic optimization (here both batch time and manipulated variables are considered
as optimization variables), applying them to the target process along with measuring the system
response and checking the stopping condition. These last four iterative operations comprise the socalled BSMBO&C basic step and, as outlined, are repeated until the stopping condition is met,
which means that the optimal batch time has been reached and the batch cycle must terminate. A
detailed description of all of these steps should be required. However, the optimization and control
layer works similarly to BSMBO&C. Therefore, only limited information is conveyed in this subsection and most of that is about how the optimization for computing robust control actions is
handled. For further detail concerning the optimization and control layer, the reader is invited to
review the material discussed in Chapter 2 and make the necessary extrapolations.
The stochastic optimization problem for the evaluation of robust control actions (optimal 𝐦 and
𝑡𝐵𝐶 values), which is solved in a receding horizon fashion as previously implied, is converted into
a deterministic tractable NLP equivalent, using the scenario set generated by the scenario
selection/update layer (see Eq.(3.7-3.9)). The notation used in these developments is as follows:
𝐦 and 𝑡𝐵𝐶 represent the manipulated variables of the controlled system and the batch time while
𝑀𝐼𝑁
𝑀𝐴𝑋
𝐦MIN , 𝐦MAX , 𝑡𝐵𝐶
and 𝑡𝐵𝐶
stand for the lower and upper bounds on manipulated variables and

batch time, respectively. Moreover, 𝑡 ∗ , 𝐰 ∗ and 𝐝∗ represent the initial conditions in terms of time,
states and manipulated variables for the evaluation of a generic control action. Finally, 𝑁𝑊𝐶 and
𝑁𝐴𝑆 are the number of worst-case and additional scenarios belonging to the set produced by the
𝑀𝐴𝑋
scenario selection/update layer (𝑁𝑊𝐶 and 𝑁𝐴𝑆 are not necessarily the same as 𝑁 𝑀𝐴𝑋
𝑊𝐶 and 𝑁𝐴𝑆 ).

The structure of the problem in Eq.(3.7) arises from the simple aggregation of several singlescenario optimization problems (these single scenarios are those included in the scenario set built
by the scenario selection/update layer). This aspect shows up clearly in the structure of the

59
constraints as well as in the formulation of the objective function, which assumes the form of an
𝐵𝑆𝑀𝐵𝑂&𝐶
expected value, i.e. a weighted summation of single-scenario objective functions (𝑓𝑜𝑏𝑗
).
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The structure of Eq.(3.7) also suggests that the aforementioned robust optimal control actions are
simply the best values of 𝐦 and 𝑡𝐵𝐶 that represent a reasonable compromise among the needs of
different controlled processes (those included in the scenario set built by the scenario
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selection/update layer). In this, Eq.(3.7) is conceptually the same optimization problem iteratively
solved in BSMBO&C to compute conventional control actions but simultaneously applied to a
number of different target systems. Finally, it is relevant to comment on the type of optimization
variables/constraints included in Eq.(3.7), in light of the conventional classifications in use in the
stochastic programming community. Both 𝐦 and 𝑡𝐵𝐶 can be considered as wait-and-see variables
because all of them are operational parameters while no here-and-now variables (usually design
or investment decisions) as well as nonanticipativity constraints are present. These considerations
suggest that a single-stage solution approach can be applied to solve the original (aforementioned)
stochastic optimization problem via its deterministic equivalent shown in Eq.(3.7). These findings
are reasonable and in line with the features of RBSMBO&C, which deals with optimal control and
operational optimization and is not designed to make strategic decisions.
𝐵𝑆𝑀𝐵𝑂&𝐶
We now return to describing the single-scenario objective function, which is named 𝑓𝑜𝑏𝑗

because it shares the same structure as the objective function of the BSMBO&C method. As
Eq.(3.9) shows, it consists of two user-defined functions, i.e. 𝑓 and 𝑔, an anti-ringing term (𝜏𝐴𝑅 ),
a slope control term (𝜏𝐷𝐶 ) and a penalty term (𝜗𝑃 ). The two user-defined performance functions
have degrees of freedom that depend on the specific problem. They must be such that the product
𝑓𝑔 measures the performance of the controlled system (the higher this performance, the smaller
the value of 𝑓𝑔). The structure of 𝜏𝐴𝑅 , 𝜏𝐷𝐶 and 𝜗𝑃 is not reported for the sake of brevity, but can
be found in Chapter 2. However, it should be noted that 𝜏𝐴𝑅 promotes smooth profiles of the
manipulated variables of the controlled process while 𝜏𝐷𝐶 is used to obtain the same effect but
with respect to the controlled system states. Both of them are functions of sets of tuning
coefficients, called 𝐶𝐴𝑅 and 𝐷𝐶 , which allow adjusting their severity. In addition, 𝜗𝑃 is used to
force all state bounds to be satisfied and might assume the form of infinite penalty or penalty
proportional to a proper integral of all state bound violations (these two choices for 𝜗𝑃 correspond
to a so-called boolean or weighted bound check method, respectively). The functions 𝑓 and 𝑔 as
well as the tuning coefficients (𝜏𝐴𝑅 and 𝜏𝐷𝐶 ) will be further discussed in the case study.
BSMBO&C
fobj
 w, m, p, tBC   f  g   AR   DC   P

(3.9)

We conclude the description of RBSMBO&C with a specific comment on the stopping condition,
which is necessary because the target process is batch. It is conceptually simple, even though its
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implementation is more complex. RBSMBO&C is simply terminated when the residual batch time
(𝑡𝐵𝐶 − 𝑡 ∗ ) approaches zero.
With this, the description of RBSMBO&C logic is now complete. We can move on to address
implementation and tuning issues.

RBSMBO&C: The Parallel Implementation Logic
In this section, we present some of the specifics on how RBSMBO&C has been implemented. In
particular, we concentrate on how the optimization sub-steps are implemented because those are
the most critical aspects for insuring online performance. The various optimization sub-steps
included in RBSMBO&C are conceptually quite similar. They involve solution of NLP problems
with differential-algebraic and bound constraints (the only exception is the optimization problem
used to evaluate the nominal case scenario). Therefore, the implementation strategy that has been
developed is structured so as to be suitable for all of the optimization sub-steps with modest
adaptations. In particular, a sequential parallel approach is adopted to take advantage of some of
the features of this type of approach. First, since the optimization problems that have to be solved
are of modest dimensionality, it is feasible to use heuristic optimization algorithms. Such
algorithms can accommodate discontinuous objective functions, thus allowing RBSMBO&C to be
formulated for any type of performance functions 𝑓 and 𝑔, which may be discontinuous. Second,
sequential approaches implicitly insure feasible-path search and thus allow generation of feasible
control actions for the controlled process under any condition. This is very important in order to
achieve robust control. Finally, coding sequential approaches is simpler than implementing
simultaneous strategies. The idea of using a sequential parallel approach is also justified by the
inherent total degree of parallelism of the algorithm. In fact, each optimization sub-step in
RBSMBO&C implies computing an objective function that is a summation of contributions
coming from independent scenarios. Therefore, each of these contributions can be easily computed
in parallel.
The conceptual structure of the parallel implementation of RBSMBO&C is shown in Figure 3.5.
Each optimization sub-step is implemented using a heuristic optimization solver and an ODE/DAE
integrator drawn from the BzzMath library [58], [59]. The heuristic optimizer is comprised of a multistart algorithm combining an improved version of Nelder-Mead simplex with an interpolation and
extrapolation method. It has no convergence proof but has been used for over a decade and has
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always shown to be effective, efficient and reliable. The ODE/DAE integrator is based on implicit
multi-value algorithms belonging to the Gear family and is internally equipped with a robust nonlinear system solver to efficiently tackle also highly non-linear problems.

Figure 3.5: Parallel implementation scheme of the optimization sub-steps performed in
RBSMBO&C.

Returning to the description of RBSMBO&C implementation, every time the optimizer requests
an objective function computation, a number of threads equal to the number of scenarios associated
with the objective function are generated. Each thread performs the integration of the target system
model corresponding to its own assigned scenario, which is necessary to evaluate the singlescenario contributions to the overall objective function. Finally, all threads combine their partial
information to compute the value of the objective function that is then transferred back to the
optimization algorithm. In case of failure in any of the required process model integrations, the
affected thread/threads generate an error message and send it to all the other threads, thus
suggesting that they be aborted. Upon completion of the interruption sequence, a second general
error message is generated and sent to the optimizer that marks the current set of optimization
variables as infeasible by setting the corresponding value of the objective function to infinity. This
implementation scheme proves to be highly efficient because it scales nearly linearly with the
number of scenarios. In other words, if one can assign at least one core per scenario, then the time
to run one robust optimization sub-step is almost the same as the time needed to run the same
optimization sub-step in non-robust fashion (i.e. with only one scenario). This condition holds very
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well for the most critical optimization sub-step, the one associated with computing robust control
actions in real-time. This is because the objective function of this optimization problem is such
that every scenario is totally independent of the others. The same concept still holds, with some
slowdowns, for all the other optimization problems. The slowdown arises because the objective
functions of these problems do not have the property that every scenario is independent of the
others. Fortunately, parallel computing can still be applied but thread synchronization must be
enforced at some specific points, thus introducing additional overhead that generates the observed
slowdown.
As a final remark, it should be noted that this type of parallel implementation allows computation
of robust control actions almost as rapidly as regular non-robust control actions. Of course,
sufficient computational resources, in terms of minimum number of cores, must be available. Since
one of the typical problems with RNMPC/RDRTO approaches is the limited online applicability
due to increased computational burden, we found another reason why RBSMBO&C should be
superior to most alternatives reported in the literature.

RBSMBO&C: The Heuristic Tuning Approach
Since RBSMBO&C is an optimization and/or optimal control algorithm, it does require proper
tuning. This aspect has already been outlined in the description of both the optimization and control
level and the dynamic scenario selection/update layer. Unfortunately, it is quite challenging to
define a truly optimal tuning approach for such a complex algorithm. Therefore, a heuristic
approach has been developed and is reported here. This approach can generate reasonable values
for all tuning parameters with limited effort. Specifically, since RBSMBO&C is a bi-level
framework, two different tuning strategies specific to the two different layers are proposed.
Although it might be argued that an overall tuning procedure may be preferable because the two
RBSMBO&C levels do interact, the level of interaction is relatively weak in the sense that it
involves only “long-term” data exchange (typically every control action, i.e. at the minute timescale), Consequently a single level at a time approach is adequate and thus the more complex
tuning procedure is not required.
We first introduce the tuning procedure for the optimization and control layer. Since this portion
of RBSMBO&C is conceptually analogous to the BSMBO&C method, the tuning approach
developed for BSMBO&C is applicable.
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The tuning procedure for the dynamic scenario selection/update strategy, requires that two groups
of coefficients be determined: 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 and 𝜇𝑘 , which relate to the worst-case scenarios selection,
and 𝜔𝑘 , 𝜑𝑘 and 𝛼, which affect the additional scenarios evaluation. Except for 𝛼, for which a
value of 1 is typically a reasonable choice, all the other parameters can be computed so as to
reasonably balance the order of magnitude of their corresponding terms in Eq.(3.3) and Eq.(3.5).
This goal can be attained via the following two-step procedure. First, a limited number of “ideal”
simulations, i.e. simulations with no uncertainty and no process disturbances, must be carried out
using the BSMBO&C method. Each of these simulations must be associated with a different set
of values of the uncertain parameters of the target process, which should be selected so as to
capture reasonably different behavior of the process itself. This target can be achieved by means
of random selection patterns, such as by selecting a combination of extreme values for the
uncertain parameters. When running the aforementioned simulations, it is also essential to provide
BSMBO&C with the same tuning parameters (e.g. 𝐶𝐴𝑅 and 𝐷𝐶 ) and input data (e.g. the 𝑓 and 𝑔
functions) as those that are going to be used for the optimization and control layer of RBSMBO&C.
Once the results of the simulations are available (optimal batch time and profiles of the
manipulated variables, optimal state profiles, etc.), these results are used in the second phase to
(𝑘)

(𝑘)

(𝑘)

(𝑘)

(𝑘)

(𝑘)

numerically evaluate two groups of integrals, namely 𝐼𝑟,𝑀𝐼𝑁 , 𝐼𝑟,𝑀𝐴𝑋 , 𝐼𝑟,𝑟 ∗ , 𝐼𝑟,𝑁𝐶 , 𝐼𝑟 (𝑑𝑖𝑓𝑓) and 𝐼𝑠,𝑠∗ ,
(𝑘)

(𝑘)

(𝑘)

𝐼𝑠,𝑁𝐶 , 𝐼𝑠,𝑠∗(𝑑𝑖𝑓𝑓) , 𝐼𝑠,𝑁𝐶 (𝑑𝑖𝑓𝑓) , computing their average value over the entire set of simulations and
applying the formulas shown in Eq.(3.10-3.11) to eventually get 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 , 𝜇𝑘 , 𝜔𝑘 and 𝜑𝑘 . As for
the coefficients 𝛿𝑘 , 𝜔𝑘 , 𝑐𝜓𝑘 , 𝑐𝜀𝑘 , 𝑐𝜇𝑘 and 𝑐𝜑𝑘 , the easiest choice is to set all of them to 1. In this
case, all terms in Eq.(3.3) and Eq.(3.5) related to all process states are expected to be the same
order of magnitude, thus playing the same role in affecting the selection of worst-case and
additional scenarios. This initial set of tuning coefficients typically works well, even though it can
always be further refined based on the specific type of problem to address. For example, for nonsensitive systems 𝑐𝜇𝑘 and 𝑐𝜑𝑘 can be set to about 0.1 and 0.25-0.5 because the derivative(𝑘)

(𝑘)

(𝑘)

dependent terms 𝐼𝑟 (𝑑𝑖𝑓𝑓) , 𝐼𝑠,𝑠∗ (𝑑𝑖𝑓𝑓) and 𝐼𝑠,𝑁𝐶 (𝑑𝑖𝑓𝑓) are not essential. Moreover, 𝛿𝑘 and 𝜔𝑘 can be
set to different values for different states in situations in which some states are considered to be
more critical than others, and so on.
We conclude this discussion of tuning with two additional remarks. Typically one may not be
interested or concerned with accounting for all the state profiles in Eq.(3.3) and Eq.(3.5). Therefore,
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only a limited number of these tuning parameters are going to take on non-zero values. This of
course reduces the tuning effort.
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Second, Eq.(3.10-3.11) are derived with respect to the term 𝐼𝑟,𝑀𝐼𝑁 . Sometimes, it might be more
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suitable to express the same expressions in terms of other factors (such as, 𝐼𝑟,𝑀𝐴𝑋 ). For example,
this is the case when some 𝛿𝑘 are conceptually set to ∞. Eq.(3.10-3.11) can readily be re-derived
for this alternative case because they simply involve balancing the average order of magnitude of
all terms in Eq.(3.3) and Eq.(3.5).
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Williams-Otto Fed-batch Reactor: The Case Study
In order to demonstrate the effectiveness of RBSMBO&C, we report a case study based on a fedbatch version of the well-known Williams-Otto process. The test case includes three different types
of simulations designed in such a way that one of them does not consider process disturbances
(ideal conditions, NOD) while two of them are affected by process perturbations (real conditions,
3D(1) and 3D(2)). In addition, every simulation type is performed using five different optimization
and optimal control frameworks: (I) Std, which is the original RBSMBO&C; (II) NoUpd, an
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approach that is identical to RBSMBO&C but without the dynamic re-estimation of the scenario
set at each RBSMBO&C basic step; (III) NoRbst, a non-robust optimization/optimal control
methodology, which is equivalent to BSMBO&C; (IV) NoUpdUnif, a conventional fixed-map
multi-scenario optimization/control strategy, where the set of scenarios is built by mapping proper
level surfaces of the PDF of the uncertain parameters; and (V) NoUpdMm, another conventional
fixed-map multi-scenario optimization/control strategy, where the set of scenarios is computed
using moment matching. In total, fifteen simulation sets, each comprising twenty different
simulations related to as many different Williams-Otto fed-batch reactors, are realized and
analyzed. Notice that all the aforementioned methods (Std, NoUpd, NoRbst, NoUpdUnif,
NoUpdMm) share the exact same algorithm structure, implementation logic and tuning policy, so
as to guarantee a fair comparison among the different strategies (all of them follow the general
structure of BSMBO&C).
In the rest of the section, the Williams-Otto fed-batch process is introduced and information on the
adopted modelling strategy and the nature of the uncertainty in the process model is reported.
Subsequently, the RBSMBO&C settings used in the simulations are mentioned (choice for the
performance functions 𝑓 and 𝑔, values of the tuning parameters, etc.). Finally, the most interesting
results from the fifteen sets of simulations are presented and discussed, along with some data
related to the computational performance of all the aforementioned frameworks (Std, NoUpd,
NoRbst, NoUpdUnif, NoUpdMm).
3.4.1 The process description and reactor modelling
The Williams-Otto process is well-known to the engineering control community and has been used
for years as a benchmark test for new control systems and optimization algorithms. In this chapter,
we concentrate on the reaction phase, i.e. we only deal with the online optimization and control of
the Williams-Otto reactor. Since RBSMBO&C is a method designed for batch systems, we are
going to deal with a Williams-Otto fed-batch reactor (Figure 3.6). The sketch in Figure 3.6
primarily shows the kinetic scheme of the process and the most important process variables
(including states, manipulated variables and disturbances). Moreover, it highlights how any of the
five aforementioned optimization/control algorithms (Std, NoUpd, NoRbst, NoUpdUnif,
NoUpdMm) is applied to the reactor. The material provided by Figure 3.6 is complemented by the
data reported in Table 3.1 and by the model of the fed-batch reactor shown in Eq.(3.12).
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Figure 3.6: Williams-Otto fed-batch reactor (red-circled parameters are the manipulated
variables, blue-squared variables represent the uncertain parameters and (R)BSMBO&C stands
for any optimization/control algorithm applied to the process unit).

Before moving on, we introduce the meaning of the new symbols present in Eq.(3.12). Specifically,
𝐶𝑖 and 𝐶𝑖𝐼𝑁 are the concentration of the i-th component in the reactor and in the feed flow, 𝐹 𝐼𝑁 and
𝐹𝑗 represent the feed flow and the coolant flow, 𝑇 𝐼𝑁 , 𝑇𝑗𝐼𝑁 , 𝑇𝑗𝑂𝑈𝑇 and 𝑇𝑅 stand for the temperature
of the feed flow, of the coolant flow at inlet and outlet conditions and of the reacting mixture, and
𝑉𝑅 and 𝑉𝑗 are the volume of liquid in the reactor and in the cooling jacket. The key kinetic,
thermodynamic, and structural parameters are: 𝜈𝑖𝑙 and 𝑅𝑙 , i.e. the stoichiometric coefficient of the
i-th component in the l-th reaction and the reaction rate of the l-th reaction, ∆𝐻𝑅,𝑙 , 𝜌𝑗 , 𝐶𝑝𝑖 and
𝐶𝑝𝑗 , which are the enthalpy of reaction of the l-th reaction, the coolant density and the specific
heat capacity of the i-th component and of the coolant, and 𝑈 and 𝐷𝑅 that denote the global heat
transfer coefficient and the reactor diameter. The remaining two parameters, 𝑁𝐶 and 𝑁𝑅 , represent
the number of components in the reacting mixture and the number of chemical reactions.

Table 3.1: Williams-Otto process data, economic parameters and model uncertainty features.
Kinetic data

A B  C

BC  P E

(1)

(2)

 E 
R1  k1 exp   1  CACB
 TR 
 0

 0



 0

R2  k2 1  k2



k1 0

[m3/kmol/s]

E1

[K]

k2 0
 E2 
exp    CB CC
 TR 
E 2

[m3/kmol/s]
[K]

2.4375E+3
4.85E+3
2.96596E+10
9.95E+3
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Table 3.1 continued
CPG

 E 
R3  k3 exp   3  CC CP
 TR 
 0

(3)

k3 0

[m3/kmol/s]

E3

[K]

8.1465E+15
1.39E+4

Thermodynamic data
H R ,1

[kJ/kmol]

-2.15E+5

Cp A

[kJ/kmol/K]

321.204

H R ,2

[kJ/kmol]

4.5E+4

CpB

[kJ/kmol/K]

127.14

H R ,3

[kJ/kmol]

-5.57E+5

CpC

[kJ/kmol/K]

352.288

CpE

[kJ/kmol/K]

166.212

Cp j

[kJ/kg/K]

4.186

CpG

[kJ/kmol/K]

844.132

j

[kg/m3]

1E+3

CpP

[kJ/kmol/K]

426.617

Molecular masses

PM A

[kg/kmol]

142

PM E

[kg/kmol]

81

PM B

[kg/kmol]

60

PM G

[kg/kmol]

383

PM C

[kg/kmol]

202

PM P

[kg/kmol]

181

[m]

0.07

Reactor data
sj

DR

[m]

1

HR

[m]

3.5

Process data and initial conditions
C A0

[kmol/m3]

1

F IN

[m3/s]

C B0

[kmol/m3]

0.4

T IN

[K]

Ci0i  A, B 

[kmol/m3]

0

C BIN

[kmol/m3]

1

[kmol/m3]

0
0

0
298

VR0

[m3]

0.5

CiINi  B 

TR0

[K]

308

Fj

[m3/s]

T jOUT ,0

[K]

308

T jIN

[K]

308

tcampaign

[s]

8.64E+4

tdead

[s]

420

69
Table 3.1 continued
FjMAX

[m3/s]

0.01

CCMAX

[kmol/m3]

F IN , MAX

[m3/s]

1E-3

TRMAX

[K]

330

VRMAX

[m3]

2.15

0.0723

Model uncertainty data

U

[kW/m2/K]

0.8*

k2 0

[-]

0.7*

U

[kW/m2/K]

0.045*

 k  

[-]

0.065*

U MIN

[kW/m2/K]

0.65**

k2 0, MIN

[-]

0.5**

U MAX

[kW/m2/K]

0.95**

k2 0, MAX

[-]

0.9**

0
2

* expected value and standard deviation of a multivariate 2D Gaussian distribution
** region corresponding to a volume under the probability density function equal to 99.8%

Economic data

$A

[$/kg]

25

$E

[$/kg]

50

$B

[$/kg]

75

$G

[$/kg]

0

$C

[$/kg]

0

$P

[$/kg]

300

NR
 dCi F IN IN

C

C

 i i   il Rl i  1...NC

dt
V
l 1
R

 dVR
 F IN

 dt
NC
NR

IN
IN
F
C
Cp
H R ,l Rl


i
i
 dT
4U
OUT
IN
i

1
l

1
R


T j  TR   NC
T  TR   NC
NC
 dt
DR  Ci Cpi
VR  Ci Cpi
Ci Cpi


i 1
i 1
i 1

 dT jOUT Fj IN
4UVR
 T j  T jOUT  
TR  T jOUT 

dt
V
D
V

Cp

j
R j j
j

(3.12)

A qualitative analysis of this instance of the Williams-Otto process can be carried out based on the
information included in Figure 3.6 and Table 3.1. The kinetic scheme of the process is based on

70
three chemical reactions (also reported in Table 3.1) where the first two are primary reactions
while the last one is a side reaction. The two reactants fed to the process are A and B (A is
preloaded, B is partially preloaded and successively slowly fed over time) while the desired
product is P and a co-product is E. Moreover, G is a sub-product with no market value and C is a
toxic/dangerous intermediate whose concentration in the reacting mixture must not overshoot a
tight upper bound (see Table 3.1) at any time. By direct observation of the enthalpies of reaction,
we can conclude that the process is exothermic overall, even though the second main reaction is
endothermic. Moreover, the values of the kinetic parameters (Table 3.1) suggest that the first main
reaction is faster than the second main reaction at low temperatures and this trend reverses at high
temperatures. Based on this information, we conclude that component C will experience a
maximum trend that is likely to be difficult to control, thus violations of its tight safety bound are
expected. Moreover, the optimal temperature profile in the reactor is likely to be increasing during
the course of a batch cycle due to the global exothermic nature of the process and/or the need for
reducing the batch time. Since a maximum constraint on temperature must be maintained (see
Table 3.1), we also expect maximum temperature overshooting problems to potentially arise in
operation. This qualitative picture of the process helps to understand how challenging its online
optimal management is and justifies its selection as benchmark test for the newly developed
RBSMBO&C.
Additional interesting information on this instance of the Williams-Otto process include the choice
of the manipulated variables and the identification of process disturbances. As shown in Figure
3.6, the feed flow and coolant flow (𝐹 𝐼𝑁 and 𝐹𝑗 ) are chosen as manipulated variables. As process
disturbances, the coolant flow temperature at inlet conditions (𝑇𝑗𝐼𝑁 ) is the parameter which has the
largest influence on reactor operation. Therefore, it is considered as the primary source of process
perturbations.
Finally, since we are interested in solving robust optimization/control problems, a set of uncertain
parameters, related to the reactor model, must be selected. Given the aforementioned qualitative
description of the process, the parameters that directly influence the temperature profile and the
concentration profile of component C are of greatest concern. Thus, the global heat transfer
coefficient (𝑈) and a parameter proportional to the pre-exponential factor of the second primary
(0)

reaction (∆𝑘2 ) are selected. They are assumed to follow a 2D asymmetric Gaussian distribution
(see Table 3.1 for further details) because this is the typical condition that arises when parameters
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are obtained from fitting of experimental data under the four common assumptions: no gross
errors/outliers, constant variance within every data set (homoscedasticity), sufficiently large data
sample and no collinearity issues.
3.4.2 The RBSMBO&C settings
As shown in Figure 3.2, RBSMBO&C requires a set of input data related to the system to
optimize/control. This data includes: bound constraints on system states, manipulated variables,
batch time and uncertain parameters, maximum number of worst-cases and additional scenarios,
initial conditions of the target process, probability density function of the uncertain parameters,
objective functions 𝑓 and 𝑔, model of the controlled process and tuning coefficients. Most of this
information is reported in Table 3.1, especially that portion that is useful to analyze the results of
the case study shown in Section 3.4.3.

Table 3.2: Tuning parameters for the RBSMBO&C algorithm.
Tuning parameters of the optimization/control strategy

CAR

F 

*

1.32E+9

CAR  F 

*

9.5E+7

IN

j

DC  k 

*

0

* units of measure not reported

Tuning coefficients of the scenario map update/generation algorithm
MAX
NWC

[-]

2

C

C

[-]

∞**

C

C

[-]

1**

C

C

[-]

5E-3**

C

C

[-]

C

C

C

C

** any other

 ,

,

MAX
N AS

[-]

6

T

R

[-]

∞**

T

R

[-]

1**

T

R

[-]

3E-2**

2.5**

T

R

[-]

1.1**

[-]

1**

T

R

[-]

7**

[-]

9E-2**

T

[-]

8E-7**

 , ,



and



type coefficient is set to zero

R
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However, we also need to specify the maximum number of worst-cases and additional scenarios
𝑀𝐴𝑋
𝑀𝐴𝑋
(𝑁𝑊𝐶
and 𝑁𝐴𝑆
), the tuning coefficients, the 𝑓 and 𝑔 functions and the process model. The

process model is simply the ODE system shown in Eq.(3.12) while the set of tuning parameters,
𝑀𝐴𝑋
𝑀𝐴𝑋
𝑁𝑊𝐶
and 𝑁𝐴𝑆
are summarized in Table 3.2.

It should be noted, from Table 3.2, that all 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 , 𝜇𝑘 , 𝜔𝑘 and 𝜑𝑘 are set to zero except for
those related to the reactor temperature (𝑇𝑅 ) and the concentration of C (𝐶𝐶 ). This choice is justified
since these are the only critical states of the Williams-Otto process, based on the qualitative
analyses of Section 3.4.1. Also, it should be noted that the two 𝛿𝑘 coefficients related to 𝑇𝑅 and 𝐶𝐶
are conceptually set to ∞. Once again, this is reasonable because only the violation of the upper
bound is meaningful for both states. Finally, the selection of 𝑓 and 𝑔 is somewhat more complex
and relates to the way in which the process must be optimized. Although several sensible options
are possible, we choose to perform a pseudo scheduling optimization, i.e. we optimize and control
online a single batch cycle but also target the estimated performance of an entire production
campaign. The optimization criterion is economic and net income is chosen. The resulting
mathematical formulation of 𝑓 and 𝑔 is shown in Eq.(3.13) (𝑡𝑐𝑎𝑚𝑝𝑎𝑖𝑔𝑛 , 𝑡𝑑𝑒𝑎𝑑 , 𝑃𝑀𝑖 , $𝑖 are the
campaign time and idle time for a cycle, the molecular weight and price of the i-th component
while superscripts/subscripts 0 and 𝐵𝐶 stand for “at initial conditions” and “at the end of the
batch”, respectively). In Eq.(3.13), it should be noted that the product 𝑓𝑔, which relates to the net
income of a production campaign, has to be negative. In fact, the higher the net income is, the
higher the performance of the process is and the lower the value of 𝑓𝑔 must be. This information
proves to be useful later on, especially in the analysis of the results of the case study.
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(3.13)

As a final remark, note that the same exact settings described in this sub-section and used for
RBSMBO&C are also applied to all the other online optimization/control methods to which
RBSMBO&C is compared (NoUpd, NoRbst, NoUpdUnif, NoUpdMm). This applies to the
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formulas for 𝑓 and 𝑔, the fed-batch reactor model, the tuning coefficients in Table 3.2 (when
applicable), and so on.
3.4.3 The simulation results in ideal and real cases
The results of the fifteen sets of twenty simulations are reported in three different formats, which
permit highlighting different interesting aspects. In particular, two graphical formats and one
numerical format are used. The first type of graphical format is the constraint violation map. This
type of chart represents the twenty Williams-Otto fed-batch reactors, used as real processes in each
of the fifteen simulation sets, as either plain dots or red-circled dots. These dots are sorted in the
(0)

bi-dimensional space by means of a simple criterion: the pair of values [𝑈, ∆𝑘2 ] of their
corresponding real Williams-Otto reactor determines their spatial position. Assigned a generic set
of simulations (one of the fifteen) a real Williams-Otto reactor is represented by a plain dot in the
constraint violation map of that specific simulation set, when it undergoes no bound violations
during its own batch cycle. The same real Williams-Otto reactor is represented by a red-circled
dot in case any bound violation occurs during its own batch cycle. This way of representing the
results of this case study is very useful in understanding which algorithm is the most robust among
Std (RBSMBO&C), NoUpd, NoRbst, NoUpdUnif and NoUpdMm: it is the one with the fewest
red-circled dots in its three constraint violation maps. The second type of graphical representation
of the results of the fifteen simulation sets involves plotting the most interesting state trajectories,
manipulated variable trends and perturbation profiles, corresponding to a certain specific
perturbation pattern (NOD, 3D(1) or 3D(2)) and a real Williams-Otto fed-batch reactor, for all
cases in which any of Std (RBSMBO&C), NoUpd, NoRbst, NoUpdUnif or NoUpdMm is applied
to that specific reactor. This second type of representation is more interesting to analyze, with
regard to a specific real controlled process and perturbation pattern, what type of bound violation
occurs, how severe it is and which algorithm/s cause it. Finally, the numerical format of analysis
of the results of the test case involves computation of numerical indices, which quantify the relative
average performance of Std (RBSMBO&C), NoUpd, NoRbst, NoUpdUnif and NoUpdMm. Such
indices are described in Eq.(3.14-3.17) ,where 𝑓 and 𝑔 represent the values of the functions shown
in Eq.(3.13) when applied to any real Williams-Otto reactor, 𝑁𝑆𝑃𝐿 is the number of simulations in
(0)

each of the fifteen aforementioned simulation sets and 𝐩(𝑛) stands for the pair [𝑈, ∆𝑘2 ]
associated with the n-th real Williams-Otto reactor in any of the fifteen simulation sets.
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𝑟𝑒𝑎𝑙

In terms of physical meaning, −(𝑓 ∙ 𝑔)𝑞

(3.17)

is an approximation of the expected value of the net

income achievable through the real Williams-Otto fed-batch process, when any of Std
(RBSMBO&C), NoUpd, NoRbst, NoUpdUnif and NoUpdMm is used to determine the optimal
operating policy of the reactor. Moreover, ∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐼𝑁 , ∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐴𝑋 and 𝜎(𝑓∙𝑔)𝑟𝑒𝑎𝑙
𝑞
𝑞
𝑞
measure the homogeneity in the net income generated by any possible instance of the real
Williams-Otto fed-batch process, when any of Std (RBSMBO&C), NoUpd, NoRbst, NoUpdUnif
and NoUpdMm is employed to evaluate the optimal operating policy of the reactor. Finally,
𝑟𝑒𝑎𝑙

∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
estimates the relative difference between the (𝑓 ∙ 𝑔)𝑞
𝑞
𝑟𝑒𝑎𝑙

NoUpd, NoRbst, NoUpdUnif and NoUpdMm, and the (𝑓 ∙ 𝑔)𝑞

values associated with

value corresponding to Std

(RBSMBO&C). This numerical type of representation quantifies the difference in effectiveness
among Std (RBSMBO&C), NoUpd, NoRbst, NoUpdUnif and NoUpdMm. In practice, the most
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𝑟𝑒𝑎𝑙

effective methodology is expected to lead to maximum −(𝑓 ∙ 𝑔)𝑞

and minimum ∆(𝑓 ∙

𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐼𝑁 , ∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐴𝑋 and 𝜎(𝑓∙𝑔)𝑟𝑒𝑎𝑙
.
𝑞
𝑞
𝑞
Using these three representations of the results, we can finally infer what method is more effective
and robust among the five alternatives: RBSMBO&C, NoUpd, NoRbst, NoUpdUnif and
NoUpdMm.

Figure 3.7: Constraints violation pattern in ideal conditions (NOD) as a function of the real
controlled process (I - Std, II - NoRbst, III - NoUpd, IV - NoUpdUnif, V - NoUpdMm).
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Figure 3.8: Constraints violation pattern in real conditions (1st perturbations scheme, 3D(1)) as
a function of the real controlled process (I - Std, II - NoRbst, III - NoUpd, IV - NoUpdUnif, V NoUpdMm).

First, the constraint violation maps related to all simulation sets, i.e. those realized in ideal
conditions (Figure 3.7) as well as those referring to real conditions (Figure 3.8 and Figure 3.9),
show that RBSMBO&C always prevents bound violations while all the other strategies
occasionally trigger some of them. This suggests that RBSMBO&C is more robust than both
conventional fixed-map multi-scenario NMPC/DRTO strategies and, obviously, non-robust
NMPC/DRTO algorithms.
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Figure 3.9: Constraints violation pattern in real conditions (2nd perturbations scheme, 3D(2)) as
a function of the real controlled process (I - Std, II - NoRbst, III - NoUpd, IV - NoUpdUnif, V NoUpdMm).

Moreover, RBSMBO&C appears to be slightly more robust than NoUpd (RBSMBO&C itself,
where the dynamic scenario map update is disabled) which, in turn, seems more robust than
NoUpdUnif and NoUpdMm (regular fixed-map multi-scenario NMPC/DRTO methods). This last
observation suggests that the increased robustness provided by RBSMBO&C results from the
combination of two different factors: the novel controlled system dependent logic for scenarios
evaluation and the dynamic re-estimation of the scenario set itself over time. This indirectly
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confirms that, in these online optimization/control problems, the optimal scenario map is a function
of three contributions: controlled process model, features of the uncertainty and operating
conditions of the target system over time. Finally, the constraint violation maps show that all bound
violations seem to be concentrated close to real instances of the Williams-Otto process with either
(0)

small 𝑈 or small ∆𝑘2 . This pattern is not surprising and is totally in line with the features of the
employed Williams-Otto process. In fact, small 𝑈 means low heat removal efficiency, thus it also
means higher probability of violating the upper bound on the reactor temperature. On the other
(0)

hand, small ∆𝑘2 means that the second primary reaction is slow. Since this is the main process
that consumes the intermediate C, the overall rate of production of C is maximum in such condition.
Therefore, violating the upper bound on the concentration of C is very likely.
We next analyze Figure 3.10, Figure 3.11, Figure 3.12 and Figure 3.13 to look for additional
interesting information. Figure 3.10 reports some important temporal profiles, which correspond
to an ideal case (no process disturbances), and refers to a real Williams-Otto reactor associated
with elevated likelihood. It can be used to confirm that the C concentration trend and the reactor
temperature profile usually track very closely their bound constraints at some point. Moreover, the
reactor temperature stays close to its upper bound for a long time. Therefore, bound violations are
supposed to be likely in real simulations due to the presence of disturbances.
In fact, this is exactly what happens in Figure 3.11 and Figure 3.12, where a double variation in
the coolant inlet temperature (1st perturbation scheme) causes the reactor temperature and the
concentration of C to overshoot their upper bounds, when some of RBSMBO&C, NoUpd, NoRbst,
NoUpdUnif and NoUpdMm are applied. Notice that the maximum temperature constraint
violation in Figure 3.11 is severe for NoRbst, a bit less severe for NoUpdUnif, less severe for
NoUpdMm and practically zero for NoUpd and RBSMBO&C (the very small overshoots that can
be observed are on the order of magnitude of the typical relative tolerance with which optimizers
handle non-linear constraints). Similar reasoning and conclusions hold for the violation of the
upper bound on the concentration of C in Figure 3.12. However, in this case, NoRbst, NoUpdUnif
and NoUpdMm take to a very similar degree of constraint violations. In addition, NoUpd and
RBSMBO&C force the concentration of C to stay sufficiently away from the upper bound, thus
not even showing very small overshoots due to numerical tolerance issues.
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Figure 3.10: Optimal operating policy of the Williams-Otto fed-batch reactor in ideal conditions
(0)

(NOD) and when 𝑈𝑟𝑒𝑎𝑙 = 0.78 kW/m2/K & ∆𝑘2,𝑟𝑒𝑎𝑙 = 0.7.

Finally, Figure 3.13 also refers to a real simulation but the type of perturbation on the coolant inlet
temperature is different (2nd perturbation scheme). This type of disturbance is specifically designed
to activate very close in time to the maximum of the concentration of C, thus it locally promotes
constraint violations, even though it has limited global influence on the entire batch cycle. Due to
this ad-hoc disturbance, only RBSMBO&C manages to keep the operation of the reactor feasible
at all times. Even NoUpd fails to avoid overshooting the maximum concentration allowed for C.
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This more detailed analysis of some key simulations strengthens many of the concepts already
introduced with the analysis of the constraint violation maps. RBSMBO&C seems significantly
more robust than fixed-map multi-scenario and non-robust NMPC/DRTO frameworks and owes
its better robustness to both its individualized scenario selection strategy and its dynamic reestimation of the scenario map over time.

Figure 3.11: Optimal operating policy of the Williams-Otto fed-batch reactor in real conditions
(0)

(1st perturbation scheme, 3D(1)) and when 𝑈𝑟𝑒𝑎𝑙 = 0.65 kW/m2/K & ∆𝑘2,𝑟𝑒𝑎𝑙 = 0.5.
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Figure 3.12: Optimal operating policy of the Williams-Otto fed-batch reactor in real conditions
(0)

(1st perturbation scheme, 3D(1)) and when 𝑈𝑟𝑒𝑎𝑙 = 0.75 kW/m2/K & ∆𝑘2,𝑟𝑒𝑎𝑙 = 0.5.

In addition, NoUpdMm seems to be slightly more robust than NoUpdUnif, thus moment matching
strategies appear to be the most efficient conventional approaches to the computation of scenario
maps. Apart from these two observations, this deeper analysis also suggests something new. The
beneficial effect of the dynamic re-estimation of the scenario map on RBSMBO&C robustness is
significant especially in extremely challenging situations. Therefore, it may be possible to perform
the dynamic scenario set re-evaluation only every 3-5 control actions during regular operation and
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to immediately activate it only when any disturbance is detected. This aspect will be further studied
and addressed in future work.

Figure 3.13: Optimal operating policy of the Williams-Otto fed-batch reactor in real conditions
(0)

(2nd perturbation scheme, 3D(2)) and when 𝑈𝑟𝑒𝑎𝑙 = 0.85 kW/m2/K & ∆𝑘2,𝑟𝑒𝑎𝑙 = 0.5.

The last step in the analysis of the results of the case study is the comparison of the economic
effectiveness of Std (RBSMBO&C), NoUpd, NoUpdUnif and NoUpdMm (NoRbst is not even
considered due to its poor economic performances). In order to do this, we refer to Table 3.3 and
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𝑟𝑒𝑎𝑙

to terms ∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
and −(𝑓 ∙ 𝑔)𝑞
𝑞

. The tabulated results indicate that three of the four robust

methodologies, i.e. Std, NoUpd and NoUpdUnif, lead to the same economic performance in ideal
conditions (the very small differences are probably due to numerical issues). Conversely,
NoUpdMm drives to lower economic profits. This is compliant with the fact that the latter strategy
is slightly more robust (thus more conservative) than NoUpdUnif, which insures economic
performances similar to Std and NoUpd. The same observations can be made in real conditions,
when the 2nd perturbation scheme is adopted. This is reasonable because the 2nd perturbation
scheme is not a disturbance that substantively affects the operating conditions of the WilliamsOtto reactor over the entire batch cycle. However, things change dramatically when we compare
the economic benefits insured by Std (RBSMBO&C), NoUpd, NoUpdUnif and NoUpdMm, when
the 1st perturbation scheme is adopted. In this case, RBSMBO&C and NoUpd perform
significantly better than NoUpdUnif, which, in turn, still guarantees higher performance than
NoUpdMm. This suggests that RBSMBO&C is at least as profitable as regular multi-scenario
fixed-map NMPC/DRTO approaches. Moreover, it generates better economic performance
whenever the operating conditions of the target process change significantly during the batch cycle.
This can be due to disturbances but also to the nature of the chemical process itself. In addition,
these first results seem to suggest that it is the novel controlled system dependent logic for scenario
evaluation more than the dynamic re-estimation of the scenario set over time that leads to higher
process performance. This aspect requires further analysis to arrive at definitive conclusion. In fact,
it is likely that there exist conditions in which the dynamic re-estimation of the scenario map
demonstrates to have a beneficial impact on the economic performance of the controlled system
(especially when complex real processes are dealt with). In any case, note that even if the dynamic
scenario set management took to no perfomance improvements, it would still be essential for
insuring higher robustness, especially in extreme conditions.
Finally, from Table 3.3, it can be seen that RBSMBO&C is associated with the lowest values of
∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐼𝑁 , ∆(𝑓 ∙ 𝑔)𝑟𝑒𝑎𝑙
|𝑀𝐴𝑋 and 𝜎(𝑓∙𝑔)𝑟𝑒𝑎𝑙
for both the perturbed and unperturbed cases,
𝑞
𝑞
𝑞
suggesting that it uniformly provides improved performance (at least for this case study).
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Table 3.3: Dimensionless net income analysis based on ad-hoc conventional and statistical
indices.
Ideal simulations: no process disturbances (NOD)
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Real simulations: 1st perturbation scheme (3D(1))
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-
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Real simulations: 2nd perturbation scheme (3D(2))



 f g



 f g
 f g

g

real

NoRbst

NoUpd

NoUpdUnif

NoUpdMm

[-]

7.093

6.480

7.146

7.145

6.918

[%]

-14.84

-100.00

-100.00

-100.00

-100.00

[%]

7.84

14.93

11.66

6.21

11.02

[%]

-

-8.64

0.75

0.74

-2.47

[-]

0.30

2.85

1.75

2.65

2.01

real

real
MIN

real

 f g

 f

Std

MAX

real

85
After assessing the robustness and performance of RBSMBO&C through the results of the case
study, we finally comment on the computational effort required to compute a single control action
with RBSMBO&C itself, NoUpd, NoRbst, NoUpdUnif and NoUpdMm. This information is
essential to demonstrate the real online applicability of these frameworks. The time necessary to
compute a single control action with all the aforementioned algorithms does not significantly
change as a function of the simulation set, thus average values are reported. If the time required
on average to evaluate a control action with NoRbst is used as reference, then the relative
computational times associated with RBSMBO&C (Std), NoUpd, NoUpdUnif and NoUpdMm are
on average 1.9, 1.8, 2.9 and 2.9, respectively. Moreover, NoRbst requires on average four seconds
per control action when run on a notebook equipped with 8 GB of RAM and a dual core processor
up to 3.1 GHz (Intel i7-4510U). Given the fact that the discretization grids of the manipulated
variables include approximately 45 s to 1 min long intervals, all of RBSMBO&C, NoUpd, NoRbst,
NoUpdUnif and NoUpdMm can surely be executed online. Moreover, notice that NoUpdUnif and
NoUpdMm (conventional multi-scenario NMPC/DRTO methods) are more computationally
demanding than RBSMBO&C, and this is due to the effect of the scenario elimination and
reduction strategy, which allows automatic and dynamic removal of unnecessary scenarios. These
results demonstrate one of the benefits offered by this type of scenario selection post-processing
strategy. Finally, the aforementioned computational times also suggest that while the actual
parallel implementation of RBSMBO&C is satisfactory, it can be further improved. Additional
code optimizations may be implemented in the near future.
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4. AUTOMATIC DETECTION AND PREVENTION OF RUNAWAYS
USING DETERMINISTIC AND STOCHASTIC DYNAMIC
OPTIMIZATION/OPTIMAL CONTROL

This chapter shows that specific classes of (R)NMPC/(R)DRTO algorithms can be used to
optimize and control batch systems online as well as allowing automatic identification and
prevention of runaways, both in the presence and in the absence of model uncertainty

[63], [64]

.

Specifically, it describes how to configure suitable (R)NMPC/(R)DRTO engines to provide an
unstable batch process with optimal control policies online, to allow real-time identification of
possible future runaways and to automatically take the proper measures to prevent them. These
measures include appropriate modifications to the optimal operating policy of the batch operation
and/or premature termination of the current batch cycle, which implies determination of the
optimal time at which the cycles has to be stopped. Note that this unconventional logic of
application of (R)NMPC/(R)DRTO may lead to significant improvements in both process safety
and process economic performance, especially within the fine chemicals synthesis, where
runaways are not uncommon.
As already outlined, only some classes of (R)NMPC/(R)DRTO algorithms can be used in this
unconventional fashion, namely, those able to optimize the duration of the batch operation in real
time. Therefore, in this chapter, we assume that these suitable (R)NMPC/(R)DRTO engines are
either BSMBO&C or RBSMBO&C. However, the reader will notice that it is straightforward to
apply the reported methodologies to other (R)NMPC/(R)DRTO engines as this requires minimal
modifications.
The

rest

of

this

chapter

covers

the

general

guidelines

on

the

application

of

BSMBO&C/RBSMBO&C to unstable batch operations and two validation test cases based on two
different batch processes, namely, the oxidation of 2-octanol to 2-octanone via an aqueous solution
of nitric acid

[65]

and the production of 2-butyl propanoate via acid-catalyzed esterification of 2-

butanol [66]. These two case studies test the capability of BSMBO&C/RBSMBO&C to predict and
prevent runaway phenomena due to both critical process disturbances and equipment faults, both
in the presence and in the absence of model uncertainty.
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Guidelines on the Application of BSMBO&C/RBSMBO&C to Unstable Batch
Operations
BSMBO&C and RBSMBO&C have been thoroughly described in Chapters 2 and 3, respectively.
In this section, we explain how to properly configure them in those scenarios where unstable batch
processes have to be managed. In addition, we also explain how the features of these two
frameworks allow them to automatically predict and prevent runaways. The latter aspect is
addressed in Section 4.1.1 while the first, which involves definition of proper objective functions
and tuning settings, is addressed in Sections 4.1.2 and 4.1.3.
4.1.1 BSMBO&C/RBSMBO&C: rationale of runaway prediction and prevention
The capabilities of runaway prediction and prevention exhibited by BSMBO&C and RBSMBO&C
primarily originate from two of their features, namely, their nature of model-based optimization
and/or control methods, and their ability of optimizing the duration of the target batch process in
real time. In this sub-section, we demonstrate this statement and compare the runaway
identification and prevention capabilities of BSMBO&C and RBSMBO&C to those of
conventional strategies for (R)NMPC/(R)DRTO.
BSMBO&C and RBSMBO&C can compute the trajectories of the manipulated variables and the
duration of the target batch process, which are expected to lead to the highest process performance,
based on the user-supplied objective function and on the (uncertain) process model, and are
expected to guarantee satisfaction of the bound constraints, used to define the feasible operating
region of the process. Therefore, it is evident that these two (R)NMPC/(R)DRTO strategies cannot
allow let their target process experience runaways, as this would certainly take to bound violations.
In practice, if critical process disturbances and/or equipment faults happen, which are predicted to
lead to a runaway in the future, BSMBO&C and RBSMBO&C automatically modify the
trajectories of the manipulated variables of the process and/or change the residual time of the batch
cycle to avoid this phenomenon of control loss. The typical course of action involves use of the
manipulated variables to prevent the runaway because this type of compensation strategy usually
has the minimal negative impact on process performance. However, if BSMBO&C and
RBSMBO&C predict that it is impossible to avoid the control loss simply by adjusting the
manipulated variables, then the residual time of the batch cycle is reduced so as to stop it before
the runaway is expected to occur. This second compensation strategy usually takes to more
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substantial loss of process performance, but insures safety in operation (i.e. satisfaction of the
bound constraints limiting the operating region of the target batch process).
All the information reported so far confirms that BSMBO&C and RBSMBO&C can automatically
identify and prevent runaways in real time because they are model-based optimization/control
strategies, which allow online optimization of the time of the target batch process (this
demonstrates the very first statement of this sub-section). In addition, the same information also
leads to some additional important remarks. First, BSMBO&C and RBSMBO&C can
automatically decide what actions to take in order to prevent an imminent runaway, based on their
impact on process profitability. Thus, they indirectly allow avoidance of the harmful consequences
of a catastrophic loss of control at the minimum possible “cost”. This is impossible to achieve by
combining conventional (R)NMPC/(R)DRTO frameworks with alarm management systems.
Second, since BSMBO&C and RBSMBO&C automatically insure runaway-free process operation,
it is no longer needed to run unstable batch processes within overconservative operating regions.
Consequently, the application of BSMBO&C and RBSMBO&C to unstable batch processes
should indirectly lead to higher process performance, which typically generates improvements in
process economics. Finally, BSMBO&C and RBSMBO&C allow runaway identification and
prevention in any possible scenario, while all those standard (R)NMPC/(R)DRTO frameworks,
which do not consider the time of the batch operation as an optimization variable, can still predict
but cannot always prevent runaways. This is because there may be situations where it is impossible
to keep the target batch process under control only by adjusting its manipulated variables. In such
circumstances, these standard (R)NMPC/(R)DRTO frameworks could only delay the occurrence
of the runaway. These observations suggest that any (R)NMPC/(R)DRTO framework that treats
the duration of the target batch process as an optimization variable is suitable for application
scenarios where unstable batch processes have to be controlled and/or optimized in real time.
Therefore, all the concepts and the methodologies described in this chapter can only be extended
to the latter class of algorithms for (R)NMPC/(R)DRTO.
The last important aspect, which must be mentioned in this sub-section, is the impact of model
uncertainty onto the efficiency and reliability with which runaways can be predicted and prevented
by BSMBO&C and RBSMBO&C. It is evident that, in the absence of model uncertainty,
BSMBO&C can virtually identify and prevent runaways in a deterministic fashion, which means
that if a runaway occurs at some future point in time, then it will be always identified in advance
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and avoided. Unfortunately, in the presence of model uncertainty, RBSMBO&C can only identify
and prevent future runaways with a certain probability, which is proportional to the probability of
violation of any of the lower/upper bounds imposed on the states of the target batch process. This
is because this RNMPC/RDRTO strategy can only identify and prevent runaways based on the
worst-case scenarios, which are far from being the worst possible realizations of model uncertainty
(worst-cases are just the worst realizations of model uncertainty within the uncertainty space
supplied to RBSMBO&C). In addition, RBSMBO&C may also predict runaways that the target
process is not going to experience in real-life and may decide to abort batch cycles that are
intrinsically safe, because the features of the target process may be significantly different than
those of the worst-case scenarios. However, despite these intrinsic limitations, intuition as well as
case studies suggest that RBSMBO&C can provide accurate and reliable capabilities of runaway
prediction and prevention under uncertainty in most real-life application scenarios. Therefore,
model uncertainty has limited impact on the efficiency and reliability with which runaways can be
predicted and prevented by BSMBO&C and RBSMBO&C.
4.1.2 BSMBO&C/RBSMBO&C: objective function selection
As reported in Chapters 2 and 3, BSMBO&C and RBSMBO&C require two user-supplied
performance functions called 𝑓 and 𝑔, which are employed internally to build the actual objective
𝐵𝑆𝑀𝐵𝑂&𝐶
𝑅𝐵𝑆𝑀𝐵𝑂&𝐶
functions used by these two frameworks (𝑓𝑜𝑏𝑗
and 𝑓𝑜𝑏𝑗
). The qualitative structure of

these objective functions is shown in Eq.(4.1), where 𝐴𝑅𝑇 and 𝑆𝐶𝑇 stand for the anti-ringing term
and the slope control term of BSMBO&C, 𝑁𝑠𝑇𝑂𝑇 is the number of scenarios included in the
scenario set of RBSMBO&C, and 𝜋̃𝑠 is the normalized probability density of the s-th scenario of
the scenario map of RBSMBO&C.
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(4.1)

The selection of functions 𝑓 and 𝑔 must be carefully addressed when the target batch process may
exhibit instability because they should be formulated such that the product 𝑓 ∗ 𝑔 increases when
the process goes towards a runaway. This is clearly not mandatory but can be considered as a
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further safety guarantee, which insures that the process is never driven too close to runaway
conditions. All the most common choices of 𝑓 and 𝑔 satisfy the aforementioned property because
runaway not only is a very dangerous phenomenon but also negatively affects process performance.
However, if a pair of unconventional performance functions are selected and the product 𝑓 ∗ 𝑔
does not increase towards runaway conditions, it is advisable to properly modify them by addition
of an event-based penalty term, which activates right before possible occurrences of a control loss.
𝐵𝑆𝑀𝐵𝑂&𝐶
𝑅𝐵𝑆𝑀𝐵𝑂&𝐶
This modification generates discontinuous 𝑓𝑜𝑏𝑗
and 𝑓𝑜𝑏𝑗
but also reduces all

unconventional functions 𝑓 and 𝑔 to a form that resembles that of a conventional set of
performance indicators, where 𝑓 ∗ 𝑔 increases towards runaway conditions. The mathematical
formulation of this entire procedure is reported in Eq.(4.2), where the arrows stand for replacement,
i.e. 𝑓 is not changed but 𝑔 is replaced by the expression placed at the right hand side of the arrow,
𝑏𝑟𝑢𝑛𝑎𝑤𝑎𝑦 is a boolean coefficient that is set to one, when the target process is sufficiently close to
runaway conditions, and is set to zero otherwise, and 𝜓(∗) is a non-negative penalty function that
may depend on the states, on the manipulated variables and on the disturbances of the target
process.

 f  f

 g  g  brunaway 1  g  

(4.2)

Notice that 𝑏𝑟𝑢𝑛𝑎𝑤𝑎𝑦 must be conceptually set to one, when the target batch process approaches
runaway conditions. However, this is only a qualitative concept that must be turned into a
quantitative criterion. Unfortunately, the rationale of this conversion procedure is case-specific,
thus cannot be addressed in a general fashion. Similarly, 𝜓(∗) has to be formulated such that its
value sharply increases as the target process approaches runaway conditions and/or experiences a
runaway, but its formulation cannot be conveyed at this stage because depends on the specific
application scenario. In order to give the reader a qualitative idea about how to set 𝑏𝑟𝑢𝑛𝑎𝑤𝑎𝑦 and
𝜓(∗), we briefly outline how to configure/choose these two terms for a batch reactor. Specifically,
𝑏𝑟𝑢𝑛𝑎𝑤𝑎𝑦 could be set to one whenever the temperature of the reactor reaches Ω % of the maximum
allowable temperature (the value of Ω depends on the typical operating temperature of the reactor)
and 𝜓(∗) could be formulated as a scaling term multiplied by the coolant consumption, i.e. the
integral of the coolant flow over the batch cycle. Again, we stress that this is just a specific example
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that shows a reasonable way of configuring/choosing 𝑏𝑟𝑢𝑛𝑎𝑤𝑎𝑦 and 𝜓(∗). General rationales to
perform this tuning step cannot be conveyed.
As a final remark, notice that Eq.(4.2) shows that only 𝑔 is modified using the event-based penalty
term, while 𝑓 remains unchanged. This is because the aim of the event-based penalty terms is to
make the product 𝑓 ∗ 𝑔 increase towards runaway conditions, and such goal can be achieved also
by modifying only function 𝑔.
4.1.3 BSMBO&C/RBSMBO&C: definition of the optimal tuning settings
The last aspect that must be carefully addressed when the target batch process may exhibit
instabilities is the selection of some of the tuning parameters of BSMBO&C and RBSMBO&C,
namely, the anti-ringing coefficients ( 𝑨𝑹𝒄) and the slope control coefficients (𝑫𝒄) of both
frameworks, and the coefficients 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 and 𝜇𝑘 used within RBSMBO&C to select worst-case
scenarios.
In order to compute of 𝛿𝑘 , 𝜓𝑘 , 𝜀𝑘 and 𝜇𝑘 , the regular tuning procedure reported in Chapter 3 can
be employed. However, it is essential that some of these coefficients be not manually set to zero
by the user, namely, all those associated with process states such as temperatures and pressures,
which may cause safety issues during a runaway. This intuitive and sensible rule allows
RBSMBO&C to select the worst-cases as those versions of the target batch process that are more
likely to experience runaways, thus guarantees reliable detection and prevention of control loss
scenarios.
The selection of 𝑨𝑹𝒄 and 𝑫𝒄 could be potentially carried out using the tuning procedure described
in Chapter 2. However, since these two sets of coefficients are very important in those application
scenarios where unstable target systems are involved, this sub-section provides a more accurate
tuning technique. The rationale and application of this improved tuning methodology is identical
to that of the tuning strategy described in Chapter 2, namely, initial values of 𝑨𝑹𝒄 and 𝑫𝒄 are
computed via heuristic approaches and, subsequently, refined using trial and error methods and/or
sensitivity analysis. However, this new tuning approach yields better initial estimates of 𝑨𝑹𝒄 and
𝑫𝒄, which are evaluated through Eq.(4.3) and Eq.(4.4). In these equations, 𝐴𝑅𝑐𝑖 is the i-th element
of 𝑨𝑹𝒄, i.e. the anti-ringing coefficient referring to the i-th manipulated variable of the process,
and 𝐷𝑐𝑘 is the k-th element of 𝑫𝒄, i.e. the slope control coefficient associated with the k-th process
state. Moreover, 𝑔𝑀𝑂 is the order of magnitude of function 𝑔, ∆𝑚𝑖𝑀𝐴𝑋,𝑀𝑂 is an estimate of the
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maximum allowable variation of the i-th manipulated variable between adjacent control actions,
and ∆𝑤𝑘𝑀𝐴𝑋,𝑀𝑂 has the same meaning of ∆𝑚𝑖𝑀𝐴𝑋,𝑀𝑂 but refers to the k-th process state. Finally,
0,𝑖
∆𝑡𝐶𝐼
represents the initial length of the intervals of the discretization grid of the i-th manipulated

variable, and 𝛼𝑖 and 𝛽𝑘 are user-supplied parameters.
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Note that the structure of Eq.(4.3) and Eq.(4.4) is defined so as to yield values of 𝑨𝑹𝒄 and 𝑫𝒄 that
satisfy two major conditions:
▪

Function 𝑔 approximately increases by 100𝛼𝑖 %, if the variation in the i-th manipulated
variable between any two consecutive control actions equals ∆𝑚𝑖𝑀𝐴𝑋,𝑀𝑂 ;

▪

Function 𝑔 approximately increases by 100𝛽𝑘 %, if the variation in the k-th state between
any two consecutive control actions equals ∆𝑤𝑘𝑀𝐴𝑋,𝑀𝑂 .

Therefore, these two equations allow selection of 𝑨𝑹𝒄 and 𝑫𝒄 by direct correlation of their values
to a quantitative, user-supplied measure of the smoothness of the trajectories of the manipulated
variables (∆𝑚𝑖𝑀𝐴𝑋,𝑀𝑂 ) and of the process states (∆𝑤𝑘𝑀𝐴𝑋,𝑀𝑂 ). The latter observation justifies that
the new heuristic strategy for the estimation of the initial values of 𝑨𝑹𝒄 and 𝑫𝒄, proposed in this
sub-section, is more accurate and reliable than that proposed in Chapter 2, and is more suitable for
the type of application scenarios addressed in this chapter.
Finally, we convey two additional pieces of information concerning the application of Eq.(4.3)
and Eq.(4.4) to real-life problems. First, note that all the entries of 𝑨𝑹𝒄 must be computed while
only few of the elements of 𝑫𝒄 are usually set to nonzero values (see Chapter 2 for further details).
It is essential to assign nonzero values to every entry of 𝑫𝒄 that corresponds to a process state that
may lead to safety issue in case of runaway (temperature, pressure, etc.). This smart device allows
reducing the probability that either BSMBO&C or RBSMBO&C suggest to stop a batch cycle at
a certain point in time to prevent a runaway but the loss of control occurs immediately after that.
This circumstance is potentially dangerous whether emergency shutdown procedures need time to
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be effective. Second, notice that several tests we conducted suggest to choose 𝛼𝑖 in the range
[0.15 – 0.2] and 𝛽𝑘 in the range [0.25 – 0.4] in order to compute the initial values of 𝑨𝑹𝒄 and
𝑫𝒄. These heuristic values of 𝛼𝑖 and 𝛽𝑘 usually allow BSMBO&C and RBSMBO&C to yield
optimization/control policies that insure a degree of smoothness of the trajectories of the
manipulated variables and of the states of the target batch process that is compliant with the values
of ∆𝑚𝑖𝑀𝐴𝑋,𝑀𝑂 and ∆𝑤𝑘𝑀𝐴𝑋,𝑀𝑂 . While the reported standard values of 𝛼𝑖 and 𝛽𝑘 should be
reasonably accurate and reliable, very specific scenarios may still require ad-hoc selection of these
parameters.

Analysis of Case Study I: The Oxidation of 2-Octanol with Nitric Acid
The conceptual background concerning the application of BSMBO&C and RBSMBO&C to
unstable batch systems has been reported in Section 4.1. In this section, we address a first case
study where BSMBO&C is applied to an unstable fed-batch process, i.e. the oxidation of 2-octanol
with an aqueous solution of nitric acid. This test case aims at demonstrating that BSMBO&C can
successfully optimize and control this unstable process as well as automatically identifying and
preventing potential runaways, in the absence of model uncertainty. In order to have a basis of
comparison, the same simulations performed using BSMBO&C are also carried out using a
conventional PID controller to which a suitable constant set-point trajectory is provided. The PID
controller plays the role of industrial state-of-the-art approach to the management of batch
processes.
The specific content of this section includes a brief description of the 2-octanol oxidation process
along with the detailed analysis and modelling of the fed-batch reactor, where such process is
performed (Section 4.2.1), a brief discussion on the setting/configuration options applied to both
BSMBO&C and the PID controller (Section 4.2.2), and the analysis of a couple of different
scenarios where both critical process disturbances and equipment faults are simulated (Sections
4.2.3 and 4.2.4).
4.2.1 Process description and fed-batch reactor analysis/modelling
The oxidation of 2-octanol (𝐴) to 2-octanone (𝐶) via a mixture of nitric acid (𝑁) and water (𝑄) is
a very exothermic process, whose most simplified but sufficiently accurate model involves use of
a kinetic scheme including only two reactions (Eq.(4.5)). Notice that all the decomposition
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reactions of the reaction medium are neglected as a first but feasible approximation. The primary
reaction, whose rate is 𝑅1 , embodies the partial oxidation of the alcohol to the ketone, which is the
desired product. The side-reaction, whose rate is 𝑅2 , models the further oxidation of the ketone to
a mixture of carboxylic acids (𝑋), which represent the sub-products, and can be modeled as the
only hexanoic acid. An essential active species for both reactions is the 𝑁𝑂2+ ion (𝐵) that is a
product of the main reaction and/or of the chemical interaction between nitric acid and an initiator.
Typically, this initiator is only used to start the reaction process that is then self-sustaining. Aside
from the structure of the kinetic scheme, notice that the side-reaction is approximately three times
more exothermic than the primary reaction. By keeping in mind this aspect and observing that the
main reaction is autocatalytic, it can be easily understood that this reaction process may be subject
to thermal runaway, thus is suitable for this case study. One last relevant feature of the 2-octanol
oxidation process concerns the phases in which the two reactions, reported in Eq.(4.5), take place.
A reaction medium containing 𝐴, 𝐵, 𝐶, 𝑋, 𝑁 and 𝑄 is intrinsically two-phase (Figure 4.1), thus is
comprised of an organic liquid phase, rich in 𝐴, 𝐶 and 𝑋, and of an aqueous phase, rich in 𝐵, 𝑁
and 𝑄. Since the solubility of the compounds of any of the two phases is negligible into the other
phase, the chemical reactions must take place at the liquid-liquid interface. Therefore, in order to
perform this kind of process in chemical regime (this is the desired operating condition), it is
essential to keep the reaction medium strongly agitated.

Figure 4.1: Schematic representation of the two-phase system where the oxidation of 2-octanol
takes place.
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All of the aforementioned features of the 2-octanol oxidation suggest that this reaction should be
performed batch-wise. In fact, all industrial oxidation processes driven by nitric acid are usually
carried out this way. In this test case, we assume the oxidation of 2-octanol is performed in a fedbatch reactor (see Figure 4.2 for a reactor drawing), in which the component fed to the reaction
medium over time is 2-octanol itself. We assume the reactor is equipped with a refrigerating
apparatus made of C-tubes, which are preferred to a conventional cooling jacket because insure
higher heat removal efficiency. Finally, the reactor vessel is considered to have the largest height
to diameter ratio available on the market to increase the heat exchange area, thus the rate of heat
dissipation.
After reporting this introductory information, we can now discuss the formulation of the model of
the fed-batch process for the oxidation of 2-octanol along with both the assumptions introduced
and the notation employed. All the symbols that will be used in the model equations are listed
below:
▪

𝑉𝑇𝑂𝑇 , 𝑉𝑂𝑅𝐺 and 𝑉𝐴𝑄 stand for total, organic and aqueous volume of the reaction medium,
while 𝑉𝑐𝑜𝑜𝑙𝑎𝑛𝑡 represents the volume of the C-tubes;

▪

𝐶𝑖𝑂𝑅𝐺 , 𝐶𝑖𝐴𝑄 and 𝐶𝑖𝑇𝑂𝑇 are the concentrations of the i-th component of the reaction medium,
referred to the organic phase, the aqueous phase and both phases, while 𝐶𝑖𝑂𝑅𝐺,𝐼𝑁 is the
concentration of the i-th component of the reactor feed, referred to the organic phase;

▪

𝑛𝑖𝑂𝑅𝐺 , 𝑛𝑖𝐴𝑄 and 𝑛𝑖𝑇𝑂𝑇 identify the number of moles of the i-th component of the reaction
medium, related to the organic phase, the aqueous phase and both phases;

▪

𝑇𝐼𝑁 and 𝑇𝑅 represent the temperatures of the reactor feed and of the reactor itself, while
𝑂𝑈𝑇
𝐼𝑁
𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
and 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
are inlet and outlet temperatures of the cooling fluid;

▪

𝐹 𝐼𝑁 stands for the volumetric flow of the reactor feed, while 𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡 stands for the mass
flow of the coolant;

▪

𝜌𝑂𝑅𝐺 and 𝜌𝑇𝑂𝑇 are the densities of the reaction medium, referred to the organic phase and
𝐼𝑁
the overall pseudo-phase, 𝜌𝑐𝑜𝑜𝑙𝑎𝑛𝑡 is the density of the cooling fluid, and 𝜌𝑂𝑅𝐺
is the

density of the reactor feed, referred to the organic phase;
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▪

𝐶𝑝𝑇𝑂𝑇 and 𝐶𝑝𝑐𝑜𝑜𝑙𝑎𝑛𝑡 are the specific heat capacities of the whole reaction medium (as a
𝐼𝑁
𝐼𝑁
pseudo-phase) and of the cooling fluid at outlet conditions, while 𝐶𝑝𝑂𝑅𝐺
and 𝐶𝑝𝑐𝑜𝑜𝑙𝑎𝑛𝑡
are

the specific heat capacities of the reactor feed (only the organic phase) and of the cooling
fluid at inlet conditions;
▪

∆𝐻𝑅,𝑗 identifies the enthalpy of reaction of the j-th reaction;

▪

𝑁𝑅 represents the number of reactions taking place inside the reactor;

▪

𝜐𝑖𝑗 stands for the stoichiometric coefficient of the i-th component in the j-the reaction, 𝑅𝑗
𝑒𝑓𝑓

is the rate of the j-th reaction, and 𝑘𝑗
▪

is the rate constant of the j-th reaction;

𝑈 is the global heat transfer coefficient, while 𝐴𝑒𝑥𝑐 is the thermal exchange area between
the reactor vessel and the C-tubes;

▪

𝐷𝑅 is the reactor diameter.

The assumptions introduced to simplify the model of the aforementioned fed-batch oxidation
process include perfect mixing of the reaction medium and of the C-tubes refrigerating section,
constant enthalpy of reaction and elimination of the 𝑑𝜌⁄𝑑𝑡 -like terms from the mass/energy
conservation equations. All of these simplifications are reasonable, except for that related to the
C-tubes (C-tubes are similar to small plug flow reactors, thus are unlikely to be well-mixed).
However, we can tolerate this assumption because it greatly simplifies the model and leads to
conservative model predictions. In fact, it takes to underestimating the heat removal efficiency of
the fed-batch reactor. At this stage, we can discuss the formulation of the model equations. The
model of the fed-batch process for the oxidation of 2-octanol is comprised of several mass balances
and two energy balances. The global mass balances include an overall conservation equation
(Eq.(4.6)) and the mass conservation applied only to the organic phase (Eq.(4.7)). Clearly, the
mass balance on the aqueous phase is unnecessary as the aqueous volume can be simply evaluated
via Eq.(4.8). Note that the reactor inflow is assumed to be organic in all of these three expressions.
This is because 2-octanol is the only compound fed to the reaction medium over time.
IN
dVTOT ORG

F IN
dt
TOT

(4.6)
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IN
dVORG ORG

F IN
dt
ORG

(4.7)

VAQ  VTOT  VORG

(4.8)

The mass balances for the single components of the reaction medium (𝐴, 𝐵, 𝐶, 𝑁, 𝑋, 𝑄) can be
formulated as shown in Eq.(4.9). Again, the reactor inflow is considered to be organic because 2octanol is the only compound fed over time.
IN
NR
dCiTOT F IN  ORG , IN ORG
TOT 


C    R
 Ci
dt
VTOT 
TOT i  j 1 ij j

(4.9)

In order to ease the understanding of Eq.(4.9), the definitions of the concentrations, referred to all
of the existing phases, are summarized in Eq.(4.10). Moreover, the expressions of the reaction
𝑒𝑓𝑓

rates are reported in Eq.(4.11). The definitions of the rate constants (𝑘𝑗

) will be provided later

on.
ORG
i

C

niORG
niAQ
niTOT
AQ
TOT

; Ci 
; Ci 
VORG
VAQ
VTOT

R1  k1eff CATOT CBTOT

VTOT
V
; R2  k2eff CCTOT CBTOT TOT
VORG
VORG

(4.10)

(4.11)

Finally, the reactor energy balance is described in Eq.(4.12) while the energy balance on the Ctubes refrigerating section is shown in Eq.(4.13). Consider that Eq.(4.13) assumes constant holdup
of coolant in the C-tubes because the cooling fluid is reasonably uncompressible (it is a mixture
of water and propylene glycol in equal amounts). Moreover, note that we need to provide an
expression to compute the heat transfer area, which depends on the total volume of liquid present
in the reactor vessel. Such expression is shown in Eq.(4.14). It is important to stress that the latter
equation assumes that only the lateral surface of the reactor vessel plays a role in removing heat
from the reactor. This is because C-tubes cannot be installed on the bottom of a vessel.
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dTR
1

dt VTOT TOT CpTOT

OUT
coolant

dT
dt



Aexc  4

VTOT
DR

IN
 IN IN  CpORG

 CpTOT  IN
F


 T  TR   
ORG 
2




NR


OUT
  VAQ  H R , j R j  UAexc Tcoolant
 TR  


j 1

1
Vcoolant coolant Cpcoolant

IN


 Cpcoolant
 Cpcoolant  IN
OUT
Wcoolant 
 Tcoolant  Tcoolant   
2




  UA T  T OUT

exc  R
coolant 



(4.12)

(4.13)

(4.14)

After introducing all the equations of the model of the fed-batch process for the oxidation of 2octanol (Eq.(4.6-4.14)), let us comment on the estimation of the physical properties of the reaction
medium, of the reactor feed and of the cooling fluid. Furthermore, let us discuss the evaluation of
the global heat transfer coefficient and report other essential process data (initial conditions and
allowable operating conditions of typical batch cycles, rate equations and values of the rate
constants, reactor structural data, etc.). The physical properties of the single components of the
reaction medium are computed using temperature-dependent correlations found in chemical
engineering handbooks. The same handbooks also provide correlations to compute the physical
properties of mixtures, which have been applied to estimate the properties of the reaction medium
via a single pseudo-phase approach (these oxidation reactors are usually strongly agitated). The
estimation of the global heat transfer coefficient is performed by combining different thermal
resistances: the resistances associated with the boundary layers of the reaction medium and of the
cooling fluid, the resistance of the vessel wall and a fouling resistance. The first two terms are
estimated via commonly used correlations, the third is computed via the thermal conductivity of
stainless steel and the last is taken from specific handbooks. The detailed analysis of all the
equations/correlations used to estimate the global heat transfer coefficient and all the necessary
physical properties is not reported for the sake of brevity. Finally, the remaining process data
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essential to understand the content of Sections 4.2.3 and 4.2.4 is summarized in Table 4.1. Some
additional symbols, used in this table, are listed below:
▪

𝐼𝑁
𝑉𝑂𝑅𝐺
is the total volume of organic liquid to be fed to the reactor;

▪

𝑃𝑀𝑖 is the molecular weight of the i-th component, while 𝑃𝑀𝑐𝑜𝑜𝑙𝑎𝑛𝑡 is the molecular
weight of the cooling liquid;

▪

0
𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡
is the coolant flowrate at initial conditions;

▪

𝑂𝑈𝑇,𝑀𝐼𝑁
𝑂𝑈𝑇,𝑀𝐴𝑋
𝑀𝐼𝑁
𝑀𝐴𝑋
𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡
, 𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡
, 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
, 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
, 𝑇𝑅𝑀𝐼𝑁 , 𝑇𝑅𝑀𝐴𝑋 are the lower and upper bounds on

the coolant flow, on the coolant outlet temperature and on the reactor temperature;
▪

𝑂𝑈𝑇,0
0
0
𝑉𝑂𝑅𝐺
, 𝑉𝑇𝑂𝑇
, 𝐶𝑖𝑇𝑂𝑇,0 , 𝑇𝑅0 , 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
represent the values of the corresponding process states at

initial conditions (the initial conditions of Eq.(4.6-4.14));
▪

€ 𝑖 is the dimensionless price/cost of the i-th component, while € 𝑚𝑖𝑥,0
is the dimensionless
𝑁−𝑄
cost of the water-nitric acid mixture initially loaded into the reactor;

▪

𝐾 𝑅 is the thermal conductivity of the reactor vessel;

▪

𝐻𝑅 and 𝑠𝑅 are the height and thickness of the reactor vessel;

▪

𝐻𝐶𝑇 , 𝑠𝐶𝑇 and 𝑁𝐶𝑇 are the height of a single C-tube, the thickness of a single C-tube, and
the number of spirals of the C-tubes refrigerating section;

▪

𝐷𝐼 , 𝑧𝐼 and 𝑟𝑝𝑚𝐼 stand for impeller diameter, elevation and rounds per second.

Notice that only those symbols used in the next sub-sections have been included in this list. For
the sake of brevity, the acronyms, which are only used within Table 4.1, are not explained in detail.

Table 4.1: 2-octanol oxidation process data and fed-batch reactor features.
Kinetic scheme

k1eff ,0
k1eff

k1eff ,0 exp

E1*
TR

m1H

Rate equations and
kinetic parameters

E1*

1.13E+4 [K]

m1

6.6 [-]

k2eff ,0
k2eff

k2eff ,0 exp

E2*
TR

m2 H

1E+5 [m3/kmol/s]

1E+10 [m3/kmol/s]

E2*

1.2E+4 [K]

m2

2.2 [-]
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Table 4.1 continued
Hammett acidity

TOT
CN
PM N

H

TOT
CN
PM N

function

0.4 [-]

CQTOT PMQ

5 [-]

Thermodynamic parameters
Enthalpy of

H R,1

reaction
Other properties

H R,2

-1.6E+5 [kJ/kmol]

-5.2E+5 [kJ/kmol]

* all the other thermodynamic properties can be easily found in chemical engineering
handbooks

Molecular weights
PM A

130 [kg/kmol]

PMQ

18 [kg/kmol]

PMC

PMN

63 [kg/kmol]

PM X

116 [kg/kmol]

PMcoolant

128 [kg/kmol]
47 [kg/kmol]

Process (initial) operating conditions

Feed properties

Inlet coolant
properties

T IN

IN
VORG

298 [K]

IN
Tcoolant

,IN
CiORG
A

0 [kmol/m3]

C AORG,IN

6.333 [kmol/m3]

3

0.6 m

0
Wcoolant

261 [K]

11.8 [kg/s]

Allowable operating region of the process
Inlet coolant flow

MIN
Wcoolant
OUT ,MIN

Reactor and coolant Tcoolant
temperatures

TRMIN

MAX
Wcoolant

0 [kg/s]

OUT ,MAX
Tcoolant

255 [K]

TRMAX

255 [K]

25 [kg/s]
275 [K]
283 [K]

Process initial conditions

TR0

261 [K]

OUT ,0
Tcoolant

261 [K]

0
VTOT

0
VORG

1.5 [m3]

1.58E-4 [m3]

C ATOT ,0

1E-3 [kmol/m3]

CCTOT ,0

0 [kmol/m3]

C BTOT ,0

3.52E-2 [kmol/m3]

CQTOT ,0

30.02 [kmol/m3]

,0
C TOT
X

0 [kmol/m3]

C NTOT ,0

12.83 [kmol/m3]
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Table 4.1 continued
Reactants/products dimensionless costs/prices
,0
€mix
N Q

€A

0.11 [-]

€C

0.633 [-]

€X

1 [-]

0.02 [-]

Reactor features
C-tubes data

HCT

0.0933 [m]

sCT

NCT

0.0035 [m]

15 [-]

* C-tubes are halfcilynders

Vessel size and
thermal

DR

1.4 [m]

DI

0.7 [m]

HR

1.4 [m]

sR

KR

0.01 [m]

20 [W/m/K]

conductivity
Impeller data

zI

0.3 [m]

rpmI

200 [rpm]

4.2.2 Configuration and tuning of BSMBO&C and PID-CS
After describing the features of the fed-batch reactor, used to perform the oxidation of 2-octanol,
let us discuss how BSMBO&C and a standard PID control system (PID-CS) are applied to this
batch system. First, we list the manipulated and controlled variables of this oxidation process and
then report the configuration settings applied to BSMBO&C and PID-CS.
The manipulated and controlled variables of the oxidation reactor can be inferred from Figure 4.2,
where 𝑁𝐶 is the number of components in the reaction medium, 𝐹𝐶 and 𝑇𝐶 stand for flow and
temperature controller, 𝑆𝑃 and 𝑈𝑆𝐼 stand for set-point and user-supplied input data. This figure
suggests that the only manipulated variable is the cooling fluid flowrate (𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡 ), because
predetermined feeding policies fix the only other adjustable parameter, i.e. the reactor feed (𝐹 𝐼𝑁 ).
Therefore, BSMBO&C can optimize/control the oxidation reactor by modifying the coolant flow
and the time of the batch operation, while PID-CS is configured so as to control the reactor
temperature (𝑇𝑅 ) using 𝑊𝑐𝑜𝑜𝑙𝑎𝑛𝑡 . Note that Figure 4.2 shows the presence of another controller,
i.e. a flow controller applied to the reactor inflow, which has not been mentioned so far. Since the
reactor feed is liquid and incompressible, this 𝐹𝐶 can be considered perfect (the controlled variable
always equals its set-point at any time), thus is not explicitly included in the simulations of this
case study.
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Figure 4.2: Fed-batch reactor drawing and optimization/control systems layout.

The tuning procedure applied to PID-CS simply involves minimization of the ISE (integral square
error) followed by a rounding step. The optimal values of 𝐾𝑐 (proportional gain), 𝜏𝐼 (integral time)
and 𝜏𝐷 (derivative time), yielded by this tuning strategy, are reported in Table 4.2. In order to avoid
confusion about the meaning of these tuning parameters, the mathematical formulation of the PID
control law, used in this case study, is presented in Eq.(4.15). In this expression, 𝑦 and 𝑦𝑆𝑃 are the
controlled variable and its set-point, while 𝑚 and 𝑚𝑏𝑖𝑎𝑠 are the manipulated variable and its bias
signal.


1
m  mbias  KC  y  ySP  
I


t

  y  y  dt  
SP

0

D


d
 y  ySP 
dt


(4.15)

As a last remark, Eq.(4.15) suggests that PID-CS does not include any anti-windup protocol. This
is because multiple tests have shown that the use of an anti-windup algorithm does not ensure
significant advantages for this specific type of system. This is probably due to tuning issues (it is
much more complex to tune PID-CS combined with an anti-windup logic that it is to tune PID-CS
alone).
Finally, the configuration of BSMBO&C involves definition of the functions 𝑓 and 𝑔 , and
identification of suitable values of 𝑨𝑹𝒄 and 𝑫𝒄. In particular, function 𝑓 is set to one while
function 𝑔 is selected as an economic indicator of the performance of a single batch cycle (see
𝐵𝐶
Eq.(4.16), where 𝑡𝐵𝐶 is the final time of the batch cycle, while 𝐶𝑖𝑇𝑂𝑇,𝐵𝐶 and 𝑉𝑇𝑂𝑇
stand for the
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variables 𝐶𝑖𝑇𝑂𝑇 and 𝑉 𝑇𝑂𝑇 evaluated at 𝑡𝐵𝐶 ). Note that 𝑓 and 𝑔 are selected such that a single cycle
optimization problem is addressed. This is reasonable because we are interested in testing the
capabilities of runaway prediction and prevention of BSMBO&C within a single batch cycle. In
addition, note that 𝑓 ∗ 𝑔 clearly increases when the oxidation reactor approaches/experiences a
runaway because the economic profit of the corresponding batch cycles is certainly going to
decrease significantly (remind that 𝑓 ∗ 𝑔 is always decreasing for increasing process performance).
Therefore, there is no need to modify 𝑔, using the strategy reported in Section 4.1.2 and in Eq.(4.2),
in order to insure 𝑓 ∗ 𝑔 increases towards runaway conditions.

 f 1

tBC
 TOT ,0


TOT ,0
0
mix ,0
ORG , IN
IN
C
PM

C
PM
V
€

C
PM
€
 N
N
Q
Q  TOT N Q
A
A A  F dt  

0

g  
  C TOT , BC PM €  C TOT , BC PM € V BC


C C
X
X X  TOT
  C



(4.16)

The definition of the optimal values of 𝑨𝑹𝒄 and 𝑫𝒄 is carried out in accordance to the guidelines
reported in Section 4.1.3. The results of this computation are reported in Table 4.2. The reader can
immediately notice that the only nonzero element of 𝑫𝒄 is that corresponding to 𝑇𝑅 . This is in line
with the content of Section 4.1.3, because the reactor temperature is the only state of the oxidation
process that can lead to safety problems in case of a runaway. In addition, the reader can also
appreciate that the optimal values of 𝑨𝑹𝒄 and 𝑫𝒄 are similar to the initial values of the same
tuning coefficients (Table 4.2). This confirms that the heuristic formulas shown in Eq.(4.3) and
Eq.(4.4) can provide good first guesses for the tuning coefficients of BSMBO&C.
Table 4.2: PID-CS and BSMBO&C tuning settings.
PID-CS tuning parameters
Temperature

KC

controller (TC)

0.85 [kg/s/K]

560 [s]

I

D

7.5E+3 [s]

BSMBO&C tuning coefficients

C iTOT

i

1...NC

VTOT

VORG

TR

OUT
Tcoolant

Wcoolant

Raw tuning
coefficients

Dc

0

0

0

4.8E+4

0

-

ARc

-

-

-

-

-

1.1E+5
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Table 4.2 continued
C iTOT

Optimal tuning

i

1...NC

VTOT

VORG

TR

OUT
Tcoolant

Wcoolant

coefficients (after

Dc

0

0

0

2.25E+4

0

-

refinement)

ARc

-

-

-

-

-

2.5E+5

Miscellaneous

0,Wcoolant
tCI
 60 [s]

g MO  100 [kg]

Wcoolant  0.15 [-]

TR  0.3 [-]

data for applying
Eq.(4.3) and
Eq.(4.4)

mWMAX ,MO  0.7 [kg/s]
coolant

wTMAX ,MO  1.5 [K]
R

4.2.3 Simulation scenario I: critical step-change in the reactor feed
This first scenario investigates whether BSMBO&C and PID-CS can successfully reject a critical
process disturbance, namely, a significant step-wise variation in 𝐹 𝐼𝑁 . Therefore, this sub-section
reports the results of two simulations of which the first is carried out using BSMBO&C and the
second is performed with PID-CS. In each of these simulations, the same disturbance (a large stepwise variation in 𝐹 𝐼𝑁 ) is applied to the 2-octanol oxidation reactor.
Before describing the results of this simulation scenario, some other preliminary information must
be conveyed, namely, the feeding policy applied to the fed-batch reactor as well as the batch cycle
time and the reactor temperature set-point supplied to PID-CS. The batch cycle time supplied to
PID-CS is chosen so as to equal that computed in a BSMBO&C-driven simulation in the absence
of process disturbances. Similarly, the reactor temperature set-point of PID-CS is selected as the
average reactor temperature computed in the same BSMBO&C-driven simulation. This 𝑇𝑅 setpoint is clearly sub-optimal, but this is not relevant for the aims of this simulation scenario. In fact,
we do not want to compare the economic benefits insured by BSMBO&C and PID-CS, but rather
want to test whether any of these two approaches is inherently safer than the other. Finally, the
ideal feeding policy applied to the fed-batch reactor involves addition of the 2-octanol to the
reaction medium in ten hours, at a constant rate equal to 𝐹𝐼𝑁,0 (the total volume of 2-octanol fed
𝐼𝑁
to the oxidation reactor equals 𝑉𝑂𝑅𝐺
). However, the real feeding policy of the fed-batch reactor,

simulated in this scenario, only follows the ideal feeding policy for 2.75 hours (𝐹 𝐼𝑁 equals 𝐹𝐼𝑁,0
in this first portion of the batch cycle). Then, 𝐹 𝐼𝑁 increases by a factor of 2.5 and stays constant at
𝐼𝑁
this new value until a volume of 2-octanol equal to 𝑉𝑂𝑅𝐺
is fed to the reactor. Once this condition

is met, 𝐹 𝐼𝑁 is set to zero and kept at this final value until the end of the batch cycle. The unexpected
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increase in 𝐹 𝐼𝑁 , observed in the real feeding policy, is the critical process disturbance simulated
in this scenario.

Figure 4.3: Operating conditions of the 2-octanol oxidation reactor, equipped with BSMBO&C
and PID-CS, when a step-change in 𝐹 𝐼𝑁 is observed (see Section 4.2.3 for further details on the
𝐹 𝐼𝑁 profile).

At this stage, we can analyze the most interesting results of this first simulation scenario. The
optimal operating conditions of the 2-octanol oxidation reactor, computed by both BSMBO&C
and PID-CS, are shown in Figure 4.3. Notice that the state-of-the-art control system commonly
used in the industrial practice, i.e. PID-CS, cannot efficiently compensate for the unexpected
increase in 𝐹 𝐼𝑁 , and drives the fed-batch reactor to a dangerous runaway. Conversely, BSMBO&C
can compensate for this critical variation in 𝐹 𝐼𝑁 and prevent any safety hazard by properly
adjusting both the coolant flow and the duration of the batch cycle (the oscillations experienced
by the coolant flowrate over time are non-negligible, yet still acceptable). In particular,
BSMBO&C decides to reduce the time of the batch cycle with respect to a scenario where no
perturbations occur. This reduction in the batch time allows production of the smallest possible
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amount of carboxylic acids and avoidance of possible safety risks. Aside from safety
considerations, it is also important to analyze key economic data related to both this (real) scenario
and the ideal condition in which no perturbations affect the fed-batch reactor. Such economic
information is summarized in Table 4.3, where 𝜒𝑖 stands for the conversion of the i-th component,
𝜂𝑖 stands for the yield of the i-th component, and 𝐸𝑟𝑛𝑟𝑒𝑎𝑙 and 𝐸𝑟𝑛𝑚𝑎𝑥 stand for the real revenues
achieved and the maximum achievable revenues). The data shown in Table 4.3 suggest that
BSMBO&C can efficiently optimize the fed-batch process for the oxidation of 2-octanol both in
ideal conditions and in this (real) scenario. In fact, the revenues achieved in both of these
circumstances are up to 90 % of the maximum possible ones (the maximum profit corresponds to
the ideal condition in which 2-octanone cannot degrade to carboxylic acids). The data included in
Table 4.3 also show that the revenues guaranteed by BSMBO&C in this (real) scenario are higher
than those obtained in ideal conditions. This is certainly uncommon but not unreasonable because
BSMBO&C can exploit perturbations as an advantage (this is likely to be happening here).

Table 4.3: Economic data concerning the 𝐹 𝐼𝑁 step-change simulation.
Yields, conversions and revenues related to the ideal simulation (no perturbations)

BSMBO&C

A

C

X

Ernreal

99.99 [%]

85.01 [%]

12.14 [%]

421.15 [kg]

Ernmax

Ernreal
Ernmax

86.59 [%]
486.40 [kg]

PID-CS

100 [%]

76.40 [%]

19.93 [%]

379.40 [kg]

78.00 [%]

Yields, conversions and revenues related to the 𝑭𝑰𝑵 step-change simulation

BSMBO&C

A

C

X

Ernreal

99.27 [%]

88.55 [%]

8.30 [%]

438.23 [kg]

Ernmax

Ernreal
Ernmax

90.10 [%]
486.40 [kg]

PID-CS

100 [%]

0.00 [%]

89.17 [%]

8.81 [kg]

1.81 [%]

* Notice that the sum of C and  X is not exactly 100% because of both the presence of other components in the
reacting mixture and the structure of the kinetic scheme of the oxidation process (Eq.(4.5))

In conclusion, this first scenario certainly shows that, unlike other conventional control approaches
(PID-CS), BSMBO&C can identify potential runaways in advance and automatically take action
to avoid them. In addition, it also suggests that BSMBO&C can efficiently optimize an unstable
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batch process. This implies that this framework can guarantee significant economic benefits
independently of the type of batch system to which is applied. By combining these two
observations, we can conclude that BSMBO&C is a reliable strategy for the safe and profitable
management of hazardous batch operations.
4.2.4 Simulation scenario II: cooling system temporary and permanent failure
This second scenario investigates whether BSMBO&C and PID-CS can handle critical equipment
faults, namely, a temporary and a permanent failure of the cooling fluid refrigerating cycle.
Therefore, this sub-section reports the results of four different simulations performed using both
BSMBO&C and PID-CS, in both of the aforementioned failure scenarios. Notice that a failure in
𝐼𝑁
the coolant refrigeration cycle is simulated by instantaneously increasing 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
to the ambient

temperature, i.e. 298 K. On the other hand, a reactivation of the coolant refrigeration cycle is
𝐼𝑁
simulated by restoring the original value of 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
, i.e. 261 K.

Figure 4.4: Operating conditions of the 2-octanol oxidation reactor, equipped with BSMBO&C
and PID-CS, when a permanent failure in the coolant refrigeration cycle occurs.
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Given this preliminary information, we can explain the rationale used to carry out the four
𝐼𝑁
aforementioned simulations. In particular, 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
is first set to 261 K and is kept at this value for

3.025 hours, then it is increased to 298 K. In the two simulations associated with a permanent
𝐼𝑁
failure of the coolant refrigerating cycle, 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
is kept at 298 K until the end of the batch cycle.

Conversely, in the two simulations associated with a temporary failure of the coolant refrigerating
𝐼𝑁
cycle, 𝑇𝑐𝑜𝑜𝑙𝑎𝑛𝑡
is restored to 261 K after 1.1 hours. Note that, in all of these four simulations, the

feeding policy applied to the fed-batch reactor is the ideal feeding policy reported in Section 4.2.3
while the strategy applied to estimate the batch cycle time and the reactor temperature set-point
supplied to PID-CS matches that explained in Section 4.2.3.

Figure 4.5: Operating conditions of the 2-octanol oxidation reactor, equipped with BSMBO&C
and PID-CS, when a temporary failure in the coolant refrigeration cycle occurs.

The most interesting results of the four simulations, performed in this scenario, are reported in
Figure 4.4, which refers to the two simulations associated with a permanent failure in the coolant
refrigerating system, and in Figure 4.5, which is related to the two simulations associated with a
temporary failure the coolant refrigerating system. These two figures suggest that the state-of-the-
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art control system commonly used in the industrial practice, i.e. PID-CS, cannot prevent the fedbatch reactor from experiencing a dangerous runaway, in both of the failure scenarios analyzed.
Conversely, the same two figures show that BSMBO&C can predict an imminent runaway and
successfully avoid it, in both of the failure scenarios analyzed, by deciding to stop the batch cycle
immediately after a fault is detected in coolant refrigerating system failure. Note that, in this
simulation scenario, BSMBO&C does not even try to use the coolant flowrate to recover control
over the fed-batch reactor because quickly realizes this is impossible. Thus, it takes the only other
possible action, namely, it suggests an immediate emergency shutdown. It is important to stress
that any NMPC/DRTO method, where the time of the target batch operation is not optimized in
real time, would have failed in avoiding runaway in this particular condition. This demonstrates
the claim that only those NMPC/DRTO strategies, able to optimize the duration of the target batch
operation online, allow reliable and automatic prevention of safety hazard.
In conclusion, this second scenario clearly confirms that BSMBO&C can be used for the automatic
detection and prevention of runaways, even if the only possible action to reject the runaway implies
stopping the batch operation prematurely. This observation supports and complements the
conclusions drawn at the end of Section 4.2.3.

Analysis of Case Study II: Production of 2-Butyl Propanoate via Acid-catalyzed
Esterification
In the first case study (Section 4.2), we have shown that BSMBO&C can safely and efficiently
optimize/control unstable batch process in the absence of model uncertainty. This second case
study investigates the capabilities of runaway prediction and prevention insured by both
BSMBO&C and RBSMBO&C in the presence of model uncertainty. This is a very interesting
analysis because accurate models of batch processes are usually difficult to build, due to the
intrinsic phenomenological complexity of this type of operations. The unstable batch process used
as benchmark system in this second case study is the synthesis of 2-butyl propanoate via acidcatalyzed esterification.
The content of this section includes a brief description of the esterification process used to
synthesize 2-butyl propanoate along with the analysis and modelling of the fed-batch reactor used
to perform such process (Section 4.3.1), a brief outline of the settings applied to BSMBO&C and
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RBSMBO&C (Section 4.3.2), and the analysis of a simulation scenario where the reactor feeding
valve is supposed to experience a malfunction (Section 4.3.3).
4.3.1 Process description and fed-batch reactor analysis/modelling
The production of 2-butyl propanoate (𝐷) via esterification involves reaction of 2-butanol (𝐵) with
propionic anhydride (𝐴) in the presence of sulfuric acid (𝐾1 , 𝐾2 ), which acts as homogenous
catalyst. This process produces the desired product 𝐷 but also a co-product, i.e. propionic acid (𝐶),
thus is not applied at the industrial scale. However, it is relatively simple and exhibits moderate
peak temperatures at runaway conditions, thus is suitable for studying runaway phenomena at the
laboratory scale. The real kinetic scheme of this esterification process includes several reactions.
However, in this test case, we use a very simplified version of kinetic scheme that includes only
two reactions (see Figure 4.6). The first models the esterification step, which consumes propionic
anhydride and 2-butanol to produce 2-butyl propanoate and propionic acid, while the second
accounts for the variation in the catalytic activity of sulfuric acid over time (𝐾1 and 𝐾2 are two
different forms of sulfuric acid). Note that neither side reactions nor decomposition reactions are
included in the aforementioned simplified kinetic scheme. This is a very strong simplification
dictated by the lack of freely accessible kinetic data in the literature. Finally, note also that, despite
the presence of both organic compounds and sulfuric acid in the reaction medium, this
esterification process takes place in a single phase because a very small amount of sulfuric acid is
needed.
Since this esterification process is very exothermic, we assume it is carried out batch-wise in a fedbatch reactor, where 2-butanol is preloaded in the vessel along with a small amount of sulfuric
acid, and propionic anhydride is slowly fed to the reaction medium over the entire batch cycle
(Figure 4.6 shows a drawing of the fed-batch reactor). We also assume the fed-batch reactor is
equipped with a cooling jacket, which is used to control the temperature of the reaction medium.
Finally, since this test case focuses on runaway prediction and prevention under uncertainty, we
assume that the values of the global heat transfer coefficient of the reactor (𝑈) and of one of the
activation energies of the esterification reaction (𝐸2 ) are not known a-priori. Scaled versions of
these two parameters play the role of the uncertain parameters of the fed-batch reactor model.
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Figure 4.6: Fed-batch reactor schematic and optimization/control systems layout
((R)BSMBO&C stands for either BSMBO&C or RBSMBO&C; the manipulated variables are
enclosed in red circles; the uncertain parameters are enclosed in light-blue rectangles).

After introducing this preliminary information, we can now discuss the model of this fed-batch
esterification process along with the assumptions on which it relies. The principal simplifications
applied to this model involve perfect mixing of both the reaction medium and the cooling jacket,
temperature-independent thermodynamic properties, ideal liquid solutions, and constant density
of the reaction medium (this assumption has been verified). Under these assumptions, the
equations of the model can be formulated as shown in Eq.(4.17). This equation introduces new
symbols that must be explained. Specifically, 𝐶𝑖 and 𝐶𝑖𝐼𝑁 are the concentration of the i-th
component in the reaction medium and in the feed flow, 𝐹 𝐼𝑁 and 𝐹𝑗 represent the feed flow and
the coolant flow, 𝑇 𝐼𝑁 , 𝑇𝑗𝐼𝑁 , 𝑇𝑗𝑂𝑈𝑇 and 𝑇𝑅 stand for the temperature of the feed flow, of the coolant
flow at inlet and outlet conditions and of the reaction medium, and 𝑉𝑅 and 𝑉𝑗 are the volume of
liquid in the reactor and in the cooling jacket. The key kinetic, thermodynamic, and structural
parameters are: 𝜈𝑖𝑙 and 𝑅𝑙 , i.e. the stoichiometric coefficient of the i-th component in the l-th
reaction and the reaction rate of the l-th reaction, ∆𝐻𝑅,𝑙 , 𝜌𝑗 , 𝜌𝐼𝑁 , 𝜌𝑅 , 𝐶𝑝𝑖 and 𝐶𝑝𝑗 , which are the
enthalpy of reaction of the l-th reaction, the densities of the coolant, of the feed flow and of the
reaction medium, and the specific heat capacity of the i-th component and of the coolant, and 𝑈
and 𝐷𝑅 that denote the global heat transfer coefficient and the reactor diameter. The remaining two
parameters, 𝑁𝐶 and 𝑁𝑅 , represent the number of components in the reaction medium and the
number of chemical reactions.
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The model of the fed-batch esterification process, reported in Eq.(4.17), must be complemented
with additional data to be useful for simulation/optimization purposes, e.g. proper initial conditions
for the batch operation, rate equations and rate constants, stochastic properties of the uncertain
parameters, and so on. All of these data are summarized in Table 4.4. Finally, notice that some
new symbols are introduced in Table 4.4 but their detailed explanation is not reported in this subsection. This is mainly because these symbols are not essential to understand the content of the
next sub-sections. Furthermore, it should be straightforward for the reader to infer their meaning.

Table 4.4: Features of the 2-butyl propanoate production process, fed-batch reactor data and
model uncertainty characteristics.
Kinetic scheme

Rate equations

R1

A0 exp

and kinetic
parameters

A2 exp

E0
RTR
E2
RTR

A1 exp
C AC K

2

E1
RTR

C K C AC B
1

A0

5.362E+7 [m3/kmol/s]

A1

2.807E+10 [m6/kmol2/s]

A2

3.948E+10 [m3/kmol/s]

E0

80479 [kJ/kmol]

E1

79160 [kJ/kmol]

E2

see the section “model

uncertainty data”
R

8.314 [kJ/kmol/K]
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Table 4.4 continued

R2

10

p1C K

1

p2CC

p3

p4
TR

A3 exp

E3
RTR

p1

0.2 [m3/kmol]

p2

0.032 [m3/kmol]

p3

-21.375 [-]

p4

12706 [K]

A3

1.403E+8 [m3/kmol/s]

E3

76617 [kJ/kmol]

C BC K

1

Thermodynamic parameters
Enthalpy of
reaction
Other properties

H R,1

H R,2

-63000 [kJ/kmol]

0 [kJ/kmol]

*** all the other thermodynamic properties can be easily found in chemical engineering
handbooks

Molecular weights
PM A

130.14 [kg/kmol]

PM B

PMD

130.19 [kg/kmol]

PMK ,K

PMC

74.12 [kg/kmol]
1

2

74.08 [kg/kmol]

98.08 [kg/kmol]

Process (initial) operating conditions

Feed properties

Inlet coolant
properties

T IN

TjIN

298.15 [K]

325 [K]

F IN ,0

C AIN
0 [m3/s]

CiINA
Fj0

7.729 [kmol/m3]
0 [kmol/m3]

0 [m3/s]

Allowable operating region of the process
Inlet coolant flow FjMIN

0 [m3/s]

Feed flow

F IN ,MIN

Reactor and

TjOUT ,MIN

0 [m3/s]
298.15 [K]

FjMAX

0.05 [m3/s]

F IN ,MAX

7.5E-4 [m3/s]

TjOUT ,MAX

373.15 [K]

coolant
temperatures

TRMIN

298.15 [K]

TRMAX

373.15 [K]

Liquid volume

VRMIN

0 [m3]

VRMAX

1.5 [m3]
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Table 4.4 continued
Process initial conditions

TR0

325 [K]

TjOUT ,0

C A0

0 [kmol/m3]

C B0

C D0

0 [kmol/m3]

C K0

1

VR0

0.630 [m3]

10.945 [kmol/m3]

CC0

0 [kmol/m3]

0.0809 [kmol/m3]

C K0

325 [K]

2

0 [kmol/m3]

Model uncertainty data

U MO

U

U MO 1

U

U SC

Scaling equations applied

U SC

to the uncertain
parameters

E2

E2MO

E2

E2MO 1

E2SC

E2SC

0.8 [kW/m2/K]
3 [-]
69975 [kJ/kmol]
30 [-]

Limits of the uncertainty

U MIN

-0.6** [-]

U MAX

0.6** [-]

space

E2MIN

-0.9** [-]

E2MAX

0.9** [-]

Probability distribution of the

U

0* [-]

U

uncertain parameters

E2

0* [-]

E2

0.24* [-]
0.315* [-]

* expected value and standard deviation of a multivariate 2D Gaussian distribution
** uncertainty space allowing a maximum variation in U and E 2 equal to ± 20% and ± 3% of U MO and E2MO

Reactor features

U
Vessel size and
cooling jacket

see the
section

DR

1.05 [m]

HR

2.1 [m]

sj

0.05 [m]

features

“model
uncertainty
data”

4.3.2 Configuration and tuning of BSMBO&C and RBSMBO&C
After discussing the features of the fed-batch process for production of 2-butyl propanoate, let us
mention how BSMBO&C and RBSMBO&C are applied to this batch system. In particular, we
first list the manipulated variables of the process and offer some comments on its uncertain
parameters, and then we report the configuration settings applied to BSMBO&C and RBSMBO&C.
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The manipulated variables of the fed-batch esterification process, analyzed in this case study, are
highlighted, using red circles, in Figure 4.6. This figure suggests that both the inflow of the fedbatch reactor (𝐹 𝐼𝑁 ) and its coolant flow (𝐹𝑗 ) can be used by BSMBO&C and RBSMBO&C to
optimize and control this system. However, the figure does not convey another key piece of
information, namely, 𝐹 𝐼𝑁 is both a manipulated variable and a disturbance because it is used to
simulate leaks in the reactor feeding valve. In particular, a leak is simply simulated as an increase
in the value of 𝐹 𝐼𝑁 , on which BSMBO&C and RBSMBO&C have no control. This information is
essential to understand part of the results reported later on. Figure 4.6 also conveys some
qualitative information on the uncertain parameters of the fed-batch esterification process. Again,
this figure does not specify that 𝑈 and 𝐸2 are not directly used as uncertain parameters because of
the difference in their orders of magnitude. In order to avoid potential numerical issues, 𝑈 and 𝐸2
are expressed as linear functions of other two parameters named ∆𝑈 and ∆𝐸2 (see Table 4.4),
which share the same order of magnitude, i.e. O(100). The latter parameters are used as the
uncertain parameters of the model of the fed-batch esterification process. As a consequence, all
the results of this case study are reported in terms of ∆𝑈 and ∆𝐸2 .
The configuration of BSMBO&C and RBSMBO&C involves definition of the performance
functions 𝑓 and 𝑔, which must be identical for both methodologies, and computation of optimal
values of 𝑨𝑹𝒄 and 𝑫𝒄, needed by both methodologies, and of 𝜹, 𝝍, 𝝁, 𝜺, 𝝎 and 𝝋, only required
by RBSMBO&C. The formulation of 𝑓 and 𝑔 is reported in Eq.(4.18), where 𝑡𝐵𝐶 is the final time
of the batch cycle, 𝐹𝑗𝐼𝑁𝑇,𝑆𝐶 is a scale factor set to 25 m3, and the superscripts “𝐵𝐶” and “0” stand
for “evaluated at 𝑡𝐵𝐶 ” and “computed at the initial conditions of the batch cycle”, respectively.
Note that 𝑓 is set to one while 𝑔 is formulated as the conversion of reactant 𝐵 multiplied by a
coolant consumption term minus one (the coolant consumption term is proportional to the integral
over the entire batch cycle of the coolant flow). This unusual definition of these two functions
suggests that a single cycle optimization problem is addressed, in which the target is to maximize
the production of 2-butyl propanoate while minimizing the consumption of coolant. This is a
reasonable choice because we intend to address runaway prediction and prevention under
uncertainty within a single batch cycle. Note also that this definition of 𝑓 and 𝑔 insures 𝑓 ∗ 𝑔
increases when the fed-batch esterification process approaches/experiences a runaway. This is
because the term of 𝑓 ∗ 𝑔 associated with the consumption of coolant sharply increases and
dominates that associated with the conversion of 𝐵. Therefore, there is no need to modify 𝑔, using
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the strategy reported in Section 4.1.2 and in Eq.(4.2), in order to insure 𝑓 ∗ 𝑔 increases towards
runaway conditions.
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(4.18)

The definition of the optimal values of 𝑨𝑹𝒄, 𝑫𝒄, 𝜹, 𝝍, 𝝁, 𝜺, 𝝎 and 𝝋 is carried out in accordance
to the guidelines reported in Section 4.1.3. The results of this computation are shown in Table 4.5.

Table 4.5: BSMBO&C and RBSMBO&C tuning settings.
RBSMBO&C tuning coefficients
Ci

Optimal tuning

i

1...NC

VR

TR

TjOUT

Fj

F IN

Dc

0

0

72

0

-

-

ARc

-

-

-

-

6.5E+7

2.8E+11

δ

0

0

∞

0

-

-

Optimal tuning

ψ

0

0

1

0

-

-

coefficients

μ

0

0

0.075

0

-

-

(uncertainty

ε
ω

0

0

1.5

0

-

-

0

0

1

0

-

-

0

0

0.008

0

-

-

coefficients
(optimization &
control layer)

management
layer)

φ

BSMBO&C tuning coefficients
Ci

i

1...NC

VR

TR

TjOUT

Fj

F IN

Optimal tuning
coefficients

Dc

0

0

72

0

-

-

ARc

-

-

-

-

6.5E+7

2.8E+11

We do not comment on the optimal values of 𝑨𝑹𝒄 and 𝑫𝒄 again, because the remarks reported in
Section 4.2.2 still hold true. However, we have to mention that the results of the computation of 𝜹,
𝝍, 𝝁, 𝜺, 𝝎 and 𝝋 are perfectly in line with the instructions provided by Section 4.1.3. In fact, all
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the entries of these vectors of tuning coefficients that are associated with the temperature of the
fed-batch esterification reactor are nonzero. This trend is expected because 𝑇𝑅 is the only process
state that is likely to cause safety issues, whenever the fed-batch esterification process undergoes
a runaway.
4.3.3 Analysis of the effect of a leakage in the feeding valve
This scenario is designed to test the capabilities of BSMBO&C and RBSMBO&C to identify and
prevent runaways under uncertainty. It is comprised of three different sets of simulations, in which
a critical equipment fault is assumed to happen about fifteen minutes after the beginning of the
batch operation. This fault is a malfunction of the feeding valve of the fed-batch reactor, which
causes the reactor inflow to increase significantly. The three aforementioned sets of simulations
are carried out at different conditions. In particular, the first set is performed in ideal conditions,
i.e. in the absence of model uncertainty, while the other two set are carried in real conditions, i.e.
in the presence of model uncertainty. Moreover, the first two sets rely on BSMBO&C while the
third set is based on RBSMBO&C. Finally, each of three sets of simulations is composed of
fourteen different simulations, associated with as many different fed-batch esterification processes,
laid out in the uncertainty space as shown in Figure 4.7.

Figure 4.7: Simulations performed with BSMBO&C and RBSMBO&C both in the presence and
in the absence of model uncertainty, i.e. in both real and ideal conditions (dots surrounded by
red squares or red circles are the simulations analyzed in this sub-section).
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Figure 4.8: Optimal control policies applied by BSMBO&C to 10 different instances of the fedbatch esterification process in the absence of model uncertainty (𝐹𝐼𝑁 is the actual feed flow
reduced by the flow due to the leakage; the entity of the leakage is 6.5 ∙ 10-4 m3/s).

The comprehensive simulation campaign performed in this scenario includes forty-two
simulations in total, of which thirty are explicitly analyzed in this sub-section (those enclosed in
red squares or red circles in Figure 4.7). Note that the thirty simulations selected for detailed
analyses are mostly close to the limits of the uncertainty space because these are the most
challenging conditions in which we can assess the capabilities of BSMBO&C and RBSMBO&C
to predict and prevent runaways under uncertainty. The most relevant results of the thirty
simulations selected for detailed analysis are summarized in three figures. Specifically, Figure 4.8
refers to a set of ten simulations performed using BSMBO&C in the absence of model uncertainty,
Figure 4.9 reports the results of other ten simulations carried out using BSMBO&C in the presence

119
of model uncertainty and, finally, Figure 4.10 summarizes the outcomes of the last ten simulations
run using RBSMBO&C in the presence of model uncertainty.

Figure 4.9: Optimal control policies applied by BSMBO&C to 10 different instances of the fedbatch esterification process in the presence of model uncertainty (𝐹𝐼𝑁 is the actual feed flow
reduced by the flow due to the leakage; the entity of the leakage is 6.5 ∙ 10-4 m3/s).

Several conclusions can be drawn by analyzing these three figures. First, Figure 4.8 shows that
BSMBO&C can reliably detect and prevent runaways in ideal conditions, which confirms the
conclusions drawn in the first case study (see Section 4.2). In addition, Figure 4.10 demonstrates
that RBSMBO&C can reliably identify runaways under uncertainty and avoid them. Again, this is
reasonable because RBSMBO&C identifies and prevents runaways based on worst-case scenarios,
thus can insure robust detection and rejection of these dangerous phenomena under uncertainty.
Finally, Figure 4.9 seems to suggest that BSMBO&C can identify and prevent runaways even
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under uncertainty. This is a very surprising conclusion (BSMBO&C is a deterministic
NMPC/DRTO strategy), which may be due to some specific characteristics of this test case.
Specifically, BSMBO&C may be able to predict runaways under uncertainty because the simulated
fault, i.e. the leakage in the feeding valve of the fed-batch reactor, is so critical to trigger a loss of
control in every instance of the fed-batch esterification process belonging to the uncertainty space.

Figure 4.10: Optimal control policies applied by RBSMBO&C to 10 different instances of the
fed-batch esterification process in the presence of model uncertainty (𝐹𝐼𝑁 is the actual feed flow
reduced by the flow due to the leakage; the entity of the leakage is 6.5 ∙ 10-4 m3/s).

This theory is supported by the shape of the temperature profiles reported in Figure 4.8, Figure 4.9
and Figure 4.10. Specifically, the enclosures of these trajectories are tight, thus suggest that the
dynamic response of the fed-batch esterification process is not drastically altered by the presence
of model uncertainty. However, even though BSMBO&C may be able to identify and prevent
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runaways under uncertainty in particular circumstances, it is imperative not to use it for this
purpose as it may not prove reliable in detecting and preventing these hazardous phenomena.
Another interesting aspect, which derives from the analysis of Figure 4.8, Figure 4.9 and Figure
4.10, is how conservative BSMBO&C and RBSMBO&C are in detecting/preventing runaways.
This property can be correlated to the average maximum temperature reached by the fed-batch
esterification process in the simulation scenario analyzed in this sub-section. The three
aforementioned figures suggest that RBSMBO&C is more conservative than BSMBO&C in the
detection/prevention of runaways. Again, this is a reasonable outcome that derives from the
intrinsic features of these two (R)NMPC/(R)DRTO strategies. This observation introduces another
reason why BSMBO&C should never be used for detecting/preventing runaway under uncertainty.
Indeed, should BSMBO&C identify and prevent a loss of control under uncertainty, it is very likely
that the strategy used to compensate for this runaway would not insure satisfaction of some of the
operational constraints of the target batch process. This issue is completely solved by
RBSMBO&C.
A final remark, which is worth mentioning, concerns the average maximum temperature reached
by the fed-batch reactor in Figure 4.8, Figure 4.9 and Figure 4.10. In particular, it seems that both
BSMBO&C and RBSMBO&C typically wait until the average reactor temperature is very close
to the maximum allowable temperature before suggesting to abort a batch cycle to prevent a safety
hazard. This common trend primarily depends on the simplifications applied to the kinetic scheme
of the process for production of 2-butyl propanoate. Since no side reactions are considered and the
rate of all chemical reactions increases with temperature, it is easy to conclude that the most
profitable way of aborting a batch cycle, where a runaway is imminent, is to wait until its
temperature is as close as possible to its upper threshold. This operating policy insures the
maximum production of 2-butyl propanoate at a limited additional consumption of coolant. Note
that this type of operating policy is certainly not advisable but has very limited potential for
inducing risks because this specific esterification process can be inhibited very quickly (in a few
seconds) by addition of a small amount of caustic to the reaction medium. However, this last
remark allows us to stress that RBSMBO&C can reliably predict and prevent runaways under
uncertainty, only if the uncertain model of the target process can qualitatively reproduce all of the
types of dynamic response of the real controlled process. If important sources of non-parametric
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uncertainty are present, then RBSMBO&C may no longer insure reliable identification and
prevention of runaways.

123

5. COMPUTATIONALLY EFFICIENT APPROACH TO THE
COMBINATION OF CAMPAIGN SCHEDULING, DYNAMIC
OPTIMIZATION AND OPTIMAL CONTROL OF MULTISTEP/MULTI-UNIT BATCH PRODUCTIONS

This chapter proposes an integrated approach for campaign scheduling, dynamic optimization and
optimal control of batch processes (MUBSMBO&C, i.e. Multi-Unit Batch Simultaneous ModelBased Optimization and Control)

[67]

, which allows mitigation of two of the key drawbacks

exhibited by many of the existing methodologies tailored for this type of problems. The algorithm
we propose is comprised of two phases, namely an offline and an online phase. The first involves
solving a conventional campaign scheduling problem and generates key information needed in the
second phase. The second phase relies on a modified NMPC/DRTO algorithm and serves to update
the campaign schedule in real time as well as providing the batch process with optimal control
actions. We will show that, because of this two-phase architecture, MUBSMBO&C does not
require online solution of a mixed-integer optimization problem and can support virtually any
process layout (serial, parallel, mixed) including various types of recycle. However, in its present
form, it only supports single-product production campaigns or multi-product campaigns
decomposed into independent single-product campaigns. It should be noted that the idea of
building a two-phase methodology for integrating scheduling and NMPC/DRTO is in itself not
novel - it was recently proposed by Zhuge and Ierapetritou [43]. However, except for the two-phase
architecture, their framework and MUBSMBO&C have very little in common. For the
convenience of the reader, the principal differences between the two approaches are summarized
in Table 5.1.
The rest of the chapter is devoted to describing the principal ideas on which MUBSMBO&C relies,
conveying information about its implementation scheme and presenting a case study, which
involves the integrated campaign scheduling, dynamic optimization and optimal control of a
process for the production of nopol

[68]

. Note that, since this chapter contains a large amount of

material, some interesting but non-essential details, related to both the conceptual description of
MUBSMBO&C and the case study, are reported in three appendices positioned after the main
body of the thesis.
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Table 5.1: Principal conceptual differences between MUBSMBO&C and the approach to
integrated scheduling and NMPC/DRTO proposed by Zhuge and Ierapetritou [43].
MUBSMBO&C

Zhuge and Ierapetritou

It relies on the full-fledged nonlinear dynamic models

It uses a piecewise linear approximation of the

of the process

process model

Both the offline and the online phase include

The offline phase includes scheduling and DRTO,

scheduling, DRTO and NMPC components (no set-

and generates set-points, which NMPC enforces in

points exist)

the online phase

The offline phase is re-executed every time critical

The offline phase is re-executed when the online

events/disturbances/faults occur that make it

phase (set-point tracking) does not achieve

impossible to retain feasibility in the online phase

satisfactory results

It exploits the periodicity features of batch production
campaigns to improve the computational efficiency of
the algorithm

It does not explicitly take advantage of the periodicity
features exhibited by batch production campaigns

Conceptual Description of the MUBSMBO&C Algorithm
In this section, we outline the scope of the MUBSMBO&C framework, enumerate the assumptions
under which it is applicable and describe the main ideas on which it relies, along with their
mathematical formulation.
MUBSMBO&C is a framework designed to address the integrated campaign scheduling, dynamic
optimization and optimal control of single-product batch production campaigns. If a batch
manufacturing facility is configured to operate with multiple production campaigns in parallel,
then each of these campaigns would have to be treated separately. The top schematic of Figure 5.1
presents a typical hierarchical management strategy applied to batch production, which includes
four interconnected decision layers: supply-chain management, campaign planning, campaign
scheduling and batch operations management. MUBSMBO&C allows campaign scheduling and
batch operations management to be handled simultaneously, thus combining these two levels as
shown in the bottom schematic of Figure 5.1. More precisely, it serves to define the most important
features of the production campaign in real time as well as to simultaneously provide the individual
batch operations with optimal control policies in order to achieve maximum campaign
performance (e.g. net income, total costs, etc.). The resulting (vertically) integrated hierarchical
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management approach to batch single-product production campaigns can be relevant in many
industrial contexts, such as in pharmaceutical and fine chemicals production.

Figure 5.1: Typical hierarchical management strategy applied to batch productions (top
schematic) and improved management strategy achievable via MUBSMBO&C (bottom
schematic).

MUBSMBO&C relies on three key assumptions: the production campaign is single-product; each
batch task is assigned a dedicated unit (no reuse of equipment within a given recipe is allowed);
and the supply of raw materials and/or utilities is unconstrained. The first and third assumptions
are very reasonable while the second is certainly the strongest because it implies that every batch
unit can be used in just one production campaign at a time. However, note that this practice is quite
common in many industry sectors due to the time and cost associated with cleaning units between
uses to avoid cross-contamination.
As shown in Figure 5.2, MUBSMBO&C is a two-phase algorithm that includes an offline and an
online phase, designated phase I and phase II, respectively. Phase I is performed only once before
the production campaign is carried out and serves to estimate some key parameters that are kept
constant during the online phase. It relies on conventional scheduling algorithms and is comprised
of two steps in series (see top schematic in Figure 5.2):
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▪

The solution of a regular campaign scheduling problem where some additional constraints
are imposed to force the resulting schedule to be periodic (step A);

▪

The identification of a set of whole batch operations and/or fractions of batch operations
called equivalent cycle (EC) such that the entire campaign schedule can be represented as
a series of ECs (the first and last ECs may be slightly different as described later) (step B).

Figure 5.2: Architecture of the MUBSMBO&C algorithm (phase I – offline phase, phase II –
online phase).

The key output from phase I to phase II is the qualitative structure of the EC, which is comprised
of the number of batch operations in the EC and the starting/ending sequence of all the batch
operations constituting the EC. Phase II employs a modified version of BSMBO&C (see Chapter
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2), and computes online the optimal residual number of equivalent cycles needed to complete the
production campaign, optimizes some parameters of the current EC in real time (its duration and
the timing of its batch operations) and supplies the optimal control actions for its batch operations.
It is comprised of an initialization step and further steps that are executed iteratively in rolling
horizon fashion until a certain stopping condition is met (see bottom schematic in Figure 5.2 and
Figure 5.3). These latter steps (referred to collectively as MUBSMBO&C basic step) include:
▪

The re-estimation of some internal MUBSMBO&C parameters (the residual time available
to complete the production campaign and the number of control intervals needed to
evaluate the optimal control policies for the batch operations of the current EC) in every
iteration except the first (step A);

▪

The solution of a specific optimization problem, which estimates the remaining number of
ECs, the dynamic properties of the current EC and the control policies for its batch
operations, as well as the evaluation of the current set of control actions (step B);

▪

The application of the current set of control actions to the proper batch units and the
measurement of their dynamic response (step C).

The rolling horizon approach used in this online phase (phase II) is designed such that the length
of the prediction horizon equals the residual duration of the current equivalent cycle (Figure 5.3),
thus such length may dynamically increase or decrease in consecutive iterations of the procedure
(the duration of the current EC is an optimization variable). It is also important to specify that the
aforementioned stopping condition determines when the optimal time of the current equivalent
cycle has been reached and there is no longer a need for performing a new MUBSMBO&C basic
step. Finally, it should be noted that it is necessary to perform this online phase (phase II)
repeatedly until the number of equivalent cycles sufficient to complete the entire production
campaign has been executed. This latter circumstance occurs when the optimal residual number of
equivalent cycles estimated at the end of an online phase assumes the value of one. This stopping
condition allows verification that all of the specifications of the production campaign (production
volume, product purity, etc.) are met at the end of the last EC.
Before presenting specific details about the individual steps of phases I and II, it is essential to
highlight five aspects. First, MUBSMBO&C makes use of two different stopping conditions, thus
it includes two different iterative loops. In particular, the iterative procedure internal to phase II
defines when a single equivalent cycle is complete, i.e. there is no longer a need for performing
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new control actions within it. The external iterative cycle determines when there is no longer need
for performing a new equivalent cycle in order to meet the requirements of the production
campaign.

Figure 5.3: Graphical representation of the rationale of the rolling horizon approach used in
MUBSMBO&C.

Second, the definition of EC given in the description of phase I allows the splitting of single batch
operations into two or more fractions of batch operations that belong to different (usually adjacent)
ECs. Since adjacent equivalent cycles are executed in series without any idle time between them
(once one phase II is complete, a new one can start immediately), this feature does not constitute
an operational restriction (however, it is a computational convenience). Third, the optimization
problem iteratively solved in phase II is a nonlinear programming problem, even though one of
the optimization variables (the remaining number of equivalent cycles needed to complete the
production campaign) is actually integer. As will be detailed later, this is possible due to the special
way in which this variable is computed. Fourth, it should be noted that, in step C of phase II,
control actions are only applied to active batch operations, i.e. operations that are currently being
executed. Moreover, the active batch operations of an EC dynamically change over the different
MUBSMBO&C basic steps (different operations have to be performed at different time points).
Consequently, step B of phase II allows estimation of optimal control policies for the batch
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operations of an EC but in step C of phase II only the subset of those policies associated with the
active operations are actually implemented. Finally, note that the architecture of MUBSMBO&C
assumes that it is possible to reject all process perturbations that arise during execution of an EC,
which implies that none of the batch operations of the current EC will be aborted nor that the
execution of subsequent batch operations in any of the ECs will be prevented. However, critical
events may occur that make it necessary to stop a batch operation prematurely or make it
impossible to run the following batch operations due to severe yield loss, excessive product
contamination, and so on. In such unlikely scenarios, the execution of phase II is halted, and
MUBSMBO&C is re-applied to the remainder of the batch production campaign, starting from
phase I. As a result of this strategy, MUBSMBO&C can directly or indirectly compensate for
almost any type of process disturbance or failure.
5.1.1 Phase I: offline generation of constant process-related parameters
This sub-section is devoted to describing the two steps of the offline phase of MUBSMBO&C
(phase I), namely, the definition of the optimal campaign schedule under nominal conditions (step
A) and the identification/selection of the equivalent cycle (step B). Note that this latter step is
mainly conceptual while the first requires some mathematical description. However, we will
restrict ourselves to addressing it conceptually because there exists extensive literature on the topic.
5.1.1.1 Offline campaign scheduling under nominal conditions (step A)
The goal of this step is to evaluate the optimal schedule of the production campaign under nominal
conditions. This implies estimating offline the optimal sequence of the necessary batch operations
as well as the optimal number of times each batch operation is to be carried out and its optimal
operating conditions.
At least for short-term horizons, this type of scheduling problem has already been treated in the
literature [39], thus we can rely on existing frameworks to address it, especially because it is unlikely
to apply MUBSMBO&C to scenarios where long-term scheduling decisions are involved.
However, it is necessary to make some limited modifications for these existing methodologies to
be suitable for the specific campaign scheduling problem we need to solve. In particular, we need
to add an additional set of constraints that force the optimal campaign schedule to be periodic. We

130
can qualitatively formulate these additional constraints as follows (no general mathematical
formulation of such constraints can be provided because these details are problem-dependent):
▪

The operating conditions (trends of the manipulated variables, state profiles and batch time)
of different batch cycles of the same type of batch operation must be identical throughout
the entire production campaign;

▪

The idle time between two consecutive batch cycles of the same type of batch operation
must be constant over the entire production campaign.

With these modifications, the resulting algorithm is suitable for application to our campaign
scheduling problem. The last information to be provided is the objective function for the
scheduling problem, which has to be a suitable measure of the performance of the production
campaign. Typically, some economic indicator is selected (net income, total costs, etc.) but the
final choice would be process- and case-specific. Again, note that this objective function is specific
to this phase and this step.

Figure 5.4: Graphical representation of the most important outputs of the offline phase of
MUBSMBO&C (top schematic – Gantt chart, bottom schematic – equivalent cycle).

Finally, we briefly list what type of input data this current step needs and what type of results it
generates. For the input data, we need to specify some features of the production campaign (time
available to complete it, production target, product purity, etc.) as well as some characteristics of
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its batch operations (mathematical models, feasible operating regions in term of states,
manipulated variables and cycle time, etc.). As results, the algorithm produces two sets of output
data, namely, the equivalent of a Gantt chart representing the optimal campaign schedule (Figure
5.4 shows a typical example of such a Gantt chart) and the optimal operating conditions of the
batch cycles carried out in the production campaign. The output from step A of phase I is
transferred to step B of phase I for further processing.
5.1.1.2 Identification of the equivalent cycle (step B)
The goal of this step is to extract some important information from the optimal schedule of the
production campaign generated in step A of phase I, namely, the most suitable equivalent cycle
for reconstructing such schedule and the classification of the recycles found in the campaign. As
previously mentioned, the equivalent cycle is a set of batch operations and/or fractions thereof
such that the campaign schedule can be reconstructed by repeatedly executing a suitable number
of ECs in series (the first and last ECs may be slightly modified, as discussed below). Clearly,
some batch operation of the EC may generate material that can be reused in other batch operations
of the same EC or of other ECs. For purposes of our discussion, such materials are called recycles.
According to the definition of the EC, there exist two types of recycles, i.e. internal and external.
A recycle is said to be internal when it connects two batch operations and/or fractions thereof
within the same EC. A recycle is termed external when it connects two batch operations and/or
fractions thereof of different (usually adjacent) ECs.
Given these definitions, it is appropriate to suggest a procedure that can be used to select/identify
the most suitable equivalent cycle. The simplest way to do this is to visually inspect the Gantt chart
generated by step A of phase I and select the EC by applying the definition of equivalent cycle.
However, in general, it is possible to generate multiple EC candidates and thus the question arises
of how to select among them. Since the choice of the EC can influence the performance of phase
II computations, we propose several heuristic rules to guide the selection of the preferred EC:
▪

The batch operation producing the final product in a recipe should not be split among
different ECs;

▪

The EC should consist of as few batch operations and/or fractions of batch operations as
possible;

▪

The EC should be chosen so that the most important recycles are internal;
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▪

Any bottle-neck batch operation, i.e. any operation that is critical to the production of the
output of the recipe, should not be split among different ECs.

With these simple rules, the EC selection procedure generally yields a satisfactory EC. Once the
EC is selected, we can also identify the non-standard elements of the first and last equivalent cycles
by further visual inspection of the Gantt chart.
After selecting/identifying the preferred equivalent cycle, it is possible to classify all the recycles
as internal or external by visual inspection of the Gantt chart and application of the definitions of
internal and external recycle. Finally, both the structure of the EC and the classification of its
recycles are transferred to phase II.
For the convenience of the reader, we provide an example of the application of the EC selection
procedure and the recycle classification, which relies on the Gantt chart shown in Figure 5.4 (this
chart simulates a possible output of step A of phase I). The optimal campaign schedule reported in
Figure 5.4 involves the repetition of four batch operations 𝑂𝑃𝑘−1 , 𝑂𝑃𝑘 , 𝑂𝑃𝑘+1 and 𝑂𝑃𝑘+2 , of
which 𝑂𝑃𝑘+2 produces the final product of the recipe. By visual inspection of this Gantt chart, we
can immediately identify the shaded EC, which complies with the aforementioned heuristic rules.
In particular, it is the smallest repeating unit of this campaign schedule and is such that 𝑂𝑃𝑘+2 is
not split among two or more ECs. Suppose now that 𝑂𝑃𝑘+1 produces a secondary output, such as
a reclaimed catalyst, which can be used as charge to the next instance of 𝑂𝑃𝑘−1 . Suppose also that
𝑂𝑃𝑘+2 produces a secondary output, such as reclaimed solvent, which can be used as input to the
next instance of 𝑂𝑃𝑘−1 . According to the EC selected, the two corresponding recycles would be
classified as internal and external, respectively.
We conclude this sub-section offering some justification for the set of heuristic rules given in the
procedure for identifying/selecting the preferred EC. In particular, the first and the last heuristic
rules derive from a more general idea, namely, whenever a batch operation is split among different
equivalent cycles, MUBSMBO&C is going to compute a slightly sub-optimal operating policy for
it. This concept has to do with the fact that every fraction of batch operation is (normally)
optimized inside a different EC and with regard to a different objective function (note that the
objective functions of any two different ECs share the same mathematical formulation, but may
differ in some of their parameters, which may be EC-dependent because of the disturbances which
that EC experienced). A similar logic is the foundation of the third heuristic rule, namely,
MUBSMBO&C can directly account for the effect of the internal recycles on the computations
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performed in step B of phase II but only indirectly account for the effect of the external ones on
such computations because it handles each equivalent cycle individually. Finally, the second
heuristic rule is based on the simplest idea, i.e. the smaller the number of batch operations in the
EC is, the greater will be the overall computational efficiency of MUBSMBO&C.
5.1.2 Phase II: simultaneous online optimization and optimal control applied to the
equivalent cycle
This sub-section deals with the online phase of MUBSMBO&C (phase II). In particular, it reports
on four main steps or actions, i.e. the initialization, the definition of optimal control actions and
optimal features of the current equivalent cycle (step B), the re-estimation of key internal
parameters of MUBSMBO&C (step A) and the application of the stopping condition. It does not
address the step dealing with the implementation of control actions (step C). Moreover, since phase
II is carried out in repeated fashion, this sub-section describes it with regard to a general iteration,
which we are going to call the current iteration.
Before addressing the aforementioned steps/actions individually, it is useful to add three additional
details/comments to the general description of phase II previously provided. First, we have already
pointed out that the architecture of this phase relies on that of BSMBO&C. This is reasonable
because phase II consists of applying a modified NMPC/DRTO to a pseudo batch unit, which is
represented by the equivalent cycle. Thus, for the sake of brevity, we redirect the reader to Chapter
2 whenever a nonessential formula or concept is shared between BSMBO&C and MUBSMBO&C.
Second, it is important to clarify how both internal and external recycles are handled in this phase.
In particular, MUBSMBO&C can account for the effect of internal recycles directly because they
are fully contained inside a single equivalent cycle. This is not the case for the external recycles,
since these are shared among multiple ECs (usually two adjacent ECs). Consequently, the effect
of external recycles can be accounted for only indirectly through proper selection of the objective
function of the optimization problem that is repeatedly solved in step B of this phase. Finally, since
phase II is carried out repeatedly until there is no longer need for executing additional ECs to meet
the target specifications of the production campaign, proper initialization of every EC is crucial
for MUBSMBO&C execution. Thus, every EC (except the first) is initialized using the final
conditions of the previous EC in order to insure consistency in the batch operations split between
the two adjacent ECs as well as to account for the presence/effects of external recycles.
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5.1.2.1 Initialization step
This is the only non-iterative step of phase II and serves to provide it with essential input data. As
shown in Figure 5.2, this input data includes the structure of the current equivalent cycle estimated
in step B of phase I, the mathematical models and the feasible operating regions of all the batch
operations of the current EC, the user-defined terms of the objective function of the optimization
problem repeatedly solved in step B of phase II, tuning parameters as well as variable upper and
lower bounds.
5.1.2.2 Optimization step and control actions evaluation (step B)
This is one of the iterative steps of phase II and is composed of two sub-steps in series. The first
is comprised of the evaluation of the optimal remaining number of equivalent cycles needed to
complete the production campaign, the optimal dynamic features of the current equivalent cycle
(its duration and the timing of its batch operations) and the optimal control policies for its batch
operations. The second step involves post-processing the data computed in the first in order to
estimate the optimal set of control actions for the active batch operations of the current EC.
Moreover, since this step is executed in rolling horizon fashion, we describe it with respect to a
generic iteration called current iteration of the rolling horizon approach (RHA).
The first sub-step requires solution of a nonlinear optimization problem (Eq.(5.1-5.2)), whose
structure and size depend on the current iteration of the RHA. Eq.(5.1-5.2) define the structure of
the current optimization problem and are stated in terms of the solution of the previous iteration
of the RHA (data deriving from step A of phase I are used in the very first iteration of the RHA).
For further clarification, we elaborate on why and how the structure of the current optimization
problem changes over time. Note that we can only optimize the part of the current EC that lies in
𝐸𝑄
the future (from 𝑡 ∗ to 𝑡 ∗ + ∆𝑡𝐵𝐶
) and this fraction of EC changes in different iterations of the RHA.

Therefore, it is evident that the variables, constraints and terms included in the current optimization
problem can only belong to the batch operations of the current EC that are either active in the
current iteration of the RHA or are going to be active in following iterations of the RHA (let us
refer to these batch operations as COBOs, i.e. currently optimizable batch operations). These
observations suggest why and how the structure of the current optimization problem has to change
dynamically. Finally, in order to define the COBOs over time, we make use of special sets of
̂)
(𝑘

̂)
(𝑘

̅ and 𝑡0̅ . We next discuss the structure of the current
inequalities that include variables 𝑡 ∗ , 𝑡𝐵𝐶
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optimization problem in terms of its optimization variables, objective function and constraints in
more detail.






 kˆ  , m kˆ  , t  kˆ  , t  kˆ  , t EQ 
MUBSMBO &C 
Min
f
w

obj
BC 0
BC 
 ˆ
kˆ


ˆ
 kˆ  
 w k   t ; m k  t ; tBC  kˆ:t*  tBC

 kˆ
kˆ



EQ
*
t0 ; tBC  kˆ:t  t0 


s.t.


 kˆ dw  kˆ 
 kˆ   kˆ   kˆ   kˆ ,*

I M 
 h  w , m , d 


dt



  kˆ  *
ˆ
ˆ
ˆ
 k ,* kˆ : t *  t  k 
ˆ : t*  t k 

k
1.1) w  t   w
0
BC



  kˆ    kˆ  
 kˆ ,0  w  kˆ• , BC  kˆ : t *  t  kˆ   kˆ•  ˆ •
w
t

w
0 



0

kˆ
 





ˆ
 kˆ  , t  kˆ    0 kˆ : t *  t  kˆ 
1.2) z  k   t BC
0 
BC




kˆ
 kˆ  , t  kˆ    0 kˆ : t *  t  kˆ 
1.3) r    t BC
0 
0




ˆ
  kˆ    kˆ , BC  kˆ  EQ , RES 
ˆ : t*  t k 

q
w
,
t
,
N

0

k


BC
BC
0




 kˆ 
1.4)
kˆ : t *  tBC
 ˆ

ˆ
ˆ
ˆ
ˆ
ˆ
q  k   w  k , BC , w  k ,0 , t  k  , t  k  , N EQ , RES   0 kˆ : t *  t  k 

BC 0
BC
0





ˆ
ˆ
 kˆ , BC   p RES  0
EQ , RES 
EQ  k   k   EQ 
1.5) N BC
 t BC , t BC , t0  p  w
 CMP






 kˆ 
 kˆ , MIN , w  kˆ ,MAX  ; m kˆ   m kˆ ,MIN , m kˆ ,MAX  
1.6) w   w



 



kˆ 

  kˆ 
 ˆ *
* *
EQ
*
 kˆ 
ˆ

 k : t  tBC
t BC   t , t  t BC  k : t  t0
1.7)

 ˆ
ˆ
ˆ

k
k
k




EQ 
t BC   t0 , t *  t BC
kˆ : t *  t0







1.8) t EQ   t EQ , MIN , t EQ , MAX 
BC
BC
 BC











(5.1)





The optimization variables incorporated in Eq.(5.1) encompass the physical quantities evaluated
by this first sub-step. In particular, the trajectories 𝐰 (𝑘̂) (𝑡) and 𝐦(𝑘̂) (𝑡) are the optimal control
̂)
(𝑘

̂)
(𝑘

𝐸𝑄
̅ and ∆𝑡𝐵𝐶
policy of the COBOs, 𝑡0 , 𝑡𝐵𝐶
are the optimal dynamic properties of the current EC
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𝐸𝑄,𝑅𝐸𝑆

and 𝑁𝐵𝐶

is the optimal residual number of equivalent cycles needed to complete the production

campaign.
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𝐸𝑄,𝑅𝐸𝑆
However, note that while 𝑁𝐵𝐶
is in principle an optimization variable, it is not listed as such.

In practice, this variable is computed as the maximum number of equivalent cycles that can be
performed within the residual time available to the current optimization problem to complete the
𝑅𝐸𝑆
production campaign (∆𝑡𝐶𝑀𝑃
). This definition leads to the mathematical formulation shown in

Eq.(5.3).
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𝐸𝑄,𝑅𝐸𝑆
From careful analysis of Eq.(5.3), we observe that 𝑁𝐵𝐶
is defined in three different ways based

on whether the current EC is the first equivalent cycle (first line of Eq.(5.3)), the last equivalent
cycle (third line of Eq.(5.3)) or another equivalent cycle (second line of Eq.(5.3)). This is because
the first and last ECs might be slightly different from the others. In addition, we note that Eq.(5.3)
includes three terms, 𝑙1, 𝑠1 and 𝑙𝑛 , which represent proper estimates of the time needed to perform
̂

̂

(𝑘) (𝑘)
𝐸𝑄
̅ and ∆𝑡𝐵𝐶
future equivalent cycles based on 𝑡0 , 𝑡𝐵𝐶
(see Appendix D for the full definitions of

𝑙1, 𝑠1 and 𝑙𝑛 ). The formulation of these three functions is case specific because it depends on the
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structure of the first EC, the last EC and the other ECs, and can be defined by reference to their
theoretical definitions and to the output of step A of phase I. Therefore, Eq.(5.3) must be subjected
to case specific adaptations (Appendix C shows how Eq.(5.3) is adapted to the illustrative example
𝐸𝑄,𝑅𝐸𝑆
reported in Figure 5.4). This said, the definition of 𝑁𝐵𝐶
makes it an explicit function of several
̂)
(𝑘

̂)
(𝑘

𝐸𝑄
𝑅𝐸𝑆
optimization variables, i.e. 𝑡0 , 𝑡𝐵𝐶 , ∆𝑡𝐵𝐶
, as well as ∆𝑡𝐶𝑀𝑃
in the most general case. Therefore,
𝐸𝑄,𝑅𝐸𝑆
𝑁𝐵𝐶
is not an independent variable and is not included as optimization variable in Eq.(5.1),

rather it is computed via other continuous variables and truncated to be an integer. This method of
𝐸𝑄,𝑅𝐸𝑆
computing 𝑁𝐵𝐶
does introduce discontinuities in the current optimization problem and makes

it nonlinear and non-smooth, limiting the choice of optimization algorithms, which can be
employed. However, it avoids the need to solve a mixed-integer nonlinear programming problem.
As we can see from Eq.(5.2), the objective function is comprised of two terms (note that this
objective function is specific to phase II). The first is a measure of the performance/profit of the
fraction of the production campaign yet to be completed. The second term is a combination of two
regulatory terms that force the trajectories of the states and the manipulated variables of the
COBOs to be as smooth as possible. This type of structure is due to the fact that we can only
optimize the part of the production campaign that lies in the future, and it is desirable in operation
to avoid oscillating state profiles and manipulated variable trajectories because of safety concerns,
mechanical stress on the equipment, and so on.
The formulation of the first term of Eq.(5.2) directly derives from its definition, thus we can
𝐸𝑄,𝑅𝐸𝑆
express it as the product of 𝑁𝐵𝐶
and a performance/profit measure of the current equivalent

cycle combined with terms related to future equivalent cycles (𝑔). The specific details of 𝑔 depend
on the structure of the current EC. However, it is usually a combination of a measure of the
performance/profit of the current EC, an estimate of the performance/profit of the next EC and a
quantification of the effect of the external recycles on future ECs. The first of these entries is
essential while the other two are optional and case dependent. In particular, the second entry is
necessary when the structure of the current EC is such that some of its batch operations or some
fractions of its batch operations weakly influence or do not influence its profit/performance. This
circumstance is quite common and usually occurs whenever some batch operations or some
fractions thereof of the current EC produce intermediates that are transformed into a final product
only in the next EC. The third entry is necessary when some external recycles significantly impact
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on the performance/profit of the current and/or the future ECs (this is very unusual because it
implies that the selection of the equivalent cycle has not been performed properly). Finally, the
aforementioned concept of performance/profit is usually related to economics but other choices
(environmental impact, hybrid economic-environmental performance measures, etc.) may be
employed as deemed appropriate.
The formulation of the second term of Eq.(5.2) is comparatively much simpler as it consists of
summing up the type of anti-ringing and slope control terms, used in BSMBO&C, applied to the
COBOs. We redirect the reader to Chapter 2 for additional information and details of these terms.
Next, we can analyze the constraints of the current optimization problem, which include eight
logical sets of equalities and inequalities with different physical meaning and scope.
The set of constraints 1.1 represents the mathematical models of the COBOs, in general consisting
of a number of nonlinear DAE systems. The initial conditions of each of these DAE systems
depend on the state of the corresponding batch operation in the current iteration of the RHA. In
particular, if such batch operation is active, then its initial conditions derive from real
measurements or state estimation techniques while if the batch operation is going to be active at
some future time, then its initial conditions are computed internally. Finally, notice that these DAE
systems are mostly decoupled (except for the coupling induced by internal recycles), thus it is
possible to take advantage of this property to improve the numerical efficiency of MUBSMBO&C.
The sets of constraints 1.2 and 1.3 consist of linear inequalities and linear equalities, which insure
that the solution of the current optimization problem is compliant with the structure of the current
equivalent cycle, i.e. the starting/ending sequence of the COBOs is preserved. The explicit
mathematical formulation of these constraints depends on the specific structure of the current EC,
thus it is awkward to define in generalized fashion. However, we provide a general procedure to
construct sets 1.2 and 1.3 (see Appendix B) and show how to apply such procedure to the
illustrative example reported in Figure 5.4 (Appendix C).
The set of constraints 1.4 includes a number of nonlinear equations that force the COBOs to satisfy
recipe specifications such as productivities, recoveries, yields, conversions and maximum
operational time. These specifications depend on the structure of the current EC as well as the
features of the production campaign. This set of constraints also helps to promote convergence to
a feasible solution as well as driving the numerical optimization procedure towards a satisfactory
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local minimum (global optima cannot be assured within the context of online applications due to
the associated computational burden).
The set of constraints 1.5 consists of a single nonlinear equation, which requires that the expected
production achieved in the fraction of the production campaign yet to be completed equals the
𝑅𝐸𝑆
required production over the same time span (𝑝𝐶𝑀𝑃
). The expected production can be computed
𝐸𝑄,𝑅𝐸𝑆
as the product of 𝑁𝐵𝐶
and the production of the current equivalent cycle (𝑝𝐸𝑄 ). This constraint

serves to insure that the production achieved at the end of the production campaign reaches its
target value.
The remaining three sets of constraints, 1.6, 1.7 and 1.8, include additional inequalities and bound
constraints necessary to insure feasibility. In particular, the sets 1.6 and 1.8 involve the lower/upper
bounds on the states (𝐰 (𝑘̂) ) and the manipulated variables (𝐦(𝑘̂) ) of the COBOs as well as the
lower/upper bounds on the residual duration of the current equivalent cycle in the current
𝐸𝑄
optimization problem (∆𝑡𝐵𝐶
). The set of constraints 1.7 consist of inequalities that further limit the

variability of the final times of the COBOs in order to keep them within the part of the current EC
𝐸𝑄
that lies in the future (from 𝑡 ∗ to 𝑡 ∗ + ∆𝑡𝐵𝐶
). This is essential to force the second sub-step

described in this sub-section to generate reasonable control actions.
As final remark, it is important to note that no constraints included in Eq.(5.1) limit the remaining
time needed to complete the production campaign in the current iteration of the RHA, which can
𝐸𝑄,𝑅𝐸𝑆
𝐸𝑄,𝐴𝐿𝐿
be usually estimated by multiplying 𝑁𝐵𝐶
and ∆𝑡𝐵𝐶
. This is because that time interval is
𝐸𝑄,𝑅𝐸𝑆
𝑅𝐸𝑆
𝑅𝐸𝑆
smaller than ∆𝑡𝐶𝑀𝑃
due to the way in which 𝑁𝐵𝐶
is computed. Thus, ∆𝑡𝐶𝑀𝑃
assumes the role

of upper bound on the residual time needed to complete the production campaign in any iteration
of the RHA. We are going to refer to this property later on.
After the current optimization problem associated with the first sub-step is solved, the second substep takes care of computing the optimal control actions for the batch operations of the current EC
that are active in the current iteration of the RHA. We defer discussion of the detailed procedure
for computing this set of control actions to Section 5.2. For now, we only note that the time span
over which the optimal set of control actions is defined has to be significantly smaller than the
duration of the shortest of the active batch operations.
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5.1.2.3 Dynamic re-estimation of residual campaign time and number of control intervals
(step A)
This is another iterative step of phase II, which is performed before step B of phase II and at every
iteration of the RHA except the first, where the initialization step is carried out. This step is
conceptually an iterative re-initialization that allows re-computing certain internal parameters of
MUBSMBO&C, namely, both the remaining time available to complete the production campaign
and the number of control intervals used in step B of phase II. Moreover, since this step is executed
in rolling horizon fashion, we will describe it with respect to a generic iteration, which we are
going to call current iteration of the RHA.
5.1.2.3.1 Dynamic re-estimation of the residual campaign time
We first discuss the re-evaluation of the residual time available to complete the production
𝑅𝐸𝑆
campaign in the current iteration of the RHA (∆𝑡𝐶𝑀𝑃
) and comment on why this operation is
𝐸𝑄,𝑅𝐸𝑆
𝑅𝐸𝑆
necessary. As already mentioned, ∆𝑡𝐶𝑀𝑃
is a key parameter used to compute 𝑁𝐵𝐶
in step B of

phase II. MUBSMBO&C will provide good performance and prove reliable in the current iteration
𝑅𝐸𝑆
of the RHA only when ∆𝑡𝐶𝑀𝑃
is reasonably close to its optimal value. To insure this, it is necessary

to re-compute it dynamically. Fortunately, a good approximation of the actual optimal residual
time needed to complete the production campaign is available in the first iteration of the RHA
using the information coming from both ECs previously run and step A of phase I. Therefore, in
𝑅𝐸𝑆
the current iteration of the RHA, we can simply re-evaluate ∆𝑡𝐶𝑀𝑃
using the information derived

from the previous iteration of the RHA. The rationale for this is shown in Eq.(5.4), and is described
below (see also Figure 5.5, which provides a graphical interpretation of some of the terms included
in the mathematical expressions). First, we exploit the remaining time needed to complete the
production campaign computed in the previous iteration of the RHA (this is usually the product of
𝐸𝑄,𝐴𝐿𝐿
𝐸𝑄,𝑅𝐸𝑆
̅𝐵𝐶
̅
∆𝑡𝐵𝐶
and 𝑁
) to estimate the time left after completing the production campaign

according to the same iteration of the RHA (∆𝑡 ∗ ). Figure 5.5 shows a fairly general example that
conveys the physical meaning of the key parameter ∆𝑡 ∗ for both the first execution (box A) and a
generic execution (box B) of phase II as well as for a generic iteration of the RHA. In this sketch,
the length of each segment labeled EC represents the duration of an equivalent cycle. Second, we
use ∆𝑡 ∗ to infer whether the remaining time available to complete the production campaign
𝑅𝐸𝑆
̅
evaluated in the previous iteration of the RHA (∆𝑡𝐶𝑀𝑃
) needs to be enlarged, reduced or kept
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𝐸𝑄,𝐴𝐿𝐿

̅
constant. In particular, if ∆𝑡 ∗ approaches ∆𝑡𝐵𝐶

𝑅𝐸𝑆
̅
, then ∆𝑡𝐶𝑀𝑃
has to be reduced while if ∆𝑡 ∗

𝑅𝐸𝑆
𝑅𝐸𝑆
̅
̅
approaches zero, then ∆𝑡𝐶𝑀𝑃
has to be enlarged. In all other cases, ∆𝑡𝐶𝑀𝑃
can remain unchanged.
𝐸𝑄,𝑅𝐸𝑆
This latter heuristic rule simply ensures that the optimal value of 𝑁𝐵𝐶
achieved in the current
𝑅𝐸𝑆
iteration of the RHA is not bounded by ∆𝑡𝐶𝑀𝑃
but directly derives from the optimization solved in

step B of phase II. Although this procedure is not rigorous, it suffices to allow MUBSMBO&C to
perform satisfactorily.
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Figure 5.5: Graphical aid to the description of the dynamic re-estimation of the residual time
available to complete the production campaign (A – case of the first equivalent cycle, B – case of
𝐸𝑄,𝑅𝐸𝑆
̅𝐵𝐶
the generic equivalent cycle, 𝑁 – simplified notation for 𝑁
).

𝑅𝐸𝑆
While the above discussion outlines the underlying logic of the procedure for re-evaluating ∆𝑡𝐶𝑀𝑃
,

its conversion to specific mathematical relations depends on the structure of the first, the last and
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the other ECs. The following rules, which always hold, can be used to generate these relations
from Eq.(5.4) for a specific EC structure:
▪

𝐸𝑄,𝐴𝐿𝐿
̅
The parameter ∆𝑡𝐵𝐶
has to refer to the last EC of the fraction of the production

campaign yet to be completed according to the previous iteration of the RHA;
▪

The two limits in Eq.(5.4) have to be converted into inequalities in order to make them
tractable (this step is straightforward);

▪

∆𝑡 ∗ must be replaced with an explicit mathematical expression according to its definition;

▪

The parameter 𝜆 always belongs to the interval (0,1) and can be usually set to 0.5.

Furthermore, every batch production campaign is usually associated with some time constraints,
𝑅𝐸𝑆
𝑅𝐸𝑆
thus the procedure for re-estimating ∆𝑡𝐶𝑀𝑃
dynamically is usually applied as is until ∆𝑡𝐶𝑀𝑃
does
𝑅𝐸𝑆
not overshoot this maximum campaign duration. If the ∆𝑡𝐶𝑀𝑃
predicted by the procedure violates

the maximum campaign duration, then this upper bound must be imposed.

5.1.2.3.2 Dynamic re-estimation of the number of control intervals
As noted earlier, the number of control intervals used in step B of phase II has to be updated in
every iteration of the RHA. Here we briefly offer some comments on why this is necessary and
what drives this updating procedure. The details will be given in Section 5.2. First of all, note that
the existence of control intervals is due to the need for replacing the unknown functions 𝐦(𝑘̂) in
Eq.(5.1) with a finite set of optimization variables and observe that every control interval is
associated with a certain nonzero length. On the other hand, the residual durations of the batch
operations of the current EC can assume either small or large values according to the specific
iteration of the RHA. Therefore, it is clearly necessary to approximate profiles 𝐦(𝑘̂) with a
different number of control intervals depending on the specific iteration of the RHA, thus the
number of control intervals used in step B of phase II has to be updated dynamically. Moreover,
the rationale for updating the number of control intervals in the current iteration of the RHA should
̂)
(𝑘

̅ − 𝑡∗
depend on the COBOs residual duration computed in the previous iteration of the RHA (𝑡𝐵𝐶
̂)
(𝑘

̂)
(𝑘

̅ − 𝑡0̅ ). While this is not the only way of handing this issue, the same type of logic has
and 𝑡𝐵𝐶
already been used in BSMBO&C and has proven to be very robust and reliable.
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5.1.2.4 Stopping condition and completion of the equivalent cycle
This is the last iterative step included in phase II and is performed after step A and before step B
of phase II in every iteration of the RHA except the first. It simply serves to identify whether the
optimal time of the current EC has been reached and thus new MUBSMBO&C basic steps are no
longer necessary. Moreover, since this step is executed in rolling horizon fashion, we will describe
it with respect to a generic iteration called current iteration of the RHA.
The logic we use to identify whether the current EC must end in the current iteration of the RHA
relies on the residual time needed to complete the current EC computed in the previous iteration
𝐸𝑄

𝐸𝑄

̅ ). In particular, the current EC is complete when ∆𝑡𝐵𝐶
̅ equals ∆𝑡̅𝐶𝑀 (optimal
of the RHA (∆𝑡𝐵𝐶
time over which the optimal control actions computed in the previous iteration of the RHA are
applied). This simply means that the last set of control actions reached the optimal final time of
the current equivalent cycle and no more control actions as well as no more MUBSMBO&C basic
steps are necessary. As final remark, it is important to point out that no control actions are
computed/applied in the same iteration of the RHA in which the stopping condition is satisfied.

Implementation of the MUBSMBO&C Framework
The implementation of MUBSMBO&C involves both converting the conceptual description of the
method into concrete algorithms and coding them. This section addresses only the first of the two
tasks for the most important parts of the framework, namely, the dynamic update of the number of
control intervals used in step B of phase II (step A of phase II), the solution of the optimization
problem reported in Eq.(5.1-5.2) (step B of phase II) and the evaluation of the optimal set of control
actions for the active batch operations (step B of phase II). The implementation logic of the other
parts of the algorithm is not described here because such parts are not critical and/or have already
been extensively addressed in the literature. Since the implementation schemes described in this
section refer to conceptual steps of phase II and this phase is executed iteratively, we will describe
them with regard to a single iteration, which we are going to call the current iteration.
5.2.1 Discretization strategy applied to the trajectories of the manipulated variables and
dynamic re-estimation of the number of control intervals
The MUBSMBO&C framework requires iterative solution of the optimization problem defined by
Eq.(5.1-5.2), which involves optimization variables that are functions of time ( 𝐦(𝑘̂) (𝑡) and
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̂

𝐰 (𝑘) (𝑡)). We treat this optimization problem by means of the sequential approach (we will justify
this choice later on) and thus discretize the functions 𝐦(𝑘̂) and directly estimate functions 𝐰 (𝑘̂)
from the set of constraints 1.1. This sub-section describes this discretization strategy as well as the
specific way in which we perform the dynamic update of the number of control intervals used in
step B of phase II (step A of phase II). Moreover, since the discretization strategy changes in
different iterations of the RHA and the dynamic update of the number of control intervals is
executed iteratively in rolling horizon fashion, we will describe both of them with respect to a
generic iteration, which we are going to call the current iteration of the RHA.
5.2.1.1 Discretization strategy applied to the trajectories of the manipulated variables
The discretization strategy applied to functions 𝐦(𝑘̂) in the current iteration of the RHA is very
similar to that used in BSMBO&C except for the fact that it only applies to the functions 𝐦(𝑘̂) of
the COBOs, which are the only ones included in the current optimization problem. The underlying
idea is to approximate the profiles of the manipulated variables of the COBOs by means of
piecewise constant functions followed by purely constant functions.

Figure 5.6: Graphical aid to the description of the discretization strategy applied to the
trajectories of the manipulated variables (example based on the schematic shown in Figure 5.4
and the first iteration of the receding horizon approach).
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In particular, the piecewise constant functions start from the initial times of the COBOs in the
̂)
(𝑘

current iteration of the RHA (𝑡 ∗ or 𝑡0 ) and describe only the first fractions of the profiles while
the purely constant functions model the residual fractions of the same profiles up to the final times
̂)
(𝑘

of the COBOs in the current iteration of the RHA (𝑡𝐵𝐶 ). Moreover, every piecewise constant
̂)
(𝑘

function comprises a different number of segments/control intervals (𝑁𝐶𝐼,𝑖 ) all associated with a
̂)
(𝑘

specific length ( ∆𝑡𝐶𝐼,𝑖 ), which is set according to Eq.(5.5) at every iteration of the current
optimization procedure, while every purely constant function is made of a single segment. Finally,
̂)
(𝑘

every discretization segment (𝑚𝑖𝑗 ) defines an optimization variable of the current optimization
problem. By way of illustration, Figure 5.6 shows the result of applying this discretization strategy
to the example shown in Figure 5.4 only for the first iteration of the RHA. This sketch assumes
that batch operations 𝑂𝑃𝑘−1 , 𝑂𝑃𝑘 and 𝑂𝑃𝑘+1 have just one manipulated variable while batch
operation 𝑂𝑃𝑘+2 has two manipulated variables.
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̂)
(𝑘

We next briefly clarify why the parameters ∆𝑡𝐶𝐼,𝑖 of the COBOs must be re-defined in every
iteration of the current optimization procedure and what the logic is on which Eq.(5.5) is based.
Figure 5.7, which relies on the example shown in Figure 5.4, provides a graphical representation
of the mathematical expressions included in Eq.(5.5). In particular, it refers to the first two lines
of the equation. There is no need to provide a figure for the third and fourth lines because they rely
on the same ideas on which the first two lines are based.
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Figure 5.7: Graphical aid to the description of the method for iteratively re-estimating the length
of the control intervals of the COBOs related to a generic manipulated variable (example based
on the schematic shown in Figure 5.4 and a generic iteration of the receding horizon approach).

̂)
(𝑘

Observe that the parameters 𝑁𝐶𝐼,𝑖 of the COBOs are re-estimated in step A of phase II but are
constant inside step B of phase II, which is where the current optimization problem must be solved.
This is because no numerical optimization procedure can solve an optimization problem whose
dimensions change from iteration to iteration without introducing discrete elements into the
formulation, which accommodate such changes. On the other hand, the residual durations of the
̂)
(𝑘

̂)
(𝑘

̂)
(𝑘

COBOs (𝑡𝐵𝐶 − 𝑡 ∗ or 𝑡𝐵𝐶 − 𝑡0 ) depend on some of the optimization variables of the current
optimization problem and change at every iteration of the optimization procedure (Figure 5.7
shows three potential iterations). Since the functions 𝐦(𝑘̂) of the COBOs exist only over the
corresponding residual durations, we need to enforce that the corresponding discretization grids
̂)
(𝑘

are defined over the same time span and the corresponding ∆𝑡𝐶𝐼,𝑖 are the only variables we can
exploit to do so. Therefore, it is necessary to re-estimate these parameters at every iteration of the
current optimization procedure according to the following two-step rationale. The first step
consists of evaluating the initial/standard control horizons associated with the manipulated
̂)
(𝑘

variables of the COBOs that are simply computed by multiplying the corresponding 𝑁𝐶𝐼,𝑖 and
̂ ),0
(𝑘

̂ ),0
(𝑘

̂)
(𝑘

∆𝑡𝐶𝐼,𝑖 , where ∆𝑡𝐶𝐼,𝑖 is user-defined and represents the initial/standard value of ∆𝑡𝐶𝐼,𝑖 . The second

147
step requires comparing these initial/standard control horizons to the corresponding residual
̂)
(𝑘

̂)
(𝑘

durations of the COBOs in order to set the corresponding ∆𝑡𝐶𝐼,𝑖 . In particular, either these ∆𝑡𝐶𝐼,𝑖
̂ ),0
(𝑘

are set to the corresponding ∆𝑡𝐶𝐼,𝑖 (this happens in the first and third iterations shown in Figure
5.7), when the corresponding initial/standard control horizons are smaller than the corresponding
residual durations of the COBOs, or they are reduced so as to satisfy the latter condition (this
occurs in the second iteration shown in Figure 5.7).
5.2.1.2 Dynamic re-estimation of the number of control intervals
We now complete the description of the dynamic re-estimation of the number of control intervals
̂)
(𝑘

(𝑁𝐶𝐼,𝑖 ) of the COBOs in the current iteration of the RHA. This step uses the residual durations and
the number of control intervals of the COBOs computed in the previous iteration of the RHA
̂

̂

̂

̂

̅ (𝑘) ). The rationale of the procedure is given via Eq.(5.6), and is
̅(𝑘) − 𝑡 ∗ or 𝑡𝐵𝐶
̅(𝑘) − 𝑡0̅ (𝑘) and 𝑁
(𝑡𝐵𝐶
𝐶𝐼,𝑖
described below.
  kˆ  *


  kˆ  *  
 tBC  t  1  N  kˆ   Max 1; floor  tBC  t  



CI ,i
kˆ ,0 
  kˆ   kˆ ,0




 NCI ,i tCI ,i
 tCI ,i  

 kˆ   kˆ 
kˆ : t *   t0 , tBC 
 kˆ ,0 kˆ



  i   tBC   t * 

 ˆ
 kˆ   t *  
 ˆ
ˆ
ˆ
k
k
k
,0
k
,0
t











  1  N  Max N ; Min N ; floor  

BC
 
 CI ,i
 CI ,i
CI ,i
i
kˆ 
kˆ ,0
kˆ ,0 







tCI ,i  

 N CI ,i tCI ,i


(5.6)


kˆ 
kˆ   




 t  kˆ   t  kˆ 
ˆ

 BCˆ 0 ˆ  1  NCI k ,i  Max 1; floor  tBC ˆ t0  
k
k
,0
k ,0




 N   t  

 tCI ,i  
 CI ,i CI ,i
 ˆ *
 kˆ 
 k : t  t0
  kˆ ,0   kˆ   kˆ  

 ˆ
 kˆ   kˆ   
 ˆ
  i  tBC  t0 
kˆ 
kˆ 
k ,0
k ,0 tBC  t0








 

 1  NCI ,i  Max  NCI ,i ; Min  NCI ,i ; floor   i

ˆ ,0
kˆ 
kˆ ,0
k






 N t


tCI ,i  
CI ,i
CI ,i





In order to simplify the understating of the logic behind the mathematical expressions included in
Eq.(5.6), we also provide Figure 5.8, which is based on the example shown in Figure 5.4. This
figure only refers to the first two lines of the equation, since the third and fourth lines rely on the
same ideas as the first two lines.
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Figure 5.8: Graphical aid to the description of the approach to the dynamic re-estimation of the
number of control intervals of the COBOs related to a generic manipulated variable (example
based on the schematic shown in Figure 5.4 and a generic iteration of the receding horizon
approach).
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Addressing now the aforementioned rationale, first, the initial/standard control horizons associated
with the manipulated variables of the COBOs in the previous iteration of the RHA are computed
̂

̂

̅ (𝑘) and ∆𝑡 (𝑘),0 . Then, each of these initial/standard control
by multiplying the corresponding 𝑁
𝐶𝐼,𝑖
𝐶𝐼,𝑖
horizons is compared to the corresponding residual duration of the COBOs computed in the
previous iteration of the RHA, thus generating three possible cases. When the initial/standard
control horizon is larger than the corresponding residual duration, then the corresponding number
̂

̂

(𝑘)
̅ (𝑘) (see the first and third line
of control intervals must decrease, i.e. 𝑁𝐶𝐼,𝑖 has to be smaller than 𝑁
𝐶𝐼,𝑖

of Eq.(5.6) and box A of Figure 5.8). Conversely, when the ratio of the initial/standard control
horizon and the corresponding residual duration is very small, then the corresponding number of
̂)
(𝑘

̂)
(𝑘

̅ (see the second and fourth line
control intervals must increase, i.e. 𝑁𝐶𝐼,𝑖 has to be larger than 𝑁
𝐶𝐼,𝑖
̂ ),0
(𝑘

̂)
(𝑘

of Eq.(5.6), where 𝑁𝐶𝐼,𝑖 is user-defined and represents the value of 𝑁𝐶𝐼,𝑖 in the first iteration of
the RHA, and box B of Figure 5.8). Finally, when neither of these cases arises, no modifications
are required.
̂ ),0
(𝑘

As a final remark about Eq.(5.6), we note that the parameters 𝜀𝑖

of the COBOs represent the

optimal ratios of the control horizons and residual times of the COBOs that would insure the best
performance of MUBSMBO&C (this type of ratio is a typical tuning parameter in NMPC/DRTÔ ),0
(𝑘

like frameworks). Suitable values of these coefficients 𝜀𝑖

are in the range of 0.1 – 0.2, in our

experience.

5.2.2 Implementation/solution of the optimization step and control actions generation
This sub-section deals with the practical implementation of step B of phase II, namely, it first
addresses the strategy applied to solve the optimization problem reported in Eq.(5.1-5.2) and then
the specific procedure for the evaluation of the optimal set of control actions for the active batch
operations. Moreover, since step B of phase II is executed iteratively in rolling horizon fashion
and its implementation strategy might be slightly different in different iterations of the RHA, we
will describe the two procedures with respect to a generic iteration called the current iteration of
the RHA.
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As noted earlier, the current optimization problem is a nonlinear and non-smooth dynamic
optimization problem, which can be solved using either a sequential or a simultaneous approach.
We have selected the former strategy for multiple reasons that are briefly discussed next in order
of importance. First, a sequential implementation allows conversion of the formulation of the
current optimization problem into a lower dimensionality optimization problem that can be tackled
with heuristic optimizers. This is necessary because of the presence of the non-smoothness, which
makes it impossible to apply derivative-based optimization algorithms. Second, a sequential
implementation allows the current optimization problem to be solved via a feasible path search,
which insures that MUBSMBO&C does not propose infeasible control actions. Finally, a
sequential implementation permits ready exploitation of the sparsity pattern of the set of
constraints 1.1 included in Eq.(5.1), thus improving the numerical efficiency of MUBSMBO&C.
Under the sequential implementation strategy, the functions 𝐦(𝑘̂) of the COBOs are replaced with
̂)
(𝑘

the corresponding scalar variables 𝑚𝑖𝑗 . In addition, the functions 𝐰 (𝑘̂) as well as the variables
̂)
(𝑘

̂)
(𝑘

𝑡𝐵𝐶 and 𝑡0

of the COBOs are incorporated into the objective function of the current optimization

problem and determined by solving the set of constraints 1.1 as well as by enforcing the additional
sets of constraints 1.2, 1.3, 1.4 and 1.7, whenever such objective function has to be computed. In
particular, the solution of set 1.1 entails solving the DAE systems representing the models of the
COBOs according to the structure of the current EC, which requires multiple numerical
integrations and allows computation of the corresponding functions 𝐰 (𝑘̂) . The set 1.3 is indirectly
enforced because of the solution strategy applied to set 1.1 and allows estimation of the variables
̂)
(𝑘

𝑡0

of the COBOs. The enforcement of the other three sets of constraints is insured by repeatedly

checking the status of such constraints as the numerical integrations are performed and stopping
̂)
(𝑘

the integration when the tighter constraints are satisfied (the values of the variables 𝑡𝐵𝐶 of the
COBOs are generated as side product). These modifications offer significant simplifications
̂)
(𝑘

̂)
(𝑘

because both the functions 𝐰 (𝑘̂) and the variables 𝑡𝐵𝐶 and 𝑡0

of the COBOs as well as several

sets of constraints formally disappear from the explicit lists of variables and constraints. Finally,
the set of constraints 1.5 and part of the set 1.6, i.e. only the bound constraints on the functions
𝐰 (𝑘̂) of the COBOs, are converted into two penalty terms which are added to the objective function
of the current optimization problem (Eq.(5.2)). In particular, the penalty term associated with set
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1.5 is incorporated into the definition of function 𝑔 and is formulated so as to be dimensionless for
tuning purposes. The penalty term related to the bound constraints on the functions 𝐰 (𝑘̂) of the
COBOs is directly added to the objective function of the current optimization problem (Eq.(5.2)).
̂)
(𝑘

It is formed by combining as many penalty terms as the number of COBOs (𝜃𝑊,𝐵𝑆𝑀𝐵𝑂&𝐶 ), which
account for the bound constraints on the functions 𝐰 (𝑘̂) of the single COBOs. These latter penalty
terms have the same structure as the penalty term used in BSMBO&C to accomplish the same type
of task, thus we redirect the reader to Chapter 2 for further details.
&C
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After all these adaptations, the resulting (current) optimization problem takes the form shown in
Eq.(5.7-5.9). A careful comparison of Eq.(5.8) and Eq.(5.2) shows that the global anti-ringing and
slope control terms present in the second equation have been replaced by a combination of antî)
(𝑘

̂)
(𝑘

ringing and slope control terms in the first. These latter ones (𝐴𝑅,𝐵𝑆𝑀𝐵𝑂&𝐶 and 𝐷𝐶,𝐵𝑆𝑀𝐵𝑂&𝐶 ) are the
anti-ringing and slope control terms of the COBOs and each of them has the same formulation as
the anti-ringing/slope control term used in BSMBO&C. Therefore, we redirect the reader to

152
Chapter 2 for further details. In addition, note also that the implementation of an optimization
problem of the type shown in Eq.(5.7-5.9) can be challenging mainly because the evaluation of its
objective function is relatively complex. For the convenience of the reader, Figure 5.9 summarizes
the steps in the evaluation of this objective function illustrated in terms of the example shown in
Figure 5.4 and the first iteration of the RHA. In addition, it also gives general information on the
implementation of the whole optimization problem itself. Finally, since Eq.(5.7-5.9) represents a
nonlinear and non-smooth optimization problem including only bound constraints, any available
heuristic optimization algorithm can potentially be used solve it. In this work, we have used the
heuristic optimization algorithm of BzzMath library [58], [59], which relies on a modified version of
Nelder-Mead simplex (we have used the DAE integration routine of the same library to solve the
models of the COBOs whenever this is required).
We complete the discussion of the implementation of MUBSMBO&C by outlining the procedure
for the evaluation of the optimal set of control actions for the batch operations of the current EC
that are active in the current iteration of the RHA. The specific details are summarized in Eq.(5.10),
which specifies both how the optimal values of the manipulated variables of such batch operations
̂)
(𝑘

̂)
(𝑘

(𝑚𝐶𝑀,𝑖 ) are determined and how the optimal time interval is determined over which these 𝑚𝐶𝑀,𝑖
must be implemented (∆𝑡𝐶𝑀 ). Notice that ∆𝑡𝐶𝑀 simply equals the minimum control interval
associated with the batch operations of the current EC that are active in the current iteration of the
̂)
(𝑘

̂)
(𝑘

RHA, thus variables 𝑚𝐶𝑀,𝑖 must be the corresponding first 𝑚𝑖𝑗 in the discretization grids related
to the same batch operations. This choice results in a ∆𝑡𝐶𝑀 that is significantly smaller than the
minimum cycle time of the same batch operations.
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As final remark, notice that Eq.(5.10) is applicable in all the iterations of the RHA where no active
batch operation of the current EC reaches its optimal cycle time by the end of the application of
the current control action (which is the case in almost all iterations of the RHA). However, ∆𝑡𝐶𝑀
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̂)
(𝑘

and 𝑚𝐶𝑀,𝑖 are computed in slightly different manner in those few iterations of the RHA that do
not satisfy this condition. We do not elaborate on these special cases because of their limited
importance.

Figure 5.9: Typical configuration of the numerical procedure for solving MUBSMBO&C
optimization problem using the sequential approach (dashed lines – data transfers between
black-box and optimization routine, dotted lines – data transfers among batch operations inside
the black-box).

Application of MUBSMBO&C to a Process for the Production of Nopol
In order to demonstrate the efficiency, flexibility and reliability of MUBSMBO&C, we have
applied it to the integrated campaign scheduling, dynamic optimization and optimal control of a
batch campaign for the production of nopol, assuming that such campaign is performed in a
dedicated production facility.
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The case study involves two different sets of simulations, namely, the first set refers to the ideal
situation in which no process disturbances occur (MUOpt – NoD) while the second addresses the
case where process disturbances are introduced (MUOpt – MD). Note that these sets of simulations
share the same input data and MUBSMBO&C is tuned following the same procedure mentioned
in Chapter 2. The case study primarily focuses on analyzing to what extent MUBSMBO&C can
reject process disturbances and insure satisfactory process performance over the production
campaign.
5.3.1 Nopol production facility: process layout, typical operating conditions and
mathematical models of the principal process units
The nopol production pathway selected for this case study is comprised of three batch phases in
series. The first phase is a batch reaction performed in a batch reactor. It involves reacting β-pinene
(𝐴) with formaldehyde (𝐵) to produce nopol (𝐶) (Prins reaction) in presence of a zeolite catalyst
and solvent, ethyl acetate (𝐷). It also involves venting the remaining formaldehyde and sending it
for downstream treatment once the Prins reaction reaches sufficient conversion. This phase is
carried out at mild temperatures (343 – 373 K), atmospheric pressure (1.01325 bar) and relatively
high dilution, can be considered isothermal and does not involve any significant side reaction. The
latter two characteristics depend on intrinsic kinetic/thermodynamic aspects, namely, the Prins
reaction is weakly exothermic and the zeolite catalyst is very selective at mild operating conditions.
Additional details concerning this phase can be found in the literature

[68]

. The second phase is a

batch filtration carried out in a batch filter where the zeolite catalyst is separated from the liquid
mixture containing β-pinene, nopol and ethyl acetate. This phase is performed at mild pressure and
temperature (8 bar and 343 – 373 K), is isothermal and is of relatively short duration compared to
the first and third phases. Finally, the third phase is a batch distillation, which serves to separate
nopol, i.e. the final product of the production campaign, from the mixture of β-pinene and ethyl
acetate. It is performed at reduced pressure (0.265 bar) and mild temperatures (320 – 460 K)
because nopol tends to degrade at temperatures close to its normal boiling point, i.e. around 500
K. Accordingly, nopol is only recovered from the pot of the batch distillation column because this
allows minimization of the temperature needed to meet the required purity specification. On the
other hand, the mixture of β-pinene and ethyl acetate leaves the batch distillation column in the
distillate and is stored in a receiver while the residual amount of β-pinene, nopol and ethyl acetate
remaining at the end of the batch distillation is handled as reported later on. Note that, because the
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reaction phase is performed at high dilution and nopol is a small fraction of the initial charge
loaded into the batch distillation column, the feasible operating region of this phase consists of
only a very narrow portion of the two-dimensional space of reboiler heat duty and reflux ratio.
This feature makes it computationally very challenging to apply to this case study any conventional
scheme for scheduling and optimization/control, where the optimal schedule of the nopol
production campaign would be defined offline and its single batch operations would be run
according to predefined recipes. In fact, such an approach would almost certainly lead to
infeasibilities in operation.

Figure 5.10: Process flow diagram of the nopol production facility.

We next describe how these batch phases interact within the process of production of nopol. From
Figure 5.10 it is evident that the batch reaction phase, the batch filtration phase and the batch
distillation phase must be executed in sequential order. Moreover, since the zeolite catalyst used
in the batch reaction phase is expensive, it is desirable to recycle it from a batch filtration phase to
the next batch reaction phase. Similarly, the amount of β-pinene and ethyl acetate recovered in a
batch distillation phase can be recycled to the next batch reaction phase in order to reduce raw
material costs (no purge is necessary because no side-products are generated in any operation of
the nopol production process) and the amount of β-pinene, nopol and ethyl acetate left at the end
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of a batch distillation phase can be recycled to the next batch distillation phase in order to improve
the overall nopol production efficiency. Finally, all of the three phases could potentially require
an idle time for cleaning or other miscellaneous operations but we assume that all of this idle time
can be accounted for after each batch filtration phase because of the need for removing the solid
catalyst cake.
In order to complete the definition of the case study, we need to provide appropriate mathematical
models for all three phases. Since these mathematical models are well-known, we refer the
interested reader their complete description in Appendix A. By reference to these mathematical
models as well as Figure 5.10, we can also define the manipulated variables and process
disturbances associated with every batch phase of the nopol production campaign. In particular,
for purposes of this study, the batch reaction and batch filtration have no manipulated variables
and incur no significant process disturbances (these batch phases are only weakly influenced by
possible variations in their operating pressure). However, the batch distillation has two
manipulated variables, i.e. reboiler heat duty and reflux ratio, and two types of process
disturbances, i.e. operating pressure and loss in reboiler heat duty (this parameter can simulate a
pressure loss in the steam fed to the reboiler coils). Finally, the complete set of parameters for the
three phases of the nopol production campaign as well as other miscellaneous input data are
summarized in Table 5.2.

Table 5.2: Features of the nopol production facility and economic/process-related data of the
nopol production campaign.
Batch reaction phase

Initial
concentrations

β-pinene

2.470E+0

Initial volume [m3]

5.409E-1

Formaldehyde

2.223E+0

Catalyst load [kg]

6.491E+0

Nopol

0.000E+0

Ethyl acetate

6.165E+0

3

[kmol/m ]

Kinetic data (rate equation, kinetic
parameters, …)

See CasasOrozco et
al. [68]

Batch filtration phase
Adaptive and

𝜀 [kg]

1.000E-1

miscellaneous

𝛼 [m/kg]

3.497E+11

𝑅𝑓 [1/m]

7.130E+11

parameters of the
model

Surface area of the equipment [m2]
Operating delta pressure of the
equipment [bar]

6.000E-1

8.000E+0
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Table 5.2 continued
Batch distillation phase
𝐴𝑎 [m2]

properties of the
equipment

Lower/upper

Q𝑀𝐼𝑁
[kJ/h]
𝑅

2.450E+5

𝐴𝑅𝐷 [m ]

2.800E-1

bounds on reboiler

Q𝑀𝐴𝑋
𝑅

[kJ/h]

7.000E+5

𝐴𝑝 [m2]

1.950E-3

heat duty and

𝑅𝑅𝑀𝐼𝑁 [%]

0.000E+0

𝑀𝐴𝑋

9.000E+1

2

Structural

2.300E-1

ℎ̂ [m]

8.000E-2

𝑙̂ [m]

2.000E-2

reflux ratio

𝑅𝑅

[%]

Number of (ideal) stages of the
equipment [-]

3

Typical delta temperature
Adaptive

𝜔 [m1/3/h2/3]

3.312E+2

parameters of the
model

experienced by the cooling water in

1.000E+1

the equipment [K]
𝛽𝑒 [-]

6.000E-1

Operating pressure of the
equipment [bar]

2.650E-1

Miscellaneous
β-pinene

1.362E+2

β-pinene

1.000E+0

Molecular masses

Formaldehyde

3.003E+1

Formaldehyde

1.021E+0

[kg/kmol]

Nopol

1.663E+2

Nopol

4.800E+0

Ethyl acetate

8.810E+1

Ethyl acetate

9.200E-1

Steam

1.200E-2

Cooling water

6.500E-5

Minimum average molar purity of
nopol required for the product to be

9.750E-1

marketable [-]

Economic
values/costs per
unit mass [$/kg]

Upper bound on the time available
to complete the whole nopol

1.420E+2

production campaign [h]
Nopol production target over the
whole production campaign [kg]

9.250E+2

5.3.2 MUBSMBO&C input data and formulation specifics: performance function of the
equivalent cycle, miscellaneous user-supplied functions and tuning parameters
This sub-section describes the main input data and formulation details required to execute phase
II of MUBSMBO&C. We do not cover the input data and constructions related to phase I of
MUBSMBO&C because these are only related to step A of phase I, which we can skip in this
particular situation. In fact, in this case study, we can use heuristic methods to infer the results that
would derive from the execution of step A of phase I. Following Sections 5.1 and 5.2, the principal
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constructions required by phase II of the framework include the formulation of function 𝑔, the
𝐸𝑄,𝑅𝐸𝑆
𝑅𝐸𝑆
expressions for computing 𝑁𝐵𝐶
and dynamically re-estimating ∆𝑡𝐶𝑀𝑃
(these depend on the

structure of the EC associated with the nopol production campaign), the structure of the sets of
constraints 1.1 and 1.4 and, finally, a set of tuning parameters (anti-ringing and slope control
coefficients for every batch operation of the production campaign). Notice that the description of
some of these elements requires the results derived from step A and step B of phase I of
MUBSMBO&C, which we have not addressed yet (we still need the results of step A of phase I,
even though we can use alternative methods to achieve them). Therefore, we are going to use these
results temporarily but will return to give their detailed explanation subsequently. In addition,
observe that some of these elements may be needed only in some phases II of MUBSMBO&C
and/or only in some iterations of the RHA. For such input data and formulation details, the most
comprehensive formulation is always reported.
We first describe the structure of the sets of constraints 1.1 and 1.4 and the set of necessary tuning
parameters. The tuning parameters are simply estimated by iteratively applying the heuristic tuning
methods described in Chapter 2 to the individual batch operations of the nopol production
̂)
(𝑘

̂)
(𝑘

campaign. This is feasible because the terms 𝐴𝑅,𝐵𝑆𝑀𝐵𝑂&𝐶 and 𝐷𝐶,𝐵𝑆𝑀𝐵𝑂&𝐶 have the same structure
as the anti-ringing and slope control terms used in BSMBO&C. The set of constraints 1.1
represents the models of the COBOs associated with the production campaign, once a generic
instance of the application of phase II of MUBSMBO&C is selected, and are defined in Appendix
A. In particular, the structure of the EC shown in Figure 5.11 suggests that the batch operations 𝑅
and 𝑅 ∗ are described with the model of the batch reaction phase while the batch operations 𝐹 and
𝐷 are described by the models of the batch filtration and batch distillation phases, respectively.
This is the most comprehensive definition of this set of constraints and corresponds to the first
iteration of the RHA. Finally, the set of constraints 1.4 includes expressions that force the COBOs
to satisfy recipe specifications. Given a generic instance of the application of phase II of
MUBSMBO&C, there exists one of these expressions for each of the COBOs. However, we are
interested in the most comprehensive definition of this set of constraints that we achieve when the
COBOs match the batch operations comprising the structure of the EC of the production campaign
(Figure 5.11). In this latter case, the two equations included in this set of constraints associated
with the batch operations 𝐷 and 𝑅 ∗ simply imply that these batch operations end at same time as
the current EC while the two equations belonging to this set of constraints associated with the
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batch operations 𝑅 and 𝐹 are shown in Eq.(5.11). The two mathematical relations included in
Eq.(5.11) insure that the batch operations 𝑅 and 𝐹 produce sufficient volume of nopol to meet its
production target by the end of the production campaign. Note also that Eq.(5.11) includes two
𝐸𝑄
𝐸𝑄
downstream efficiency terms (𝜃𝑅,∗
and 𝜃𝐹,∗
), which compensate for various downstream losses of

nopol due to non-ideal separations.
EQ , RES BC BC
RES
 N BC
CC VR PM C   REQ,* pCMP
 0 Batch reaction operation  type R 


EQ , RES BC
RES
 N BC
m f ,C   FEQ,* pCMP
 0 Batch filtration operation


(5.11)

𝐸𝑄,𝑅𝐸𝑆
The second group of formulation components are the equations used to compute 𝑁𝐵𝐶
and
𝐸𝑄,𝑅𝐸𝑆
𝑅𝐸𝑆
dynamically re-estimate ∆𝑡𝐶𝑀𝑃
. We perform the evaluation of 𝑁𝐵𝐶
using Eq.(5.12), which
𝐸𝑄,𝑅𝐸𝑆
complies with both Eq.(5.3) and the definition of 𝑁𝐵𝐶
as the maximum number of ECs that
𝑅𝐸𝑆
can be performed in a time span of ∆𝑡𝐶𝑀𝑃
. The reader can easily confirm the last statement for the

second line of Eq.(5.12), which holds for any execution of phase II of MUBSMBO&C except the
first. The same rationale can be used to analyze the first line of Eq.(5.12), which holds for the first
execution of phase II of MUBSMBO&C, but this mathematical expression is more difficult to
interpret. The physical reason why the first line of Eq.(5.12) assumes a different mathematical
formulation is that the first EC of the nopol production campaign is longer than the others by a
𝐸𝑄
factor of ∆𝑡𝐷1
, which is the time occupied by the batch distillation operation in the first EC. Note
𝐸𝑄,𝑅𝐸𝑆
also that Eq.(5.12) only includes two expressions for computing 𝑁𝐵𝐶
while Eq.(5.3) shows

three. This difference arises because the third expression included in Eq.(5.3) is redundant in this
particular case, i.e. the second expression shown in Eq.(5.12) accounts for both the second and
third included in Eq.(5.3).
RES
EQ , ALL
 EQ , RES
 tCMP
 
 t BC
N

floor
1

n 1
 BC
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EQ  
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t

BC
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 tCMP  
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floor
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(5.12)

𝑅𝐸𝑆
The dynamic re-computation of ∆𝑡𝐶𝑀𝑃
is carried out using Eq.(5.13), which is derived by applying

the rationale described in step A of phase II of MUBSMBO&C followed by some algebraic
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manipulations. It is of interest to point out four conceptual aspects of this equation. First, Eq.(5.13)
𝑅𝐸𝑆
𝑅𝐸𝑆
𝑅𝐸𝑆
̅
̅
only considers cases where ∆𝑡𝐶𝑀𝑃
must be effectively updated, i.e. ∆𝑡𝐶𝑀𝑃
is different than ∆𝑡𝐶𝑀𝑃
.
𝑅𝐸𝑆
𝑅𝐸𝑆
̅
If none of the logical conditions reported in Eq.(5.13) is true, then ∆𝑡𝐶𝑀𝑃
is simply set to ∆𝑡𝐶𝑀𝑃
.
𝑅𝐸𝑆,𝑀𝐴𝑋
𝑅𝐸𝑆
Moreover, Eq.(5.13) does not apply when the computed value of ∆𝑡𝐶𝑀𝑃
is larger than ∆𝑡𝐶𝑀𝑃
.
𝑅𝐸𝑆,𝑀𝐴𝑋
𝑅𝐸𝑆
𝑅𝐸𝑆
In such cases, ∆𝑡𝐶𝑀𝑃
is simply set to ∆𝑡𝐶𝑀𝑃
. Second, the formula to re-compute ∆𝑡𝐶𝑀𝑃
is

different for the first execution of phase II of MUBSMBO&C (the first two lines in Eq.(5.13)) and
for the others (the third and fourth line in Eq.(5.13)). Similarly to the case of Eq.(5.12), the reason
for this difference is that the first EC of the nopol production campaign is longer than the others
𝐸𝑄
by a factor of ∆𝑡𝐷1
. Third, the equation describing the logic behind the dynamic re-evaluation of
𝑅𝐸𝑆
∆𝑡𝐶𝑀𝑃
(Eq.(5.4)) includes limits that are not present in Eq.(5.13). Those limits are converted into

inequalities via the adaptive parameters 𝜓𝐸𝑄 and 𝜋𝐸𝑄 and the definition of limit. Fourth, the
adaptive parameter 𝜌𝐸𝑄 included in Eq.(5.13) serves the same role as 𝜆 plays in Eq.(5.4), thus 𝜌𝐸𝑄
must belong to the interval (0,1).
RES
EQ , RES

 tCMP
  tDEQ
 1   EQ 
1  N BC
EQ , ALL
RES
RES
 tBC

 tCMP
  tCMP

EQ , RES
N BC
 EQ


EQ , ALL
  tDEQ
  EQ   tBC
1 

RES
EQ , RES

 EQ   tCMP
  tDEQ
 1    tDEQ
1  N BC
1
EQ
,
ALL
RES
RES
 t

 tCMP
  tCMP
BC
EQ , RES

1   EQ N BC


  EQ   tBCEQ , ALL   tDEQ
1 


RES

 tCMP
RES
RES
 t EQ , ALL 
 tCMP
  tCMP
  EQ  tBCEQ , ALL 
BC
EQ , RES

N BC
 EQ


 n  1
RES



t

EQ
CMP
RES
RES
 tBCEQ , ALL 
 tCMP
  tCMP
  EQ  tBCEQ , ALL 
EQ , RES
1   EQ N BC









 n 1






(5.13)

The last component that we need to provide is the definition of function 𝑔, which is indirectly
derived from the formulation of 𝑔𝑃 shown in Eq.(5.14-5.19) along with the definition of a set of
necessary parameters. Before going into specific details about the structure of 𝑔, observe that 𝑔𝑃
follows the formulation described in Eq.(5.9) with only two small differences. In particular, the
variable 𝑝𝐸𝑄 is replaced with its explicit definition for this case study and 𝑔𝑃 itself comprises two
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𝐵𝐶
𝐶
different definitions according to the values of 𝑥𝑅,𝐶
and 𝑥𝐶𝑀𝑃
. This second feature of 𝑔𝑃 has to do

with the fact that this function must automatically account for the presence of an inequality
constraint on the minimum molar purity of nopol produced in any EC associated with the nopol
𝐵𝐶
𝐶
production campaign (𝑥𝑅,𝐶
≥ 𝑥𝐶𝑀𝑃
). This constraint insures that the nopol produced over the entire

production campaign is marketable. In particular, if such constraint is satisfied, then 𝑔𝑃 is
estimated according to Eq.(5.9) while if such constraint is not satisfied, then 𝑔𝑃 is defined as a
𝐵𝐶
feasibility function that decreases for increasing values of 𝑥𝑅,𝐶
, thus promoting feasible operation

of any batch distillation phase of the production campaign.
Given a generic instance of the application of phase II of MUBSMBO&C, the function 𝑔 is a
combination of the inverse of the net income of the current EC of the nopol production campaign
and an expectation of the inverse of the net income of the next EC of the same production campaign.
This choice of function 𝑔 is consistent with its definition given in the description of step B of phase
II of MUBSMBO&C. In this case, the net income of the current EC and the prediction of the net
income of the next EC include the same sources of revenues/costs, i.e. revenues achieved from
nopol sales, raw material costs and utility costs for the batch distillation operations. The net income
of the current EC is easy to compute from the operating conditions of the COBOs. However, the
expectation of the net income of the next EC is more difficult to evaluate and is computed partially
from the net income of the current EC by means of specific extrapolation procedures and partially
from the operating conditions of the current batch operation 𝑅 ∗ . In particular, the structure of the
EC reported in Figure 5.11 suggests that the amount of nopol produced at the end of the batch
operation 𝑅 ∗ of the current EC is a rough estimate of the production of nopol achievable in the
next EC. This initial estimate is converted into an improved estimate using an overall production
efficiency coefficient (𝜂𝐷𝐸𝑄 ) defined as the ratio of the nopol production in the current EC and the
amount of nopol produced at the end of the batch operation 𝑅 in the current EC. Finally, the
improved estimate is used to compute the nopol revenue term included in the prediction of the net
income of the next EC. A different extrapolation procedure is used to estimate the utility costs of
the batch distillation operation of the next EC. In particular, these utility costs are computed as the
product of the utility costs associated with the current EC and another efficiency factor (𝜂∗𝐸𝑄 )
defined as the ratio of the amount of nopol produced at the end of the batch operation 𝑅 ∗ related
to the current EC and the production of nopol related to the current EC. The last term of the
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expectation of the net income of the next EC left to evaluate is the raw material costs but this is a
constant value and its evaluation is straightforward. At this point, in order to complete the
definition of 𝑔, we need to address how the net income of the current EC and the prediction of the
net income of the next EC are combined. The first step is to use a weighted summation where the
weighting factor (∆∗ ) is defined as the product of a user-supplied coefficient (𝜒𝐸𝑄 ) and a fractional
𝐸𝑄,𝑅𝐸𝑆
term depending on 𝑁𝐵𝐶
. The fractional term accounts for the fact that the expectation of the
𝐸𝑄,𝑅𝐸𝑆
𝐸𝑄,𝑅𝐸𝑆
net income of the next EC only exists for 𝑁𝐵𝐶
− 1 out of 𝑁𝐵𝐶
ECs while 𝜒𝐸𝑄 usually

belongs to the interval [0,1] and can be found only by means of trial and error method. Once this
weighted summation is available, the second step simply requires changing its sign. The complete
structure of function 𝑔 is given in Eq.(5.14-5.19).
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Before moving on, we augment the definition of 𝑔 with two additional remarks. First, the reader
might wonder why it is important to define 𝑔 as the inverse of a combination of the net income of
the current EC and the prediction of the net income of the next EC. According to Section 5.1, the
answer lies in the structure of the EC of the nopol production campaign (Figure 5.11). In particular,
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if 𝑔 did not include the prediction of the net income of the next EC, the batch operation 𝑅 ∗ would
not be properly optimized because it would have no impact on the value of 𝑔 itself. Second, 𝑔 is
formulated in dimensionless terms because under such conditions it is much easier to both tune
MUBSMBO&C and select proper values for the penalty coefficients 𝜑𝐸𝑄 , 𝛿𝐸𝑄 and 𝛾𝐸𝑄 . In this
case study, these penalty factors have been set to values of 102, 103 and 102, respectively.
D

*
EQ t BC
m EQ  1   EQ*
W
D QR dt
 ST
hEV
t0


*
EQ t D
 EQ 1   EQ* BC
QC dt
mCW 

Cp

T
D
CW
CW t0


 EQ
CCBC ,*VRBC ,* PM C


 *
M RBC  xRBC,m PM m

m  A ,C , D


(5.18)

 p EQ  M RBC  xRBC,m PM m  *EQ CCBC ,*VRBC ,* PM C DEQ

m  A,C , D


M RBC  xRBC,m PM m
 EQ
m  A,C , D
 D 
CCBCVRBC PM C


(5.19)

As final remark, note that while this sub-section has described the principal MUBSMBO&C input
data and components in conceptual fashion, Table 5.3 summarizes the values of the most important
parameters included in Eq.(5.11-5.19). Moreover, it also provides values of the remaining
secondary tuning parameters and input data, which we have not discussed explicitly for the sake
of brevity.

Table 5.3: MUBSMBO&C settings and tuning parameters.
Adaptive/penalty

𝜑𝐸𝑄 [-]

coefficients of
MUBSMBO&C
objective function

𝐸𝑄
𝜃𝑅,∗
[-]*

1.000E+2
Other adaptive

𝛿𝐸𝑄 [-]

1.000E+3

𝛾𝐸𝑄 [-]

5.000E+2

coefficients

𝐸𝑄
𝜃𝐹,∗
[-]*

𝜓𝐸𝑄 [-]

9.700E-1 to
1.050E+0
9.650E-1 to
1.0450E+0
5.000E-2
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Table 5.3 continued
𝜒𝐸𝑄 [-]*
Control intervals

2.500E-1 to
1.000E+0

DOF Q 𝑅

7.500E-2

DOF 𝑅𝑅

7.500E-2

initial/standard
length (batch
operation 𝑫) [h]
Control interval initial/standard
∗

length (batch operations 𝑹, 𝑹 ) [h]**

1.050E+0

𝜌𝐸𝑄 [-]

5.000E-1

Anti-ringing

DOF Q 𝑅

coefficients (batch

[h4/kJ2]

operation 𝑫)
2.000E-1

𝜋𝐸𝑄 [-]

Initial number of

DOF 𝑅𝑅 [h2]

2.500E-13

8.250E-5

DOF Q 𝑅

6

DOF 𝑅𝑅

6

control intervals
Control interval initial/standard
length (batch operation 𝑭) [h]**

5.000E-2

(batch operation
𝑫) [-]

* These values are adjusted before running every equivalent cycle but are kept in the reported ranges
** These control intervals are not associated with any manipulated variable

5.3.3 Simulation results and comments
This sub-section presents the numerical results for this case study, which are organized in two
parts, namely, those related to offline computations and those associated with online computations.
The first part includes only data resulting from phase I of MUBSMBO&C, i.e. the structure of the
optimal schedule of the nopol production campaign estimated under nominal conditions as well as
the resulting structure of the equivalent cycle and the recycle network/classification. The second
part includes data originating from phase II of MUBSMBO&C, i.e. the optimal operating
conditions of the batch operations and the optimal real time schedule of the nopol production
campaign as well as some key information concerning recycles, utility consumption of the batch
distillation operations, economics, and so on.
5.3.3.1 Numerical results of the offline campaign scheduling and structure of the
equivalent cycle
This sub-section summarizes the results achieved by phase I of MUBSMBO&C for the nopol
production campaign. The first piece of information we report is the optimal schedule of the nopol
production campaign under nominal conditions. This optimal schedule should be evaluated
according to the method described in step A of phase I of MUBSMBO&C. However, in this
specific case, there is no need to apply such optimization-based methodology since the structure
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of the optimal schedule of the production campaign is relatively simple. In particular, it involves
the repetition of a certain number of partially overlapped identical logical blocks made of a batch
reaction cycle followed by a batch filtration cycle followed by a batch distillation cycle. Therefore,
we have applied a heuristic procedure (not reported for the sake of brevity) and identified that the
qualitative optimal schedule of the nopol production campaign under nominal conditions assumes
the structure shown in Figure 5.11.

Figure 5.11: Qualitative optimal schedule of the nopol production campaign under nominal
conditions and resulting structure of the equivalent cycle (𝑅, 𝑅 ∗ – batch reaction operations, 𝐹 –
batch filtration operation, 𝐷 – batch distillation operation).

We have also estimated the number of logical blocks constituting the optimal schedule of the
production campaign, i.e. eight, as well as the optimal operating conditions of its batch operations
(not shown for the sake of brevity).
We can now apply the rationale described in step B of phase I of MUBSMBO&C and identify the
structure of the EC of the nopol production campaign (Figure 5.11). Notice that the structure of
the EC is comprised of four batch operations, namely, two batch reaction operations (𝑅 and 𝑅 ∗ ), a
batch filtration operation (𝐹) and a batch distillation operation (𝐷) (the batch operations 𝑅 and 𝑅 ∗
are technically fractions of batch operations but we are going to refer to them as batch operations
for the sake of simplicity). Moreover, the last equivalent cycle is almost identical to the general
EC and the first has the same conceptual structure as the general EC but its duration is larger by a

166
𝐸𝑄

factor of ∆𝑡𝐷1 , which is the duration of the first batch distillation operation. Finally, observe that
the structure of the EC that we found is compliant with most of the heuristic rules of the EC
selection procedure mentioned in step B of phase I of MUBSMBO&C (some of those rules simply
do not apply in this case).

Figure 5.12: Graphical representation and classification of all the recycles associated with the
nopol production campaign (𝑅, 𝑅 ∗ – batch reaction operations, 𝐹 – batch filtration operation, 𝐷
– batch distillation operation).

The last piece of information we need to specify is the structure of the recycles of the nopol
production campaign. Figure 5.12 provides a graphical representation of the three recycles
included in such production campaign. Specifically, it is evident that the recycle of zeolite catalyst
from a batch filtration phase to the next batch reaction phase lies completely within a single EC,
and thus is an internal recycle. The two remaining recycles clearly connect batch operations of
different and adjacent ECs, thus they constitute external recycles.
5.3.3.2 Numerical results of the integrated campaign scheduling, dynamic optimization
and optimal control
This sub-section describes the results achieved by applying phase II of MUBSMBO&C to the
nopol production campaign both in the presence and in the absence of process disturbances. In
particular, we first comment on the optimal schedule of such production campaign generated by
MUBSMBO&C for both cases. Then, we analyze some key parts of the optimal nopol production
campaigns where the algorithm makes key decisions aimed at preserving either their feasibility or
their economic profit or both. Finally, we report on the overall economic performance and the
computational efficiency obtained by MUBSMBO&C. Before proceeding, it is necessary to
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describe the four types of process disturbances (PP I – PP IV) applied to the batch operations of
one of the two production campaigns:
▪

PP I: unexpected variation in catalyst load starting from the fifth reaction phase (-20% and
no catalyst makeup in future batch reaction phases);

▪

PP II: unexpected pressure variation during the fifth batch distillation phase (+30% in two
different time intervals accounting for about 22% and 30% of the total cycle time);

▪

PP III: unexpected pressure variation during the seventh batch distillation phase (+20% in
a single time interval accounting for about 28% of the total cycle time);

▪

PP IV: unexpected loss of reboiler heat duty during the eighth batch distillation phase
(about -13.5% of the average reboiler heat duty in a single time interval accounting for
about 33% of the cycle time).

Figure 5.13: Optimal schedule of the nopol production campaign in the absence of process
disturbances (𝑅 – batch reaction phase, 𝐹 – batch filtration phase, 𝐷 – batch distillation phase).
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Figure 5.14: Optimal schedule of the nopol production campaign in the presence of process
disturbances (𝑅 – batch reaction phase, 𝐹 – batch filtration phase, 𝐷 – batch distillation phase).

We next analyze the optimal schedule of the nopol production campaign in both the presence and
the absence of process disturbances (case MUOpt – NoD is reported in Figure 5.13 and case
MUOpt – MD is shown in Figure 5.14). In general, we can observe that these two optimal
campaign schedules are consistent with each other and with the optimal schedule of the nopol
production campaign evaluated under nominal conditions (Figure 5.11). In particular, they are
composed of the required number of logical blocks in series, consisting of a batch reaction phase
followed by a batch filtration phase followed by a batch distillation phase. Moreover, they show
reasonably consistent cycle times for corresponding batch operations. This confirms that
MUBSMBO&C does properly design the nopol production campaign in real time both in the
presence and in the absence of process disturbances.
Further analysis of the two optimal campaign schedules, shown in Figure 5.13 and in Figure 5.14,
reveals two principal differences between them. First, the durations of the batch distillation phases
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of case MUOpt – NoD slightly increase from the first to the fourth logical block and then remain
almost constant for all subsequent logical blocks while the durations of the batch distillation phases
related to case MUOpt – MD show no stabilization to a constant value. Second, the durations of
the batch reaction phases of case MUOpt – NoD are reasonably constant throughout the entire
nopol production campaign while the durations of the batch reaction phases of case MUOpt – MD
suddenly increase starting from the fifth logical block. The first difference is an artifact arising
from the fact that all the optimization problems solved in MUBSMBO&C are nonconvex but are
solved to local optimality. However, note that, in this case study, the different local minima that
arise are usually equivalent because of the special features of the batch distillation operation of the
nopol production campaign. In particular, since nopol is much heavier than any other component
involved in this operation, an infinite set of operating conditions exists all yielding the same overall
performance.

Figure 5.15: Dynamic evolution of the residual time available to complete the nopol production
𝑅𝐸𝑆
campaign (∆𝑡𝐶𝑀𝑃
) along the sequence of equivalent cycles in both the presence and the absence
𝑅𝐸𝑆
𝑅𝐸𝑆
of process disturbances (Initial – ∆𝑡𝐶𝑀𝑃
at the beginning of the EC, Final – ∆𝑡𝐶𝑀𝑃
at the end of

the EC).

Conversely, the second difference is due to the occurrence of PP I. In fact, the loss of catalyst
experienced in the fourth logical block slows the rate at which nopol is produced in all subsequent
batch reaction phases of the nopol production campaign. MUBSMBO&C can only compensate for
this effect by increasing the duration of all such batch reaction phases starting from the fifth so as
to force them to achieve sufficient nopol production (recall that the batch reaction phase is
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isothermal). This latter action also requires proper adjustment of the residual time available to
complete the nopol production campaign starting from its fifth EC, as shown in Figure 5.15. In
order to confirm this, we can analyze the optimal operating conditions of the fifth batch reaction
phase of cases MUOpt – NoD and MUOpt – MD (Figure 5.16). We note that both batch reaction
operations are associated with similar optimal operating policies and achieve the same production
of nopol. However, the batch reaction phase of MUOpt – MD is approximately three hours longer
than that of MUOpt – NoD, due to the effects of PP I. This analysis of the optimal schedule of the
nopol production campaign associated with cases MUOpt – NoD and MUOpt – MD confirms that
MUBSMBO&C does accommodate process perturbations and can dynamically adjust the future
campaign schedule to counteract their effects in order to insure that the production campaign
targets are met.

Figure 5.16: Optimal operating conditions of the batch reaction operation of the nopol
production campaign belonging to logical block 5 in the absence and in the presence of process
disturbances (1 – β-pinene, 2 – formaldehyde, 3 – nopol).

We next describe how MUBSMBO&C handles PP II, PP III and PP IV, which only affect specific
batch distillation phases of the nopol production campaign. In this case, the algorithm chooses to
compensate for the effect of these disturbances only by modifying the operating conditions of the
affected batch distillation operations. Figure 5.17 shows the corrective actions taken by
MUBSMBO&C to respond to PP II.
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Figure 5.17: Optimal operating conditions of the batch distillation operation of the nopol
production campaign belonging to logical block 5 in the absence and in the presence of process
disturbances (1 – β-pinene, 2 – nopol, 3 – ethyl acetate).
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Figure 5.18: Optimal operating conditions of the batch distillation operation of the nopol
production campaign belonging to logical block 7 in the absence and in the presence of process
disturbances (1 – β-pinene, 2 – nopol, 3 – ethyl acetate).

It is evident that the operating conditions of the fifth batch distillation phase of cases MUOpt –
NoD and MUOpt – MD are significantly different. In particular, the operating policy of the fifth
batch distillation phase of case MUOpt – MD is more aggressive while the operating policy of the
fifth batch distillation phase of case MUOpt – NoD is smoother. This may be due to the reduction
in separation efficiency caused by PP II, which forces MUBSMBO&C to apply such oscillatory
operating conditions to insure satisfaction of the nopol purity specification or the nopol production
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target. In fact, it is well-known that oscillatory operating policies can improve the efficiency of
nonlinear dynamic systems.

Figure 5.19: Optimal operating conditions of the batch distillation operation of the nopol
production campaign belonging to logical block 8 in the absence and in the presence of process
disturbances (1 – β-pinene, 2 – nopol, 3 – ethyl acetate).

It is also important to observe that the correlation between the occurrences of step changes in the
pressure of the fifth batch distillation phase of case MUOpt – MD and the corrective action applied
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by MUBSMBO&C is generally clearly visible. For example, MUBSMBO&C significantly
increases the reboiler heat duty and, at the same time, decreases the reflux ratio of such batch
distillation operation exactly when it is affected by the first step change on its operating pressure.
Note that this type of corrective action is reasonable because the higher the pressure is, the worse
is the separation efficiency. Thus, it is necessary to increase the reflux rate, which means
decreasing the reflux ratio and increasing the boil-up or, similarly, the reboiler heat duty. Finally,
we observe that Figure 5.17 shows that no qualitative difference exists in the most important
optimal state profiles associated with the fifth batch distillation operations of cases MUOpt – NoD
and MUOpt – MD. Moreover, such batch distillation operations achieve the same final conditions,
i.e. nopol production amount and purity. This implies that MUBSMBO&C can completely reject
PP II.
As Figure 5.18 shows, MUBSMBO&C can also react to PP III and reject it. Since the nature of PP
III is the same as that of PP II, most of the remarks made for PP II still hold. Therefore, we only
briefly comment on two key aspects. First, in this case, the correlation between the occurrence of
the step change in the pressure of the seventh batch distillation phase of case MUOpt – MD and
the corrective action applied by MUBSMBO&C is even easier to identify. The type of corrective
action is the same as that applied in the case of PP II. Second, for the sake of brevity, Figure 5.18
does not show the principal optimal state profiles associated with the seventh batch distillation
operations of cases MUOpt – NoD and MUOpt – MD. Such profiles simply confirm that
MUBSMBO&C can completely reject PP III as well. Finally, Figure 5.19 shows how
MUBSMBO&C reacts to PP IV. We note that the occurrence of the loss in the reboiler heat duty
of the eighth batch distillation phase of case MUOpt – MD triggers the immediate reaction of
MUBSMBO&C, which progressively increases the reboiler heat duty of the batch distillation
operation so as to reject the perturbation. In addition, we highlight that Figure 5.19 does not report
the principal optimal state profiles associated with the eighth batch distillation phases of cases
MUOpt – MD and MUOpt – NoD but such profiles simply confirm that MUBSMBO&C can reject
also PP IV. This detailed analysis of the actions taken by MUBSMBO&C to counteract the effects
of PP II, PP III and PP IV on the batch operations of the nopol production campaign demonstrates
that this algorithm can also effectively reject process perturbations by adjusting the operating
conditions of the affected batch operations. In this way, MUBSMBO&C preserves the feasibility
of the production campaign itself.
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Through these analyses, we confirm that MUBSMBO&C can efficiently compensate for the
effects of process disturbances on the batch operations of the nopol production campaign either by
modifying their operating conditions or by adjusting the future schedule of the production
campaign or by performing both actions simultaneously, thus insuring feasibility of the production
campaign itself. Moreover, the algorithm can automatically decide what actions to perform so as
to optimize the net income associated with the entire production campaign. In order to confirm
this with numerical data, we analyze the information summarized in Table 5.4.

Table 5.4: Most important economic and process-related data associated with the nopol
production campaign constructed online via MUBSMBO&C in the presence/absence of process
disturbances.
MUOpt – NoD

MUOpt – MD

Nopol production* [kg]

9.250E+2

9.250E+2

Average molar purity of produced nopol** [-]

9.7501E-1

9.7515E-1

3.414E+0

3.420E+0

2.001E+1

2.001E+1

Reboiler heat consumption [kJ]

1.594E+7

1.353E+7

Condenser energy consumption [kJ]

-1.614E+7

-1.373E+7

Revenues [$]

4.440E+3

4.440E+3

Operating costs [$]

1.936E+3

1.919E+3

Net income [$]

2.504E+3

2.521E+3

Amount of β-pinene recycled [kmol] (batch distillation to batch
reaction phase)
Amount of ethyl acetate recycled [kmol] (batch distillation to
batch reaction phase)

* As previously stated, the target production of the whole nopol production campaign is 9.25E+2 Kg
** As previously stated, the minimum allowable molar purity of nopol is 9.75E-1

The data shows that, both in the presence and in the absence of process perturbations,
MUBSMBO&C allows execution of the nopol production campaign such that both its production
target and its nopol purity specification are reached. Moreover, the data also demonstrates that,
both in the presence and in the absence of process perturbations, the total operating costs associated
with the nopol production campaign are almost identical, even though they involve slightly
different proportions of utility costs and raw material costs, which in turn depend linearly on the
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recycle efficiency. This directly implies that MUBSMBO&C also allows the nopol production
campaign to proceed in such a way that its net income is constant independently of the
presence/absence of process disturbances. This confirms the effectiveness and flexibility of this
algorithm.
As final remark, we comment on the computational efficiency of MUBSMBO&C. The average
time to evaluate a single set of control actions in any execution of phase II of the framework is
about one CPU minute. This is sufficient to insure online applicability because the typical process
time associated with a single EC of the nopol production campaign is about twelve hours in this
case. It is clear that this satisfactory result is a consequence of developing an algorithm that does
not need to solve a mixed-integer optimization problem online. Finally, note that the computational
time reported is for a typical notebook with 8 GB of RAM and a dual core processor i7 – 451U
2.0 GHz.
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6. NOVEL TECHNIQUE FOR FAST PDF ESTIMATION/UPDATE AND
ITS SYNERGIES WITH STOCHASTIC DYNAMIC
OPTIMIZATION/OPTIMAL CONTROL

This chapter introduces a new, fast approach to the estimation/update of the probability distribution
of the uncertain parameters (PDFUP) of an ODE/DAE model (PDFE&U, e.g. Probability
Distribution Function Estimation and Update), which allows mitigation of some of the common
weaknesses exhibited by most state-of-the-art methods for PDF computation. This new PDF
estimation/update framework relies on a combination of fitting strategies, back-projection
techniques and maximum likelihood estimation (MLE), and borrows from some qualitative aspects
of Bayesian inference, namely, the idea of exploiting existing information on the PDFUP (a prior
distribution), when it is available. Therefore, this new algorithm allows solution of both PDF
estimation problems, in which no prior knowledge of the PDFUP is available, and PDF update
problems, where an existing PDFUP is already known. For both of these types of problems, raw
measurements can be used because PDFE&U has built-in gross error detection capabilities, which
allow elimination of possible gross errors from the data set in an easy and fully automated fashion.
Although PDFE&U can retrieve useful information from prior distributions, it does not exploit
Bayes theorem, thus does not need to solve integrals in multi-dimensional spaces and requires no
likelihood function. The first of these two features makes this new approach much more
computationally efficient than conventional Bayesian inference frameworks, while the second
greatly improves its flexibility. In addition, the architecture of PDFE&U guarantees excellent
scalability, which means that linear speedup is usually achievable. The only downside of this new
PDF estimation/update methodology involves the maximum accuracy with which the target PDF
can be estimated. In fact, PDFE&U seems to be less accurate than conventional Bayesian inference
frameworks.
All the features of PDFE&U suggest that this new algorithm is perfect for solving PDF
estimation/update tasks within stochastic online optimization/control problems, where it is not
essential to compute PDFs very accurately but it is important that those PDFs be computed as fast
as possible. However, this is not the only application field of this new PDF estimation/update
methodology. PDFE&U may be used within robust soft-sensors, in specific drug delivery
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problems, and in all those circumstances where a fast, short-cut PDF computation must be carried
out.
The rest of this chapter describes the architecture of PDFE&U, reports key information concerning
its parallel implementation, mentions some heuristic guidelines on the selection of its (few) tuning
parameters and, finally, shows a case study comprised of two different parts. The first part of this
test case is dedicated to the validation of PDFE&U, which is compared to a state-of-the-art
Bayesian Markov-Chain Monte Carlo framework. The second part of this test case is devoted to
the assessment of the benefits insured by combining PDFE&U and RBSMBO&C, and relies on a
batch adaptation of the reaction section of the well-known Tennessee Eastman Challenge.

PDFE&U: The Algorithm Description
PDFE&U is a strategy aimed at estimating/updating the PDF of the uncertain parameters (PDFUP)
of the dynamic model of a generic process using experimental measurements (i.e. sets of
measurements of the states, of the manipulated variables and of the disturbances of the process)
and, optionally, an existing PDF of the uncertain parameters, called a prior. This section describes
the structure and features of this algorithm limited to the case of batch processes. However, the
same approach may be applicable to continuous operations as well, with almost no modifications
needed.
The rationale of the algorithm is summarized in Figure 6.1, where the reader can clearly identify
four different phases, called initialization, Phase I, Phase II and Phase III. These four phases, which
are comprised of several different sub-phases (called steps), are executed in series, starting from
the initialization.
The initialization is the first task to be executed and serves to acquire user user-supplied inputs
and to set essential configuration options. The principal input data required by PDFE&U include
one or more raw data sets containing the operating conditions of the batch process in one or more
successful batch cycles, the process model formulated as a set of ODEs/DAEs, a parametric family
of probability distributions used to approximate the PDFUP (this is usually called a basis set), and,
optionally, a prior PDFUP (i.e. an existing PDF of the uncertain parameters).
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Figure 6.1: Architecture of the PDFE&U framework.

After the initialization, all the three steps included in Phase I are executed one after the other.
Therefore, first, we compute the values of the uncertain parameters of the model of the batch
process that force such model to reproduce, as accurately as possible, the measurements of the
process states included in every raw data set (Step A). This implies solution of as many fitting
problems as the number of raw data sets, in which the uncertain parameters are the optimization
variables and the model of the batch process plays the role of a set of differential-algebraic
constraints. Second, we scan the raw data sets for gross errors in the state measurements and
eliminate them (Step B). The rationale used by PDFE&U to identify gross errors is rather
unconventional and relies on the sensitivity of the SSEs (sum of squared errors) of the regressions,
solved in Step A, to this type of measurements. Note that this gross error detection method applies
neither to the measurements of the manipulated variables nor to those of the disturbances.
Consequently, PDFE&U indirectly assumes that the latter measurements are accurate enough to
be used in the following parts of the framework as is. Finally, we project every state measurement,
which has not been eliminated in Step B, onto the uncertainty space (Step C). This procedure is
the core of Phase I, and allows conversion of these state measurements into corresponding sets of
uncertain parameters of the batch process model, which are nothing different than points belonging
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to the uncertainty space. This ensemble of points can be considered a set of pseudo-measurements
of the uncertain parameters, which incorporates the result of the back-propagation of the original
uncertainty, present on the measurements of the state variables, through the model of the batch
process. Note that this projection procedure is the most computationally demanding part of
PDFE&U as requires solution of a DO (dynamic optimization) problem for every state
measurement to be projected. However, all these DO problems are completely independent of each
other, so parallel computing can be easily employed to reduce the overall computational cost of
these projection operations.
The set of pseudo-measurements of the uncertain parameters, estimated in Step C of Phase I, can
be easily converted into a probability distribution, named the updated PDFUP, via maximum
likelihood estimation. This operation is performed in Phase II. If no existing PDFUP has been
supplied to PDFE&U in the initialization, then Phase III cannot be executed and the
aforementioned updated PDFUP is also the final PDF of the uncertain parameters. Conversely, if
a prior PDFUP is available, then Phase III must be performed.
The third and last phase of PDFE&U involves combination of the updated PDFUP, estimated in
Phase II, with the existing PDFUP, supplied by the user, to yield the final PDFUP. In order to
complete this task, first, the existing and updated PDFs of the uncertain parameters are
approximated using an optimization-driven discrete mapping approach, which relies on key level
surfaces of the two distributions (Step A). This mapping strategy is designed so as to be
incremental, i.e. a mapping with 𝑁1 points contains, as subsets, all the mappings with 𝑁2 < 𝑁1
points. Subsequently, a modified maximum likelihood estimation technique is used to combine the
discrete mappings of the existing and updated PDFUPs and to convert them into the final PDF of
the uncertain parameters of the batch process model (Step B). The relative weight, with which
these two mappings (thus the corresponding PDFs) are combined, is controlled by a bounded
combination coefficient, which can alter the number of points in each mapping. This coefficient is
treated as an optimization variable within the aforementioned modified maximum likelihood
estimation strategy. Note that, under conventional circumstances, the latter statement would imply
that the mappings of the existing and updated PDFUPs should be re-built multiple times within
Step B. This would lead to a significant increase in the computational cost of this step. However,
since the aforementioned mapping approach is incremental, no re-mappings are needed. In fact, it
is enough to map the existing and updated PDFs of the uncertain parameters only once, using the
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maximum number of points their mappings may ever require (recall that the combination
coefficient is bounded, thus the maximum number of points in these two mappings must be
bounded as well).
Before addressing every single step/phase of PDFE&U in detail, let us add the last remark. The
rationale of PDFE&U, reported in this section, shows another key conceptual difference between
all the state-of-the-art Bayesian inference approaches and this new strategy. Specifically,
PDFE&U decomposes a PDF update problem into the estimation of a new PDFUP, based on the
data provided by the user, followed by the combination of the latter distribution with the existing
PDFUP. Conversely, Bayesian inference approaches solve PDF update problems in a single stage.
This observation suggests that PDFE&U relies on smart problem decomposition logics, which
partially contribute to its minimal computational cost.
6.1.1 Phase I: preliminary data analysis and state measurements back-projection
This sub-section describes the three steps of Phase I, i.e. Step A, Step B and Step C. Since the
rationale of these steps and their mutual interconnections have already been reported in the
explanation of the architecture of PDFE&U, this sub-section will be devoted to their rigorous
mathematical description. Moreover, since Phase I is applied to every raw data set independently,
this sub-section will describe the application of this phase to a generic set of raw measurements,
i.e the h-th raw data set.
6.1.1.1 Initial fitting step (Step A)
This step involves estimation of the values of the uncertain parameters of the model of the batch
process that allow reproducing, as accurately as possible, the state measurements of the h-th raw
data set. This set of uncertain parameters, named 𝒑𝐹ℎ , can be computed using a conventional fitting
problem, where both differential-algebraic constraints and lower/upper bounds are present. The
differential-algebraic constraints are comprised of the model of batch process, in which the
trajectories of the manipulated variables and of the disturbances are taken from the h-th set of raw
measurements. The lower/upper bounds specify the range over which the uncertain parameters can
vary, and are used to promote faster convergence. The mathematical formulation of this regression
𝑠
problem is shown in Eq.(6.1). In this equation, 𝒘ℎ , 𝑁𝑤𝑚 and 𝑁ℎ𝑘
are the process states, the
𝑚

number of state profiles for which measurements are available (the measurements of some process
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states may be unavailable) and the number of measurements of the km-th state variable included in
𝑚
𝑚
𝑚
0
the h-th raw data set. Moreover, 𝑤ℎ𝑘
, 𝑡ℎ𝑘
, 𝒎𝑚
ℎ , 𝒅ℎ , 𝑡0,ℎ and 𝒘ℎ represent the n-th
𝑚𝑛
𝑚𝑛

measurement of the km-th process state stored in the h-th raw data set, the time at which the latter
measurement is taken, the measurements of the manipulated variables and of the disturbances
saved in the h-th raw data set, and the initial conditions of the batch cycle to which the h-th raw
data set refers (𝑡0,ℎ is the initial time of the batch operation while 𝒘0ℎ contains the initial values of
all the process states). Finally, 𝒑𝑀𝐼𝑁 , 𝒑𝑀𝐴𝑋 , 𝑰𝑀 , 𝜔𝑘𝑚 , 𝛼 are the lower and upper bounds on 𝒑𝐹ℎ , the
coefficient matrix of the model of the batch process, and two adaptive parameters of PDFE&U.
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The formulation of the fitting problem, reported in Eq.(6.1), requires some additional explanations.
Specifically, the objective function of this problem (𝑆𝑆𝐸ℎ𝐹 ) is composed of a summation of squares
of relative errors between model predictions and state measurements (conventional SSE
formulations rely on absolute deviations). This structure of 𝑆𝑆𝐸ℎ𝐹 considers all the measurements
of the process states to be equally important in the evaluation of 𝒑𝐹ℎ , independently of their orders
of magnitude (SSE formulations based on absolute deviations tend to give more importance to
large measurements). This feature ensures that 𝒑𝐹ℎ is accurately estimated, independently of the
type of data included in the h-th set of raw measurements. On the other hand, this formulation of
𝑚
𝑆𝑆𝐸ℎ𝐹 may lead to numerical instabilities when very small values of 𝑤ℎ𝑘
must be deal with. To
𝑚𝑛

solve this potential issue, we have added the coefficient 𝛼 to the denominator of the terms of 𝑆𝑆𝐸ℎ𝐹 .
This coefficient must be set to a small nonzero value, e.g. O(10-6). Finally, note that sometimes
some state variables are considered to be more important than others. Consequently, in particular
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circumstances, we may want to manually increase/decrease the impact of all the measurements of
specific state variables on the value of 𝑆𝑆𝐸ℎ𝐹 . To do so, the user can adjust the values of coefficients
𝜔𝑘𝑚 . However, this is a rather uncommon situation, thus most of the times all the coefficients 𝜔𝑘𝑚
can be set to one.
6.1.1.2 Gross error identification and removal (Step B)
This step involves the detection and removal of the possible gross errors present in the state
measurements of the h-th raw data set. In order to introduce its rationale, let us report a couple of
qualitative observations. Specifically, if a set of measurements, which contains gross errors, is
used to solve a fitting problem, the deviations of the predictions of the resulting model from the
gross errors are usually much larger than the average deviation of the predictions of the same
model from the measurements (this average deviation is computed with regard to all the
measurements, including the gross errors). This is because gross errors do not follow the trend of
all the other measurements, thus cannot be accurately reproduced by the model. The two charts on
the right-hand side of Figure 6.2 may help to visualize this concept more clearly.

Figure 6.2: Rationale of the gross error detection procedure used within PDFE&U.
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Note that the aforementioned condition holds true only if the number of gross errors is much
smaller than the size of the set of measurements. However, this is a reasonable assumption because
systematic, large measurement errors rarely happen. In addition, if any of the gross errors is
removed from the set of measurements and the fitting problem is solved again, the SSE associated
with this second regression is usually much smaller than the SSE associated with the original
regression, which relies on the complete set of measurements. This is reasonable because the
elimination of a gross error allows the model fit at least some of the other measurements more
accurately. Again, the two charts on the right-hand side of Figure 6.2 help to visualize this concept
(the red curve is the output of the original fitting problem while the black curve results from the
second regression).
All of this qualitative information has been used to design a heuristic gross error detection
methodology, which is applied within PDFE&U. This approach is comprised of several sub-steps
executed in series. First, we compute the squares of the relative deviations of all the state
measurements of the h-th raw data set from the predictions of the model of the batch process,
yielded by Step A of Phase I. Let us use the symbol ∆2ℎ𝑘̃𝑚𝑛̃ to indicate the squares of such relative
deviations. Subsequently, we substitute every single ∆2ℎ𝑘̃𝑚 𝑛̃ into Eq.(6.2) and identify those that
satisfy the equation for a value of 𝛽 reasonably larger than one, e.g. O(101). The corresponding
state measurements are such that their ∆2ℎ𝑘̃𝑚 𝑛̃ is larger than or equal to 𝛽 multiplied by the average
value of ∆2ℎ𝑘̃𝑚 𝑛̃ , thus are considered potential gross errors which must be further analyzed.
Therefore, for every potential gross error, we build a new data set identical to the h-th set of raw
measurements except for the potential gross error itself, which is eliminated. Then, we use each of
these new data sets to re-solve the fitting problem shown in Eq.(6.1), thus generating new values
𝑅𝐹
𝑅𝐹
of SSE (𝑆𝑆𝐸ℎ𝑘
̃ 𝑚 𝑛̃ ). Finally, we substitute every 𝑆𝑆𝐸ℎ𝑘
̃ 𝑚 𝑛̃ into Eq.(6.3), and identify those that

satisfy the equation for a value of 𝛿 slightly smaller than one, e.g. 0.9. The corresponding potential
gross errors do not to follow the trend of all the other state measurements present in the h-th raw
data set, thus are considered actual gross errors and eliminated from these data. The resulting set
of measurements, which is free of gross errors, is simply called h-th data set (the adjective “raw”
is omitted).
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This heuristic strategy for gross error detection and removal is simple and quite computationally
efficient because involves a single time-consuming task, i.e. the solution of a small set of
independent fitting problems, which can be easily addressed in parallel. Moreover, it is easy to
adjust its severity by changing the coefficients 𝛽 and 𝛿 (the values of these coefficients, reported
in this sub-section, are only sensible defaults). On the other hand, it is not rigorous and cannot
guarantee the elimination of all the gross errors present in the h-th raw data set. However, it has
been used in many algorithms of the BzzMath library

[58], [59]

for over a decade and has always

proven to be effective and reliable. Moreover, the architecture of PDFE&U allows it to tolerate a
small number of gross errors without observing significant loss of performance. Therefore, we can
conclude that the simple, heuristic strategy for gross error detection and elimination, presented in
this sub-section, is suitable for PDFE&U.
6.1.1.3 Projection of the state measurements onto the uncertainty space (Step C)
This step is the core of Phase I and implies converting the state measurements of the h-th data set
into an equivalent set of pseudo-measurements of the uncertain parameters of the batch process
model, which preserves most of the information on measurement uncertainty, embedded in the
original state measurements. In order to accomplish this task, we apply an ad-hoc back-projection
technique, which allows computation of a set of uncertain parameters, i.e. a point in the uncertainty
space, for every state measurement. Specifically, given a generic state measurement of the h-th
data set, this projection strategy computes the corresponding set of uncertain parameters so as to
ensure that the resulting instance of the model of the batch process satisfies two requirements. First,
this version of the model can perfectly reproduce the state measurement to be projected, i.e. no
mismatch between the model predictions and this particular measurement is observed (this is
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equivalent to imposing a passage condition). Second, the predictions of this version of the model
fit, as accurately as possible, all the state measurements of the h-th data set except those of the
particular state variable, related to the measurement to be projected. These concepts can be
visualized in Figure 6.3, where the two state measurements to be projected onto the uncertainty
space and their projections are the blue and green points shown in the charts on the right-hand side
and in the graph on the left-hand side of the figure, respectively.

Figure 6.3: Graphical representation of the projection of two generic state measurements onto
the uncertainty space.

After addressing the qualitative description of the back-projection approach applied within
PDFE&U, let us comment on its mathematical formulation, shown in Eq.(6.4). In this equation,
𝑠𝑝
𝑚𝑝
𝑚𝑝
𝑁ℎ𝑘
, 𝑤ℎ𝑘
, 𝑡ℎ𝑘
and 𝒑𝑃ℎ𝑘̃𝑚𝑛̃ are the number of measurements of the km-th state variable
𝑚
𝑚𝑛
𝑚𝑛

included in the h-th data set, the n-th measurement of the km-th process state of the h-th data set,
the time at which the latter measurement is taken, and the set of uncertain parameters achieved by
𝑚𝑝

projecting the generic state measurement 𝑤ℎ𝑘̃

̃
𝑚𝑛

onto the uncertainty space. The structure of
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𝑚𝑝

Eq.(6.4) suggests that the projection of the generic state measurement 𝑤ℎ𝑘̃

̃
𝑚𝑛

onto the uncertainty

space can be computed by solving a modified version of the fitting problem shown in Eq.(6.1),
where an additional nonlinear constraint is added and a slightly different objective function is used.
The reason why these modifications are introduced is discussed below. Specifically, the additional
nonlinear constraint serves to impose the passage of the state profile 𝑤ℎ𝑘̃𝑚 through the
𝑚𝑝

measurement 𝑤ℎ𝑘̃

̃
𝑚𝑛

, thus enforces the first essential requirement that must be satisfied by the

instance of the batch process model associated with 𝒑𝑃ℎ𝑘̃𝑚 𝑛̃ . On the other hand, the modifications
applied to the objective function of Eq.(6.4) enforce the second requirement that must be satisfied
by the version of the batch process model associated with 𝒑𝑃ℎ𝑘̃𝑚 𝑛̃ . In fact, this objective function
differs from that reported in Eq.(6.1) in the absence of all the squared relative error terms
associated with the measurements of state 𝑤ℎ𝑘̃𝑚 . Note that, apart from these two aspects, Eq.(6.4)
is identical to Eq.(6.1), thus most of the comments reported on the latter also apply to the first.
Therefore, no further details on Eq.(6.4) are included in this sub-section. The reader is encouraged
to rely on the content of Section 6.1.1.1 and make the necessary extrapolations.
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Before concluding this step, it is worth repeating that Eq.(6.4) must be solved for every state
measurement of the h-th data set (this is also indicated inside the equation itself). This observation
leads to concluding that this step of PDFE&U is very computationally intensive because a large
number of DO problems must be solved. However, the reader can easily notice that all of these
DO problems are small-scale and completely independent of each other. Thus, parallel computing
can help to mitigate the computational cost associated with their solution.
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6.1.2 Phase II: evaluation of the updated PDF via maximum likelihood estimation
This second phase of PDFE&U requires the results generated by the application of Phase I to all
available data sets, i.e. all the vectors 𝒑𝑃ℎ𝑘𝑚 𝑛 computed within Phase I, and allows conversion of
such results into a continuous probability distribution of the uncertain parameters of the batch
process model. The latter distribution function is called the updated PDFUP because it only relies
on (updated) measurements supplied by the user to PDFE&U, thus does not depend on any prior
knowledge of the PDF of the uncertain parameters. This phase is a mere application of maximum
likelihood estimation (MLE), which is a well-known methodology used to build probability
distributions from data. Specifically, given a set of measurements of a random vector, MLE
approximates its unknown PDF via a parametric family of distributions, and estimates the
parameters of this basis set by maximizing their likelihood. The latter is defined as the “joint”
probability density of the available measurements, based on the predictions of the parametric basis
set. In this specific case, the random vector is comprised of the uncertain parameters of the batch
process model, the set of its discrete samples is the ensemble of the aforementioned vectors 𝒑𝑃ℎ𝑘𝑚 𝑛 ,
computed in Phase I, and the parametric family of distributions is the basis set supplied by the user
to PDFE&U in the initialization. Therefore, we can conclude that the MLE problem, which must
be solved in this step, assumes the mathematical formulation reported in Eq.(6.5). In this equation,
𝑁𝑑𝑠 and 𝜋𝑏𝑠 are the number of raw data sets and the parametric basis set for approximating the
PDFUP, supplied by the user to PDFE&U in the initialization. Moreover, 𝜽𝑢𝑝𝑑 , 𝜽𝑀𝐼𝑁 and 𝜽𝑀𝐴𝑋
represent the values of the parameters of 𝜋𝑏𝑠 used to approximate the updated PDFUP, and the
lower/upper bounds on the parameters of 𝜋𝑏𝑠 . Finally, 𝜀𝑘𝑚 is a tuning coefficient of the MLE
problem.
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The structure of Eq.(6.5) is mostly compliant with the rationale of MLE previously reported,
except for the presence of logarithmic terms and of the tuning coefficients 𝜀𝑘𝑚 in the objective
function of the optimization problem. The first aspect is due to numerical issues, which make it
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easier to employ the log-likelihood (i.e. the logarithm of the likelihood) than the likelihood itself.
In fact, log-likelihood is easier to optimize and is less likely to cause numerical overflow, which
is quite common in this type of problems. The second aspect is due to the need for improving the
flexibility of standard MLE. Indeed, the presence of the coefficients 𝜀𝑘𝑚 allows us to manually
adjust the relative weight of the different sets of vectors 𝒑𝑃ℎ𝑘𝑚𝑛 , associated with the measurements
of different state variables of the batch process. This may be useful in those scenarios where some
state variables are considered to be more important than others. However, note that the MLE
problem, shown in Eq.(6.5), no longer provides a consistent estimation of 𝜽𝑢𝑝𝑑 , if any of the
coefficients 𝜀𝑘𝑚 is set to a value different than one. Therefore, it is usually advisable to set all 𝜀𝑘𝑚
to one and use other tuning coefficients, e.g. 𝜔𝑘𝑚 , to manually force some state variable to be more
influential than others.
6.1.3 Phase III: combination of the existing and updated PDFs
This sub-section reports all the mathematical details about the two steps of which Phase III is
composed, i.e. Step A and Step B. We remind that this phase is only executed when an existing
PDF of the uncertain parameters is available, because it addresses the combination of this existing
PDF with the updated PDFUP, estimated in Phase II.
6.1.3.1 Construction of discrete mappings of the existing and updated PDFs (Step A)
This sub-section describes the incremental mapping approach used to build two artificial mappings,
the first associated with the existing PDFUP and the second related to the updated PDFUP, which
retain the most important features of these two PDFs (values of expectations, modes, variances
and covariances, shapes of the density functions, and so on). Note that these mappings are nothing
different than ensembles of points belonging to the uncertainty space, which are going to be used
within the modified MLE approach, discussed in Section 6.1.3.2. The rationale of the mapping
strategy, proposed in this subsection, involves three main sub-steps, namely, the identification of
a small number of key level surfaces of the existing and updated PDFUPs, the definition of a
maximum number of mapping points per level surface and the evaluation of their optimal positions
in the uncertainty space via an incremental logic. Note that the we are forced to map the existing
and updated PDFUPs by using the maximum number of points per level surface and by selecting
their positions via an incremental logic because this allows us to avoid re-mappings within the
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modified MLE step, described in Section 6.1.3.2. After this general introduction, let us now
describe each of the three aforementioned sub-steps of this mapping strategy in detail. In order to
help the reader to visualize the underlying logic of these sub-steps, we will often refer to Figure
6.4, where a comprehensive, graphical description of the mapping approach, described in this subsection, is provided.

Figure 6.4: Graphical representation of the rationale of the mapping scheme used in PDFE&U.

The identification of the key level surfaces of the existing and updated PDFUPs involves a
preliminary operation, i.e. the evaluation of the (global) mode of the two PDFs. Once this task is
completed, first, we identify the first and last key level surfaces of both PDFs, which are those
associated with the smallest and largest probability densities, respectively. Then, we select all the
other key level surfaces of both PDFs such that their probability densities are uniformly distributed
between those of the first and of the last key level surfaces. An example of the typical results
produced by the application of this procedure to unimodal PDFs is shown in Figure 6.4 while the
mathematical formulation of the procedure is shown in Eq.(6.6) and Eq.(6.7), which refer to the
𝑢𝑝𝑑
𝑝𝑑,𝑒𝑥𝑠
existing and updated PDFUPs, respectively. In these two equations, 𝑁𝑒𝑥𝑠
, 𝜋ℓ𝑝𝑑,𝑢𝑝𝑑 ,
𝑙𝑠 , 𝑁𝑙𝑠 , 𝜋ℓ

𝒑, 𝜽𝑒𝑥𝑠 and 𝜏 represent the number of level surfaces used to map the existing and updated PDFUPs
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(these parameters are user-defined), the probability density associated with the l-th level surface
of the existing and of the updated PDFUPs, a generic set of uncertain parameters of the batch
process model, the values of the parameters of 𝜋𝑏𝑠 used to model the existing PDFUP, and a tuning
coefficient of this level surfaces selection procedure.
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  2...N lsupd  1

The structure of Eq.(6.6-6.7) is self-explaining, thus no particular comments are needed. However,
we need to explain the physical meaning of the coefficient 𝜏, which is usually set to a value slightly
smaller than one, e.g. 0.95. This tuning coefficient makes sure that the very last key level surfaces
of the existing and updated PDFUPs are associated to probability densities slightly lower than the
(global) modes of these two PDFs. Moreover, it also ensures that the first key level surfaces of the
same two PDFs are associated to probability densities sufficiently greater than zero. In other words,
this tuning coefficient allows selecting the key level surfaces of the existing and updated PDFUPs
so as to map their most important regions. This is essential to generate mappings of these PDFs
that preserve their qualitative features.
After selecting the level surfaces with which the existing and updated PDFUPs must be mapped,
we need to define the maximum number of mapping points for each of these level surfaces. This
is a complex task, which requires extensive explanations. We can start discussing it by reporting
how to compute the number of mapping points, associated with all the key level surfaces of the
existing/updated PDFUP, for a generic value of the combination coefficient, used in the final MLE
step (Section 6.1.3.2). Specifically, the number of mapping points for the first key level surface of
the existing and updated PDFUPs is computed via two ad-hoc formulas, one for every PDF, as a
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linear function of the combination coefficient. These two linear expressions exhibit opposite slopes,
which implies that the number of mapping points, associated with the first key level surface of the
existing PDFUP, is monotonically decreasing with the combination coefficient, while the opposite
holds for the number of mapping points, related to the first key level surface of the updated PDFUP.
On the hand, the number of mapping points of all the remaining key level surfaces is estimated by
imposing a specific condition, namely, the ratio of the number of mapping points of any two
adjacent level surfaces must match the ratio of their probability densities. Note that, if the number
of mapping points, associated with the first key level surface of the existing/updated PDFUP, is
sufficiently large, then the corresponding mapping, yielded by this procedure, accurately retains
the features of the existing/updated PDFUP. Thus, we can already infer that the two
aforementioned linear expressions, used to compute the number of mapping points of the first key
level surface of the existing and updated PDFUPs, require careful tuning. These tuning operations
will be discussed later on. For now, let us convert the aforementioned description of the procedure
for building suitable mappings of the existing/updated PDFUP into two mathematical equations,
𝑀𝐼𝑁
𝑀𝐴𝑋
i.e. Eq.(6.8-6.9). In these two equations, 𝜒, 𝜒𝑀𝐼𝑁
, 𝜒𝑀𝐴𝑋
, 𝑁ℓ𝑑𝑚𝑝,𝑒𝑥𝑠 , 𝑁ℓ𝑑𝑚𝑝,𝑢𝑝𝑑 and 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 are the

aforementioned combination coefficient, the smallest/largest admissible lower/upper bounds on 𝜒,
the number of mapping points associated with the l-th key level surface of the existing and of the
updated PDFUP, and a scale factor used to adjust the values of 𝑁1𝑑𝑚𝑝,𝑒𝑥𝑠 /𝑁1𝑑𝑚𝑝,𝑢𝑝𝑑 (we will
elaborate on this concept later on).
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All the main features of Eq.(6.8-6.9) have already been introduced. However, it is important to
𝑀𝐼𝑁 𝑀𝐴𝑋
comment on two additional specific aspects, namely, the role of coefficients 𝜒𝑀𝐼𝑁
/𝜒𝑀𝐴𝑋 and the
𝑀𝐼𝑁
𝑀𝐴𝑋
procedure for evaluating 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 . The presence of coefficients 𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 is mainly a
𝑀𝐼𝑁
𝑀𝐴𝑋
precautionary measure. Specifically, 𝜒𝑀𝐼𝑁
and 𝜒𝑀𝐴𝑋
serve as lower and upper bounds on the

lower and upper bounds on 𝜒 (𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 ), and insure the latter are always set by the user to
reasonable values. On the other hand, the procedure for evaluating 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 relies on a few important
observations reported below. In particular, the larger this scale coefficient is, the higher is the
accuracy of the mapping of the existing/updated PDFUP, computed via Eq.(6.8-6.9) for a given
value of 𝜒. However, the larger 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 is, the more computationally demanding is the construction
of the largest possible mappings of the existing and updated PDFUPs. Therefore, we need to find
the minimum value of 𝑁 𝑑𝑚𝑝
𝑀𝐼𝑁 , which guarantees satisfactory accuracy of the corresponding
mappings of both the existing and the updated PDFUP, in the worst possible scenario with respect
to the value of 𝜒. The easiest way to solve this problem involves use of this simple iterative
algorithm (initially, 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 is set to one):
▪

Identify the values of 𝜒 corresponding to the worst-case scenario for the evaluation of
𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 , i.e. 𝜒𝑀𝐴𝑋 for Eq.(6.8) and 𝜒𝑀𝐼𝑁 for Eq.(6.9);

▪

Use the current value of 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 and the values of 𝜒, identified in the first bullet, to solve
Eq.(6.8-6.9) and compute the corresponding values of 𝑁ℓ𝑑𝑚𝑝,𝑒𝑥𝑠 and 𝑁ℓ𝑑𝑚𝑝,𝑢𝑝𝑑 ;

▪

If all of the expressions reported in Eq.(6.10) are satisfied, then the requested value of
𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 has been found;

▪

If any of the expressions reported in Eq.(6.10) is not satisfied, increase 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 by one and
go back to the second bullet.

Note that Eq.(6.10) simply is an error test measuring the accuracy of mappings of both the existing
and the updated PDFUP. In this equation, 𝜆 is the relative error tolerance and must be set to a small
positive value, e.g. O(10-2,10-3).
At this stage, we have described the features of Eq.(6.8-6.9) as well as how to compute its most
important parameter, e.g. 𝑁𝑑𝑚𝑝
𝑀𝐼𝑁 . Therefore, we can use these two equations to evaluate the
maximum number of mapping points for every key level surface of both the existing and the
updated PDFUP, i.e. 𝑁ℓ𝑑𝑚𝑝,𝑒𝑥𝑠,𝑀𝐴𝑋 and 𝑁ℓ𝑑𝑚𝑝,𝑢𝑝𝑑,𝑀𝐴𝑋 . Indeed, it is enough to apply Eq.(6.8-6.9),
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in which two values of the combination coefficient 𝜒 are selected that yield the maximum values
of 𝑁1𝑑𝑚𝑝,𝑒𝑥𝑠 and 𝑁1𝑑𝑚𝑝,𝑢𝑝𝑑 . The latter values of 𝜒 are 𝜒𝑀𝐼𝑁 for Eq.(6.8) and 𝜒𝑀𝐴𝑋 for Eq.(6.9).
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After computing the maximum number of mapping points associated with the key level surfaces
of the existing and updated PDFUPs, we need to select their positions in the uncertainty space,
using an incremental logic. The strategy used to tackle this problem relies on optimization
techniques and applies to single level surfaces, thus is described for a generic level surface.
Specifically, given a generic key level surface of the existing/updated PDFUP and the
corresponding number of mapping points, this approach places the first point in a random location
of such level surface. Then, it computes the positions of all the other points, one at a time, so as to
maximize the summation of the distances between every new point and all the points already
positioned (the positions of all the new points are guaranteed to belong to the level surface to be
mapped). The reader can visualize the rationale of this procedure in Figure 6.4, which shows the
qualitative positions selected for the first four mapping points of level surface ℓ (the numbered
labels next to the four red points indicate the positioning order). On the other hand, the
mathematical formulation of this approach is summarized in Eq.(6.11) and Eq.(6.12), which refer
to the key level surfaces of the existing and of the updated PDFUP, respectively. In these two
equations, 𝒑𝑀,𝑒𝑥𝑠
, 𝒑𝑀,𝑢𝑝𝑑
, 𝒑𝑀,𝑒𝑥𝑠
, 𝒑𝑀,𝑢𝑝𝑑
represent the current point that is to be placed onto the
ℓ𝑧̃
ℓ𝑧
ℓ𝑧̃
ℓ𝑧
l-th key level surface of the existing and of the updated PDFUP, and the generic point that has
already been positioned or is to be positioned onto the l-th key level surface of the existing and of
the updated PDFUP.
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where    MAX

The analysis of Eq.(6.11-6.12) does not provide additional insight into the strategy for mapping
the key level surfaces of the existing and updated PDFUPs, proposed in this sub-section. It just
reveals that the nonlinear constraint of the two optimization problems serves to guarantee that
every new mapping point 𝒑𝑀,𝑒𝑥𝑠
/𝒑𝑀,𝑢𝑝𝑑
lies on the level surface to which it refers. However, it
ℓ𝑧̃
ℓ𝑧̃
also suggests some useful information on the possible implementation of this series of optimization
problems. In particular, all the optimization problems referred to the mapping of the same level
surface must be carried out in series, because the position of any new mapping point depends on
those of the previous ones. Conversely, the optimization problems related to the mapping of
different level surfaces are completely independent of each other. Therefore, it is possible to apply
parallel computing to map multiple level surfaces simultaneously, thus attaining higher
computational efficiency.
6.1.3.2 Optimal combination of the discrete mappings of the existing and updated PDFs
via a modified maximum likelihood approach (Step B)
The last step of PDFE&U involves conversion of the discrete mappings of the existing and updated
PDFUPs, computed in Step A of Phase III, into a continuous PDF, called the final PDF of the
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uncertain parameters of the batch process model. This step relies on a modified version of
maximum likelihood estimation that allows approximation of the PDF of a random vector from a
partially unknown set of samples, which must arise from the combination of two known sets of
measurements with an unknown combination ratio. This modified MLE approach solves this
nontrivial problem by maximizing the likelihood of the parameters of the basis set, used to
approximate the actual PDF of the random vector, with respect to both the parameters themselves
and the combination ratio (or combination coefficient) of the two known data sets. Therefore, this
modified MLE strategy can simultaneously estimate the optimal ratio with which the two known
sets of measurements must be combined along with the approximation of the PDF of the random
vector. The latter PDF is based on the hybrid data set achieved by the optimal combination of the
two known data sets. In this specific case, the two known data sets are the two discrete mappings
of the existing and updated PDFUPs, computed in Step A of Phase III, the random vector is the
set of uncertain parameters of the batch process model, and the basis set is the same parametric
family of distributions, used in Phase II to compute the updated PDF of the uncertain parameters.
Thus, we can conclude that the modified MLE problem, which must be solved in this step of
PDFE&U, assumes the mathematical formulation shown in Eq.(6.13). In this equation, 𝜽𝑓𝑖𝑛 , 𝜒,
𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 are the values of the parameters of 𝜋𝑏𝑠 used to approximate the final PDFUP, the
combination coefficient (this coefficient has already been introduced in Section 6.1.3.1) and the
𝑀𝐴𝑋
lower/upper bounds on 𝜒 (the reader should not confuse 𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 with 𝜒𝑀𝐼𝑁
𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 ).
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The structure of Eq.(6.13) is similar to the conventional MLE problem shown in Eq.(6.5), thus
many of the remarks added on the second equation also apply to the first. However, we can note
three principal differences between these two equations. First, the optimization problem shown in
Eq.(6.13) has a new optimization variable, i.e. the combination coefficient 𝜒, which was not
present in Eq.(6.5). Second, unlike the objective function of Eq.(6.5), that of Eq.(6.13) is
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comprised of two independent logarithmic terms, which refer to the two discrete mappings of the
existing and updated PDFUPs, evaluated in Step A of Phase III. Finally, the set of samples, with
which the objective function of Eq.(6.13) is computed, varies as a function of 𝜒 while the set of
measurements used to compute the objective function of Eq.(6.5) is constant. All of these
differences between Eq.(6.13) and Eq.(6.5) are compliant with those between the rationale of the
modified MLE approach, applied in this step of PDFE&U, and the underlying logic of the standard
MLE technique used in Phase II.
A deeper analysis of Eq.(6.13) shed lights on some further aspects. Specifically, the formulation
of the objective function of Eq.(6.13) confirms that the hybrid set of samples, used to computed it,
either arises from the combination of two subsets of the mappings of the existing and updated
PDFUPs, evaluated in Step A of Phase III, or matches one of these two mappings. This observation
confirms that there is no need for re-mapping the existing and updated PDFUPs within the
modified MLE problem shown in Eq.(6.13) (the reader is reminded that the mappings of the
existing and updated PDFUPs are incremental). Moreover, the structure of the objective function
of Eq.(6.13) also suggest that this function is non-smooth. Therefore, Eq.(6.13) is a small-scale,
non-smooth optimization problem, which must be solved using heuristic optimization routines.

PDFE&U: The Parallel Implementation Rationale
After describing the rationale and mathematical formulation of PDFE&U (Section 6.1), we can
now describe the implementation logic of the most critical steps of this new strategy, with
particular emphasis on the use of parallel computing to improve its computational efficiency. Since
most of the implementation techniques, applied to PDFE&U, have already been used elsewhere,
we may not discuss all of them in detail. Whenever some information is not reported, we will
redirect the reader to previous chapters of this thesis, where such information is available. In
addition, since the implementation of Phase II is trivial, we will not report any information about
it. Finally, note that the implementation of PDFE&U requires use of several numerical tools, i.e.
heuristic optimizers and ODE/DAE integrators. All of these numerical routines are taken from the
BzzMath library [58], [59].
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6.2.1 Implementation of Phase I
Phase I is composed of three different steps, i.e. Step A, Step B, and Step C, which require solution
of several optimization problems including different types of constraints, i.e. ODEs/DAEs,
nonlinear algebraic equations and lower/upper bounds on the optimization variables. The two
traditional solution strategies applied to this type of problems, which include differential-algebraic
constraints, are the sequential approach and the simultaneous approach. PDFE&U relies on the
sequential approach mainly because it leads to small-scale optimization problems, which can be
solved using heuristic optimization techniques combined with ODE/DAE solvers. This allows
PDFE&U to support also batch process models, which may exhibit discontinuities (this condition
is common to many batch operations). However, PDFE&U may be implemented using
simultaneous approaches as well. In the future, we may undergo this different type of
implementation.
After this general introduction, let us report some important details on the implementation of the
optimization problems of Step A, Step B and Step C. The fitting problems of Step A and Step B
only include differential-algebraic constraints and lower/upper bounds on the optimization
variables, thus are implemented using a standard sequential approach. The rationale of the
sequential approach has already been described in detail in Chapters 2 and 3, thus will not be
repeated. On the other hand, the set of the back-projection problems, reported in Step C, contain
all the three types of constraints mentioned above, namely, a set of ODEs/DAEs, a single nonlinear
algebraic equation and lower/upper bounds on the optimization variables. These optimization
problems have been implemented by combining a standard sequential approach with an ad-hoc
penalty function method, thus yielding the new formulation reported in Eq.(6.14). Again, we do
not comment on the rationale of the sequential approach applied to convert Eq.(6.4) into Eq.(6.14),
but we do have to describe the structure of the penalty term used to enforce the single nonlinear
constraint present in Eq.(6.4). For this purpose, we compare the formulation of the objective
function of Eq.(6.4) to the formulation of that of Eq.(6.14), and observe that the second function
2

𝑝

contains two new terms, namely, 𝐼𝑃𝑡 and the product of (∆ℎ𝑘̃

𝑚

) and 𝜔𝑘̃𝑚 . 𝐼𝑃 𝑡 is a ratio of the
𝑛̃

dimensionless coefficient 𝛾 and a scaling factor, and multiplies the original objective function of
Eq.(6.4). This term plays the role of the inverse of a penalty coefficient, thus is half of a penalty
term. In it, 𝛾 is the adjustable coefficient while the factor in the denominator serves to scale the
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2

𝑝

order of magnitude of the objective function of Eq.(6.4) to that of a single term (∆ℎ𝑘𝑚 𝑛 ) . The
2

𝑝

term comprised of the product of (∆ℎ𝑘̃

𝑚

) and 𝜔𝑘̃𝑚 is the other half of the penalty term. It is
𝑛̃

formulated as the squared nondimensionalized residual of the nonlinear constraint present in
𝑝

Eq.(6.4), where the nondimensionalization constant is selected so as to insure that ∆ℎ𝑘̃

̃
𝑚𝑛

and

∆𝑝ℎ𝑘𝑚 𝑛 are of the same order of magnitude. Therefore, the combination of 𝐼𝑃𝑡 with the product of
2

𝑝

(∆ℎ𝑘̃

̃
𝑚𝑛

) and 𝜔𝑘̃𝑚 yields the actual penalty term used to enforce the only nonlinear constraint of

Eq.(6.4). Note that the particular structure of this penalty term significantly simplifies the selection
of 𝛾, which can be set to O(10-1), as it ensures that its value is almost independent of the specific
PDF estimation/update problem, solved by PDFE&U.
IPt


sp
N hk
 wmp  w m m , d m , p P , t mp
N wm
m


hkm n
hkm
h
h

hkm n hkm n
km  

 N wm

mp
  whkm n
n 1 

sp km 1

N

k

k

m
m
hk
m

 k 1
p
 hk

 kmm  km
mn
Min
 pP 
2
 hkmn 
 wmp  w m m , d m , p P , t mp 
h
h

hkm
hkm n hkm n
   hkm n


mp
k
m 


  whkm n






p
 hk n

m

 s.t.

p P  p MIN , p MAX 
 hkm n









2 
 
 
 











km  1...N wm
n  1...N hksp

(6.14)

m

After describing the rationale of implementation of the single optimization problems, which must
be solved in Step A, Step B, and Step C of Phase I, let us comment on the application of parallel
computing to Phase I of PDFE&U with the aim of reducing its computational cost. It is evident
that parallel computing cannot be used within Step A because a single fitting problem has to be
solved. However, both Step B and Step C require solution of multiple computationally demanding
DO problems, which are completely independent of each other (see Sections 6.1.1.2 and 6.1.1.3).
PDFE&U exploits parallel computing to speed up the execution of Step B and Step C according
to the rationale shown in Figure 6.5. Specifically, in each of these two steps, first, the total number
of DO problems to be solved are equally divided among all the available threads, using a static
scheduling policy (the maximum number of cores/threads, used in these operations, is a user-
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defined input). Then, every thread takes care of solving its own subset of optimization problems
and stores the outputs into a shared data structure, which is used in all the following steps/phases.
Note that no synchronization of the parallel tasks is required, thus this parallel implementation of
Step B and Step C is expected to achieve linear speedup.

Figure 6.5: Rationale used to apply parallel computing to the solution of the sets of DO
problems described in Step B and Step C of Phase I.

6.2.2 Implementation of Phase III
Phase III is composed of two steps, i.e. Step A and Step B. The first of these two steps involves
solution of a very large number of small-scale, low computationally demanding optimization
problems, all of which include lower/upper bounds on the optimization variables as well as a single
nonlinear algebraic constraint. Unfortunately, this first step is only suitable for partial
parallelization. The second of two aforementioned steps implies solving a single, low
computationally demanding optimization task, thus parallel computing cannot be applied.
In order to discuss the implementation of Step A, let us first focus on the implementation of its
single optimization problems. The idea is to convert these small-scale optimization problems, all
of which include a single nonlinear constraint, into equivalent bound-constrained optimization
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problems, using the penalty function method. The latter optimization problems, whose
formulations are shown in Eq.(6.15-6.16), can be easily solved with heuristic optimization routines.
𝑀,𝑢𝑝𝑑
𝑀,𝑒𝑥𝑠
In these two equations, 𝑓𝑜𝑏𝑗
, 𝑓𝑜𝑏𝑗
and 𝜉 represent the objective functions of the original

optimization problems reported in Eq.(6.11-6.12) and an adjustable penalty coefficient.
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where    MAX

The reader can notice the similarity in the structure of the penalty terms used in Eq.(6.15-6.16) and
in Eq.(6.14). In fact, both of them rely on dimensionless residuals of the corresponding nonlinear
constraints to be enforced. However, unlike the penalty terms shown in Eq.(6.14), those employed
in Eq.(6.15-6.16) rely on the absolute values of those residuals and show the presence of an
additional term, i.e. 𝜑𝑜𝑏𝑗 . The use of absolute values is justified by the usual reduction in minimum
value of 𝜉, needed to enforce the corresponding nonlinear constraints with reasonable accuracy.
𝑀,𝑒𝑥𝑠 𝑀,𝑢𝑝𝑑
On the other hand, the term 𝜑𝑜𝑏𝑗 is used to match the orders of magnitude of 𝑓𝑜𝑏𝑗
/𝑓𝑜𝑏𝑗
and

their corresponding dimensionless residuals, thus plays the same role as the denominator of the
term 𝐼𝑃𝑡 of Eq.(6.14). Again, the reader can easily observe that the structure of the aforementioned
penalty terms simplifies the selection of 𝜉, which can be set to a value of 10 – 20, and guarantees
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that its value is mostly independent of the specific PDF estimation/update problem solved by
PDFE&U.
After discussing the implementation of the single optimization problems associated with Step A,
let us explain the rationale used to apply parallel computing to this step of PDFE&U. As outlined
in Section 6.1.3.1, we can split all the optimization problems, to be solved in step A, into multiple
independent sets (each of these sets includes the optimization problems related to the mapping of
one of the key level surfaces of the existing/updated PDFUP), and can solve different sets
concurrently. However, all the optimization problems belonging to a certain set must be executed
sequentially. Since the dimension of every set can vary significantly, we need to find an efficient
way to assign these sets to an ensemble of threads, so as to give comparable workload to very
thread. This task is carried out following this iterative procedure (the number of threads is named
𝑁𝑡ℎ ):
▪

Identify the largest 𝑁𝑡ℎ sets of optimization problems and assign one of them to every
thread;

▪

Identify the thread with the lighter workload, i.e. the thread with the smallest total number
of optimization problems to solve, and assign it the largest remaining set of optimization
problems;

▪

If there are no more sets of optimization problems left to assign, then exit;

▪

If there are still sets of optimization problems left to assign, then go back to the second
bullet.

For the convenience of the reader, Figure 6.6 reports an example of application of this algorithm
to a simple scenario with eight sets of optimization problems and three threads. The figure uses
colors and labels to help to visualize the progression of the algorithm step by step. Once all the
threads are assigned their sets of optimization problems, every thread proceeds to solve them in
parallel and to store the outputs in a common data structure, which is accessed in other steps/phases
of PDFE&U. Note that, unlike the case of Step B and Step C of Phase I, this step of PDFE&U
does not have good scalability features because the number of independent sets of optimization
problems is relatively small. However, this step is much less computationally demanding than Step
B and Step C of Phase I, thus its poor scalability features do not compromise the overall
computational efficiency of PDFE&U.
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Figure 6.6: Example of application of the strategy for the efficient distribution of workload
among threads used within Step A of Phase III.

The implementation of Step A of Phase III is certainly more interesting and complex than that of
Step B of the Phase III. However, the implementation of the latter step leads to an important remark,
which is worth mentioning. Specifically, the rationale of implementation of the modified MLE
problem, reported in Step B of Phase III, is reported in Figure 6.7. This figure suggests that a
heuristic optimizer is used to solve this optimization problem. This is mandatory because its
objective function is non-smooth (see Section 6.1.3.2). However, the most important information,
conveyed by Figure 6.7, is the logic used to compute the objective function of this optimization
problem, i.e. the log-likelihood, in every iteration of the optimization procedure. It is evident that
every evaluation of the log-likelihood requires use of different mappings of the existing and
updated PDFUPs. Given the features of the mapping approach, described in Section 6.1.3.1, this
simply comes down to accessing a hash table and retrieving some of the entries. However, if any
non-incremental mapping approach was used to map the existing and updated PDFUPs, every new
evaluation of the log-likelihood would require a partial/complete remapping of both of these PDFs.
The latter scenario would clearly lead to an unaffordable computational cost. Therefore, Figure
6.7 allows us to fully understand how important is the ad-hoc incremental mapping approach,
described in Section 6.1.3.1, to guarantee the feasibility and real-life applicability of the whole
PDFE&U framework.
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Figure 6.7: Rationale of implementation of the modified MLE problem solved in Step B of Phase
III.

PDFE&U: The Tuning Approach
PDFE&U requires selection of only a few tuning parameters and configuration settings, most of
which can be usually set to their defaults without compromising the effectiveness of the framework.
Specifically, the required tuning coefficients are the weighting factors 𝜔𝑘𝑚 and 𝜀𝑘𝑚 used to
increase/decrease the relative importance of the measurements of specific process states in Phases
I and II, the number of level surfaces used to map the existing and updated PDFUPs in Phase III
(𝑁ℓ𝑑𝑚𝑝,𝑒𝑥𝑠 and 𝑁ℓ𝑑𝑚𝑝,𝑢𝑝𝑑 ), and the lower/upper bounds on the combination coefficient enforced in
Phase III (𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 ). The only additional configuration option, which must be provided, is
the parametric basis set (𝜋𝑏𝑠 ) used to approximate all the PDFUPs. Let us first comment on the
tuning coefficients and then address the selection of the basis set.
As previously suggested, 𝜔𝑘𝑚 and 𝜀𝑘𝑚 can be usually set to one, unless some of the process states
are considered to be more important than others. This may happen when the PDF of the uncertain
parameters, computed via PDFE&U, must be used within stochastic dynamic optimization/optimal
control frameworks. In fact, we may want this PDF to reproduce more accurately the probability
distribution, i.e. the uncertainty pattern, of some key state variables of the process model. However,
this circumstance rarely happens, thus it is highly recommended to set all coefficients 𝜔𝑘𝑚 and
𝜀𝑘𝑚 to one. On the other hand, 𝑁ℓ𝑑𝑚𝑝,𝑒𝑥𝑠 and 𝑁ℓ𝑑𝑚𝑝,𝑢𝑝𝑑 clearly influence the accuracy of the
mappings of the existing and updated PDFUPs, thus impact on the accuracy of the final PDFUP
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as well. The optimal values of these coefficients primarily depend on the complexity of the shape
of the existing and updated PDFUPs, thus are usually case-specific. However, heuristic tests
suggest that values of 10, 15 usually provide satisfactory accuracy of the final PDFUP. Finally,
𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 limit the range of ratios with which the modified MLE problem, solved in Step B
of Phase III, can combine the existing and updated PDFUPs. It is difficult to suggest reliable
defaults for these two tuning coefficients because their values are very case-specific. However, a
reasonable choice may be to set 𝜒𝑀𝐼𝑁 to 0.25 and 𝜒𝑀𝐴𝑋 to 0.75. The reader is reminded that the
𝑀𝐼𝑁 𝑀𝐴𝑋 ],
interval [𝜒𝑀𝐼𝑁 , 𝜒𝑀𝐴𝑋 ] must always be a subinterval of [𝜒𝑀𝐼𝑁
, 𝜒𝑀𝐴𝑋 otherwise the latter interval
𝑀𝐼𝑁
𝑀𝐴𝑋
is used. The coefficients 𝜒𝑀𝐼𝑁
and 𝜒𝑀𝐴𝑋
are set to 0.15 and 0.85, respectively.

The last aspect we need to discuss is the selection of 𝜋𝑏𝑠 , which must be a parametric function
endowed of all the features of a PDF (the integral over its domain must equal one, there should be
at a least a set of parameters such that 𝜋𝑏𝑠 has a maximum, and so on). Typically, 𝜋𝑏𝑠 is selected
as a single parametric PDF (a Gaussian, a lognormal, a beta distribution, …) or as a mixing of
different PDFs (any linear combination of known distributions). We cannot suggest any default
formulation of 𝜋𝑏𝑠 because its optimal formulation depends on the specific application scenario.
However, it is essential that 𝜋𝑏𝑠 be as flexible as possible to be able to reproduce the most different
shapes of PDFs. Therefore, in a general setting, it is advisable to formulate 𝜋𝑏𝑠 as a mixing of
different types of symmetric and asymmetric distributions.

Tennessee Eastman Challenge: The Case Study
This section addresses a case study aimed at validating PDFE&U and at assessing the potential
benefits to combining robust dynamic optimization/optimal control (RBSMBO&C) with batch-tobatch dynamic re-estimation of the PDF of the uncertain parameters of the process model
(PDFE&U). The batch system, on which the entire case study relies, is a modified version of the
reaction section of the well-known Tennessee Eastman Challenge. For the sake of clarity, we first
introduce the portion of the case study addressing the validation of PDFE&U, and then describe
the part of the test case studying the effects of the combination of RBSMBO&C and PDFE&U.
The validation of PDFE&U involves a direct comparison of this new strategy with one of the most
popular state-of-the-art approaches for estimation/update of PDFs, i.e. Bayesian Markov-Chain
Monte Carlo (BMCMC). In this test case, we apply both PDFE&U and BMCMC to two PDF
estimation problems, where six and one sets of measurements are available, and to one PDF update
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problem, in which a single set of measurements is available. Moreover, we perform these three
PDF estimation/update problems using three different unknown batch processes, corresponding to
three different instances of the aforementioned batch version of the Tennessee Eastman Challenge.
Finally, we analyze the PDFs yielded by both frameworks in all of these scenarios and measure
their similarity using both statistical analysis and proper contour plots. Note that all of the data
sets, used in this part of the test case, have been generated by simulating optimal batch cycles, via
BSMBO&C or RBSMBO&C, in the presence of occasional process disturbances and assuming
Gaussian measurement error on the process states.
The assessment of the potential benefits arising from the combination of RBSMBO&C and
PDFE&U is studied by comparing two different strategies for the optimal management of batch
campaigns. These two approaches, called Std and NoPdfUpd, rely on two different rationales
described below. Specifically, Std exploits both RBSMBO&C and PDFE&U in an asynchronous
fashion, namely, RBSMBO&C is used to optimize and control in real time the batch cycles of the
production campaign while PDFE&U is employed to re-estimate the PDF of the uncertain
parameters of the process model in the idle time between consecutive batch cycles (see Figure 6.8).
On the other hand, NoPdfUpd only implies using RBSMBO&C to optimize and control online the
batch cycles of the production campaign. Therefore, Std exploits the data coming from successful
batch cycles to dynamically update the PDFUP while NoPdfUpd keeps it constant over the entire
production campaign. In this case study, Std and NoPdfUpd are applied to three different
simulation scenarios, which involve execution of the same batch campaign, comprised of eight
batch cycles, but rely on three different batch processes, corresponding to three different instances
of the aforementioned batch version of the Tennessee Eastman Challenge. The results achieved by
applying Std and NoPdfUpd to the three different batch campaigns are compared on the basis of
the operating conditions and of the performance of the single batch cycles as well as on the basis
of a measure of the performance of the entire production campaigns, i.e. the average cycle
performance. Note that all of the batch cycles of the three aforementioned production campaigns
are performed in the presence of both occasional disturbances and progressive equipment fouling
and Gaussian measurement error on the process states.
The rest of this section addresses a brief description of the batch process, on which this case study
relies, describes the settings and configuration options applied to BSMBO&C, RBSMBO&C,
PDFE&U and BMCMC, and reports the most important results of the two parts of this test case,
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namely, the validation of PDFE&U and the assessment of the benefits to combining PDFE&U
with RBSMBO&C.

Figure 6.8: Strategy for the combined application of RBSMBO&C and PDFE&U to a batch
campaign.

6.4.1 Process description and fed-batch reactor analysis/modelling
The batch process, which this case study relies on, is a fed-batch adaptation of reaction section of
the Tennessee Eastman process, which has been used for decades as a benchmark test for online
optimization and control systems by the process systems engineering community. The kinetic
scheme of the process is shown in Figure 6.9 along with other essential information, i.e. the most
relevant process variables, which may be useful to understand the content of Sections 6.4.3 and
6.4.4. All the information, conveyed by Figure 6.9, is complemented by the dynamic process
model, shown in Eq.(6.17), and by the data included in Table 6.1.
The kinetic scheme, reported in Figure 6.9, suggests this process requires four different reactants
(the components 𝐴, 𝐶, 𝐷 and 𝐸), and produces two desired products (𝐺 and 𝐻) and two sideproducts (𝐹 and 𝑀). The three reagents 𝐶, 𝐷 and 𝐸 are preloaded in the reactor, while the reactant
𝐴 is slowly fed to the reacting medium over time. All the four chemical reactions taking place in
this fed-batch process are highly exothermic and are associated with significantly different
activation energies (see Table 6.1). Therefore, this system exhibits very nonlinear dynamics and is
very difficult to control, especially in terms of the temperature of the reaction medium.
Unfortunately, no violations in the upper bound of the latter temperature are allowed, thus robust
control/optimization techniques are required in order to properly manage this complex process.
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Figure 6.9: Fed-batch reactor drawing (red circles highlight the manipulated variables; blue
squares indicate the uncertain parameters; green hexagons mark the only states whose
measurements are available to PDFE&U and BMCMC; and (R)BSMBO&C stands for either
RBSMBO&C or BSMBO&C).

The dynamic process model, shown in Eq.(6.17) and employed in all the simulations of this test
case, relies on some common assumption, namely, perfect mixing of the reaction medium and of
the cooling jacket, temperature-independent thermodynamic properties, constant density of the
reaction medium, and ideal solutions. Moreover, it is derived under the additional assumption that
all the components of this reaction process are liquid in the allowed range of operating
temperatures.
NR
 dCi F IN IN

 Ci  Ci    il Rl i  1...NC

dt
V
l 1
R

 dVR
 F IN

dt

NC
NR

IN
IN
F  Ci Cpi
H R ,l Rl

 dT
4U
OUT
IN
i 1
l 1
 R 
Tj  TR   NC
T  TR   NC
NC
 dt
DR  Ci Cpi
VR  Ci Cpi
Ci Cpi


i 1
i 1
i 1

 dT jOUT Fj IN
4UVR
 T j  T jOUT  
TR  T jOUT 


Vj
DRV j  j Cp j
 dt

(6.17)

The new symbols introduced in Eq.(6.17) are explained below. Specifically, 𝐶𝑖 and 𝐶𝑖𝐼𝑁 are the
concentration of the i-th component in the reactor and in the feed flow, 𝐹 𝐼𝑁 and 𝐹𝑗 represent the
feed flow and the coolant flow, 𝑇 𝐼𝑁 , 𝑇𝑗𝐼𝑁 , 𝑇𝑗𝑂𝑈𝑇 and 𝑇𝑅 stand for the temperature of the feed flow,
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of the coolant flow at inlet and outlet conditions and of the reaction medium, and 𝑉𝑅 and 𝑉𝑗 are the
volume of liquid in the reactor and in the cooling jacket. The key kinetic, thermodynamic, and
structural parameters are: 𝜈𝑖𝑙 and 𝑅𝑙 , i.e. the stoichiometric coefficient of the i-th component in the
l-th reaction and the reaction rate of the l-th reaction, ∆𝐻𝑅,𝑙 , 𝜌𝑗 , 𝐶𝑝𝑖 and 𝐶𝑝𝑗 , which are the
enthalpy of reaction of the l-th reaction, the coolant density and the specific heat capacity of the ith component and of the coolant, and 𝑈 and 𝐷𝑅 that denote the global heat transfer coefficient and
the reactor diameter. The remaining two parameters, 𝑁𝐶 and 𝑁𝑅 , represent the number of
components in the reaction medium and the number of chemical reactions.
In addition to all the information reported so far, it is also important to list and comment on the
manipulated variables, the disturbances and the states of this fed-batch process as well as the
uncertain parameters of its dynamic model. The manipulated variables are the reactor inflow (𝐹 𝐼𝑁 )
and the coolant flow (𝐹𝑗 ), while the only disturbance we consider is inlet temperature of the cooling
fluid (𝑇𝑗𝐼𝑁 ). The process states can be easily inferred from Eq.(6.17), as they match the differential
variables of the ODE system. The uncertain parameters of the process model, shown in Eq.(6.17),
are the global heat transfer coefficient (𝑈) and the activation energy of the first reaction (𝐸1∗ ).
However, since 𝑈 and 𝐸1∗ are of significantly different orders of magnitude, the real uncertain
parameters, used in all the simulations of this case study, are scaled versions of 𝑈 and 𝐸1∗ , named
𝜐𝑈 and 𝜐𝐸1∗ . The rigorous mathematical definitions of 𝜐𝑈 and 𝜐𝐸1∗ are shown at the end of Table
6.1.
As a last remark, let us list the measured process variables and the assumptions introduced on their
measurement error. We assume we can measure all of the process variables (states, manipulated
variables and disturbances) for optimization/control purposes. However, we also assume we can
only store the measurements of four key state variables (𝐶𝐺 , 𝐶𝐻 , 𝑇𝑅 and 𝑇𝑗𝑂𝑈𝑇 ) in addition to those
of the manipulated variables and of the disturbances. This implies that all the PDF
estimation/update problems, solved in this case study, can only exploit the latter reduced data sets.
Finally, we consider the manipulated variables and the disturbances free of measurement errors,
while we apply random relative errors, which follow 1D Gaussian distributions, to the
measurements of all the process states. Note that the aforementioned features of the measurement
error suggest that the data sets, used in all the PDF estimation/update problems, exhibit
heteroscedasticity.
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Table 6.1: Process data and initial conditions, measurement error features and characteristics of
model uncertainty.
Kinetic data
k10

(1)

 E
R1  k10 exp  
 TR


1


 CACC CD


[m6/kmol2/s]

1.55E+5
See “Model


1

E

[K]

uncertainty
features”

(2)

(3)

(4)

 E 
R2  k exp   2  CACC CE
 TR 
0
2

 E 
R3  k30 exp   3  C A2 CE
 TR 
 E 
R4  k exp   4  CD CH2
 TR 
0
4

k 20

[m6/kmol2/s]

E2

[K]

k30

[m6/kmol2/s]

E3

[K]

k 40

[m6/kmol2/s]

E4

[K]

8950

1.18E+4
6830
7.94E+5
9400
1.16E+6

Thermodynamic data
H R ,1

[kJ/kmol]

-1.08E+5

Cp A

[kJ/kmol/K]

58.2

H R ,2

[kJ/kmol]

-1.32E+5

CpC

[kJ/kmol/K]

133.9

H R ,3

[kJ/kmol]

-1.86E+5

CpD

[kJ/kmol/K]

106.1

H R ,4

[kJ/kmol]

-1.15E+5

CpE

[kJ/kmol/K]

191.8

CpF

[kJ/kmol/K]

267.3

CpG

[kJ/kmol/K]

188.7

Cp j

j

[kJ/kg/K]

1.842

CpH

[kJ/kmol/K]

215.6

[kg/m3]

1000

CpM

[kJ/kmol/K]

256.2

Molecular masses

PM A

[kg/kmol]

14

PM F

[kg/kmol]

60

PM C

[kg/kmol]

28

PM G

[kg/kmol]

74

PM D

[kg/kmol]

32

PM H

[kg/kmol]

88

PM E

[kg/kmol]

46

PM M

[kg/kmol]

92
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Table 6.1 continued
Reactor data

DR

[m]

sj

1

[m]

0.07
See “Model

HR

[m]

U

3.5

[kW/m2/K]

uncertainty
features”

Process data and initial conditions
0
C

[kmol/m3]

10

F IN

[m3/s]

C D0

[kmol/m3]

5

T IN

[K]

IN
A

[kmol/m3]

8

[kmol/m3]

0

Fj

[m3/s]

0

T jIN

[K]

323.15

C

0
E

[kmol/m3]

5

C

Ci0i  C , D , E 

[kmol/m3]

0

CiIN i  A

C

0
323.15

VR0

[m3]

0.75

TR0

[K]

318.15

T jOUT ,0

[K]

318.15

FjMAX

[m3/s]

0.01

VRMAX

[m3]

2.15

F IN , MAX

[m3/s]

0.001

TRMAX

[K]

408.15

Relative measurement error data



ME
Ci ,VR ,TR ,T jOUT

 CME

i i  F ,M 

 CME,C
F

M

[-]

0^

 VME

[-]

1.6E-2^

[-]

0.05^

 TME
R

[-]

6.4E-3^

[-]

0.07^

 TME

[-]

6.4E-3^

R

OUT
j

^ expectations and standard deviations of 1D Gaussian distributions

Model uncertainty features
(1)

(2)

U  Uint UU sc *

E1  E1,int  E E1, sc
1

*

Uint

[kW/m2/K]

0.1

U sc

[kW/m2/K]

0.9


E1,int

[K]

7369


E1,sc

[K]

491

*  U and  E are the actual uncertain parameters used in RBSMBO&C and PDFE&U
1
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6.4.2 Configuration/tuning of BMCMC (Bayesian Markov-Chain Monte Carlo),
PDFE&U, BSMBO&C and RBSMBO&C
In this case study, we make use of four different frameworks, namely, BSMBO&C (this algorithm
allows generation of the data sets used in some of the PDF estimation problems), RBSMBO&C,
PDFE&U and BMCMC (the implementation of Bayesian MCMC, used in this case study, relies
on the framework BAT

[69]

). This sub-section briefly addresses their proper configuration and

tuning.
BSMBO&C and RBSMBO&C require formulation of the two performance functions 𝑓 and 𝑔,
which must be identical for both methodologies, and definition of the optimal values of the antiringing and slope control coefficients (𝑪𝐴𝑅 and 𝑫𝐶 ). Moreover, RBSMBO&C requires additional
information, namely, the values of the tuning coefficients 𝜹, 𝝍, 𝝁, 𝜺, 𝝎 and 𝝋, the maximum
𝑀𝐴𝑋
𝑀𝐴𝑋
number of worst-cases and additional scenarios (𝑁𝑊𝐶
and 𝑁𝐴𝑆
), the formulation of the PDF of

the uncertain parameters of the process model, and the values of the lower/upper bounds on such
uncertain parameters. The formulation of 𝑓 and 𝑔 is reported in Eq.(6.18), where 𝑡𝐵𝐶 and 𝑡0 are
the final time and the initial time of a batch cycle, ΩG , Ω𝐻 , Ωj are three weighting coefficients used
in functions 𝑓 and 𝑔 , and the superscripts “ 𝐵𝐶 ” and “ 0” stand for “evaluated at 𝑡𝐵𝐶 ” and
“computed at 𝑡0 ”, respectively.

 f 1

tBC



BC
BC
BC
V

C
PM


C
PM


F

1


R  G G
G
H H
H 

 j j t j 
g 
0


0
0
0

VR  G CD PM G   H CE PM H 


(6.18)

Note that 𝑓 is set to one while 𝑔 is formulated as a weighted summation of the production of
components 𝐺 and 𝐻 , multiplied by a coolant consumption term minus one (the coolant
consumption term is proportional to the integral over an entire batch cycle of the coolant flow),
divided by a nondimensionalization factor. This structure of 𝑓 and 𝑔 implies that BSMBO&C and
RBSMBO&C are configured to optimize/control a single batch cycle, in which the target is to
maximize the production of the desired products 𝐺 and 𝐻 while minimizing the consumption of
coolant. Since reactant 𝐴 does not appear in Eq.(6.18), we are also indirectly assuming that there
is no performance penalty associated with the consumption of this component. Note also that, since
RBSMBO&C is configured to optimize/control a single batch cycle, the strategies Std and
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NoPdfUpd allow optimal management of a batch campaign by considering only one batch cycle
at a time. This is certainly not optimal, as we already mentioned in Chapter 5, but is not relevant
to the scope of this case study.
On the other hand, the optimal values of the tuning coefficients 𝑪𝐴𝑅 , 𝑫𝐶 , 𝜹, 𝝍, 𝝁, 𝜺, 𝝎 and 𝝋, and
𝑀𝐴𝑋
𝑀𝐴𝑋
the values selected for the parameters 𝑁𝑊𝐶
and 𝑁𝐴𝑆
are summarized in Table 6.2. All of these

coefficients/parameters have been chosen on the basis of the tuning approaches, described in
Chapters 2 and 3, thus no specific comments are necessary. Finally, the PDFUPs, employed by
RBSMBO&C in all of the simulations of this case study, are estimated via PDFE&U. Note that,
unlike all the other application scenarios studied in this thesis, these PDFUPs are not only exploited
to compute or update the scenario map of RBSMBO&C, but also define the lower/upper bounds
on the uncertain parameters used in this framework. The rationale applied to the computation of
the latter bound constraints is reported at the end of Table 6.2 (the numerical values of some of the
parameters involved in this computation will be reported later on).

Table 6.2: Tuning parameters and settings for BSMBO&C and RBSMBO&C.
Adaptive coefficients of functions 𝒇 and 𝒈

G

[-]

0 to 1^

H

[-]

0 to 1^

j

[1/kg]

1.5E-5

^ the summation of G and H must always equal one

Tuning parameters of the optimization/control layer (BSMBO&C/RBSMBO&C)

CAR

F 
IN

*

1.25E+11

CAR  F 
j

*

2.5E+9

DC  k 

*

0

* units of measure not reported

Tuning coefficients of the scenario map update/generation algorithm (RBSMBO&C)
MAX
WC

[-]

3

MAX
N AS

[-]

6

C

G

[-]

1E-6**

C

H

[-]

1E-6**

T

R

[-]

∞**

C

G

[-]

1E-6**

C

H

[-]

1E-6**

T

R

[-]

1**

C

G

[-]

1E-8**

C

H

[-]

1E-8**

TR

[-]

0.01**

 CG

[-]

1E-6**

 CH

[-]

1E-6**

T

[-]

10**

N

R
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Table 6.2 continued
C

G

C

G

** any other

[-]

1**

C

[-]

1E-3**

C

 ,



,

,

, 

and



H

H

[-]

1**

T

R

[-]

1**

[-]

1E-3**

TR

[-]

2E-3**

type coefficient is set to zero

Limits of the RBSMBO&C uncertainty space

 UMIN



MIN
E1

[-]

  3.25 ^^

 UMAX

[-]

  3.25 ^^

[-]

  3.25 ^^



[-]

  3.25 ^^

U

U

E1

E1

MAX
E1

U

U

E1

E1

^^ these formulas are valid if  UMIN ,  EMIN
,  UMAX and EMAX
do not exceed  UMIN
, EMIN
,  UMAX
and EMAX
…the




, MIN
, MAX
, MIN
, MAX
1

1

1

1

latter values are used otherwise
^^  ,  ,   and   are computed via the joint PDF of  U and  E
U

U

E1

1

E1

After analyzing the configuration of BSMBO&C and RBSMBO&C, let us comment on the
settings applied to PDFE&U. This framework requires formulation of the parametric basis set
(𝜋𝑏𝑠 ), used to estimate all of the PDFUPs, selection of the values of few tuning coefficients, i.e.
𝜔𝑘𝑚 , 𝜀𝑘𝑚 , 𝑁𝑙𝑠𝑒𝑥𝑠 and 𝑁𝑙𝑠𝑢𝑝𝑑 , and definition of the lower/upper bounds on the combination
coefficient (𝜒𝑀𝐼𝑁 , 𝜒𝑀𝐴𝑋 ), on the parameters of 𝜋𝑏𝑠 and on the uncertain parameters of the process
model.
The basis set 𝜋𝑏𝑠 is chosen as a mixing of lognormal distributions, in which all the single
lognormal terms share the same weighting coefficient. Its mathematical formulation is reported in
𝑝𝑑𝑓

Eq.(6.19), where 𝑁𝑡

, 𝜓𝜐𝑈𝜐𝐸∗ ,𝑞 , 𝜎̃𝜐𝑈,𝑞 , 𝜎̃𝜐𝐸∗ ,𝑞 , 𝜇̃𝜐𝑈,𝑞 and 𝜇̃𝜐𝐸∗ ,𝑞 are the number of lognormal
1

1

1

terms in the mixing and the adaptive coefficients of 𝜋𝑏𝑠 . This particular formulation of 𝜋𝑏𝑠 has
been selected because allows accurate approximation of asymmetric PDFs and simple tuning of
𝑝𝑑𝑓

the complexity of the basis set. Note that the range of values of 𝑁𝑡

used in the PDF estimation

problems, solved in this case study, is reported in Table 6.3.
On the other hand, the selection of the tuning coefficients 𝜔𝑘𝑚 , 𝜀𝑘𝑚 , 𝑁𝑙𝑠𝑒𝑥𝑠 and 𝑁𝑙𝑠𝑢𝑝𝑑 has been
performed according to the guidelines described in Section 6.3. The results achieved are
summarized in Table 6.3. Finally, Table 6.3 also includes the values of the lower/upper bounds on
the combination coefficient, on the parameters of 𝜋𝑏𝑠 and on the uncertain parameters of the

215
process model. It is evident that the values of 𝜒𝑀𝐼𝑁 and 𝜒𝑀𝐴𝑋 are compliant with the guidelines
reported in Section 6.3. Moreover, it is important to stress that the lower/upper bounds on 𝜐𝑈 and
𝑀𝐼𝑁
𝑀𝐴𝑋
∗
∗
𝜐𝐸1∗ enforced in PDFE&U, i.e. 𝜐𝑈,𝑀𝐼𝑁
, 𝜐𝐸𝑀𝐼𝑁
, 𝜐𝑈,𝑀𝐴𝑋
, 𝜐𝐸𝑀𝐴𝑋
, do not match those used within
1 ,𝑀𝐼𝑁
1 ,𝑀𝐴𝑋

RBSMBO&C. The first set of bound constraints is fixed (see Table 6.3), while the second depends
on the joint PDF of 𝜐𝑈 and 𝜐𝐸1∗ , thus changes as a function of the features of this PDF. It is
important to keep in mind this distinction in order to properly analyze the results of this test case.
pdf


1 Nt norm
1  frac
 bs  pdf   q exp  corr  U ,q
N t q 1
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Table 6.3: Tuning parameters and configuration options for PDFE&U.
General settings


MIN
U , MIN

[-]

0.4*

 UMAX
, MAX

[-]

1.6*

 EMIN, MIN

[-]

0.4*

 EMAX
, MAX

[-]

1.6*

q  1...Ntpdf

[-]

-3

MAX
,q

q  1...Ntpdf

[-]

1

MIN, q q  1...N tpdf

[-]

-3

MAX, q q  1...N tpdf

[-]

1

MIN, q

q  1...Ntpdf

[-]

1E-4

MAX
,q

q  1...Ntpdf

[-]

3

MIN, q q  1...N tpdf

[-]

1E-4

MAX, q q  1...N tpdf

[-]

3

[-]

-0.8

 MAX
q  1...N tpdf
 ,q

[-]

0.8


1

MIN, q
U

E1

U

E1

 MIN


U E , q
1

q  1...N tpdf


1

U

E1

U

E1

U E
1
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Table 6.3 continued
* these bounds on  U and  E are used only in the PDF estimation/update steps
1

Tuning coefficients

 MAX

[-]

0.75

14

N lsupd

[-]

14

[-]

1

 k

[-]

1

[-]

1 to 3

 MIN

[-]

0.25

N lsexs

[-]

k

m

N tpdf

m

In conclusion, let us briefly outline the settings applied to BMCMC. This framework has been
configured using the default settings for medium-to-high PDF approximation accuracy, which
imply use of five Markov chains, each running for 5∙105 iterations. In addition, the likelihood
function, supplied to BMCMC, is formulated so as to account for heteroscedasticity in the usersupplied data sets and relies on the true values of the variances of the measurement error, reported
in Table 6.1. These conservative settings insure that the predictions of BMCMC are as accurate as
possible.
6.4.3 Results of the validation of PDFE&U in both PDF estimation and PDF update
scenarios
This section analyzes the results of nine different PDF estimation/update problems addressed using
both PDFE&U and BMCMC. These nine problems arise from the combination of three different
PDF estimation/update problems solved in three different scenarios, named S1, S2 and S3. In turn,
every scenario relies on a different batch system, which is a particular instance of the process
described in Section 6.4.1. All the results of the nine aforementioned PDF estimation/update
problems are summarized in Table 6.4. However, for the convenience of the reader, some of the
results of three of the nine PDF estimation/update simulations are also reported in four figures
(Figure 6.10, Figure 6.11, Figure 6.12 and Figure 6.13), comprised of several contour plots.
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Table 6.4: Comparison of the PDFs yielded by both PDFE&U and BMCMC in different PDF
estimation/update problems using several statistical indices.
Scenario S1: [νUReal, νE1*Real ] → [1.2 - 0.6]
PDF estimation problem (6 data sets)
PDFE&U

PDFE&U

PDFE&U

N tpdf = 3

N tpdf = 2

N tpdf = 1

PDF estimation

PDF update problem

problem (1 data set)

(1 data set)

PDFE&U
BMCMC

N tpdf = 1

PDFE&U
BMCMC

N tpdf = 1

BMCMC

U

[-]

1.015

1.181

1.180

1.186

1.309

1.220

1.273

1.202



[-]

0.495

0.602

0.602

0.598

0.601

0.601

0.596

0.594

[-]

1.165

1.168

1.132

1.186

1.252

1.222

1.229

1.201

[-]

0.605

0.605

0.598

0.598

0.595

0.601

0.597

0.594

U

[-]

3.626E-1

2.282E-1

2.088E-1

6.382E-3

2.376E-1

1.499E-2

2.052E-1

1.347E-2



[-]

2.211E-1

5.674E-2

5.278E-2

1.451E-3

5.695E-2

4.052E-3

2.151E-2

3.961E-3

[-]

4.850E-2

-3.733E-3

-3.197E-3

-

-2.928E-3

-

-

-

[-]

1.640

4.022

3.956

4.398

4.172

3.699

9.536

3.401

[-]

0.605

-0.288

-0.290

-0.010

-0.216

-0.230

-

-

telapsed [h]

0.45

0.31

0.27

24.28

0.50

5.55

0.05

9.78

E1





U

E1

E1

U 
E1

U


E1



U  E
1

 
U

E1

Scenario S2: [νUReal, νE1*Real ] → [1.2 - 1.0]
PDF estimation problem (6 data sets)
PDFE&U

PDFE&U

PDFE&U

N tpdf = 3

N tpdf = 2

N tpdf = 1

PDF estimation

PDF update problem

problem (1 data set)

(1 data set)

PDFE&U
BMCMC

N tpdf = 1

PDFE&U
BMCMC

N tpdf = 1

BMCMC

U

[-]

1.193

1.188

1.183

1.194

1.297

1.210

1.296

1.207



[-]

1.002

1.005

1.003

0.998

1.001

1.001

0.997

0.995

[-]

1.176

1.172

1.139

1.193

1.245

1.210

1.266

1.207

[-]

1.004

1.004

1.001

0.998

1.000

1.001

0.997

0.995





E1

U

E1
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Table 6.4 continued
U

[-]

2.157E-1

2.264E-1

1.944E-1

5.975E-3

2.254E-1

1.478E-2

1.656E-1

1.072E-2



[-]

5.116E-2

5.494E-2

4.796E-2

1.436E-3

5.657E-2

3.845E-3

1.810E-2

4.106E-3

[-]

-6.697E-4

2.255E-3

-1.656E-3

-

-4.944E-3

-

-

-

[-]

4.217

4.121

4.053

4.161

3.985

3.844

9.150

2.611

[-]

-0.061

0.181

-0.178

-0.020

-0.388

-0.380

-

-

0.25

0.38

0.28

19.63

0.06

5.42

0.05

9.33

E1

U 
E1

U


E1



U  E
1

 
U

E1

telapsed [h]

Scenario S3: [νUReal, νE1*Real ] → [1.2 - 1.4]
PDF estimation problem (6 data sets)
PDFE&U

PDFE&U

PDFE&U

N tpdf = 3

N tpdf = 2

N tpdf = 1

PDF estimation

PDF update problem

problem (1 data set)

(1 data set)

PDFE&U
BMCMC

N tpdf = 1

PDFE&U
BMCMC

N tpdf = 1

BMCMC

U

[-]

1.221

1.199

1.199

1.203

1.284

1.202

1.315

1.208



[-]

1.404

1.403

1.403

1.399

1.401

1.401

1.394

1.393

[-]

1.188

1.189

1.164

1.203

1.222

1.202

1.279

1.208

[-]

1.404

1.404

1.403

1.399

1.403

1.401

1.395

1.393

U

[-]

2.213E-1

1.803E-1

1.717E-1

3.664E-3

2.430E-1

1.483E-2

1.828E-1

8.272E-3



[-]

5.236E-2

4.733E-2

4.560E-2

1.238E-3

5.615E-2

3.728E-3

2.114E-2

4.018E-3

[-]

1.034E-3

-2.738E-3

-2.529E-3

-

-6.975E-3

-

-

-

[-]

4.227

3.809

3.765

2.960

4.328

3.978

8.647

2.059

[-]

0.089

-0.321

-0.323

-0.290

-0.511

-0.480

-

-

telapsed [h]

0.38

0.29

0.28

20.24

0.05

5.32

0.03

9.15

* symbols U and

 indicate the position of the mode of the joint PDF of  U and  E

E1





U

E1

E1

U 
E1

U


E1



U  E
1

 
U

E1

E1


1
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In order to assess the effectiveness of PDFE&U, we can compare some key statistical indices
related to the PDFs, computed using this new approach, and to those, estimated using BMCMC,
in all of the nine aforementioned PDF estimation/update simulations. All the data included in Table
6.4 show that the values of the expectations and of the modes of the PDFs, computed via PDFE&U,
are comparable to the values of the same statistical indicators related to the PDFs, estimated by
BMCMC. This observation is confirmed by the contour plots reported in Figure 6.10, Figure 6.11
and Figure 6.12.

Figure 6.10: Contour plots of the PDFs yielded by PDFE&U (a, b, c) and by BMCMC (d) in the
𝑝𝑑𝑓

PDF estimation problem, based on six data sets, belonging to scenario S2 (a – 𝑁𝑡
𝑝𝑑𝑓

𝑁𝑡

𝑝𝑑𝑓

= 2; c – 𝑁𝑡

= 1; b –

= 3).

However, it is also evident that the expectation and the mode of 𝜐𝐸1∗ are estimated slightly more
accurately than those of 𝜐𝑈 . This is because the model of the batch process, used in this validation
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study, is much more sensitive to 𝜐𝐸1∗ than it is to 𝜐𝑈 . Therefore, we can assume that all the
optimization problems, related to the first phase of PDFE&U, are solved more accurately with
respect to 𝜐𝐸1∗ . Consequently, all the PDFs, computed by PDFE&U, can better reproduce the
statistical properties of 𝜐𝐸1∗ .
At this stage, we can go back to Table 6.4 and focus on another type of statistical index, i.e. the
variances of 𝜐𝐸1∗ and 𝜐𝑈 . We can note that the variances associated with all the PDFs, computed
via PDFE&U, are significantly larger than those related to the PDFs, estimated by BMCMC. In
other words, PDFE&U leads to overestimating variances significantly, even up to forty times.
However, the reader can also observe that this variance overestimation trend is roughly four times
more pronounced for the PDF estimation problems, based on six data sets. Again, all of these
observations are confirmed by the contour plots shown in Figure 6.10, Figure 6.11 and Figure 6.12
(notice that the axis scales in the contour plots are significantly different). This unusual trend,
related to variance overestimation, may be caused by the structure of Phase I of PDFE&U, and,
specifically, by the fact that Step C of this phase, i.e. the projection of the state measurements onto
the uncertainty space, is executed for every single data set independently. In fact, this implies
neglecting the mutual interactions among state measurements of different data sets, which may
help to gather the projections of all the state measurements closer to each other, thus allowing
PDFE&U to estimate the variance of the resulting PDF more accurately.

Figure 6.11: Contour plots of the PDFs yielded by PDFE&U (a) and by BMCMC (b) in the PDF
𝑝𝑑𝑓

estimation problem, based on a single data set, belonging to scenario S1 (𝑁𝑡

= 1).
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Another interesting statistical indicator we have to analyze is the ratio of the variances of 𝜐𝐸1∗ and
𝜐𝑈 , which provides insight on the qualitative shape of a PDF. The results summarized in Table 6.4
suggest that the values of this statistical index, associated with the PDFs estimated by PDFE&U,
are comparable to those of the same index, related to the PDFs computed by BMCMC, in all the
PDF estimation problems. Conversely, the same trend does not apply to the PDF update
simulations. In fact, the shapes of the contour plots of all the PDFs, shown in Figure 6.10, are
similar, and the same observation holds true for Figure 6.11. These two figures refer to PDF
estimation problems. On the contrary, if we analyze Figure 6.12, which refers to a PDF update
problem, we can observe that the contour plot of the PDF, evaluated using PDFE&U, is much
more elongated than that of the PDF, computed using BMCMC. This trend may be caused by the
type of basis set used in all the PDF update simulations, which is comprised of a single lognormal
distribution. This simple basis set may not be flexible enough for this particular type of simulation
scenario. In the future, we will further investigate this issue.

Figure 6.12: Contour plots of the PDFs yielded by PDFE&U (a) and by BMCMC (b) in the PDF
𝑝𝑑𝑓

update problem, based on a single data set, belonging to scenario S1 (𝑁𝑡

= 1).

The last statistical indicator, which is worth analyzing, is the Pearson correlation coefficient. The
results reported in Table 6.4 show that the Pearson correlation coefficients, related to the PDFs
estimated with PDFE&U, are similar to those, associated with the PDFs computed by BMCMC,
in the PDF estimation problems based on a single data set (see also Figure 6.11). However, this
observation is no longer valid for the PDF estimation problems, relying on six data sets. For
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example, this is evident in Figure 6.10, where the contour plots of the PDFs, estimated by
PDFE&U, are slightly rotated clockwise, while the contour plot of the PDF, estimated via
BMCMC, shows no sign of rotation. Again, this overall trend may be due to fact that Step C of the
first phase of PDFE&U, i.e. the projection of the state measurements onto the uncertainty space,
is executed for every single data set independently. This is the second piece of evidence suggesting
that this step of PDFE&U should be applied to all the sets of measurements simultaneously. This
is subject for future work.
This comparative analysis of the results yielded by PDFE&U and by BMCMC, in a significant
number of different conditions, suggests that PDFE&U can provide good estimates of the measures
of central tendency while tends to significantly overestimate the indices of dispersion. However,
it is often able to provide a reasonable estimate of the qualitative shape of a PDF. Despite PDFE&U
does not prove to be as accurate and reliable as BMCMC, it is significantly more computationally
efficient. All the data summarized in Table 6.4 provide evidence that the average runtime of any
PDF estimation/update simulation, performed using PDFE&U, is almost two orders of magnitude
smaller than that of the same type of simulation, carried out using BMCMC. Therefore, PDFE&U
represents a very good trade-off between accuracy and computational efficiency, and demonstrates
to be suitable for time-critical application scenarios, e.g. online stochastic optimization/control and
robust virtual-sensing.

Figure 6.13: Contour plots of the two lognormal terms of the PDF yielded by PDFE&U in the
PDF estimation problem, based on six data sets, belonging to scenario S2 (a – 1st lognormal
term; b – 2nd lognormal term).
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The last aspect, which is worth analyzing, is how the results achieved by PDFE&U vary as a
function of the complexity of the basis set selected. The data included in Table 6.4 seem to suggest
that there is limited improvement in the accuracy of the results yielded by PDFE&U, when the
number of lognormal terms in the basis set increases from one to three (the first column of scenario
S1 is clearly an exception, which is probably due to numerical problems). This improvement seems
to be neither significant nor proportionate to the corresponding loss of computational efficiency.
However, the variation of the number of term in the basis set of PDFE&U seems to have a nonnegligible effect on the shape of the contour plots shown in Figure 6.10. Specifically, it seems that
the variances of 𝜐𝐸1∗ and 𝜐𝑈 decrease as the number of terms in the basis set increases. This effect
is observed because one of the terms in the basis set tends to reduce its variance and increase its
average probability density, while the others are still associated with large variances and much
smaller probability densities. Consequently, the contour plot primarily shows the first
aforementioned term and gives the false impression that the variance of the overall PDF, given by
the linear combination of all the terms in the basis set, is decreasing. All of these observations are
confirmed by Figure 6.13, where we show the two lognormal terms that comprise the PDF shown
in chart 𝑏 of Figure 6.10. This analysis of Figure 6.10 and Figure 6.13 confirms that the variation
of the number of term in the basis set of PDFE&U slightly influence the statistical properties of
the corresponding PDFs but does influence their shape. In particular, Figure 6.10 seems to suggest
that an increase in the complexity of the basis set allows PDFE&U to provide more accurate results
in terms of the shape of the estimated PDF.
6.4.4 Results of the analysis of the benefits insured by the combination of PDFE&U and
RBSMBO&C
This section analyzes the results of three different batch campaigns, performed via both the Std
approach and the NoPdfUpd strategy, which differ only in the features of the batch processes, on
which they rely. The initial features of these processes are the same as those of the fed-batch
systems of scenarios S1, S2 and S3, used in the validation of PDFE&U (Section 6.4.3). Therefore,
we will refer to the three aforementioned production campaigns as batch campaigns S1, S2 and S3.
Since we aim at assessing the potential benefits to combining stochastic dynamic optimization and
optimal control with batch-to-batch dynamic PDF update, we have to use two main criteria to
compare the results generated by the application of Std and NoPdfUpd to the production
campaigns S1, S2 and S3. The first criterion involves analysis of the degree of robustness insured
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by Std and NoPdfUpd, which implies examining the operating conditions of all the batch cycles
of the aforementioned campaigns to seek for constraint violations. The second criterion involves
quantification of the performance of the aforementioned batch campaigns. These two criteria will
be extensively applied in the rest of this sub-section.

Figure 6.14: Dynamic variation in the features of the real fed-batch processes over the three
production campaigns due to equipment fouling (a – Std; b – NoPdfUpd).

Before analyzing the degree of robustness and the process performance ensured by Std and
NoPdfUpd, it is useful to outline the effects of cumulative equipment fouling and describe if/how
Std and NoPdfUpd can mitigate the consequences of this phenomenon. Figure 6.14 shows the
dynamic variation in the features of the three fed-batch processes, corresponding to the batch
campaigns S1, S2 and S3, over consecutive batch cycles. By the end of the three production
campaigns, i.e. after eight batch cycles, the heat transfer coefficients of the three corresponding
fed-batch reactors are roughly halved. Note that the overall reduction in the value of 𝑈 ,
experienced in eight batch cycles, is slightly different in the three campaigns because we suppose
the fouling rate is constant, and both Std and NoPdfUpd can optimize the duration of their target
batch operation.
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Figure 6.15: Constant dimension of the uncertainty space of RBSMBO&C employed by
NoPdfUpd versus dynamic modifications in the features of the real fed-batch process due to
equipment fouling (the interval [ncycle, ncycle + 1] shows the features of the real fed-batch process
over the batch cycle ncycle).
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Figure 6.16: Batch-to-batch variation in the dimension of the uncertainty space of RBSMBO&C
computed by Std as a reaction to the dynamic modifications in the features of the real fed-batch
process due to equipment fouling (the interval [ncycle, ncycle + 1] shows the features of the real
fed-batch process over the batch cycle ncycle).
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Figure 6.17: Optimal temperature profiles of all the batch cycles in all of the production
campaigns (a – Std; b – NoPdfUpd).

The strategies applied by Std and by NoPdfUpd to react to this dynamic variation in the properties
of their target batch process are radically different. Specifically, NoPdfUpd can only rely on the
inherent robustness of RBSMBO&C to make sure that the operating conditions of all the batch
cycles of the campaigns S1, S2 and S3 lie in the allowable operating region of the batch process.
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However, this type of device will only prove reliable until the features of the real batch process, to
which NoPdfUpd is applied, lie inside the uncertainty space of RBSMBO&C. Since fouling is
cumulative, the latter condition will soon or later be violated. Figure 6.15 shows that the heat
transfer coefficient of the real fed-batch process almost reaches the lower bound on 𝜐𝑈 in the
production campaign S3 and lies quite close to the same lower bound by the end of the batch
campaigns S1 and S2. This suggests that, in this case study, NoPdfUpd should be able to insure
feasible operation of the fed-batch reactor, in all of the batch cycles of the campaigns S1, S2 and
S3, but this strategy is also expected to lead to a progressive loss of process performance over
consecutive batch cycles. In fact, stochastic NMPC/DRTO frameworks insure maximum
performance when the target process lies far away from the boundaries of the uncertainty space.
On the other hand, Std can still rely on the inherent robustness of RBSMBO&C to insure feasible
process operation but can also update the PDF of the uncertain parameters of the model of the fedbatch reactor on a batch-to-batch basis. Therefore, it can automatically and dynamically detect
changes in the features of the real fed-batch process and can modify the process model accordingly.
Figure 6.16 shows that Std can track the variations in the heat transfer coefficient of the fed-batch
process over the batch campaigns S1, S2 and S3, and can adjust the dimension of the uncertainty
space of RBSMBO&C accordingly. Note that the dimension of the uncertainty space of
RBSMBO&C is also automatically adjusted with respect to 𝜐𝐸1∗ , even though this uncertain
parameter does not change over consecutive batch cycles. This is because the data, which
progressively become available in new batch cycles, allows reducing the variance of the PDF of
the uncertain parameters with respect to 𝜐𝐸1∗ , thus permits tightening the lower/upper bounds 𝜐𝐸1∗ .
On the basis of these observations, we can infer that, in this case study, Std should be able to insure
feasible operation of the fed-batch reactor in all of the batch cycles of the campaigns S1, S2 and
S3, and should also allow mitigating the progressive loss of process performance due to fouling.
After describing the effects of fouling and the rationale applied by Std and NoPdfUpd to
compensate for them, we can confirm whether these compensation strategies can insure feasible
operation of the fed-batch reactor in all the batch cycles of the campaigns S1, S2, S3. This implies
analysis of the temperature profiles reported in Figure 6.17 (we remind the reader that the only
critical operational constraint is assumed to be the maximum allowable temperature of the reaction
medium). The charts shown in this figure confirm that no violations of the maximum temperature
threshold are ever observed in every possible condition, thus both Std and by NoPdfUpd insure a
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satisfactory degree of robustness. Figure 6.17 also conveys an additional important information.
Specifically, it shows that equipment fouling has a different effect on the optimal operating
conditions of the batch cycles of different campaigns. Campaigns S3 and S2 seem to be affected
more drastically by fouling than campaign S1. Therefore, we expect to see larger differences in
the process performance insured by Std and by NoPdfUpd in campaigns S2 and S3. The latter
hypothesis is confirmed by Table 6.5.

Table 6.5: Average nondimensionalized cycle performance computed over the entire production
campaigns.
Simulation type: Std

f

RBSMBO & C
obj , ave

[-]

&C

   f objRBSMBO
, ave

Std  NoPdfUpd

[%]

Simulation type: NoPdfUpd

Scenario

Scenario

Scenario

Scenario

Scenario

Scenario

S1

S2

S3

S1

S2

S3

0.6354

0.5468

0.4498

0.6357

0.5396

0.4443

-

-

-

0.047

-1.317

-1.223

Indeed, Std and NoPdfUpd seem to ensure the same average cycle performance (average value of
-𝑓 ∗ 𝑔 computed using all the batch cycles of a production campaign) in campaign S1, but Std
seems to guarantee average cycle performances slightly higher than those achieved by NoPdfUpd
in campaigns S2 and S3.

Figure 6.18: Nondimensionalized performance of all the batch cycles in all of the the production
campaigns (a – Std; b – NoPdfUpd; -fobjRBSMBO&C = -𝑓 ∗ 𝑔).
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In addition to the numerical values of the average cycle performance, it is important to analyze the
trend of variation of process performance over consecutive batch cycles, in single production
campaigns. Figure 6.18 shows these trends for the batch campaigns S1, S2 and S3, optimized by
both Std and NoPdfUpd. The performance trends associated to NoPdfUpd are always
monotonically decreasing while two of three trends related to Std are monotonically decreasing
for the first five cycles but are monotonically increasing in the last three cycles. This observation
suggests that the progressive update/improvement of the PDF of the uncertain parameters of the
process model, applied in Std, tends to lead to benefits in process performance in the long term.
This analysis of the effects of combining RNMPC/RDRTO and batch-to-batch dynamic update of
the PDF of the uncertain parameters of the process model suggests that this practice is beneficial
for it may drive the target process to higher performance, minimize the risk for violation of
operational constraints, and reduce the need for performing periodic maintenance operations on
the model-based optimization/control framework.
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7. NEW STRATEGY FOR THE BATCH-TO-BATCH DYNAMIC
IDENTIFICATION OF THE OPTIMAL UNCERTAINTY SET FOR
STOCHASTIC DYNAMIC OPTIMIZATION/OPTIMAL CONTROL

This chapter describes an innovative strategy for the batch-to-batch selection of the uncertainty set,
which must be supplied to a target stochastic NMPC/DRTO engine, in order for it to insure the
highest degree of robustness and/or the maximum process performance. This specific uncertainty
set, called optimal uncertainty set, is a particular ensemble of the uncertain parameters of the
process model, exploited by the target stochastic NMPC/DRTO engine. This approach to the
identification of the optimal uncertainty set, named DSASUP (Dynamic Selection of the Active
Set of Uncertain Parameters), relies on a combination of approximate statistical analysis, ad-hoc
multi-point sensitivity analysis and novel ranking criteria, and exploits many concepts already
introduced in previous chapters of this thesis. Therefore, for the sake of brevity, we will only
describe its new aspects in detail and will redirect the reader to previous thesis chapters, whenever
a concept or methodology has already been discussed elsewhere. Note that this approach represents
a significant step forward with respect to the current state of the art because, to the knowledge of
the author, no similar method has ever been proposed.
In the rest of this chapter, we describe the architecture of DSASUP, report some remarks on the
implementation logics of this new approach and demonstrate this new strategy on a case study,
which is based on the same benchmark system, described in Chapter 6.

DSASUP: The Algorithm Description
DSASUP is a two-step strategy, in which the first step is executed offline while the second step is
executed on a batch-to-batch basis, i.e. at the end of every new batch cycle. The first step implies
identification of those uncertain parameters, which have the most impact on the model predictions
over a wide range of operating conditions. Let 𝑆𝑈𝑃𝑡𝑜𝑡 be the set of these uncertain parameters and
let 𝑁𝑝𝑡𝑜𝑡 be the number of parameters included in 𝑆𝑈𝑃𝑡𝑜𝑡 (𝑁𝑝𝑡𝑜𝑡 ≤ 10, 15). This first step is
performed via well-known strategies, e.g. sensitivity analysis and/or empirical knowledge of the
batch process, thus is not described in detail. The second step involves analysis of the set 𝑆𝑈𝑃𝑡𝑜𝑡
and identification of its optimal subset of the more relevant 𝑁𝑝 uncertain parameters, which
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represents the optimal uncertainty set, i.e. 𝑆𝑈𝑃 (𝑁𝑝 is user defined and is usually determined by
computational limitations). This second step is composed of four different phases, named Phase I,
Phase II-A, Phase II-B and Phase III, which are executed according to the rationale shown in Figure
7.1.

Figure 7.1: Architecture of the second step of DSASUP.

More precisely, Phase I involves use of PDFE&U to evaluate/update all the joint probability
density functions of the potential 𝑆𝑈𝑃s included in 𝑆𝑈𝑃𝑡𝑜𝑡 , called the 𝑃𝐷𝐹𝑈𝑃 s. This phase
requires the operating conditions of the previous successful batch cycle, the model of the batch
process and the joint probability density functions of any of the potential 𝑆𝑈𝑃s. The results of
Phase I are used to perform the two independent phases called Phase II-A and Phase II-B. The first
estimates the statistical properties all the uncertain parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 via the information
provided by the 𝑃𝐷𝐹𝑈𝑃s, calculated in Phase I. The second computes the global sensitivity indices
of all the parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 , which measure the sensitivity of the model of the batch process
to those uncertain parameters. Finally, Phase III combines the global sensitivity indices and the
approximate stochastic properties of the uncertain parameters, computed in Phase II, to calculate
the ranking indices of all the potential 𝑆𝑈𝑃s included in 𝑆𝑈𝑃𝑡𝑜𝑡 . The maximum ranking index
identifies the optimal uncertainty set, i.e. 𝑆𝑈𝑃.
Note that, although DSASUP is primarily aimed at the batch-to-batch, dynamic identification of
the optimal uncertainty set, it also generates additional useful information as a side-product,
namely a set of expected values for those uncertain parameters that belong to 𝑆𝑈𝑃𝑡𝑜𝑡 but are not
included in 𝑆𝑈𝑃. The latter can be supplied, together with the 𝑆𝑈𝑃 and its joint PDF, to the target
stochastic NMPC/DRTO engine, which can integrate all of this information into the uncertain
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model of the batch process and use this updated model to optimize/control the next batch cycle in
real time.
7.1.1 Estimation or update of the probability distributions of all the potential optimal
uncertainty sets (Phase I)
This first phase of DSASUP simply involves use of PDFE&U to evaluate/update the 𝑃𝐷𝐹𝑈𝑃s, i.e.
the joint probability density functions of the potential 𝑆𝑈𝑃s included in 𝑆𝑈𝑃𝑡𝑜𝑡 . Therefore, it
requires the operating conditions of the previous batch cycle (the trajectories of the states, of the
manipulated variables and of the disturbances), the model of the batch process and the joint
probability density functions of any of the potential 𝑆𝑈𝑃s. Since PDFE&U has already been
described in Chapter 6, we redirect the reader to this chapter for further information on how the
estimation/update of the 𝑃𝐷𝐹𝑈𝑃s is carried out.
7.1.2 Approximate evaluation of the stochastic properties of all the uncertain parameters
(Phase II-A)
In this phase, we calculate an approximation of the expectation 𝜇𝑖𝑝 , of the standard deviation 𝜎𝑖
and of the global mode 𝜐𝑖𝑝 of every single parameter of 𝑆𝑈𝑃𝑡𝑜𝑡 as well as an estimate of the
covariance 𝜎𝑖𝑗 of each pair of parameters belonging to 𝑆𝑈𝑃𝑡𝑜𝑡 . In order to calculate all of these
statistical indices, we follow a two-step procedure. Specifically, first, we compute the values of
𝑝
𝑝
the expectation 𝜇̅𝑖𝑘
, of the standard deviation 𝜎̅𝑖𝑘 and of the global mode 𝜐̅𝑖𝑘
of every parameter of

𝑆𝑈𝑃𝑡𝑜𝑡 , using the 𝑃𝐷𝐹𝑈𝑃s estimated in Phase I. In addition, we also evaluate the values of the
covariance 𝜎̅𝑖𝑗𝑘 of every pair of parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 , via the same probability distributions.
𝑝
𝑝
Second, we compute the average of the different 𝜇̅𝑖𝑘
, 𝜎̅𝑖𝑘 , 𝜐̅𝑖𝑘
and 𝜎̅𝑖𝑗𝑘 that correspond to the same

uncertain parameter but to different 𝑃𝐷𝐹𝑈𝑃s. The mathematical formulation of this procedure is
reported in Eq.(7.1-7.4), where 𝑁𝑖𝑃𝐷𝐹𝑈𝑃 and 𝑁𝑖𝑗𝑃𝐷𝐹𝑈𝑃 are the number of 𝑃𝐷𝐹𝑈𝑃s that depend on
the i-th uncertain parameter of the process model and on the i-th and j-th parameters of the process
model (it is evident that not all 𝑃𝐷𝐹𝑈𝑃s depend on all the parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 ).
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It is important to note that this procedure yields approximate values of the aforementioned
statistical properties of the uncertain parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 . However, the goal of this phase is to
compute and order of magnitude of those properties, which can be used to compute the ranking
indices described later on. Finally, note that this phase requires solution of as many optimization
problems as the number of 𝑃𝐷𝐹𝑈𝑃s, which have to solved to global optimality. Fortunately, the
number of uncertain parameters included in every 𝑆𝑈𝑃 is small, e.g. 2 – 4. Thus, the solution of
these optimization problems is not particularly computationally demanding.
7.1.3 Calculation of the sensitivity indices of all the uncertain parameters (Phase II-B)
In Phase II-B, we compute the sensitivity indices 𝑆𝐼𝑖𝑝 of all the parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 , which
measure the sensitivity of the model of the batch process to those uncertain parameters. The
evaluation of 𝑆𝐼𝑖𝑝 is complex because the sensitivity of the process model to any uncertain
parameter depends both on the operating conditions at which it is calculated (the trajectories of the
manipulated variables and of the disturbances) and on the values of all the other uncertain
𝑝

parameters. To facilitate the calculation of the indices 𝑆𝐼𝑖 , we note that the operating conditions
of the last batch cycle should be similar to those of the next batch cycle. Therefore, all the 𝑆𝐼𝑖𝑝 can
be evaluated at the operating conditions of the last successful batch cycle. However, we still need
to find a way to account for the effect of the uncertain parameters, other than the i-th uncertain
parameter, on the value of 𝑆𝐼𝑖𝑝 , because it would be computationally inefficient or even
unaffordable to compute all the indices 𝑆𝐼𝑖𝑝 simultaneously. The solution to this complex problem
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𝑝

∗,𝑝

involves calculation of the indices 𝑆𝐼𝑖 as averages of 𝑁𝑛𝑑 local sensitivity indices 𝑆𝐼𝑖ℎ , which in
turn are evaluated only with respect to the i-th uncertain parameter while all the other parameters
are kept fixed and set to the values found in some key sets of uncertain parameters 𝒑∗,ℎ , called
∗,𝑝
nodes of this multi-point sensitivity analysis. Note that there exist 𝑁𝑝𝑡𝑜𝑡 indices 𝑆𝐼𝑖ℎ
for every

node 𝒑∗,ℎ , which must be first computed and then properly combined to yield the 𝑁𝑝𝑡𝑜𝑡 indices 𝑆𝐼𝑖𝑝
∗,𝑝
(see Eq.(7.5)). Therefore, the total number of 𝑆𝐼𝑖ℎ
, which must be calculated, is 𝑁𝑝𝑡𝑜𝑡 ∗ 𝑁𝑛𝑑 .
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It is evident that the effectiveness of this type of procedure primarily depends on the selection of
the nodes 𝒑∗,ℎ , which must map the regions of the 𝑁𝑝𝑡𝑜𝑡 -dimentional uncertainty space, associated
with both high probability density and high probability for the corresponding instances of the
process model to lead to constraint violations. These two requirements are satisfied by the 𝒑∗,ℎ
selection procedure reported below. Specifically, one 𝒑∗,ℎ is chosen as the expected value of the
uncertain parameters 𝝁𝑝 , evaluated in Phase II-A. Another group of 𝒑∗,ℎ is evaluated using the
global mode of the uncertain parameters 𝝂𝑝 , calculated in Phase II-A, and the global modes of all
the 𝑃𝐷𝐹𝑈𝑃s, estimated in Phase I. This group is comprised of a number of nodes equal to the
number of 𝑃𝐷𝐹𝑈𝑃s. The q-th entry of the z-th vector 𝒑∗,ℎ of this group is set either to 𝜈𝑞𝑝 , if the zth 𝑃𝐷𝐹𝑈𝑃 does not depend on the q-th uncertain parameter, or to the global mode of the q-th
uncertain parameter, calculated with respect to the z-th 𝑃𝐷𝐹𝑈𝑃, otherwise. Finally, the last group
𝑊𝐶
of 𝒑∗,ℎ includes 𝑁𝑛𝑑
worst-case scenarios generated via the same exact procedure used in
𝑊𝐶
RBSMBO&C (𝑁𝑛𝑑
is a user-supplied parameter, which may be set to a value of 2 – 5) . Since

this worst-case selection procedure has already been described in detail, we do not report on it
again. We redirect the reader to Chapter 3 for further details.
After addressing the selection of the 𝑁𝑛𝑑 nodes of this multi-point sensitivity analysis, we need to
∗,𝑝
∗,𝑝
describe how the local sensitivity indices 𝑆𝐼𝑖ℎ
are calculated. The computation of the 𝑆𝐼𝑖ℎ

requires solution of a series of small-scale, decoupled DO (dynamic optimization) problems,
∗,𝑝
∗,𝑝
namely, one DO problem per 𝑆𝐼𝑖ℎ
. The generic DO problem used to compute 𝑆𝐼𝑖ℎ
is formulated

as follows:
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▪

the optimization variables are 𝑁𝑚𝑑𝑠 instances of the i-th uncertain parameter (the value of
𝑁𝑚𝑑𝑠 is user-supplied and is usually set to 1 – 3);

▪

∗,𝑝
the objective function is −𝑆𝐼𝑖ℎ
, and is defined as a linear combination of three classes of

terms, namely, the minimum integral distance of every state variable from its closest bound
constraint, the integral of the square of the derivative of every process state, and the integral
distance of every pair of state or state derivative profiles, associated with different instances
of the i-th uncertain parameter (see Figure 7.2 for a graphical representation of all of these
integral terms);
▪

the constraints are the lower/upper bounds on the i-th uncertain parameter, duplicated for
all of its 𝑁𝑚𝑑𝑠 instances, as well as all the different versions of the model of the batch
process, in which all the i*-th uncertain parameters (i*≠ i) are set to 𝑝𝑖∗,ℎ
∗ while the i-th
uncertain parameters are defined by the optimization variables.

Figure 7.2: Graphical representation of the integral terms included in the formulation of the
local sensitivity index SIih*,p.

∗,𝑝
The qualitative structure of the aforementioned DO problems, used to calculate 𝑆𝐼𝑖ℎ
, closely

resembles that of the optimization problem used to compute the worst-case scenarios in
RBSMBO&C. In fact, the two formulations are conceptually identical except for two aspects. First,
∗,𝑝
the function −𝑆𝐼𝑖ℎ
includes the same terms as the objective function, used in the worst-case

selection of RBSMBO&C, plus one additional term that is found in the objective function,
employed by the additional scenario selection of RBSMBO&C. Second, the optimization variables
of the aforementioned DO problems are multiple instances of the same uncertain parameter, while
the optimization variables of the optimization problem, solved by RBSMBO&C to compute the
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worst-cases, are multiple instances of all of the uncertain parameters. Therefore, we do not report
the rigorous mathematical formulation of the aforementioned DO problems, and redirect the reader
to Chapter 3 for further information concerning both the structure of these optimization problems
and the physical meaning of the terms included in their objective function.
∗,𝑝
As a last remark, note that the formulation of 𝑆𝐼𝑖ℎ
and the strategies used to select the nodes 𝒑∗,ℎ
∗,𝑝
and the indices 𝑆𝐼𝑖ℎ
themselves allows us to consider 𝑆𝐼𝑖𝑝 as a robust global sensitivity index. In

fact, every 𝑆𝐼𝑖𝑝 estimates the sensitivity of the batch process model to the i-th uncertain parameter
under a wide range of qualitatively different conditions. Moreover, every 𝑆𝐼𝑖𝑝 explicitly includes
an estimate of the capability of the i-th uncertain parameter to cause constraint violations, thus
indirectly accounts for the degree of robustness that such parameter may insure. This confirms that
the optimal uncertainty set, generated by DSASUP, should allow a target stochastic NMPC/DRTO
engine to insure a satisfactory degree of robustness and good process performance.
7.1.4 Application of the ranking criteria and definition of the optimal uncertainty set
(Phase III)
Phase III is the last phase of the second step of the DSASUP algorithm. In this phase, the
framework combines the sensitivity indices 𝑆𝐼𝑖𝑝 , estimated in Phase II-B, with the variances 𝜎𝑖 and
covariances 𝜎𝑖𝑗 , calculated in Phase II-A, to compute, first, the ranking indices 𝑅𝐼𝑖𝑝 of the single
uncertain parameters of 𝑆𝑈𝑃𝑡𝑜𝑡 and then the ranking indices 𝑅𝐼𝑄𝑠𝑒𝑡 of all the potential 𝑆𝑈𝑃 s
included in 𝑆𝑈𝑃𝑡𝑜𝑡 . Finally, the maximum 𝑅𝐼𝑄𝑠𝑒𝑡 identifies the actual SUP, i.e. the optimal
uncertainty set. The rationale used to compute 𝑅𝐼𝑖𝑝 and 𝑅𝐼𝑄𝑠𝑒𝑡 is shown in Eq.(7.6), where 𝛼 and 𝛽
are user-supplied tuning coefficients.
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Notice that, according to Eq.(7.6), the relevance of a potential 𝑆𝑈𝑃 (𝑅𝐼𝑄𝑠𝑒𝑡 ) is proportional to the
relevance of every single parameter (𝑅𝐼𝑖𝑝 ) of the set and inversely proportional to the linear
correlation among them. On the other hand, 𝑅𝐼𝑖𝑝 is proportional to both the sensitivity of the
process model to that parameter and its statistical dispersion. This is reasonable because it implies
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that the optimal uncertainty set selected is that whose parameters are very uncertain, uncorrelated
and influential on the model predictions.

DSASUP: The Implementation Logic
The first step of DSASUP is performed offline, thus its implementation is not critical. Therefore,
we are not going to comment on this aspect. On the other hand, most of the computational time
required for running the second step of DSASUP is spent in Phase I, where several probability
density functions must be estimated/updated using PDFE&U, and Phase II-B, in which a number
∗,𝑝
of small-scale DO problems must be solved to calculate the local sensitivity indices 𝑆𝐼𝑖ℎ
. Note

that the small-scale global optimization problems, solved in Phase II-A, to compute the global
modes of the 𝑃𝐷𝐹𝑈𝑃s, are relatively low computationally demanding. Fortunately, the problems
of estimation or update of probability distributions, related to Phase I, are independent of each
other, thus can be executed in parallel (PDFE&U already applies parallel computing internally;
this leads to a bilevel parallel computing structure). The same reasoning applies to the DO
problems of Phase II-B. Therefore, thanks to parallel computing, the second step of DSASUP can
be successfully executed in the idle time between two consecutive batch cycles.

DSASUP: The Algorithm Validation
To demonstrate DSASUP, we apply it within the online optimization of a batch campaign of the
same type of those simulated in Chapter 6. Specifically, we run the first step of DSASUP offline,
i.e. before the production campaign is started. Then, we make use of RBSMBO&C to optimize
and control every single batch cycle of this production campaign (the campaign involves seven
cycles) while the second step of DSASUP is employed to dynamically re-estimate the optimal
uncertainty set (𝑆𝑈𝑃) between consecutive batch cycles. Clearly, the 𝑆𝑈𝑃 estimated at end of a
cycle is supplied to RBSMBO&C, and used in the online optimization/control of the next cycle.
The batch process, on which the aforementioned batch campaign relies, is the same fed-batch
reactor used in the case study of Chapter 6, i.e. a batch version of the reaction section of the
Tennessee Eastman Challenge. All the basic information concerning this batch system can be
found in the aforementioned chapter. However, unlike the case study shown in Chapter 6, this test
case assumes different uncertain parameters of the process model. Specifically, we consider that
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the four uncertain parameters included in 𝑆𝑈𝑃𝑡𝑜𝑡 are the overall heat transfer coefficient 𝑈, the
heat of reaction of the fourth reaction 𝛥𝐻𝑅,4 and the pre-exponential factors 𝑘10 and 𝑘20 of the first
two reactions of the kinetic scheme of the process (these two chemical transformations produce
the desired products 𝐺 and 𝐻). As always, both RBSMBO&C and DSASUP rely on scaled version
of these parameters, which are computed using the same rationale described in Chapter 6. In
addition, note that the configuration setting applied to RBSMBO&C, including the selection of the
objective functions 𝑓 and 𝑔, are identical to those used in the case study of Chapter 6, thus are not
repeated.

Figure 7.3: Major outputs/indices generated by DSASUP at the end of batch cycles 1-7 (RI[i]
and RI[i-j] are equivalent to RIip and RIQset; SI[i] stands for SIip/Max|SIip|; σ[i] is the same as
σi/Max(σi); and CV[i-j] is a compact notation of σij/Max|σij|).

After reporting this introductory information, let us discuss the results of this test case. Such results
refer to a simulation scenario, where the market demand of the two desired products 𝐺 and 𝐻
changes twice during the production campaign. This is simulated by modifying the weighting
coefficient Ω𝐺 and Ω𝐻 , included in the function 𝑓 and 𝑔 of RBSMBO&C. In particular, [𝛺𝐺 , 𝛺𝐻 ]
equal [0.15, 0.85] in cycles 1-2, are set to [0.85, 0.15] in cycles 3-5 and, finally, are selected as
[0.5, 0.5] in the other batches. Figure 7.3 clearly shows that the optimal uncertainty set, identified
by DSASUP, does change in different batch cycles, thus justifies the need for this type of
algorithms. Specifically, DSASUP chooses [𝑈 − 𝛥𝐻𝑅,4 ] and [𝑈 − 𝑘20 ] as optimal sets of uncertain
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parameters at the end of cycles 1, 2, 5, 7 and 3, 4, 6, respectively. Figure 7.3 also suggests that the
driving force behind this dynamic change in the 𝑆𝑈𝑃 is primarily the sensitivity of the process
model to the uncertain parameters, because their statistical properties do not change significantly
over the seven batches. This latter observation is consistent with the significant variation in the
optimal operating conditions of the process between cycles 1-2 and 3-4 (Figure 7.4), which is due
to the abrupt change in [𝛺𝐺 , 𝛺𝐻 ], occurred at beginning of cycle 3 (similar observations hold true
for cycles 5 and 6, but no details are shown for the sake of brevity).

Figure 7.4: Optimal operating conditions of the first four batch cycles of the production
campaign (solid lines – operating conditions of the real system; dotted lines – uncertain
measurements of the process states).

Finally, deeper analysis of the features of the fed-batch process, used in this case study, reveals
that it is reasonable to include either 𝑘10 or 𝑘02 in the 𝑆𝑈𝑃 at the end of cycle 3 because the new
control policy, imposed on the process, implies operation at higher temperatures (on average).
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Under such conditions, reaction rates are higher (on average), thus the impact of 𝑘10 and/or 𝑘02 on
the process dynamic behavior is expected to be more pronounced.
As a final remark, it is important to analyze whether the optimal uncertainty set, dynamically
selected by DSASUP, benefits RBSMBO&C. In this case, the dynamic selection of the 𝑆𝑈𝑃 has
limited impact on process performance but helps RBSMBO&C to preserve the feasible operation
of the batch cycles of the production campaign. In fact, the operating conditions all of the seven
batch cycles of the batch campaign never show evidence of bound violations (for example, see
Figure 7.4), even though only two of the four uncertain parameters of the process model (𝑈, 𝛥𝐻𝑅,4 ,
𝑘10 and 𝑘20 ) are considered actual uncertain parameters within RBSMBO&C. The latter results
suggest that DSASUP can be a useful complement to most stochastic online optimization/control
algorithms.
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8. CONCLUSIONS AND FUTURE PERSPECTIVES

This thesis proposes a set of new methods and tools for the multi-scale, online optimization and
control of batch processes both in the absence and in the presence of model uncertainty, all
providing small contributions to the solution of some of the open issues that the PSE community
is currently facing. Specifically, new efficient methodologies for both the deterministic and the
stochastic online optimization/optimal control of batch systems have been developed (BSMBO&C
is described in Chapter 2 while RBSMBO&C is introduced in Chapter 3). We have shown that
these new approaches outperform many existing frameworks suitable for the same application
scenarios, due to their innovative architecture. In addition, we have also proposed a new potential
application field for deterministic and stochastic online optimization/optimal control frameworks,
i.e. the detection and prevention of runaways and/or safety hazard in batch processes (Chapter 4).
This last research field is expected to gain more importance in the years to come. In addition to
these attainments in the area of optimization/control of single batch operations, this thesis also
proposes a new strategy for integrating scheduling, dynamic optimization and control of batch
productions (MUBSMBO&C is discussed in Chapter 5), which responds to the need for
frameworks for the integrated online optimization of multiple decisional stages. This new approach
is more simplified yet more flexible and more computationally efficient than many state-of-the-art
frameworks, applicable to the same type of problems. While the first five chapters of this thesis
primarily deal with strategies, belonging to the sphere of process optimization, process control and
scheduling, the sixth and seventh chapters address approaches, related to the field of applied
statistics, which complement the first ones. Specifically, a new fast approach to the
estimation/update of the probability distribution of the uncertain parameters of an ODE/DAE
system has been developed (PDFE&U is described in Chapter 6). This new framework is less
accurate than other state-of-the-art approaches, suitable for similar applications, but is also much
more computationally efficient. It is probably the only approach suitable for solving time-critical,
shortcut problems of estimation/update of probability distributions, e.g. the dynamic update of
probability distributions within stochastic online optimization/control frameworks (see Chapter 6).
Finally, a new procedure for the batch-to-batch selection of the optimal set of uncertain parameters,
intended for use in stochastic dynamic optimization/optimal control engines, has been proposed
(DSASUP is discussed in Chapter 7). This strategy allows extension of the application domain of
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stochastic online optimization/control to scenarios characterized by short-term fluctuations in the
features of model uncertainty, and compensates for the lack of research work in this important area.
Although the application of the individual frameworks, proposed in this thesis, may guarantee
economic benefits and lead to improving process safety, their combined application is much more
profitable. Specifically, the combination of RBSMBO&C, PDFE&U and DSASUP yields a
reliable, robust, online optimization and control strategy for single batch operations, which can
face both model uncertainty and many other non-ideal aspects of batch processing, e.g. fouling,
variable quality of raw materials, etc., with very limited need for human intervention. This
particular aspect makes this work one of the very few attempts to simplify and promote the
application of model-based online optimization/control to real-life industrial scenarios.
Finally, despite this thesis includes a significant amount of research work, more opportunities and
challenges always lie ahead. In the near future, we may augment MUBSMBO&C to allow for the
presence of model uncertainty and to provide support for multi-objective scheduling problems (see
Figure 1.1). These improvements will allow combination of this new framework with PDFE&U
and DSASUP, thus yielding a robust, integrated methodology for the online scheduling, dynamic
optimization and control of batch processes, which may automatically handle non-ideal aspects of
batch processing with limited human intervention. In addition, we may develop approaches to the
real-time identification of the optimal uncertainty set, intended for use in stochastic online
optimization/optimal control problems (see Figure 1.1). These strategies will allow application of
stochastic dynamic optimization/control to scenarios, where the features of model uncertainty
change on the time scale of a few seconds, e.g. particular crystallization processes.
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APPENDIX A. DETAILED MATHEMATICAL MODELS OF THE BATCH
UNITS CONSTITUTING THE NOPOL PRODUCTION FACILITY

This appendix describes the mathematical models of the batch units constituting the nopol
production facility, which is exploited to run the nopol production campaign studied in the test
case used to validate MUBSMBO&C. As outlined in Chapter 5, each of these batch units
corresponds to one of the batch phases of such production campaign.

Batch reactor model
According to the characteristics of the batch reaction phase reported in Chapter 5, we only need to
formulate the mathematical model of an isothermal and isobaric batch reactor, where a single
chemical reaction takes place (Prins reaction). We choose to model the presence of the zeolite
catalyst via a pseudo-homogeneous approach because the Prins reaction is very slow and the batch
reaction phase is carried out at high dilution, thus we expect no issues related to transport
limitations. For the sake of simplicity, we also assume that the liquid reacting mixture has ideal
thermodynamic behavior and the venting of formaldehyde, performed when the Prins reaction
reaches the required conversion, is instantaneous and perfect (formaldehyde is completely
removed from the reacting mixture).
Under this list of assumptions, the set of equations modeling the batch reaction phase of the nopol
production campaign only includes the mass balances on β-pinene, formaldehyde, nopol and ethyl
acetate, which assume the formulation shown in Eq.(A.1).

dCi
  i Rr
dt

(A.1)

Note that these material balances are formulated in molar terms and the reaction rate of the Prins
reaction (𝑅𝑟 ) refers to the volume of liquid reacting mixture in the batch reactor (all necessary
kinetic data can be found in a literature reference provided in Chapter 5 [68]). Moreover, notice that
we have specified no initial conditions for Eq.(A.1) and this is because such initial conditions
simply imply setting the concentrations of β-pinene, formaldehyde, nopol and ethyl acetate (𝐶𝑖 ) to
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proper initial values. Finally, Eq.(A.1) shows that the model of this phase is a system of ordinary
differential equations (ODE system).

Batch filter model
According to the description of the batch filtration phase included in Chapter 5, we simply have to
model an isothermal and isobaric batch filter. For the sake of simplicity, we also suppose that both
the liquid fraction of the slurry and the filtered liquid mixture show ideal thermodynamic behavior.
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Under this list of assumptions, the set of equations modeling the batch filtration phase of the nopol
production campaign includes the mass balances on β-pinene, nopol and ethyl acetate in both the
liquid fraction of the slurry (the first line in Eq.(A.2)) and the filtered liquid mixture (the second
line in Eq.(A.2)). Note that the model in Eq.(A.2) is semi-empirical and includes two adaptive
parameters, i.e. 𝛼 and 𝑅𝑓 , which have been determined via experimental data derived from
filtration experiments. Moreover, it includes a special smoothing term (the first fraction including
coefficient 𝜀) to ease its numerical integration in the region close to zero slurry hold-up while not
significantly affecting the model predictions in case of large slurry hold-up. These numerical
difficulties arise from the fact that the derivatives of the variables 𝑚𝑠,𝑖 and 𝑚𝑓,𝑖 tend to be
undetermined when the hold-up of slurry in the batch filter approaches zero. In addition, observe
that no initial conditions are shown for Eq.(A.2) because they simply imply setting 𝑚𝑠,𝑖 and 𝑚𝑓,𝑖
to proper initial values. Finally, the model of the batch filtration phase only includes ODEs and
can be classified as an ODE system.
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Batch distillation column model
According to the information reported on the batch distillation phase in Chapter 5, we need to
develop the model of an isobaric batch distillation column. It is evident that this phase is the most
critical to be modeled and simulated, thus we need to reduce the number of modeling assumptions
as much as possible. The principal simplifications we introduce include assuming thermodynamic
equilibrium on the column stages and fast thermal dynamics, treating the gas phase as ideal and
considering the liquid phase ideal for the only purpose of evaluating its thermodynamic properties.
The two latter assumptions directly imply that the vapor-liquid equilibrium is modeled using the
modified Raoult’s law, where the activity coefficients for the liquid phase are estimated via
UNIQUAC (some binary interaction parameters derive from applying UNIFAC). In addition, all
the thermodynamic properties of the pure components (specific heat capacities, vaporization
enthalpies, etc.) are considered temperature-dependent with the only exception of the liquid
density, which is constant.
Under this set of assumptions/choices, the principal equations needed to model the batch
distillation phase of the nopol production campaign are summarized in Eq.(A.3-A.5), where we do
not explicitly show the mass balances on β-pinene, nopol and ethyl acetate related to the receiver
because they are straightforward.
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Eq.(A.3) includes all the equations modeling the reboiler of the batch distillation column and
comprises the mass balances on β-pinene, nopol and ethyl acetate, the global mass balance, the
stoichiometric closure equation, the vapor-liquid equilibrium expressions for β-pinene, nopol and
ethyl acetate and the thermal balance.
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Eq.(A.4) shows the mathematical expressions needed to model every stage of the distillation
column and comprises the mass balances on components β-pinene, nopol and ethyl acetate, the
global mass balance, the hold-up estimation expression (Francis weir formula), the stoichiometric
closure equation, the vapor-liquid equilibrium expressions for components β-pinene, nopol and
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ethyl acetate and the thermal balance. Eq.(A.5) describes the equations modeling the total
condenser/reflux drum of the distillation column and comprise mass balances on components βpinene and nopol, the global mass balance, the reflux ratio definition, the stoichiometric closure
equation, the bubble equation associated with the total condenser, the hold-up estimation
expression based on Bernoulli theorem and the thermal balance.
Note that the model in Eq.(A.3-A.5) is reasonably general and rigorous, namely, it considers
variable flow profiles along the column and takes precisely into account the delta temperature
between adjacent stages when it comes to computing enthalpy fluxes. Therefore, it complies with
the need for accuracy and reliability expressed at the beginning of this section. Aside from this, it
is interesting to comment on the physical meaning and definition interval of three key parameters
belonging to the model, namely, the reflux ratio (𝑅𝑅) and two adaptive coefficients of the hold-up
estimation formulas (𝜔 and 𝛽𝑒 ). The variable 𝑅𝑅 is defined as the ratio of the distillate flow and
the total liquid flow leaving the total condenser/reflux drum and can vary in the interval [0,100).
Therefore, a zero value of 𝑅𝑅 stands for total reflux while a value of 𝑅𝑅 close to a hundred means
that all the liquid condensed in the total condenser/reflux drum is withdrawn. Conversely, 𝜔
and 𝛽𝑒 are mainly related to pressure drops but also serve as adaptive coefficients to improve the
model accuracy and reliability. It is impossible to provide an accurate range of definition for 𝜔 but
𝛽𝑒 belongs to the interval (0,1]. Finally, notice that the model of the batch distillation phase
includes both differential and algebraic equations, thus being a DAE system (index one). This
implies that initial conditions must be specified only for the differential variables while the
algebraic variables have to be set consistently. For the sake of brevity, we neither specify how to
identify differential and algebraic variables nor show the initial conditions associated with the
differential variables but this information can be easily found in the literature. Moreover, the nature
of DAE system of the model shown in Eq.(A.3-A.5) makes its numerical solution challenging
especially close to the end of the batch distillation phase, where the concentrations of β-pinene and
ethyl acetate can assume very small values. Therefore, its implementation must be carried out
carefully.
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APPENDIX B. PROCEDURE FOR CONSTRUCTING THE SETS OF
CONSTRAINTS 1.2 AND 1.3

The construction of the sets of constraints 1.2 and 1.3 for the current optimization problem requires
a two-step procedure, which we describe below. In particular, we first build the largest possible
sets 1.2 and 1.3, which do not depend on the current iteration of the RHA and can be estimated
only once per phase II. The procedure for building the largest possible set 1.2 consists of the
following steps:
▪

Select a batch operation of the current EC to which this procedure has not been applied yet
(batch operation 𝑋);

▪

If no batch operation 𝑋 exists, the set of constraints is complete;

▪

According to the structure of the current EC, identify all the other batch operations of the
current EC that do not supply any sort of material to batch operation 𝑋 and do not receive
any sort of material from batch operation 𝑋 (batch operations 𝑌𝑧 );

▪

If no batch operations 𝑌𝑧 exist, jump to the last bullet;

▪

Based on the results achieved in step A of phase I, find the batch operations 𝑌𝑧 whose
final/initial times are smaller than the final time of batch operation 𝑋 and, among them,
identify that whose final/initial time is the closest to the final time of batch operation 𝑋
(batch operation 𝐽);

▪

Based on the results achieved in step A of phase I, find the batch operations 𝑌𝑧 whose
final/initial times are larger than the final time of batch operation 𝑋 and, among them,
identify that whose final/initial time is the closest to the final time of batch operation 𝑋
(batch operation 𝐻);

▪

Add two new inequalities to the set enforcing that the final time of batch operation 𝑋 is
larger than the final/initial time of batch operation 𝐽 and smaller than the final/initial time
of batch operation 𝐻;

▪

Go back to the first bullet and repeat the procedure;

Similarly, the procedure for building the largest set 1.3 consists of the following steps:
▪

Select a batch operation of the current EC to which this procedure has not been applied yet
(batch operation 𝑋);

▪

If no batch operation 𝑋 exists, the set of constraints is complete;

250
▪

According to the structure of the current EC, identify all the other batch operations of the
current EC that are located upstream of batch operation 𝑋 and supply any sort of material
to batch operation 𝑋 (batch operations 𝑌𝑧 );

▪

If no batch operations 𝑌𝑧 exist, jump to the last bullet;

▪

Based on the results achieved in step A of phase I, sum up the final times of batch
operations 𝑌𝑧 with their idle times, find the maximum of the resulting times and identify
the corresponding batch operation (batch operation 𝐽);

▪

Add a new equality to the set enforcing that the initial time of batch operation 𝑋 equals the
summation of the final time of batch operation 𝐽 and its idle time;

▪

Go back to the first bullet and repeat the procedure.

Once the largest possible sets of constraints 1.2 and 1.3 are available, we can proceed to define the
actual sets 1.2 and 1.3. The final set 1.2 is simply the sub-set of the largest possible set 1.2 including
all the constraints associated with the COBOs. Similarly, the final set 1.3 is simply the sub-set of
the largest possible set 1.3 including all the constraints related to the batch operations of the current
EC that are going to be active in following iterations of the RHA.
As final remark, notice that the procedure for assembling the largest possible set 1.2 might lead to
a potential problem, i.e. the presence of linearly dependent constraints. Therefore, it might be
necessary to eliminate these redundant constraints whether step B of phase II is implemented via
simultaneous approaches (this is very unlikely).
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APPENDIX C. EXAMPLE OF DEFINITION OF THE TWO PRINCIPAL
EC DEPENDENT BUILDING BLOCKS OF MUBSMBO&C

Chapter 5 clearly mentions that some of the building blocks of MUBSMBO&C are either partially
or completely dependent on the structure of the first, the last and the other equivalent cycles. The
𝐸𝑄,𝑅𝐸𝑆
two principal building blocks showing such feature are the formula used to evaluate 𝑁𝐵𝐶
and

the procedure for defining the sets of constraints 1.2 and 1.3 (see Appendix B). For the convenience
of the reader, this appendix (partially) shows how to define these two building blocks for the
example reported in Figure 5.4.
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𝐸𝑄,𝑅𝐸𝑆
Eq.(C.1) shows the adaptation of the general formula for the computation of 𝑁𝐵𝐶
to this

example, thus clarifying how to address the practical evaluation of 𝑙1, 𝑠1 and 𝑙𝑛 and suggesting
𝐸𝑄,𝑅𝐸𝑆
that the third line of the general expression for computing 𝑁𝐵𝐶
may be redundant in some cases.
∗
(𝑂𝑃𝑘−1
)

For this specific case, note that 𝑙1 and 𝑠1 are identical and equal ∆𝑡𝐸𝑄,𝐴𝐿𝐿
− (𝑡𝐵𝐶
𝐵𝐶

(𝑂𝑃𝑘 )

− 𝑡𝐵𝐶

)

while 𝑙𝑛 equals ∆𝑡𝐸𝑄,𝐴𝐿𝐿
. The reader can easily verify this statement by means of the general
𝐵𝐶
definitions of 𝑙1 , 𝑠1 and 𝑙𝑛 and Figure 5.4. Eq.(C.2-C.3) show the result of application of the
algorithms for constructing the largest possible sets of constraints 1.2 and 1.3 (see Appendix B) to
the aforementioned example. In particular, Eq.(C.2) relates to the largest set 1.2 and Eq.(C.3) refers
to the largest set 1.3. In addition, Eq.(C.2) also shows the largest set 1.2 after the elimination of all
the redundant constraints. Note that it is not possible to report the actual sets 1.2 and 1.3 because
it would require knowledge of data concerning the current EC and the current iteration of the RHA.
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We hope that these two practical examples can help the reader to understand how to define the two
principal building blocks of MUBSMBO&C, which are either partially or completely EC
dependent. This is essential to be able to apply the algorithm to real-life problems.
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APPENDIX D. NOMENCLATURE & ACRONYMS USED IN CHAPTER 5
AND IN APPENDICES A, B AND C

This appendix provides the definitions of all the principal symbols and acronyms used throughout
Chapter 5 and Appendices A, B and C. For the sake of clarity, it is divided in three sections. In
particular, the first defines the notation used in Chapter 5 and Appendices B, C, the second reports
the nomenclature used in Appendix A, and the last lists and explains the acronyms used in Chapter
5 as well as in all the appendices.

Nomenclature used in Chapter 5, Appendix B and Appendix C:
𝐴, 𝐵, 𝐶, 𝐷: components used in the nopol production facility, namely, β-pinene, formaldehyde,
nopol and ethyl acetate ( 𝐷 can also stand for batch distillation operation belonging to any
equivalent cycle associated with the nopol production campaign)
𝐴𝑅,𝐺𝐿 , 𝐷𝐶,𝐺𝐿 : global anti-ringing and slope control terms originating from the combination of antiringing and slope control terms of single batch operations related to the current optimization step
(#)

(#)

𝐴𝑅,𝐵𝑆𝑀𝐵𝑂&𝐶 , 𝐷𝐶,𝐵𝑆𝑀𝐵𝑂&𝐶 : anti-ringing and slope control terms of batch operation # in the current
optimization step
𝛽: user-supplied penalty coefficient
0
𝐶𝐶𝐵𝐶 , 𝐶𝑚
: molar concentration of nopol at the end of a batch reaction operation of type 𝑅 belonging

to the equivalent cycle associated with the nopol production campaign and molar concentration of
component 𝑚 at the beginning of a batch reaction operation of type 𝑅 belonging to the equivalent
cycle associated with the nopol production campaign
0,∗
𝐶𝐶𝐵𝐶,∗ , 𝐶𝑚
: molar concentration of nopol at the end of a batch reaction operation of type 𝑅 ∗

belonging to the equivalent cycle associated with the nopol production campaign and molar
concentration of product 𝑚 at the beginning of a batch reaction operation of type 𝑅 ∗ belonging to
the equivalent cycle associated with the nopol production campaign
𝐶𝑝𝐶𝑊 , ∆𝑇𝐶𝑊 : specific heat capacity of cooling water and typical delta temperature experienced by
the cooling water in the condenser of a batch distillation operation belonging to the equivalent
cycle associated with the nopol production campaign
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𝑊
∆ℎ𝐸𝑉
: enthalpy of evaporation of water
𝐸𝑄
∆𝑡𝐵𝐶
: time needed to complete the current equivalent cycle according to the current optimization

step
𝐸𝑄,𝐴𝐿𝐿
∆𝑡𝐵𝐶
: time needed to complete the whole current equivalent cycle according to the current

optimization step
𝐸𝑄
̅ : time needed to complete the current equivalent cycle according to the previous optimization
∆𝑡𝐵𝐶

step
𝐸𝑄,𝐴𝐿𝐿
̅
∆𝑡𝐵𝐶
: time needed to complete the whole current equivalent cycle according to the previous

optimization step
𝐸𝑄,𝑀𝐼𝑁
𝐸𝑄,𝑀𝐴𝑋
𝐸𝑄
∆𝑡𝐵𝐶
, ∆𝑡𝐵𝐶
: lower and upper bounds on ∆𝑡𝐵𝐶
𝑅𝐸𝑆
𝑅𝐸𝑆
∆𝑡𝐶𝑀𝑃
, 𝑝𝐶𝑀𝑃
: residual time available in the current optimization step to complete the production

campaign and residual production associated with this time span
𝑅𝐸𝑆,𝑀𝐴𝑋
𝑅𝐸𝑆
∆𝑡𝐶𝑀𝑃
: upper bound on ∆𝑡𝐶𝑀𝑃
𝑅𝐸𝑆
̅
∆𝑡𝐶𝑀𝑃
: residual time available in the previous optimization step to complete the production

campaign
𝑅𝐸𝑆
̅
∆𝑡 ∗ : fraction of ∆𝑡𝐶𝑀𝑃
left after completing the production campaign according to the solution of

the previous optimization step
(#)

(#),0

∆𝑡𝐶𝐼,𝑖 , ∆𝑡𝐶𝐼,𝑖 : length of the control interval of the discretization grid of manipulated variable 𝑖
belonging to batch operation # in the current optimization step and initial/standard length of the
control interval of the discretization grid of manipulated variable 𝑖 belonging to batch operation #
(#)

∆𝑡𝐶𝑀 : time over which manipulated variable 𝑖 of batch operation # has to be set to 𝑚𝐶𝑀,𝑖
according to the solution of the current optimization step
(#)

̅ : time over which manipulated variable 𝑖 of batch operation # has to be set to 𝑚
∆𝑡𝐶𝑀
̅ 𝐶𝑀,𝑖
according to the solution of the previous optimization step
∆𝑡𝐶𝑀𝑃 , 𝑝𝐶𝑀𝑃 : time available to complete a whole production campaign and production associated
with this time span
𝑀𝐴𝑋
∆𝑡𝐶𝑀𝑃
: upper bound on ∆𝑡𝐶𝑀𝑃
𝐸𝑄
∆𝑡𝐷1
: duration of the batch distillation operation belonging to the first equivalent cycle associated

with the nopol production campaign
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𝐸𝑄

̅ : duration of the batch distillation operation belonging to the first equivalent cycle associated
∆𝑡𝐷1
with the nopol production campaign in the iteration of the receding horizon approach before that
𝐸𝑄
of ∆𝑡𝐷1

𝛿𝐸𝑄 , 𝛾𝐸𝑄 : miscellaneous user-supplied penalty coefficients
(#),0

𝜀𝑖

: parameter associated with manipulated variable 𝑖 of batch operation # and used in the

(#)
̅𝐶𝐼,𝑖
dynamic update of 𝑁

𝜑𝐸𝑄 : miscellaneous user-supplied penalty coefficient
𝑔: function measuring the performance/profitability of the current equivalent cycle (it might
contain spurious terms related to other equivalent cycles)
(#)

𝐈𝑀 : coefficient matrix of the mathematical model (DAE system) of batch operation #
⋅
̂(#)
𝐾
: set including all the batch operations upstream of and directly connected to batch operation

# according to the structure of the current equivalent cycle
𝑙1: estimation of the time needed to complete the whole last (future) equivalent cycle according to
the current optimization step (the current optimization step belongs to the first equivalent cycle)
𝑙𝑛 : estimation of the time needed to complete the whole last (future) equivalent cycle according to
the current optimization step (the current optimization step can belong to any equivalent cycle
except the first one)
𝑅𝐸𝑆
̅
𝜆: user-supplied coefficient used in the dynamic update of ∆𝑡𝐶𝑀𝑃

𝐦(#) , 𝐝(#),∗ : manipulated variables of batch operation # at time 𝑡 in the current optimization step
and disturbances affecting batch operation # at time 𝑡 ∗
𝐦(#),𝑀𝐼𝑁 , 𝐦(#),𝑀𝐴𝑋 : lower and upper bounds on 𝐦(#)
(#)

𝑚𝑖𝑗 : discretization segment 𝑗 of the profile of manipulated variable 𝑖 belonging to batch operation
# in the current optimization step
(#),𝑀𝐼𝑁

𝑚𝑖

(#),𝑀𝐴𝑋

, 𝑚𝑖

(#)

: lower and upper bounds on 𝑚𝑖𝑗

(#)

𝑚𝐶𝑀,𝑖 : optimal control action related to manipulated variable 𝑖 of batch operation # according to
the solution of the current optimization step
(#)

𝑚
̅ 𝐶𝑀,𝑖 : optimal control action related to manipulated variable 𝑖 of batch operation # according to
the solution of the previous optimization step
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𝑀𝑅𝐵𝐶 : final molar hold-up in the reboiler of a batch distillation operation belonging to the equivalent
cycle associated with the nopol production campaign
𝐸𝑄,𝑅𝐸𝑆
𝑁𝐵𝐶
: residual number of equivalent cycles needed to complete the production campaign

according to the current optimization step (the current equivalent cycle is included)
𝐸𝑄,𝑅𝐸𝑆
̅𝐵𝐶
𝑁
: residual number of equivalent cycles needed to complete the production campaign

according to the previous optimization step (the current equivalent cycle is included)
(#)

(#),0

𝑁𝐶𝐼,𝑖 , 𝑁𝐶𝐼,𝑖 : number of control intervals in the discretization grid of manipulated variable 𝑖 of
batch operation # in the current optimization step and initial number of control intervals in the
discretization grid of manipulated variable 𝑖 of batch operation #
(#)
̅𝐶𝐼,𝑖
𝑁
: number of control intervals in the discretization grid of manipulated variable 𝑖 of batch

operation # in the previous optimization step
(#)

𝑁𝐷𝑂𝐹 : number of manipulated variables in batch operation #
𝑁𝐼𝐸𝑄 : combination of the net income of an equivalent cycle and the next equivalent cycle
associated with the nopol production campaign
𝐸𝑄
𝑁𝐼𝑀𝐴𝑋
: upper bound on 𝑁𝐼𝐸𝑄
𝐸𝑄,𝑅𝐸𝐶

𝑛𝑚

𝐸𝑄,𝑅𝐸𝐶,∗

, 𝑛𝑚

: moles of component 𝑚 recycled to a batch reaction operation of type 𝑅

belonging to the equivalent cycle associated with the nopol production campaign and a batch
reaction operation of type 𝑅 ∗ belonging to the equivalent cycle associated with the nopol
production campaign
𝑁𝑆 : number of theoretical stages in the batch distillation column used in the nopol production
campaign
𝑝𝐸𝑄 : production of the current equivalent cycle according to the current optimization step
𝑃𝑀𝑚 : molecular mass of component 𝑚
𝑅𝐸𝑆
̅
𝜓𝐸𝑄 , 𝜋𝐸𝑄 , 𝜌𝐸𝑄 : user-supplied coefficients used in the dynamic update of ∆𝑡𝐶𝑀𝑃

Q𝑅 , Q𝐶 : reboiler and condenser duties of a batch distillation operation belonging to the equivalent
cycle associated with the nopol production campaign
𝑠1 : estimation of the time needed to complete any whole future equivalent cycle except the last
one according to the current optimization step (the current optimization step belongs to the first
equivalent cycle)
$𝑚 : economic value per unit mass of component 𝑚
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$𝑆𝑇 , $𝐶𝑊 : cost per unit mass of steam and cooling water
(#)

(#)

𝑡, 𝑡 ∗ , 𝑡𝐵𝐶 , 𝑡0 : generic instant of time, time starting from which the generic control action is
computed, final and initial time of batch operation # in the current optimization step
̅(#) , 𝑡0̅(#) : final and initial time of batch operation # deriving from the solution of the previous
𝑡𝐵𝐶
optimization step
𝐷
𝑡0𝐷 , 𝑡𝐵𝐶
: initial and final time of a batch distillation operation belonging to the equivalent cycle

associated with the nopol production campaign
(#)

𝜃𝑊,𝐵𝑆𝑀𝐵𝑂&𝐶 : penalty term associated with bound violations triggered by the state variables of batch
operation # in the current optimization step
𝐸𝑄 𝐸𝑄
𝜃𝑅,∗
, 𝜃𝐹,∗ : coefficients related to the product loss downstream of a batch reaction operation of type

𝑅 and a batch filtration belonging to the equivalent cycle associated with the nopol production
campaign
𝑉𝑅0 , 𝑉𝑅𝐵𝐶 : initial liquid volume in a batch reaction operation of type 𝑅 belonging to the equivalent
cycle associated with the nopol production campaign and final liquid volume in a batch reaction
operation of type 𝑅 belonging to the equivalent cycle associated with the nopol production
campaign
𝑉𝑅0,∗ , 𝑉𝑅𝐵𝐶,∗ : initial liquid volume in a batch reaction operation of type 𝑅 ∗ belonging to the
equivalent cycle associated with the nopol production campaign and final liquid volume in a batch
reaction operation of type 𝑅 ∗ belonging to the equivalent cycle associated with the nopol
production campaign
(#)

(#)

𝐰 (#) , 𝐰 (#),∗ , 𝐰 (#),0 , 𝐰 (#),𝐵𝐶 : state variables of batch operation # at times 𝑡, 𝑡 ∗ , 𝑡0 and 𝑡𝐵𝐶 in the
current optimization step
𝐰 (#),𝑀𝐼𝑁 , 𝐰 (#),𝑀𝐴𝑋 : lower and upper bounds on 𝐰 (#)
𝐶
𝑥𝐶𝑀𝑃
: minimum average molar purity of nopol required for the product to be marketable
𝐵𝐶
𝑥𝑅,𝑚
: final molar fraction of component 𝑚 in the liquid hold-up of the reboiler of a batch

distillation operation belonging to the equivalent cycle associated with the nopol production
campaign
𝜒𝐸𝑄 : user-supplied tuning coefficient
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Nomenclature used in Appendix A:
𝐴𝑓 : area of the batch filter
𝐴𝑎 , 𝐴𝑅𝐷 , 𝐴𝑝 : active tray area, cross-sectional area of the condenser/reflux drum and cross-sectional
area of the pipe connecting the condenser/reflux drum to stage 𝑁𝑆 in the batch distillation column
𝛼, 𝑅𝑓 : adaptive parameters of the batch filter model
𝛽𝑒 : adaptive coefficient of the batch distillation column model
𝐶𝑖 : molar concentration of component 𝑖 in the batch reactor
𝐿
𝐿
𝐿
𝐶𝑝𝑖,𝑅
, 𝐶𝑝𝑖,𝑛
, 𝐶𝑝𝑖,𝑅𝐷
: liquid-phase specific heat capacity of component 𝑖 in the reboiler, the generic

stage 𝑛 and the condenser/reflux drum of the batch distillation column
𝐷: distillate flowrate in the batch distillation column
∆𝑃: operating delta pressure of the batch filter
𝑒𝑣
𝑒𝑣
∆ℎ𝑖,𝑅
, ∆ℎ𝑖,𝑛
: enthalpy of vaporization of component 𝑖 in the reboiler and the generic stage 𝑛 of the

batch distillation column
∆Q𝑅 : heat loss in the reboiler duty of the batch distillation column (this loss can simulate multiple
problems but the most common is a loss in steam pressure)
𝜀: parameter promoting numerical stability
𝑔𝑎 : acceleration of gravity on earth
ℎ̂, 𝑙̂ : vertical height and horizontal thickness of the weir of the generic stage 𝑛 of the batch
distillation column
𝐾𝑅,𝑖 , 𝐾𝑛,𝑖 , 𝐾𝑅𝐷,𝑖 : K-type partition coefficient of the modified Raoult’s law related to component 𝑖
in the reboiler, the generic stage 𝑛 and the condenser/reflux drum of the batch distillation column
𝐿𝑛 , 𝐿𝑁𝑠 +1: molar liquid flow leaving the generic stage 𝑛 or the condenser/reflux drum of the batch
distillation column
𝑚𝑠,𝑖 , 𝑚𝑓,𝑖 : mass of component 𝑖 in the liquid fraction of the slurry phase of the batch filter and the
filtered liquid of the batch filter
𝑀𝑅 , 𝑀𝑛 , 𝑀𝑅𝐷 : liquid hold-up in the reboiler, the generic stage 𝑛 and the condenser/reflux drum of
the batch distillation column
𝑁𝑐 , 𝑁𝑆 : number of components in the batch distillation phase and number of theoretical stages in
the batch distillation column
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𝜈𝑖 : stoichiometric coefficient of component 𝑖 in the only chemical reaction involved in the
synthesis of nopol
𝜔𝑠,𝑖 : mass fraction of component 𝑖 in the liquid fraction of the slurry phase in the batch filter
𝜔: adaptive coefficient of the Francis weir formula used in the batch distillation column model
Q𝑅 , Q𝐶 : duties of the reboiler and the condenser of the batch distillation column
𝑅𝑟 : reaction rate related to the nopol synthesis reaction on a molar basis
𝑅𝑅: reflux ratio of the batch distillation column
𝜌𝑠 , 𝜇𝑠 : density and viscosity of the liquid fraction of the slurry phase in the batch filter
𝜌𝑛 , 𝜌𝑅𝐷 : liquid-phase density in the generic stage 𝑛 and the condenser/reflux drum of the batch
distillation column
𝑇𝑅 , 𝑇𝑛 , 𝑇𝑅𝐷 : temperature in the reboiler, the generic stage 𝑛 and the condenser/reflux drum of the
batch distillation column
𝑉𝑠0 : liquid fraction of the initial volume of slurry phase in the batch filter
𝑉0 , 𝑉𝑛 : molar gas flow leaving the reboiler or the generic stage 𝑛 of the batch distillation column
𝑊𝑐𝑎𝑡 : mass of catalysts fed to the batch filter in the slurry
𝑥𝑅,𝑖 , 𝑥𝑛,𝑖 , 𝑥𝐷,𝑖 : molar fraction of component 𝑖 in the liquid hold-up of the reboiler, the generic stage
𝑛 and the condenser/reflux drum of the batch distillation column
𝑦0,𝑖 , 𝑦𝑛,𝑖 : molar fraction of component 𝑖 in the gas phase leaving the reboiler and the generic stage
𝑛 of the batch distillation column

Acronyms used in Chapter 5, Appendix A, Appendix B and Appendix C:
COBOs: Currently Optimizable Batch Operations
EC: Equivalent Cycle
MUBSMBO&C: Multi-Unit Batch Simultaneous Model-Based Optimization & Control
MUOpt – MD: Multi-Unit Optimization – Multiple Disturbances
MUOpt – NoD: Multi-Unit Optimization – No Disturbances
PP I to IV: Process Perturbation I to IV
RHA: Rolling Horizon Approach
UNIFAC: UNIquac Functional-group Activity Coefficient
UNIQUAC: UNIversal QUAsiChemical
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