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THE CASTELNUOVO-MUMFORD REGULARITY OF BINOMIAL
EDGE IDEALS
DARIUSH KIANI AND SARA SAEEDI MADANI
Abstract. We prove a conjectured upper bound for the Castelnuovo-Mumford
regularity of binomial edge ideals of graphs, due to Matsuda and Murai. Indeed,
we prove that reg(JG) ≤ n − 1 for any graph G with n vertices, which is not a
path. Moreover, we study the behavior of the regularity of binomial edge ideals
under the join product of graphs.
1. Introduction
The binomial edge ideal of a graph was introduced in [4], and [9] at about the
same time. Let G be a finite simple graph with vertex set [n] and edge set E(G).
Also, let S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring over a field K. Then
the binomial edge ideal of G in S, denoted by JG, is generated by binomials
fij = xiyj−xjyi, where i < j and {i, j} ∈ E(G). Also, one could see this ideal as an
ideal generated by a collection of 2-minors of a (2× n)-matrix whose entries are all
indeterminates. Many of the algebraic properties and invariants of such ideals were
studied in [1, 2, 3, 4, 5, 6, 7], [11, 12, 13] and [14]. One of these invariants is the
Castelnuovo-Mumford regularity. Recall that the Castelnuovo-Mumford regularity
(or simply, regularity) of a graded S-module M is defined as
reg(M) = max{j − i : βi,j(M) 6= 0}.
In [12], the authors posed a conjecture about the Castelnuovo-Mumford regularity
of the binomial edge ideal of graphs in terms of the number of maximal cliques of
G, which is denoted by c(G).
Conjecture A. Let G be a graph. Then reg(JG) ≤ c(G) + 1.
In [11], the authors proved this conjecture for closed graphs, i.e. the graphs whose
binomial edge ideals have a quadratic Gröbner basis with respect to the lexicographic
order induced by x1 > · · · > xn > y1 > · · · > yn.
In [7], Matsuda and Murai gained an upper bound for the regularity of the bino-
mial edge ideal of a graph on n vertices as follows.
Theorem 1.1. [7, Theorem 1.1] Let G be a graph on n vertices. Then reg(JG) ≤ n.
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This theorem, in particular, shows that Conjecture A is valid for trees. Ene and
Zarojanu in [3] proved Conjecture A for block graphs which are included in the class
of chordal graphs.
In [7, Corollary 2.3] (see also [12, Corollary 17]), the authors gave a lower bound
for the binomial edge ideal of a graph. Indeed, if l is the length of the longest
induced path of the graph G, then reg(JG) ≥ l + 1.
Matsuda and Murai in [7] also posed a conjecture which says that reg(JG) = n
if and only if G = Pn, the path over n vertices. In other words, by support of
Theorem 1.1, one can reformulate this conjecture as the following.
Conjecture B. Let G be a graph on n vertices which is not a path. Then
reg(JG) ≤ n− 1.
Ene and Zarojanu in [3] showed that Conjecture B holds for block graphs. More-
over, Conjecture B was proved for cycles by Zahid and Zafar in [14].
In this paper, we study the regularity of the binomial edge ideals and especially
Matsuda and Murai’s conjecture. This paper is organized as follows.
In Section 2, we pose some definitions, facts and notation which will be used
throughout the paper.
In Section 3, we prove the conjecture of Matsuda and Murai (Conjecture B) which
is the main result of this paper.
In Section 4, we show that the regularity of the binomial edge ideal of the
join product of two graphs G1 and G2, which are not both complete, is equal to
max{reg(JG1), reg(JG2), 3}. Applying this fact, then we generalize some results of
Schenzel and Zafar about complete t-partite graphs. Moreover, our result on the
regularity of the join product of two graphs shows that if A is the set of all graphs
for which the Conjecture A holds, then A is closed under the join product.
Throughout the paper, we mean by a graph G, a simple graph. Moreover, if V =
{v1, . . . , vn} is the vertex set of G (which contains n elements), then for simplicity
we denote it by [n].
2. Preliminaries
In this section, we review some notions and facts around graphs and binomial edge
ideals, which we need throughout.
A vertex v of the graph G for which the induced subgraph of G on NG(v) is a
complete graph, is called a simplicial vertex. By NG(v), we mean the set of all
neighbors (i.e. adjacent vertices) of the vertex v in G.
A vertex v of the graph G whose deletion from the graph, implies a graph with
more connected components than G, is called a cut point of G.
Let G be a graph and e = {v, w} an edge of it. If {e1, . . . , et} is a set of edges of
G, then by G\{e1, . . . , et}, we mean the graph on the same vertex set as G in which
the edges e1, . . . , et are omitted. Here, we simply write G \ e, instead of G \ {e}.
Let G = (V,E) be a graph and v, w be two vertices of G, and assume that
e = {v, w} is not an edge of G. Then G∪ e is the graph on the same vertex set as G
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and the edge set E∪{e}. Moreover, as it was used in [8], Ge is defined to be the graph
on the vertex set V , and the edge set E ∪ {{x, y} : x, y ∈ NG(v) or x, y ∈ NG(w)}.
Let G and H be two graphs on [m] and [n], respectively. We denote by G∗H , the
join product of two graphs G and H , that is the graph with vertex set [m] ∪ [n],
and the edge set E(G) ∪ E(H) ∪ {{v, w} : v ∈ [m], w ∈ [n]}. Let V be a set. To
simplify our notation throughout this paper, we introduce the join of two collection
of subsets of V , A and B, denoted by A ◦ B, as {A ∪ B : A ∈ A, B ∈ B}. If
A1, . . . ,At are collections of subsets of V , then we denote their join, by ©
t
i=1Ai.
Suppose that G is a graph on [n]. Let T be a subset of [n], and let G1, . . . , GcG(T )
be the connected components of G[n]\T , the induced subgraph of G on [n] \ T . For
each Gi, we denote by G˜i the complete graph on the vertex set V (Gi). If there is
no confusion, then we may simply write c(T ) instead of cG(T ). Set
PT (G) = (
⋃
i∈T
{xi, yi}, JG˜1, . . . , JG˜c(T )).
Then, PT (G) is a prime ideal, where heightPT (G) = n+|T |−c(T ), by [4, Lemma 3.1].
Moreover, JG =
⋂
T⊂[n] PT (G), by [4, Theorem 3.2]. So that, dimS/JG = max{n −
|T | + c(T ) : T ⊂ [n]}, by [4, Cororally 3.3]. If each i ∈ T is a cut point of
the graph G([n]\T )∪{i}, then we say that T has cut point property for G. Let
C(G) = {∅} ∪ {T ⊂ [n] : T has cut point property for G}. One has C(G) = {∅}
if and only if G is a complete graph. Denoted by M(G), we mean the set of all
minimal prime ideals of JG. Then, one has T ∈ C(G) if and only if PT (G) ∈M(G),
by [4, Corollary 3.9].
3. Matsuda and Murai’s conjecture
In this section, we prove the conjecture of Matsuda and Murai on the Castelnuovo-
Mumford regularity of the binomial edge ideal of a graph. In the sequel, we use the
following proposition.
Proposition 3.1. Let H be a graph and e be an edge of H. Then we have
(a) reg(JH) ≤ max{reg(JH\e), reg(JH\e : fe) + 1};
(b) reg(JH\e) ≤ max{reg(JH), reg(JH\e : fe) + 2};
(c) reg(JH\e : fe) + 2 ≤ max{reg(JH\e), reg(JH) + 1}.
Proof. It suffices to consider the short exact sequence
0 −→ S/(JH\e : fe)(−2)
fe
−→ S/JH\e −→ S/JH → 0.
Then, the statement follows by [10, Corollary 18.7]. 
We also benefit from the following theorem which appeared in [8, Theorem 3.7],
and gives a system of generators of the ideal JG\e : fe, explicitly.
Theorem 3.2. [8, Theorem 3.7] Let G be a graph and e = {i, j} be an edge of G.
Then we have
JG\e : fe = J(G\e)e + IG,
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where IG = (gP,t : P : i, i1, . . . , is, j is a path between i, j in G and 0 ≤ t ≤ s),
gP,0 = xi1 · · ·xis and for every 1 ≤ t ≤ s, gP,t = yi1 · · · yitxit+1 · · ·xis.
The following lemma is also needed to prove the main theorem.
Lemma 3.3. Let G be a graph on [n], v a simplicial vertex of G with degG(v) ≥ 2,
and e an edge incident with v. Then we have reg(JG\e : fe) ≤ n− 2.
Proof. Let v1, . . . , vt be all the neighbors of the simplicial vertex v, and e1, . . . , et
be the edges joining v to v1, . . . , vt, respectively, where t ≥ 2. Without loss of
generality, assume that e := et. Note that for each i = 1, . . . , t− 1, v, vi, vt is a path
between v and vt in G, so that for all i = 1, . . . , t− 1, xi and yi are in the minimal
monomial set of generators of IG. Also, all other paths between v and vt in G \ e
contain vi for some i = 1, . . . , t− 1. Thus, all the monomials corresponding to these
paths, are divisible by either xi or yi for some i = 1, . . . , t − 1. Hence, we have
IG = (xi, yi : 1 ≤ i ≤ t − 1). So that JG\e : fe = J(G\e)e + (xi, yi : 1 ≤ i ≤ t − 1).
The binomial generators of J(G\e)e corresponding to the edges containing vertices
v1, . . . , vt−1, are contained in IG. Let H := (G \ e)e. Then, we have JG\e : fe =
JH[n]\{v,v1,...,vt−1}+(xi, yi : 1 ≤ i ≤ t−1), since v is an isolated vertex of H[n]\{v1,...,vt−1}.
Thus, reg(JG\e : fe) = reg(JH[n]\{v,v1,...,vt−1}). But, reg(JH[n]\{v,v1,...,vt−1}) ≤ n − 2, by
Theorem 1.1, since t ≥ 2. Therefore, reg(JG\e : fe) ≤ n− 2, as desired. 
Now we are ready to prove the main result of this paper, which is Conjecture B.
To simplify the notation, for any graph G, we define αG = min{αG(v) : v ∈ V (G)},
where αG(v) is defined to be
(
degG(v)
2
)
− |E(GN(v))|.
Note that αG = 0 is equivalent to saying that G has a simplicial vertex. For
example, let G be the graph which is shown in Figure 1. Then we have αG(1) =
αG(5) = 0, since the vertices 1 and 5 are both simplicial vertices. Moreover, αG(3) =
αG(4) = 1, and αG(2) = 2. Therefore, we have αG = 0.
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b
b
b
2
3
1
4
5
Figure 1. A graph with αG = 0
Theorem 3.4. For any graph G 6= Pn with n vertices, reg(JG) ≤ n− 1.
Proof. We first prove the theorem for a graph containing a simplicial vertex, or
equivalently αG = 0. For this, we use induction on the number of the vertices. If
n = 2, then G consists of just two isolated vertices, and hence clearly JG = (0), and
we are done. Let G be a graph on [n], with a simplicial vertex, and assume that G
is not a path. We consider two following cases:
Case(i). Suppose that G has a simplicial vertex which is a leaf, say v. Then,
assume that w is the only neighbor of v, and e = {v, w} is the edge joining v and
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w. We have reg(JG\e) = reg(J(G\e)[n]\v), since v is an isolated vertex of G \ e. Thus,
by Theorem 1.1, reg(JG\e) ≤ n − 1. On the other hand, we have reg(JG\e : fe) =
reg(J(G\e)e), by Theorem 3.2. Note that v is also an isolated vertex of (G \ e)e, so
that we can disregard it in computing the regularity. Thus, reg(J(G\e)e) ≤ n − 2,
by the induction hypothesis, since (G \ e)e has w as a simplicial vertex. Hence,
reg(JG\e : fe) + 1 ≤ n− 1. Thus, by Proposition 3.1 (a), we get reg(JG) ≤ n− 1.
Case(ii). Suppose that all the simplicial vertices of G have degree greater than
one. Let v be a simplicial vertex of G and v1, . . . , vt be all the neighbors of v,
and e1, . . . , et be the edges joining v to v1, . . . , vt, respectively, where t ≥ 2. By
Proposition 3.1 (a) and Lemma 3.3, we have reg(JG) ≤ max{reg(JG\e1), n − 1}.
Then by applying Proposition 3.1 (a) and Lemma 3.3 on the graph G \ e1, we get
reg(JG) ≤ max{reg(JG\{e1,e2}), n−1}. Since degG\{e1,...,el}(v) ≥ 2 for l = 1, . . . , t−2,
we can repeat this process to obtain reg(JG) ≤ max{reg(JG\{e1,...,et−1}), n−1}. Note
that G\{e1, . . . , et−1} is a graph on n vertices in which v is a leaf. Thus, by case (i),
we have reg(JG\{e1,...,et−1})) ≤ n− 1. Thus, reg(JG) ≤ n− 1.
So, the result follows for the graphs with a simplicial vertex.
Now, suppose on the contrary that there exists a graph G on [n] which does
not have any simplicial vertex (in particular, G is not a path) and reg(JG) ≥ n.
We may assume that G has the least number of vertices, n, among the graphs for
which the conjecture does not hold. Moreover, we assume that αG is the minimum
among the graphs on n vertices with this property. Since G does not contain any
simplicial vertex, we have αG ≥ 1, and hence there exists a vertex v of G which has
two neighbors, say v1 and v2, which are not adjacent in G, and αG = αG(v). Let
e = {v1, v2}. Now, by Proposition 3.1 (b), we have
reg(JG) ≤ max{reg(JG∪e), reg(JG : fe) + 2}.(1)
We have αG∪e(v) = αG(v)−1, and hence αG∪e ≤ αG−1. Since G∪ e has n vertices,
we have reg(JG∪e) ≤ n− 1, by our choice of G. Note that G∪ e, as well as G, is not
a path.
Now, we show that reg(JG : fe) + 2 ≤ n − 1. By Theorem 3.2, we have JG :
fe = JGe + IG∪e. Since v1, v, v2 is a path between v1 and v2 in G, we have IG∪e =
(xv, yv) + I(G\v)∪e, and hence JG : fe = JGe + IG∪e = J(G\v)e + I(G\v)∪e + (xv, yv),
by Theorem 3.2. Thus, reg(JG : fe) = reg(J(G\v)e + I(G\v)∪e). By Theorem 3.2,
reg(JG\v : fe) = reg(J(G\v)e + I(G\v)∪e), so that reg(JG : fe) = reg(JG\v : fe). On
the other hand, we have reg(JG\v : fe) + 2 ≤ max{reg(JG\v), reg(J(G\v)∪e) + 1}, by
Proposition 3.1 (c). By Theorem 1.1, we have reg(JG\v) ≤ n− 1. Now, it suffices to
show that reg(J(G\v)∪e) ≤ n− 2.
First, we claim that (G \ v)∪ e is not a path. To prove the claim, suppose on the
contrary that (G \ v) ∪ e is a path over n − 1 vertices. Then, G \ v is the disjoint
union of two paths Pt and Ps on two different sets of vertices, where t+ s = n− 1.
Note that e joins a vertex of minimum degree of Pt and a vertex of minimum degree
of Ps, in (G \ v)∪ e. Moreover, v is adjacent to these two vertices in G. So, if s ≤ 2
or t ≤ 2, then G has a simplicial vertex which is a contradiction, by our choice of
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G. So, suppose that t ≥ 3 and s ≥ 3. Then v is adjacent to both of the leaves of
Pt and the leaves of Ps in G, since otherwise G has a leaf, and hence a simplicial
vertex which contradicts the choice of G. Now suppose that u is a neighbor of a
leaf of Pt, say w. If u is adjacent to v, then w is a simplicial vertex of G which is a
contradiction, because of our choice of G. So, suppose that u is not adjacent to v.
Then u has just two neighbors in G which are not adjacent to each other, and hence
αG(u) = 1. On the other hand, αG(v) ≥ 6, because v is adjacent to at least four
vertices, namely the leaves of Pt and Ps, and none of those leaves are adjacent to
each other in G. So, we get a contradiction, since by the definition of αG, we have
αG = αG(v) ≤ αG(u). Therefore, (G \ v) ∪ e is not a path and the claim follows.
Thus, by the choice of G, we have reg(J(G\v)∪e) ≤ n−2, since (G\ v)∪e has n−1
vertices. Therefore, by (1), we get reg(JG) ≤ n− 1, which is a contradiction to our
assumption, and the desired result follows. 
4. Regularity under the join product
In this section we focus on the join of two graphs and determine the regularity of
the binomial edge ideal of the join of two graphs in terms of the original graphs’.
Consequently, we gain some results on complete t-partite graphs, which generalize
some previous known results.
We need the next proposition from [5] which for completeness we give a proof for
it here. If H is a graph with connected components H1, . . . , Hr, then we denote it
by
⊔r
i=1 Hi.
Proposition 4.1. Suppose that G1 =
⊔r
i=1 G1i and G2 =
⊔s
i=1 G2i are two graphs
on disjoint sets of vertices [n1] =
⋃r
i=1[n1i] and [n2] =
⋃s
i=1[n2i], respectively, where
r, s ≥ 2. Then we have
C(G1 ∗G2) = {∅} ∪
(
(©ri=1C(G1i)) ◦ {[n2]}
)
∪
(
(©si=1C(G2i)) ◦ {[n1]}
)
.
Proof. Let G := G1 ∗ G2 and T ∈ (©
r
i=1C(G1i)) ◦ {[n2]}. So, T = [n2] ∪ (
⋃r
i=1 T1i),
where T1i ∈ C(G1i), for i = 1, . . . , r. We show that T has cut point property.
Let j ∈ T . If j ∈ T1i, for some i = 1, . . . , r, then G([n]\T )∪{j} = G1i([n1i]\T1i)∪{j} ⊔
(
⊔r
l=1,l 6=i G1l([n1l]\T1l)). In this case, j is a cut point of G1i([n1i]\T1i)∪{j}, since T1i ∈
C(G1i). So that j is also a cut point of G([n]\T )∪{j}. If j ∈ [n2], then G([n]\T )∪{j} =
j ∗
⊔r
i=1 G1i([n1i]\T1i). So, j is a cut point of G([n]\T )∪{j}, since G([n]\T ) is disconnected.
Thus, in both cases, T has cut point property. If T ∈ (©si=1C(G2i)) ◦ {[n1]}, then
similarly, we have T ∈ C(G). For the other inclusion, let ∅ 6= T ∈ C(G). If T
does not contain [n1] and [n2], then G[n]\T is connected, and hence no element i
of T is a cut point of G([n]\T )∪{i}. So, we have [n1] ⊆ T or [n2] ⊆ T . Suppose
that [n1] ⊆ T . Then, T = [n1] ∪ (
⋃s
i=1 T2i), where T2i ⊆ [n2], for i = 1, . . . , s.
Let 1 ≤ i ≤ s. If T2i = ∅, then, clearly, T2i ∈ C(G2i). If T2i 6= ∅, then each
j ∈ T2i, is a cut point of G([n]\T )∪{j}, since T ∈ C(G). So that j is a cut point of
G2i([n2i]\T2i)∪{j}, because j ∈ T2i and G2i’s are on disjoint sets of vertices. Thus,
T2i ∈ C(G2i). Therefore, T ∈ (©
s
i=1C(G2i)) ◦ {[n1]}. If [n2] ⊆ T , then similarly we
get T ∈ (©ri=1C(G1i)) ◦ {[n2]}. 
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Note that the join of two complete graphs is also obviously complete, so that
its binomial edge ideal has a linear resolution, by [11, Theorem 2.1], and hence its
regularity is equal to 2. The following theorem is the main result of this section.
Theorem 4.2. Let G1 and G2 be graphs on [n1] and [n2], respectively, not both
complete. Then
reg(JG1∗G2) = max{reg(JG1), reg(JG2), 3}.
Proof. Let G := G1∗G2. Note that since G is not a complete graph, JG does not have
a linear resolution, by [11, Theorem 2.1]. So that reg(JG) ≥ 3. On the other hand,
by [12, Proposition 8], reg(JG) ≥ reg(JG1) and reg(JG) ≥ reg(JG2), because G1 and
G2 are induced subgraphs of G. So, reg(JG) ≥ max{reg(JG1), reg(JG2), 3}. For the
other inequality, first, suppose that G1 and G2 are both disconnected graphs. Let
G1 =
⊔r
i=1 G1i and G2 =
⊔s
i=1 G2i be two graphs on disjoint sets of vertices [n1] =⋃r
i=1[n1i] and [n2] =
⋃s
i=1[n2i], respectively, where r, s ≥ 2. By Proposition 4.1,
C(G) = {∅} ∪
(
(©ri=1C(G1i)) ◦ {[n2]}
)
∪
(
(©si=1C(G2i)) ◦ {[n1]}
)
. So, JG = Q ∩Q
′,
where
Q =
⋂
T∈C(G)
[n1]⊆T
PT (G) , Q
′ =
⋂
T∈C(G)
[n1]*T
PT (G).
Thus, we have
Q = (xi, yi : i ∈ [n1]) +
⋂
T∈C(G)
[n1]⊆T
PT\[n1](G2)
and
Q′ = P∅(G) ∩
( ⋂
∅6=T∈C(G)
[n1]*T
PT (G)
)
= P∅(G) ∩
(
(xi, yi : i ∈ [n2]) +
⋂
T∈C(G)
[n2]⊆T
PT\[n2](G1)
)
.
So, one can see that Q = (xi, yi : i ∈ [n1])+JG2, Q
′ = JKn∩
(
(xi, yi : i ∈ [n2])+JG1
)
and Q+Q′ = (xi, yi : i ∈ [n1]) + JKn2 . Now, consider the short exact sequence
0→ JG → Q⊕Q
′ → Q+Q′ → 0.
By [10, Corollary 18.7], we have reg(JG) ≤ max{reg(Q), reg(Q
′), reg(Q+Q′)+1}. On
the other hand, we have reg(Q) = reg(JG2), reg(Q
′) ≤ max{reg(JG1), reg(Kn1)+1 =
3} (by using a suitable short exact sequence as above), and reg(Q+Q′) = reg(Kn2)+
1 = 3. Hence, reg(JG) ≤ max{reg(JG2), reg(JG1), 3}. Now, suppose that G1 or G2 is
connected. We add an isolated vertex v to G1 and an isolated vertex w to G2. Thus,
we obtain two disconnected graphs G′1 and G
′
2. So, by the above discussion, we have
reg(JG′1∗G′2) ≤ max{reg(JG′1), reg(JG′2), 3}. But, clearly, we have reg(JG′1) = reg(JG1)
and reg(JG′2) = reg(JG2), so that reg(JG′1∗G′2) ≤ max{reg(JG1), reg(JG2), 3}. Thus,
the result follows by [12, Proposition 8], since G1 ∗ G2 is an induced subgraph of
G′1 ∗G
′
2. 
The following corollary generalizes the result of [13] on the regularity of complete
bipartite graphs.
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Corollary 4.3. Let G be a complete t-partite graph, where t ≥ 2. If G is not
complete, then reg(JG) = 3.
Proof. We use induction on t ≥ 2, the number of parts. If t = 2, then G is the
join of two graphs each consisting of some isolated vertices. So, the regularity of the
binomial edge ideal of each of them is 0. Thus, by Theorem 4.2, we have reg(JG) = 3.
Now, suppose that t > 2 and the result is true for every complete (t − 1)-partite
graph which is not complete. Let V1, . . . , Vt be the partition of the vertices of G to t
parts. Hence, we have G = GVt∗GV \Vt , and GV \Vt is a complete (t−1)-partite graph.
If GV \Vt is a complete graph, then |Vt| > 1, since, otherwise, G is a complete graph,
a contradiction. So, by Theorem 4.2, reg(JG) = 3. If GV \Vt is not complete, then
by the induction hypothesis, we have reg(JGV \Vt ) = 3. Thus, again by Theorem 4.2,
the result follows. 
We end this section with some remarks regarding Conjecture A.
Note that by Theorem 4.2, we have if G is a (multi)-fan graph (i.e. K1 ∗
⊔t
i=1 Pni,
for some t ≥ 1, which might be a non-closed graph), then reg(JG) = c(G) + 1. This
implies that if Conjecture A is true, then the given bound is sharp.
Corollary 4.4. Let G1 and G2 be two graphs on [n1] and [n2], respectively. If
Conjecture A is true for G1 and G2, then it is also true for G1 ∗G2.
Proof. By Theorem 4.2, it is enough to note that c(G1 ∗G2) = c(G1)c(G2), and that
if G1 and G2 are complete graphs, then G1 ∗G2 is also complete and Conjecture A
is true for it. 
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