We present 1-D non-Local-Thermodynamic-Equilibrium time-dependent radiative-transfer simulations for a large grid of supernovae (SNe) IIb/Ib/Ic that result from the terminal explosion of the mass donor in a close-binary system. Our sample covers ejecta masses M e of 1.7-5.2 M d , kinetic energies E kin of 0.6-5.0ˆ10
INTRODUCTION
The origin of supernovae (SNe) IIb/Ib/Ic remains somewhat elusive. While the close-binary evolution scenario offers an attractive solution to both core-collapse SN statistics (see, e.g., Podsiadlowski et al. 1992; Eldridge et al. 2008; Smith et al. 2011 ) and inferred ejecta properties (Ensman & Woosley 1988; Woosley et al. 1995) , it is not clear today what fraction arises from the explosion of stars that evolve in isolation. The diversity of massive close binaries can qualitatively explain the observed diversity of SNe IIb (Claeys et al. 2011) , but for moderate main-sequence masses, the binary channel seems to favour the production of SNe ‹ email: Luc.Dessart@oca.eu Ib (Yoon et al. 2010) . The distinction between SNe Ib and Ic, which is observational (Wheeler & Levreault 1985; Harkness et al. 1987; Filippenko et al. 1990; Wheeler et al. 1987) , is challenged by the presence of broad lines, causing blending/overlap, and the difficulty of exciting He I (Lucy 1991) . Non-thermal processes and mixing complicates the interpretation of observations ). More work is needed to understand these events adequately. In our approach, we try to address these issues by modelling the SN radiation. Our goal is to complement, and also to confront to, the independent inferences based on SN-subtype distribution, host properties (see, e.g., Anderson & James 2008 , 2009 Anderson et al. 2010 Anderson et al. , 2012 Arcavi et al. 2010; Modjaz et al. 2011; Sanders et al. 2012; Kelly & Kirshner 2012; Crowther 2013) , or pre-SN star properties (Yoon et al. 2012; Eldridge et al. 2013; Groh et al. 2013; Kim et al. 2015) .
Most simulations of SN IIb/Ib/Ic radiation to date have been limited to grey/multi-frequency radiation hydrodynamics, which delivers bolometric and/or multi-band light curves (see, e.g., Blinnikov et al. 1998; Bersten et al. 2012) , and to steady-state radiative transfer (see, e.g., Sauer et al. 2006) . In contrast, our method provides the emergent flux as a function of wavelength and time by means of a solution to the time-dependent non-local thermodynamic equilibrium (non-LTE) radiative transfer problem that takes as initial conditions a physical model of the star and its explosion (Dessart & Hillier 2010; ) -we give a brief summary of our numerical approach with CMFGEN and on the atomic data used in the calculations in Appendix A. We can thus attempt to directly link SN signatures to the progenitor structure and the explosion properties. By treating the problem in non-LTE, we can include the time-dependent and non-thermal terms that appear in the statistical-equilibrium equations. This is a preriquisite for the description of H and He, and therefore for the understanding of SNe IIb, Ib, and Ic (Dessart et al. 2011 . Dessart et al. (2015) presented results for three SN ejecta models stemming from the explosion of the mass donor in moderate-mass massive stars evolved in a close-binary system with an initial orbital period of « 4 d (Yoon et al. 2010) . These selected SN models were of type IIb, Ib, and Ic and served to investigate the properties of the radiative transfer in these ejecta. Here, we broaden the scope and consider the entire grid of 27 models. The numerical approach is described in Dessart et al. (2015) . Numerous properties of these pre-SN models and the corresponding ejecta are provided in tabulated form in the appendix. Our grid comprises models 3p0, 3p65, 4p64, 5p11, and 6p5 (where the name refers to the pre-SN mass of the primary star), which were evolved at a metallicity of 0.02 (models 3p0, 3p65, 5p11, and 6p5) or 0.004 (model 4p64). The main-sequence masses for these systems were 18 Md ' 17 Md (model 3p0; P orb,init " 3 d), 16 Md ' 14 Md (model 3p65; P orb,init " 5 d), 18 Md ' 12 Md (model 4p64; P orb,init " 5 d), 60 Md ' 40 Md (model 5p11; P orb,init " 7 d), and 25 Md ' 24 Md (model 6p5; P orb,init " 6 d). Upon reaching iron core collapse, the models were exploded by means of a piston to produce four different asymptotic ejecta kinetic energies E kin . We adopt the following nomenclature: ‚ Suffix C: E kin " 0.6ˆ10 51 erg. Other models are scaled in energy by a factor of about 2, 4, and 8.
‚ Suffix A: E kin " 1.2ˆ10 51 erg. We take this as the standard core-collapse SN ejecta kinetic energy at infinity.
‚ Suffix B: E kin " 2.4ˆ10 51 erg. ‚ Suffix D or G: E kin " 5.0ˆ10
51 erg. The difference between the two is whether the piston that injects the energy is placed at the edge of the iron core or where the entropy rises to 4 kB per baryon (which is further out).
The ejecta mass Me for models 3p0, 3p65, 4p64, 5p11, and 6p5 depends on explosion energy (as well as on mixing, but only very slightly) and is 1. 71-1.73, 2.18-2.23, 3.11-3.21, 3.54-3.63, and 4.95-5.18 Md, respectively. All these simulations leave behind a neutron star, with a mass in the range 1.27-1.57 Md (see Table B1 ). Figure 1 shows the distribution of M ( 56 Ni), "representative" expansion rate Vm " a 2E kin {Me, E kin , and pre-SN mass for the full grid of models. The 56 Ni mass lies between 0.05 and 0.3 Md, although most of our simulations produce À 0.1 Md. While the kinetic energy is specified by the user as a parameter of the ex- , ejecta kinetic energy E kin , and expansion rate Vm " a 2E kin {Me for our grid of models (pre-SN masses are shown with a different symbol). For a given progenitor, both the expansion rate Vm and the 56 Ni mass increase with explosion energy. plosion simulation, the 56 Ni mass is a byproduct of the explosion, controlled physically by the explosion power and energy as well as the progenitor core structure and composition. For a given progenitor model, the larger the explosion energy, the larger the 56 Ni mass. If we consider the full model set, the maximum 56 Ni yield tends to increase for larger mass progenitors because they have a larger density above the iron core. Finally, to account for multi-dimensional effects associated with the explosion mechanism (Fryxell et al. 1991b; Wongwathanarat et al. 2015) , we enforce two levels of mixing in these models, one moderate (suffix x1) and one strong (suffix x2) -see Dessart et al. (2015) for details.
The SN type associated with each model was discussed in Dessart et al. (2015) . Ejecta models 3p0, 3p65, 4p64 contain some residual hydrogen in the outermost parts and helium represents at least 50% of their composition. These models make a type IIb for all explosion energies and mixing values used here. Ejecta model 6p5 is hydrogen deficient and helium represents « 35% of its composition. This model makes a type Ib for all explosion energies and mixing values used here. Because it is hydrogen deficient and poor in helium, ejecta model 5p11 makes a type Ic for all explosion energies and mixing values used here. Here, we do not yet discuss the suitability of these models to match SNe IIb/Ib/Ic observations. We select this grid of models so that we encompass a range of mass and composition. We adopt four different explosion energies to cover a range around the representative core-collapse SN value of 10 51 erg. This ignores the probable correlation between explosion energy and progenitor mass/structure -modelling of the neutrino-driven explosion is necessary to produce a more physically consistent ejecta model (see, e.g., Sukhbold et al. 2015 ). In our model set, lower explosion energies are probably more suitable for the lower mass progenitors; higher explosion energies may not explode by neutrino power alone but may require some other mechanism, perhaps related to core rotation (Ugliano et al. 2012) . The correlations we extract from our results obviously reflect the properties for our set of progenitor/explosion models and should therefore be considered as such. In Nature, SNe Ibc may be associated with lower/higher ejecta masses and energies, different levels of mixing, or may stem from binary massive stars that evolved differently from the main sequence (through variations in mass loss rates or initial rotation, angular momentum transport etc.). The hope with this model sample and extracted trends is to provide a framework to interpret observations.
To complement the previous study of Dessart et al. (2015) , we investigate the trends that emerge from our entire grid of models, in particular the correlations arising from variations in ejecta kinetic energy E kin , ejecta mass Me, 56 Ni mass, and progenitor composition. In turn, we discuss our results for the bolometric luminosity light curves (Section 2), the multi-band light curves (Section 3), the colour evolution (Section 4), and some spectral properties (Section 5). We then confront our results to other works, and in particular discuss the shortcomings of the Arnett model for SNe Ib/c (Section 6). Finally, we present our conclusions (Section 7). Figure 2 shows the bolometric light curves for models that share a common ejecta kinetic energy of « 1.2ˆ10 51 erg, but cover a range of ejecta masses from 1.73 to 4.97 Md. Over that range, the rise time to maximum increases monotonically from « 23 to « 42 d. The bolometric luminosity at maximum is comparable between models, within the range 1.32-1.65ˆ10
BOLOMETRIC PROPERTIES
42 erg s´1, and does not vary monotonically with pre-SN mass. The non-monotonic behaviour arises because the different models have different 56 Ni masses (the range is from 0.058 to 0.099 Md), and because the lower the ejecta mass, the greater the bolometric maximum (all else being the same). Finally, the post-maximum decline decreases steadily as the ejecta mass increases. The bolometric magnitude drop between maximum and 15 d later decreases from 0.72 to 0.22 mag from model 3p0 to 6p5. This brightness decline correlates with the width of the light curve, which appears very symmetric when plotted with respect to the time of maximum (middle panel of Figure 2 ).
This trend persists to later times, but it then has a different origin. During the photospheric phase, the width of the light curve is controlled by the trapping of radiation energy, which is stored in optical/UV photons. At nebular times, the decline rate is controlled by the trapping of γ-rays from radioactive decay (bottom panel of Figure 2 ). The opacity affecting low and high energy photons is fundamentally distinct. In particular, the total opacity to low-energy photons is strongly dependent on ionisation, while the γ-ray opacity is primarily sensitive to the total number of electrons. Figure 3 shows the diversity of light curves for a given pre-SN model exploded with different energies. As the ejecta kinetic energy increases from 0.62 to 1.22, 2.46, and 5.13ˆ10 51 erg, the rise time to bolometric maximum decreases from 31.8 to 19.4 d, and the post-maximum decline increases from 0.45 to 0.72 mag. The luminosity at bolometric maximum is larger for models with a higher ejecta kinetic energy, a feature exacerbated by the shorter rise time and the larger 56 Ni mass (a factor of about two between models 4p64Cx1 and 4p64Dx2). An increase in ejecta mass or a decrease in ejecta kinetic energy has a comparable impact on the light curve width (Figures 2 and 3) .
In most of our models, the early light curve comprises a short post-breakout "plateau" prior to the rise to maximum (see also Dessart et al. 2011 ). This post-breakout plateau is brighter for larger progenitor radii and explosion energy (see also Bersten et al. 2012) . It is shorter for lower mass ejecta (and enhanced 56 Ni mixing; Dessart et al. 2012) . These various properties are function of the relative contributions of the shock-deposited and decay energies, and how these energy sources are distributed within the ejecta. Figure 2 , but now for the 4p64 models characterised by different explosion energies (in our nomenclature, E kin grows from 0.6, to 1.2, 2.4, and 5.0ˆ10 51 erg as we step through models C, A, B, and D). The dashed line (bottom panel) corresponds to the decay power of 0.055 M d of 56 Ni. Higher explosion energies shorten the rise time to bolometric maximum, increase the post-maximum luminosity decline rate, and produce a narrower light curve around bolometric maximum. In these models, higher explosion energies tend to correlate with the 56 Ni mass (Figure 1 ), which exacerbates the trend seen in the top panel (i.e. higher peak luminosity for higher ejecta kinetic energy). Figure 4 shows the distribution of the luminosity at bolometric maximum versus 56 Ni for the entire grid of models. This figure shows that 56 Ni is, as expected, the key power source behind these SN models. For example, the doubling of the 56 Ni mass leads to roughly the doubling of the peak luminosity. However, there is some scatter, which arises from the relatively large range of ejecta masses. For a given 56 Ni mass and ejecta kinetic energy, the larger mass ejecta appear under-luminous at maximum because they radiate essentially the same total decay energy but over a longer time. A least-square polynomial fit to the distribution of N model points gives Blondin et al. 2013) , probably because of the larger range of ejecta masses for our SNe IIb/Ib/Ic models.
PHOTOMETRIC PROPERTIES
The photometric properties discussed in Dessart et al. (2015) are supported by the larger grid of models and so not all properties will be discussed again. We focus on the properties of the R band, which we find to be analogous to that of the bolometric luminosity (Tables C1-C3 ). Figure 5 shows the whole set of R-band light curves around maximum. The origin of the x axis is the time of R-band maximum. This reduces the strong overlap caused by the wide range in rise time. It also better reveals the scatter in light curve peaks and widths. One notable difference with the bolometric light curves is the lack of an obvious post-breakout plateau in the R band.
As for the bolometric luminosity, the maximum R-band magnitude correlates with the 56 Ni mass. 56 Ni mass and flattens out at large 56 Ni mass ( Figure 6 ). A least-square polynomial fit that gives a rough match to the distribution of model results is
with a dispersion of 0.16 mag. At large 56 Ni mass, the fitted curve starts declining, which is unphysical, so this and other fitted formula ought to be used with circumspection. Since the R-band magnitude can be more easily inferred from observations than the bolometric luminosity, we also show how the two compare in Figure 7 . The relation that closely holds between the two is logpL bol,peak {10 42 erg s´1q "´0.41pM peak pRq{magq´6.92 , with a dispersion of 0.017 (in the log) -corresponding to a dispersion of 3-4% in L bol,peak . Figure 8 shows that there is a very strong correlation between the post-maximum decline rate ∆M15pRq and the rise time trisepRq to R-band maximum. Using a least-square polynomial fit, our results follow closely the relation trise{d " 57.08´71.17∆M15pRq`32.98∆M . Maximum bolometric luminosity versus maximum R-band magnitude for our grid of models. The dashed curve corresponds to logpL bol,peak {10 42 erg s´1q "´0.41pM peak pRq{magq´6.92.
M peak pV q or M peak pbolq. The peak magnitude is primarily controlled by the 56 Ni mass, while the post-maximum decline is sensitive to E kin , Me, as well as 56 Ni mass. An example of this complicated sensitivity is that the decay energy tends to raise, or at least maintain, the ionisation and therefore influences the ejecta optical depth. This matters throughout the photospheric phase, which lasts for up to about 2-3 weeks after maximum.
COLOUR PROPERTIES
Photometric variations can arise from colour changes. These changes are, however, quite modest in our simulations because the emergent radiation falls primarily within the optical range (Dessart et al. 2015) . The pre-SN radius of our models is below " 10 Rd, which causes a significant cooling when the ejecta expands to a SN-like radius in the first week after explosion. Consequently, none of our models appear blue early on. Instead, they show relatively red colours throughout their evolution, with only modest variations through the early post-breakout plateau, the rise to maximum, and the post-maximum phase. Figure 10 shows the evolution of the (V´R) light curve for the whole set of models. There is a first phase of reddening prior to 56 Ni decay heating in the spectrum formation region, followed by a hardening on the rise to maximum when 56 Ni decay heating is strong, followed by a reddening phase as heating ebbs and line blanketing from metals strengthens.
The (V´R) light curve shows a narrow range of values at 10 d after R-band maximum ( Figure 11 ). This property was identified in observations by Drout et al. (2011) (see also Bianco et al. 2014) . In our models, the spectrum forms in the inner ejecta at this epoch. It is influenced by a comparable decay-heating rate, and the composition is similar in all models, with a dominance of C and O at the electron-scattering photosphere at that time. This uniformity of photospheric properties between models is likely responsible for the degeneracy in the (V´R) colour early after peak.
There are two outliers with a bluer colour than the rest of 3p0Cx2  3p0Ax1  3p0Ax2  3p0Bx2  3p65Cx1  3p65Cx2   3p65Ax1  3p65Ax2  3p65Bx2  3p65Dx2  4p64Cx1  4p64Ax1  4p64Ax2   4p64Bx1  4p64Bx2  4p64Dx2  5p11Ax1  5p11Ax2  5p11Bx1  5p11Bx2   6p5Ax1  6p5Ax2  6p5Bx1  6p5Bx2 . Plot emphasises the degeneracy of (V´R) colour at 10 d after R-band maximum -exceptions to the trend are the high mass high explosion energy moderately-mixed models 6p5Gx1 and 5p11Bx1.
the sample. These models correspond to higher-mass higher-energy ejecta with a high 56 Ni mass and characterised by a weaker mixing. Weaker mixing favours higher temperatures in the inner ejecta, causing redder colours early on, but bluer colours around maximum (as discussed in Dessart et al. (2012) , weaker mixing has numerous other implications, visible in the bolometric light curve, in the multi-band light curves, and in the spectra). For the full grid of models, the (V´R) colour at 10 d after R-band maximum has a mean value of 0.319 mag and a standard deviation of 0.053 mag. Taking out the two outliers from the set, the mean (V´R) colour value is 0.33 mag and the standard deviation is 0.035 mag.
SPECTRAL PROPERTIES
With about 30 model sequences, each containing about 50 time steps, we have a total of 1500 individual spectra. The amount of information contained in such a set of spectra is very large. The salient signatures for models of type IIb, Ib, and Ic were discussed in Dessart et al. (2015) . In this section, we discuss a few important results that emerge from the whole set.
Hα
In our SN IIb models (3p0, 3p65, and 4p64), Hα is present as a strong line at early times. Its strength decreases with time, such that by the time of maximum, the line may only be visible as a weak absorption. The top panel of Figure 12 shows the evolution of the Doppler velocity at maximum absorption in Hα for our SNe IIb models. In some high-energy explosion models, we lose track of the feature after 1-2 weeks, but in most cases, we can follow V abs (Hα) from early times when it is very large, until light curve maximum when its evolution tends to flatten. This asymptotic velocity, which is a factor of « 2 smaller than the initial values, falls in the range 8000-15000 km s´1, and corresponds to the velocity at the base of the shell that contains hydrogen -a smaller asymptotic velocity suggests a larger mass for the H-rich shell (bottom panel of Figure 12 and Tables B1-B2 ). Lower values are not possible since the deeper layers are hydrogen deficient. In SNe IIb, one can therefore search for that stationary notch to locate the minimum velocity of the hydrogen-rich shell in the ejecta. Interestingly, this property of SN IIb spectra is the only unambiguous, and therefore robust, signature of chemical stratification in SNe IIb/Ib/Ic. It is also observed (Liu et al. 2015) . Figure 13 shows the evolution of the Doppler velocity at maximum absorption in He I 5875Å, noted V abs (He I 5875Å), for the SNe IIb/Ib in our model set. Qualitatively, the evolution is similar to that of Hα, but shifted to lower values. This arises from the fact that in the corresponding ejecta models, helium is more abundant at depth, where the density is larger, so the maximum line optical depth is reached at lower velocity.
He I lines
Just like for Hα, the values for V abs (He I 5875Å) tend to level out near maximum. In lower mass ejecta with weaker mixing, there is even a reversal and V abs (He I 5875Å) starts increasing again (the line broadens) after R-band maximum. This effect is more strongly present in the He I 1.083 µm line, although for strong mixing, the reversal is reduced and may even vanish (Figure 14) . Observationally, the reversal in V abs (He I 5875Å) is generally not seen in SNe IIb/Ib Liu et al. (2015) -an exception is SN 2011dh (Ergon et al. 2014) .
As discussed in Dessart et al. (2015) , this flattening and subsequent reversal is a natural consequence of the sensitivity of He I lines to non-thermal processes. Around maximum, as the γ-ray mean free path becomes comparable to the SN radius (see, e.g., figures 1-2 of Dessart et al. 2012) , the absorption of γ-rays in the outer ejecta is enhanced. The outer ejecta layers thus become increasingly influenced by non-thermal effects. In general, the outer layers will tend to be more helium rich in SNe IIb/Ib/Ic ejecta, because these correspond to the outer edge of the helium core. Consequently, around R-band maximum, while the bulk of the spectrum forms in the CO-rich regions at the base of the ejecta, the He I 1.083 µm line may start to strengthen and broaden again.
This feature is potentially important. Other species like C, O, Ca are less dependent on non-thermal processes to be excited and to produce lines. They are also more abundant at depth. In contrast, helium is both very sensitive to non-thermal processes and more abundant in the outer ejecta. So, only helium can cause a broadening of the absorption feature seen at " 1.05 µm in SNe IIb/Ib/Ic ]   3p0Cx1  3p0Cx2  3p0Ax1  3p0Ax2  3p0Bx2  3p65Cx1  3p65Cx2  3p65Ax1  3p65Ax2   3p65Bx2  3p65Dx2  4p64Cx1  4p64Ax1  4p64Ax2  4p64Bx1  4p64Bx2  4p64Dx2   5  10  15 spectra. In our models, this broadening is seen even in SN Ic models (i.e., models 5p11Ax1, 5p11Ax2, 5p11Bx1, and 5p11Bx2) and it therefore provides unambiguous evidence for the presence of helium in the model. The behaviour of V abs (He I 1.083 µm) could therefore be used to assess the presence of helium in SN Ic ejecta. High quality near-IR spectra of SNe IIb/Ib/Ic are lacking so a dedicated program to seek such observations is necessary.
Estimate of the ejecta expansion rate
In Dessart et al. (2015) , we discussed the ambiguity that surrounds the notion of a photosphere in SNe IIb/Ib/Ic. A more meaningful quantity to constrain is the expansion rate Vm " a 2E kin {Me since it relates to fundamental quantities characterising a SN ejecta, and it is also used in simplified light-curve modelling. The question is then what line measurement constrains Vm with reasonable accuracy? Figure 15 compares the Doppler velocity at maximum absorption in the line He I 5875Å at R-band maximum to the expansion rate Vm for our set of SNe IIb/Ib models. A least-square polynomial ]   3p0Cx1  3p0Cx2  3p0Ax1  3p0Ax2  3p0Bx2  3p65Cx1  3p65Cx2  3p65Ax1   3p65Ax2  3p65Bx2  3p65Dx2  4p64Cx1  4p64Ax1  4p64Ax2  4p64Bx1  4p64Bx2   4p64Dx2  6p5Ax1  6p5Ax2  6p5Bx1  6p5Bx2 fit to the distribution of points yields V abs pHe I 5875Åq 1000 km s´1 " 2.64`0.765 Vm 1000 km s´1 , with a dispersion of 1370 km s´1. The two quantities are not equal (if so, they would lie on the dash-dotted curve), but they are close. Some of the scatter stems from the different magnitude of mixing between models with suffix x1 and x2. Stronger mixing systematically produces broader He I lines. Unfortunately, we do not know the mixing process with much certainty so reducing the scatter is non trivial. This sensitivity introduces an uncertainty for the estimate of the expansion rate in SNe IIb/Ib, and therefore for the determination of E kin and Me. Figure 16 compares the Doppler velocity at maximum absorption in the line O I 7772Å at R-band maximum to Vm for our entire set of models. A least-square polynomial fit to the distribution of points yields V abs pO I 7772Åq 1000 km s´1 " 2.99`0.443 Vm 1000 km s´1 , with a dispersion of 780 km s´1. The slope is much flatter, i.e., V abs (O I 7772Å) tends to be lower than Vm, and the offset is greater for increasing ejecta mass and kinetic energy. This probably arises because the oxygen abundance increases inwards in the ejecta, biasing the line optical depth to lower velocities. Also, for higher mass, the peak is delayed so at maximum, the outer ejecta is cold, optically thin, and contributes little to the emergent spectrum. At higher explosion energy, the same result obtains but because the outer ejecta expands faster. Still, for model 5p11, V abs (O I 7772Å) offers a satisfactory means to constrain Vm to within 10-20%. So, we suggest to constrain the expansion rate Vm with He I 5875Å in SNe IIb/Ib and with O I 7772Å in SNe Ic.
COMPARISON TO OTHER WORK
In this section, we compare some results with those estimated using different approaches. In particular, we discuss how our grid of models compares with the energy constraint set by the time-integrated form of the first law of thermodynamics (Section 6.1). We then Figure 14 . Top: Evolution of the Doppler velocity associated with the maximum absorption in He I 1.083 µm for models 3p0Ax1 and 3p0Ax2. Middle: Same as top, but now for all models with moderate mixing (x1). Bottom: Same as top, but now for all models with strong mixing (x2). In models with moderate mixing, the velocity at maximum absorption decreases near the time of bolometric maximum and increases after maximum due to nonlocal energy deposition and non-thermal effects. In models with strong mixing, this reversal is weaker, or even absent (e.g., in a low-mass ejecta model like 3p0Ax2). The hook at early times corresponds to the epoch when we switch on non-thermal processes in the CMFGEN calculation. at R-band maximum versus the quantity Vm " a 2E kin {Me for our SNe IIb/Ib models (when two identical symbols lie at the same Vm, the upper symbol corresponds to the model with stronger mixing). The dashed curve is a fit to the distribution of values and has the form V abs (He I 5875Å)/1000 km s´1 " 2.64`0.765Vm/1000 km s´1. All values would lie along the dash-dotted curve if the two quantities plotted were equal (i.e., V abs " Vm). at R-band maximum versus the quantity Vm " a 2E kin {Me for our grid of models. (when two identical symbols lie at the same Vm, the upper symbol corresponds to the model with stronger mixing). The dashed curve is a fit to the distribution of values and has the form V abs (O I 7772Å)/1000 km s´1 " 2.99`0.443Vm/1000 km s´1. All values would lie along the dash-dotted curve if the two quantities plotted were equal (i.e., V abs " Vm).
compare our results to the Arnett model (Arnett 1982) , including the so-called Arnett rule (Section 6.2). Katz et al. (2013) propose to use the energy equation to constrain the 56 Ni mass. But we can also use it to gain insights into the physics of SN IIb/Ib/Ic radiation, for example, to check the longterm energy conservation of the CMFGEN sequence. 
Constraints from energy conservation
Figure 17. Illustration of the variation of the ratio
dt 1 t 1 L dec pt 1 q`t 0 Ept 0 qs versus time since bolometric maximum (we use t 0 Á 3 d) for our grid of SNe IIb/Ib/Ic models. The shaded area corresponds to offsets of˘5% from unity. For some models, the ratio remains below unity because of the early escape of γ-rays. Considering heating from radioactive decay and cooling through expansion and radiation, one can solve the internal energy equation out to late times to find
where Ept 1 q is the total radiation energy trapped within the ejecta at t 1 and L dec is the total decay power (Katz et al. use instead the total decay energy deposited within the ejecta, but this quantity is not known directly). At late times, as the ejecta becomes optically thin, there is essentially no stored radiation energy so we neglect the associated term tEptq. When evaluating this ratio for the CMFGEN simulation, we use t0 " 3 d to skip the first few steps of the time sequences. In that case, we include the term Ept0q, which is of the order of À 10 48 erg at that time in our models. In Dessart et al. (2015) 
was within " 1% of unity at 10-20 d after maximum for our three selected models. In these cases, γ-ray escape was negligible up to 10-20 d after maximum, and the convergence of the ratio to unity demonstrated instead the good energy conservation of the CMFGEN model. Figure 17 shows this ratio for the full grid of models. As before, many models reach unity at 10-20 d after bolometric maximum. However, some do not, because γ-rays from radioactive decay start escaping the ejecta before it is optically-thin to optical photons. This is the case for lower mass ejecta and/or higher energy explosions. Stronger mixing also exacerbates the effect since it biases the 56 Ni distribution toward higher-velocity lower-density regions. The impact of γ-ray escape can be seen directly from the post-maximum decline rate (Figs. 2-3 ).
The Arnett model
A common expedient in the SN community is to apply the Arnett model (Arnett 1982) , originally developed for SNe Ia, to all Type I SN light curves.
One feature of this model is the prediction that the bolometric luminosity at maximum is close to the instantaneous decay rate at that time. Hence, knowledge of the distance and reddening to a given SN Ia gives the 56 Ni mass needed to match the peak luminosity. For SNe Ia, detailed radiative-transfer calculations suggest that this relation is fairly accurate (see, e.g., Blondin et al. 2013) , despite the various simplifications.
In Dessart et al. (2015) , we found that the agreement is poorer when applied to SNe IIb/Ib/Ic. When the comparison is extended to our full grid of models, the disagreement is not reduced (Figure 18 ). Applying Arnett rule to our SN IIb/Ib/Ic models would lead to an overestimate of the 56 Ni mass by as much as 50%. In our simulations, L bol {L dec has a mean of 1.41 and a standard deviation of 0.072. The offset found in Dessart et al. (2015) for a few models is therefore present in the larger set of models.
The adopted mixing plays a minor role (see Paper I, Section 6, where the influence of mixing is discussed for model 3p65A, 5p11A, and 6p5A, as well as Dessart et al. (2012) for an extended discussion of the impact of mixing in SNe Ibc light curves and spectra). In our models, enhanced mixing shortens the rise to bolometric maximum and enhances weakly the peak luminosity (all else being the same). For example, for model 3p65Ax1 (moderate mixing), L bol {L dec is 1.5. In model 3p65Ax2 (strong mixing), the bolometric maximum is a fraction of a percent higher but L bol {L dec is only 1.42. The reduction in the offset between L bol and L dec is related to the shorter rise time of 1.5 d -the instantaneous decay power for the 56 Ni chain drops by 5% in 1.5 d at 20-25 d after explosion. As a reminder, in the absence of mixing, models also show a 40-50% offset between L bol and L dec at bolometric maximum (see Figure 13 of Dessart et al. 2011) .
Let us now compare the CMFGEN bolometric light curve to the Arnett light-curve model (we use the formulation of Valenti et al. 2008 , but we corrected the expressions of Bptq and s; see our Appendix D.) This model has four unknowns: Me, E kin , M( 56 Ni), and the mass-absorption coefficient for low-energy photons κopt. We focus on the first part of the light curve, around maximum, and assume full γ-ray trapping. Using the values of Me, E kin , and M ( 56 Ni) in a CMFGEN model, we can compare the Arnett model light curve to the CMFGEN result. The standard implementation of the Arnett model assumes a fixed opacity, while CMF-GEN works from physical ejecta models and computes the opacity frequency-by-frequency and at all ejecta locations. This microphysics is treated entirely differently and there is no simple way to import the CMFGEN opacity into the Arnett model. So, we show the predictions of the Arnett model for three different values of κopt. Figure 19 shows that the central peak of the light curve from the Arnett model has the same qualitative shape but with an offset in all cases.
1 The maximum value is systematically under-estimated (see above). The post-breakout plateau is absent. The width of the light curve is better matched for models with a smaller κopt, but the rise time to bolometric maximum is then underestimated. Larger values of κopt help resolving these deficiencies but the offset at bolometric maximum is increased. We can improve the match of the Arnett model to the bolometric light curve peak of model 3p65Ax1 computed by CMFGEN if we shift the Arnett light curve by 8 d and increase the 56 Ni mass by 10%. The time shift is needed to account for the post-breakout plateau predicted in our CMFGEN simulation and absent in the Arnett model. This manipulation is very artificial and this exercise merely illustrative.
If the SN light curve is entirely powered by 56 Ni power, then the Arnett model should give a good match to the energy criterion expressed in Katz et al. (2013) . The Arnett model makes a number of simplifications. It assumes a progenitor star with a negligible radius. This is roughly equivalent to dropping the term Ept0q in the Katz ratio. In models 3p65Ax1 and 6p5Ax1, the total radiation energy stored within the ejecta at 3 d is 6-9ˆ10 47 erg. In practice, neglecting that term changes the ratio at the 1% level, so this simplification is adequate. The Arnett model neglects ionization/excitation energy but this energy contribution is subdominant -it also affects the ratio at the 1% level. A feature of greater significance is the assumption of a fixed opacity. Figure 19 shows how sensitive the Arnett model light curve is to different values of this adopted opacity -this an inherent limitation of the Arnett model since the value to use is unknown. 
dt 1 t 1 L dec pt 1 q`t 0 Ept 0 qs versus time since bolometric maximum (we use t 0 Á 3 d) for our models 3p65Ax1 and 6p5Ax1 together with the predictions from Arnett's model using three different values of κopt (for these curves, we use t 0 " 0 d). The ejecta kinetic energy, mass and 56 Ni mass are taken from the corresponding CMFGEN model. In the present implementation of the Arnett model we assume full γ-ray trapping so the curves rise to unity at late times. When unity is reached in the CMFGEN model, the Arnett model is at around 0.9 and the offset is larger for larger values of κopt. One reason for the offset between the standard Arnett model predictions and the more detailed calculations with CMFGEN is the simplified treatment of the opacity. Figure 21 shows the complicated behaviour of the opacity in our SN Ibc simulations. In reality, the opacity varies significantly both in space and time. Assuming a uniform and fixed opacity tends to underestimate the opacity in the inner ejecta and to overestimate it in the outer ejecta, which becomes essentially transparent very early on. This may be the main reason for the offset between the Arnett model light curve and the CMFGEN results.
CONCLUSIONS
This paper is a follow-up to Dessart et al. (2015) , which focused on three models of type IIb, Ib, and Ic. Here, we extend our analysis to a large grid of models for SNe IIb/Ib/Ic that result from the terminal explosion of the mass donor in a close-binary system. All our re- With this grid, we cover ejecta masses in the range 1.7-5.2 Md, kinetic energies in the range 0.6-5.0ˆ10
51 erg, and 56 Ni masses in the range 0.05-0.30 Md. Equipped with better physics (non-thermal processes, improved model atoms) compared to Dessart et al. (2011) , this sample also covers a much bigger parameter space than the focused study of Dessart et al. (2012) on chemical mixing. The range of progenitor (mass, composition, radius) and explosion properties (energy, 56 Ni mass) is by definition limited but hopefully this range overlaps significantly with the SNe IIb/Ib/Ic in Nature. Nonetheless, our approach allows a direct confrontation of observables (e.g., bolometric luminosity) to initial progenitor/ejecta properties (ejecta mass, 56 Ni mass). Even if limited, this controlled experiment yields interesting insights into the properties of SN IIb/Ib/Ic models, with, hopefully, relevance to SNe IIb/Ib/Ic in Nature.
A number of correlations emerge from this larger sample of models, which confirm some of the results presented in Dessart et al. (2015) . As expected, we find a strong correlation between the 56 Ni mass and the maximum bolometric luminosity and peak brightness. We provide fitted formulae over the 56 Ni mass range 0.05-0.30 Md. Our predictions at large 56 Ni mass are influenced by the large ejecta masses of the corresponding models. Ejecta with a larger kinetic energy mimic the behaviour of ejecta with a lower mass, confirming the general degeneracy of light curve morphology for a given E kin {Me. When considering the entire model set, however, we obtain a significant scatter in correlations involving E kin {Me (or Vm). Varying E kin (Me) influences the rise time to maximum, the light curve width, the early post-maximum decline, and the nebular decline rate.
Across a wide range of E kin , Me, and M ( 56 Ni), we find that the rise time to maximum strongly correlates with the postmaximum decline. We provide a correlation for the R band. This property can help estimate the explosion time when early time observations are lacking. It also alleviates the difficulty of securing such observations because SNe IIb/Ib/Ic are often very faint one day after explosion and until 56 Ni heating manifests itself. A notorious problem for all type I SNe is the determination of the reddening. Indeed, unlike SNe II-Plateau, continuum windows free of lines are lacking and the effects of line blanketing are much stronger at all times, so a direct constraint on reddening is non trivial in type I SNe. However, the properties (composition, ionisation, temperature) of the spectrum formation region are quite similar in our models after maximum, which conspires to produce roughly the same intrinsic colour. In our set, the distribution of the (V´R) colour at 10 d after R-band maximum has a mean of 0.33 mag, with a standard deviation of 0.035 mag. Observationally, a comparable estimate was made by Drout et al. (2011) .
Spectral line morphology evolves with time as the spectrum formation region recedes in mass space, and therefore in velocity space. This is generally true for intermediate mass elements (C, O, Ca) but there are notable exceptions. In SNe IIb, the Doppler velocity at maximum absorption in Hα converges around maximum light to a value that corresponds to the velocity at the base of the H-rich shell in the outer ejecta (the line absorption appears as a stationary dip blue-ward of the rest wavelength). In our models, this velocity is always very large (in the range 8000-15000 km s´1) because at most 0.01 Md of H remains in the progenitor star at the time of explosion.
In most models we identify a reversal in the trajectory followed by the maximum absorption in the He I 10830Å line around the time of maximum brightness. This feature is unique to helium because He I is very sensitive to non-thermal excitation, which is intimately tied to the influence of γ-rays. In the outer ejecta where the 56 Ni mass fraction is small, this influence is weak early on, but strengthens around maximum as the γ-ray mean free path becomes comparable to the SN radius. The reversal affects the behaviour of the absorption seen around 10300Å, and it is due to He I alone. Hence, this feature could serve as a test of the presence of helium in SNe Ic. This reversal is, however, weak or absent in strongly mixed models.
Determining the mean expansion rate of SN ejecta is a critical step in constructing a suitable model of the event. This is more meaningful than determining the photospheric velocity, which varies with time and depends on the selected line. In Dessart et al. (2015) , we studied the evolution of the strongest optical and near-IR lines and confronted the value of the Doppler velocity at maximum absorption with the expansion rate Vm defined as a 2E kin {Me. The complicated processes that influence SN IIb/Ib/Ic spectra do not allow a very accurate determination of Vm. Nonetheless, we find that at light curve maximum, Vm is close to the measured value of the Doppler velocity at maximum absorption in He I 5875Å in our SNe IIb/Ib models. For SNe Ic, one may use O I 7772Å, although the correspondence deteriorates with higher ejecta mass/energy.
Finally, we find that the Arnett model, originally designed for SNe Ia, is not very accurate when applied to SNe IIb/Ib/Ic. There may be a combination of factors. We suspect the main shortcoming is the assumption of a fixed opacity. The Arnett model light curve depends strongly on that adopted opacity, which is somewhat arbitrarily supplied by the user. There is in practice no good representative value, because the opacity varies with both ejecta location and age in SNe IIb/Ib/Ic. Assuming a fixed average opacity systematically overestimates the true opacity of the outer regions because these continuously recombine and turn transparent as they do so. The large helium mass fraction contributes to the low opacity of the outer ejecta. This transparent region grows in mass until the whole ejecta turns nebular. In the inner ejecta, the opacity varies with time too, as the ionisation changes and the sources of line blanketing evolve. This complicated time and spatial dependences of the opacity are ignored in the Arnett model and this simplification may compromise the rise time to maximum and the light curve width.
The next step with this work is to compare our models to observed SNe IIb, Ib, Ic.
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APPENDIX A: DETAILS ON THE RADIATIVE TRANSFER CALCULATIONS AND THE ATOMIC DATA
The radiation code CMFGEN (Hillier & Miller 1998) , is used to determine the atomic level populations. In these calculations we assume a 1-D homologous expansion, although we have routines available that relax this assumption. We solve the transfer equation in the comoving-frame as discussed by , and we explicitly allow for the time dependence of the radiation field. To obtain the Eddington factors, we perform a formal solution in which time dependence is neglected. As we explicitly treat the time dependence with the moment equations, and since the Eddington factors are ratios of moments, this approximation has only a minor influence on the calculations. The assumption of 1D is an approximation and there is ample observational and theoretical evidence, especially for core collapse SNe, that multi-dimensional effects are important (see review by Janka et al. 2012) . A related effect, that can influence the results, is mixing. As the mixing is likely macroscopic, and not microscopic (Fryxell et al. 1991a) , it cannot be easily treated in 1-D calculations. Given the huge computational costs associated with full 3-D non-LTE time-dependent calculations, and our still limited understanding of SN ejecta, 1-D calculations are an essential analysis tool. We compute the observer's spectrum in two ways. First, we compute the spectrum with the CMFGEN calculation. To do this we perform a Lorentz transformation of the outer boundary comovingframe intensities, and then integrate them in the usual way to obtain the observed flux. In the second method we use a separate code, CMF FLUX (Busche & Hillier 2005) . In this code we first solve for the radiation field, similar to the CMFGEN calculation. However we include all bound-bound transitions in our model atoms, and typically use finer frequency and spatial grids. The CMF calculation provides the mean intensity J which is used to compute the electron scattering emissivity. We then perform a formal solution in the Observer's frame utilising Lorentz transforms of the comoving emissivities and opacities. In general spectra computed by the two methods are in excellent agreement.
An explicit assumption of our approach is that the light-travel time effects are small. We cannot accurately model SN when rapid changes are occurring, such as at shock breakout. That is, we can not accurately model the spectrum for events changing faster than a timescale of R phot {c.
An essential requirement of the calculations is accurate atomic data, and since we are performing non-LTE calculations we require gf values, energy levels, accurate wavelengths, collisional data, photo-ionisation cross-sections, auto-ionising data, and charge exchange cross-sections. The quality of the available data varies considerably with the atomic species, and the complexity of the electronic configuration. When available, we use accurate energy levels, as obtained from the NIST website (Kramida et al. 2012; Ralchenko et al. 2010 ) (sometimes indirectly from NIST as Robert Kurucz uses accurate energies in his calculations when they are available). For Fe group elements not all levels are known (particularly for highly excited levels, and for elements other than Fe), and in that case we use energy levels calculated by Kurucz (Kurucz 2009 (Kurucz , 2010 ). These energy levels lead to inaccurate wavelengths although in our SNe calculations our results do not reveal a major problem when using inaccurate wavelengths. In the CMF FLUX calculations we have the ability to omit transitions with unknown wavelengths.
For H and He the atomic data is excellent. For CNO the data is also of high quality, and the data for elements with atomic number up to Z " 20 is also reasonable. In general reasonable atomic data is available for Fe, but for the other Fe group elements much less data is available. Due to the complexity of their electronic configuration, the data quality for Fe (and other Fe group elements when available) is generally of lower quality than that of CNO.
Oscillator strengths are available from a wide a variety of sources such as the Opacity Project (Seaton 1987) and the Fe project (Hummer et al. 1993) , and most are theoretical. Because of their completeness, extensive use is made of the calculations by Kurucz (Kurucz 2009 (Kurucz , 2010 . For some species oscillator strengths have been updated with values from NIST (Kramida et al. 2012; Ralchenko et al. 2010) . When available, we use theoretical collisional data from the literature. For many species such data is unavailable, and we use the approximate values obtained from the expression of van Regemorter (van Regemorter 1962) . Photoionisation cross section of elements with Z ď 26 (and Z even) are available through the Opacity Project (Seaton 1987) , the Fe project (Hummer et al. 1993 ) and through many other calculations.
2 A potential drawback of these calculations is that the resonances are not at the correct wavelengths, and are treated in LS coupling. This can affect spectral comparisons, and potentially could influence non-LTE calculations through the incorrect treatment of overlapping spectral features. For many species, such as Co, accurate photoionisation data is unavailable. In such cases we use approximations.
In addition to the primary sources listed above, the atomic data for the present calculations were taken from Shine & Linsky (1974) , Mendoza (1983) , Nussbaumer & Storey (1983) , Nussbaumer & Storey (1984) , Luo & Pradhan (1989) , Cunto et al. (1993) , Nahar & Pradhan (1993) , Butler et al. (1993) , Zhang & Pradhan (1994) , Nahar & Pradhan (1994) , Mendoza et al. (1995) , Zhang & Pradhan (1995a) , Zhang & Pradhan (1995b) , Zhang (1996 ), Fernley et al. (1999 , Sunderland et al. (2002) , Tachiev & Froese Fischer (2002), and Bautista (2004) .
Due to the complexity of non-LTE calculations it is difficult to gauge the influence of poor atomic data on the calculations. We do run sensitivity tests to the size of the atomic models, and in some cases to the atomic data (for those cases where we have multiple data sets). For many SN models we get consistent fits across many epochs, and since the sensitivities to the atomic data are changing with the SN epoch (since the physical conditions are changing), this suggests that uncertainties in the atomic data are not having a major influence (at least qualitatively). However we have had occurrences where the neglect of certain atomic data has had a major influence on the calculations (Dessart et al. 2014 ).
APPENDIX B: MODEL PROPERTIES FOR THE FULL SAMPLE
In this section, we present a summary of the model properties. Table B1 gives some progenitor and ejecta masses for the full grid of 27 models. Table B2 provides the ejecta yields for the dominant species. Table B3 gives the composition of some important species in the outermost ejecta layers (i.e., at the progenitor surface). Tables C1-C2-C3 give a summary of the photometric properties of our grid of models, including the rise time, value at maximum brightness, and post-maximum decline for the bolometric luminosity, the luminosity falling between 1000Å and 2.5 µm (LUVOIR, and the photometric bands U , B, V , R, I, J, H, and Ks.
APPENDIX C: PHOTOMETRIC CHARACTERISTICS

APPENDIX D: EXPRESSION OF THE BOLOMETRIC LUMINOSITY
In Section 6.2, we plot the bolometric luminosity from the Arnett model and compare it to the CMFGEN results. Arnett (1982) provides an expression for the bolometric luminosity that includes the contribution from 56 Ni alone. Valenti et al. (2008) extend this expression to also treat 56 Co decay, but we find two errors in their expressions. Below, we provide the various terms entering the expression that we use for the bolometric luminosity in the Arnett model.
For the mean lifetimes and decay energies of 56 Ni and 56 Co, we use (Nadyozhin 1994; Valenti et al. 2008) :
ǫNi " 3.9ˆ10 10 erg g´1 s´1 ,
ǫCo " 6.78ˆ10 9 erg g´1 s´1 , Arnett (1982) defines the time scale τm as
and from Valenti et al. (2008) we use:
Using Equation 31 of Arnett (1982) :
and the following definitions for x, y, s, and w,
w " τCo{pτCo´τNiq ,
we find that the bolometric luminosity in the Arnett model is:
where MNi is the initial 56 Ni mass. This expression assumes full γ-ray trapping. Table B1 . Progenitor and ejecta properties. The last three columns give the ejecta velocity that bounds 99% of the corresponding species total mass. The integration is done inwards in velocity space for H and He, and outwards for 56 Ni. . Cumulative yields for our grid of models at " 2 d after explosion. For 56 Ni, we give the original mass, i.e., prior to decay. 
