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trajetória rumo à obtenção do t́ıtulo de Mestre.
Agradeço ao professor Thiago Ritto por toda a sua orientação durante a produção
desse trabalho. Agradeço-lhe pela confiança e pela compreensão diante de diversas
dificuldades pessoais que tive que enfrentar durante essa jornada.
Agradeço ao professor Daniel por aceitar fazer parte desta banca e por todos os
ensinamentos transmitidos desde a época de graduação. Aproveito para destacar
o meu profundo respeito e a minha profunda admiração pela excelente didática do
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IDENTIFICAÇÃO DE DANOS EM SISTEMAS MECÂNICOS




Orientador: Thiago Gamboa Ritto
Programa: Engenharia Mecânica
Um dos principais problemas encontrados em análises de integridade estrutural
de sistemas mecânicos consiste no processo de identificação de danos. A existência
de incertezas em dados de medição e na modelagem matemática de tais sistemas
mecânicos pode gerar conclusões errôneas quanto ao processo de identificação de da-
nos. Este trabalho visa abordar um estudo de identificação de danos considerando a
presença de incertezas tanto nos dados experimentais quanto no modelo matemático
dos sistemas mecânicos estudados. Este estudo está pautado na comparação de
quatro técnicas de otimização (Nelder-Mead Simplex, BFGS Quasi-Newton, Ponto
Interior e Programação Quadrática Sequencial - SQP) relacionadas ao processo de
identificação de danos, bem como na comparação de duas técnicas de análise de
incertezas (Método de Monte-Carlo e Expansão por Caos Polinomial).
vii
Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)
DAMAGE IDENTIFICATION IN MECHANICAL SYSTEMS UNDER
UNCERTAINTIES USING OPTIMIZATION ALGORITHMS
Ricardo Fernandes Ribeiro
May/2018
Advisor: Thiago Gamboa Ritto
Department: Mechanical Engineering
One of the main problems encountered in structural integrity analysis of mechan-
ical systems is the process of damage identification. The existence of uncertainties
in measurement data and in the mathematical modeling of such mechanical sys-
tems can lead to erroneous conclusions in the process of damage identification. This
work aims to address a study of damage identification considering the presence of
uncertainties both in the experimental data as in the mathematical model of the me-
chanical systems studied. This study is based on the comparison of four optimization
techniques (Nelder-Mead Simplex, BFGS Quasi-Newton, Inner Point and Sequential
Quadratic Programming - SQP) related to the damage identification process, as well
as in the comparison of two uncertainty analysis techniques (Monte Carlo Method
and Polynomial Chaos Expansion).
viii
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3.4.2 Análise de sensibilidade estocástica - Incerteza na força . . . . 21
3.4.3 Análise de sensibilidade estocástica - Incerteza na resposta . . 21
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Nos últimos anos, as principais indústrias que utilizam componentes e estruturas
mecânicas em sua linha de produção (automotiva, aeronáutica, imobiliária, naval,
nuclear, óleo e gás etc.) aumentaram seus investimentos em pesquisas e no desenvol-
vimento tecnológico, visando obter métodos eficientes para analisar a integridade de
estruturas e impedir que catástrofes e/ou acidentes advenham, assegurando a vida
das pessoas e evitando prejúızos econômicos.
O monitoramento da integridade estrutural consiste em detectar falhas em es-
tados iniciais, intervir na sua propagação e, consequentemente, impedir que algum
acidente ocorra (levando à parada ou danificação da estrutura). Esta atual e impor-
tante linha de pesquisa é denominada monitoramento da integridade de estruturas
(SHM – Structural Health Monitoring). Conforme destacado em [1], um SHM deve
ser capaz de satisfazer os seguintes requisitos:
• Aquisição e processamento de dados;
• Validação e análise de sinais;
• Identificação e caracterização de falhas;
• Interpretação de mudanças adversas em uma estrutura;
• Auxiliar a tomada de decisões.
As falhas em componentes mecânicos levam a danos na estrutura mecânica.
Danos são definidos como mudanças introduzidas em um sistema que afetam nega-
tivamente seu desempenho atual ou futuro. Um dano só é significativo mediante a
comparação entre dois estados do sistema: o estado atual e o estado inicial (ou não
danificado). As mudanças no sistema podem ser devido a mudanças em:
• Propriedades materiais e geométricas;
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• Condições de contorno;
• Conectividade do sistema.
Na área de vibrações mecânicas, a modelagem do sistema é caracterizada pelo
conhecimento da geometria das estruturas, das propriedades dos materiais, das
condições iniciais e de contorno e dos termos de força que excitam a estrutura.
A sáıda (resposta) do modelo, como deslocamento, acelerações, modos de vibração,
etc, dependem das propriedades f́ısicas das estruturas. Alterações nessas proprieda-
des podem ser causadas por fissuras, afrouxamento de conexões ou quaisquer outros
danos e podem ser detectáveis através das propriedades modais.
O processo de identificação de danos estruturais pode ser classificado com base
no desempenho mecânico, atendendo a cinco ńıveis [2],[3]:
1. Detecção: a presença de qualquer dano é verificada.
2. Localização: determina onde os danos estão localizados.
3. Classificação: determina o tipo de dano.
4. Extensão: dá uma estimativa da extensão e gravidade do dano.
5. Prognóstico: tenta prever a vida útil restante da estrutura.
A maioria das obras encontradas na literatura atende aos dois primeiros ńıveis de
desempenho (detecção e localização dos danos). Além disso, a literatura é limitada
nos últimos três ńıveis, compreendendo a classificação, extensão e prognóstico [4].
Toda estrutura mecânica, antes de ser colocada em uso, passa por uma série de
avaliações e testes de integridade estrutural. Neste caso são realizados ensaios não
destrutivos (NDE – Nondestructive Evaluation), visando estimar o grau de segurança
e confiabilidade da estrutura. Para isto, existem técnicas tradicionalmente utilizadas
como: inspeção ultrassônica, radiografia-X, testes de emissão acústica, entre outras
técnicas.
As técnicas tradicionais utilizadas para avaliação da integridade estrutural (ape-
sar de contarem com um bom aparato instrumental e serem bem formuladas) não
conseguem satisfazer as necessidades crescentes da indústria, como quando as es-
truturas estão em movimento [5], por exemplo. Além disso, os sistemas de mo-
nitoramento de integridade estrutural vêm sofrendo uma evolução natural devido
ao avanço das tecnologias de sensores e materiais inteligentes; acrescenta-se a isso
técnicas eficientes de processamento de dados e sinais e, principalmente, a crescente
demanda de se empregar tais ferramentas em tempo real, como é o caso das aerona-
ves na indústria aeronáutica e informações sobre perfuração de poços na indústria
de óleo e gás.
2
Procurando enriquecer e aperfeiçoar os estudos relacionados à identificação de
danos em sistemas mecânicos, o presente trabalho visa contribuir através de uma
abordagem estocástica para essa classe de problemas. A riqueza apresentada nessa
abordagem estocástica consiste em se fazer uso da técnica de expansão por caos
polinomial (PCE - Polynomial Chaos Expansion). Além disso, serão utilizadas, para
fins comparativos, quatro técnicas de otimização aplicadas ao processo de resolução
do problema de identificação.
1.1 Objetivos
Este trabalho tem como principais objetivos:
• Promover um estudo comparativo das técnicas de otimização diante da me-
todologia empregada para a identificação de danos nos sistemas mecânicos
estudados;
• Promover um estudo comparativo das técnicas de propagação de incertezas
diante da metodologia empregada para a identificação de danos nos sistemas
estudados;
• Apresentar resultados de identificação de danos considerando incertezas nos
parâmetros dos sistemas estudados;
• Avaliar a sensibilidade da metodologia às incertezas inerentes aos parâmetros
e respostas dos sistemas em estudo;
• Avaliar os tempos/custos computacionais das técnicas utilizadas para pro-
pagação de incertezas e compará-los.
1.2 Organização do trabalho
O presente trabalho está organizado da seguinte forma:
√
O Caṕıtulo 1 trata sobre uma breve introdução e contextualização do tipo de
problema a ser abordado no decorrer do trabalho;
√
O Caṕıtulo 2 faz uma revisão bibliográfica do presente tema de trabalho.
√
O Caṕıtulo 3 aborda a metodologia utilizada no presente trabalho. São apre-
sentados os conceitos que fundamentam as bases ferramentais utilizadas;
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√
O Caṕıtulo 4 se caracteriza por ser uma apresentação detalhada dos conceitos
de Expansão por Caos Polinomial e, também, das particularidades do código
computacional utilizado como ferramenta de análise utilizando tais conceitos;
√
O Caṕıtulo 5 apresenta a aplicação da metodologia a um determinado sistema
mecânico;
√
O Caṕıtulo 6 trata dos resultados e conclusões do presente trabalho;
√
O Caṕıtulo 7 aborda sugestões de atividades futuras a serem desenvolvidas nessa




O processo de identificação de danos estruturais é muitas vezes formulado como
um problema inverso. Para um conjunto de respostas de sáıda do problema (des-
locamentos ou modos de vibração), dada uma configuração de cargas especificadas
aplicadas à estrutura, as alterações nas propriedades estruturais (rigidez, por exem-
plo) da condição não danificada são identificadas inversamente minimizando uma
função de erro.
A função de erro é geralmente definida como a diferença entre a resposta predita
por um modelo computacional e a resposta medida a partir de uma experiência
([6],[7],[8]). A função de erro também é chamada como função objetivo do processo
de minimização. A lógica por trás dessa abordagem é que, se a resposta do modelo
computacional coincide com a da estrutura real, então as propriedades previstas e
reais da estrutura alvo corresponderiam também. No entanto, tal análise inversa
é inerentemente propensa a erros nas medições de resposta. Mesmo uma pequena
alteração na resposta pode fazer com que uma análise inversa proporcione uma
identificação significativamente diferente das propriedades estruturais. Além disso,
o problema se torna mais desafiador quando a função objetivo tem mais de uma
solução ou quando as soluções são descont́ınuas.
A abordagem de problemas inversos combina um modelo inicial da estrutura e
dados medidos para melhorar o modelo ou testar uma hipótese. Na prática, o modelo
é baseado em análise de elementos finitos e as medições são dados de medição ou
dados simulados (no presente trabalho utilizaremos dados de simulação numérica),
muitas vezes sob a forma de uma base de dados modal, embora também possam
ser utilizados dados de função de resposta em frequência (FRF). As técnicas de
estimativa são muitas vezes baseadas nos métodos de atualização de modelos, que
tiveram algum sucesso na melhoria dos modelos e na compreensão da dinâmica
subjacente. Os métodos de atualização de modelos podem ser classificados como
métodos de sensibilidade ou métodos diretos. Os métodos do tipo sensibilidade
dependem de um modelo paramétrico da estrutura e da minimização de alguma
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função de penalidade com base no erro entre os dados medidos e as previsões do
modelo. Estes métodos oferecem uma ampla gama de parâmetros para atualização
que têm significado f́ısico e permitem certo grau de controle sobre o processo de
otimização. A alternativa são métodos de atualização direta que alteram matrizes
completas de massa e/ou rigidez, embora os modelos atualizados obtidos sejam
muitas vezes dif́ıceis de interpretar para aplicações de monitoramento da integridade
de estruturas.
Uma abordagem diferente consiste em usar apenas os dados medidos e identi-
ficar os danos causados pelas mudanças nas formas do modo de vibração. Farrar
e Jauregui ([9],[10]) compararam vários desses métodos, como o método do ı́ndice
de danos [11], as curvaturas modais [12], a mudança na flexibilidade [13] ou a al-
teração na rigidez [14]. O exemplo utilizado foi de uma ponte rodoviária com uma
base de concreto e suportes de aço. Diferentes ńıveis de danos foram introduzidos,
mas o dano foi claramente localizado com a maioria dos métodos apenas no ńıvel
mais grave, onde a primeira frequência natural foi alterada em pouco mais de 7%,
e os modos de vibração alterados significativamente. O método do ı́ndice de danos
foi considerado o mais promissor. Outros métodos baseados no reconhecimento de
padrões, muitas vezes utilizando redes neurais, são também populares ([15], [16]).
Esses métodos fornecem essencialmente ajustes de curva usando funções de inter-
polação e não são baseados em modelos f́ısicos. A falta de um modelo f́ısico também
limita a possibilidade de prognóstico de danos.
A maioria das abordagens utilizadas para identificação de danos são baseadas
nos métodos de atualização de modelos. Um primeiro método de atualização é a
atualização direta. O objetivo é muitas vezes reproduzir os dados medidos alterando
a matriz de rigidez o mı́nimo posśıvel (em algum sentido de norma mı́nima). Histori-
camente, esses métodos estavam entre os primeiros na atualização de modelos [17] e,
posteriormente, outras generalizações foram propostas [18]. Existem vários proble-
mas com os métodos diretos. Não há garantia de que as matrizes resultantes sejam
definidas positivas (ou semi-definidas para estruturas com modos livres-livres), e mo-
dos extras podem ser introduzidos na faixa de frequência de interesse. O principal
problema para localização de dano, e de fato para localização de erro na atualização
de modelo, é que todos os elementos nas matrizes podem ser alterados. Geralmente,
devido à otimização da norma mı́nima no método de atualização, todos os elementos
da matriz seriam alterados um pouco, ao invés de um pequeno número de elementos
alterados substancialmente. Desta forma, o efeito de qualquer dano presente estaria
espalhado por todos os graus de liberdade tornando a localização dif́ıcil. Outros
trabalhos como [19], [14], [20], [21] e [22] foram produzidos nesta mesma linha com
o intuito de reduzir o problema de localização do dano.
Neste ponto, se torna aparente que os métodos que atualizam matrizes inteiras
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de massa e rigidez têm desvantagens significativas que não são compensadas pela
principal vantagem de não exigirem modelos paramétricos dos mecanismos de dano.
Naturalmente, a finalidade original destes métodos não era a detecção de danos,
mas muitas vezes controle de vibração e estabilidade [23].
O segundo método de atualização de modelos para a identificação de danos é o
método baseado na sensibilidade de parâmetros. Este método permite uma ampla
escolha de parâmetros fisicamente significativos e essa vantagem levou ao seu uso
generalizado frente aos métodos diretos. A abordagem é muito geral e consiste em
minimizar uma função de penalização, a qual normalmente consiste no erro entre as
quantidades medidas e as correspondentes previsões do modelo. Se houver medições
suficientes e um conjunto restrito de parâmetros, então a identificação pode ser
bem condicionada, não necessitando de uma regularização. Os principais trabalhos
encontrados na literatura que abordam este método de uma forma descritiva são:
[24]; [25]; [17]; [26] e [27].
Formalmente, como foi definido em Rychlik e Rydén [28], a incerteza é aquela
situação em que não se tem conhecimento objetivo da distribuição de probabilidades
associada aos eventos que poderão resultar. Para compreender como as incertezas
afetam as predições na Engenharia, muitos métodos foram desenvolvidos ao longo
do tempo para resolver este problema ([29], [30]).
Uma das técnicas para quantificar a incerteza é a Expansão por Caos Polinomial
(Polynomial Chaos Expansion - PCE ) introduzida por Wiener [31] no ińıcio do
século XX. Apesar disso, a aplicação desta ferramenta somente veio cerca de 60 anos
depois com o trabalho pioneiro de Ghanem e Spanos [30], onde os autores apresentam
o uso da PCE na quantificação de incerteza aplicado a alguns problemas envolvendo
sistemas mecânicos. Posteriormente, Xiu em [32] estende o trabalho de Wiener para
o uso de diferentes tipos de polinômios ortogonais, oferecendo uma maneira eficiente
de representar processos não gaussianos. Esta nova metodologia é aplicada por Xiu a
equações diferencias estocásticas de baixa dimensão, com resultados satisfatórios em
termos de custo computacional e precisão, se comparado ao método de Monte Carlo
tradicional. O destaque da PCE se dá principalmente por sua rápida convergência
e por expressar a solução final como um processo aleatório, e não meramente como
um conjunto de estat́ısticas.
Com o método de PCE, uma função com entradas aleatórias pode ser repre-
sentada como um metamodelo estocástico, com base em momentos estat́ısticos de
ordem inferior e, além disso, a boa confiabilidade da sáıda da função pode facilitar
a implementação da otimização de projetos em cenários de incerteza como design
robusto [33] e design baseado em confiabilidade [34].
A técnica de PCE foi baseada no conceito de Wiener sobre o caos homogéneo [31],
onde o termo caos refere-se à aleatoriedade nos parâmetros envolvidos em diferentes
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processos f́ısicos ou mecânicos. A base teórica desta aproximação está nas conclusões
de Cameron e Martin [35], em que as expansões de caos polinomial convergem para
um funcional L2 no espaço de Hilbert. No contexto dos processos estocásticos, isto
significa que cada processo estocástico com momento de segunda ordem finito pode
ser representado por uma expansão por caos polinomial infinita. A forma original
do PCE é uma expansão espectral, baseada nos polinômios de Hermite ortogonais
em termos de variáveis aleatórias gaussianas e utilizando coeficientes determińısticos.
Entretanto, ao se utilizar esta forma original, obtém-se a convergência ótima somente
quando se trabalha com processos estocásticos gaussianos.
O método de PCE original adota uma abordagem intrusiva pois requer extensas
modificações nos códigos determińısticos existentes do modelo de análise, sendo ge-
ralmente limitado a pesquisas em que o especialista tem controle total de todas as
equações do modelo, bem como conhecimento detalhado do software.
Alternativamente, abordagens não intrusivas foram desenvolvidas sem modificar
o modelo de análise original, ganhando atenção crescente na literatura. Como uma
abordagem PCE bem conhecida, o método generalizado de PCE (gPCE) baseado
no esquema Askey ([36], [31]) (ver Caṕıtulo 4) tem sido amplamente aplicado em
problemas de propagação de incertezas por sua maior precisão e melhor convergência
([37], [38]) comparado ao método PCE original [39].
Ocasionalmente, a entrada aleatória não seguirá necessariamente um dos cinco
tipos de distribuições probabiĺısticas (normal, uniforme, exponencial, beta e gama)
no esquema Askey. Nesse caso, uma transformação deve ser feita para transferir cada
variável de entrada aleatória para uma das cinco distribuições. Isso induz uma taxa
de convergência substancialmente menor, o que torna a aplicação do caos polinomial
de Askey computacionalmente ineficiente [40]. Desta forma, novos métodos foram
desenvolvidos para acomodar distribuições arbitrárias através da construção de seus
próprios polinômios ortogonais em vez de se referirem ao esquema Askey ([41], [42]).
Quando a modelagem matemática do problema f́ısico envolve um aumento
do número de variáveis propagadas, também aumenta significativamente o custo
computacional. Este problema é conhecido como ”Maldição da Dimensionali-
dade”(Curse of Dimensionality) [43]. Uma vez que a maior parte dos sistemas
f́ısicos ou mecânicos reais apresenta uma grande quantidade de parâmetros em seus
modelos, este problema de dimensionalidade em caos polinomial é bastnate investi-
gado na literatura, conforme visto em [44], [45] e [46].
Diante deste problema, busca-se encontrar técnicas de aproximação que permi-
tam obter os coeficientes da expansão em um tempo computacional viável. Mediante
a técnica de projeção espectral, os coeficientes da expansão são definidos mediante
integrais multidimensionais. Kaarnioja em [47] desenvolve fundamentos teóricos e
práticos no uso da quadratura de Smolyak ou sparse grid para estimar integrais
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de alta dimensão. Em [48] também se mostra a eficiência deste método em pro-
blemas de alta dimensão, observando que o efeito no custo computacional é mais
pronunciado conforme aumenta o número de parâmetros.
Outra alternativa posśıvel para calcular os coeficientes da expansão é adotar um
enfoque de regressão. Neste caso, é preciso construir um planejamento de experimen-
tos a partir de um conjunto de realizações. Em [49], [50] e [45] é posśıvel perceber
que, para problemas mecânicos e de análises de sensibilidade de alta dimensão, esta
metodologia de regressão com um planejamento de experimentos otimizado é efici-





Neste caṕıtulo será apresentada a metodologia empregada para a identificação
de danos em estruturas mecânicas provenientes do estudo de dinâmica de sistemas
lineares. Em resumo, a metodologia consiste em se utilizar técnicas de otimização
para se identificar parâmetros de rigidez de um sistema mecânico solicitado por uma
dada força. Tal análise será realizada no domı́nio da frequência e serão consideradas
incertezas no modelo e na resposta.
Visando um maior entendimento do leitor, este caṕıtulo foi subdividido em qua-
tro seções. As três primeiras seções irão abordar os fundamentos teóricos com os
principais conceitos utilizados no embasamento desta metodologia, a saber: Trans-
formada de Fourier (seção 3.1); Técnicas de Otimização (seção 3.2); Análise de
Incertezas (seção 3.3).
A última seção é a responsável por compilar todos os conhecimentos apresentados
nas seções anteriores e estruturar a metodologia propriamente dita (seção 3.4).
3.1 Transformada de Fourier
A transformada de Fourier constitui uma das principais ferramentas matemáticas
utilizada na engenharia e desenvolvida pelo f́ısico-matemático francês Jean-Baptiste
Joseph Fourier (1768-1830). Juntamente com as séries de Fourier, desempenha im-
portante papel em diversas áreas, desde comunicações, processamento de sinais, sis-
temas de controle, antenas, além de ser extremamente útil na resolução de equações
diferenciais, embora com um poderio relativamente menor que a transformada de
Laplace em alguns aspectos. Por exemplo, para calcular a resposta de um circuito
elétrico a um dado valor de entrada (tensão ou corrente), a transformada de Laplace
fornece a resposta transitória e permanente. Já a transformada de Fourier limita-se







Diz-se frequentemente que se imaginarmos a função f(t) como um feixe de luz,
então a transformada de Fourier, como um prisma, quebra a função em diversos
componentes de frequência ω que a compõe, cada uma de intensidade F (ω). As
várias frequências seriam chamadas cores e, dessa forma, a transformada de Fourier
forneceria o espectro de cores do sinal. Fazendo o caminho contrário, a transformada
inversa de Fourier combina o espectro, ou seja, combina todas as cores, para retornar
à função original.
A principal razão da utilidade da transformada de Fourier na resolução de
equações diferenciais resulta de transformar equações diferenciais lineares de coe-
ficientes constantes em equações algébricas, dado que a transformada de Fourier
da derivada de uma função f(t) num ponto ω ∈ < é igual ao produto de iω pela
transformada F (ω) calculada em ω.
F{ d
dt
f(t)} = iωF{f(t)} = iωF (ω) (3.2)
A seguir é apresentada uma tabela com as transformadas de Fourier das princi-
pais funções que surgem na resolução de equações diferenciais:
Tabela 3.1: Transformadas de Fourier de algumas classes de funções
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3.2 Técnicas de Otimização
A seguir, serão apresentadas as técnicas de otimização utilizadas nas análises de
identificação de danos. A escolha de tais técnicas se deveu em virtude da familia-
ridade do autor com o ambiente Matlab, no qual tais técnicas já se encontram bem
implementadas e documentadas.
3.2.1 Nelder-Mead Simplex
O algoritmo simplex de Nelder-Mead, publicado pela primeira vez em 1965, é
um método de busca direta extremamente popular para a minimização de proble-
mas multidimensionais não lineares e sem restrições. Apesar de seu uso genera-
lizado, essencialmente nenhum resultado teórico foi provado explicitamente para a
convergência do algoritmo de Nelder-Mead [51]. O método de Nelder-Mead constitui
portanto num método de busca heuŕıstica.
O método de Nelder-Mead busca minimizar uma função não-linear escalar de n
variáveis reais usando somente valores de função, sem nenhuma informação sobre
a derivada (expĺıcita ou impĺıcita). O método de Nelder-Mead mantém em cada
etapa um simplex não degenerado - uma figura geométrica em <n de volume não
nulo que é o invólucro convexo de n+ 1 vértices (no <2 será um triângulo formado
por três pontos não colineares; no <3 será um tetraedro formado por quatro pontos
não coplanares e assim em diante).
Quatro parâmetros escalares devem ser especificados para definir o método
Nelder-Mead por completo. São os coeficientes de: reflexão (ρ); expansão (χ);
contração (γ) e encolhimento (σ). De acordo com o trabalho original dos autores do
método [52], estes parâmetros devem apresentar as seguintes relações:
ρ > 0 χ > 1 χ > ρ 0 < γ < 1 0 < σ < 1 (3.3)
No presente trabalho, serão utilizados os seguintes valores para os parâmetros
(encontrado normalmente na literatura):







Desta forma, para a k-ésima iteração, tem-se um simplex não degenerado ∆k
(constitúıdo por n + 1 vértices). Esses vértices x
(k)

















i ). Ao final desta k-ésima iteração, um novo simplex não degene-
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rado ∆k+1 (constitúıdo por novos n+ 1 vértices) será obtido tal que ∆k+1 6= ∆k.
O método de Nelder-Mead é constitúıdo por cinco passos: ordenação; reflexão;
expansão; contração e encolhimento.
- Ordenação
Esse processo é o indicado na eq. 3.5.
- Reflexão
Com os pontos ordenados, calcula-se o ponto de reflexão xr tal que, para x̃ =∑n
i=1 xi/n,
xr = x̃+ ρ(x̃− xn+1) = (1 + ρ)x̃− ρxn+1 (3.6)
Se f1 ≤ fr < fn, aceita-se o ponto xr no novo simplex ∆k+1 e termina a iteração.
- Expansão
Se fr < f1, calcula-se o ponto de expansão
xe = x̃+ χ(xr − x̃) = x̃+ ρχ(x̃− xn+1) = (1 + ρχ)x̃− ρχxn+1 (3.7)
Se fe < fr, aceita-se o ponto xe e termina a iteração; caso contrário, aceita-se o
ponto xr e termina a iteração.
- Contração
Se fn ≤ fr < fn+1, há uma contração ”externa”, na qual
xc = x̃+ γ(xr − x̃) = x̃+ ργ(x̃− xn+1) = (1 + ργ)x̃− ργxn+1 (3.8)
Se fc ≤ fr, aceita-se o ponto xc e termina a iteração; caso contrário, realiza-se o
encolhimento.
Porém, caso fr ≥ fn+1, há uma contração ”interna”, na qual
xcc = x̃− γ(x̃− xn+1) = (1− γ)x̃+ γxn+1 (3.9)
Se fcc < fn+1, aceita-se o ponto xcc e termina a iteração; caso contrário, realiza-se
o encolhimento.
- Encolhimento
Consiste em se obter n novos pontos vi = x1 +σ(xi−x1), i = 2, ..., n+ 1, tal que
o novo simplex ∆k+1 é constitúıdo pelos pontos x1, v2, ..., vn+1 e termina a iteração.
3.2.2 BFGS Quasi-Newton
Dos métodos que utilizam informações do gradiente da função objetivo, os mais
usuais são os métodos de Quasi-Newton. Estes métodos constroem informações de








xTHx+ cTx+ b) (3.10)
onde a matriz Hessiana H é uma matriz simétrica definida positiva, c é um vetor
constante, e b é uma constante. A solução ótima para este problema ocorre quando
o vetor gradiente da expressão (tomada como função objetivo) se anula, isto é,
∇f(x∗) = Hx∗ + c = 0 (3.11)
Desta forma, a solução ótima é dada por
x∗ = −H−1c (3.12)
Os métodos de Newton tradicionais (ao contrário dos métodos quasi-Newton)
calculam H diretamente e procedem em uma direção de descida para localizar o
mı́nimo após um número de iterações. Calcular H numericamente envolve uma
grande quantidade de operações numéricas. Desta forma, os métodos Quasi-Newton
evitam isso usando o comportamento observado de f(x) e ∇f(x) para construir
informações de curvatura para fazer uma aproximação de H usando uma técnica de
atualização apropriada.
Diversas técnicas de atualização da matriz Hessiana foram desenvolvidas. No
entanto, o algoritmo de Broyden-Fletcher-Goldfarb-Shanno (BFGS) foi utilizado por
ser considerado um método eficaz para propósitos gerais. A atualização da matriz
Hessiana pelo algoritmo BFGS é dada por













sk = xk+1 − xk
qk = ∇f(xk+1)−∇f(xk)
(3.14)
A informação do gradiente é fornecida através de gradientes calculados anali-
ticamente ou obtida por derivadas parciais utilizando um método de diferenciação
numérica através de diferenças finitas.
Em cada iteração k, uma busca linear é realizada na direção d = −H−1k ·∇f(xk).
E, portanto, para um dado α a ser determinado, o novo valor para a iteração
xk+1 vale xk+1 = xk + αdk.
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3.2.3 Ponto Interior
A abordagem utilizada por este método para a resolução de problemas de mini-
mização com restrições consiste em resolver uma sequência de problemas de mini-
mização aproximados.
Para cada µ > 0, o problema aproximado é dado por:
min
x,s





ln(si) sujeito a h(x) = 0 e g(x) + s = 0 (3.15)
Para o problema aproximado, há tantas variáveis si quantas são as restrições de
desigualdade g. Os si são limitados a serem positivos para manter ln(si) limitado.
Como µ decai para zero, o mı́nimo de fµ deve aproximar-se do mı́nimo de f . O
termo logaŕıtmico adicionado é chamado função de barreira. Este método é descrito
em [53].
O problema aproximado 3.15 é uma sequência de problemas com restrições
de igualdade. Para resolver o problema aproximado, o algoritmo usa um passo
direto em (x, s). Este passo tenta resolver as equações de KKT para o problema
aproximado através de uma aproximação linear. Isso também é chamado de passo
de Newton.
Desta forma, o passo direto (∆x, ∆s) a ser dado em cada iteração é determinado
ao se resolver o seguinte sistema de equações:
H 0 JTh J
T
g
0 SΛ 0 −S
Jh 0 I 0





















• Jg denota o Jacobiano da função g;
• Jh denota o Jacobiano da função h;
• S = diag(s);
• λ denota o multiplicador de Lagrange associado à restrição g;
• Λ = diag(λ);
• y denota o multiplicador de Lagrange associado à restrição h;
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• e denota o vetor de 1’s de mesma dimensão de g;
3.2.4 Programação Quadrática Sequencial – SQP
Na otimização com restrições, o objetivo geral é transformar o problema em um
subproblema mais simples que pode logo ser resolvido e utilizado como a base de
um processo iterativo. Um dos métodos empregados para este tipo de simplificação
utiliza as equações de Karush-Khun-Tuker (KKT). As equações KKT são condições
necessárias para otimalidade num problema de otimização com restrições. Se o pro-
blema de otimização for dito convexo, então as equações KKT são ambas necessárias
e suficientes para uma solução global do problema.
A solução das equações de KKT é o ponto de partida de muitos algoritmos de
programação não linear. Os métodos quasi-Newton garantem convergência super-
linear, ao acumular informação de segunda ordem com relação às equações KKT,
utilizando para isso um procedimento de atualização quasi-Newton. Esses métodos
são comumente denominados de métodos de Programação Quadrática Sequencial
(Sequential Quadratic Programming – SQP), porquanto um subproblema QP é re-
solvido em cada interação principal. O processo SQP é amplamente utilizado em
resolução de problemas não lineares em diversas áreas, pois é um dos métodos que
oferece as melhores eficiências e precisão.
Nas iterações principais do método SQP, uma aproximação do Hessiano H do
Lagrangeano L é obtida utilizando um método de atualização quasi-Newton. Logo o
Hessiano é usado para gerar um subproblema QP cuja solução serve para formar uma
direção de busca num procedimento de procura unidimensional. Esta metodologia
empregada no algoritmo foi proposta inicialmente por R. B. Wilson [54] em 1963 e
interpretada por E. M. L. Beale [55] em 1967.




subject to gi(x) ≤ 0
and hi(x) = 0
(3.17)
É resolvido da seguinte forma, para uma iteração k:
- 1o Passo
Fixa-se um x(k) constante e resolve-se o problema de programação quadrática







subject to ∇gT (x(k))d+ g(x) ≤ 0
and ∇hT (x(k))d+ h(x) = 0
(3.18)
- 2o Passo
Atualizar x(k+1) = x(k) + αkd e retornar ao passo 1.
3.3 Análise de Incertezas
No presente trabalho, serão apresentadas duas classes de resultados referentes a
duas estratégias para identificação de parâmetros ([56]): determińıstica e estocástica.
Em resumo, a estratégia determińıstica não envolve modelos probabiĺısticos; já
a estratégia estocástica considera algum modelo probabiĺıstico (por exemplo, o
parâmetro e/ou o rúıdo de medição são modelados como variáveis aleatórias). Con-
siderando a estratégia determińıstica, pode-se construir um estimador pontual, que
fornece como estimativa um único valor numérico para o parâmetro que se deseja
estimar p∗. Neste caso, o ńıvel de conhecimento a respeito de p é codificado em
um único valor p∗. Ademais, deve-se destacar que esse estimador é uma variável
aleatória, pois, para cada conjunto de dados experimentais, observa-se um valor di-
ferente para p∗. Apesar de um estimador pontual ser uma variável aleatória, essa
estratégia é chamada de identificação determińıstica porque não há modelos proba-
biĺısticos envolvidos. Por exemplo, dado um conjunto de dados experimentais xexp e
um modelo preditivo x(p), que depende de um parâmetro p, pode-se, por exemplo,
estimar o valor desse parâmetro minimizando a métrica p∗ = argmin‖xexp − xp‖2.
Ou seja, busca-se o valor de p que faz com que a resposta do modelo x(p) seja
a mais próxima posśıvel dos dados experimentais dispońıveis xexp. Nesse caso, não
há nenhuma hipótese relacionada a distribuições de probabilidade. Na estratégia
estocástica, os parâmetros de interesse e o rúıdo de medição são modelados como
variáveis aleatórias e a eles são atribúıdos modelos probabiĺısticos. A partir de
dados experimentais, os parâmetros dos modelos probabiĺısticos (média, variância,..)
podem ser identificados a partir de estimadores pontuais. Nesse caso, a distribuição
de probabilidade não se modifica, apenas os valores dos seus parâmetros que são
estimados.
Neste ponto, é válido ressaltar que no presente trabalho, o processo de identi-
ficação é realizado utilizando-se o mesmo modelo computacional que foi utilizado
para gerar os dados sintéticos necessários para a identificação. Isto é conhecido na
literatura como um crime inverso e costuma gerar, na maioria das vezes, estimativas
extremamente otimistas. Entretanto, decidiu-se por trabalhar desta forma visando
17
à simplicidade para o entendimento da metodologia estudada.
Por último, e não menos importante, destaca-se o uso de duas técnicas para a
propagação de incertezas na estratégia estocástica de identificação: o Método de
Monte-Carlo e a Expansão por Caos Polinomial. A primeira é apresentada logo a
seguir na seção 3.3.1, enquanto a última será apresentada com maiores detalhes no
caṕıtulo 4.
3.3.1 Método de Monte Carlo
Em 1946, o matemático Stanislaw Ulam, durante um jogo de paciência, tentou
calcular as probabilidades de sucesso de uma determinada jogada utilizando a tra-
dicional análise combinatória. Após gastar bastante tempo fazendo cálculos, Ulam
percebeu que uma alternativa mais prática seria simplesmente realizar inúmeras
jogadas, por exemplo, cem ou mil, e contar quantas vezes cada resultado ocorria.
Ulam sabia que técnicas de amostragem estat́ıstica, como esta, não eram muito
usadas por envolverem cálculos extremamente demorados, tediosos e sujeitos a erros.
Entretanto, nessa época, ficara pronto o primeiro computador eletrônico, desenvol-
vido durante a segunda guerra mundial, o ENIAC (Electronic Numerical Integrator
and Computer). A versatilidade e rapidez do ENIAC, sem precedentes para a época,
permitiu então a Ulam realizar diversas simulações de amostragem estat́ıstica.
Posteriormente, esse método ficou conhecido como Método de Monte Carlo, nome
inspirado em um tio de Ulam, que jogava constantemente no famoso cassino de
Monte Carlo, cujo aspecto aleatório de suas roletas também está intimamente ligado
ao método.
O Método de Monte Carlo foi formalizado em 1949, por meio do artigo intitulado
“Monte Carlo Method”, publicado por John Von Neumann e Stanislav Ulam [57].
Atualmente, o Método de Monte Carlo pode ser descrito como método de si-
mulação estat́ıstica que utiliza sequencias de números aleatórios para desenvolver
simulações. Em outras palavras, é visto como método numérico universal para re-
solver problemas por meio de amostragem aleatória (aproximação da solução) [58].
O método torna desnecessário escrever as equações diferenciais que descrevem o
comportamento de sistemas complexos. A única exigência é que o sistema f́ısico ou
matemático seja descrito (modelado) em termos de funções de densidade de distri-
buição de probabilidade (FDP). Uma vez conhecidas essas distribuições, a Simulação
de Monte Carlo pode proceder fazendo as amostragens aleatórias a partir das mes-
mas. Este processo é repetido inúmeras vezes e o resultado desejado é obtido por
meio de técnicas estat́ısticas (média, desvio padrão etc.) sobre um determinado
número de realizações (amostra) que podem chegar a milhões.
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3.4 Metodologia – Apresentação
O conjunto das equações de movimento referentes a um problema genérico de
dinâmica linear de estruturas, escritas no domı́nio do tempo, pode ser resumido na
seguinte equação:
[M ]{ẍ}(t) + [C]{ẋ}(t) + [K]{x}(t) = {f}(t) (3.19)
Onde, {x(t)} ≡ vetor posição em função do tempo t, {x} ∈ <n; [M ] ≡ matriz de
massa do sistema; [C] ≡ matriz de amortecimento do sistema; [K] ≡ matriz de
rigidez do sistema, [M ], [C, [K] ∈ <n×n.
Neste ponto, é válido destacar que a matriz de rigidez será a única “entidade ma-
temática” representativa do modelo que conterá as informações dos parâmetros a se-
rem determinados no processo de identificação de danos. A t́ıtulo de ilustração, será
adiantado o “formato” dessa “entidade matemática” aplicado a um dos problemas-
modelo, conforme Caṕıtulo 5:
[K] = [K](k1, k2, ..., kn) =

k1 + k2 −k2 0 0
−k2 k2 + k3 −k3 :
0 −k3
. . . −kn−1
0 · · · −kn−1 kn−1 + kn
 (3.20)
De posse do sistema de equações diferenciais ordinárias que modelam o compor-
tamento dinâmico do sistema, aplica-se a este a transformada de Fourier (eq. 3.2)
com o intuito de se trabalhar no domı́nio da frequência. Desta forma, reescreve-se
a equação 3.19 no domı́nio da frequência:
− ω2[M ]{X}(ω) + iω[C]{X}(ω) + [K]{X}(ω) = {f̂}(ω) (3.21)
Onde, {X(ω)} ≡ vetor posição escrito no domı́nio da frequência, {X} ∈ <n. A
partir deste ponto do texto, adota-se a notação X(ω) para se referenciar ao vetor
posição escrito no domı́nio da frequência. Desta forma,
(−ω2[M ] + iω[C] + [K])X(ω) = f̂(ω) ∴ X(ω) = (−ω2[M ] + iω[C] + [K])−1f̂(ω)
(3.22)
Neste ponto, é válido novamente ressaltar a dependência da matriz de rigidez
[K] com os parâmetros de interesse, tal como ilustrado na equação 3.20. Portanto,
reitera-se essa dependência no vetor de posição X(ω); por simplificação, reescreve-se
o conjunto de parâmetros (k1, k2, ..., kn) como um vetor ~k e, assim, tem-se:
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X(ω,~k) = (−ω2[M ] + iω[C] + [K](~k))−1f̂(ω) (3.23)
Uma vez determinada a função resposta do sistema no domı́nio da frequência,
e considerando que essa mesma função irá gerar os resultados sintéticos experimen-
tais (conforme explicado na seção 3.3), serão realizadas quatro análises que irão
fundamentar a metodologia deste trabalho.
Antes de explicitar tais análises, é válido ressaltar que a resposta do sistema
no domı́nio da frequência é um vetor X(ω) ∈ <n. A importância desta observação
consiste no fato de que em sistemas f́ısicos reais nem sempre é posśıvel coletar todo
e qualquer tipo de informação, seja pela complexidade do sistema (dificuldade de
acesso, limitações f́ısicas etc.), seja pela indisponibilidade de sensores e equipamentos
de medição. Desta forma, uma vez que os sistemas mecânicos serão estudados sob
uma abordagem discreta (apresentando n graus de liberdade - conforme Caṕıtulo
5), apenas algumas componentes do vetor X(ω) ∈ <n serão utilizadas nas análises.
Portanto, no seguinte detalhamento das análises realizadas, será adotado o vetor
X̃(ω) como sendo aquele que contém as componentes do vetor X(ω) observadas.
Desta forma, X̃(ω) ∈ <m, tal que m ≡ número de coordenadas observadas, m < n.
3.4.1 Análise determińıstica
Esta análise é apresentada apenas para ilustrar a eficiência e robustez de cada
método de otimização apresentado na seção 3.2, bem como para comparar o tempo
computacional exigido em cada um dos métodos. Nesta análise não será considerada
nenhum tipo de incerteza.
O processo de identificação de danos se resume em se obter um conjunto de
parâmetros ~k∗ = (k1, k2, ..., kr), oriundos de um problema de otimização que en-
volve a comparação de um modelo X̃(ω,~k) com resultados experimentais X̃exp(ω),
e comparar tal conjunto ~k∗ com um conjunto de parâmetros ditos nominais de uma
estrutura saudável ~kNOM .
Desta forma, a métrica utilizada no problema de otimização está relacionada ao
método dos mı́nimos quadrados, ou seja, dado um conjunto de dados experimentais
X̃exp(ω) de uma estrutura danificada, almeja-se obter um conjunto de parâmetros





Neste ponto, definir-se-á um conceito para dano que também será utilizado nas
análises subsequentes. Este será calculado em função de cada um dos parâmetros
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3.4.2 Análise de sensibilidade estocástica - Incerteza na
força
Esta análise poderia ser considerada idêntica à anterior (seção 3.4.1) não fosse
pela consideração de que o valor estimado para o forçamento é incerto. Desta forma,
o termo f̂(ω) relacionado à força será considerado uma variável aleatória, no qual a
incerteza será modelada como um termo aditivo que segue uma distribuição normal
ℵ(0, σ2F ).
Ao retornarmos à equação 3.23, perceberemos que, por f̂(ω) ser modelado como
uma variável aleatória, consequentemente o vetor X̃(ω,~k) também será uma variável
aleatória e, portanto, o vetor ~k∗ será uma variável aleatória.
Através das técnicas de propagação de incertezas citadas na seção 3.3, estat́ısticas
como médias e desvios-padrão serão determinadas para o vetor de parâmetros ~k∗ e
os danos Di.
O objetivo desta análise consistiu em avaliar: a sensibilidade dos métodos de
otimização à variações de natureza incerta no modelo e comparar as técnicas de
propagação de incertezas aplicadas nesse estudo.
3.4.3 Análise de sensibilidade estocástica - Incerteza na res-
posta
Outra análise realizada consistiu em considerar diretamente o vetor X̃(ω,~k)
como sendo uma variável aleatória. Os objetivos desta análise são os mesmos apre-
sentados no tópico anterior.
Desta forma, será considerado que a incerteza da variável aleatória X̃(ω,~k) é um
vetor aditivo cujas componentes são independentes, não correlacionadas e seguem
uma distribuição normal ℵ(0, σ2exp).
3.4.4 Análise estocástica - Incerteza nos parâmetros
Esta análise pode ser considerada a mais importante do presente trabalho. Ela
consiste em se considerar um modelo estocástico para as variáveis a serem determi-
nadas no processo de otimização relacionado à identificação de danos.
Desta forma, consideremos o vetor de parâmetros ~k = (k1, k2, ..., kr). Neste
ponto, ele será modelado como um vetor aleatório ~K ∼ Ψ(~µ, [Σ]), ou seja, um vetor
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aleatório que segue uma distribuição genérica Ψ (o tipo de distribuição utilizada
no presente trabalho será melhor detalhada no caṕıtulo 5) de média ~µ e matriz de
covariância [Σ].
A ideia central desta análise é determinar quais parâmetros ~µ∗ e [Σ]∗ melhor
ajustam o modelo estocástico para a variável aleatória ~K no sentido de otimização
do processo de identificação do dano.
Para esse tipo de análise, será considerado apenas um dado de resultado expe-
rimental X̃exp(ω) - este dado foi gerado considerando o mesmo tipo de incerteza
proposto na seção 3.4.3.
Desta forma, denotando por ~Θ o par ordenado (~µ,Σ), o problema de otimização
associado à identificação de dano é escrito como:
~Θ∗ = minimize
~Θ
αE{‖X̃exp(ω)− X̃(ω, ~Θ)‖2}+ (1− α)Desvσ{‖X̃exp(ω)− X̃(ω, ~Θ)‖2}
(3.26)
onde α é um parâmetro para ponderamento entre as informações a respeito da média
e do desvio padrão Desvσ.
Ou seja, para cada iteração i do processo de otimização, serão realizadas si-
mulações de cunho estocástico com o vetor aleatório ~K ∼ Ψ(Ω(i)) e, assim, diversas
amostras da diferença quadrática média ‖X̃exp(ω) − X̃(ω, ~Θ)‖2 serão coletadas.
Com estas amostras, calcula-se o valor de sua esperança E{·}(i) e seu desvio padrão
Desvσ{·}(i); assim, prossegue-se à próxima iteração visando minimizar a ponderação
entre os valores de E{·}(i) e Desvσ{·}(i) calculados.
Ao final da análise, serão estimados os melhores valores (no sentido de oti-
mização) para os parâmetros ~µ e [Σ] do vetor aleatório ~K ∼ Ψ(~µ, [Σ]) relacionados
ao processo de identificação de danos. De posse desses resultados, serão estimados
os danos referentes às análises estruturais.
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Caṕıtulo 4
Expansão por Caos Polinomial
Conforme citado anteriormente, a quantificação de incertezas está se tornando
um campo cada vez mais importante nas áreas de ciência aplicada. A modelagem
preditiva baseada em cenário determińıstico está sendo gradualmente substitúıda
por modelagens estocásticas. Essa suave transição, no entanto, tem o custo de lidar
com quantidades muito maiores de informações (ao se usar simulações de Monte
Carlo, por exemplo), geralmente resultando na necessidade de executar repetidas e
dispendiosas avaliações de modelos computacionais.
A metamodelagem (tradução livre para o termo metamodelling, amplamente
encontrado na literatura, juntamente com o termo surrogate modelling) tenta com-
pensar o aumento dos custos de modelagem estocástica substituindo os onerosos
modelos computacionais por modelos substitutos de baixo custo computacional. A
Expansão por Caos Polinomial (PCE) é uma poderosa técnica de metamodelagem
que visa fornecer uma aproximação funcional de um modelo computacional através
de sua representação espectral em uma base constrúıda adequadamente de funções
polinomiais.
O desenvolvimento do método de PCE se assemelha à análise de elementos finitos
determińısticos, uma vez que se utiliza de noções de projeção, ortogonalidade e
convergência fraca [30], [59], tendo como objetivo a caracterização das respostas dos
sistemas cujas equações governantes envolvem coeficientes estocásticos [60]. Este
método se enquadra, portanto, na linha de abordagem dos métodos de expansão
estocástica.
4.1 Teoria
Consideremos um modelo computacional Y = M(X), onde X = (X1, ..., XM)
é um vetor de entrada M-dimensional constitúıdo por variáveis aleatórias com uma
dada função de densidade de probabilidade (PDF) conjunta fX definida sobre um
espaço de probabilidade padrão (Ω,F ,P) e M : x ∈ Dx ⊂ RM 7→ R é o modelo
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computacional de interesse, onde Dx é o suporte da distribuição do vetor X.
Assumindo, sem perda de generalidade, que as variáveis aleatórias do vetor X
são independentes, ou seja, a PDF conjunta é escrita como o produto das PDFs
marginais:
fX(x) = fX1(x1)...fXM (xM) (4.1)
E assumindo que a variável Y representa uma grandeza escalar e que se trata
de uma variável aleatória de segunda ordem, ou seja, E[Y 2] < +∞, tem-se que esse
modelo M pertence a um espaço de Hilbert H de funções quadrático-integráveis
com relação ao produto interno:




Neste ponto, denotaremos por Hi um sub-espaço de funções quadrático-
integráveis com relação à medida de probabilidade marginal PXi(dxi) = fXi(xi)dxi.
Este sub-espaço também será um espaço de Hilbert e, portanto, consta com o pro-
duto interno abaixo




onde DXi é o suporte da distribuição de Xi.
Neste ponto, denotaremos por {φik, k ∈ N} uma base ortonormal de Hi tal que
< φik, φ
i
l >Hi= δkl (4.4)
onde δkl é o delta de Kronecker, ou seja, δkl =
1 se k = l0 se k 6= l .
Soize e Ghanem [61] provaram que o espaço de HilbertH é isomórfico ao produto
tensorial ⊗Mi=1Hi dos sub-espaços Hi. Desta forma, constrói-se uma base para o
espaço H através do produto tensorial dos vetores da base {φik, k ∈ N}, i = 1, ...,M.
Por consequência, a variável aleatória Y = M(X) poderá ser decomposta con-














onde yα1...αM são coeficientes a serem determinados. Por uma questão de simpli-
ficação de notação, utiliza-se a seguinte expressão como representação da decom-






Em que φα(X) =
M∏
i=1
φiαi(Xi) são as funções da base de expansão e yα são os
coeficientes a serem determinados.
Conforme explorado no Caṕıtulo 2, a forma original do PCE [31] é de uma
expansão espectral baseada nos polinômios de Hermite ortogonais em termos de
variáveis aleatórias gaussianas. Desta forma, observando a equação 4.6, constata-
mos que a formulação original proposta por Wiener consiste na equivalência φik ≡
polinômios de Hermite, com k ∈ N, i = 1...M .
O método generalizado de Expansão por Caos Polinomial (gPCE) consiste em
se utilizar diferentes classes de bases polinomiais ortonormais em função da na-
tureza das variáveis aleatórias estudadas. A correspondência entre tais classes de
polinômios e a natureza das variáveis aleatórias pode ser observada na tabela 4.1.






Tabela 4.1: Lista de bases polinomiais clássicas em problemas de PCE
Tipo de Variável Distribuição Polinômio Ortogonal Base Polinomial ψk(x)
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√
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2k + a+ b+ 1
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Uma vez que se torna imposśıvel praticar uma expansão por série infinita, utiliza-
se um esquema de truncamento ao se aplicar a metodologia PCE. Desta forma,





yαψα(X) + ε (4.8)
Onde A é o conjunto finito de multi-́ındices α e ε é o erro de truncamento.
O caso mais simples e genérico de se utilizar um critério de truncamento consiste
em considerar somente os polinômios com um grau máximo total p, ou seja
A ≡ AM,p = {α ∈ NM : ‖α‖1 =
M∑
i=1
αi ≤ p} (4.9)
Esse critério padrão de truncamento se torna ineficiente em problemas de alta
dimensão, de modo que Blatman [62] desenvolveu dois esquemas que permitem
reduzir significativamente a cardinalidade D = card(AM,p) = (M + p)!
(M !p!)
do conjunto
finito de multi-́ındices. Uma vez que nesse presente trabalho só será utilizado o
primeiro esquema, apresenta-se o mesmo somente.
Pelo primeiro esquema, assume-se que as interações entre os graus mais baixos do
conjunto de polinômios são mais importantes do que as interações entre os graus mais
elevados. Esse esquema de truncamento é denominado de truncamento hiperbólico
e consiste em





q ≤ p} (4.10)
onde 0 < q ≤ 1 é o parâmetro de truncamento hiperbólico. Quando considera-se
q = 1, retoma-se o critério padrão de truncamento. Um exemplo das associações de
graus de polinômios para um problema bidimensional pode ser observado na figura
4.1.
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Figura 4.1: Conjuntos de associação de graus de polinômio para diferentes valores
de p e q
4.1.2 Determinação dos coeficientes
Conforme indicado no ińıcio deste caṕıtulo, o desenvolvimento do método de PCE
se assemelha à análise de elementos finitos determińısticos, uma vez que se utiliza
de noções de projeção, ortogonalidade e convergência fraca. Esse tipo de formulação
é denominada de método de Galerkin. O método de Galerkin consiste em converter
o sistema original de equações a um sistema de formulação fraca, resultando num
sistema linear de equações que permite determinar os coeficientes da resposta do
sistema no espaço aleatório. O método de Galerkin é considerado, portanto, um
método intrusivo.
Métodos não intrusivos foram implementados como alternativas ao método de
Galerkin, nos quais os coeficientes da expansão são estimados usando um conjunto
de dados amostrais dos parâmetros de entrada do modelo de análise e suas respostas
associadas. O caráter não intrusivo desses métodos consiste justamente no fato de
as equações que governam o modelo não serem modificadas nem adaptadas. Na lite-
ratura, os métodos intrusivos comumente utilizados incluem métodos de colocação
estocástica, métodos de regressão e métodos de projeção.
Os métodos de colocação estocástica são baseados nos métodos de interpolação
por Lagrange. Desta forma, o modelo computacional é aproximado por polinômios
de Lagrange que satisfazem a solução nos pontos de colocação. Os coeficientes da
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expansão PCE são os valores de sáıda calculados nesses pontos de colocação. Este
método deve ser utilizado com uma boa estruturação desses pontos de colocação,
sendo geralmente utilizada uma malha esparsa [63]. A convergência desses métodos
depende enormemente da seleção dos pontos de colocação.
Os métodos de projeção seguem diretamente a definição dada na Equação 4.7,
juntamente com a propriedade de ortonormalidade da base polinomial. Desta forma,
os coeficientes da expansão são estimados através do produto interno (projeção)
entre a expansão e sua respectiva função polinomial associada, ou seja




Os métodos de regressão consistem em estimar o conjunto de coeficientes ŷα =














Na prática, os coeficientes são determinados através da minimização do erro
emṕırico quadrático médio sobre um conjunto de amostra de tamanho N , ou seja











Onde X = {x(i), i = 1, ..., N} é obtido por amostragem do vetor aleatório X.




= {Aij = ψj(x(i)), i = 1, ..., N, j = 1, ..., D} (4.15)
Através dessa matriz, reescreve-se o problema de regressão linear por mı́nimos
quadrados através da seguinte equação:
ŷα = (A
TA)−1ATY (4.16)
onde Y = {y(i) =M(x(i)), i = 1, ..., N}.
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4.1.3 Estimação de erros
Neste ponto do presente trabalho, é válido destacar que, para uma dada amostra
X = {x(i), i = 1, ..., N} e seu correspondente conjunto de resposta Y = {y(i) =
M(x(i)), i = 1, ..., N}, tem-se associado um conjunto de parâmetros estimados ŷα





Por se tratar de uma aproximação para um modelo, inerentemente à aproximação
estará associado um erro. O erro quadrático esperado para a aproximação, também


































O erro generalizado Egen é subestimado pelo erro emṕırico Egenemp [62]. Isso se
deve ao chamado fenômeno de sobreajuste, no qual o erro emṕırico diminui siste-
maticamente com o grau crescente da base polinomial, enquanto o erro generalizado
pode, de fato, aumentar. É de extrema importância usar um indicador de erro que
seja menos propenso a sobreajuste. Portanto, se faz necessária a utilização do erro
de validação cruzada leave-one-out (LOO).
A validação cruzada consiste em particionar o conjunto amostral X em dois
subconjuntos complementares, treinar um modelo usando um subconjunto e vali-
dando sua previsão no outro. Neste contexto, o termo LOO significa que o conjunto
de validação compreende apenas uma única amostra. Definindo um ponto x(i) se-
parado de X , pode-se construir um modelo PCE MPC\i(·) dos pontos restantes
















À primeira vista, o cálculo do erro LOO parece ser computacionalmente cus-
toso, uma vez que requer treinar e validar os N modelos PCE. No entanto, devido
à fórmula de regressão linear do PCE, pode-se calcular o erro LOO por meio de
derivações algébricas de um único modelo PCEMPC(·) constrúıdo com todo o con-











Em que hi é o i
esimo termo diagonal da matriz (ATA)−1AT . Desta forma, o erro





4.2 Método Orthogonal Matching Pursuit
Na prática, nem todas as funções polinomiais especificadas na base de trun-
camento AM,p são importantes e contribuem significativamente para a resposta de
sáıda. Além disso, os métodos de regressão mais usuais requerem um grande número
de avaliações do modelo, tipicamente duas a três vezes a cardinalidade D da base
polinomial. No caso dos problemas de alta dimensão em que se deseja utilizar po-
linômios de graus elevados, o número de avaliações do modelo se torna impraticável.
Portanto, é de suma importância usar uma técnica que possa detectar os polinômios
relevantes mesmo com um número limitado de simulações.
A técnica utilizada no presente trabalho é o método Orthogonal Matching Pur-
suit (OMP). Este método foi proposto por Pati et al. [64] como um refinamento
do algoritmo Matching Pursuit proposto por Mallat e Zhang [65]. Este método
pode ser identificado numa classe de métodos de PCE esparsas. Esta classe consiste
em: a partir de uma base polinomial candidata, apenas um subconjunto dos po-
linômios mais relevantes é selecionado, enquanto os coeficientes de todos os outros
são definidos como 0.
O método OMP trabalha recuperando iterativamente os elementos da base po-
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linomial que estão mais correlacionados com o erro residual da aproximação atual
e adicionando-os ao conjunto de polinômios que serão utilizados propriamente para
calcular os coeficientes da expansão. Tal conjunto será indicado por ΨA.
Dado um erro residual Rn para uma base polinomial com n elementos e dado
o erro residual Rn+1 para uma base polinomial com n + 1 elementos (as bases se
diferem por um polinômio ψαn+1), ao projetar Rn no polinômio ψαn+1 , obtém-se a
seguinte relação:
Rn = 〈Rn, ψαn+1〉ψαn+1 +Rn+1 (4.26)
Desta relação, constata-se que, por construção, o erro residual Rn+1 é ortogonal
ao polinômio ψαn+1 . Ao projetarmos toda a Equação 4.26 em Rn, obtemos
‖Rn‖2 = |〈Rn, ψαn+1〉|2 + ‖Rn+1‖2 (4.27)
Desta forma, observa-se que a minimização do termo Rn+1 é equivalente à ma-
ximização do termo 〈Rn, ψαn+1〉. Portanto, cada iteração do método OMP consiste
em obter um polinômio αn+1 tal que se maximize 〈Rn, ψαn〉, ou seja, minimize o erro
Rn+1. Matematicamente,
ψαn+1 = arg max
α∈A
〈Rn, ψαn〉 (4.28)
A cada iteração, após o elemento de base ψαn+1 ter sido calculado e adicionado ao
conjunto ΨA, todos os coeficientes polinomiais correspondentes yα são atualizados
através do cálculo de regressão (ver Equação 4.16).
4.3 UQLab
A presente seção visa apresentar o ambiente UQLab, no qual constam os métodos
de PCE utilizados no presente trabalho.
O UQLab é uma estrutura de software baseada em Matlab projetada para trazer
técnicas e algoritmos de quantificação de incertezas para um grande público.
O UQLab não é simplesmente uma enésima caixa de ferramentas para quanti-
ficação de incertezas, mas um framework: além de oferecer um extenso arsenal de
tipos de análises e algoritmos integrados, ele também fornece uma nova e poderosa
maneira de desenvolver e implementar suas próprias ideias. Ele é composto por
módulos cient́ıficos de código aberto que estão conectados ao UQLabCore para rea-
lizar a propagação de incertezas por meio de amostragem de Monte Carlo, análise de
sensibilidade, análise de confiabilidade (cálculo de probabilidades de eventos raros),
construir modelos substitutos (expansões por caos polinomial, métodos de Kriging),
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técnicas Bayesianas para problemas inversos etc.
O UQLab foi desenvolvido sob a supervisão do professor Bruno Sudret e do
doutor Stefano Marelli.
Abaixo é posśıvel identificar janelas de utilização do UQLab integrado ao Matlab.
Tais janelas pertencem às análises do presente trabalho, conforme pode ser verificado
na seção 5.5.
Figura 4.2: Janela de uso da estrutura UQLab
Figura 4.3: Janela de uso da estrutura UQLab
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Caṕıtulo 5
Estudos de caso - exemplos
práticos
No presente trabalho foram utilizadas duas configurações de sistema mecânico,
a saber: um conjunto massa-mola-amortecedor e uma estrutura treliçada. A seguir
serão apresentadas algumas considerações sobre esses sistemas.
5.1 Massa-mola-amortecedor
Tal sistema mecânico consiste num conjunto de elementos de massa interligados
em série por molas elásticas e elementos dissipadores. Uma ilustração para n massas
interligadas (e consequentemente n graus de liberdade – g.d.l.) pode ser visualizada
na imagem abaixo:
Figura 5.1: Sistema mecânico estudado - Sistema massa-mola-amortecedor
Para o presente estudo, considerou-se um sistema com seis graus de liberdade.
Além disso, considerou-se a aplicação de uma força instantânea (modelada como um
Delta de Dirac) no segundo e no quarto elementos de massa de magnitudes 5N e
8N respectivamente. Desta forma, a representação do sistema é ilustrada a seguir:
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Figura 5.2: Sistema massa-mola-amortecedor com 6 g.d.l.
Além disso, é válido destacar que alguns cenários foram concebidos para as
análises citadas nas seções 3.4.1, 3.4.2 e 3.4.3. Desta forma, denotando por kSi ≡ a
rigidez da mola i na configuração saudável e kDi ≡ a rigidez da mola i na configuração
danificada, apresenta-se os seguintes cenários:
• Análise determińıstica e Análise de sensibilidade estocástica - Incerteza na
força
Somente um cenário de identificação de danos foi considerado nestas análises, a
saber: o dano simulado no sistema mecânico foi de uma redução de 25% na rigidez
da mola 1 (kD1 = 0.75k
S





As componentes do vetor X(ω) que irão compor o vetor X̃(ω) (conforme cap.
3) são as componentes X1, X5 e X6.
• Análise de sensibilidade estocástica - Incerteza na resposta




k1 k2 k3 k4 k5 k6
1 25% 0% 0% 0% 65% 0%
2 0% 45% 30% 0% 0% 0% X̃(ω) = [X1(ω)X5(ω)X6(ω)]
T
3 15% 0% 15% 0% 40% 0%
4 25% 0% 0% 0% 65% 0%
5 0% 45% 30% 0% 0% 0% X̃(ω) = [X2(ω)X4(ω)X5(ω)]
T
6 15% 0% 15% 0% 40% 0%
Ademais, para este problema foram considerados os seguintes valores nominais
para o conjunto de parâmetros: m1 = 20kg; m2 = 12kg; m3 = 24kg; m4 = 18kg;
m5 = 20kg; m6 = 15kg; c1 = 25
Ns
m
; c2 = 24
Ns
m
; c3 = 23
Ns
m
; c4 = 26
Ns
m







; k1 = 40
N
m
; k2 = 28
N
m
; k3 = 13
N
m
; k4 = 31
N
m
; k5 = 23
N
m






Em engenharia, treliça é uma estrutura constitúıda por elementos os quais estão
submetidos a apenas duas forças (em suas extremidades), de modo que a união
desses elementos se comporta como um único objeto [66].
Para o presente estudo de caso, considerou-se um pórtico como sistema mecânico.
Tal estrutura pode ser entendida como sendo uma estrutura treliçada plana (bidi-
mensional), conforme ilustrado na figura abaixo:
Figura 5.3: Pórtico - Estrutura treliçada
Como pode ser observado na figura acima, o pórtico é composto por 11 elementos
de barra, de maneira que há 6 nós de interconexão entre os elementos. Além disso,
observa-se que a estrutura está submetida a um conjunto de 4 forças, denotadas na
figura por ~F2, ~F4, ~F6,x e ~F6,y.
De posse dessas informações, observa-se que a estrutura apresenta 12 graus de
liberdade, indicados na figura abaixo juntamente com os elementos de barra consi-
derados:
35
Figura 5.4: Pórtico - graus de liberdade
Considerando as condições de apoio apresentadas na figura 5.4, percebe-se que
a estrutura está impedida de se mover nos graus de liberdade indicados por d1,
d2 e d10. Desta forma, define-se a seguinte condição de contorno para o problema
estrutural: d1 = d2 = d10 = 0.
Neste ponto, é válido ressaltar que o vetor deslocamento será um vetor X(ω) ∈
<12, tal que cada componente do vetor Xi(ω) será o deslocamento di referente aos
graus de liberdade citados anteriormente. Desta forma, o vetor deslocamento será
dado por:
X(ω) = (0, 0, X3(ω), X4(ω), X5(ω), X6(ω), X7(ω), X8(ω), X9(ω), 0, X11(ω), X12(ω))
(5.1)
Conforme citado anteriormente, os elementos que constituem o pórtico foram
modelados como elementos e barra. Desta forma, conforme o método dos elementos
finitos (ou através de uma análise matricial de estruturas), identifica-se a seguinte







cos2(θ) cos(θ) · sen(θ) −cos2(θ) −cos(θ) · sen(θ)
cos(θ) · sen(θ) sen2(θ) −cos(θ) · sen(θ) −sen2(θ)
−cos2(θ) −cos(θ) · sen(θ) cos2(θ) cos(θ) · sen(θ)
−cos(θ) · sen(θ) −sen2(θ) cos(θ) · sen(θ) sen2(θ)

(5.2)
Onde Ee ≡ módulo de elasticidade do elemento e; Ae ≡ área da seção transversal
do elemento e; Le ≡ comprimento do elemento e. Além disso, θ pode ser observado
na figura abaixo:
Figura 5.5: Elemento de barra
Ainda com relação ao elemento de barra, é válido destacar que a matriz elementar






2cos2(θ) 2cos(θ) · sen(θ) cos2(θ) cos(θ) · sen(θ)
2cos(θ) · sen(θ) 2sen2(θ) cos(θ) · sen(θ) sen2(θ)
cos2(θ) cos(θ) · sen(θ) 2cos2(θ) 2cos(θ) · sen(θ)
cos(θ) · sen(θ) sen2(θ) 2cos(θ) · sen(θ) 2sen2(θ)

(5.3)
Onde ρe ≡ massa espećıfica do elemento e.
A partir deste ponto, denotar-se-á por kSe =
EeAe
Le
≡ a rigidez equivalente do
elemento e na configuração saudável e por kDe ≡ a rigidez equivalente do elemento
e na configuração danificada.
De maneira análoga ao que foi apresentado na seção anterior, destaca-se que
alguns cenários foram concebidos para as análises citadas nas seções 3.4.1, 3.4.2 e
3.4.3. Desta forma,apresenta-se os seguintes cenários:
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• Análise determińıstica e Análise de sensibilidade estocástica - Incerteza na
força
Somente um cenário de identificação de danos foi considerado nestas análises, a
saber: o dano simulado no sistema mecânico foi de uma redução de 55% na rigidez
do elemento 3 (kD3 = 0.45k
S




5 ) e de
85% na rigidez do elemento 7 (kD7 = 0.15k
S
7 ).
As componentes do vetor X(ω) que irão compor o vetor X̃(ω) (conforme cap.
3) são as componentes X3, X5, X9 e X12.
• Análise de sensibilidade estocástica - Incerteza na resposta




k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
1 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
X̃(ω) = [X3(ω)X5(ω)X9(ω)X12(ω)]
T2 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
3 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
4 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
X̃(ω) = [X4(ω)X6(ω)X8(ω)X11(ω)]
T5 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
6 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Ademais, para este problema foi considerado que todas as barras são idênticas na
condição saudável e que apresentam os seguintes valores nominais para o conjunto
de parâmetros: ρe = 2.7 · 103 kg
m3
; Ae = 3 · 10−4m2; Le = 3m; Ee = 70 · 109Pa. Obs.:
os elementos e3, e5, e7 e e8, por estarem na diagonal das conexões do pórtico (ver
figura 5.4), apresentam Le = 3
√
2m.
5.3 Parâmetros de incerteza
Para as análises envolvendo incertezas, foram utilizados os seguintes valores (con-
forme seções 3.4.2, 3.4.3): σF = 0.3; σexp = 10% do valor médio das componentes
do vetor X̃exp(ω).
Para as análises estocásticas com incertezas no parâmetro, assumiu-se que as
componentes do vetor aleatório ~K são independentes e não correlacionadas. Desta
forma, foram utilizadas dois tipos de distribuição de probabilidade como distri-
buições marginais em função da caracteŕıstica do problema (os parâmetros kis devem
ser positivos): distribuição Gama e distribuição Normal Truncada.
A função densidade de probabilidade da distribuição Gama pode ser escrita em














se x ≥ 0
0 caso contrário
(5.4)
Já a função densidade de probabilidade da distribuição Normal Truncada pode
ser escrita em função de sua média µNT e variância σ
2






















Por último, destaca-se que foram analisados três cenários referentes à análise
abordada na seção 3.4.4. Tais cenários levam em consideração a variação do
parâmetro α (ver equação 3.26) e são apresentados na tabela abaixo:





Nestas análises, para o sistema massa-mola-amortecedor, o dano simulado no
sistema mecânico foi de uma redução de 25% na rigidez da mola 1 (kD1 = 0.75k
S
1 )
e de 65% na rigidez da mola 5 (kD5 = 0.35k
S
5 ), sendo o vetor X̃(ω) dado por
X̃(ω) = [X1(ω)X5(ω)X6(ω)]
T ; já para o sistema treliçado, o dano simulado no sis-
tema mecânico foi de uma redução de 55% na rigidez do elemento 3 (kD3 = 0.45k
S
3 ),
de 70% na rigidez do elemento 5 (kD5 = 0.30k
S
5 ) e de 85% na rigidez do elemento 7
(kD7 = 0.15k
S
7 ), sendo o vetor X̃(ω) dado por X̃(ω) = [X3(ω)X5(ω)X9(ω)X12(ω)]
T .
5.4 Técnicas de otimização
Conforme citado na seção 3.2, o ambiente computacional utilizado para realizar
todas as simulações numéricas apresentadas no presente trabalho foi o Matlab. Desta
forma, o autor apresenta todos os aspectos computacionais relevantes à compreensão
da metodologia empregada nas análises:
• Ambiente computacional - Matlab R2015a;
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• Sistema operacional - Windows 7 Home Premium 64 bits ;
• Processador - AMD A10-4600M APU with Radeon(tm) HD Graphics 2.30
GHz
• Memória RAM - 8GB
No que concerne propriamente às técnicas de otimização utilizadas nas análises,
utilizou-se os seguintes critérios para todas as técnicas:
• No máximo de iterações - 1000;
• Tolerância para a função objetivo - 1 · 10−6.
Uma vez que que os métodos de Ponto Interior e de Programação Quadrática
Sequencial – SQP utilizam restrições em sua formulação, é válido destacar que, para
as análises determińıstica (seção 3.4.1) e de sensibilidade estocástica (seções 3.4.2
e 3.4.3), as seguintes restrições de inequação foram utilizadas (resumidas em uma
única equação):
~kinferior 6 ~k∗ 6 ~ksuperior (5.6)
Onde ~k∗ ≡ vetor de rigidezes a ser determinado no problema de otimização (ver seção
3.4); ~kinferior ≡ limite inferior para o vetor ~k∗, definido como sendo ~kinferior = 0.5· ~kD,
ou seja, o vetor limite inferior corresponde à metade do vetor que contém as rigidezes
na configuração danificada; ~ksuperior ≡ limite superior para o vetor ~k∗, definido como
sendo ~ksuperior = 1.1 · ~kS, ou seja, o vetor limite superior corresponde à 110% do
vetor que contém as rigidezes na configuração saudável.
Já para as análises estocásticas, em que consideramos os parâmetros de rigidez
como sendo incertos no modelo (seção 3.4.4), utilizou-se apenas uma restrição para
o parâmetro ~Θ a ser determinado:
~Θ > ~0 (5.7)
Onde ~Θ, embora definido como sendo o par ordenado (~µ,Σ), será entendido,
a partir de então, como sendo um par ordenado (~µ, ~σ), onde ~µ continua sendo o
vetor média do vetor aleatório ~K e, como as componentes deste vetor aleatório são
consideradas independentes e não correlacionadas, a matriz de covariância [Σ] será
diagonal, sendo esta diagonal composta pelas variâncias das distribuições marginais




σ21 0 0 0
0 σ22 0 0
0 0
. . . :
0 0 · · · σ2r
 (5.8)
Desta forma, o vetor denotado por ~σ na representação do par ordenado ~Θ =
(~µ, ~σ) será composto pelos desvios padrões σr das componentes do vetor aleatório
~K, ou seja, ~σ = [σ1σ2 · · ·σr]T .
Portanto, as restrições representadas na equação 5.7 se configuram em: ~µ > ~0 e
~σ > ~0.
Por último, é válido destacar que todas as outras configurações das funções de
otimização implementadas no ambiente Matlab foram mantidas na sua configuração
default (para maiores informações, ver [67]).
5.5 Técnicas de propagação de incertezas
Conforme citado na seção 3.3, foram utlizadas duas técnicas de propagação de
incertezas: Método de Monte Carlo e Expansão por Caos Polinomial.
O Método de Monte Carlo foi implementado de modo que fossem geradas amos-
tras das variáveis aleatórias dentro de um loop condicional, onde as condições esta-
belecidas foram:
• max(|~vi+1 − ~vi|) ≥ 1 · 10−3;
• nit ≤ Nmaxit
Onde, ~vi ≡ denota um vetor aleatório de acordo com o tipo de análise estudada,
em que os subscritos i e i + 1 indicam a qual iteração pertence o vetor calculado;
nit ≡ denota o número de iterações para um dado loop; Nmaxit ≡ denota um número
máximo de iterações para se garantir a convergência estocástica do método. Para
todas as análises em questão, foi realizado um estudo prévio de convergência, de
modo que assumiu-se Nmaxit = 450 para todas as simulações.
Já com relação à Expansão por Caos Polinomial, foi utilizado o algoritmo de
Orthogonal Matching Pursuit (vide seção 4.2).
De acordo com as definições abordadas no Caṕıtulo 4, apresenta-se abaixo os
parâmetros adotados nas simulações de Expansão por Caos Polinomial:
• ε∗LOO = 1 · 10−6;
• Truncamento Hiperbólico q = 0.75;
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• Grau máximo dos polinômios calculados p = 2;
• Número de amostras calculadas N = 50;




Neste caṕıtulo serão apresentados um resumo dos resultados para as análises
descritas na seção 3.4. Compilou-se em diversas tabelas no Apêndice A todos os
resultados de identificação de danos para todas as análises realizadas no presente
trabalho. Desta forma, neste caṕıtulo serão apresentados apenas alguns resultados
considerados relevantes para o entendimento das análises.
Nos resultados apresentados adiante, utilizou-se a seguinte nomenclatura para
os métodos de otimização:
• Método 1 ←→ Nelder-Mead Simplex;
• Método 2 ←→ BFGS Quasi-Newton;
• Método 3 ←→ Ponto Interior;
• Método 4 ←→ Programação Quadrática Sequencial – SQP;
6.1 Análise determińıstica
6.1.1 Massa-mola-amortecedor
Apresenta-se abaixo os resultados encontrados para o sistema massa-mola-
amortecedor, conforme a metodologia apresentada na seção 3.4.1.
Tabela 6.1: Resultados - Identificação de danos
Dano Método 1 Método 2 Método 3 Método 4
Elemento 1 24,78% 25% 25% 25%
Elemento 2 5,96% 0% 0% 0%
Elemento 3 0,95% 0% 0% 0%
Elemento 4 -15,84% 0% 0% 0%
Elemento 5 64,31% 65% 65% 65%
Elemento 6 -1,23% 0% 0% 0%
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Figura 6.1: Identificação de danos
Os tempos computacionais gastos em cada método estão apresentados a seguir:
Tabela 6.2: Tempo computacional (em segundos)
Método 1 Método 2 Método 3 Método 4
14.57 6.60 4.14 5.81
Constata-se, neste ponto, que o método Nelder-Mead Simplex não só apresenta
os piores resultados de identificação de danos (vide o dano estimado de −15, 84%
para o Elemento 4), como também é o mais oneroso em termos de tempo computa-
cional, sendo, em média, 2.7 vezes superior aos outros tempos computacionais.
Apenas por um caráter ilustrativo, apresenta-se abaixo os gráficos para a com-
ponente X1(ω) do vetor resposta em frequência.
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Figura 6.2: Resposta da componente X1(ω) nas configurações saudável e danificada
Figura 6.3: Identificação de danos para a componente X1(ω)
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6.1.2 Estrutura treliçada
Já para a estrutura treliçada, foram encontrados os seguintes resultados conforme
a metodologia apresentada na seção 3.4.1.
Tabela 6.3: Resultados - Identificação de danos
Dano Método 1 Método 2 Método 3 Método 4
Elemento 1 -1,02% 0% 0% 0%
Elemento 2 5,97% 0% 0% 0%
Elemento 3 54,9% 55% 55% 55%
Elemento 4 3,97% 0% 0% 0%
Elemento 5 69,83% 70% 70% 70%
Elemento 6 25,01% 0% 0% 0%
Elemento 7 82% 85% 85% 85%
Elemento 8 10,00% 0% 0% 0%
Elemento 9 -1,98% 0% 0% 0%
Elemento 10 -2,65% 0% 0% 0%
Elemento 11 3,34% 0% 0% 0%
Figura 6.4: Identificação de danos
Os tempos computacionais gastos em cada método estão apresentados a seguir:
Tabela 6.4: Tempo computacional (em segundos)
Método 1 Método 2 Método 3 Método 4
15.64 7.80 5.34 6.89
De maneira análoga aos resultados apresentados para o sistema massa-mola-
amortecedor, constata-se que o método Nelder-Mead Simplex não só apresenta os
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piores resultados de identificação de danos (vide o dano estimado de 25, 01% para o
Elemento 6), como também é o mais oneroso em termos de tempo computacional,
sendo, em média, 2.4 vezes superior aos outros tempos computacionais.
Apenas por um caráter ilustrativo, apresenta-se abaixo os gráficos para as com-
ponentes X3(ω) e X7(ω) do vetor resposta em frequência.
Figura 6.5: Resposta da componente X3(ω) nas configurações saudável e danificada
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Figura 6.6: Resposta da componente X7(ω) nas configurações saudável e danificada
Figura 6.7: Identificação de danos para a componente X3(ω)
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Figura 6.8: Identificação de danos para a componente X7(ω)
6.2 Análise de sensibilidade estocástica - Incer-
teza na força
6.2.1 Massa-mola-amortecedor
Conforme a metodologia apresentada na seção 3.4.2, apresenta-se abaixo os
resultados encontrados para o Caso 1 (vide Tabela 5.1) do sistema massa-mola-
amortecedor, tanto com a propagação de incertezas via Monte Carlo, quanto via
PCE.
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• Identificação de danos com Monte Carlo
Figura 6.9: Identificação de danos - Monte Carlo
Tabela 6.5: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
51.3 19.8 18.4 16.7
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• Identificação de danos com Expansão por Caos Polinomial
Figura 6.10: Identificação de danos - PCE
Tabela 6.6: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
12.9 4.9 4.6 4.0
Observa-se que os resultados obtidos via PCE não só melhor estimam os danos
como também são obtidos num tempo menor (houve uma redução média de 75% no
tempo computacional).
6.2.2 Estrutura treliçada
Apresenta-se abaixo os resultados encontrados via Monte Carlo e via PCE para
o Caso 3 (vide Tabela 5.2) referente à estrutura treliçada, conforme a metodologia
apresentada na seção 3.4.2.
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• Identificação de danos com Monte Carlo
Figura 6.11: Identificação de danos - Monte Carlo
Tabela 6.7: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
36.9 19.6 18.4 16.7
• Identificação de danos com Expansão por Caos Polinomial
Figura 6.12: Identificação de danos - PCE
Tabela 6.8: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
10.5 5.6 5.3 4.8
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De maneira análoga aos resultados obtidos para o sistema mecânico anterior,
observa-se que os resultados obtidos via PCE não só melhor estimam os danos
(principalmente com relação ao Método 1) como também são obtidos num tempo
menor (houve uma redução média de 71% no tempo computacional).
6.3 Análise de sensibilidade estocástica - Incer-
teza na resposta
Uma vez que não houve tanta disparidade nos tempos computacionais gastos
para se obter os resultados para os diferentes casos analisados, apresenta-se nesta
seção valores médios para o tempo computacional referente a cada método.
6.3.1 Massa-mola-amortecedor
Apresenta-se abaixo os resultados encontrados para o Caso 1 referente ao sistema
massa-mola-amortecedor, conforme a metodologia apresentada na seção 3.4.3.
• Identificação de danos com Monte Carlo
Figura 6.13: Identificação de danos - Monte Carlo
Tabela 6.9: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
73.3 35.0 32.3 30.2
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• Identificação de danos com Expansão por Caos Polinomial
Figura 6.14: Identificação de danos - PCE
Tabela 6.10: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
18.9 9.1 8.4 7.8
Observa-se que os resultados obtidos via PCE não só melhor estimam os danos
como também são obtidos num tempo menor (houve uma redução média de 74% no
tempo computacional).
6.3.2 Estrutura treliçada
Já para a estrutura treliçada, apresenta-se abaixo os resultados para o Caso 3,
conforme a metodologia apresentada na seção 3.4.3.
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• Identificação de danos com Monte Carlo
Figura 6.15: Identificação de danos - Monte Carlo
Tabela 6.11: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
73.3 34.9 32.3 30.2
• Identificação de danos com Expansão por Caos Polinomial
Figura 6.16: Identificação de danos - PCE
Tabela 6.12: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
20.9 10.0 9.2 8.6
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De maneira análoga aos resultados obtidos para o sistema mecânico anterior,
observa-se que os resultados obtidos via PCE não só melhor estimam os danos
(principalmente com relação ao Método 1) como também são obtidos num tempo
menor (houve uma redução média de 71% no tempo computacional).
6.4 Análise estocástica - Incerteza nos
parâmetros
6.4.1 Massa-mola-amortecedor
Apresenta-se abaixo os resultados encontrados para o sistema massa-mola-
amortecedor, para ambas as distribuições Gamma e Normal Truncada consideradas,
via Monte Carlo e via PCE, conforme a metodologia apresentada na seção 3.4.4.
• Identificação de danos com Monte Carlo
Figura 6.17: Identificação de danos - Monte Carlo - Caso 1
Figura 6.18: Identificação de danos - Monte Carlo - Caso 2
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Figura 6.19: Identificação de danos - Monte Carlo - Caso 3
A seguir, apresentam-se os tempos computacionais referentes à distribuição
Gamma.
Tabela 6.13: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
317.7 15.0 6.2 24.9
A seguir, apresentam-se os tempos computacionais referentes à distribuição Nor-
mal Truncada.
Tabela 6.14: Tempo computacional médio (em horas)
Método 1 Método 2 Método 3 Método 4
6.3 1.4 1.5 1.0
• Identificação de danos com Expansão por Caos Polinomial
Figura 6.20: Identificação de danos - PCE - Caso 1
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Figura 6.21: Identificação de danos - PCE - Caso 2
Figura 6.22: Identificação de danos - PCE - Caso 3
A seguir, apresentam-se os tempos computacionais referentes à distribuição
Gamma.
Tabela 6.15: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
94.5 4.5 1.9 7.4
A seguir, apresentam-se os tempos computacionais referentes à distribuição Nor-
mal Truncada.
Tabela 6.16: Tempo computacional médio (em horas)
Método 1 Método 2 Método 3 Método 4
1.9 0.4 0.5 0.3
Observa-se que os resultados obtidos via PCE estimam melhor os danos para
uma distribuição Gamma (para a distribuição Normal Truncada, não há tanta dis-
paridade entre os métodos de propagação de incertezas). Em termos de redução no
tempo computacional, percebe-se uma redução média de 70% para as análises com




Apresenta-se abaixo os resultados encontrados para a estrutura treliçada, con-
forme a metodologia apresentada na seção 3.4.4.
• Identificação de danos com Monte Carlo
Figura 6.23: Identificação de danos - Monte Carlo - Caso 1
Figura 6.24: Identificação de danos - Monte Carlo - Caso 2
Figura 6.25: Identificação de danos - Monte Carlo - Caso 3
A seguir, apresentam-se os tempos computacionais referentes à distribuição
Gamma.
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Tabela 6.17: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
336.7 19.3 7.1 28.6
A seguir, apresentam-se os tempos computacionais referentes à distribuição Nor-
mal Truncada.
Tabela 6.18: Tempo computacional médio (em horas)
Método 1 Método 2 Método 3 Método 4
6.4 1.4 1.5 1.1
• Identificação de danos com Expansão por Caos Polinomial
Figura 6.26: Identificação de danos - PCE - Caso 1
Figura 6.27: Identificação de danos - PCE - Caso 2
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Figura 6.28: Identificação de danos - PCE - Caso 3
A seguir, apresentam-se os tempos computacionais referentes à distribuição
Gamma.
Tabela 6.19: Tempo computacional médio (em minutos)
Método 1 Método 2 Método 3 Método 4
100.1 5.7 2.1 8.5
A seguir, apresentam-se os tempos computacionais referentes à distribuição Nor-
mal Truncada.
Tabela 6.20: Tempo computacional médio (em horas)
Método 1 Método 2 Método 3 Método 4
1.9 0.5 0.5 0.3
De maneira análoga aos resultados encontrados para o sistema mecânico ante-
rior, observa-se que os resultados obtidos via PCE estimam melhor os danos para
uma distribuição Gamma (para a distribuição Normal Truncada, não há tanta dis-
paridade entre os métodos de propagação de incertezas). Em termos de redução no
tempo computacional, percebe-se uma redução média de 70% para as análises com




Conclusões e trabalhos futuros
A grande contribuição que se almeja obter com este trabalho e posterior con-
tinuidade do mesmo consiste em produzir um material que agregue conhecimentos
de técnicas de otimização e de modelagem estocástica aplicados em processos de
identificação de danos em sistemas mecânicos.
Desta forma, de posse dos resultados obtidos no caṕıtulo 6, faz-se uma análise
detalhada dos resultados encontrados em cada seção.
7.1 Análise determińıstica
Conforme citado na seção 3.4.1, esta análise permite fazer uma comparação en-
tre as técnicas de otimização utilizadas no trabalho quanto à eficiência e quanto à
robustez de cada método.
Através da observação dos resultados da análise determińıstica, já se torna viśıvel
que, do ponto de vista de técnicas de otimização, a técnica de Nelder-Mead Simplex
é a que apresenta resultados menos satisfatórios quando comparados aos resultados
das outras técnicas.
Ao se analisar as tabelas 6.1 (tabela de resultados para o sistema massa-mola-
amortecedor) e 6.3 (tabela de resultados para a estrutura treliçada), juntamente com
as figuras 6.1 e 6.4, percebe-se que as técnicas de BFGS Quasi-Newton, de Ponto
Interior e de Programação Quadrática Sequencial – SQP previram com exatidão os
danos simulados nos sistemas mecânicos, enquanto que a técnica de Nelder-Mead
Simplex identificou danos que não condizem com as simulações. Ademais, ao se
analisar os tempos computacionais dispendidos em cada simulação, percebe-se que
a técnica de Nelder-Mead Simplex é a mais onerosa.
Conclui-se, portanto, que para as análises realizadas, a técnica de Nelder-Mead
Simplex é a menos recomendada uma vez que gera resultados ineficazes e mais one-
rosos de se obter. Uma vez que essa primeira análise de resultados serve justamente
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para avaliar a eficiência de cada técnica de otimização, constata-se que esta con-
clusão irá se repetir nas análises subsequentes.
Por último, é válido destacar que a ineficiência constatada na técnica de Nelder-
Mead Simplex pode levar a conclusões extremamente equivocadas quanto à resposta
dos sistemas mecânicos analisados. Mais precisamente ao analisarmos as respostas
em frequência para a estrutura treliçada (figuras 6.7 e 6.8), observa-se amplitudes
bastante elevadas que não condizem com as simulações e com as predições das outras
técnicas, bem como uma ligeira defasagem no domı́nio da frequência dos pontos de
máxima amplitude. Ao se pensar em termos de controle robusto de estruturas e
de planejamento de manutenção mecânica, conclui-se que tais erros podem levar a
falhas de projeto.
7.2 Análises de sensibilidade estocástica
No que concerne às análises de sensibilidade estocástica, percebe-se uma grande
distinção no comportamento entre os resultados para os sistemas mecânicos estu-
dados. Tal distinção pode ser explicada devido à diferença entre as dimensões dos
problemas relacionados a cada sistema mecânico, ou seja, entre os graus de liber-
dade caracteŕısticos de cada sistema estudado. Desta forma, denotando por Sist.1
o sistema massa-mola-amortecedor e por Sist.2 a estrutura treliçada, uma vez que
g.d.lSist.1 = 6 e g.d.lSist.2 = 12 e, portanto, g.d.lSist.2 > g.d.lSist.1, percebe-se que
a estrutura treliçada é mais complexa (em termos de dimensionalidade) do que o
sistema massa-mola-amortecedor.
• Considerações sobre o sistema massa-mola-amortecedor
Desta forma, ao se analisar os resultados para o sistema massa-mola-amortecedor,
percebe-se novamente que as técnicas de otimização BFGS Quasi-Newton, Ponto
Interior e Programação Quadrática Sequencial – SQP foram as mais eficientes no
processo de identificação de danos em ambas as metodologias de propagação de
incertezas (Monte Carlo e PCE).
Destaca-se, portanto, que a metodologia de Expansão por Caos Polinomial se
apresentou mais eficaz que o Método de Monte Carlo, uma vez que melhores resul-
tados foram obtidos via PCE e em menores tempos.
Além disso, destaca-se que maiores tempos foram observados ao se considerar
a presença de incertezas na resposta. Tal fato deve estar relacionado à taxa de
convergência estocástica, uma vez que as incertezas modeladas na força geram uma
menor incerteza na variável observada (o deslocamento) quando comparadas às in-
certezas modeladas propriamente sobre a variável deslocamento.
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Apresenta-se abaixo um compilado de envelopes estat́ısticos com um intervalo
de confiança de 95% para uma das respostas em frequência do sistema mecânico
estudado.
Figura 7.1: Envelopes estat́ısticos obtidos via Monte Carlo
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Figura 7.2: Envelopes estat́ısticos obtidos via PCE
Conclui-se, portanto, que para o sistema massa-mola-amortecedor a metodologia
de propagação de incertezas de Expansão por Caos Polinomial atrelada à técnica
de Programação Quadrática Sequencial – SQP foi a que gerou melhores resultados.
• Considerações sobre a estrutura treliçada
Ao se analisar os resultados obtidos para a estrutura treliçada, chega-se às mes-
mas conclusões apresentadas anteriormente para o sistema massa-mola-amortecedor.
Entretanto, apresenta-se abaixo um compilado de envelopes estat́ısticos para a res-
posta em frequência da estrutura treliçada para uma subsequente discussão sobre
os resultados. Obs.: foi omitido da análise os envelopes gerados pela técnica de
Nelder-Mead Simplex, uma vez que a mesma já foi constatada como ineficaz para a
geração de resultados.
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Figura 7.3: Envelopes estat́ısticos obtidos via Monte Carlo e via PCE
Ao se analisar estes envelopes estat́ısticos, percebe-se que os limites superiores
obtidos com o método de Monte Carlo apresentam um maior valor de amplitude
quando comparados aos limites obtidos via PCE. Tal fato só corrobora a boa apli-
cabilidade da técnica de Expansão por Caos Polinomial neste tipo de problema.
Ademais, percebe-se que novamente a técnica de Programação Quadrática Sequen-
cial – SQP foi a que gerou os melhores resultados quando comparada às demais.
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7.3 Análise estocástica nos parâmetros
Considerada a análise de maior importância no presente trabalho, dada a sua
complexidade de formulação, constatou-se que, do ponto de vista de técnicas utili-
zadas para otimização e propagação de incertezas, as conclusões obtidas se asseme-
lham às das análises anteriores: a combinação de técnicas mais acurada e de maior
eficiência computacional foi a dupla “ Programação Quadrática Sequencial – SQP
+ Expansão por Caos Polinomial”.
Desta forma, apresenta-se abaixo os envelopes estat́ısticos relacionados aos re-
sultados obtidos pela técnica SQP para as diferentes distribuições de probabilidade
consideradas e para as diferentes técnicas de propagação de incertezas.
• Massa-mola-amortecedor
Figura 7.4: Envelopes estat́ısticos obtidos via Monte Carlo e via PCE - Massa-
mola-amortecedor - Programação Quadrática Sequencial – SQP
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• Estrutura treliçada
Figura 7.5: Envelopes estat́ısticos obtidos via Monte Carlo e via PCE - Estrutura
treliçada - Programação Quadrática Sequencial – SQP
Além disso, destaca-se que os tempos computacionais dispendidos nas análises
referentes à distribuição Normal Truncada (ordem de horas) superam bastante os
tempos referentes à distribuição Gamma (ordem de minutos). De posse dessas
observações, conclui-se que a convergência estocástica para a distribuição Normal
Truncada é mais lenta e gera resultados menos acurados do que os da distribuição
Gamma.
7.4 Trabalhos futuros
Diante do presente trabalho apresentado, o autor identifica como sugestões para
trabalhos futuros diversos aspectos a serem explorados para um enriquecimento
desse tipo de análise, a saber:
• Analisar outros sistemas mecânicos;
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• Analisar outras configurações para a modelagem estocástica dos parâmetros -
outras distribuições e outros valores para α;
• Considerar o processo de regularização nas análises;
• Explorar outras técnicas de otimização nas análises;
• Analisar outras técnicas de propagação de incertezas (ex.: colocação es-
tocástica);
• Considerar não linearidades nos modelos mecânicos estudados.
Neste ponto, manifesto o meu interesse em dar continuidade a essa pesquisa
justamente implementando essas soluções propostas de trabalhos futuros.
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Serão apresentados neste Apêndice, sob a forma de tabelas, todos os resultados
obtidos nas análises realizadas.
A.1 Análise de sensibilidade estocástica - Massa-
mola-amortecedor
• Incerteza na força - Monte Carlo - Caso 1;
Tabela A.1: Incerteza na força - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 9% -17% -5% 66% -3%
Desvio 1% 18% 36% 21% 1% 11%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Incerteza no deslocamento - Monte Carlo - Caso 1;
Tabela A.2: Incerteza no deslocamento - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 2% 0% -7% 65% -3%
Desvio 1% 8% 2% 21% 1% 10%
Método 2
Média 25% 0% 0% -1% 65% -1%
Desvio 1% 4% 2% 9% 1% 4%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 3% 2% 7% 1% 4%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 4% 2% 8% 1% 4%
• Incerteza na força - PCE - Caso 1;
Tabela A.3: Incerteza na força - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% 0% 1% 0% 65% 0%
Desvio 0% 0% 1% 0% 0% 0%
Método 3
Média 25% 0% 1% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 1% 1% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - PCE - Caso 1;
Tabela A.4: Incerteza no deslocamento - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 8% 13% 3% 1% 2%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 9% 14% 4% 1% 3%
Método 3
Média 25% 1% 2% 0% 65% 0%
Desvio 1% 7% 13% 4% 1% 3%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 7% 9% 3% 1% 2%
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• Incerteza na força - Monte Carlo - Caso 2;
Tabela A.5: Incerteza na força - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média -2% 44% 29% 2% -5% -13%
Desvio -5% 1% 1% 5% -15% -33%
Método 2
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - Monte Carlo - Caso 2;
Tabela A.6: Incerteza no deslocamento - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 6% 45% 30% 0% 2% 7%
Desvio 12% 1% 1% 11% 8% 2%
Método 2
Média 0% 45% 30% 0% 0% 0%
Desvio 1% 1% 1% 7% 1% 7%
Método 3
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 1% 1% 4% 0% 7%
Método 4
Média 0% 45% 30% 0% 0% 0%
Desvio 2% 1% 1% 7% 6% 6%
• Incerteza na força - PCE - Caso 2;
Tabela A.7: Incerteza na força - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 1% 45% 30% 1% 1% 1%
Desvio 0% 0% 0% 1% 0% 0%
Método 3
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 1% 0% 0% 0%
Método 4
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Incerteza no deslocamento - PCE - Caso 2;
Tabela A.8: Incerteza no deslocamento - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 0% 45% 30% 0% 0% 0%
Desvio 1% 7% 11% 3% 1% 2%
Método 2
Média 1% 45% 30% 1% 1% 1%
Desvio 1% 8% 14% 3% 1% 3%
Método 3
Média 1% 45% 30% 0% 1% 1%
Desvio 1% 6% 13% 4% 1% 3%
Método 4
Média 1% 45% 30% 1% 1% 1%
Desvio 1% 6% 9% 3% 1% 2%
• Incerteza na força - Monte Carlo - Caso 3;
Tabela A.9: Incerteza na força - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% -7% 15% -4% 40% 6%
Desvio 1% -18% 1% -9% 1% 18%
Método 2
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - Monte Carlo - Caso 3;
Tabela A.10: Incerteza no deslocamento - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% -2% 15% -4% 40% -2%
Desvio 1% 2% 1% 1% 1% 5%
Método 2
Média 15% 0% 15% 0% 40% 0%
Desvio 1% 7% 1% 9% 1% 7%
Método 3
Média 15% 0% 15% 0% 40% 0%
Desvio 1% 6% 1% 7% 1% 0%
Método 4
Média 15% 0% 15% 0% 40% 0%
Desvio 1% 9% 1% 8% 1% 3%
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• Incerteza na força - PCE - Caso 3;
Tabela A.11: Incerteza na força - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - PCE - Caso 3;
Tabela A.12: Incerteza no deslocamento - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% 0% 15% 0% 40% 0%
Desvio 1% 8% 12% 3% 1% 2%
Método 2
Média 15% 1% 15% 2% 40% 1%
Desvio 1% 8% 13% 3% 1% 3%
Método 3
Média 15% 1% 15% 2% 40% 0%
Desvio 1% 7% 12% 4% 1% 3%
Método 4
Média 15% 1% 15% 0% 40% 1%
Desvio 1% 6% 8% 3% 1% 2%
• Incerteza na força - Monte Carlo - Caso 4;
Tabela A.13: Incerteza na força - Monte Carlo - Caso 4
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 9% -17% -4% 64% -3%
Desvio 1% 18% 36% 20% 1% 11%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 64% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 64% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Incerteza no deslocamento - Monte Carlo - Caso 4;
Tabela A.14: Incerteza no deslocamento - Monte Carlo - Caso 4
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 2% 0% -7% 64% -3%
Desvio 1% 8% 2% 21% 1% 10%
Método 2
Média 25% 0% 0% -1% 64% -1%
Desvio 1% 4% 2% 9% 1% 4%
Método 3
Média 25% 0% 0% 0% 64% 0%
Desvio 1% 3% 2% 7% 1% 4%
Método 4
Média 25% 0% 0% 0% 64% 0%
Desvio 1% 3% 2% 7% 1% 4%
• Incerteza na força - PCE - Caso 4;
Tabela A.15: Incerteza na força - PCE - Caso 4
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% 0% 1% 0% 65% 0%
Desvio 0% 0% 1% 0% 0% 0%
Método 3
Média 25% 0% 1% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 1% 1% 0% 64% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - PCE - Caso 4;
Tabela A.16: Incerteza no deslocamento - PCE - Caso 4
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 0% 0% 0% 64% 0%
Desvio 1% 8% 13% 3% 1% 2%
Método 2
Média 25% 0% 0% 0% 64% 0%
Desvio 1% 9% 14% 4% 1% 3%
Método 3
Média 25% 1% 2% 0% 64% 0%
Desvio 1% 7% 12% 4% 1% 3%
Método 4
Média 25% 0% 0% 0% 64% 0%
Desvio 1% 6% 9% 3% 1% 2%
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• Incerteza na força - Monte Carlo - Caso 5;
Tabela A.17: Incerteza na força - Monte Carlo - Caso 5
Danos k1 k2 k3 k4 k5 k6
Método 1
Média -2% 43% 29% 2% -5% -13%
Desvio -5% 1% 1% 5% -15% -32%
Método 2
Média 0% 44% 29% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 44% 29% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 45% 29% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - Monte Carlo - Caso 5;
Tabela A.18: Incerteza no deslocamento - Monte Carlo - Caso 5
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 6% 45% 30% 0% 2% 7%
Desvio 12% 1% 1% 11% 8% 2%
Método 2
Média 0% 45% 30% 0% 0% 0%
Desvio 1% 1% 1% 7% 1% 7%
Método 3
Média 0% 44% 30% 0% 0% 0%
Desvio 0% 1% 1% 4% 0% 7%
Método 4
Média 0% 45% 29% 0% 0% 0%
Desvio 2% 1% 1% 7% 6% 6%
• Incerteza na força - PCE - Caso 5;
Tabela A.19: Incerteza na força - PCE - Caso 5
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 0% 44% 30% 1% 1% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 45% 30% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 45% 29% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Incerteza no deslocamento - PCE - Caso 5;
Tabela A.20: Incerteza no deslocamento - PCE - Caso 5
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 0% 45% 30% 0% 0% 0%
Desvio 1% 7% 11% 3% 1% 2%
Método 2
Média 1% 45% 30% 1% 1% 1%
Desvio 1% 8% 13% 3% 1% 3%
Método 3
Média 1% 45% 30% 0% 1% 1%
Desvio 1% 6% 12% 4% 1% 3%
Método 4
Média 1% 45% 30% 1% 1% 1%
Desvio 1% 6% 8% 3% 1% 2%
• Incerteza na força - Monte Carlo - Caso 6;
Tabela A.21: Incerteza na força - Monte Carlo - Caso 6
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 14% -7% 14% -4% 40% 6%
Desvio 1% -18% 1% -9% 1% 18%
Método 2
Média 15% 0% 15% 0% 39% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - Monte Carlo - Caso 6;
Tabela A.22: Incerteza no deslocamento - Monte Carlo - Caso 6
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% -2% 15% -4% 40% -2%
Desvio 1% 2% 1% 1% 1% 5%
Método 2
Média 15% 0% 15% 0% 40% 0%
Desvio 1% 7% 1% 9% 1% 7%
Método 3
Média 15% 0% 15% 0% 39% 0%
Desvio 1% 6% 1% 7% 1% 0%
Método 4
Média 15% 0% 15% 0% 39% 0%
Desvio 1% 9% 1% 8% 1% 3%
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• Incerteza na força - PCE - Caso 6;
Tabela A.23: Incerteza na força - PCE - Caso 6
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% 0% 15% 0% 39% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 15% 0% 15% 0% 39% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 15% 0% 15% 0% 40% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 15% 0% 15% 0% 39% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Incerteza no deslocamento - PCE - Caso 6;
Tabela A.24: Incerteza no deslocamento - PCE - Caso 6
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 15% 0% 15% 0% 39% 0%
Desvio 1% 7% 12% 3% 1% 2%
Método 2
Média 15% 0% 15% 1% 40% 1%
Desvio 1% 8% 13% 3% 1% 3%
Método 3
Média 15% 1% 15% 2% 40% 0%
Desvio 1% 6% 12% 4% 1% 3%
Método 4
Média 15% 1% 15% 0% 40% 1%
Desvio 1% 6% 8% 3% 1% 2%
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A.2 Análise de sensibilidade estocástica - Estru-
tura treliçada
• Incerteza na força - Monte Carlo - Caso 1
Tabela A.25: Incerteza na força - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 80% 82% 76% 82% 25% 61% 95% 80% 60% 60% 80%
Desvio 11% 10% 30% 4% 33% 5% 28% 25% 35% 5% 2%
Método 2
Média -4% -3% 60% 3% 53% 1% 83% 3% -2% 0% 0%
Desvio 6% 3% 2% 6% 2% 3% 5% 3% 2% 0% 0%
Método 3
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
Método 4
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
• Incerteza no deslocamento - Monte Carlo - Caso 1
Tabela A.26: Incerteza no deslocamento - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 80% 82% 76% 81% 25% 61% 95% 79% 60% 60% 79%
Desvio 10% 8% 25% 3% 27% 4% 23% 21% 29% 4% 2%
Método 2
Média -3% -3% 60% 2% 52% 1% 83% 3% -1% 0% 0%
Desvio 3% 2% 1% 3% 2% 2% 3% 4% 4% 0% 0%
Método 3
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 5% 4% 5% 4% 5% 5% 4% 4% 4%
Método 4
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 5% 4% 5% 4% 5% 5% 4% 4% 4%
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• Incerteza na força - PCE - Caso 1
Tabela A.27: Incerteza na força - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 1% 5% 3% 5% 0% 1% 0% 4% 3% 2% 5%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 1% 1% 1% 1% 1% 0% 1% 1% 2% 2%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 1% 0% 1% 0% 1% 1% 2% 2% 2% 2%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 2% 1% 0% 2% 0% 0% 1% 1% 2% 0% 2%
• Incerteza no deslocamento - PCE - Caso 1
Tabela A.28: Incerteza no deslocamento - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -6% 0% 54% -5% 78% -12% 85% 0% -9% -1% 0%
Desvio 26% 9% 10% 15% 20% 22% 5% 6% 15% 8% 3%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 5% 5% 2% 0% 2% 3% 3% 1% 2% 3% 0%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 5% 1% 3% 0% 1% 2% 5% 1% 1% 1% 0%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 1% 4% 5% 5% 4% 5% 5% 5% 3% 5% 3%
• Incerteza na força - Monte Carlo - Caso 2
Tabela A.29: Incerteza na força - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 69% 70% 67% 71% 22% 49% 78% 69% 54% 49% 68%
Desvio 9% 8% 26% 3% 26% 4% 22% 22% 29% 4% 2%
Método 2
Média 2% 55% -2% 39% -2% 51% -2% -1% -3% 0% 0%
Desvio 6% 3% 2% 5% 1% 2% 5% 2% 2% 0% 0%
Método 3
Média 20% 11% 20% 8% 20% 10% 20% 20% 20% 20% 21%
Desvio 3% 4% 5% 4% 5% 4% 5% 5% 3% 4% 3%
Método 4
Média 19% 11% 20% 8% 20% 10% 20% 20% 21% 21% 20%
Desvio 4% 4% 5% 4% 5% 4% 5% 5% 4% 4% 4%
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• Incerteza no deslocamento - Monte Carlo - Caso 2
Tabela A.30: Incerteza no deslocamento - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 72% 70% 68% 69% 22% 49% 83% 71% 49% 50% 70%
Desvio 8% 7% 20% 3% 25% 3% 20% 18% 26% 3% 1%
Método 2
Média 0% 63% 0% 37% -1% 53% 2% 3% 3% 0% 0%
Desvio 3% 1% 1% 3% 1% 1% 2% 4% 4% 0% 0%
Método 3
Média 21% 16% -6% 9% -6% 13% -6% -6% 19% 21% 21%
Desvio 3% 3% 5% 3% 5% 3% 4% 4% 3% 3% 3%
Método 4
Média 19% 13% 21% 7% -6% 11% -6% -6% 21% 20% 21%
Desvio 3% 3% 4% 3% 4% 3% 4% 4% 3% 3% 3%
• Incerteza na força - PCE - Caso 2
Tabela A.31: Incerteza na força - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -5% 58% 12% 31% 3% 43% 6% 8% 4% 9% -12%
Desvio 8% 20% 15% 11% 14% 21% 9% 13% 15% 16% 14%
Método 2
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 2% 1% 2% 2% 4% 5% 5% 0% 0% 4% 5%
Método 3
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 4% 1% 4% 4% 1% 0% 2% 5% 3% 2% 2%
Método 4
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 0% 0% 4% 0% 1% 5% 4% 0% 5% 3% 3%
• Incerteza no deslocamento - PCE - Caso 2
Tabela A.32: Incerteza no deslocamento - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -5% 58% 12% 31% 3% 43% 6% 8% 4% 9% -12%
Desvio 8% 20% 15% 11% 14% 21% 9% 13% 15% 16% 14%
Método 2
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 2% 1% 2% 2% 4% 5% 5% 0% 0% 4% 5%
Método 3
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 4% 1% 4% 4% 1% 0% 2% 5% 3% 2% 2%
Método 4
Média 0% 60% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 0% 0% 4% 0% 1% 5% 4% 0% 5% 3% 3%
87
• Incerteza na força - Monte Carlo - Caso 3
Tabela A.33: Incerteza na força - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 64% 67% 62% 71% 22% 50% 78% 68% 48% 52% 65%
Desvio 10% 8% 26% 3% 27% 4% 25% 21% 32% 4% 2%
Método 2
Média 0% 3% 3% 0% 18% -1% 31% 2% 44% 2% -2%
Desvio 0% 3% 2% 6% 2% 2% 5% 2% 2% 2% 2%
Método 3
Média 0% 3% 1% 2% 6% 1% 10% 0% 15% 3% 8%
Desvio 0% 1% 1% 2% 1% 4% 1% 3% 2% 0% 7%
Método 4
Média 0% 2% 0% 4% 6% 1% 10% 3% 15% 0% 1%
Desvio 0% 6% 2% 8% 1% 3% 1% 7% 2% 5% 2%
• Incerteza no deslocamento - Monte Carlo - Caso 3
Tabela A.34: Incerteza no deslocamento - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 70% 71% 62% 73% 21% 54% 76% 69% 50% 50% 70%
Desvio 8% 7% 21% 3% 24% 3% 19% 17% 23% 3% 1%
Método 2
Média 0% 2% 0% 3% 12% 2% 25% -3% 36% -3% -2%
Desvio 0% 1% 1% 3% 1% 1% 2% 4% 4% 1% 1%
Método 3
Média 0% 2% 7% 7% 4% 4% 8% 3% 12% 6% 0%
Desvio 0% 5% 5% 3% 1% 4% 1% 3% 2% 1% 3%
Método 4
Média 0% 0% 3% 8% 4% 1% 8% 6% 12% 3% 1%
Desvio 0% 1% 3% 4% 1% 3% 1% 8% 2% 6% 1%
• Incerteza na força - PCE - Caso 3
Tabela A.35: Incerteza na força - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 4% 4% 5% 1% 3% 1% 3% 0% 0% 1% 4%
Método 2
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 0% 1% 0% 1% 2% 2% 2% 2% 0% 2% 2%
Método 3
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 1% 0% 2% 2% 1% 0% 2% 1% 0% 1% 2%
Método 4
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 2% 2% 0% 2% 0% 1% 1% 2% 2% 0% 2%
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• Incerteza no deslocamento - PCE - Caso 3
Tabela A.36: Incerteza no deslocamento - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 2% 6% -10% -1% 18% 9% 24% 2% 37% 10% -4%
Desvio 14% 11% 11% 19% 10% 18% 13% 14% 18% 14% 19%
Método 2
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 0% 5% 3% 1% 1% 1% 4% 5% 1% 1% 4%
Método 3
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 5% 2% 3% 1% 3% 5% 5% 0% 5% 2% 2%
Método 4
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 5% 0% 4% 2% 4% 3% 4% 0% 0% 4% 2%
• Incerteza na força - Monte Carlo - Caso 4
Tabela A.37: Incerteza na força - Monte Carlo - Caso 4
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 79% 80% 75% 81% 24% 60% 93% 78% 60% 59% 78%
Desvio 11% 10% 30% 4% 32% 5% 28% 25% 35% 5% 2%
Método 2
Média -4% -3% 60% 3% 53% 1% 83% 3% -2% 0% 0%
Desvio 6% 3% 2% 6% 2% 3% 5% 3% 2% 0% 0%
Método 3
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
Método 4
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
• Incerteza no deslocamento - PCE - Caso 4
Tabela A.38: Incerteza no deslocamento - PCE - Caso 4
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 79% 80% 75% 81% 24% 60% 93% 78% 60% 59% 78%
Desvio 11% 10% 30% 4% 32% 5% 28% 25% 35% 5% 2%
Método 2
Média -4% -3% 60% 3% 53% 1% 83% 3% -2% 0% 0%
Desvio 6% 3% 2% 6% 2% 3% 5% 3% 2% 0% 0%
Método 3
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
Método 4
Média 24% 24% -7% 24% -7% 24% -7% -7% 24% 24% 24%
Desvio 4% 4% 6% 4% 6% 4% 6% 6% 4% 4% 4%
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• Incerteza na força - PCE - Caso 4
Tabela A.39: Incerteza na força - PCE - Caso 4
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 0% 0% 55% 0% 70% 0% 84% 0% 0% 0% 0%
Desvio 1% 5% 3% 5% 0% 1% 0% 4% 3% 2% 5%
Método 2
Média 0% 0% 54% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 1% 1% 1% 1% 1% 0% 1% 1% 2% 2%
Método 3
Média 0% 0% 54% 0% 69% 0% 85% 0% 0% 0% 0%
Desvio 0% 1% 0% 1% 0% 1% 1% 2% 2% 2% 2%
Método 4
Média 0% 0% 54% 0% 69% 0% 84% 0% 0% 0% 0%
Desvio 2% 1% 0% 2% 0% 0% 1% 1% 2% 0% 2%
• Incerteza no deslocamento - PCE - Caso 4
Tabela A.40: Incerteza no deslocamento - PCE - Caso 4
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -6% 0% 53% -4% 77% -11% 83% 0% -9% -1% 0%
Desvio 26% 9% 10% 15% 20% 22% 5% 6% 14% 8% 3%
Método 2
Média 0% 0% 54% 0% 69% 0% 85% 0% 0% 0% 0%
Desvio 5% 5% 2% 0% 2% 3% 3% 1% 2% 3% 0%
Método 3
Média 0% 0% 54% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 5% 1% 3% 0% 1% 2% 5% 1% 1% 1% 0%
Método 4
Média 0% 0% 54% 0% 69% 0% 83% 0% 0% 0% 0%
Desvio 1% 4% 5% 5% 4% 5% 5% 5% 3% 5% 3%
• Incerteza na força - Monte Carlo - Caso 5
Tabela A.41: Incerteza na força - Monte Carlo - Caso 5
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 68% 70% 66% 71% 22% 49% 78% 69% 53% 49% 68%
Desvio 9% 8% 26% 3% 26% 4% 22% 22% 29% 4% 2%
Método 2
Média 2% 55% -2% 38% -2% 50% -2% -1% -3% 0% 0%
Desvio 6% 3% 2% 5% 1% 2% 5% 2% 2% 0% 0%
Método 3
Média 20% 11% 20% 8% 20% 10% 20% 20% 20% 19% 21%
Desvio 3% 4% 5% 4% 5% 4% 5% 5% 3% 4% 3%
Método 4
Média 19% 11% 20% 8% 20% 10% 20% 20% 21% 21% 20%
Desvio 3% 4% 5% 4% 5% 4% 5% 5% 4% 4% 4%
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• Incerteza no deslocamento - Monte Carlo - Caso 5
Tabela A.42: Incerteza no deslocamento - Monte Carlo - Caso 5
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 72% 68% 67% 69% 22% 49% 83% 70% 49% 50% 70%
Desvio 8% 7% 20% 3% 24% 3% 19% 17% 26% 3% 1%
Método 2
Média 0% 62% 0% 37% -1% 52% 2% 3% 3% 0% 0%
Desvio 3% 1% 1% 3% 1% 1% 2% 4% 4% 0% 0%
Método 3
Média 21% 15% -6% 9% -6% 13% -6% -6% 19% 21% 20%
Desvio 3% 3% 4% 3% 5% 3% 4% 4% 3% 3% 3%
Método 4
Média 19% 13% 21% 7% -6% 10% -6% -6% 21% 20% 21%
Desvio 3% 3% 4% 3% 4% 3% 4% 4% 3% 3% 3%
• Incerteza na força - PCE - Caso 5
Tabela A.43: Incerteza na força - PCE - Caso 5
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 0% 59% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 0% 1% 0% 1% 3% 2% 4% 4% 0% 0% 3%
Método 2
Média 0% 59% 0% 35% 0% 49% 0% 0% 0% 0% 0%
Desvio 0% 0% 1% 2% 2% 2% 0% 0% 0% 0% 1%
Método 3
Média 0% 59% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 2% 2% 1% 1% 1% 2% 0% 1% 0% 0% 0%
Método 4
Média 0% 60% 0% 35% 0% 49% 0% 0% 0% 0% 0%
Desvio 1% 1% 0% 0% 2% 0% 1% 2% 2% 0% 0%
• Incerteza no deslocamento - PCE - Caso 5
Tabela A.44: Incerteza no deslocamento - PCE - Caso 5
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -5% 57% 12% 30% 3% 43% 6% 8% 4% 9% -12%
Desvio 8% 20% 15% 11% 14% 21% 9% 13% 15% 16% 14%
Método 2
Média 0% 59% 0% 34% 0% 50% 0% 0% 0% 0% 0%
Desvio 2% 1% 2% 2% 4% 5% 5% 0% 0% 4% 5%
Método 3
Média 0% 59% 0% 35% 0% 50% 0% 0% 0% 0% 0%
Desvio 4% 1% 4% 4% 1% 0% 2% 5% 3% 2% 2%
Método 4
Média 0% 59% 0% 35% 0% 49% 0% 0% 0% 0% 0%
Desvio 0% 0% 4% 0% 1% 5% 4% 0% 5% 3% 3%
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• Incerteza na força - Monte Carlo - Caso 6
Tabela A.45: Incerteza na força - Monte Carlo - Caso 6
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 64% 66% 62% 70% 21% 50% 78% 67% 48% 52% 65%
Desvio 10% 8% 26% 3% 26% 4% 25% 21% 32% 4% 2%
Método 2
Média 0% 3% 3% 0% 18% -1% 31% 2% 44% 2% -2%
Desvio 0% 3% 2% 5% 2% 2% 5% 2% 2% 2% 2%
Método 3
Média 0% 3% 1% 2% 6% 1% 10% 0% 15% 3% 8%
Desvio 0% 1% 1% 2% 1% 4% 1% 3% 2% 0% 7%
Método 4
Média 0% 2% 0% 4% 6% 1% 10% 3% 14% 0% 1%
Desvio 0% 6% 2% 8% 1% 3% 1% 7% 2% 5% 2%
• Incerteza no deslocamento - Monte Carlo - Caso 6
Tabela A.46: Incerteza no deslocamento - Monte Carlo - Caso 6
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 69% 71% 60% 72% 21% 54% 74% 69% 50% 50% 70%
Desvio 8% 7% 21% 3% 24% 3% 19% 16% 23% 3% 1%
Método 2
Média 0% 2% 0% 3% 12% 2% 25% -3% 36% -3% -2%
Desvio 0% 1% 1% 3% 1% 1% 2% 4% 4% 1% 1%
Método 3
Média 0% 2% 7% 7% 4% 4% 8% 3% 12% 6% 0%
Desvio 0% 5% 5% 3% 1% 4% 1% 3% 2% 1% 3%
Método 4
Média 0% 0% 3% 8% 4% 1% 8% 6% 12% 3% 1%
Desvio 0% 1% 3% 4% 1% 3% 1% 8% 2% 6% 1%
• Incerteza na força - PCE - Caso 6
Tabela A.47: Incerteza na força - PCE - Caso 6
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 4% 4% 5% 1% 3% 1% 3% 0% 0% 1% 4%
Método 2
Média 0% 0% 0% 0% 15% 0% 30% 0% 39% 0% 0%
Desvio 0% 1% 0% 1% 2% 2% 2% 2% 0% 2% 2%
Método 3
Média 0% 0% 0% 0% 15% 0% 29% 0% 40% 0% 0%
Desvio 1% 0% 2% 2% 1% 0% 2% 1% 0% 1% 2%
Método 4
Média 0% 0% 0% 0% 15% 0% 30% 0% 39% 0% 0%
Desvio 2% 2% 0% 2% 0% 1% 1% 2% 2% 0% 2%
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• Incerteza no deslocamento - PCE - Caso 6
Tabela A.48: Incerteza no deslocamento - PCE - Caso 6
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 2% 6% -10% -1% 18% 9% 24% 2% 37% 10% -4%
Desvio 14% 11% 11% 19% 10% 18% 13% 14% 18% 14% 19%
Método 2
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 0% 5% 3% 1% 1% 1% 4% 5% 1% 1% 4%
Método 3
Média 0% 0% 0% 0% 15% 0% 29% 0% 39% 0% 0%
Desvio 5% 2% 3% 1% 3% 5% 5% 0% 5% 2% 2%
Método 4
Média 0% 0% 0% 0% 15% 0% 30% 0% 40% 0% 0%
Desvio 5% 0% 4% 2% 4% 3% 4% 0% 0% 4% 2%
A.3 Análise estocástica - Massa-mola-
amortecedor
• Distribuição Gamma - Monte Carlo - Caso 1
Tabela A.49: Distribuição Gamma - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 9% -17% -5% 66% -3%
Desvio 1% 18% 36% 21% 1% 11%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Distribuição Normal - Monte Carlo - Caso 1
Tabela A.50: Distribuição Normal - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 2% 0% -7% 65% -3%
Desvio 1% 8% 2% 21% 1% 10%
Método 2
Média 25% 0% 0% -1% 65% -1%
Desvio 1% 4% 2% 9% 1% 4%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 3% 2% 7% 1% 4%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 4% 2% 8% 1% 4%
• Distribuição Gamma - PCE - Caso 1
Tabela A.51: Distribuição Gamma - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 21% -10% -1% -3% 60% -18%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Distribuição Normal - PCE - Caso 1
Tabela A.52: Distribuição Normal - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 24% -12% -16% 2% 67% -3%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% -1% 1% 3% 64% 4%
Desvio 0% 1% 0% 1% 1% 0%
Método 3
Média 25% -1% 2% 5% 64% 5%
Desvio 0% 1% 1% 1% 0% 0%
Método 4
Média 25% 0% 0% 1% 63% 4%
Desvio 0% 0% 0% 0% 0% 0%
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• Distribuição Gamma - Monte Carlo - Caso 2
Tabela A.53: Distribuição Gamma - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 9% -17% -5% 66% -3%
Desvio 1% 13% 24% 20% 1% 9%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Distribuição Normal - Monte Carlo - Caso 2
Tabela A.54: Distribuição Normal - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 2% 0% -7% 65% -3%
Desvio 1% 7% 2% 18% 1% 9%
Método 2
Média 25% 0% 0% -1% 65% -1%
Desvio 1% 4% 2% 9% 1% 4%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 3% 2% 6% 1% 4%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 3% 2% 7% 1% 4%
• Distribuição Gamma - PCE - Caso 2
Tabela A.55: Distribuição Gamma - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 21% -10% -1% -3% 60% -18%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
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• Distribuição Normal - PCE - Caso 2
Tabela A.56: Distribuição Normal - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 24% -12% -16% 2% 67% -3%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% -1% 1% 3% 64% 4%
Desvio 0% 1% 0% 1% 1% 0%
Método 3
Média 25% -1% 2% 5% 64% 5%
Desvio 0% 1% 1% 1% 0% 0%
Método 4
Média 25% 0% 0% 1% 63% 4%
Desvio 0% 0% 0% 0% 0% 0%
• Distribuição Gamma - Monte Carlo - Caso 3
Tabela A.57: Distribuição Gamma - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 9% -17% -5% 66% -3%
Desvio 1% 18% 36% 21% 1% 11%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Distribuição Normal - Monte Carlo - Caso 3
Tabela A.58: Distribuição Normal - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 25% 2% 0% -7% 65% -3%
Desvio 1% 8% 2% 21% 1% 10%
Método 2
Média 25% 0% 0% -1% 65% -1%
Desvio 1% 4% 2% 9% 1% 4%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 3% 2% 7% 1% 4%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 1% 4% 2% 8% 1% 4%
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• Distribuição Gamma - PCE - Caso 3
Tabela A.59: Distribuição Gamma - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 21% -10% -1% -3% 60% -18%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 3
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
Método 4
Média 25% 0% 0% 0% 65% 0%
Desvio 0% 0% 0% 0% 0% 0%
• Distribuição Normal - PCE - Caso 3
Tabela A.60: Distribuição Normal - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6
Método 1
Média 24% -12% -16% 2% 67% -3%
Desvio 0% 0% 0% 0% 0% 0%
Método 2
Média 25% -1% 1% 3% 64% 4%
Desvio 0% 1% 0% 1% 1% 0%
Método 3
Média 25% -1% 2% 5% 64% 5%
Desvio 0% 1% 1% 1% 0% 0%
Método 4
Média 25% 0% 0% 1% 63% 4%
Desvio 0% 0% 0% 0% 0% 0%
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A.4 Análise estocástica - Estrutura treliçada
• Distribuição Gamma - Monte Carlo - Caso 1
Tabela A.61: Distribuição Gamma - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 9% 7% 55% 12% 71% -15% 86% 1% -13% -10% 12%
Desvio 7% 11% 1% 9% 2% 10% 2% 11% 12% 9% 12%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
• Distribuição Normal - Monte Carlo - Caso 1
Tabela A.62: Distribuição Normal - Monte Carlo - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -7% 2% 56% -8% 71% 3% 86% -3% -4% 8% -1%
Desvio 18% 15% 1% 20% 2% 20% 2% 19% 8% 8% 19%
Método 2
Média -1% 0% 55% -1% 70% -1% 85% 0% -1% 0% 0%
Desvio 3% 9% 1% 4% 2% 8% 2% 4% 5% 5% 10%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 1%
Desvio 2% 3% 1% 3% 1% 5% 2% 6% 5% 6% 2%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 3% 2% 1% 5% 1% 5% 2% 4% 3% 7% 3%
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• Distribuição Gamma - PCE - Caso 1
Tabela A.63: Distribuição Gamma - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -15% -13% 55% -8% 71% -12% 86% -7% -14% 11% 9%
Desvio 1% 1% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
• Distribuição Normal - PCE - Caso 1
Tabela A.64: Distribuição Normal - PCE - Caso 1
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -3% 12% 55% 5% 70% -15% 85% -11% -5% -4% -3%
Desvio 26% 9% 10% 15% 20% 22% 5% 6% 15% 8% 3%
Método 2
Média -3% 2% 56% 2% 70% 2% 85% 2% -3% 2% -1%
Desvio 0% 0% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 3
Média 3% -2% 56% 0% 69% -2% 85% 3% -3% -2% 3%
Desvio 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 1%
Método 4
Média 2% -3% 55% -1% 72% 1% 85% -1% 3% -1% 3%
Desvio 1% 1% 0% 1% 0% 0% 0% 1% 0% 1% 1%
• Distribuição Gamma - Monte Carlo - Caso 2
Tabela A.65: Distribuição Gamma - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 10% 7% 57% 11% 70% -14% 86% 1% -13% -10% 11%
Desvio 7% 11% 1% 8% 2% 9% 2% 10% 12% 9% 12%
Método 2
Média 0% 0% 56% 0% 65% 0% 88% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 55% 0% 69% 0% 84% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 52% 0% 64% 0% 79% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
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• Distribuição Normal - Monte Carlo - Caso 2
Tabela A.66: Distribuição Normal - Monte Carlo - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -7% 2% 56% -8% 70% 3% 88% -3% -4% 8% -1%
Desvio 17% 14% 1% 20% 2% 20% 2% 18% 7% 7% 19%
Método 2
Média -1% 0% 58% -1% 68% -1% 79% 0% -1% 0% 0%
Desvio 3% 9% 1% 4% 2% 7% 2% 4% 5% 5% 9%
Método 3
Média 0% 0% 54% 0% 73% 0% 81% 0% 0% 0% 1%
Desvio 2% 3% 1% 3% 1% 5% 2% 6% 5% 6% 2%
Método 4
Média 0% 0% 61% 0% 65% 0% 92% 0% 0% 0% 0%
Desvio 3% 2% 1% 5% 1% 5% 2% 4% 3% 7% 3%
• Distribuição Gamma - PCE - Caso 2
Tabela A.67: Distribuição Gamma - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -16% -13% 55% -8% 65% -11% 85% -7% -13% 12% 8%
Desvio 1% 1% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 2
Média 0% 0% 50% 0% 63% 0% 88% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 60% 0% 73% 0% 87% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 59% 0% 71% 0% 91% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
• Distribuição Normal - PCE - Caso 2
Tabela A.68: Distribuição Normal - PCE - Caso 2
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -3% 12% 51% 5% 63% -14% 84% -11% -5% -4% -3%
Desvio 23% 9% 10% 15% 19% 22% 5% 6% 15% 8% 3%
Método 2
Média -3% 2% 57% 2% 76% 2% 82% 2% -3% 2% -1%
Desvio 0% 0% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 3
Média 3% -2% 50% 0% 67% -2% 82% 3% -3% -2% 3%
Desvio 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 1%
Método 4
Média 2% -3% 55% -1% 76% 1% 93% -1% 3% -1% 3%
Desvio 1% 1% 0% 1% 0% 0% 0% 1% 0% 1% 1%
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• Distribuição Gamma - Monte Carlo - Caso 3
Tabela A.69: Distribuição Gamma - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média 9% 7% 55% 12% 71% -15% 86% 1% -13% -10% 12%
Desvio 6% 11% 1% 8% 2% 9% 2% 10% 13% 8% 12%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
• Distribuição Normal - Monte Carlo - Caso 3
Tabela A.70: Distribuição Normal - Monte Carlo - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -7% 2% 56% -8% 71% 3% 86% -3% -4% 8% -1%
Desvio 18% 15% 1% 21% 2% 19% 2% 17% 8% 8% 19%
Método 2
Média -1% 0% 55% -1% 70% -1% 85% 0% -1% 0% 0%
Desvio 3% 9% 1% 4% 2% 8% 2% 4% 5% 5% 9%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 1%
Desvio 2% 3% 1% 3% 1% 5% 2% 6% 5% 6% 2%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 3% 2% 1% 5% 1% 5% 2% 4% 3% 7% 3%
• Distribuição Gamma - PCE - Caso 3
Tabela A.71: Distribuição Gamma - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -15% -13% 55% -8% 71% -12% 86% -7% -14% 11% 9%
Desvio 1% 1% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 2
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 3
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
Método 4
Média 0% 0% 55% 0% 70% 0% 85% 0% 0% 0% 0%
Desvio 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
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• Distribuição Normal - PCE - Caso 3
Tabela A.72: Distribuição Normal - PCE - Caso 3
Danos k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11
Método 1
Média -3% 12% 55% 5% 70% -15% 85% -11% -5% -4% -3%
Desvio 27% 9% 11% 15% 19% 22% 5% 5% 14% 8% 3%
Método 2
Média -3% 2% 56% 2% 70% 2% 85% 2% -3% 2% -1%
Desvio 0% 0% 0% 0% 0% 1% 0% 1% 0% 1% 1%
Método 3
Média 3% -2% 56% 0% 69% -2% 85% 3% -3% -2% 3%
Desvio 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 1%
Método 4
Média 2% -3% 55% -1% 72% 1% 85% -1% 3% -1% 3%
Desvio 1% 1% 0% 1% 0% 0% 0% 1% 0% 1% 1%
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