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This work is a survey on completely regular codes. Known proper-
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2
1 Introduction
In 1973, completely regular codes in Hamming metric were introduced by
Delsarte [30]. Such codes have combinatorial properties generalizing those of
perfect codes. The class of completely regular codes includes perfect and ex-
tended perfect codes [61], but also uniformly packed codes [40, 61, 66], codes
obtained by their extensions [61], and completely transitive codes [35, 37,
38, 62]. Known completely regular codes are, for example, Hamming, Golay,
Preparata, some BCH codes with d = 5 and some Hadamard codes. The
combinatorial properties of completely regular codes allow to establish dif-
ferent relations with other combinatorial structures such as distance-regular
graphs, association schemes and designs. A comprehensive text about these
relations is a monograph of Brouwer, Cohen, and Neumaier [20, Ch. 11]
complemented in a survey of van Dam, Koolen, and Tanaka [67]. A table
of possible parameters of completely regular codes of finite lengths and their
intersection arrays can be found in [45].
It is known that completely regular codes exist for arbitrary large covering
radius (see, for example, the direct construction of Sole´ [62]). However, there
are no known nontrivial completely regular codes with large error-correcting
capability. Concretely, there are no known completely regular codes with
minimum distance d > 8 and more than two codewords. In 1973, it has been
proven the nonexistence of unknown nontrivial perfect codes over finite fields
independently by Tieta¨va¨inen [65] and by Leontiev and Zinoviev [68]. The
same result was obtained in 1975 for quasi-perfect uniformly packed codes
by Goethals and van Tilborg [40, 66] (infinite families were ruled out earlier
in [61]). For the particular case of binary linear completely transitive codes,
Borges, Rifa` and Zinoviev also proved the nonexistence for d > 8 and more
than two codewords in 2001 [17]. Therefore, a natural conjecture seems to be
the nonexistence of nontrivial completely regular codes for d > 8. In 1992,
Neumaier [51] conjectured that the only completely regular code containing
more than two codewords with d ≥ 8 is the extended binary Golay code.
However, Borges, Rifa` and Zinoviev found a counter example of Neumaier’s
conjecture [12]. More precisely, they proved than the even half of the binary
Golay code is also completely regular. However, the existence of unknown
nontrivial completely regular codes for d ≥ 8 remains an open question.
An interesting subclass of completely regular codes are the completely
transitive codes, first introduced by Sole´ [62] and later extended over a Ham-
ming graph by Giudici and Praeger [38]. More recently, Koolen, Lee, Martin
and Tanaka studied and classified the class of arithmetic completely regular
codes [46].
In the next section, we give the main definitions, equivalences and pre-
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liminary results. In Section 2.4, we give some necessary conditions for the
existence of completely regular codes. In Section 2.5, we study completely
transitive codes, a particular case of completely regular codes. In Section 3,
we consider extension of completely regular codes and give some new results.
In Section 4, we give different constructions of completely regular codes.
2 Preliminary results
2.1 Completely regular codes and related classes
We consider codes over finite fields Fq = GF (q), q being a prime power, and
the Hamming metric. For codes over rings, the Lee metric is often used. In
many cases, such codes can be viewed as binary codes under Gray maps,
hence we can consider them as binary codes and the distance is again the
Hamming distance. As usual, for a code C ⊂ Fnq , we denote by n, d, e and
ρ, the length, the minimum distance, the packing radius (or error-correcting
capability), and the covering radius of C. If C is linear, then k denotes its
dimension. We shall use the standard notation (n,M, d)q to denote a q-ary
code of length n, size M and minimum distance d. If the code is linear, then
we indicate the dimension of the code instead of the size, and the notation
is [n, k, d]q. If we want to specify also the covering radius of the code, then
we write (n,M, d; ρ)q for a nonlinear code, or [n, k, d; ρ]q for a linear code.
For the binary case (q = 2), we usually omit the subscript q. Unless stated
otherwise, we assume that C is a distance invariant code [49] containing the
zero vector.
For a binary code C, Aut(C) denotes the group of automorphisms of C,
i.e. the set of coordinate permutations that fixes C set-wise.
We call trivial a code C with size |C| ≤ 2 or C = Fnq .
Let C ⊂ Fnq be a code. Given a vector x ∈ Fnq , we denote by Bx,i the
number of codewords at distance i from x. The outer distribution matrix of
C is a qn × (n+ 1) matrix B, with entries
Bx,i =| {v ∈ C | d(x, v) = i} |,
hence the row Bx is the weight distribution of the translate C + x. Denote
by b+ 1 the number of distinct rows of B.
Define also the sets
C(i) = {x ∈ Fnq | d(x, C) = i}.
The sets C,C(1), . . . , C(ρ) are called subconstituents in [51] and cells by some
other authors. Note that C(0) = C and Ct 6= ∅ if and only if t ≤ ρ.
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Definition 2.1 ([40]). A code C with covering radius ρ is t-regular (0 ≤ t ≤
ρ) if for all i = 0, . . . , ρ, Bx,i depends only on i and on the distance d(x, C)
of x to C, for all x such that d(x, C) ≤ t.
In other words, C is t-regular if Bx depends only on d(x, C) for d(x, C) ≤
t. By definition, if C is t-regular, then it is j-regular, for all j = 0, . . . , t.
Intuitively, C is t-regular if we “see” the same amount of codewords at the
same distances from any vector at distance at most t from the code. For
example, a 0-regular code is exactly a distance invariant code.
There are several equivalent definitions of completely regular code (CR
code, for short).
Definition 2.2 ([30]). A code C is completely regular if it is ρ-regular.
Clearly, the following definitions are equivalent.
(i) A code C is CR if for all x ∈ Fnq , Bx,i depends only on i and d(x, C).
(ii) A code C is CR if for all x ∈ Fnq , Bx depends only on d(x, C).
(iii) A code C is CR if the weight distribution of any translate C+x depends
only on d(x, C).
(iv) A code C is CR if b = ρ.
But it is not so straightforward the equivalence with the following defini-
tion.
Definition 2.3 ([51]). A code C is completely regular if, for all ℓ ≥ 0, every
vector x ∈ C(ℓ) has the same number cℓ of neighbors in C(ℓ − 1) and the
same number bℓ of neighbors in C(ℓ+ 1), where we set c0 = bρ = 0.
It is clear that the sets C,C(1), . . . , C(ρ) give a partition, called distance
partition of the space Fnq . If the condition of Definition 2.3 is satisfied, then
the partition is called equitable. Therefore, C is CR if and only if the distance
partition is equitable.
For the equivalence between Definition 2.2 and Definition 2.3, see [51,
Th. 4.1] or [18]. For ℓ ≥ 0, let aℓ = n(q − 1) − bℓ − cℓ. Thus, aℓ is
the number of neighbors in C(ℓ) of any vector in C(ℓ). The parameters
aℓ, bℓ and cℓ are called the intersection numbers and the sequence IA =
{b0, . . . , bρ−1; c1, . . . , cρ} is called the intersection array of C.
Consider examples of CR codes. Recall that a code C is perfect if ρ = e
and quasi-perfect if ρ = e + 1. Nontrivial perfect codes exist only for e ≤ 3
[65, 68]. The following perfect codes are known in Fnq :
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1. The trivial codes C = {x} (x ∈ Fnq ) and C = Fnq .
2. The binary repetition codes of odd length with d = n.
3. The binary Golay code with n = 23, k = 12, d = 7.
4. The ternary Golay code with n = 11, k = 6, d = 5.
5. The perfect codes with size M = qn−m, length n = (qm − 1)/(q − 1)
and distance d = 3, where q is a prime power.
In the last case, for every n = (qm − 1)/(q − 1) there is a unique linear
version which is the Hamming code.
An interesting class of codes, closely related to CR codes, is the class of
uniformly packed (UP) codes. There are three mostly used different concepts
of UP codes. The term “uniformly packed code” was first used in [61].
Definition 2.4 ([61]). A binary quasi-perfect code C with minimum distance
d = 2e + 1 is uniformly packed in the narrow sense if there exist a natural
number µ, such that Bx,e +Bx,e+1 = µ for any vector x ∈ C(e) ∪ C(e+ 1).
We emphasize that all binary perfect codes fall into this category for
µ = (n + 1)/(e + 1). Uniformly packed in the narrow sense codes include:
1-shortened binary perfect codes, Preparata codes, binary BCH codes with
designed distance 5 of length 22u+1 − 1, the Hadamard code of length 11.
In [61] it was proved, in terms of Definition 2.2 (iv), that UP codes in the
narrow sense and codes obtained by their extensions (which are not uniformly
packed in this sense) are CR.
UP codes in the narrow sense are a subclass of UP codes, introduced by
Goethals and van Tilborg [40].
Definition 2.5 ([40]). A quasi-perfect e-error-correcting q-ary code C is
called uniformly packed if there exist natural numbers λ and µ such that
for any vector x:
Bx,e+1 =
{
λ if d(x, C) = e
µ if d(x, C) = e+ 1
For the case µ = λ + 1 any such binary code is UP in the narrow sense.
Note that binary extended perfect codes fall into this category for λ = 0 and
µ = (n + 1)/(e + 1). These codes include also the ternary Golay code, its
extension, and the code obtained by shortenig. Van Tilborg [66] (see also
[47, 61]) showed that no other nontrivial codes of this kind exist for e > 3.
The following result is a generalization of the result in [61].
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Proposition 2.6 ([40]). A uniformly packed code is completely regular.
Note that the extension of any UP code, which is not perfect, may not
be uniformly packed. It was one of the motivation of the following codes.
Definition 2.7 ([3]). A code C is uniformly packed in the wide sense if there
exist rational numbers β0, . . . , βρ such that for any x ∈ Fnq
ρ∑
i=0
βiBx,i = 1.
The above concept is much more general than the ones in Definitions 2.4
and 2.5. In other words, a code C is UP in the wide sense if the all-one column
is a linear combination of the first ρ columns of the outer distribution matrix
B. Later we will see that any CR code is UP in the wide sense. Now, give
some easy examples of CR codes.
1. As we have already mentioned, any perfect code is a CR code.
2. The set of all even weight vectors is a linear CR code with ρ = e+1 = 1.
3. An extended perfect code is a quasi-perfect UP code, and so CR [61].
4. For any CR code C, the subconstituent C(ρ) is also CR, with reversed
intersection array [51].
2.2 Designs and distance-regular graphs
Two related combinatorial structures are of special interest: t-designs and
distance-regular graphs.
Definition 2.8. A t-(v, k, λ)-design is an incidence structure (S,B), where
S is a v-set of elements (called points) and B is a collection of k-subsets of
points (called blocks) such that every t-subset of points is contained in exactly
λ > 0 blocks (0 < t ≤ k ≤ v).
In terms of incident matrix a t-(v, k, λ)-design is a binary code C of
length n = v with codewords of weight w = k such that any binary vector
of length n and weight t is covered by exactly λ codewords. A t-design with
λ = 1 is called a Steiner system and also denoted by S(v, k, t). The following
properties are well known and can be found for example in [8, 9, 42].
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Proposition 2.9. Given a t-(v, k, λ)-design, every i-subset of points (0 ≤
i ≤ t) is contained in exactly λi blocks, where
λi = λ
(
v−i
t−i
)
(
k−i
t−i
) .
Corollary 2.10. Given a t-(v, k, λ)-design D: (i) D is an i-design, for all
i ≤ t; (ii) λ = λt; (iii) the number of blocks of D is: b = λ0; (iv) each point is
contained in the same number of blocks, namely, r := λ1 = bk/v (r is called
the replication number).
The first nontrivial 6-designs were found in 1983 by Magliveras and Leav-
itt [50]. In 1987, L. Teirlinck proved that there are nontrivial t-designs for
any natural number t [64].
There is a natural q-ary generalization of such t-designs (see [1, 30, 40,
69]). Let E = {0, 1, . . . , q−1}. A collection B of b vectors x1, . . . , xb of length
v and weight k over E is called a q-ary t-design and denoted t-(v, k, λ)q, if
for every vector y over E of length v and weight t there are exactly λ vectors
xi1 , . . . , xiλ from B such that d(y, xij) = k − t for all j = 1, . . . , λ. If λ = 1,
then we obtain a q-ary Steiner system, denoted S(v, k, t)q.
For a code C denote by Cw the set of all codewords of C of weight w.
Regularity of a code C implies that the sets Cw induce t-designs.
Theorem 2.11 ([40]). Let C be a t-regular code with minimum distance
d ≥ 2t, then the supports of any nonempty set Cw form the blocks of a t-
design.
Directly from definition of CR codes we have the following
Theorem 2.12. Let C be a q-ary CR code of length n with distance d.
(i) If d = 2e + 1 then any nonempty set Cw is an e-(n, w, λw)q-design.
(ii) If d = 2e+2 then any nonempty set Cw is an (e+1)-(n, w, λw)q-design.
(iii) If C is a q-ary perfect code, then any nonempty set Cw is an (e + 1)-
(n, w, λw)q-design and Cd is a Steiner system S(n, 2e+ 1, e+ 1)q.
(iv) If C is an extended q-ary perfect code, then any nonempty set Cw is an
(e+2)-(n, w, λw)q-design and Cd is a Steiner system S(n, 2e+2, e+2)q.
Let Γ be a finite connected simple graph (i.e., undirected, without loops
and multiple edges). Let d(γ, δ) be the distance between two vertices γ and
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δ (i.e., the number of edges in the minimal path between γ and δ). The
diameter D of Γ is its largest distance. Two vertices γ and δ from Γ are
neighbors if d(γ, δ) = 1. Denote
Γi(γ) = {δ ∈ Γ : d(γ, δ) = i}.
An automorphism of a graph Γ is a permutation π of the vertex set of Γ such
that, for all γ, δ ∈ Γ we have d(γ, δ) = 1 if and only if d(πγ, πδ) = 1.
Definition 2.13 ([20]). A simple connected graph Γ is called distance-regular
if it is regular of valency k, and if for any two vertices γ, δ ∈ Γ at distance i
apart, there are precisely ci neighbors of δ in Γi−1(γ) and bi neighbors of δ in
Γi+1(γ). Furthermore, this graph is called distance-transitive, if for any pair
of vertices γ, δ at distance d(γ, δ) there is an automorphism π from Aut(Γ)
which moves this pair (γ, δ) to any other given pair γ′, δ′ of vertices at the
same distance d(γ, δ) = d(γ′, δ′).
The sequence {b0, b1, . . . , bD−1; c1, c2, . . . , cD}, where D is the diameter of
Γ, is called the intersection array of Γ. The numbers ci, bi, and ai, where
ai = k − bi − ci, are called intersection numbers. Clearly b0 = k, bD = c0 =
0, c1 = 1.
Let C be a linear CR code with covering radius ρ and intersection array
{b0, . . . , bρ−1; c1, . . . cρ}. Let {A} be the set of cosets of C. Define the graph
ΓC , which is called the coset graph of C, taking all different cosets A = C+x
as vertices, with two vertices γ = γ(A) and γ′ = γ(A′) adjacent if and only
if the cosets A and A′ contain neighbor vectors, i.e., there are v ∈ A and
v′ ∈ A′ such that d(v, v′) = 1.
2.3 Parameters and properties of CR codes
For a code C, we denote by s + 1 the number of nonzero terms in the dual
distance distribution of C, obtained by MacWilliams’ transform. The pa-
rameter s was called external distance by Delsarte [30], and is equal to the
number of nonzero weights of C⊥ if C is linear. This is a key parameter as we
will see in several properties. Recall that B is the outer distribution matrix
of C and b+ 1 denotes the number of different rows of B.
Theorem 2.14. The following statements hold:
(i) [30] Rank(B) = s+ 1.
(ii) [62] b ≥ s.
(iii) [30] ρ ≤ s.
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Hence, we have the inequalities e ≤ ρ ≤ s ≤ b. Now, we have the
following characterization.
Theorem 2.15.
(i) [30] A code C is perfect if and only if e = s.
(ii) [40] A code C is UP if and only if s = e + 1.
(iii) [62] If C is CR, then ρ = s.
(iv) [4] C is UP in the wide sense if and only if ρ = s.
The converse of (iii) is not true. Delsarte gives the example of a [48, 24, 12]
extended quadratic residue code with ρ = s = 8 and b = 14 [30]. However
the same condition is necessary and sufficient for UP codes in the wide sense.
Therefore, we obtain
Corollary 2.16. If C is CR, then C is UP in the wide sense.
Many UP in the wide sense codes which are not CR are constructed in
[57, 58]. The following properties are due to Delsarte [30].
Theorem 2.17 ([30]).
(i) If t ≥ d− s ≥ 0, then C is t-regular.
(ii) If C is t-regular, with t ≥ s− 1, and d ≥ 2s− 1, then C is CR.
We can strengthen these conditions if all weights of C are even.
Corollary 2.18. Let C be an even code. Then,
(i) [4] If t ≥ d− s+ 1 ≥ 0, then C is t-regular.
(ii) [20] If d ≥ 2s− 2, then C is CR.
We say that a binary code C of length n is self-complementary (also
called antipodal), if for any codeword c ∈ C, there is a codeword c¯, which is
at distance n from c, i.e. c¯ = c + (1, . . . , 1). Evidently, if C is a binary CR
code and contains the codeword of weight n, then C is self-complementary.
If (1, . . . , 1) 6∈ C, then C is non-self-complementary.
Theorem 2.19. Let C be a non-self-complementary CR code with covering
radius ρ.
(i) [12] The set C(ρ) is a translate of C by (1, . . . , 1).
(ii) [59] The set C ∪ C(ρ) is a CR code.
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2.4 Necessary conditions for CR codes
For a given CR code C with covering radius ρ and intersection numbers
ai, bi, ci, a tridiagonal matrix A which is called the intersection matrix is
defined as follows:
A =


a0 b0 0 . . . 0 0
c1 a1 b1 . . . 0 0
0 c2 a2 . . . 0 0
. . . . . . . . . . . .
0 0 0 . . . aρ−1 bρ−1
0 0 0 . . . cρ aρ


.
The following statement is called the Lloyd’s theorem for CR codes. Recall
that the eigenvalues of the Hamming cube Hq(n) are the eigenvalues of the
intersection matrix of Hq(n) which are equal to (q−1)n−q j, j = 0, 1, . . . , n.
Theorem 2.20 ([20, 51]). Let C be a CR code of length n with intersection
matrix A. Then A has ρ integer eigenvalues, which are eigenvalues of Hq(n).
Since any CR code is UP in the wide sense, there exists another variant
of this theorem which in some cases might be more useful and which is a
natural generalization of the classical Lloyd theorem for perfect codes (see
[49]). Denote by Ki the cardinality of C(i). Let Ki = κi |C|. It is easy to
see that
κi = βi(q − 1)i
(
n
i
)
,
where β0, β1, . . . , βρ are parameters of a UP code (see Definition 2.7).
Theorem 2.21 ([3]). Let C be a UP code in the wide sense of length n with
parameters β0, β1, . . . βρ. Then the polynomial in ξ of degree ρ
Lρ(n, ξ) =
ρ∑
r=0
βrPr(n, ξ), (1)
where Pr(n, ξ) is the Krawtchouk polynomial,
Pr(n, ξ) =
r∑
j=o
(−1)r−j(q − 1)j
(
n− ξ
j
)(
ξ
r − j
)
,
and for any real number a(
a
i
)
=
1
i!
a (a− 1) . . . (a− i+ 1) ,
has ρ distinct integer-valued roots between 0 and n.
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The next theorem generalizes the classical sphere packing condition for
perfect codes to UP codes in the wide sense (hence, to any CR code).
Theorem 2.22 ([3]). Let C be a uniformly packed code in the wide sense of
length n with parameters β0, β1, . . . βρ. Then
|C| = q
n∑ρ
i=0 βi(q − 1)i
(
n
i
) . (2)
Some more interesting properties of CR codes (which are also necessary
conditions) can be found in [20, 51].
We consider two illustrative examples [3]. The Preparata (n = 22m −
1,M = 2n+1−4m, d = 5) codes P , m = 2, 3, . . . , have the following packing
parameters βi and the roots ξi of the polynomial Pρ(n, ξ):
β0 = β1 = 1, β2 = β3 =
3
n
,
ξ1 =
1
2
(n + 1−√n + 1), ξ2 = (n+ 1)
2
, ξ3 =
1
2
(n+ 1 +
√
n+ 1).
The interesting fact is that these codes are not only CR in H2(n) but also in
the Hamming code which contains this code P (see [61]).
The BCH [n = 22m+1−1, k = n−4m−2, d = 5] codes m = 2, 3, . . ., have
the following parameters βi and ξi:
β0 = β1 = 1, β2 = β3 =
6
(n− 1) ,
ξ1 =
n+ 1
2
−
√
n+ 1
2
, ξ2 =
n + 1
2
, ξ3 =
n+ 1
2
+
√
n+ 1
2
.
2.5 Completely transitive codes
Completely transitive (CT) codes were first introduced by Sole´ [62] as a
subclass of binary linear CR codes. If C is a binary linear code, then consider
the natural action of Aut(C) over Fn2/C: for any coset C + x and any σ ∈
Aut(C), set σ(C + x) = σ(C) + σ(x) = C + σ(x).
Definition 2.23 ([62]). A binary linear code C is completely transitive if
Aut(C) gives ρ+ 1 orbits over Fn2/C.
Since two cosets in the same orbit have identical weight distributions, we
obtain
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Proposition 2.24 ([62]). If C is CT, then C is CR.
The following fact is strengthening of Theorem 2.19.
Proposition 2.25 ([59]). If C is a non-self-complementary CT code, then
C ∪ C(ρ) is CT too.
There is a strong relation between CR codes and distance-regular graphs.
Proposition 2.26. Let C be a linear CR code with covering radius ρ and
IA = {b0, . . . , bρ−1; c1, . . . cρ} and let ΓC be the coset graph of C. Then
(i) [20] ΓC is distance-regular of diameter D = ρ with the same IA.
(ii) [55] If C is CT, then ΓC is distance-transitive.
Therefore, by Proposition 2.26 any CR or CT code induces a distance reg-
ular or distance transitive graph, respectively. Throughout this paper we will
not deal with the associated distance regular graphs or distance transitive
graphs to CR or CT codes, respectively. Those graphs, with the same inter-
section array than the respective codes can be see in corresponding references
or in [20, 45, 67].
For a given permutation group G of degree n (acting on an n-set), we
say that G is t-transitive (resp. t-homogeneous) if it sends any t-tuple (resp.
t-set) to any t-tuple (resp. t-set). G is transitive if it is 1-transitive. A
result of Livingston and Wagner [48] states that if G is i-homogeneous, with
i ≤ n/2, then G is also j-homogeneous, for j ≤ i. This fact implies
Proposition 2.27 ([62]). Let C be a binary linear code of length n and
covering radius ρ ≤ n/2. If Aut(C) is ρ-homogeneous then C is CT.
Using this property we obtain that the following codes are CT:
(i) All perfect binary linear codes (repetition codes, Hamming codes and
the binary Golay code).
(ii) All extended binary linear perfect codes.
Proposition 2.27 gives us a sufficient (but not necessary) condition for
completely transitivity. It can be seen from the binary [9, 5, 3] code C which
is dual to the code obtained by the Kronecker product of two [3, 2, 2] parity
check codes. Code C is UP [61, 62] with ρ = s = 2 and e = 1. Moreover, C
is CT, however Aut(C) is transitive but not 2-homogeneous.
A necessary condition is the following one.
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Proposition 2.28 ([62]). If C is CT, then Aut(C) is e-homogeneous.
As an example of CR code which is not CT, consider a binary primitive
cyclic [2m−1, 2m−2m−1, 5; 3] code C with m > 4 andm odd. Such code is a
double-error-correcting BCH code which is CR [4, 61]. The intersection array
is {n, n− 1, (n+3)/2; 1, 2, (n− 1)/2}, where n = 2m− 1 (these are the codes
for ℓ = 3 in the family of Subsection 4.13). As can be seen in [5], Aut(C) is
the semilinear group ΓL(1, 2m) of F2m over F2m (remind that the semilinear
group denoted ΓL(t, q) consists of all invertible semilinear transformations of
F
t
q over Fq). If q = p
r, then it is well known that |ΓL(t, q)| = r|GL(t, q)|,
where GL(t, q) denotes the general linear group (see, for example, [8, p. 163]).
Hence, the order of Aut(C) is |ΓL(1, 2m)| = m|GL(1, 2m) = m(2m−1). Since
C has packing radius e = 2, we know that C has exactly (2m − 1)(2m−1− 1)
cosets of minimum weight 2. Therefore, as the number of such cosets is
greater than |Aut(C)|, it is not possible that they are in the same orbit by
Aut(C). We conclude that C is not CT.
Similarly to perfect and quasi-perfect UP codes, the nonexistence of CT
codes for e > 3 was also established. In 2000, Borges and Rifa` [11] proved:
Theorem 2.29 ([11]). If C is a nontrivial CT code, then e ≤ 4.
The proof was based on the nonexistence of highly transitive groups and
some bounds on the size of a code. Using the Griesmer bound and the
nonexistence of certain designs, the result was improved in 2001 by Borges,
Rifa` and Zinoviev [17]:
Theorem 2.30 ([17]). If C is a nontrivial CT code, then e ≤ 3.
Clearly, Definition 2.23 can be extended to nonbinary linear codes. Giu-
dici and Praeger [37, 38] studied this more general case. They called coset-
completely transitive these codes (including Sole´’s binary case). In a previous
preprint, Godsil and Praeger generalized the concept of complete transitivity
to the nonlinear case. A newer version of this preprint is [39].
Definition 2.31 ([39]). A code C ⊂ Fnq is G-completely transitive, or simply,
completely transitive if there exists a subgroup G of Aut(Fnq ) such that each
subconstituent (cell) C(i) of the distance partition is a G-orbit.
Proposition 2.32 ([38]). If C is completely transitive then it is CR.
Note that, in general, a coset-completely transitive code is not Aut(C)-
completely transitive in the sense of Definition 2.31. This is because Aut(C)
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is often not even transitive on C, for example, when C has codewords of
different weights.
For a linear code C ⊂ Fnq , define NC as the set of all translations of Fnq by
vectors in C, i.e., NC = {τx | x ∈ C}, where τx(v) = v + x, for every v ∈ Fnq .
Clearly, NC is a subgroup, since C is linear. Define now the semidirect
product G = NC ⋊ Aut(C). G fixes C set-wise and the NC-orbits are the
cosets of C, in particular, C is a G-orbit [38]. From all these observations,
the following result is obtained:
Theorem 2.33 ([38]). Let C ⊂ Fnq be a linear code. Then C is coset-
completely transitive if and only if C is (NC ⋊ Aut(C))-completely transitive.
However, for q ≤ 3, the concepts are equivalent:
Theorem 2.34 ([38]). Let C ⊂ Fnq be a linear code, where q ≤ 3. Then C
is coset-completely transitive if and only if C is completely transitive.
Let q ≥ 7 be a prime power, q 6= 8, and let C be the repetition code in
F
3
q . Taking G = Sq⋊S3, it can be verified that C is G-completely transitive,
however C is not coset-completely transitive [38].
Completely transitivity is a quite special property, which has no relation
to the optimality of codes. For example, the best after perfect, Preparata
codes (which have maximal possible packing number [61]) are not completely
transitive (except when they are the Nordstrom-Robinson code).
Theorem 2.35 ([35]). Let C and C∗ be the Preparata code of length n and
its extension, respectively. These codes are completely transitive if and only
if n = 15.
3 Extension of CR codes
Given a binary code C, we define the extended code C∗ by adding a parity
(or antiparity) check bit to each codeword. One of the interesting open
questions of CR codes is the following one: given a CR (n,N, d) code C with
odd distance d = 2e+1 under which conditions its extension, i.e. the code C∗
is again a CR code. Here we restrict our attention to binary codes, although
it seems that many results can be extended to the nonbinary case.
In [18] it is proven that puncturing an even CR code gives also a CR
code (answering a question posed in [20]). Therefore, if C∗ is CR, so is C.
However, the converse is not true, in general. Bassalygo and Zinoviev [4] gave
an example of a CR code C such that C∗ is not CR: the double punctured
binary Golay code is CR but its extension is not. Moreover, in this case, the
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extended code is not UP in the wide sense. Therefore the extension of a UP
code in the wide sense could be non-UP. A necessary and sufficient condition
is given in [4].
Theorem 3.1 ([4]). A binary UP in the wide sense code C of length n with
packing parameters β0, . . . , βρ remains to be UP under extension, if and only
if the following system of equations holds:
βρ−2i = βρ−2i−1 for i, 0 ≤ i ≤ [(ρ− 1)/2].
Furthermore, the packing parameters γ0, . . . , γρ, γρ+1 of the extended code C
∗
are defined by the following formulas:
γρ−2i = βρ−2i, ∀ i = 0, 1, . . . , ⌊ρ/2⌋,
γρ−2i+1 =
1
n+ 1
(
(ρ+1−2i)βρ−2i+(n−ρ+2i) βρ−2i+2
)
, ∀ i = 0, . . . , ⌊ρ+ 1
2
⌋
.
We give also a useful necessary condition for these codes. As we know
(Theorem 2.12) the set Cd of binary UP code C of length n and distance
d = 2e+ 1 induces an e-(n, d, λ) design.
Proposition 3.2 ([4]). Let C∗ be the extension of a binary UP code in the
wide sense of length n and minimum distance d = 2e+ 1. If C∗ is UP, then
the set C∗d+1 induces an (e+ 1)-(n+ 1, d+ 1, λ)-design.
In the case when C and C∗ are UP and ρ = e+1, then they are also CR:
Proposition 3.3 ([36, 61]). Let C be a quasi-perfect UP code (so, CR). If
C∗ is UP, then C∗ is CR.
Another necessary condition is the following.
Proposition 3.4. If C is a CR code of even length and C is self-comple-
mentary, then C∗ is not UP in the wide sense (and hence not CR).
Proof: Assume that C∗ is UP, then the external distance is s∗ = s+ 1
implying that for each weight w in the dual distribution, n+ 1− w is also a
weight in the dual distribution. But w must be even (since C contains the
all-one vector), hence n + 1− w is odd, getting a contradiction.
The following property is a strengthening of a result in [14].
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Proposition 3.5 ([15]). Let C be a binary linear CR code of length n =
2m − 1, minimum distance d = 3, covering radius ρ = 3 and intersection
array {n, b1, 1; 1, c2, n}. Let the dual code C⊥ have nonzero weights w1, w2
and w3. Then the extended code C
∗ is CR with covering radius ρ∗ = 4 if and
only if w1 + w3 = 2w2 = n+ 1. In such case, the intersection array of C
∗ is
{n + 1, n, b1, 1; 1, c2, n, n+ 1}.
Hence, the weights of the dual code (when C is linear) play an important
role. Another important factor is that puncturing the extended code at any
coordinate should give almost the same code.
Proposition 3.6 ([62]). Let C be a binary CR code. Assume that puncturing
C∗ at any coordinate gives the same code C. Let s∗ be the external distance
of C∗. If s∗ ≤ s+ 1, then C∗ is CR.
Corollary 3.7 ([62]). If C is a binary linear CR code, the weights of C⊥ are
even and symmetrical with respect to (n+1)/2, and if Aut(C∗) is transitive,
then C∗ is CR.
Let C be a double-error-correcting BCH code with parameters [2m −
1, 2m − 1 − 2m, 5], m ≥ 3 odd. The weights of the dual code satisfy the
hypothesis of Corollary 3.7 and C∗ is left invariant by the affine group. Hence
C∗ is CR with ρ∗ = s∗ = 4 and e∗ = 2. This result can be deduced from
[3], where it was shown that these BCH codes are UP in narrow sense with
β2 = β3 = 6/(n− 1) and, hence, by [61] the extended codes are CR.
Let C be the dual code of a three-weight cyclic code of length n = 2m−1
studied by Calderbank and Goethals in [23, 24]. C is CR and C∗ is left
invariant by the affine group. Again, the three weights of C⊥ satisfy the
condition of Corollary 3.7. Hence C∗ is CR with ρ∗ = s∗ = 4 and e∗ = 1.
Corollary 3.7 can be generalized to the nonlinear case:
Corollary 3.8 ([62]). Let C be a binary code whose dual distances are even
and symmetrical with respect to (n+ 1)/2. If C is CR and Aut(C∗) is tran-
sitive, then C∗ is CR.
From the presentation of [2], it is known that the automorphism group
of an extended Preparata code is transitive. The punctured code, i.e., the
Preparata code is CR [61] and its dual distances are those of the Kerdock
code satisfying the condition of Corollary 3.8. The conclusion is that the
extended Preparata code is CR [61] with ρ∗ = s∗ = 4 and e∗ = 2.
Let C∗ be a Hadamard (12, 24, 6) code. It is known that C is UP with
dual distances 4, 6, 8 [26, 40]. Aut(C∗) is isomorphic to the Mathieu group
M12. Hence C
∗ is CR with ρ∗ = s∗ = 4 and e∗ = 2.
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Proposition 3.9 ([36]). Let C be a binary CR code with parameters (n, d).
(i) If (n, d) = (12, 6) then C is equivalent to the Hadamard code.
(ii) If (n, d) = (11, 5) then C is equivalent to the (punctured) Hadamard
code.
Moreover, both codes are CT.
The results of [62] were slightly improved in [19].
Proposition 3.10 ([19]). Let C be a binary CR code. If the outer distribu-
tion matrices of all codes obtained from C∗ by deleting one coordinate position
have the same set of rows (and, in particular, if C∗ admits a group transitive
on the set of coordinate positions), then C∗ is CR.
Corollary 3.11 ([19]). C∗ is CR if and only if all codes obtained from it by
deleting one coordinate position are CR with the same outer distribution.
It is interesting to find necessary and sufficient conditions on C for C∗ to
be CR. From the last corollary we can derive some necessary conditions on
the punctured codes of C∗, in particular on C.
For any binary vector v = (v1, . . . , vn) and each i = 1, . . . , n, define
τi(v) = (v1, . . . , vi−1, p(v), vi+1, . . . , vn), where p(v) denotes the parity of v,
i.e., p(v) =
∑n
i=1 vi (modulo 2). Define the codes C[i] = {τi(x) | x ∈ C}.
Lemma 3.12. C∗ is a CR code if and only if C and C[i] are CR, for i =
1, . . . , n.
Proof: For any code D, denote by D(i) the punctured code obtained
by deleting the ith coordinate. Also, denote by σi,j the transposition of the
coordinates i and j. Assume that the parity check coordinate is at position
n + 1. Hence, it is clear that C[i] = (σi,n+1(C
∗))(i) and C = (C∗)(n+1). The
result then follows by Corollary 3.11.
Proposition 3.13. If C∗ is a CR code, then for all i = 1, . . . , n
(i) The weight distributions of C and C[i] coincide.
(ii) The minimum distances of C and C[i] coincide and are odd.
(iii) The external distances of C and C[i] coincide.
(iv) The covering radii of C and C[i] coincide.
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Proof: (i) follows since for each codeword x, Bx must be the same for
all codes C and C[i].
(ii) and (iii) are direct from (i).
(iv) If the covering radius of a code C is ρ, then the covering radius of
C∗ is ρ∗ = ρ+ 1 [19]. Hence the result follows.
Now, we have the following necessary condition on C (or C[i]).
Corollary 3.14. If C∗ is CR code with minimum distance d∗ = 2e+ 2 ≥ 4,
of length n + 1, then for all odd w
(n− w)Aw = (w + 1)Aw+1, (3)
where Aw is the number of codewords of weight w ≥ 2e + 1 in C (or C[i]).
Proof: Denote by A∗w+1 the number of codewords in C
∗ of weight w+1,
w odd. This set C∗w+1 of codewords of weight w+1 form a 2-(n+1, w+1, λ
∗
2)-
design, by Theorem 2.11. The number of codewords in C∗w+1 with nonzero
value at position n + 1 is r∗, the replication number, and clearly r∗ = Aw.
Therefore,
A∗w+1(w + 1) = (n + 1)r
∗. (4)
Combining (4) with A∗w+1 = Aw+1 + Aw, the result follows.
In particular, any perfect code must satisfy (3). For the case of binary
perfect codes with d = 3 (or 1-perfect), this recursion is well known (see, for
example, [49]):
(n− i+ 1)Ai−1 + Ai + (i+ 1)Ai+1 =
(
n
i
)
. (5)
By combining (3) and (5), we obtain
Corollary 3.15. For any binary 1-perfect code containing the zero codeword,
the number of codewords of weight i is:
Ai =


(
n
i
)
1
n−i+1
− Ai−1 if i is odd;
n−i+1
i
Ai−1 if i is even.
By [12], we know that the even half of a Golay code, say C∗, is CR.
Puncturing at any coordinate gives a code C with weight distribution:
A0 A7 A8 A11 A12 A15 A16
1 176 330 672 616 176 77
Of course, C is CR [12] and hence it verifies (3) as can be readily seen.
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4 Constructions and existence of CR codes
In this section we give infinite families (numbered by (F.i)) and sporadic
cases (numbered by (S.i)) of known to us CR codes. For all codes we give
the intersection arrays (IA).
4.1 CR codes from perfect codes
Recall that for a code C of length n, the punctured code at coordinate i
is obtained by deleting the coordinate i in all the codewords. When the
coordinate i is not specified, it is assumed that the resulting code is equivalent
puncturing at any coordinate. The shortened code of C is obtained by taking
all the codewords that have a zero in a fixed coordinate and then, removing
such coordinate. More generally, for vectors x1, . . . , xr of length j < n, the
{x1, . . . , xr}-shortened code of C is obtained by taking all the codewords that
have xℓ (for any ℓ = 1, . . . , r) in some fixed j coordinates and then, removing
such coordinates.
From [30, 61] we have the following well-known families of CR codes:
(F.1) Any q-ary perfect (n, qn/(1 + n(q − 1)), 3; 1)q code is a CR code with
IA = {(q − 1)n; 1}, where q ≥ 2, n ≥ 3.
(F.2) Any q-ary extended perfect (n+1, qn/(1+n(q−1)), 4; 2)q code is a CR
code with
IA = {(q − 1)(n+ 1), (q − 1)n; 1, 4}, where q ≥ 2, n ≥ 4.
(F.3) Any q-ary (n− 1, qn/(1 + n(q − 1)), 2; 1) code obtained by puncturing
any perfect (n, qn/(1 + n(q − 1)), 3; 1) code is a CR code with
IA = {(q − 1)(n− 1); q)}, where q, n ≥ 3.
Let D be any q-ary perfect (n,N, 3)q-code and let C be any (n,N/q, 4)
subcode ofD with the following property: for any choice of the zero codeword
in D, the set C4 is a q-ary 2-(n, 4, λ)q design where λ = (n − 3)/2. Then,
from [15, 69], we have:
(F.4) C is a CR code with
IA = {n(q − 1), (n− 1)(q − 1), 1; 1, (n− 1), n(q − 1)},
where q ≥ 2, n ≥ 4.
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(F.5) In particular, for any prime power q = ps ≥ 3 where s = 1, 2, . . ., there
exists a CR [q+1, q−2, 4; 3]q code, a subcode of a perfect [q+1, q−1, 3]q-
code, with
IA = {q2 − 1, q(q − 1), 1; 1, q, q2 − 1}.
(F.6) Any q-ary (n,N, 3; 2)q code, obtained by shortening a perfect (n +
1, qN, 3; 1)q code C, is a CR code with
IA = {(q − 1)n, q − 1; 1, (q − 1)n}.
Now, we see several different halves of a binary perfect code giving CR
codes with different intersection arrays.
Let C be a binary perfect (n,N, 3) code. From [12], we have that the
even or odd half of C is a CR code (included in the family (F.4)). Also from
[12], we have that the punctured code of the even half of C is a CR code
(included in family (F.6)).
Other halves of binary Hamming codes can be obtained with the following
procedure. LetHm denote the parity check matrix of a binary Hamming code
of length n = 2m − 1. For a given even m ≥ 4 and any i1, i2 ∈ {0, 1, 2, 3},
where i1 6= i2, denote by vi1,i2 = (v0, vi, . . . , vn−1) the binary vector whose
i-th position vi is a function of the value of the weight of the column hi:
vi =
{
1, if wt(hi) ≡ i1, or i2 (mod 4),
0, otherwise.
Let C be the binary perfect linear [n = 2m − 1, k = n −m, 3] code with
m even and parity check matrix Hm(vi1,i2), obtained from Hm by adding one
more row vi1,i2. Then, from this code we have [14]:
(F.7) If {i1, i2} = {1, 2} or {2, 3}, then C is a self-complementary half of a
Hamming code, which is a CR [n, n−m− 1, 3; 3]-code with
IA = {n, (n+ 1)/2, 1; 1, (n+ 1)/2, n}.
(F.8) If {i1, i2} = {0, 1} or {0, 3}, then C is a non-self-complementary half
of a Hamming code, which is a CR [n, n−m− 1, 3; 3]-code with
IA = {n, (n− 3)/2, 1; 1, (n− 3)/2, n}.
As can be seen in [14], if {i1, i2} = {0, 2}, then C is the even half of a
Hamming code, hence included in Family (F.4). If {i1, i2} = {1, 3}, then C
is the Hamming code [n, n−m, 3].
Extensions of the codes (F.7) are also CR [14]:
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(F.9) The extension of the code (F.7) is a self-complementary CR [n+1, n−
m, 4; 4] code with
IA = {n+ 1, n, (n+ 1)/2, 1; 1, (n+ 1)/2, n, n+ 1}.
From [53, 69], we have several families obtained by shortening binary
perfect or extended perfect codes.
Let C∗ be any binary extended perfect (n∗, N∗, 4) code, n∗ = 2m ≥ 8.
(F.10) Let C be the (n = n∗−2, N = N∗/2, 2; 3) code obtained by {(00), (11)}-
shortening C∗. Then C is a CR code with
IA = {n, n− 2, 2; 2, n− 2, n}, where n = 2m − 2 ≥ 6.
(F.11) Let C be the (n = n∗ − 3, N∗/4, 1; 2) code obtained by {(000), (111)}-
shortening C∗. Then C is a CR code with
IA = {n− 1, 3; 1, n− 1}, where n = 2m − 3 ≥ 5.
(F.12) Let D be any binary perfect (n,N, 3) code, n = 2m − 1 ≥ 7. Let C be
the (n−2, N/2, 1; 2) code obtained by {(00), (11)}-shortening D. Then
C is a CR code with
IA = {n− 3, 2; 2, n− 3}.
Also from [53, 69], we have a family obtained by shortening q-ary extended
perfect codes:
(F.13) Let C∗ be any q-ary extended perfect [n∗, k∗, 4; 2]q code where q = 2
m ≥
4, n∗ = q+2 and k∗ = q− 1. Let C be the [n = q, k = q− 2, 2; 2]q code
obtained by S-shortening C∗, where S = {(α, α) : α ∈ Fq}. Then C is
a CR code with
IA = {q(q − 1), (q − 1)(q − 2); 2, q} where q = 2m ≥ 4.
Now we give sporadic CR codes, which come from Golay codes [69]. The
complete regularity of the codes (S.5) and (S.6) were stated in [12].
(S.1) The binary Golay code. This perfect [23, 12, 7; 3] code is CR with
IA = {23, 22, 21; 1, 2, 3}.
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(S.2) The binary punctured Golay code. This [22, 12, 6; 3] code is CR with
IA = {22, 21, 20; 1, 2, 6}.
(S.3) The binary extended Golay code. This [24, 12, 8; 4] code is CR with
IA = {24, 23, 22, 21; 1, 2, 3, 24}.
(S.4) The binary double punctured Golay code. This [21, 12, 5; 3] code is CR
with
IA = {21, 20, 16; 1, 2, 12}.
(S.5) The half of the binary Golay code. This [23, 11, 8; 7] code is CR with
IA = {23, 22, 21, 20, 3, 2, 1; 1, 2, 3, 20, 21, 22, 23}.
(S.6) The punctured of the half of the binary Golay code. This [22, 11, 7; 6]
code is CR with
IA = {22, 21, 20, 3, 2, 1; 1, 2, 3, 20, 21, 22}.
(S.7) The {(00, 11)}-shortened binary extended Golay code. This [22, 11, 6; 7]
code is CR with
IA = {22, 21, 20, 16, 6, 2, 1; 1, 2, 6, 16, 20, 21, 22}.
(S.8) The {(000, 111)}-shortened binary extended Golay code. This is a CR
[21, 10, 5; 6] code with
IA = {21, 20, 16, 9, 2, 1; 1, 2, 3, 16, 20, 21}.
(S.9) The {(00, 11)}-shortened binary Golay code. This [21, 11, 5; 6] code is
CR with
IA = {21, 20, 16, 6, 2, 1; 1, 2, 6, 16, 20, 21}.
Let G denote the ternary perfect Golay [11, 6, 5]3-code and denote by G
(0)
the subcode of G, formed by all codewords of G with parity 0. It is easy to
see that G(0) is the [11, 5, 6]3 code, formed by all codewords of weights 0, 6
and 9. Call this code the third part of the ternary Golay.
(S.10) The ternary Golay code. This perfect [11, 6, 5; 2]3 code is CR with
IA = {22, 20; 1, 2}.
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(S.11) The ternary punctured Golay code. This [10, 6, 4; 2]3 code is CR with
IA = (20, 18; 1, 6).
(S.12) The ternary extended Golay code. This [12, 6, 6; 3]3 code is CR with
IA = {24, 22, 20; 1, 2, 12}.
(S.13) The third part of the ternary Golay code. The ternary [11, 5, 6; 5]3-code
G(0) is CR with
IA = {22, 20, 18, 2, 1; 1, 2, 9, 20, 22}.
(S.14) The punctured code of the third part of the ternary Golay. The ternary
[10, 5, 5; 4]3 code is CR with
IA = {20, 18, 4, 1; 1, 2, 18, 20}
.
There are many codes considered in later sections, based in some way on
perfect codes (e.g. Sections 4.2, 4.4, 4.9, 4.10 and 4.12).
4.2 Nested families
Recall that Hm is a binary Hamming code of length n = 2m−1. Let m = 2u,
q = 2u, r = 2u + 1 and r¯ = 2u − 1. We can think of the parity check
matrix Hm of Hm as the binary representation of [α0, α1, . . . , αn−1], where
α ∈ F2m is a primitive element. Present the elements of F2m as elements
in a quadratic extension of F2u . Let β = α
r be a primitive element of F2u
and let F2m = F2u [α]. Let Em be the binary representation of the matrix
[α0r, αr, . . . , α(n−1)r]. Take the matrix Pm as the vertical join of Hm and Em.
It is well known [23] that the code C(u) with parity check matrix Pm is a
cyclic binary CR code with covering radius ρ = 3, minimum distance d = 3
and dimension n− (m+ u).
It can be seen [15] that the number of cosets C(u) + v, of weight three,
is r¯. Indeed, their syndromes S(v) are the nonzero elements of F2u . For
i ∈ {0, . . . , u}, taking u − i cosets C(u) + v(1), . . . , C(u) + v(u−i) with in-
dependent syndromes S(v(1)), . . . , S(v(u−i)) (independent, means that they
are independent binary vectors in Fu2) we can generate a linear binary code
C(i) = 〈C(u), v(1), . . . v(u−i)〉. Let Au−i be the linear subspace of Fu2 generated
by the syndromes S(v(1)), . . . , S(v(u−i)).
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The dimension of code C(i) is dim(C(i)) = u − i + dim(C(u)), where
dim(C(u)) = n − m − u. Note that the maximum number of independent
syndromes we can take is u, so the biggest code we can obtain is of dimension
u + dim(C(u)) = n − m, which is the Hamming code C(0) = Hm. All the
constructed codes contain C(u) and, at the same time, they are contained in
the Hamming code C(0).
The number of codes C(u−i) equals the number of subspaces of dimension
i we can take in Fu2 , so the Gaussian binomial coefficient
|{C(u−i)}| =
(
u
i
)
2
=
(2u − 1)(2u − 2) · · · (2u − 2i−1)
(2i − 1)(2i − 2) · · · (2i − 2i−1) .
The number of different nested families of codes between C(u) and C(0) = Hm,
we can construct, equals
u−1∏
i=0
(2u−i − 1) .
The following property was stated in [23] for the code C(u), but it can be
extended to all codes C(i), for i ∈ {1, . . . , u}.
Proposition 4.1. For i ∈ {1, . . . , u} the cosets of weight three of C(i) are at
distance three from each other and C(i) ∪ C(i)(3) is the Hamming code.
Theorem 4.2 ([15]).
(i) C(1) is a CT code with covering radius 3.
(ii) C(u) is a CT code with covering radius 3.
(iii) For i ∈ {0, . . . , u}, the code C(i)∗ is CT when C(i) is CT.
(iv) For i ∈ {1, . . . , u}, the code C(i) is a subcode of C(i−1), and C(i)∗ is a
subcode of C(i−1)∗.
(F.14) For i ∈ {0, . . . , u}, the code C(i) is CR with
IA = {2m − 1, 2m − 2m−i, 1; 1, 2m−i, 2m − 1}.
(F.15) For i ∈ {0, . . . , u}, the extended code C(i)∗ is CR with
IA = {2m, 2m − 1, 2m − 2m−i, 1; 1, 2m−i, 2m − 1, 2m}.
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Note that, for i ∈ {0, 1, u} the codes C(i) and C(i)∗ are CT. Also, for
m = 6, all codes C(i) and C(i)∗ are CT. In [43] for the graphs (to be distance
transitive) coming from such codes (to be CT ) were obtained the following
divisibility conditions: 2m is a power of 2i, or 2m = 2i, or 2i − 1 divides
2m. Therefore, we conjecture that when one of such divisibility conditions
is satisfied, then C(i)∗ is a CT code. Moreover, in such cases, we conjecture
that C(i) is also CT. However, the question about complete transitivity of
codes C(i) and C(i)∗ for i 6= 0, 1, u is open and needs more attention.
4.3 Preparata-like and BCH codes
From [61] and [3] we have
(F.16) Any (binary) Preparata-like (n = 22m − 1, N = 2n+1−4m, 5; 3) code
(m ≥ 2) is CR with
IA = {n, n− 1, 1; 1, 2, 3}.
(F.17) An extended Preparata-like (n + 1 = 22m, N = 2n+1−4m, 6; 4) code is
CR with
IA = {n + 1, n, n− 1, 1; 1, 2, 3, n+ 1}.
(F.18) Primitive binary BCH (n = 22m+1 − 1, N = 2n−4m, 5; 3) codes (m ≥ 2)
are CR with
IA = {n, n− 1, (n+ 3)/2; 1, 2, (n− 1)/2}.
(F.19) Extended primitive BCH (n + 1 = 22m+1, N = 2n−4m, 6; 4) codes are
CR with
IA = {n+ 1, n, n− 1, (n+ 3)/2; 1, 2, (n− 1)/2, n+ 1}.
4.4 Lifting Hamming codes
CR codes can be obtained by lifting Hamming codes. Denote by Hqm the
parity check matrix of the Hamming code C = C(Hqm) of length n = (q
m −
1)/(q − 1) over Fq. Define a new linear code, denoted Cr(Hqm), of length n
over Fqr , r ≥ 2, with this parity check matrix Hqm.
Theorem 4.3 ([58]).
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(F.20) The code Cr(H
q
m) is a CR [n, n − m, 3; ρ]qr code with ρ = min{r,m}
and intersection numbers:
bi =
(qr − qi)(qm − qi)
(q − 1) , i = 0, . . . , ρ− 1; ci = q
i−1 q
i − 1
q − 1 , i = 1, . . . , ρ.
When r 6= m, codes Cr(Hqm) and Cm(Hqr ) are not equivalent, but they
have the same intersection array.
Note that Hamming codes are the only codes whose lifting give CR codes.
Theorem 4.4 ([58]). Let C(Hq) be the nontrivial code of length n over the
field Fq with minimum distance d ≥ 3, with covering radius ρ ≥ 1 and Cr(Hq)
is its lifting over Fqr . Then Cr(H
q) is CR, if and only if C(Hq) is a Hamming
code.
Using Theorem 4.4 the codes obtained by lifting extended perfect codes
never give CR codes. However, these codes are UP in the wide sense [58].
The next statement generalizes results of [3, 4] to the nonbinary case.
Proposition 4.5 ([58]). Let C be the q-ary Hamming [n, n − m, 3] code,
n = (qm− 1)/(q− 1) and C∗ be its extended code. The code C∗ is UP if and
only if the minimum distance is 4. In other words, the code C∗ is UP if and
only if q = 2 with m ≥ 2 or q = 2u ≥ 4 with m = 2.
Theorem 4.6 ([58]). Let C be the Hamming [n, n − m, 3]q-code of length
n = (qm − 1)/(q − 1) and let C∗ be the extended code. The lifted code C∗r is
a UP code if and only if C∗ is it. Hence, the lifted code C∗r is a UP code if
and only if q = 2 with m ≥ 2 or q = 2u ≥ 4 with m = 2.
4.5 Kronecker product construction
In [57] a Kronecker construction of CR codes has been investigated and, later,
in [54] the construction has been extended taking different alphabets in the
component codes. This approach is also connected with lifting constructions
of CR codes. One interesting thing is that several classes of CR codes with
different parameters, but identical intersection array, are obtained.
Theorem 4.7 ([54, 57]). Let C(Hq
u
ma) and C(H
q
mb
) be two Hamming codes
with parameters [na, na−ma, 3]qu and [nb, nb−mb, 3]q, respectively, where na =
(quma−1)/(qu−1), nb = (qmb−1)/(q−1), q is a prime power, ma, mb ≥ 2,
and u ≥ 1.
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(F.21) The code C = C(H) with parity check matrix H = Hq
u
ma ⊗ Hqmb, the
Kronecker product of Hq
u
ma and H
q
mb
, is CT, and so CR, [n, k, d; ρ]qu
code with parameters
n = na nb, k = n−mamb, d = 3, ρ = min{uma, mb}. (6)
and with intersection numbers:
bℓ =
(quma − qℓ)(qmb − qℓ)
(q − 1) , ℓ = 0, 1, . . . , ρ− 1,
and
cℓ = q
ℓ−1 q
ℓ − 1
q − 1 , ℓ = 1, 2, . . . , ρ.
The lifted code Cmb(H
q
uma) is CR with the same IA as C.
Remark that in the above Theorem 4.7 we can not choose the code
Cmb(H
qu
ma) (instead of Cmb(H
q
uma)), which seems to be natural. We emphasize
that the codes Cmb(H
q
uma) and Cmb(H
qu
ma) are not only different CR codes,
but they induce different distance-regular graphs with different intersection
arrays. So, the code Cmb(H
q
uma) suits to the codes (F.22) in the sense that
it has the same intersection array. For example, the code C2(H
22
3 ) induces a
distance-regular graph with intersection array {315, 240; 1, 20} and the code
C2(H
2
6) gives a distance-regular graph with intersection array {189, 124; 1, 6}.
To obtain these results in both cases we use the same Theorem 4.3.
The above theorem (Theorem 4.7) can not be extended to the more gen-
eral case when the alphabets Fqa and Fqb of component codes CA and CB,
respectively, neither Fqa is a subfield of Fqb or vice versa Fqb is a subfield of
Fqa . We illustrate it by considering the smallest nontrivial example. Take
two Hamming codes, the [5, 3, 3] code CA over F22 with parity check matrix
H2
2
2 , and the [9, 7, 3] code CB over F23 with parity check matrix H
23
2 . Then
the resulting [45, 41, 3] code C = C(H2
2
2 ⊗H232 ) over F26 is not even UP in the
wide sense, since it has covering radius ρ = 3 and external distance s = 7,
which can be checked by considering the parity check matrix of C.
Theorem 4.8 ([54]). Let q be any prime number and let a, b, u be any natural
numbers. Then there exist the following CR codes with different parameters
[n, k, d; ρ]q′, where q
′ is a power of q, d = 3, and ρ = min{ua, b}:
(F.22) Cua(H
q
b ) over F
ua
q with n =
qb−1
q−1
, k = n− b;
(F.23) Cb(H
q
ua) over F
b
q with n =
qua−1
q−1
, k = n− ua;
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(F.24) C(Hqb ⊗Hqua) over Fq with n = q
b−1
q−1
· qua−1
q−1
, k = n− bua;
(F.25) C(Hqb ⊗Hq
a
u ) over F
a
q with n =
qb−1
q−1
· qua−1
qa−1
, k = n− bu;
(F.26) C(Hqb ⊗Hq
u
a ) over F
u
q with n =
qb−1
q−1
· qua−1
qu−1
, k = n− ba;
All the above codes have the same intersection numbers
bℓ =
(qb − qℓ)(qua − qℓ)
(q − 1) , ℓ = 0, . . . , ρ− 1, cℓ = q
ℓ−1 q
ℓ − 1
q − 1 , ℓ = 1, . . . , ρ.
All codes above coming from Kronecker constructions are CT.
Denote by τ(n) the number of divisors of n.
Corollary 4.9 ([54]). Given a prime power q choose any two natural numbers
a, b > 1. For each divisor r of a or b we build the following τ(a)+τ(b) different
CR codes with identical intersection array and covering radius ρ = min{a, b}:
(i) CT codes C(Hq
r∗
r ⊗ Hqb ) over Fqr∗ , for any proper divisors of a with
rr∗ = a.
(ii) CT codes C(Hqa ⊗ Hqr
∗
r ) over Fqr∗ , for any proper divisors of b with
rr∗ = b.
(iii) CR codes Ca(H
q
b ) over Fqa and Cb(H
q
a) over Fqb.
This construction gives also UP in the wide sense codes which are not
CR.
Theorem 4.10 ([54]). Let C(Hq
u
m ) be the q
u-ary Hamming [n, k, 3]qu-code of
length na = (q
um − 1)/(qu − 1) and C(Rqnb) be the repetition [nb, 1, nb]q-code,
where q is a prime power, u ≥ 1, m ≥ 2, 4 ≤ nb ≤ (qu − 1)na + 1.
(i) The code C = C(Hq
u
m ⊗ Rqnb) is a qu-ary UP (in the wide sense)
[n, k, d]qu-code with covering radius ρ = nb − 1 and parameters
n = na nb, k = n−m (nb − 1), d = 3. (7)
(ii) The code C is not CR.
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4.6 Binomial CR codes
Denote by H(m,ℓ) the binary matrix of size m × (m
ℓ
)
, whose columns are all
different vectors of length m and weight ℓ. Define the binary linear code
C(m,ℓ) with parity check matrix H(m,ℓ).
Theorem 4.11 ([56]). Let m and ℓ be two natural numbers such that 2 ≤
ℓ ≤ m− 2. Code C(m,ℓ) is CT (and CR) exactly in the following four cases:
(F.27) For any m ≥ 4, the code C(m,2) is a [n, k, d; ρ]-code with parameters:
n =
(
m
2
)
, k = n−m+ 1, d = 3, ρ = ⌊m/2⌋ .
and with intersection numbers, for i = 0, . . . , ρ:
ai = 2i(m− 2i); bi =
(
m− 2i
2
)
; ci =
(
2i
2
)
.
(S.15) The code C(5,3) is the [10, 5, 4; 3]-code with
IA = {10, 9, 4; 1, 6, 10}
.
(S.16) The code C(6,4) is the [15, 10, 3; 3]-code with
IA = {15, 8, 1; 1, 8, 15}
.
(S.17) The code C(7,4) is the [35, 29, 3; 2]-code with
IA = {35, 16; 1, 20}
.
In fact, from the codes with ℓ = 2 we have some more CR codes. First,
we divide these codes into two families [56].
Theorem 4.12 ([56]). Letm be a natural number, m ≥ 3. Let C(m) = C(m,2).
The code C(m) is self-complementary if m is odd and non-self-complementary
if m is even.
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Since for even m the code C(m) is non-antipodal, its covering set C(m)(ρ)
is a translate of C(m) (Theorem 2.19). Consider the new (linear) code C [m] =
C(m)∪C(m)(ρ). The generating matrix G[m] of this code has a very symmetric
structure:
G[m] =
[
Ik−1 | H tm−1
0 . . . 0 | 1 . . . 1
]
.
Using that C(m)(ρ) = C(m) + (1, 1, . . . , 1) (Theorem 2.19), we obtain
Theorem 4.13 ([59]). Let m be even, m ≥ 6 and let C [m] = C(m) ∪C(m)(ρ).
(F.28) Code C [m] is CT (and CR) [n, k, d; ρ] code with parameters
n = m(m− 1)/2, k = n−m+ 2, d = 3, ρ = ⌊m/4⌋.
The intersection numbers of C [m] for m ≡ 0 (mod 4) and ρ = m/4 are
bi =
(
m− 2i
2
)
, ci =
(
2i
2
)
, i = 0, 1, . . . , ρ− 1, cρ = 2
(
2ρ
2
)
,
and for m ≡ 2 (mod 4) and ρ = (m− 2)/4 are
bi =
(
m− 2i
2
)
, ci =
(
2i
2
)
, i = 0, 1, . . . , ρ .
4.7 CR codes by direct sum construction
Let C1 and C2 be two codes, not necessarily linear, of the same length n.
The direct sum of C1 and C2 is the code defined by:
C1 ⊕ C2 = {(c1, c2) | c1 ∈ C1, c2 ∈ C2}.
Theorem 4.14 ([3, 62]). Let u be any positive integer and let Ci, i =
1, 2, ..., u be q-ary CR (n,N, d; 1)q codes with the same intersection array
(b0; c1).
(F.29) Then, for any u ≥ 1, their direct sum C = C1 ⊕ · · · ⊕ Cu is a CR
(nu,Nu, d; u)q code with intersection numbers for i = 0, 1, ..., u
a(u)i = n(q − 1)− (u− i)b0 − ic1, b(u)i = (u− i)b0, c(u)i = ic1.
We remark that the construction of Theorem 4.14 was used in [62] for the
particular case where the codes Ci are binary perfect codes.
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4.8 CR codes from combinatorial configurations
(F.30) One Latin square codes. For any q ≥ 2 a q-ary MDS (3, 2, q2; 1)q code
is CR with
IA = {3(q − 1); 3}.
In this case the set C(ρ) is the rest of F 3: C(ρ) = F 3 \ C.
(F.31) Two Latin square codes. For any q ≥ 3 and q 6= 6 a q-ary MDS
(4, 3, q2; 2)q code is CR with
IA = {4(q − 1), 3(q − 3); 1, 12}.
(S.18) Three Latin square code. Three orthogonal Latin squares of order 4
form the equidistant [5, 4, 16; 3]4 code. This code is CR with
IA = {15, 12, 3; 1, 4, 15}.
The punctured [4, 3, 16]4 code, obtained from the code above by deleting
any one position is also a CR code and it belongs to the family (F.31).
(S.19) Four Latin squares code. Four orthogonal Latin squares of order 5 form
the equidistant [6, 5, 25; 3]5 code. This code is CR with
IA = {24, 20, 13; 1, 2, 6}.
The [5, 4, 25]5 code C
(p) obtained by puncturing of this code above
is not CR. The subset C4 is not a 2-design. But the [4, 3, 25; 2]5 code,
obtained by double puncturing, is CR, and belongs to the family (F.31).
(S.20) The Hadamard code. The unique Hadamard matrix of order 12 induces
the CR binary (11, 24, 5; 3) code H (see [40]) with
IA = {11, 10, 3; 1, 2, 9}.
(S.21) The extended Hadamard code. The (12, 24, 6; 4) code H∗ obtained by
extension of H is also CR (see [4]) with
IA = {12, 11, 10, 3; 1, 2, 9, 12}.
(F.32) Constant weight codes. For any natural g, g ≥ 1, the trivial constant
weight (n,N, d; g) code with
n = 2g, N =
(
2g
g
)
, d = 2,
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is CR with
IA = {2g, 2g − 1, 2g − 2, . . . , 1; g + 1, g + 2, . . . , 2g}.
Since the set of all binary vectors of length 2g and weight g is the
Johnson scheme J(2g, g) this example shows that in this special case
the Johnson scheme J(2g, g) is CR in the Hamming scheme H(2, 2g).
4.9 CR codes by concatenation constructions
In this subsection we collect some results from [10, 16] dealing with CR
constructed using concatenations of Hamming codes.
For any vector x = (x1, . . . , xn) ∈ Fnq , denote by σ(x) the right cyclic shift
of x, i.e. σ(x) = (xn, x1, . . . , xn−1). Define recursively σ
i(x) = σ(σi−1(x)),
for i = 2, 3, . . . and σ1(x) = σ(x). For j < 0, we define σj(x) = σℓ(x), where
ℓ = j modulo n.
Let H be the parity check matrix of a q-ary cyclic Hamming code of
length n = (qk − 1)/(q − 1), (hence gcd(n, q − 1) = 1). Thus, the simplex
code generated by H is also a cyclic code. Denote by r1, . . . , rk the rows of
H . For any c ∈ {2, . . . , n}, consider the code C with parity check matrix
[
H H . . . H
H1 H2 . . . Hc
]
, (8)
where Hi is the matrix H after cyclically shifting i times its columns to the
right. In other words, the rows of Hi are σ
i(r1), . . . , σ
i(rk).
(F.33) The code C with parity check matrix given in (8) is a CR code with
parameters [nc, nc− 2k, 3; 2]q and intersection array
IA = {(q − 1)nc, ((q − 1)n− c+ 2)(c− 1); 1, c(c− 1)}.
Remark 4.15. Almost all codes described in (F.33) are not CT codes. How-
ever, in the binary case and for any value of k (so n = 2k−1), the CT codes
are those with c ∈ {2, 3, n− 1, n}. In general, in the q-ary case when q is a
power of two, the CT codes are those with c ∈ {2, 3} and if q = pr, for p 6= 2,
then the CT codes are those with c = 2.
Remark 4.16. By extending the codes given in (F.33) we do not obtain CR
codes, except for the binary case when c equals 2k−1 + 1. In this case, the
resulting extended [n(2k−1 +1)+ 1, n(2k−1+1)− 2k, 4; 3] codes coincide with
the codes obtained in (F.35).
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Now, take the matrix
H(k,c) =
[
H 0 H H . . . H
0 H H H1 . . . Hc
]
(9)
where 0 denote the zero matrix (of the same size as H).
(F.34) For c ≤ n−1, the code C(k,c) with parity check matrix given in (9) is a
CR code with parameters [(c+3)n, (c+3)n−2k, 3; 2]q and intersection
array
IA = {(c+ 3)(q − 1)n, (c+ 2)((q − 1)n− 1− c); 1, (c+ 2)(c+ 3)}.
In the binary case, when c = n− 1 the code C(k,n−1) coincides with the
[22k − 1, 22k − 1− 2k, 3; 1] Hamming code.
Remark 4.17. Almost all codes in the family (F.34) are not CT. However,
in the binary case and for any value of k > 2, the codes C(k,c) are CT for
c ∈ {2k − 5, 2k − 4, 2k − 3}.
If we consider the extension of the codes C(k,c) given in (F.34) we obtain
non CR codes in almost all cases. However, in the binary case and for each
value of k, there are exactly two values of c such that the obtained extended
code is CR.
Let C be a binary Hamming [n, k, 3; 1] code, where n = 2k − 1 and let
H be its parity check matrix. As in the family (F.34), take the parity check
matrix H(k,c), where now c ∈ {2k−1 − 2, 2k − 2}.
(F.35) Let C(k,c) be the code with parity check matrix H(k,c) and (C(k,c))∗ its
extended code. For c = 2k−1 − 2, the code (C(k,c))∗ is a [(c + 3)n +
1, (c+ 3)n− 2k, 4; 3] CR code with
IA = {(c+ 3)n+ 1, (c+ 3)n, 22k−2; 1, (c+ 2)(c+ 3), (c+ 3)n+ 1}.
For c = 2k−2, the code (C(k,c))∗ is a [(c+3)n+1, (c+3)n−2k, 4; 2] CR
code which coincides with the extended [22k, 22k − 2k, 4; 2] Hamming
code.
For c /∈ {2k−1 − 2, 2k − 2} the code (C(k,c))∗ is not CR.
Remark 4.18. All extended codes (C(k,c))∗ in the above family (F.35) are
not CT.
We also know a few sporadic examples of CR codes constructed by using
concatenation methods.
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(S.22) The binary [15, 9, 3; 3]-code C with parity check matrix
H =

 K 0 0 K K0 K 0 K K1
0 0 K K K2

 , where K =
[
1 0 1
0 1 1
]
and K1 (respectively, K2) is obtained by one cyclic shift of the columns
of K (respectively, by two cyclic shifts) is CR with
IA = {15, 12, 1; 1, 4, 15}.
(S.23) The binary [16, 9, 4; 4]-code, obtained by extension of the afore men-
tioned [15, 9, 3] code, is CR with
IA = {16, 15, 12, 1; 1, 4, 15, 16}.
Denote by D(u, q) a difference matrix [8], i.e. a square matrix of the order
qu over an additive group of order q, such that the component-wise difference
of any two rows contains any element of the group exactly u times.
Take the difference matrix D(2, 3)
D =


0 0 0 0 0 0
0 0 1 2 2 1
0 1 0 1 2 2
0 2 1 0 1 2
0 2 2 1 0 1
0 1 2 2 1 0


(S.24) Let H be a binary (12× 18) matrix obtained from D by changing any
element i by the matrix Ki (which is the same as in (S.22)). Then
the [18, 12, 3; 2] code with parity check matrix H , is a CR code with
IA = {18, 15; 1, 6}.
(S.25) Do the same construction as in (S.24) for the matrix D∗, which is the
difference matrix D(2, 3) without the trivial column. The resulting
[15, 9, 3; 3] code is CR with
IA = {15, 12, 1; 1, 4, 15}.
This code coincides with the code described in (S.22).
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4.10 q-Ary CR linear codes with ρ = 1
Linear q-ary CR codes with ρ = 1 are fully classified [13] by using the two
simple following constructions.
Construction I(u). Let C be a [n, k, d]q code with a parity check matrix
H . Define a new code C+u with parameters [n+u, k+u, 1]q as the code with
parity check matrix H+u, obtained by adding u > 0 zero columns to H .
Theorem 4.19 ([13]). The codes C and C+u have the same covering radius
and, moreover, C is CR if and only if C+u is CR. In this case, both codes
have the same intersection numbers bi = b
′
i and ci = c
′
i, i.e.
a′i = ai + (q − 1)u, b′i = bi, c′i = ci, i = 0, 1, . . . , ρ
(here ai, bi, ci are intersection numbers of C).
Construction II(ℓ). Let C be a [n, k, d]q code with parity check matrix
H . Let C×ℓ be the code with parameters [n ℓ, k + (ℓ− 1)n, 2]q, whose parity
check matrix, denoted H×ℓ, is ℓ times the repetition of H (or monomially
equivalent matrices of H), i.e.
H×ℓ = [H(1) |H(2) | · · · |H(ℓ)],
where, for all i = 1, . . . , ℓ, H(i) is the parity check matrix of an equivalent
code to C.
Theorem 4.20 ([13]). An [n, k, d]q code C is CR with covering radius ρ = 1
if and only if C×ℓ is CR with covering radius ρ′ = 1.
Now we have the following classification theorem.
Theorem 4.21 ([13]). Let C = C(H) be a nontrivial [n, k, d]q code with
covering radius ρ = 1 and with parity check matrix H.
(F.36) The code C is a [n, n−m, d; 1]q CT (and CR) code, where n = nm ℓ+u
and nm = (q
m − 1)/(q − 1), if and only if the matrix H is of the form
H =
(
(Hqm)
×ℓ
)+u
(up to monomial equivalence), where Hqm is a parity check matrix of a
Hamming code of length nm over Fq.
Furthermore,
(F.37) d = 3, if and only if u = 0, ℓ = 1, n = nm and C is a Hamming code.
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(F.38) d = 2, if and only if u = 0, ℓ ≥ 2, n = nmℓ.
(F.39) d = 1, if and only if u > 0, ℓ ≥ 1.
In all cases the code C has
IA = {(q − 1)ℓ nn−k; ℓ}
Similar result was also obtained in [46] in terms of arithmetic CR codes.
4.11 q-Ary CR nonlinear codes with ρ = 1
A coset of a linear CR code with ρ = 1 obviously gives a nonlinear such code
with the same ρ = 1. Apart from these trivial codes very little is known
for this case. There are some results for the binary case mostly due to Fon-
Der-Flaas [32, 33, 34]. The equivalent definition for the construction of CR
codes with given ρ is the so called perfect (ρ + 1)-colorings of a hypercube.
Especially simple perfect colorings are defined for the case ρ = 1, i.e., for
2-colorings. Let H(2, n) be a binary hypercube of dimension n. Its vertices
are binary vectors of length n, and two vertices are neighbors, if the corre-
sponding vectors are at distance 1 from each other. Coloring of its vertices
into white and black colors is called a perfect 2-coloring with intersection
matrix (
a b
c d
)
,
if every black vertex has a black and b white neighbors, and every white
vertex has c black and d white neighbors. Clearly, a+ b = c+ d = n. In our
terminology, a0 = a, b0 = b, c1 = c, and a1 = d and, hence, it is a nonlinear
CR code with IA = {b; c}. The following result gives the lower bound for the
value a = n− b (this is the best known bound for correlation immunity; see
references in [33]).
Theorem 4.22 ([33]). Let C be a binary CR code of length n and ρ = 1 with
IA = {b; c}. If b 6= c, then
c− a ≤ n
3
. (10)
The other necessary condition is the following result from [32].
Theorem 4.23 ([32]). Let C be a binary CR code of length n with ρ = 1
and intersection array (b; c). Then b 6= 0 6= c, and
b+ c
(b, c)
is a power of 2 , (11)
where (b, c) is the greatest common divisor.
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Both constructions for linear codes with ρ = 1 considered in the previous
section work for nonlinear codes also. The following statement generalizes the
corresponding results from [13] for nonlinear case and from [32] for nonbinary
case.
Proposition 4.24.
( i) For every n = (qm − 1)/(q − 1), m ≥ 2, and any k, 1 ≤ k ≤ (q − 1)n,
there exists a q-ary CR code C∪k with ρ = 1 and IA = {(q− 1)n− k+
1; k}, formed by k arbitrary translates of q-ary perfect code of length n
and minimum distance d = 3.
( ii) The existence of q-ary CR code C of length n with IA = {b; c} implies
the existence of CR code C+k with IA = {b + k(q − 1); c + k(q − 1)}
for any k ≥ 1, formed by changing of the every codeword c ∈ C by qk
codewords of the form: (c | x) where x runs over Fnq .
( iii) The existence of a CR code C of length n with IA = {b; c} implies the
existence, for any k ≥ 1, of a CR code C×k with IA = {(kb; kc}. To
every codeword v = (v1, . . . , vn) of C, the all vectors
(v1,1, v1,2, . . . , v1,k, . . . , v1,1, v1,2, . . . , v1,k) from F
k n
q are associated, for
which
k∑
j=1
vi,j = vi.
The codes which meet the bound (10) are the most interesting. Such
codes of length n = 3 u should have IA = {3u − a; a + u} where a ≥ 0.
Two infinite families of codes with such intersection arrays are known (see
references in [33]): {3k; k} and {5k; 3k}. These families come from codes
with intersection arrays {3; 1} and {5; 3} applying Proposition 4.24, (iii).
The first code is the trivial binary perfect code of length 3, and the second of
length 6 (constructed by Tarannikov [63]) can be constructed from the first
one using the two following lemmas due to Fon-Der-Flaass [32].
Lemma 4.25 ([32]). Let C be a CR code with ρ = 1 and intersection matrix(
a b
c d
)
.
Let C can be partitioned into k-faces, 0 ≤ k ≤ a. Then there exists a CR
code with ρ = 2 and intersection matrix
 a− k a + k 2ba+ k a− k 2b
c c 2d

 .
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Lemma 4.26 ([32]). Let C be a CR code with ρ = 2 and intersection matrix
 a− k a + k 2ba+ k a− k 2b
c c 2d

 ,
where c ≥ a + k. Then there exists a CR code with ρ = 1 and intersection
matrix (
a− k 2b+ c
c 2d+ 2c− a− k
)
.
In connection with condition (11) a natural question arises [32]: to find
the value a∗(b, c) for all pairs b, c, satisfying the condition (11). Here under
a∗(b, c) we mean the minimum value, such that there exists a code with
IA = {b; c}, if and only if a ≥ a∗(b, c). There are lower and upper bounds for
the value a∗(b, c) (see [32] and references there). The next statements gives
the best known such bounds.
Theorem 4.27 ([32]).
(i) If c < b < 2c, then
a∗(b, c) ≥ 1
2
+
√
c(b− c) + 1
4
− (b− c).
(ii) If 2c < b < 2c+
√
3c− 2, then a∗(b, c) ≥ 1.
For a given nonzero integers x, y, such that x+y = 2k−1, and one of them
odd with ℓ consecutive ones in its binary presentation (where 1 ≤ ℓ < k),
define z(x, y) = k − 1.
Theorem 4.28 ([32]).
(i) a∗(2b+ c, c) ≤ max(0, a∗(b, c)− 1).
(ii) Let b and c satisfy the condition (11). Then
a∗(c, b) = a∗(b, c) + b− c.
(iii) Let b and c satisfy the condition (11) and b ≥ c, m = (b, c), b =
m(2b′ + 1), c = m(2c′ + 1).
If c′ = 0, then a∗(b, c) = 0. Otherwise
a∗(b, c) ≤ max(0, c−m(z(b′, c′) + 1)),
An optimal binary CR code of length n = 12 with IA = {9; 7} meeting
the bound (10) was constructed in [34]. In the same paper, it was proven
also that the putative CR code of length n = 12 with IA = {11; 5} does not
exist.
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4.12 q-Ary linear CR codes with ρ = 2
The dual code of any linear two-weight code could be a CR code with ρ = 2.
There are many different families of such codes, and their classification is not
finished (see [25] for a survey of such codes).
The classification of linear CR codes with covering radius ρ = 1, enabled
the classification of linear CR codes with covering radius ρ = 2, whose dual
codes are self-complementary.
Theorem 4.29 ([13]). Let C = C(H) be a nontrivial [n, k, d]q code. Then, C
is CR with covering radius ρ = 2 and the dual code C⊥ is self-complementary
if and only if its parity check matrix H looks, up to equivalence, as follows:
H =
[
1 · · · 1
M
]
,
where M generates an equidistant code E with the following property: for any
nonzero codeword v ∈ E, every symbol α ∈ Fq, which occurs in a coordinate
position of v, occurs in this codeword exactly n − d˜ times, where d˜ is the
minimum distance of E. Moreover, up to equivalence, C is the extension of
a CR code C ′ with covering radius ρ′ = 1.
Corollary 4.30 ([13]). The known CR codes with covering radius ρ = 2
whose dual codes are self-complementary are the following ones.
(F.40) The binary extended perfect [n, k, 4; 2]2 code H∗m of length n = 2m,
where k = n−m− 1 and m ≥ 2 with
IA = {n, n− 1; 1, n}.
(F.41) The extended perfect [n, k, 4; 2]q code H∗m of length n = q + 2 with
k = q − 1, where q = 2r ≥ 4, and m = 2 [22, 29] (the family TF1 in
[25]) with
IA = {(q + 2)(q − 1), q2 − 1; 1, q + 2}.
(F.42) The [n, k, 3; 2]q dual of a difference matrix code with
IA = {n(q − 1), n− 1; 1, n(q − 1)}.
It has length n = qm, dimension k = n−(m+1) and parity check matrix
Dm, where m ≥ 1, and q ≥ 3 is any prime power (the code generated
by the matrix Dm has been given in [60]). The complementary code of
this code is the Hamming code Hm.
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(F.43) The [n, n− 2, 3; 2]q dual of a latin-square code of length n, with parity
check matrix H, obtained from D1 by deleting any q−n columns, where
3 ≤ n ≤ q and q ≥ 3 is any prime power [29]. The intersection array
is
IA = {n(q − 1), (q − n+ 1)(n− 1); 1, n(n− 1)}.
(F.44) A [n = q(q − 1)/2, k = n− 3, 4; 2]q code for q = 2r ≥ 4 [29] with
IA = {(q − 1)n, (q − 2)(q + 1)(q + 2)/4; 1, q(q − 1)(q − 2)/4}.
The complementary of this code belongs to the family TF1d, i.e., it is
the projective dual code of a code in the family TF1 in [25]).
(F.45) A [n = 1 + (q + 1)(h− 1), k = n− 3, 4]q code, where 1 < h < q and h
divides q, for q = 2r ≥ 4 (the family TF2 in [25]) with
IA = {(q − 1)n, (q + 1)(h− 1)(q − h + 1); 1, (h− 1)n}.
(F.46) A [n = q(q − h + 1)/h, k = n − 3, 4]q code, where 1 < h < q and h
divides q, for q = 2r ≥ 4 with
IA = {(q−1)n, (q+1)(q−h)(q(h−1)+h)/h2; 1, q(q−h)(q−h+1)/h2}.
The complementary of this code belongs to the family TF2d [25].
Some of these kinds of codes are self-dual [13].
Theorem 4.31 ([13]). Let C ′ ⊂ Fnqr be the lifted code from a Hamming
[n, n−m, 3]q perfect code Hm. Then,
(F.47) for any r, C ′ is a CR code and, moreover, C ′ is self-dual if and only if
Hm is a ternary [4, 2, 3]3 Hamming code.
Theorem 4.32 ([13]). Let {0, 1, ξ2, . . . , ξq−1} be the field Fq, where q ≥ 4 is
any prime power. Let the matrix D1,
D1 =
[
1 1 1 1
0 1 ξi ξj
]
,
be a parity check matrix for the code C and a generator matrix for the code
C⊥, where ξi, ξj ∈ F∗q are two different elements such that ξi + ξj + 1 = 0.
Then
(F.48) C, as well as C⊥, is a linear self-complementary CR [4, 2, 3; 2]q code
with
IA = {4 (q − 1), 3 (q − 3); 1, 12}.
(F.49) For the case q = 2r ≥ 4, these two equivalent codes coincide: C = C⊥,
i.e. C is self-dual.
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4.13 Binary linear CR codes with ρ = 3 and ρ = 4 from
bent and AB functions.
Let F be any function from Fm2 to F
m
2 . For any (a, b) ∈ (Fm2 )2, define the
Fourier transform of F as
µF (a, b) =
∑
x∈Fm
2
(−1)〈b·F (x)〉+〈a·x〉 , (12)
where ”〈·〉” is the usual inner product on Fm2 .
For even m, a function F over Fm2 is bent if its Fourier transform is
µF (a, b) = ±2m/2, for all a, b ∈ Fm2 where b 6= 0. For odd m, a function F
over Fm2 is almost bent (shortly AB) if its Fourier transform is µF (a, b) =
{0,±2(m−1)/2}, for all a, b ∈ Fm2 where b 6= 0.
Let F be any function from Fq to Fq where q = 2
m, such that F (0) = 0.
Define
Ωm =
{ {2m−1, 2m−1 ± 2m/2}, if m even,
{2m−1, 2m−1 ± 2(m−1)/2}, if m odd.
For a linear binary code C define the set WC as a set of all weights of its
nonzero codewords: WC = {wt(c) : c ∈ C, c 6= 0}. Define the matrix HF :
HF =
[
1 α α2 · · · αn−1
F (1) F (α) F (α2) · · · F (αn−1)
]
, (13)
The statements of the next theorem can be found in [28]
Theorem 4.33 ([28]). Let C = CF be the [n = 2
m − 1, k, d] code defined by
the parity check matrix HF (13).
(i) If m is odd, the function F is AB if and only if the weights of WC⊥ are
those in Ωm.
(ii) If m is even, the function F is bent if and only if the weights of WC⊥
are those in Ωm.
(iii) CF is UP in the wide sense if |WC⊥| = 3.
(F.50) CF is CR, if F is bent (m even).
(F.51) CF is CR, if F is AB (m odd).
Now using the corresponding results from [14, 15] we have
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Proposition 4.34. Let C = CF of length n = 2
m − 1, where m is odd, be
defined by the parity check matrix (13) and let C⊥ be its dual code with the
set of weights WC⊥. Then
(i) C∗ is UP if and only if C is UP and WC⊥ = Ωm.
(ii) The code C∗ is CR if and only if C is CR with minimum distance
d ∈ {3, 5} and C∗ is UP.
Proof. The first statement comes directly from [4]. For the second statement,
the case d = 3 is known [15]. Consider the case d = 5. Since C is CR, its
covering radius is ρ = 3. Hence C is quasi-perfect. Now the result follows
from Proposition 3.3.
(F.52) Taking a power function F in (13) form odd, we obtain binary primitive
cyclic [n = 2m−1, n−2m, d; ρ] codes with generator polynomial g(x) =
m1(x)mℓ. In the case d = 5 they are CR [28] with ρ = 3 and
IA = {n, n− 1, (n+ 3)/2; 1, 2, (n− 1)/2}.
We found in the literature the following cases.
(i) BCH 2-codes (see Section 4.3). ℓ = 3.
(ii) Gold codes [41]. ℓ = 2i + 1, gcd(i,m) = 1.
(iii) Kasami codes [44]. ℓ = 22i − 2i + 1, gcd(i,m) = 1.
(iv) Welch codes [52]. ℓ = 2
m−1
2 + 3.
(v) Niho codes [52]. ℓ = 22i + 2i − 1, 4i ≡ −1 mod m.
(vi) Inverse [7]. ℓ = 2m−1 − 1.
(vii) Dobbertin codes [31]. ℓ = 24i + 23i + 22i − 1, m = 5i.
All these codes come from AB functions. More new AB functions, which
are not power functions and which provide CR codes can be found in [6, 21,
27].
(F.53) The extended codes of all binary codes above are CR with ρ = 4 and
IA = {n+ 1, n, n− 1, (n+ 3)/2; 1, 2, (n− 1)/2, n+ 1}.
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