Kernel methods play a critical role in many dimensionality reduction algorithms. They are useful in manifold learning, classification, clustering and other machine learning tasks. Setting the kernel's scale parameter, also referred as the kernel's bandwidth, highly affects the extracted low-dimensional representation. We propose to set a scale parameter that is tailored to the desired application such as classification and manifold learning. The scale computation for the manifold learning task enables that the dimension of the extracted embedding equals the intrinsic dimension estimation. Three methods are proposed for scale computation in a classification task. The proposed frameworks are simulated on artificial and real datasets. The results show a high correlation between optimal classification rates and the computed scaling.
Introduction
Dimensionality reduction is an essential step in numerous machine learning tasks. Methods such as Principal Component Analysis (PCA) [1] , Multidimensional Scaling (MDS) [2] , Isomap [3] and Local Linear Embedding [4] aim to extract essential information from highdimensional data points based on their pairwise connectivities. Graph-based kernel methods such as Laplacian Eigenmaps [5] and Diffusion Maps (DM) [6] , construct a positive semidefinite kernel based on the multidimensional data points to recover the underlying structure. Such methods have been proven effective for tasks such as clustering [7] , classification [8] , manifold learning [9] and many more.
Kernel methods rely on computing a distance function (usually Euclidean) between all pairs of data points x i , x j ∈ X ⊆ R D×N and application of a data dependent kernel function. This kernel should encode the inherited relations between high dimensional data points. An example for a kernel that encapsulates the Euclidean distance takes the form
As shown, for example, in [4, 6] , spectral analysis of such a kernel provides an efficient representation of the geometry of the lower dimensional data in the ambient space. The construction of such a kernel requires expert knowledge for setting two parameters, namely the scaling (Eq. (1.1)) and the target dimension d of the low dimensional space. We focus in this paper on setting the scale parameter also called kernel bandwidth.
Construction of the kernel matrix (Eq. 1.1) requires to set the value of the scale (width) parameter . This parameter is related to the statistics and to the geometry of the data points. The Euclidean distance is used for learning the geometry of the data. However, it is meaningful only locally when this distance is applied to high dimensional data points. Therefore, a proper choice of should preserve local connectivities and neglect large distances. If is too large, there is almost no preference for local connections and the kernel method is reduced essentially to PCA [8] . On the other hand, if is too small, the matrix K (Eq. 1.1) has many small off-diagonal elements, which is an indication of a poor connectivity within the data.
Several studies have proposed ways to set . A study by [10] suggests a method which enforces that most of the data is connected. The sum of the kernel is used in [11] to find a range of valid scales. The approach in [12] sets a dynamic scale and is applicable for spectral clustering. Others simply use the standard deviation of the data as .
Kernel methods are also used for Support Vector Machines [13] , where the goal is to find a feature space that separates between the given classes. Methods such as [14, 15] use crossvalidation to find the scale parameter which achieves peak classification results on a given training set. The study in [16] suggests an iterative approach that updates the scale until reaching a maximal separation between classes. A study in [17] relates the scale parameter to the feature selection problem by using a different scale for each feature. This framework applies gradient descent to a designated error function to find the optimal scales.
In this paper, we propose new methodologies to set the scale parameter . The proposed frameworks address two types of problems: manifold learning and spectral based classification. For the manifold learning task, we estimate the manifold's intrinsic dimension and choose a scale so that this estimation corresponds to the estimated dimension that is based on the kernel K (Eq. 1.1). We provide an analysis of this approach as well as simulations that demonstrate its performance. For the classification task, we propose three methods. The first seeks a scale which provides the maximal separation between the classes in the extracted low dimensional space. The second is based on the eigengap of the kernel. It is justified based on the analysis of a perturbed kernel. The final method sets the scale which maximizes the within class transition probability. This approach does not require to compute an eigendecomposition. We show empirically that all the three methods converge to a similar scale parameter .
The structure of the paper is as follows: Preliminaries are given in section 2. Section 3 presents and analyzes two frameworks for setting the scale parameter: the first is dedicated to a manifold learning task while the second fits a classification task. Section 4 presents experimental results.
Preliminaries
This section provides a brief description of two methods used in this study: kernel-based method for dimensionality reduction titled Diffusion Maps [6] and Dimensionality from Angle and Norm Concentration (DANCo). DANCo is an algorithm which estimates the intrinsic dimension of a manifold based on the ambient high dimensional data.
Diffusion Maps (DM)
DM [6] is a dimensionality reduction framework that extracts the intrinsic geometry from a high dimensional dataset. This framework is based on the construction of a stochastic matrix from the graph of the data. The eigendecomposition of the stochastic matrix provides an efficient representation of the data. Given a high dimensional dataset X ⊆ R D×N , the DM framework is constructed based on the following steps:
It is represented by a matrix K ∈ R N ×N which satisfies for all x i , x j ∈ X the following properties: Symmetry:
These properties guarantee that the matrix K has real eigenvectors and non-negative real eigenvalues. In this study, we focus on the common choice of a Gaussian kernel (see Eq. 1.1)
as the affinity measure between two multidimensional data vectors x i and x j ; 2. Selection of the appropriate scale . It determines the connectivity of the kernel; 3. Computation of the diagonal sum of rows matrix D where D i,i = j K i,j . Re-normalization of the kernel by using D is
2)
The resulting matrix P ∈ R N ×N is a row stochastic such that the expression P i,j = p(x i ,x j ) describes the transition probability from the point x i to point x j in one time step; 4. Spectral decomposition is applied to the matrix P to obtain a sequence of eigenvalues {λ n } and normalized eigenvectors {ψ n } that satisfy P ψ n = λ n ψ n , n = 0, ..., N − 1; 5. A new representation for the dataset X is defined by
where is the scale parameter of the Gaussian kernel (Eq. 2.1) and ψ m (i) denotes the i th element of ψ m . The main idea behind this representation is that the Euclidean distance between two multidimensional data points in the new representation is equal to the weighted L 2 distance between the conditional probabilities p(x i , :) and p(x j , :), i, j = 1, ..., M , where i and j are the i-th and j-th rows of P . The diffusion distance is defined by
4) where W is a diagonal matrix with the entries
. This equality is proved in [6] .
Dimensionality from Angle and Norm Concentration (DANCo) [18]
Given a high dimensional dataset X = {x 1 , x 2 , ..., x N } ⊆ R D×N , which describes an ambient space with a manifold M, the intrinsic dimensiond is the minimum number of parameters needed to represent the manifold.
Defenition 2.2.1. Let M be a manifold. The intrinsic dimensiond of the manifold is a positive integer determined by how many independent "coordinates" are needed to describe M. By using a parametrization to describe a manifold, the intrinsic dimension is the smallest integerd such that a smooth map f (ξ) describes the manifold M = f (ξ), ξ ∈ Rd.
Methods such as [19, 20] use local or global PCA to estimate the intrinsic dimensiond. The dimension is set as the number of eigenvalues greater than some threshold. Others, such as [21, 22] , use K-NN distances to find a subspace around each point and based on some statistical assumption estimated. A survey of different approaches is presented in [23] . In this study, we use Dimensionality from Angle and Norm Concentration (DANCo) [18] , which proved to be the most robust approach in our experiments. The estimation, which is denoted asd, is based on the following steps:
1. For each point x i , i = 1, ..., N , find the set of + 1 nearest neighbors
. Denote the farthest neighbor of x i by S(x i ). 2. Calculate the normalized closest distance for x i as ρ(
4. For each point x i , find the nearest neighbors and center them relative to x i . The translated points are denoted asx s j x s j − x i . The set of nearest neighbors for point x i is denoted byS (x i ) = {x s j } j=1 .
5. Calculate the 2 angles for all pairs of vectors withinS (x i ). The angles are calculated using
Define the vector from the anglesθ i and the set of vectors by
based on a ML estimation using the von Mises (VM) distribution. The VM pdf describes the probability for θ given the mean direction ν and the concentration parameter τ ≥ 0. The VM pdf, as well as the ML solution, are presented in [18] . The means ofν andτ are denoted aŝ µ ν andμ τ , respectively. 
where g is the pdf of the normalized distances and q is the VM pdf. Both g and q are described in [18] .
The algorithm jointly uses the normalized distances and mutual angles to extract a robust estimation of the intrinsic dimensiond. This is done by finding the dimension that minimizes the KL divergence between an artificially generated data and the observed data. In section (3.2), we propose a framework which exploits the intrinsic dimension estimationd for choosing the scale parameter defined in Eq. (3.4).
Setting the Scale Parameter

Existing Methods
Several studies have proposed methods for setting the scale parameter . Some choose as the standard deviation of the data. This approach is good when the data is sampled from a uniform distribution. A max-min measure is suggested in [24] where the scale is set to
where C ∈ [2, 3] . This approach attempts to set a small scale to maintain local connectivities. Another scheme in [11] aims to find a range of values for . The idea is to compute the kernel K from Eq. (2.1) at various values of . Then, search for the range of values where the Gaussian bell shape exists. The scheme in [11] is implemented using Algorithm 3.1.
, since when → 0, K (Eq. 2.1) approaches the Identity matrix. When → ∞, K approaches an all-ones matrix. We denote by 0 the minimal value within the rangē (defined in Alg. 3.1). This value is used in the simulations presented in Section 4. A dynamic scale is proposed in [12] . It suggests to calculate a local-scale σ i for each data point x i , i = 1, ..., N . The scale is chosen as the L 1 distance from the rth nearest neighbor of the point x i . Explicitly, the calculation for each point is
where x r is the rth nearest neighbor of the point x i . The value of the kernel for points
This dynamic scale guarantees that at least half of the points are connected to r neighbors. All the mentioned methods treat as a scalar. Thus, when data is sampled from various types of sensors these methods are not effective. In these cases, each feature l = 1, .., D, in a data vector x i [l] requires a different scale. In order to re-scale the vector, a diagonal positive scaling matrix A 0 is introduced. The rescaling of the feature vector x i is set as
A standard way to choose the values for such a scaling matrix A l,l , l = 1, ..., D, is achieved by using the standard deviation of the data. Explicitly, the values of A are set such that
where x i (l) is the l-th coordinate of the vector x i and µ l is the mean value of this coordinate.
Optimal Scale for Manifold Learning
In this section, we propose a framework for setting the scale parameter when some low dimensional manifold M is submerged within the dataset X. We start by utilizing the results of [25, 26] , which relate the scale parameter (Eq. 1.1) and the intrinsic dimension d (Definition 2.2.1). In [25] a range of valid values is suggested for , here we expand the results from [25, 26] by introducing a diagonal positive scaling matrix A (Eq. 3.4). This diagonal matrix enables a feature selection procedure which emphasizes the latent structure of the manifold. This procedure is describe in Algorithm 3.2.
Let K be the kernel function from Eq. 3.4 and a diagonal matrix s.
Following the analysis in [25] , we have
If the data points in X are independently uniformly distributed over a manifold M then the approximation in Eq. 3.7 holds with small errors. The sum in Eq. 3.6 is approximated by the mean value theorem as
where V ol (M) is the volume of the manifold M. For sufficiently small values of ε, the integral over the manifold M is approximated by
whered is its intrinsic dimension (Definition 2.2.1). For a sufficiently small ε, the integration over a small patch around x and y is similar to the integration over the corresponding tangent plane. In the limit ε → 0, i,j K (x i ,x j ) → N as the kernel approaches the identity matrix, whereas, in the limit ε → ∞, we have i,j K (x i ,x j ) → N 2 as the kernel approaches the all ones matrix. In the linear region between [0, ∞) and under the assumption that the sampling is sufficiently dense, the integral in Eq 3.7 has a close form solution
We note that in many practical datasets, the sampling is not sufficiently dense. In these cases, the scaling can distort the similarity imposed by the kernel. The purpose of the matrix A is to scale all the D features prior to the computation of the kernel K (Eq. 2.1) or its parametrization Ψ (X) (Eq. 2.3). The scaling is designed to minimize the absolute distance between the estimated dimensiond (section 2.2) and the intrinsic dimension d in the embedding space (defined in Eq. 3.11). The expression presented in Eq. 3.11 describes the influence of on the extracted dimension d . We start by taking the log of both sides of Eq. 3.9 log S (ε) = log
By taking the derivative with respect to ε in Eq. 3.10 and by reformulating we get
where
The diagonal scaling matrix A is the result from the optimization problem of the form
The solution to the optimization problem in Eq.(3.12) can be found by an exhaustive search for a sufficiently small D. For a large D, we propose to use the greedy Algorithm 3.2 that computes both the scaling matrix A and the scale parameter ε.
Algorithm 3.2: Manifold Based Vector Scaling
Normalized datasetX and the diagonal scaling matrix A (Eq. (3.6))
1: Apply DANCo [18] to X to estimated.
) ./std(X 1:d,: ).
, X l,: ] to find A l,l and ε
2 is initialized by normalizing the firstd coordinate using standard deviation. In each iteration, a coordinate is added, and an exhaustive search is performed to find the optimal normalization for the inspected coordinate. The exhaustive search results in two normalization factors A l,l and ε that are applied before the next iteration. In the lth iteration, this process is repeated by solving a two-dimensional exhaustive search on two views. The first view is the normalized result of the l − 1 iterationX
and the second view is the lth feature. The computational complexity of Algorithm 3.2 with k hypotheses of ε and A l,l is O (N 2 k 2 ), since in the computation of a single scaling hypothesis N 2 operations are needed. The performance of Algorithm 3.2 depends on the order of the D features. We further propose to reorder the features using a soft feature selection procedure. The studies in [27, 28, 29] suggest an unsupervised feature selection procedure based on PCA. The idea is to use the features which are most correlated with the top principle components. We propose an algorithm for reordering the features based on their correlation with the leading coordinates of the DM embedding. The algorithm is termed Correlation Based Feature Permutation (CBFP) and is describe in Algorithm 3.3. The algorithm uses the correlation between the D features andd embedding coordinates to evaluate the impotence of each feature. In section 4.1, we evaluate the performance of the proposed approach on artificial manifolds.
Optimal Scale for Classification
Classification algorithms use a metric space and an induced distance to compute the category of the unlabeled data points. As such, the specified space in which the classifier is applied affects the results. Dimensionality reduction is effective for capturing the essential intrinsic geometry of the data and neglecting the undesired information (such as noise). Dimensionality reduction could markedly improve classification results [8] . In this section, we demonstrate the influence of the scale parameter on the output of classification algorithms and propose three methods for choosing the scale parameter for a DM-based classification algorithm.
Given a training set T ⊂ R D×N with N C classes denoted by C 1 , C 2 , ..., C N C . Each class contains N P data points and the total data points is N = N P · N C . For simplicity, we use the same number of data points in each class. Relaxing this restriction does not change the results presented in this section. We use a scalar scaling factor . The analysis provided in this section could be expanded to a vector scaling in a straightforward way.
The Geometric Approach
We start by describing an approach based on [8] . The basic idea is to find the scale parameter such that the classes are dense and far apart from each other in the embedding space. This approach is implemented using the following steps:
1. Compute DM-based embeddings Ψ d (x n ), n = 1, ..., N (Eq. 2.5) for various values of .
2.
Denote by µ i the center of mass for class C i and µ a is the center of mass for all the data points. Both µ i and µ a are computed in the low dimension DM based embedding
3. For each class C i , compute the average square distance (in the embedding space) for the N P data points from the center of mass µ i such that
(3.14)
4. Compute the same measure for all data points such that
The idea is that ρ Ψ (Eq. 3.17) inherits the inner structure of the classes and neglects the mutual structure. However, this approach requires to compute an eigendecomposition for each value. In section 4.2, we describe experiments that empirically evaluate the influence of on the performance of classification algorithms.
The Spectral Approach
In this section, we analyze the relation between the spectral properties of the kernel and the extracted DM-based representation.
The Ideal Case: We start with following a simple case presented in [30] for spectral clustering. The training set T consists of N C classes C 1 ∪ C 2 ∪ ... ∪ C N C = T with N P data points within each class. These N C classes are assumed to be well separated in the ambient space. This separation is formulated using the following definitions:
The Euclidean gap is defined by
This is the Euclidean distance between the two closest data points among all classes. 2. The maximal class width is defined by
This is the maximal Euclidean distance between data points from the same class.
We assume that D Class D Gap such that the classes are well separated. Therefore, the matrix K (Eq. 2.1) converges to the following block form
:
: 
The eigenvectors ψ i , i = 2, ..., N C have the same structure but cyclically shifted to the right by (i − 1) · N P bins.
Proof. Recall thatP =D
−1K (row stochastic). Due to the special block structure of K (Eq. (3.20)), each block P (i) , i = 1, ..., N P , is row stochastic. Thus,
ψ i is the all one's vector at the rows that correspond to P (i) (Eq. (3.20)) padded with zeros. ψ i is the right eigenvector (1 · ψ i =P · ψ i ), with the eigenvalue λ = 1. We now have an eigenvalue λ = 1 with multiplicity N P and piecewise constant eigenvectors denoted as ψ i , i = 1, ..., N P . Each data point x i ∈ C l , l = 1, ..., N C , corresponds to a row within the sub-matrix
T as the low dimensional representation of T then all the data points from within a class are mapped to a point in the embedded space. Proof. Based on the representation in Proposition 3.3.1 along with Eq. (3.18), we get
In a similar way, we get by Eq. (3.19)
Corollary 3.3.1 implies that we can compute an efficient representation for the N C classes. We denote this representation byΨ
The Perturbed Case: In real datasets, we cannot expect that D Class D Gap . The data points in real datasets are not completely disconnected, and we can assume they have a low connectivity. This connectivity implies that off-diagonal values of the matrix K (Eq. 2.2) are non-zeros. We analyze this more realistic scenario by assuming that the kernel matrix is a perturbed version of the "Ideal" block form ofK. Perturbation theory addresses the question of how a small change in a matrix relates to a change in its eigenvalues and eigenvectors. In the perturbed case, the off diagonal terms are non-zero and the matrix K (Eq. 2.2) has the following form
where W is assumed to be a symmetrical small perturbation of the form
The analysis of the "Ideal case" has provided an efficient representation for classification tasks as described in Proposition 3.3.1. We propose to choose the scale parameter such that the extracted representation based onK (Eq. (3.20) ) is similar to the extracted representation usingK (Eq. (3.21) ). For this purpose we use the following theorem.
Theorem 3.1. (Davis-Kahan) [31] GivenĀ and B hermitian matrices whereÃ = A + B is a perturbed version ofĀ. Set an interval S. Denote the eigenvalues within S by λ S (Ā) and λ S (Ã) with a corresponding set of eigenvectors V 1 andṼ 1 for A andÃ, respectively. Let
, where sin Θ(V 1 ,Ṽ 1 ) is a diagonal matrix with the canonical angles on the diagonal.
In other words, the theorem states that the eigenspace spanned by the perturbed kernelK is similar to the eigenspace spanned by the ideal kernelK. The distance between these eigenspaces is bounded by the ratio || W || F δ . Theorem 3.2 provides a measure which helps to minimize the distance between the ideal representationΨ N C (proposition 3.3.1) and the realistic (perturbed) representationΨ N C .
Theorem 3.2. The distance betweenΨ N C ∈ R N C andΨ N C ∈ R N C in the DM representations based on the matricesP andP , respectively, is bounded such that
where W is the perturbation matrix defined in Eq. (3.21) andD i,i = jK i,j ofD is a diagonal matrix whose elements are the sum of rows.
Proof. DefineĀ D −1/2KD−1/2 . Based on Eq. 3.21 and the fact that the sum of rows in the perturbation matrix W is zero, we get that
We are now ready to use Theorem 3.1. By setting S = [1, λ(Ã) N C ], the first N C eigenvectors ofĀ andÃ are denoted asV 1 andṼ 1 , respectively. Based on the analysis of the "ideal" matrixP , we know that its first N C eigenvalues are equal to 1 and it implies that λ i (Ā) = 1, i = 1, ..., N C . Due to the decaying property of the eigenvalues λ N C +1 (Ã) < 1 and so are λ i (Ā), λ i (Ã) ∈ S, i = 1, ..., N C . Using the definition of δ from Eq. (3.23), we conclude that δ = 1 −λ N P +1 . SettingĀ and B =D −1/2 WD −1/2 , the Davis-Kahan Theorem 3.1 states that the distance between the eigenspacesV 1 andṼ 1 is bounded such that
The eigen-decompositionĀ is written asĀ =VΣV T . Note thatP =D
which means that the eigen-decomposition ofP could be written asP =D
and the right eigenvectors ofP areΨ =D −1/2V . Using the same argument forÃ and choosing the eigenspaces set by the first N C eigenvectors, we get d(
Corollary 3.3.2. Given N C classes and under the perturbation assumption, the generalized eigengap is defined as Ge = |λ N C −λ N C +1 | = 1 −λ Np . The scale parameter , which maximizes Ge
is optimal for classification based on a diffusion representation with N C coordinates.
The Probabilistic Approach
We introduce here notation from graph theory to compute a measure of the class separation based on the stochastic matrix P (Eq. 2.2). Based on the values of the matrix P , we define for any two subsets A, B ⊂ T [32] is defined by the following measure
In clustering problems, a partition is searched such that the Ncut is minimized [33, 34] . We use this intuition for a more relaxed classification problem. We now define a generalized Ncut using the following matrix 29) and the generalized Ncut as GN cut(C 1 , ...,
The idea is to remove the probability of "staying" at a specific node from the within class transition probability. Let
We search for which maximizes ρ P such that
Proposition 3.3.2. By maximizing ρ P , the sum of within class transition probability is maximized.
Proof. By the enforced stochastic model, the transition probability between point x i and point x j is equal to p(x i , x j ) = P i,j , therefore
The last term represents the sum of within the class transition probability.
The heuristic approach presented in Eq. 3.31 provides yet another criterion for setting a scale parameter which captures the geometry of the given classes.
Experimental Results
Manifold Learning
In this section, we evaluate the performance of the proposed approach by embedding a low dimensional manifold which lies in a high dimensional space. The experiment is constructed by projecting a manifold into a high dimensional space, then concatenating it with Gaussian noise. Data generation is done according to the following steps:
• First, a 3-dimensional Swiss Roll is constructed based on the following function • We project the Swiss roll Y into a high-dimensional space by multiplying the data by a random matrix
The elements of N T are drawn from a Gaussian distribution with zero mean and variance of σ
• Finally, we concatenate the projected Swiss Roll with Gaussian noise as follows To evaluate the proposed framework, we apply Algorithm 3.1 followed by Algorithm 3.2 and extract a low dimensional embedding. [11] . Mid left: the MaxMin scaling, the value MaxMin is defined by Eq. (3.1). Mid right: K-NN based scaling [12] . Bottom left: the proposed scalingˆ ,Â which is described in Alg. (3.2) . Bottom right: scaling based on 0 as described in Algorithm (3.1) and [11] applied to the clean Swiss roll Y that is defined by Eq. (4.1).
A high dimensional dataset X is generated from various values of σ N ,σ N T , D 1 and D 2 . DM is applied to X using:
• The standard deviation normalization as defined in Eq. (3.5).
• The 0 scale, which is described in 3.1 and in [11] .
• The MaxMin scale parameter, which is defined in Eq. 3.1 and in [24] .
• The K-NN based scaling [12] .
• The proposed scale parameters A, , which are presented in Algorithm 3.2.
The extracted embedding is compared to the embedding extracted from the clean Swiss roll Y defined in Eq. (4.1). Each embedding is computed using an eigen-decomposition, therefore, the embedding's coordinates could be the same up to scaling and rotation. To overcome this problem, we search for an optimal translation and rotation matrix of the following form
where R is the rotation matrix and T is the translation matrix, which minimizes the following error term
This is the sum of square distances between values of the clean mapping Ψ (Y ) and the "aligned" mappingΨ (X). We repeat the experiment 40 times and compute the Mean Square error in the embedding space defined as
An example of the extracted embedding based on all the different methods is presented in Fig. 4 .2. The MSE is presented in Fig. 4 .3. It is evident that Algorithm 3.2 is able to extract a more precise embedding than the alternative normalizations. The strength of Algorithm 3.2 is that it emphasizes the coordinates which are essential for the embedding and neglects the coordinates which were contaminated by noise.
Classification
In this section, we provide empirical support for the theoretical analysis from Section (3.3). We evaluate the influence of on the classification results using four datasets: a mixture of Gaussians, artificial classes lying on a manifold, handwritten digits and seismic recordings. We focus on evaluating how the proposed measures ρ P , ρ Ψ , Ge (Eqs. 3.31, 3.17, 3.26, respectively) are correlated with the quality of the classification.
Classification of a Gaussian Mixture
We first generate two classes using a Gaussian mixture. The following steps describe the generation of the data:
1. Two vectors µ 1 and µ 2 ∈ R 6 were drawn from a Gaussian distribution N (0, σ M · I 6×6 ). These vectors are the center of masses for the generated classes C 1 and C 2 . 2. 100 data points were drawn for each class C 1 and C 2 with a Gaussian distribution N (µ 1 , σ V · I 6×6 ) and N (µ 2 , σ V · I 6×6 ), respectively. Denote these 200 data points as by
An example of 3-dimensions from this type of dataset is presented in Fig. 4.4 . DM is applied to a six dimensional training set T and a 2-dimensional representation Ψ 2 (T ) is extracted. As presented in Fig. 4 .4 (right), the 2-dimensional embedding encapsulates the structure of the classes, whereas Fig. 4 .4 (left) presents three coordinates from the original ambient space. The first experiment is dedicated to the ideal case (Section 3.3). Therefore, we set σ v < σ M such that the class variance is smaller than the variance of the center of mass. Then, we apply DM using a scale parameter such that ∼ σ In Fig 4.5 (left) , we present the first extracted diffusion coordinate using various values of . It is evident that the classes separation is highly influenced by . A comparison between ρ P ,ρ Ψ and Ge is presented in Fig. 4.5 (right) . This comparison provides evidence of the high correlation between ρ P (Eq. 3.31), ρ Ψ (Eq. 3.17) and the generalized eigengap (Eq. 3.26). Classes based on an artificial physical process For the non-ideal case, we generate classes using a non-linear function. This non-linear function is assumed to model an unknown underlying nonlinear physical process. The following describes how these classes are generated:
1. Set the number of classes N C and a gap parameter G. Each class C l , l = 1, ..., N C , consists of N P = 100 data points drawn from a uniformly dense distribution within the line
as the unity of all 1-dimensional points from all classes C l , l = 1, ..., N C . 3. Project r i into the ambient space using the following spiral-like function 6) where Fig. (4.6) .
To evaluate the advantage of the proposed scale parameters Ψ and P (Eqs. 3.17 and 3.31, respectively) that are applied to classification tasks, we calculate the ratios ρ P and ρ Ψ for various values of , and then we compute the classification results performed in the lowdimensional embedding. Examples of embeddings which are extracted from the spirals in 
Classification of Handwritten Digits
In the following experiment, we use the dataset from the UCI machine learning repository [35] . The dataset consists of 2000 data points describing 200 data points of each digit from 0 to 9 extracted from a collection of dutch utility maps. The dataset consists of multiple features of different dimensions. We use the Zerkine moment (ZER), morphological (MOR), profile correlations (FAC) and the Karhunen-love coefficients (KAR) as our features space denoted by X 1 , X 2 ,X 3 , X 4 , respectively. We compute the proposed ratios ρ P and ρ Ψ for various values of , and estimate the optimal scale based on Eqs. 3.17, 3.31. We evaluate the extracted embedding by performing 20-fold cross validation (5% left out as a test set). The classification is done by applying KNearest Neighbors in the d-dimensional embedding. In Fig. 4.9 , we present the classification results and the proposed optimal scales for classification. The proposed scale intersects with the scale that provides maximal classification rate. 
Classification of seismic events
Discrimination between earthquakes and explosions is a critical component in nuclear test monitoring and it is also critical for creating reliable earthquake catalogs. Recently, the problem has been approached using machine learning frameworks such in [36, 37, 38, 39] . The DM framework is utilized in [40] to extract a low dimensional representation for the seismic events.
In the following experiment, we use a dataset with 46 earthquakes and 62 explosions that were recorded in Israel. The collected waveforms occurred in the Dead Sea area between the years 2004-2015. The waveforms were manually annotated by a specialist from the Geophysical Institute of Israel (GII). The feature extracted from each waveform is a Sonogram [41] with some modifications. The Sonogram is basically a time-frequency representation equally tempered on a logarithmic scale. The feature extraction process is detailed in [40] .
Both the raw data and the extracted features of an explosion and an earthquake are presented in Fig. 4 .10. A low dimensional mapping is extracted by using DM with various values of . A binary classification is performed using K-NN (K = 5) in a leave-one-out fashion. The accuracy of the classification for each value of is presented in Fig. 4 .11. The estimated values of Ge , ρ P and ρ P si were annotated. It is evident that for classification the estimated values are indeed close to the optimal values. The values do not intersect with the optimal value. However, they all achieve high classification accuracy. 
Conclusions
In this paper, we presented two new frameworks for setting the scale parameter for kernel based dimensionality reduction. The first approach is useful when the high dimensional data points lie on some lower dimensional manifold. Theoretical justification and simulations on artificial data demonstrate the strength over alternative schemes. The second approach is quiet intuitive and easy to implement could improve the classification results for application that uses kernel based dimensionality reduction. We aim to generalize the suggested approach in this paper to a multi-view scenario as was studied by [42, 43, 44] .
