Abstract: This article presents dedicated hardware arithmetic operators for function evaluation. The proposed solution uses polynomial approximations with sparse coefficients which leads to efficient hardware implementations. Up to 2× faster and 8× smaller operators are reported compared to standard implementations.
to Remez have a major drawback: in most cases, their coefficients are not exactly representable using a finite number of bits. In [6] , the authors propose an efficient method for computing a polynomial which minimizes the distance ||p − f || ∞, [a,b] among the polynomials p ∈ R d [X] that fulfill some given constraints on the format of the coefficients. The result polynomials q are of the form:
The degree d and the integer sequence m 0 , . . . , m d are input parameters of the method. The coefficients are such that q i ∈ Z. The method presented in [6] provides result polynomials q such that ||q − f || ∞, [a,b] is minimal among the polynomials that fulfill the constraints. Those polynomials can be represented as the integer points of a polytope (cf. [6] ) and efficient scanning of all the polytope points is performed using linear programming tools.
Here, we look for polynomials with sparse coefficients, i.e. there are several bits predefined to 0 as illustrated in Polynomials with sparse coefficients are interesting for circuit implementation as soon as the number of nonzero bits is much smaller than the total format width.
This corresponds to:
Finding Sparse-Coefficient Polynomials: In [5] , we proposed two methods to find such sparse-coefficient polynomials. The first method is a very simple filter applied to results from [6] . For each candidate polynomial, the filter verifies that all its coefficients can be represented using the target sparse format. This solution is limited to degree-2 polynomials in practice (huge memory requirements and computation times).
The The obtained operators are compared to the reference implementation with 24-bit full-width standard multiplication. Figure 2 summarizes the results while Table 1 presents the decompositions for which we get an absolute accuracy larger than 18.5 bits. The column named "acc." is the accuracy expressed in number of correct bits.
The last line of this table presents the result for the reference solution. Table 1 
