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1. Introduction and the statement of results
The Bochner–Riesz operator T  on Rn, n2, of order  is a multiplier operator
deﬁned by
T̂ f () = (1− ||
2)+
(+ 1) f̂ (),  ∈ R
n,
where ̂ denotes the Fourier transform,  is the gamma function and r+ = r if
r0 and r+ = 0 if r < 0. When  − 1, this deﬁnition makes sense by analytic
continuation.
In this note we study the problem of Lp-Lq boundedness of T −,  > 0, which
already has been studied by some authors ([1–3,5,8,14]). To describe the results we
introduce some notations. For 0 <  < (n+1)/2, deﬁne vertices in square [0, 1]×[0, 1]
by
A(n) =
(
n− 1
2n
+ 
n
, 0
)
, B(n) =
(
n− 1
2n
+ 
n
,
n− 1
2n
− (n− 1)
n2 + n
)
,
A′(n) =
(
1,
n+ 1
2n
− 
n
)
, B ′(n) =
(
n+ 1
2n
+ (n− 1)
n2 + n ,
n+ 1
2n
− 
n
)
.
And let (n) be the closed pentagon with vertices A(n), B(n), B ′(n), A′(n),
(1, 0) from which closed line segments [A, B], [A′, B ′] are removed (see Fig. 1).
Namely,
(n)=
{(
1
p
,
1
q
)
∈ [0, 1] × [0, 1] : 1
p
− 1
q
 2
n+ 1 ,
1
p
>
n− 1
2n
+ 
n
,
1
q
<
n+ 1
2n
− 
n
}
.
It is well known that being (1/p, 1/q) in  is the necessary condition for Lp-Lq
boundedness of T − (see [2,5]). In R2, Bak [1] showed that the converse is true for 0 <
3/2. In higher dimensions, n3, this was established only for 1/2 < (n+ 1)/2
(see [1,3,8]). In addition to strong (p, q) boundedness of T −, for (1/p, 1/q) on the
line segments (A, B], (A′, B ′] (0 <  < 3/2 if n = 2 and 1/2 <  < (n + 1)/2 if
n3), some weaker endpoint estimates are known (see [1,8]). In particular restricted
weak type endpoint estimates on B, B ′ were obtained by Gutierrez [8] for the same
range of . However, there is no sharp result for the Lp-Lq boundedness of T − for
0 <  < 1/2, n3. The aim of this note is to show the necessary condition is also
sufﬁcient for n2−n−22(n2+n−2) <  < 1/2.
More generally, we consider the Bochner–Riesz operator of negative index associated
with smooth hypersurface (′,(′)), ′ ∈ Rn−1, where  is a smooth function on
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Fig. 1. The Lp-Lq boundedness for S−, T− in Rn, n3.
[−1, 1]n−1. We deﬁne a multiplier operator S in Rn, n2, of order  by
Ŝf () = (n − (
′))+
(+ 1) 0()f̂ (),  = (
′, n) ∈ Rn−1 × R, (1.1)
where 0 is a smooth function supported in a small neighborhood of the origin in Rn.
Also this can be analytically continued to  − 1. In case of Bochner–Riesz operator
 is given by (′) = 1 −
√
1− |′|2 after translation in Fourier transform side and
discarding some harmless smooth factor of the multiplier.
Following Tao et al. [20], we impose an elliptic condition on . Let Q = [−1, 1]n−1
⊂ Rn−1.
•  : Q → R is a smooth function with (0) = 0,∇(0) = 0 and ‖‖∞C for
all 0 ||N , where N is a large constant.
• For all x ∈ Q, the eigenvalues of the Hessian 2′(x) all lie in [1 − 0, 1 + 0],
where 0 > 0 is a small constant.
We say  is of elliptic type if it satisﬁes both of the above conditions. An obvious
example is given by the quadratic function (′) = 12 |′|2. By afﬁne transform and
re-scaling, any convex surface with nonvanishing curvature can be decomposed into a
ﬁnite union of the graphs of function of elliptic type. In particular, discarding some
harmless smooth portion of the multiplier, T  can be written as a ﬁnite sum of operators
of the form S with an elliptic . So the results for S− imply the corresponding results
for T −. The following is our main result.
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Theorem 1.1. Let S− be deﬁned by (1.1), n3. Suppose  is of elliptic type. Then,
the following holds whenever n2−n−22(n2+n−2) <  < (n+ 1)/2.
(a) If (1/p, 1/q) ∈ (n), ‖S−f ‖Lq C‖f ‖Lp .
(b) If (1/p, 1/q) ∈ (B ′(n), A′(n)), then S− is of weak type (p, q).
(c) If (1/p, 1/q) = B(n), or B ′(n), then S− is of restricted weak type (p, q).
In the previous works [1,2,5,14], the known oscillatory integral estimates [10, Theo-
rem 1.4; 16, p. 380] played crucial roles in their arguments. Unlike those works, for the
proof of Theorem 1.1 we consider a multiplier operator T of which Fourier multiplier
is essentially supported in a -neighborhood of the surface (′,(′)). For 	 ∈ S, let
us deﬁne an operator T by
T̂f () = (′)	
(
n − (′)

)
f̂ (), (1.2)
where  is a smooth function supported in a small neighborhood of the origin in Rn−1.
In view of Bochner–Riesz conjecture and its counterpart of negative index it is natural
to expect that for p, q satisfying 2n
n−1 < q
2n+2
n−1 and
n+1
q
= (n− 1)(1− 1
p
),
‖Tf ‖qC−
n−1
2 + np ‖f ‖p. (1.3)
Using a smooth bump function of which Fourier transform is supported in a rectangle of
size (1/2)n−1× contained in -neighborhood of the surface (′,(′)), the sharpness
of the bound C−
n−1
2 + np along n+1
q
= (n−1)(1− 1
p
) can be seen easily. For q = 2n+2
n−1 ,
(1.3) can be shown using L 2n+2n+3 -L2 restriction theorem for surfaces with nonvanishing
Gaussian curvature (see [16, pp. 386–387]).
Recently, Lee [13] showed that ‖T‖p→qC−−
n−1
2 + np for  > 0, 2n+4
n
< q 2n+2
n−1
and n+1
q
= (n − 1)(1 − 1
p
) using the bilinear restriction estimate for elliptic surfaces
due to Tao [17]. This was used to show that S of positive order is bounded on Lp
provided  > max(n|1/p−1/2|−1/2, 0) and p > 2n+4
n
or p < 2n+4
n+4 . Combining these
estimates for T and dyadic decomposition away from the surface (′,(′)) can give
Lp-Lq bounds of S− only for (1/p, 1/q) in the interior of , n
2−n−2
2(n2+n−2) <  <
1
2
because there is − loss in its bounds.
In order to obtain the complete Lp-Lq boundedness for S− the -loss in bounds
should be removed. We achieve this by decomposing S− into a dyadic sum of better
behaving T of which kernel has good localization property. In fact, we impose an
additional condition on 	, that is, 	̂ is supported in {
 ∈ R : |
| ∼ 1}. It turns out
that this makes the kernel of T be localized appropriately on the ball B(0, C−1).
Exploiting this and adapting some argument in [13], we obtain the optimal Lp-Lq
bounds (1.3) for T in terms of  for 2n+4n < q < 2n+2n−1 .
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For A,B > 0 by A ∼ B we mean A/2B2A. Throughout this paper, C is a
positive constant which may vary line to line. In addition to the symbol ,̂ we use F(·),
F−1(·) to denote the Fourier transform, the inverse Fourier transform, respectively.
2. Proof of Theorem 1.1
First we decompose S−. Let us denote by D the distribution analytically continued
from the equation
〈D, f 〉 =
∫
(n − (′))+
(+ 1) (
′)f () d,  > −1,
where  is a smooth function supported in a small neighborhood of the origin in Rn−1.
Lemma 2.1. For  > 0, there is a smooth function 	 satisfying supp 	̂ ⊂ {t : |t | ∼
1} such for all f ∈ S,
〈D−, f 〉 =
∑
j
2j
∫
	(2j (n − (′)))(′)f () d. (2.1)
Proof. We use the following fact from [9, p. 172]. If  > 0,
F
[
(n)
−+
(−+ 1)
]
(t) = i(2)−1(e−i/2t−1− − ei/2t−1+ ).
Let g ∈ C∞0 ((−2,−1/2) ∪ (1/2, 2)) satisfying
∑
g(2−j ·) = 1 and set
	̂(t) = i(2)−1g(t)(e−i/2t−1− − ei/2t−1+ ).
By translation n → n + (′), 〈D−, f 〉 can be written as∫ ∫
(n)
−+
(−+ 1)(
′)f (′, n + (′)) dn d′.
Here, we consider the inner integral as distribution on the function f (′, · + (′)).
Applying Parseval’s formula to the inner integral (in n), and then using dominated
convergence theorem (note F[(n)−+ /(−+ 1)](t) is locally integrable), we get
〈D−, f 〉=
∑
j
∫ ∫
e−2it(
′
)g(2−j t)F
[
(n)
−+
(−+ 1)
]
(t)
×(′)F−1n (f )(
′, t) dt d′,
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where F−1n (f )(
′, ·) is the inverse Fourier transform of f (′, ·) in n. Note that
g(2−j t)F[(n)−+ /(−+ 1)](t) = 2j2−j 	̂(2−j t). Then by Parseval’s formula we
get (2.1). 
Let us choose a smooth function  supported in a small neighborhood of the origin
in Rn−1 so that 0() = (′)0(). Using Lemma 2.1, we write
S−f =
∑
j
Kj ∗ f, (2.2)
where
K̂j = 2j	(2j (n − (′)))0().
Lemma 2.2. For 0 < 1, set
K(x) =
∫
e2ix·	
(
n − (′)

)
(′) d,
where  is a smooth function supported in a small neighborhood of the origin in Rn−1.
Suppose 	̂ is supported in {t : |t | ∼ 1} and  is of elliptic type. Then K is supported
in {(x′, xn) : |xn| ∼ −1} and
|K(x)|C
n+1
2 if |x′|c|xn| and (2.3)
f or any M, |K(x)|CM(1+ |x|)−M if |x′|c|xn|. (2.4)
The constants C, c can be taken uniformly under smooth perturbation of  and .
Remark 2.3. From this one can easily see the kernel K− of S− is in L∞ if 0 <
 n+12 . Indeed, since 0 is compactly supported, by the rapid decay of 	 it is easy
to see that if 2j1, for any 1p∞,
‖Kj‖pC2j . (2.5)
From Lemma 2.2 we also have ‖Kj‖∞C2(− n+12 )j if 2j1. Summation in j shows
K− ∈ L∞ if 0 <  < n+12 . Using the disjointness of the supports of K2−j , we see
|∑j1 2j n+12 K2−j | ∈ L∞ because |2j n+12 K2−j |C for j1 from Lemma 2.2. This
and (2.5) show K− n+12 ∈ L∞ since ∑j1Kj = F−1(0) ∗ (∑j1 2jK2−j ).
Proof. Changing variables n → n + (′) and integrating in n, we have
K(x) = 	̂(xn)
∫
e2i(x
′·′+xn(′))(′) d′.
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Since 	̂ is supported in {t : |t | ∼ 1}, K is obviously supported in {(x′, xn) : |xn| ∼
−1}. Inequalities (2.3), (2.4) are easy to see from well-known oscillatory integral
estimates given by stationary and nonstationary phase method. Indeed, set
(x, ′) = x′ · ′ + xn(′).
Since ∇′(0) = 0 and  is supported in a small neighborhood of the origin, |∇′
(x, ′)|c1|x| if |x′|c|xn| for some c, c1 > 0. From routine integration by parts (2.4)
follows. Since  is of elliptic type, (x, ′) has nondegenerate critical point on the sup-
port of . By the well-known stationary phase method we see | ∫ e2i(x′·′+xn(′))(′)
d′|C|x|−(n−1)/2 if |x′|c|xn|. Since K is supported in {(x′, xn) : |xn| ∼ −1} we
get (2.3). Obviously, the constants C, c can be taken uniformly under small smooth
perturbation of ,  because all the estimates result from ﬁnite number of differentia-
tions. For more details and related materials, we refer the readers to [16, pp. 347–351].

Since 0 is a compactly supported smooth function, from Lemma 2.2 we see that
‖Kj‖∞C2j (−(n+1)/2) and ‖Kj‖1C2j (+(n−1)/2) for j0. Hence, if j0
‖Kj ∗ f ‖∞C2j (−(n+1)/2)‖f ‖1, (2.6)
‖Kj ∗ f ‖∞C2j (+(n−1)/2)‖f ‖∞. (2.7)
The following is our main estimate which we show in the next section.
Proposition 2.4. Let 0 <  1 and T be deﬁned by (1.2). Suppose 	̂ is supported in
{t ∈ R : |t | ∼ 1} and  is of elliptic type. Then, for p, q satisfying 2n+4
n
< q < 2n+2
n−1
and n+1
q
= (n− 1)(1− 1
p
),
‖Tf ‖qC−
n−1
2 + np ‖f ‖p. (2.8)
Since 	̂ is supported {|t | ∼ 1}, using Proposition 2.4, we see that if j0, for p, q
satisfying 2n+4
n
< q < 2n+2
n−1 and
n+1
q
= (n− 1)(1− 1
p
),
‖Kj ∗ f ‖qC2j (+(n−1)/2−n/p)‖f ‖p. (2.9)
Interpolating all these estimates (2.6), (2.7) and (2.9) gives that for p, q satisfying
1
p
+ n+1
q(n−1)1 and 1p <
2(n2+n−2)
n2+n−4 (equivalently 2n+4n < q∞),
‖Kj ∗ f ‖qC2j (+(n−1)/2−n/p)‖f ‖p. (2.10)
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In fact, when 2j1, by (2.5) the bound is actually smaller than that of the above
because (n− 1)/2− n/p < 0. So (2.10) holds for any j.
Once this is established, the remaining follows the similar lines of argument as in
[1,8]. But the arguments in those work can be simpliﬁed by using the following lemma
to be used several times throughout this paper. We borrow from [11] the following,
which is a multilinear extension of a result implicit in [4] (also see [6]). For a simple
proof, we refer the readers to [11]. Let Lp,r denote Lorentz space equipped with norm
‖ · ‖p,r .
Lemma 2.5 (Interpolation lemma). Let ε1, ε2 > 0. Suppose that Tj be l-linear opera-
tors satisfying that for 1pi1, pi2, <∞ (here the superscript i is not an exponent, but
an index), i = 1, . . . , l and 1q1, q2 <∞, ‖Tj (f 1, . . . , f l)‖q1M12ε1j
∏l
i=1 ‖f i‖pi1
and ‖Tj (f 1, . . . , f l)‖q2M22−ε2j
∏l
i=1 ‖f i‖pi2 . Then T =
∑
Tj satisﬁes
‖T (f 1, . . . , f l)‖q,∞CM1M1−2
l∏
i=1
‖f i‖pi,1, (2.11)
where  = ε2/(ε1 + ε2), 1/q = /q1 + (1 − )/q2, 1/pi = /pi1 + (1 − )/pi2, for
i = 1, . . . , l. Furthermore, if q1 = q2 = q, then
‖T (f 1, . . . , f l)‖qCM1M1−2
l∏
i=1
‖f i‖pi,1. (2.12)
And if pi1 = pi2 for i = 1, . . . , l, then ‖T (f 1, . . . , f l)‖q,∞CM1M1−2
∏l
i=1 ‖f i‖pi .
Now we give the proof of Theorem 1.1 using estimate (2.10). Fix n2−n−22(n2+n−2) <
 < (n+ 1)/2. The statement (a) follows from the endpoint estimates (b) and (c) via
interpolation and duality because S− is bounded from L1 to L∞ (see Remark 2.3).
First we show (c). By duality it is sufﬁcient to show restricted weak type estimate
holds at B. Choose (p1, q1), (p2, q2) satisfying 1pi + n+1qi (n−1) = 1 for i = 1, 2, and
1 > 1/p2 > n−12n + n > 1/p1 > n
2+n−4
2(n2+n−2) . Then by (2.10) we have for i = 1, 2,
‖Kj ∗ f ‖qiC2j (+(n−1)/2−n/pi)‖f ‖pi .
Observe that  + (n − 1)/2 − n/p1 > 0 >  + (n − 1)/2 − n/p2 and apply (2.11) in
Lemma 2.5 (with l = 1 and ε1 = + (n− 1)/2− n/p1, ε2 = −− (n− 1)/2+ n/p2)
to get the restricted weak type estimate for S−f =∑j Kj ∗ f at B.
By duality, for the proof of (b), it is sufﬁcient to show
‖S−f ‖sC‖f ‖r,1 if (1/r, 1/s) ∈ (B, A).
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Since (1/r, 1/s) ∈ (B, A), one can choose p1, p2 satisfying n2+n−42(n2+n−2) < 1/p1 <
1/r = n−12n + n < 1/p21 − n+1s(n−1) . Then trivially 1pi + n+1s(n−1)1, so we have the
estimates ‖Kj ∗ f ‖sC2j (+(n−1)/2−n/pi)‖f ‖pi for i = 1, 2. Noting that  + (n −
1)/2− n/p1 > 0 > + (n− 1)/2− n/p2, as before we use (2.12) in Lemma 2.5 with
l = 1 to get ‖S−f ‖sC‖f ‖r,1. This completes the proof of (b).
3. Estimates for T; proof of Proposition 2.4
For the proof of Proposition 2.4, we follow the similar lines of argument in [13]. We
ﬁrst obtain some bilinear estimates for T and then using a decomposition technique
introduced in [20] and technical Lemma 2.5, we get linear estimates for T. This kind
of method to obtain sharp bounds for T in terms of  from bilinear estimates was
already used in [11,13].
3.1. Bilinear estimates for T
We say a surface is elliptic if it is the graph of an elliptic function. To get (2.8) in the
range 2n+2
n−1 > q >
2n+4
n
, we use the bilinear restriction estimates for elliptic surfaces
due to Tao [17]. For the convenience of readers we give a statement. The following is
the bilinear (adjoint) restriction estimates for elliptic surfaces ([17, Section 9]):
Theorem 3.1. Let () = { : n = (′), ′ ∈ Q} and let 1, 2 be subsets of ().
Suppose  is of elliptic type. Then if dist(1,2) ∼ 1, then for p > n+2n , n3,∥∥∥f̂ d1ĝd2∥∥∥
Lp(Rn)
C‖f ‖L2(1,d1)‖g‖L2(2,d2), (3.1)
where d1, d2 are the surface measures on 1, 2, respectively, and the constant C
is stable under small smooth perturbation of .
Using Theorem 3.1, we obtain bilinear type estimates for T. For 0 <   1 and
	 ∈ S, deﬁne multiplier operators Ti for i = 1, 2 by
T̂if () = i (′)	
(
n − (′)

)
f̂ (),
where 1, 2 are smooth functions supported on Q.
Lemma 3.2. Let 0 <   1 and 	 ∈ S(R). If dist(supp 1, supp 2) ∼ 1, then for
n+2
n
< p2,
‖T1f T2g‖pC‖f ‖2‖g‖2, (3.2)
where the constant C is stable under small (smooth) perturbation .
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Proof. For i = 1, 2, let us set
ti = { : n = (′)+ t, ′ ∈ supp i}
and denote by dti the surface measure of 
t
i , i = 1, 2. Since dist(supp 1, supp 2) ∼ 1,
Theorem 3.1 implies that for n+2
n
< p,
∣∣∣∣∣∣F̂ dt1Ĝds2∣∣∣∣∣∣
p
C‖F‖L2(t1)‖G‖L2(s2) (3.3)
for all s, t with C independent of s, t . It is easy to see because F̂ dt1 = e−2itxnF(F
(·, · + t) d01). Obviously the constant C in (3.3) is stable under small (smooth) pertur-
bation  since so is the bilinear restriction estimate.
Set f˜ = 1(′)f̂ , g˜ = 2(′)ĝ and also let f˜t = f˜ |t1 , g˜t = g˜|t2 . Since f˜ , g˜ are
supported in
⋃
t 
t
1,
⋃
t 
t
2, respectively, it follows that
‖T1f T2g‖pp =
∫
|
∫ ∫
	(t/)	(s/)̂˜ftdt1
̂˜gsds2 dt ds|p dx.
Using Hölder’s inequality and (3.3), we see
‖T1f T2g‖ppC2p−2
∫ ∫ ∫
|̂˜ftdt1̂˜gsds2|p dx|	(t/)	(s/)|dt ds
C2p−2
∫ ∫
‖f˜t‖pL2(t1)‖g˜s‖
p
L2(t2)
|	(t/)	(s/)|dt ds.
Since p2, by Hölder’s inequality one can see the last is bounded above by Cp‖f˜ ‖p2‖g˜‖p2 . Finally, we get (3.2) using Plancherel’s theorem. 
Lemma 2.2 shows that the kernels Ki of the operators Ti are essentially supported
in the ball B(0, −1). Here, B(a, r) ⊂ Rn is the ball centered at a with radius r. Using
this, we show that the L2-norm in the right-hand side of (3.2) can be replaced by
Lr -norm (2rp) with optimal bounds in . The following is a bilinear version of
Feffermann and Stein argument ([7,16, pp. 422–423]) which makes use of the famous
L
2n+2
n+3
-L2 restriction theorem for sphere.
Lemma 3.3. Let 0 <   1. Suppose 	̂ is supported on the set {
 ∈ R : |
| ∼ 1}.
Then if dist(supp 1, supp 2) ∼ 1, for p, q satisfying 2n+4n < q4 and 2pq,
‖T1f T2g‖q/2C1−n+
2n
p ‖f ‖p‖g‖p,
where the constant C is stable under small (smooth) perturbation of .
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Proof. Fix  > 0 and let {Qj } be essentially disjoint −1-cubes such that ⋃Qj =
Rn. Set fj = Qj f and
f˜l =
∑
Qj∩2Ql =∅
fj ,
where 2Ql is the cube with the same center as Ql and side length 2−1. Since
supp 	̂ ⊂ {
 ∈ R : |
| ∼ 1}, from Lemma 2.2 we see that if x /∈ B(0, C−1), then
|Ki(x)|CM(1+ |x|)−M for any M. So it follows that if x ∈ Ql ,
|Ki ∗ (f − f˜l)(x)|E ∗ |f |(x),
where E satisﬁes E(x)CM(1+ |x|)−M for any M. We write
(K1 ∗ f )(K2 ∗ g)=(K1 ∗ f˜l)(K2 ∗ g˜l)+ (K1 ∗ (f − f˜l))(K2 ∗ g˜l)
+(K1 ∗ f˜l)(K2 ∗ (g − g˜l))
+(K1 ∗ (f − f˜l))(K2 ∗ (g − g˜l)).
Then if x ∈ Ql ,
|(K1 ∗ f )(K2 ∗ g)| |(K1 ∗ f˜l)(K2 ∗ g˜l)| + (E ∗ |f |)|K2 ∗ g˜l |
+|K1 ∗ f˜l |(E ∗ |g|)+ (E ∗ |f |)(E ∗ |g|).
Note that ‖E ∗ |f |‖pCM‖f ‖p for any large M and ‖Ki ∗ f ‖pC−(n−1)/2‖f ‖p
for 1p∞ because ‖Ki‖1C− n−12 (see Lemma 2.2). Therefore, if pq,
‖T1f T2g‖q/2q/2C
∑
l
∫
Ql
|(K1 ∗ f˜l)(K2 ∗ g˜l)|q/2 dx + CM‖f ‖q/2p ‖g‖q/2p
for any M. From Lemma 3.2 we see that for 2n+4
n
< q4,∫
Ql
|(K1 ∗ f˜l)(K2 ∗ g˜l)|q/2 dxCq/2‖f˜l‖q/22 ‖g˜l‖q/22 .
Since f˜l is supported in the set of measure C−n, by Hölder’s inequality ‖f˜l‖2‖g˜l‖2
C(−n+
2n
p
)‖f˜l‖p‖g˜l‖p. So we have
‖T1f T2g‖q/2C(1−n+
2n
p
)
(∑
l
‖f˜l‖qp
)1/q (∑
l
‖g˜l‖qp
)1/q
+ CM‖f ‖p‖g‖p.
This completes the proof because (
∑
l ‖f˜l‖qp)1/qC‖f ‖p if pq. 
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3.2. Proof of Proposition 2.4
We use a decomposition technique introduced in [20], which is useful in exploiting
bilinear estimate. For each j1 we dyadically decompose Q ⊂ Rn−1 into ∼ 2(n−1)j
dyadic cubes Qjk of side length 2−(j+1). We say Q
j
k ∼ Qjk′ to mean that Qjk , Qjk′
are not adjacent but have adjacent parent cubes of diameter 2−j . So if Qjk ∼ Qjk′ ,
dist(Qjk,Q
j
k′) ∼ 2−j . By a Whitney decomposition of Q×Q away from the diagonal
D of Q×Q (e.g. [15, p. 16]), ignoring some harmless measure zero set, we have
Q×Q\D =
⋃
j1
⋃
Q
j
k∼Qjk′
Q
j
k ×Qjk′ . (3.4)
Let f jk be deﬁned by
f̂
j
k () = Qjk (
′)f̂ (). (3.5)
Since
∑
j1
∑
Q
j
k∼Qjk′

Q
j
k

Q
j
k′
= 1 almost everywhere in Q×Q from (3.4) and 0 is
supported in a small neighborhood of the origin, we see
Tf (x) · Tf (x) =
∑
j1
∑
Q
j
k∼Qjk′
Tf
j
k (x) · Tf jk′(x). (3.6)
Fixing j, we deﬁne a bilinear operator by
Bj (f, g)(x) =
∑
Q
j
k∼Qjk′
Tf
j
k (x) · Tgjk′(x).
Then, from (3.6) it is easy to see that
(Tf (x))
2 =
∑
j1
Bj (f, f ). (3.7)
Lemma 3.4. If 22j < 1, then for p, q satisfying 2n+4
n
< q4, 2p < q, there is a
constant C, independent of j, , such that
‖Bj (f, g)‖q/2C22j (
n+1
q
−(n−1)(1− 1
p
))1−n+
2n
p ‖f ‖p‖g‖p (3.8)
and if 22j1, then there is a constant C, independent of j, , such that for p, q
satisfying 2n
n−1q4, 2p < q and
n+1
q
= (n− 1)(1− 1
p
),
‖Bj (f, g)‖q/2C2−j
4n(n−1)
n+1
(
1
p
− n−12n
)

4n
n+1 (
1
p
− n−12n )‖f ‖p‖g‖p. (3.9)
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Assuming this for a moment, we give the proof of Proposition 2.4 by summing up
estimates (3.8), (3.9). Applying (2.11) in Lemma 2.5 to (3.8) with l = 2, we can see
that if for p, q satisfying 2n+4
n
< q4, 2pq and n+1
q
= (n− 1)(1− 1
p
), then∣∣∣∣∣∣∑
2−2j 
Bj (f, g)
∣∣∣∣∣∣
q/2,∞
C1−n+
2n
p ‖f ‖p,1‖g‖p,1. (3.10)
Indeed, observe that in (3.8) the exponent on 2j is negative if n+1
q
< (n− 1)(1− 1
p
),
and positive if n+1
q
> (n − 1)(1 − 1
p
). Using (2.11) in Lemma 2.5, we see that the
restricted weak type estimates hold along the line n+1
q
= (n − 1)(1 − 1
p
). On the
other hand, from (3.9) we can see that for p, q satisfying 2n
n−1q4, 2p < q and
n+1
q
= (n− 1)(1− 1
p
),∣∣∣∣∣∣∑
2−2j<
Bj (f, g)
∣∣∣∣∣∣
q/2
C1−n+
2n
p ‖f ‖p‖g‖p (3.11)
because p < 2n
n−1 . From (3.10) and (3.11), using (3.7), it follows that for p, q satisfying
2n+4
n
< q < 2n+2
n−1 and
n+1
q
= (n− 1)(1− 1
p
),
‖(Tf )2‖q/2,∞C1−n+
2n
p ‖f ‖2p,1.
This gives restricted weak type estimates for T. Strong boundedness follows from real
interpolation among the resulting estimates. Now it remains to show (3.8) and (3.9).
Lemma 3.5. Suppose for some p, q satisfying 2p < q4, there is a constant B,
independent of j, , Qjk and Qjk′ , such that if Qjk ∼ Qjk′ ,
‖Tf jk · Tgjk′ ‖q/2B‖f jk ‖p‖gjk′ ‖p. (3.12)
Then there is a constant C such that
‖Bj (f, g)‖q/2CB‖f ‖p‖g‖p. (3.13)
Proof. For ﬁxed j, if Qjk ∼ Qjk′ , the Fourier support of (Tf jk ·Tgjk′) is contained in
the set {(′, n) : |′−cjk |23−j , |n|C} where cjk is the center of Qjk . So the Fourier
transforms of
{
Tf
j
k ·Tgjk′
}
Q
j
k∼Qjk′
are supported in boundedly (at most 8n) overlapping
rectangles. Using the above observation, Plancherel’s theorem and a standard argument
(cf. [20, Lemma 6.1]), we have for 1q/22,
‖Bj (f, g)‖q/2C
(∑
Q
j
k∼Qjk′
‖Tf jk · Tf jk′ ‖q/2q/2
)2/q
. (3.14)
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Now by assumption (3.12), we have
‖Bj (f, g)‖q/2CB
(∑
Q
j
k∼Qjk′
‖f jk ‖q/2p ‖gjk′ ‖q/2p
)2/q
.
Since the number of Qjk satisfying Q
j
k ∼ Qjk′ is at most 4n,
∑
Q
j
k∼Qjk′
‖f jk ‖q/2p ‖gjk′ ‖q/2p C
(∑
k
‖f jk ‖qp
) 1
2
(∑
k
‖gjk‖qp
) 1
2
.
We see that the right-hand side of the above is bounded by C‖f ‖qp‖g‖qp using the
following: If 2p < q <∞, then there is a constant C = C(p, q) such that
(∑
k
‖f jk ‖qp
)1/q
C‖f ‖p. (3.15)
Inequality (3.15) follows from the observations: (i) supj,k ‖f jk ‖pC‖f ‖p for any 1 <
p <∞ by the singular integral theory, especially Lp boundedness of Hilbert transform
([15, p. 100]), (ii)
(∑
k ‖f jk ‖22
)1/2
‖f ‖2 by Plancherel theorem, and (iii) interpolation
between the above estimates (i) and (ii). 
Lemma 3.5 reduces the matters to computing the individual ‖Tf jk · Tf jk′ ‖q/2 with
Q
j
k ∼ Qjk′ . For the proof of Lemma 3.4 it is sufﬁcient to show (3.16) and (3.17) below.
Now, we claim that if 22j < 1, then for p, q satisfying 2n+4
n
< q4, 2pq, there
is a constant C, independent of j, , Qjk and Qjk′ , such that
‖Tf jk · Tgjk′ ‖q/2C2
2j
(
n+1
q
−(n−1)(1− 1
p
)
)
1−n+
2n
p ‖f jk ‖p‖gjk′ ‖p (3.16)
and if 22j1, then there is a constant C, independent of j, , Qjk and Qjk′ , such that
for p, q satisfying 2n
n−1q and
n+1
q
= (n− 1)(1− 1
p
),
‖Tf jk · Tgjk′ ‖q/2C2
−j 4n(n−1)
n+1
(
1
p
− n−12n
)

4n
n+1
(
1
p
− n−12n
)
‖f jk ‖p‖gjk′ ‖p (3.17)
Proof of (3.16) and (3.17) is as follows. We ﬁrst show (3.16). Let a ∈ Rn−1 be the
center point of the smallest cube containing both Qjk and Q
j
k′ and let
(a, ′) = (′ + a)− (a)− ∇(a) · ′.
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By translation ′→′+a and the change of variables (′, n)→ (′, La()) = (′, n+
(a)+ ∇(a) · ′) in frequency space, Tf jk (x) is transformed to
e2ix·(a,(a))
∫
e2i·(x′+∇(a)xn,xn)	
(
n − (a, ′)

)
×(′ + a)f̂ jk (′ + a, La()) d
and Tg
j
k′ to
e2ix·(a,(a))
∫
e2i·(x′+∇(a)xn,xn)	
(
n − (a, ′)

)
(′ + a)
×ĝj
k′(
′ + a, La()) d.
Let us set
Ba(f, g)(x)=
∫
e2i·x	
(
n − (a, ′)

)
f̂ () d
×
∫
e2i·x	
(
n − (a, ′)

)
ĝ() d.
Since the cubes Qjk and Q
j
k′ are moved into Q(0, 2
1−j ) by translation ′→′ +a (here,
Q(x, r) ⊂ Rn−1 is the cube centered at x with side length r), making the change of
variables (x′, xn) → (x′ − ∇(a)xn, xn) in x-space, it is sufﬁcient for (3.16) to show
the following:
Let Q1, Q2 be cubes contained in Q(0, 21−j ) with diam(Q1), diam(Q2) ∼ 2−j . If
supp f̂ ⊂ Q1×R and supp ĝ ⊂ Q2×R and dist(Q1,Q2) ∼ 2−j , then for 2n+4n < q4,
2pq,
‖Ba(f, g)‖q/2C22
(
n+1
q
−(n−1)(1− 1
p
)
)
j
1−n+
2n
p ‖f ‖p‖g‖p (3.18)
with C, independent of a, j, Q1 and Q2.
We set fj (x) = f (2j x′, 22j xn) and gj (x) = g(2j x′, 22j xn). Note that f̂j , ĝj are
supported in the sets Q˜1 × R, Q˜2 × R, respectively, with dist(Q˜1, Q˜2) ∼ 1 and
diam(Q˜1), diam(Q˜2) ∼ 1 and Q˜1, Q˜2 ⊂ Q. Let 1, 2 be smooth functions sup-
ported in Q satisfying i = 1 on Q˜i , i = 1, 2 and dist(supp 1, supp 2) ∼ 1. Let us
deﬁne
B˜a,j (f, g)(x)=
∫
e2i·x	
(
n − j (a, ′)

)
1(
′)f̂ () d
×
∫
e2i·x	
(
n − j (a, ′)

)
2(
′)ĝ() d, (3.19)
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where
j (a, 
′) = 22j(a, 2−j′). (3.20)
Changing variables again by (′, n) → (2−j′, 2−2jn) for two factors of (3.19) in
frequency space, we see that
Ba(f, g)(x) = B˜(22j)a,j (fj , gj )(2−j x′, 2−2j xn). (3.21)
By Taylor expansion, we see (a, ′) = 12 〈′, 2′(a)′〉 + E(′, a) with |E(′, a)|
C|′|3 uniformly in a. From this one can easily see j (a, ′) = 12 〈′, 2′(a)′〉 +
O(2−j |′|3) and j (a, ·)→ 12 〈′, 2′(a)′〉 as j →∞. So, if 2−j and |a|  1, then
the surfaces given by n = j (a, ′) are not much different from the quadratic surfaces
given by n = 12 〈′, 2′(0)′〉. Precisely, for 2−j and |a|  1,
sup
′∈Q
|′(j (a, ′)−
1
2
〈′, 2′(0)′〉)| = O(a)+O(2−j ) (3.22)
for all 0 ||N with large N since  is of elliptic type.
We may assume 2−j , |a|  1 since f̂ is supported in a small neighborhood of the
origin (in fact, so is 0). From (3.22), we see that j (a, ·) is of elliptic type uniformly
in a, j . Therefore, recalling that 	̂ is supported in {|t | ∼ 1} and applying Lemma 3.3
to B˜a,j , we see there is a uniform C, independent of a, j , such that for 0 <   1
and p, q satisfying 2n+4
n
< q4, 2pq,
‖B˜a,j (f, g)‖q/2C1−n+
2n
p ‖f ‖p‖g‖p.
Applying this to (3.21) and re-scaling, we get (3.18). This proves (3.16).
Now we turn to the proof of (3.17). Let ˜ be a smooth function supported in 2Q
and ˜ = 1 on Q = [−1, 1]n−1. We set ˜
Q
j
k
= ˜
(
2j (′ − cjk )
)
where cjk is the center
of Qjk . Note that ˜Qjk
is supported in 2Qjk and ˜Qjk
= 1 on Qjk . We also set
k̂ = (′)˜
Q
j
k
(′)	
(
n − (′)

)
.
Changing variables (′, n) → (′ + cjk , n + ∇(cjk )′ + (cjk )) and then re-scaling
(′, n)→ (2−j′, 2−2jn) as before, one can see
k(x) = e2i(′·cjk+n(cjk ))k˜(2−j (x′ + ∇(cjk )xn), 2−2j xn),
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where
F(˜k)() = (2−j′ + cjk )˜(′)	
(
n − j (cjk , ′)
22j
)
.
Then routine integration by parts gives |˜k(x)|C22j(1 + |x′| + |22jxn|)−M since
22j1 and j (c
j
k , ·) are uniformly contained in C∞(Q) (see (3.22) and note that we
may assume |cjk |, 2−j  1 as before). From this it follows that for any M,
|k(x)|C2−(n−1)j (1+ 2−j |x′ + ∇(cjk )xn| + |xn|)−M.
Therefore, we see ‖k∗f ‖qC(2−j (n−1))1/p−1/q‖f ‖p for pq from Young’s convo-
lution inequality. Since Tf
j
k = k∗f jk , we get for pq
‖Tf jk ‖qC(2−j (n−1))1/p−1/q‖f jk ‖p.
Obviously, the same estimate also holds for Tg
j
k′ . From these and ‖Tf jk Tgjk′ ‖q/2
‖Tf jk ‖q‖Tgjk′ ‖q , (3.17) follows because if n+1q = (n− 1)(1− 1p ),
(
2−j (n−1)
)2/p−2/q = 2−j 4n(n−1)n+1 ( 1p− n−12n ) 4nn+1( 1p− n−12n ). (3.23)
Thus (3.17) is proved.
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