We discuss locally anisotropic periodic elastic materials in R n which are symmetric with respect to a hyperplane. The cell problem for finding the effective elastic parameters is considered. It is shown that the components of the displacement satisfy either Neumann or Dirichlet conditions on the sides of the cell of periodicity parallel with the symmetry plane. We also prove that the corresponding homogenized material is monocyclic with respect to this plane. The proof for the general case is based on variational and weak formulations of the elasticity problem. For the special case of plates with a square array of holes or perfectly-bonded inclusions we present an independent proof based on Kolosov-Muskhelishvili analytic potentials. In computational practice the derived boundary conditions permit us to easily incorporate the periodic boundaryvalue problem into standard numerical schemes.
Introduction
In order to find the effective elastic parameters of a periodic structure we must deform the structure uniformly in such a way that the average stresses and strains are constant in each period. Hence, it is enough to solve the elasticity problems on one single period (a Y -cell) using periodic boundary conditions (see (3) and (4) below). If the structure is symmetric with respect to a plane, the deformed structure will in some cases inherit this symmetry. This fact is intuitively obvious for the example illustrated in Fig. 1 . In this case the boundary conditions of the sides of the Y -cell parallel with the plane of symmetry can be replaced by Neumann and Dirichlet conditions. This simplifies the numerical computation significantly, partly since it reduces the degrees of freedom, but mostly because such boundary conditions are much easier to implement than the periodic ones when using most of the finite-element programs commercially available. This symmetry condition has been utilized by several authors in some intuitively obvious cases, though without any formal proof; see, for example, (1, 2) .
The deformation shown in Fig. 1 can only be used to obtain some of the effective parameters. In order to compute the rest we have to subject the structure to several other types of deformation (strains) as well, and it is not obvious that we can impose Neumann and Dirichlet boundary conditions in all these cases (for example in the case of shear deformations). However, in this paper we prove that this holds for all types of deformations needed in order to calculate the effective tensor and even for a large class of multi-component and locally anisotropic materials which possess a more general type of symmetry than that illustrated in Fig. 1 (see (6) below). This class of problems includes, for example, the material structure shown in Fig. 2 . Such general materials appear, for example, as an intermediate modelling step in a homogenization procedure for computing effective properties of multi-scaled structures; see (3 to 8). In computational practice the derived boundary conditions permit us to easily incorporate the periodic boundary-value problem into standard numerical schemes. We also prove that the effective elasticity tensor corresponds to a monocyclic material (that is, with one symmetry plane). The proof of the boundary conditions for the general case is based on variational and weak formulations of the elasticity problem. For the special case of plates with a square array of holes or perfectly-bonded inclusions, our result may also be obtained from quite different considerations through the Kolosov-Muskhelishvili analytic potentials. We have therefore made an independent Appendix, which is mainly addressed to the elasticity community, in which this complex-variable technique is widely used. The paper is organized as follows. In section 2 we give some preliminary results for elastic tensors of periodic structures. We briefly discuss symmetric periodic structures in section 3. Our main results are presented and proved in section 4 and in the Appendix.
Elastic tensors of periodic structures
Let S be the space of symmetric n × n matrices. As usual, we define the scalar product (·) between two matrices A = a i j and Here, · denotes the average over the Y -cell,
Recall that a function u is Y -periodic if u(x + e j x 0 j ) = u(x) for all x ∈ R n and j = 1, . . . , n (e 1 , . . . , e n is the canonical basis of R n ). We let e(u) = e i j (u) denote the strain
and let σ = σ i j denote the corresponding stress. Hooke's law is generally expressed by
The fourth-order elasticity tensor A = a i jkr (x) satisfies the symmetry relations a i jkr = a kri j = a jikr = a i jrk (1) and the inequalities
for all ξ ∈ S and some strictly positive constants ν 1 and ν 2 which are independent of ξ and x, where Aξ denotes the matrix with elements
In particular, this implies that the coefficients a i jkr are bounded. Moreover, we assume that each component a i jkr is Lebesgue measurable and Y -periodic. The corresponding effective elasticity tensor A 0 = {a 0 i jkr }, which is constant, can be found by solving the minimization problem
where
) ; see (9, p. 375). The tensor A 0 can also be found from the expression
where u is a minimum point of
The function u is also a solution of the Euler equation
which is unique within an arbitrary additive constant vector. For more information on the mathematical theory of composite structures we refer to the literature, see, for example, the comprehensive studies presented in (9, 10) and the references given there.
Symmetric periodic structures
From now on we will concentrate on the special case when the elasticity tensor A satisfies a symmetry property with respect to some plane x s = 0 in the following sense:
. . , x n ) (the mirrored coordinate).
Monocyclic materials
Let A = {a i jkr } be the tensor corresponding to the mirrored coordinate system, defined by
and Hooke's law
we obtain
Thus, in the case when the material is monocyclic with respect to the symmetry plane x s = 0, that is, when a i jkr (x ) = a i jkr (x), we obtain
which gives a i jkr = 0 whenever one or three of the numbers i, j, k, r are equal to s. We note that (6) reduces to the condition a i jkr (x) = a i jkr (y) in the case when A is monocyclic with respect to the symmetry plane x s = 0 at each point x.
The main results
Let C ∞ s| (Y ) be the space of smooth vector-valued functions u satisfying
for all x ∈ R n . Similarly, let C ∞ s⊥ (Y ) denote the space of smooth vector-valued functions u satisfying
for all x ∈ R n . Moreover, let
and H s⊥ (Y ) denote the respective closures of these spaces in H 1 (Y ). We note that S can be divided into the orthogonal spaces S s| and S s⊥ defined by
These spaces can alternatively be defined as
The main results of this paper are listed in the following theorem. (15) and
. , n} and let A be a Y -periodic tensor satisfying (1), (2) and (6). Then
In both cases the minimizer is unique at least within an arbitrary additive constant and coincides with the minimizer of (3). Moreover, the effective tensor A 0 = {a 0 i jkr } is monocyclic with respect to the plane of symmetry x s = 0.
Note that, if A satisfies (6) for all s ∈ {1, . . . , n} then by Theorem 1 all the components of the solution u satisfy either a Neumann or a Dirichlet condition on each side of the Y -cell depending on whether ξ ∈ S s| or ξ ∈ S s⊥ . In this case we also have that the effective tensor A 0 is orthotropic.
Proof. If u ∈ C ∞
s| (Y ) and if ξ ∈ S s| let us define a function v as follows:
We obtain the relations
and
Thus, e i j (v)(x) = (−1) δ is +δ js e i j (u)(y) and by (13) we therefore get
Hence, (6) gives
which implies that
Thus,
In the case when ξ ∈ S s⊥ we let u ∈ C ∞ s⊥ (Y ) and replace (17) by
This gives −e i j (v)(x) = (−1) δ is +δ js e i j (u)(y), which by (14) implies that
and as above we obtain (19) also for this case. We note that f (ξ ) = ξ · A(x)ξ defines a convex function f . Indeed, ξ and A can be represented as a vector and a symmetric matrix with real eigenvalues λ 1 , . . . , λ m , respectively. Thus f (ξ ) can be written as f (ξ ) = λ 1 η 2 1 + · · · + λ m η 2 m , where η = Mξ for some orthogonal matrix M. All these eigenvalues are positive due to (2) . Thus f (ξ ) is convex in η, and thereby also in ξ . Therefore, F ξ is also convex since for any u 0 and u 1 in H 1 per (Y ) we get that
Hence, by (19) we see that
and therefore we obtain
which proves (15) and (16) . In (22) we have also used the fact that F ξ is continuous in H 1 (Y ), which is verified as follows. By the Schwartz inequality and the fact that |Aξ | k |ξ | for some constant k, we get
Since the function t −→ t 2 is convex, we find that
This gives Concerning this fact we refer to (11, Chapter 1, section 2.2). Conditions (9) and (11) give that m i j = 0 for all j = s, i = 1, 2, . . . , n. In particular this holds for i = s, so m s j = −m js = 0. Moreover m ss = 0 (since m ss = − m ss ). We therefore obtain that m = 0. Obviously b = 0 if v ∈ V . This shows that V does not contain any non-zero rigid displacement. The existence and uniqueness of the solutions then follow by the Lax-Milgram theorem. We have already proven that there exists a minimizer
. Thus the function w − w is the unique minimizer in V . Accordingly, the minimizer(s) in the theorem is unique at least within an arbitrary additive constant and coincides with the minimizer of (3).
We will now prove that A 0 = {a 0 i jkr } is monocyclic with respect to the symmetry plane x s = 0. Fix m and l, let ξ ∈ S with ξ ml = ξ lm = 1, ξ kr = ξ rk = 0 for k = l, r = m, and let w ml be the solution of (5) (which also is a minimum point of F ξ ). Then, by the above arguments we see that w ml satisfies (18) if ξ ∈ S s| and (21) if ξ ∈ S s⊥ for u = v = w ml , that is, The local stress tensor σ (z) in the solid phase domain S is given by two analytic Kolosov-Muskhelishvili (KM) potentials (12):
A prime indicates differentiation with respect to z and a bar indicates complex conjugation. Though less popular than, say, the finite-element method, these functions permit us to use all the potentialities of the complex variable techniques and hence they perform well in many two-dimensional situations. The forces F(z) = F x (z) + i F y (z) acting along a smooth arc γ in the normal direction n are obtained (12) by integrating the tensor product σ (z) ⊗ n
over γ . From (A.1) to (A.4), we have
where C 0 is an arbitrary constant which corresponds to zero forces (12):
Specifically, along the traction-free hole boundary L we have
while the inclusion case involves the continuity of the tractions and the displacements across the interface. The displacements u x (z) + iu y (z) along γ are also expressed by the same functions (12)
Here λ = (3 − ν)/(1 + ν), while µ and ν are the shear modulus and Poisson's ratio of the isotropic solid phase, respectively. Due to the stress field periodicity the KM potentials possess the form (13)
where D 1 , D 2 , R 1 , R 2 are unknown constants and F denotes the cell area. Note that
Further, θ(z), ξ(z) are new doubly-periodic functions satisfying [θ(z)] j = 0 and [ξ(z)] j = 0 for j = 1, 2 and z ∈ S and, finally, ζ(z) is the quasi-periodic Weierstrassian zeta function (14) satisfying
which implicitly incorporates the cell type specifics through the constants η 1 , η 2 . Here, the square brackets denote the difference (or quasi-period) of the bracketed function values at arbitrary congruent points, that is,
Combining (A.10) with the Legendre relation (14), η 1 ω 2 − η 2 ω 1 = πi, we have (13)
The tractions (A.5) and displacements (A.8) are also quasi-periodic (12) . With (A.9) and (A.12) they possess the form (13):
(A.14)
The arc expressions (A.5), (A.8) are rewritten in the new functions as (13)
for t ∈ γ , where ϑ is the non-analytic function defined by
As a result, the initial problem of finding the KM potentials ϕ(z), ψ(z) is reformulated in terms of simpler functions θ(z) and ξ(z) which may be expanded for z ∈ S in doubly-periodic series 
and, further,
Putting z = ω 1 /2 + iy in the above identity and by using (A.19), (A.20) and (A.11), (A.12) we obtain
The last identity is then transformed to Re ζ 0 (ω 1 /2 + iy) = ω 1 /2 or, equivalently, using (A. Historically, the average normal tractions X
n , j = 1, 2, along the cell sides
were the first used for this purpose (see, for instance, (15, 16) ). With (A.13) we rearrange the identities (A.26), (A.27) for later use as
The opposite sides of the square cell bear the same averages by the stress periodicity. Note that the integration contour in (A.26) and (A.27) is strictly interior to an infinite elastic body, so the stress averages · over the cell (13, 17) , These cases will be referred to as bulk, shear, and twist loading, respectively. Any other in-plane load is a linear superposition of (A.32) to (A.34). It is essential that both approaches use the periodicity assumption and hence are particularly effective when coupled with the KM potentials from (A.1) to (A.3). A number of analytical and numerical results were successfully obtained on this basis.
The third and alternative way is to consider the cell as a finite body and to impose the mixed local conditions along its sides instead of using the periodicity condition. Specifically, the settings to the twist load. Here q stands for a non-zero real constant. In contrast to (A.26), (A.27) and (A.29) to (A.31) the boundary conditions (A.35) to (A.40) are of the mixed type: each of them involves its 'own' uniform displacements (taken with the appropriate sign) and zero 'complementary' stresses. The particular advantage of the last settings is that they comprise an ordinary elastostatic problem in a finite region that allows for applying the finite-element method and other discrete numerical methods. Each load (A.26), (A.27), (A.29) to (A.31) or (A.35) to (A.40) provides a separate basis for pointwise calculations of the stresses and related quantities.
The variety of boundary conditions brings up the question of whether they are equivalent to each other. We show that the answer is yes and we also show that the simplified conditions (A.35) to (A.40) result from no more than the stress-field periodicity necessarily assumed in the infinite region. To start with, we choose the cell averages (A.29) to (A.31) as the base case. Considering that the principal loadings (A.35) to (A.40) retain the lattice square symmetry, the quasi-periods in (A.9) are diagonalized (13) , so that two of the four unknowns D 1 , D 2 , R 1 , R 2 vanish separately for each case. Namely 
