The nonstationary loss queue is of great interest since the arrival rate in most communication systems varies over time. In view of the difficulty in solving the nonstationary loss queue, various approximation methods have been developed. In this paper, we review several of these approximation methods and present a new technique, the fixed point approximation (FPA) method. Numerical evidence points to the fact that the FPA method gives the exact solution.
Introduction
The loss queue is a queueing system consisting of s servers and no waiting room. A customer is lost if it arrives at a time when all servers are busy. The loss queue is commonly used to model the telephone network. It has also been recently used to model traffic-groomed optical networks and optical burst switching (OBS) networks, see for instance Washington and Perros [1] and Battestilli and Perros [2] , and references within.
The loss queue has been extensively studied in the stationary case, i.e., assuming that the arrival rate and the service rate are time invariant. The nonstationary loss queue, where the arrival rate is time-dependent is also of great interest, since in most communication systems the arrival rate varies over time.
Consider a nonstationary loss queue M(t)/M/s/s with a Poisson arrival process with a time-dependent rate (t). Each arrival requests a service that requires an exponential amount of time with mean 1/µ. The service requested by an arriving customer is performed by a single server. The system has s identical servers, and there is no waiting room. The probability that there are n, n = 0,1, …, s, customers in the system at time t, P n (t), is represented by the following set of forward differential equations: dt d P 0 (t) = µP 1 (t) -λ(t)P 0 (t), dt d P n (t) = λ(t)P n-1 (t) + (n+1)µP n+1 (t) -(λ(t) + nµ)P n (t) , 0 < n < s, dt d P s (t) = λ(t)P s-1 (t) -sµP s (t) ,
where P 0 (t) + P 1 (t) + P 2 (t) + . . . + P s (t) = 1, t ≥ 0, and 0 ≤ P n (t) ≤ 1 for t ≥ 0 and n = 0, 1, 2, …, s, with initial conditions: P 0 (0) = 1 and P n (0) = 0 ; n = 1, 2, 3,…, s.
In the stationary case, where the arrival rate is constant, that is (t) = for all t, we have that (d/dt)Pn(t) 0 for all n as t ∞. The above system of differential equations reduces to a set of linear equations from which we can obtain the familiar closed-form solution for the probability Pn that there are n customers in the system: 
where = /µ, and Q(t) is the number of customers in the system at time t. The probability of blocking BP is:
and the average number of customers in the system (i.e. the average number of busy servers) is:
The expression for P n (t) is independent of time, for sufficiently large t, due to the stationary arrival process.
In the case of the nonstationary arrival rate, (d/dt)P n (t) will converge to some value which is not necessarily zero at all time. In fact, (d/dt)P n (t) will converge to some function of time depending on the structure of (t). Therefore, in order to obtain the queue-length distribution, one must solve the set of differential equations Eq. 1. The solution to these differential equations is complex even for fairly small systems with special arrival rate functions λ(t). For example, let us consider the simplest case where there is only one server in the system. Let λ(t) and µ be the arrival rate function and service rate respectively. Then, the forward equations Eq. 1 become:
where P 0 (0) = 1 and P 0 (t) + P 1 (t) = 1, t ≥ 0. This system can be reduced to solving a single differential equation:
which can be done as follows. Multiplying both sides by !
we have:
Given that P 1 (0) = 0, we finally have the blocking probability, BP(t):
In view of the difficulty in solving the nonstationary loss queue, various approximation methods have been developed. In this paper, we review several of these approximation methods and we also present a new technique, the fixed-point approximation (FPA) method, which yields the mean number of customers and the blocking probability functions in a nonstationary loss queue. Numerical evidence points to the fact that the FPA method gives the exact solution.
The paper is organized as follows. In sections 2 to 7 we describe the following approximation methods: the simple stationary approximation (SSA), the stationary peakedness approximation (PK), the average stationary approximation (ASA), the closure approximation for nonstationary queues, the pointwise stationary approximation (PSA), the modified offered load approximation (MOL). In section 8, we present the fixed point approximation (FPA) method, and finally the conclusions are given in section 9.
The simple stationary approximation (SSA) method
This method uses the average arrival rate of the nonstationary model to obtain the steady-state results. The average arrival rate for a cycle of length T is
Let Q(t) be number of customers in the system at time t. Then, the steady-state distribution can be obtained using the expression:
and the blocking probability, BP(t), at time t is the Erlang loss formula with parameter (s, ρ), as follows:
The SSA method is simple and can be applied to a wide range of queueing systems. It provides a reasonable approximation for the nonstationary system with a weakly varying arrival rate. (An arrival rate is considered weakly varying over time if the arrival rate function remains within ±10% interval from the average arrival rate for all t.) However, this method noticeably underestimates the average performance measures of a nonstationary system with a strongly varying arrival rate. Green et al. [3] numerically investigated the level of nonstationarity at which this method provides a reasonable accuracy assuming a sinusoidal arrival rate function. The effect of nonstationarity with respect to amplitude, frequency of events and the size of the system (i.e. number of servers) was studied numerically. The authors showed that this method is applicable to relatively small systems (e.g. one or two servers) with small relative amplitude (e.g. less than 10%), and short cycle length (equivalently infrequent events). Abdalla and Boucherie [4] used the SSA method to analyze a network of nonstationary loss queues. Consider a network of N independent loss queues, each with a time-dependent Poisson stream of external arrivals at rate i (t) and s i servers, i = 1,2,…,N. Upon service completion at queue i, a customer moves to node j with probability q ij or it depart from the system with probability q i0 . Any external or internal arrival to queue i finds all servers busy is lost.
The arrival rate to each queue in the network is averaged over time using Eq. 5. Then the probability that the system is in state n where n∈S, S = {n∈N
The offered load of queue j, ρ j , satisfies the solution of the following traffic equations:
It is worth mentioning that this method is an exact solution for loss networks with Markovian branching and stationary arrivals if and only the rates of queue j, j=1, 2,…,N, in the network satisfy the following conditions:
The SSA underestimates the average performance measure of nonstationary systems even when the above two conditions are satisfied.
The stationary peakedness approximation (PK) method
The SSA method presented above does not consider the nonstationarity of the system. This can be done by using a non-Poisson stationary point process to approximate the time-dependent Poisson arrival process. Massey and Whitt [5] presented two approaches and used the heavy traffic peakedness to approximate the blocking probability of the nonstationary loss queue. (The peakedness is defined as the ratio of the variance to the mean of the steady-state number of customers in an infinite-server model with the same service time distribution and arrival process.)
To explain how this method works we consider a periodic Poisson arrival process with period T. The nonstationary arrival process is approximated by dividing the cycle T into n subintervals. It is assumed that the arrival rate at each subinterval is approximately constant. The arrival rate in any one subinterval is:
Then, the mean number of arrivals is:
, where
and its variance is:
Based on the above analysis, the overall arrival process M(t) in the interval (0, T] is approximated by the stationary point process {N(t) : t ≥ 0} with mean and variance:
One may notice that the variance depends heavily on n. For example, for n =1,
Therefore, n should be an intermediate point to capture the variability in arrival process. Next, the peakedness c 2 for number of customers in the infinite server system, Q(t), is calculated :
Assuming that the arrival rate over each subinterval is constant, c 2 could be approximated as follows:
It is always possible to rescale the problem to make the unit time equal to the mean service time. This means that µ = 1. In this case, a good choice for n is to be equal to T. Thus,
Then, c 2 is used to compute the heavy traffic peakedness of the nonstationary process. The heavy-traffic peakedness for an infinite-server system with exponential service distribution (µ = 1) is:
Finally, the approximate blocking probability for the M(t)/ M/ s/ 0 queue with time unit equals to the mean service time ( i.e. µ = 1) is given by the Erlang loss formula with updated number of servers s/z (s/z is integer) and updated offered load ! /z as follows:
The average number of customers is:
This method is a stationary approximation of the original system. In other words, the PK method finds non-Poisson stationary parameters that better approximate the time-dependent arrival process. Therefore, the resulting approximation with the new parameters is a time reversible process. Although this approximation does not provide a solution for the system as a function time, it provides a better approximation than the SSA method for the average measure of performance of nonstationary Erlang loss models.
The average stationary approximation (ASA) method
This method was introduced by Whitt [6] for loss queues with periodic arrival rates. This approximation starts by dividing the arrival rate cycle T into sub-intervals each of length τ, where τ is proportional or equal to the mean service time. The arrival rate λ(t) over subinterval [t-τ, t] is taken to be equal to the average arrival rate during [t-τ, t] as follows:
The stationary results are used as a function of t and ! (t) to approximate the performance measures. Namely, the blocking probability, BP(t,k), during subinterval k is approximated as follows:
and the average number of customers,
Obviously, the performance measures are going to be step functions due to the discretization of the arrival process. This method is simple to apply and it produces an insight into the behavior of the performance measures over time. In addition, this method provides an exact solution for the M(t)/D/∞ queue when α = 1. This method depends mainly on the choice of the subinterval length (τ) which is strongly related to the choice of α. If α is chosen to be small when it should not be, the approximation will pick up more variability from the arrival process than needed. In contrast, if α is chosen to be large then this method will approach the stationary approximation which kills the variability of the performance measures over time.
The closure approximation for nonstationary queues
This method reduces the number of differential equations needed to be solved by considering the differential equations of the mean and the variance of the number of customers in the system. In many systems, the equations for the mean and the variance involve more variables than the number of equations. Consequently, additional equations are required in order to obtain a unique solution.
Consider an M(t)/M/1 queue with arrival rate λ(t) and service rate µ. The probability Pn(t) of having n in the system at time t is given by the following set of differential equations:
Multiplying Eq. 6 by n and summing over all n gives:
Multiplying Eq. 6 by n 2 and summing over all n gives:
Hence, the variance is as follows:
Equations Eq. 7 and Eq. 8 provide a system of two differential equations in three unknowns (Var[n], E[n] and P 0 (t)). To obtain a unique solution using these equations an additional equation of Var[n], E[n] and P 0 (t) is required to bound the solution.
Rothkopf and Oren [7] consider the negative binomial distribution to provide a closure function for the M(t)/M(t)/s system. The negative binomial with probability of success q and parameters n and r has the form:
The negative binomial reduces to the geometric distribution if its parameters (q and r) are chosen such that:
The number of customers in an M/M/1 system has a geometric distribution. Therefore, the parameters q and r can be chosen as functions of the mean and variance of the system so that the resulting negative binomial satisfies property (9). The new negative binomial distribution will have the following parameters:
where Var[n] and E[n] are functions of time. The closure function P 0 (t) of equations Eq. 6 is obtained by setting n equals to zero in the negative binomial with the parameters q(t) and r(t):
Similarly, the mean and variance of M(t)/ M/ s system are:
and
The closure functions (P n (t) for n = 0, 1, 2, …, s-1) of Eqs. 10 and 11 are obtained by evaluating the negative binomial distribution described earlier at n = 0, 1, 2, …, s-1.
This method provides an exact solution for the stationary M/M/1 queue and a very good approximation for the M(t)/M/1 queue due to the fact that the stationary system has a geometric steady-state solution. However, for the M(t)/M/s queue the error of the approximation increases very quickly as the number of servers increases. Rothkopf and Oren [7] provided an error correction term to improve the accuracy of the approximation for the M(t)/M/s/s queue.
The pointwise stationary approximation (PSA) method
This method is based on the idea that the nonstationary loss queue approximately behaves like a stationary model at each instance of time. Thus, the steady-state results of the stationary loss queue can be used to approximate the nonstationary loss queue at each point on time. This method was first introduced by Grassman [8] in 1983 as a way of constructing an upper bound on the expected number of customers in the queue. Green et al. [9] showed numerically that PSA gives an upper bound on the expected number of customers in the system and probability of delay, if the maximum traffic intensity is strictly less than one. In addition, Green and Kolesar [10] used the PSA method to approximate the steady-state average performance measures of the periodic M(t)/M/s/s queue.
Consider a stationary loss queue with arrival rate λ and service rate µ. Let Q(t) be number of customers in the system at time t. Then, the probability P n that there are n customers in the system is:
The probability of blocking BP is:
and the average number in the system (i.e. average number of busy servers) is:
In the PSA method, the time dependent-steady state distribution of the nonstationary Erlang loss system, given that the arrival rate is λ(t) and service rate is µ, is calculated as follows:
, ρ(t) = µ ! ) (t and n = 0,1,2, … , s.
the time-dependent steady-state blocking probability is
, and the time-dependent steady-state average number in the system is:
E[Q(t)] = (1-BP(t)) ρ(t). where ρ(t)=λ(t)/µ.
The PSA method can be easily generalized to most of the queueing systems, as long as ρ < 1 for all t is required for the stability of the equivalent stationary system. An important factor that affects the accuracy of the PSA is the arrival rate function. The PSA method will provide a good approximation as the arrival rate increases. For example, consider two nonstationary loss queues with sinusoidal arrival rate function λ(t) = ! +β sin(γT) where ! is the average arrival rate, β is the amplitude and γ is the frequency set equal to 2π/T , T being the cycle length. Let {λ(t) = 5 + 2.5 sin(t), µ = 0.5, s = 10} and {λ(t) = 20 + 10 sin(t), µ = 2, s = 10} be the parameters of loss queue 1 and 2 respectively. Then according to PSA, the timedependent offered load for both systems is ρ(t) = µ
! ) (t = 10 + 5 sin(t).
Although both systems have the same offered load, PSA will provide a better approximation for loss queue 2, since it needs shorter time to reach the steady state due to the higher arrival and service rates. This means that loss queue 2 will behave more like a stationary system within reasonably small interval of time than queue 1.
In figure 1 , we plot the exact time-dependent average number E[Q(t)] for loss queue 1, 2 (labelled "Queue 1" and "Queue 2" respectively in figure 1 ) and the PSA values as a function of time t. As expected, PSA provides better approximation for loss queue 2 than for loss queue 1. As can be seen in figure 1 , the PSA method overestimates the peak of the average number of customers. In addition, the PSA peak lags the peak of the average number of customers. (The same also applies to other performance measures.) These two problems become negligible as the arrival and service rates increase. Whitt [11] showed that the PSA solution for an M(t)/M(t)/s queue is asymptotically correct as the rates increase. Green and Kolesar [12] proposed the Simple Peak Hour Approximation (SPHA) technique for the computation of average performance measures of periodic systems during the peak period. SPHA starts by obtaining the measure of interest, say X(t), using the PSA method. Next, the peak time t * at which the X(t) achieves its maximum is determined. The average of X(t) over the interval [a, b] where t * is the center of the interval is the SPHA value for X(t).
SSA and PSA can be seen as two extreme cases of averaging out the arrival rate. The SSA method averages the arrival rate λ(t) over a period of time equal to the cycle length T, whereas the PSA method uses the average arrival rate over an infinitesimally small interval.
Finally, the PSA method has also been used to analyze a network nonstationary loss queues, see Massey and Whitt [14] and Abdalla and Boucherie [4] . The same system of traffic equations is used as in the SSA method only the arrival rates are 
Then, the probability, P(n ; t ), of having n in the system, for n∈ S , S = {n∈N Let us first consider the stationary loss queue M/M/s/s and the stationary infinite server queue M/M/∞. Let Q ∞ (t) be the number of customers in the infinite server queue at time t. The probability P n that there are n customers in an M/M/∞ with an arrival rate λ and a service rate µ is:
The modified offered load approximation (MOL) method
where ρ = λ/µ. Likewise, let Q(t) be number of customers in the loss queue with s servers at time t. The probability P n that there are n customers in an M/M/s/0 with an arrival rate λ and a service rate µ, is:
where ρ = λ/µ and n = 0,1,2, … , s Another way to obtain the stationary distribution of the M/M/s/0 queue is to use the fact that the M/M/s/0 queue is a truncated process of an M/M/∞ queue which is a reversible Markov process. Since the arrival rates are time invariant we dropped the time variable from the random variables. Then, we have:
In the M(t)/M/∞ queue, the rate of change in the average number of customers at time t is equal to the difference between the arrival rate and the departure rate due to the Markovian property. That is,
Recall that there is always an idle server for each arriving customer to the M(t)/M/∞ queue. This means that no customers are lost and all customers in the system at time t are being served. Therefore, the average number of customers at time t is equal to the average number of customers in the system at time t which equals to the offered load ρ(t). We have the following differential equation for ρ(t):
Analogous to the stationary queues, one can approximate the M(t)/M/s/0 by truncating the M(t)/M/∞ queue. This method is called the modified offered load method (MOL). The MOL approximation was first developed by Jagerman [15] in 1975. The probability P n (t) that there are n customers in the system using MOL is:
where ρ(t) is determined from Eq. 14.
The truncated M/M/∞ queue provides an exact solution to the M/M/s/0 queue due to the reversibility property. In the case of nonstationary arrival process, the reversibility property is lost and hence the truncated M(t)/M/∞ will not provide an exact solution to the M(t)/M/s/0. Massy and Whitt [16] developed analytical bounds on the error between the MOL approximation and the exact solution of the M(t)/M/s/0 system. The MOL method can be seen as averaging out the arrival rate over an interval that depends on the mean and the distribution of the service time. This is in contrast to the SSA method where the arrival rate λ(t) is averaged over the cycle length T, and the PSA method where the arrival rate is averaged over an infinitesimally small interval.
The M(t)/M/s/s behaves like M(t)/M/∞ as the blocking probability gets smaller. In view of this, the MOL method provides a good approximation for the M(t)/M/s/s as long as the system has a small blocking probability. Experiments showed that the actual blocking probability of the M(t)/M/s/s queue should be less than 0.1 in order for the MOL to provide a good approximation. As expected, the MOL underestimates the blocking probability of a loss queue with a high load, i.e. when the exact blocking probability is high.
The MOL method provides a good estimation for the peak time for a loss queue with a small blocking probability. This is due to the fact that the MOL method is sensitive to the service process through its mean and distribution. The PSA method depends on the service distribution only through its mean. As a result, PSA appears to lag the actual performance measures values of the system. Figure 3 shows the exact, PSA, and MOL values of the average number of customers in an M(t)/M/s/s queue with λ(t)=20+15 sin(2t), µ = 2 and s = 15. The MOL method has also been used to analyze networks of nonstationary loss queues. Whitt [17] described how the MOL method can be used in a decomposition algorithm for the analysis of a nonstationary loss network. Jennings and Massey [18] used the MOL method to analyze time-dependent circuit-switched networks. Abdalla and Boucherie [4] applied the MOL method to a mobile communication network with time-varying arrival rates and redialing. The authors established an exact expression for the error in the MOL approximation as well as bounds on the error.
The MOL method is used to analyze a network of nonstationary loss queues as follows. Consider a network consisting of N independent loss queues, each with a timedependent Poisson stream of external arrivals at rate λ i (t) and s i servers, i = 1,2,…,N. Upon service completion at queue i, a customer moves to queue j with probability q ij or it depart from the system with probability q i0 . Any external or internal arrival to queue i finds all servers busy is lost. The traffic equations of the equivalent network consisting of nonstationary infinite server queues are first solved in order to obtain the timedependent offered loads ρ i (t), i= 1,2,…,N. This system of Exact MOL PSA Exact MOL PSA traffic equations is the same as Eqs. 12 used in the PSA method except that the (d/dt)ρ i (t), i= 1,2,…,N, are not taken to be zero. That is, the time dependent offered loads ρ j (t) are obtained by solving the following system of differential equations in time t:
It is worth mentioning that the M t /M/s/0 behaves like M t /M/∞ as the blocking probability gets smaller. Then, it is expected that the MOL method will provide a good approximation for the nodes in the system that has a small blocking probability.
The fixed point approximation (FPA) method
The fixed point approximation (FPA) method was proposed by Alnowibet and Perros [19] . This method calculates numerically the time-dependent mean number of customers and blocking probability functions in a nonstationary multi-rate loss queue. Experimental results showed that the FPA algorithm provides an exact solution. The FPA method has also been extended to nonstationary queueing networks of multi-rate loss queues, see Alnowibet and Perros [19] , and nonstationary queueing networks with population constraints, see Alnowibet and Perros [20] . In this paper, we describe the FPA method for the analysis of the nonstationary (single-class) loss queue. Consider a loss queue M(t)/M/s/s with a Poisson arrival process with timedependent rate λ(t). The time-dependent average number of customers E[Q(t)] in an M(t)/M/s/s queue can be expressed as the difference between the effective arrival rate and the departure rate at time t. We have:
where BP(t) is the blocking probability at time t. The above equation can be written as follows:
We note that the time-dependent mean number of customers is given by the expression: E[Q(t)] = ρ(t) (1-BP(t)), from which we have the following expression for the offered load ρ(t):
Using expressions Eq. 15, 16, and 17, we can calculate the blocking probability iteratively. The steps of the algorithm are as follows.
1. Choose an appropriate Δt, final time T f and tolerance ε.
Choose initial conditions for
Start with an initial blocking probability BP 0 (t) = 0, t = 0, Δt, 2Δt, … , T f .
5. Set the iteration counter k = 0. 6. Solve numerically for E[Q k (t)] using the following equation:
, then BP k (t) has converged and the algorithm stops. Else, set k = k + 1 and go to step 6.
The algorithm does not require a closed-form expression for the arrival rate function. It only needs that the arrival rate function be defined at time points equally spaced by Δt. In view of this, any periodic arrival rate function can be used irrespective of whether we know its closed-form or not. Since this algorithm discretizes the arrival rate function, the continuity and differentiability properties of the arrival rate function are not necessary.
We also note that the algorithm can be easily extended to the case where the service rate is also time-dependent by simply defining the service rate as a vector corresponding to the same time points used for the arrival rate function.
In all the experiments the FPA results were very close to the exact numerical results or within the simulation confidence intervals. This lead us to the conjecture that Eq. 17 for the nonstationary blocking probability used in the FPA method is in fact correct. However, due to the discretization process, the FPA and the exact numerical results never matched, which prevented from establishing beyond doubt the correctness of Eq. 17. As an example, let us consider a loss queue with a sinusoidal arrival rate function λ(t) = ! + β sin(γt), where ! = 20, β = 15 and γ = 2, s = 10, and the service rate µ = 1. The FPA method was applied with tolerance ε = 0.01 for different values of Δt. The average absolute error between the exact and the FPA solutions for the blocking probability and the average number of customers are given in table 1. As can be seen the absolute error decreases as Δt decreases. Due to the CPU and memory limitations, it was not possible to consider Δt values less than 0.0001. 
Conclusions
The loss queue has been extensively studied in the stationary case, i.e., assuming that the arrival rate and the service rate are time invariant. The nonstationary loss queue, where the arrival rate is time-dependent is also of interest, since the arrival rate in most communication systems varies over time. In view of the difficulty in solving the nonstationary loss queue, various approximation methods have been developed. In this paper, we reviewed the following approximation methods: the simple stationary approximation (SSA), the stationary peakedness approximation (PK), the average stationary approximation (ASA), the closure approximation for nonstationary queues, the pointwise stationary approximation (PSA), and the modified offered load approximation (MOL). We also presented a new technique, referred to as the fixed-point approximation (FPA) method, which yields the mean number of customers and the blocking probability functions in a nonstationary loss queues. Numerical evidence points to the fact that the FPA method gives the exact solution.
