I. INTRODUCTION Optical bistability or optical phase transitions, as one should rather call it in general, has been a subject of intensive study over the last two decades. Motivated partly by a hope of possible application to optical computing, several efforts have been made to master the understanding of phenomena of optical bistability, effect of hysteresis, dynamics of switching, and instabilities [1, 2] . Although leaving many practical questions still unresolved, these efforts have contributed largely to the physics of nonlinear phenomena, the formulation of problems of optical bistability in the context of the theory of dynamical systems [2, 3] and nonequilibrium statistical mechanics [4] . It is our aim in this paper to present some new effects which emerge in a multiwave nonlinear ring cavity (see Fig. 1 ). Instead of choosing a standard, more challenging, model of resonant interaction of light with a multilevel atomic system [5, 6] we investigate these effects using a more phenomenological model of cubic nonlinearity. In essence, our model is similar to that of [7] , where a nonlinear ring cavity with two orthogonal polarizations, and with different detunings, is discussed. As mentioned in [7] , two optical frequencies interacting incoherently would also obey the same model. In this paper we present steady-state characteristics for such a device, which exhibits interesting phenomena absent in the single-wave models. We would like to point out that two-wave bistability is also discussed under the highfinesse approximation in [8] , where some of these phenomena are mentioned. In our work we do not impose this approximation; moreover, our ability to tackle the problem relies neither on the existence of explicit relations between the intensities and the medium variables, nor on the existence of explicit solutions of the propagation equations. We should stress the difference between our study and those done in the context of Maxwell-Bloch equations in the mean (uniform) field limit. This limit is relevant in the study of many laser systems, but does not hold for an externally driven cavity of low finesse or for a long medium. In such cases propagation of fields must be taken into account.
Our model incorporates the spatial variations of the fields. For the sake of simplicity, we assume that the propagation equations in the steady-state limit can be derived from the nonlinear optics equation.
We discuss the case of coherent and incoherent interactions of two waves, and coherent interaction of three waves (carrier and a sideband pair). Most importantly, we give a very practical numerical tool for finding steady states for an arbitrarily large number of degrees of freedom (e.g. , number of different frequency components). Using a concept of relaxation or "slowing down" of the round-trip map, which models the finite response tiine of the medium, we are able not only to present steady-state input-output characteristics, but also to discuss the stability of its various branches in an almost trivial fashion. It has to be stressed that our model [7] .
Since the fields 6' exist in a unidirectional ring cavity (see Fig. 1 [14] where I -=~A '~, and may be readily shown to be constants with respect to z.
The solutions of (4) [15] . We assume ( to be of the form
where I-: I &+ID+I& is the conserved total incoherent power. The last terms on the right-hand side are responsible for the intensity changes which, roughly speaking, are related to scattering from induced dynamical gratings. One can show that the system of Eqs. (7) is completely integrable [15] . Below we present a simplified proof of this fact and restate the results of [15] ,providing some physical insights.
Motivated by the usefulness of the Harniltonian approach to the wave interaction [16] ,we have found that it is possible to introduce a real-valued Harniltonian H (8 (, 4'(), C"6' ), 4(), 8;) which allows us to write down "equations of motion" as . BH dz ()@J (8) and the complex conjugate of this equation for evolution of the "conjugate momenta" @*-, which are to be treated here as independent degrees of freedom. The Harniltonian is the sum of two independent constants of motion:
which describes a propagating carrier and two sidebands, which could originate, for instance, from modulation.
Following the lines of Sec. II A, one can show that the propagation of ( is given by the following set of equations: [2, 4] .) Therefore we refer here to the language of thermodynamics only at the phenomenological level [2] , invoking the analogy with a first-order, liquid-gas, phase transition. Here, the inverse of the strength of coupling (roughly R '), rather than the strength of the fiuctuations, can be compared to the temperature of the liquidgas system and I;"canbe viewed as the applied pressure.
Whereas in the case of the single wave the intracavity intensity plays the role of the scalar order parameter (e.g. , average density), here, in order to distinguish between different fields, one should rather invoke an analogy with multicomponent systems.
In our discussion we will not invoke the temperature parameter since we are interested rather in strong couplings R & 0. 1, pI;"kL -1. This corresponds to a system being well below "the critical temperature" for the transition. In other words we do not pay much attention to the onset of the switching in relation to the parameters of the cavity. We show different plots to stress the dependence of characteristics on the position of the linear detunings (see Fig. 2 Fig. 4(a) that the symmetry of the spectrum of the input field is broken at the output. This, as in the two-wave case, is simply a result of the difference in the linear detunings. Besides phenomena familiar from the two-wave case, it should be noted that the structure of the input-output characteristics becomes much more rich. Even if the cavity is originally detuned and the intensities of the input increase proportionally, one may see large down-switching of the output intensities of the separate waves and nonmonotonicity of the total output incoherent (i.e. , time-dependent) intensity I, "" see Fig. 4(b) . The effect of the change of the index of refraction is twofold; as in the previous cases it tunes the cavity towards resonances, and also changes the value of e(0), which in turn affects the energy transfer efficiency.
Since at a first glance these two effects are not simply related, the input-output diagrams become much more complex, and depend on the relative phase of fields injected into the nonlinear medium. The regions of the input intensity corresponding to a dominance of a specific frequency become much narrower; so do the regions of the hysteresis effects.
It should be noted that although the case of incoherent interaction of three, or more, waves is certainly more complicated than the discussed case of two waves, we expect that all the resulting phenomena can be understood in similar terms since the relative phases of the injected fields do not play any role in the incoherent interaction.
We remark that when the intensities of the sidebands are much smaller than the carrier intensity there are no new dramatic effects as compared to the single-wave case, since only the carrier frequency comes into resonance with the cavity. [21] . We also restrict the description to the case of two waves. The coupled equations for the electric field and susceptibility are
(1 la)
(1 lb) where ( ) denotes average over rapid oscillations, and r is the medium response time. In the slowly varying envelope approximation, and for the case of incoherent interaction of two waves we get the following set of equations in terms of the variables ( g, r) = (z, t -z lv): This map is a multidimensional extension of the Ikeda map to the case of two complex fields, coupled to each other through the total nonlinear phase shift g, which is no longer adiabatically eliminated. Equation (18}may be simply generalized to allow different phase shifts for each wave, and a nonlinear absorption through a complex g. x"+ i = V(x")(x can be a scalar or a vector), we define its a (uniform) relaxation V (0(a (1)as a map given by (12b) x"+, =9' (x") =a9'(x")+(1 -a)x". (19) The time-dependent boundary conditions are It is trivial to check that the fixed points of both maps are the same. However, their stability is usually different.
The eigenvalues of the linearized problem (i.e. , eigenvalues of the Jacobian matrix at the fixed point) for the relaxed map are given by the simple relation 6'J(0, r) =&T 6;"~+Re'@J(L, r r"), -(13} where r"=-(X L)/c+L/v -is the round-trip time.
Following the procedure described in [22] , we will show that the problem can be reduced to a system of difference-differential equations.
%e can formally integrate (12a) to get X~= 1+a(A, -1) . (20) Equation (20) (symmetric pumping) and a. Shaded region corresponds to oscillatory instability. Vertical line corresponds to the resonance (switch up) for increasing input intensity. The diagram depends strongly on 58 due to the "competition for resonance" [here 8, = 10, Hz = 11, rest of parameters as in Fig. 2(d) , which corresponds to a=0.05]. The time dependence of the total intensity for the marked points in parameter space is shown in Fig. 7 . Inside of the region of instability shown, only periodic and quasiperiodic evolution are possible.
There exist other regions of instabilities corresponding to larger I;", not shown in the figure, which yield both quasiperiodic and chaotic oscillations of intensities; see Fig. 7 6 (0, (n + 1)r") =a[&TE;"+Re '6" (L, n r") ] +(1 -a)8~(O, nr"), (22) with the terms 8 (L, nr")obtained by integration of the steady-state propagation equations (7) 
