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ABSTRACT 
We obtain exact nonasymptotic estimates of the convergence rate of the steepest 
ascent method in the symmetric eigenvalue problem. We derive these estimates not 
only in natural terms of the Rayleigh quotient, but also in terms of angles and the 
energy seminorm of the error. 
1. INTRODUCTION 
The classical asymptotic estimate of the convergence rate of the steepest 
ascent method is given in [4]; a nonasymptotic one can be found, for example, 
in [9]. Here we present the English version of [7]; main results without proofs 
were given in [6]. Along with estimates in terms of the Rayleigh quotient, we 
derive also new estimates in other terms. From one of these estimates it 
follows that the angle between the current approximation and the eigenvec- 
tor sought decreases monotonically in a geometric progression. This conclu- 
sion is not obvious for the steepest ascent method. 
The technique of proving the results is based on the so-called “mini- 
dimensional” method, proposed in [5]. Principally this method consists of two 
stages: 
(1) Checking th t ‘t a 1 is sufficient to prove the estimate in “minidimen- 
sional” space (on practice di- or tridimensional) instead of proving it in the 
original “multidimensional” space. 
(2) Deriving the estimate in this simple “minidimensional” case. 
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This method seems to be very fruitful. Besides obtaining the desired 
estimate, it enables one to check whether this estimate is exact or not. 
Let us introduce the necessary notation. Let H be a Euclidean space with 
the scalar product (. , * > and the norm 1). 1) = (. , . )‘I’; let A be a self-adjoint 
linear operator in H. Let A, > A, 2 * . . > h,i, be eigenvalues, and 
ui,. . ,E,,,~,, the corresponding orthonormal eigenvectors of the operator A 
(without loss of generality we assume A, to be simple). 
2. ESTIMATES OF THE CONVERGENCE RATE 
In the steepest ascent method, for the given initial guess u” z 0 we 
compute (see e.g. [2, 41) 
u n+l= un + pP, n=O,l,..., (2.1) 
where W” = Au” - h(u”)u”, 
and A( *> = (A., * )/(. , . ) is the Rayleigh quotient. In practical implementa- 
tion one must add a normalization of the vectors uqn. The parameter y, in 
(2.1) is chosen to maximize A(u”+‘). 
Let us evaluate the error in terms of the following functionals: 
tan’ rp, = tan2 Q(u”;u,), 
r2 _ 4 - A(u”) 
n- cos2 qLP;u,) ’ 
AA,, = 
A,-A(u”) 
A(u”) - A, ’ 
Note that the functional r is the “energy” seminorm of the error, 
?- = llun -U&-A = lbnll*,-A, 
if u” and ui are normalized so that lluill = (u",u,) = 1. 
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The following statements hold. 
THEOREM 2.1. Let tan2 (pa < m. Then one has inequalities 
(2.2) 
r,“/r,” <(l- ()2n, n=O,l,..., (2.3) 
where 5 = (A, - A,)/(h, - h,i,>. Th e estimates (2.21, (2.3) are attainable in 
the sense that for any n = 0, 1, . . . 
tan2 cp, + 1 r,“+1 
UY+!O tan2 cp, 
= sup 
U”#O 
7 = (I- 8)“. 
THEOREM 2.2. Zf A("')> A,, then AA,>0 and 
The estimate (2.5) is asymptotically attainable in the sense that 
lim 
A42 l-6 2n 
E-0 “O:;;O;+Ehhg= I+5 . (-1
(2.4) 
(2.5) 
(2.6) 
The fact of the convergence u” + ui under the condition tan2 (p. < CQ is 
well known [2, 41, but the error estimates in such a general situation seem to 
be new. Note that the condition tan2 q. <a is also necessary for the 
convergence u” --) ui, n +W. 
A result close to (2.5) was published earlier in [9]. It can be checked 
directly that the estimate (2.5) is better than the corresponding one in [9], 
but when u” + ui both of them stay in agreement with the asymptotic 
estimate given in [4]. 
Finally, let us present the rather natural estimate from 111, which is very 
similar to the corresponding result for the steepest descent method for 
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smooth, strictly convex functionals: 
lb” -uJ12 =G pnlluO -u1112, P”<L (2.7) 
where p,, is independent of u”,u’, and where the vectors u”, u”, ui are 
assumed to be normalized. 
It is obvious that for an arbitrary initial guess u” this estimate is not valid. 
For example, if u” = ua we have u” = ua, which contradicts (2.7). Moreover, 
estimates of the type (2.7) are not valid, generally speaking, for any initial 
guess u” for which tan’ ‘p. < CQ or even A(u’> > A,. As a counterexample to 
(2.7) for operators A such that 2A, > A, + Amin, we construct at the end of 
Section 3 a set of initial guesses {u’} such that u” + up, A(u”> > A,, and 
u” + u2 for any fixed n. For the set (u”) we have 
llun -uJ12 --+ 2, A, - A(u”) --+ A, - A,, 
which contradicts (2.7), because p, was assumed to be independent of u”, u”. 
Odd to say, we did not manage to construct the corresponding counterexam- 
ple for operators A with 2A, < A, + Ami,. The difficulties are connected with 
the fact that the nonlinear operator of transition u” + u” is not continuous at 
the point u” = ua. 
Nevertheless, under the stronger [than A(u’) > A,] condition u” + ur, 
the estimate (2.7) becomes valid with p, = [l+ o(l)](l- 5)‘“. This follows 
from the inequality (2.2) and the fact that lluk-u,ll”=[I+o(I)]tan2cpk, 
k =O,..., n, when u” + u,. 
3. PROOFS 
Because 5 is independent of n, n > 1, all statements need be proved only 
for n=l. 
In order to apply the “minidimensional” method let us introduce some 
auxiliary considerations. Let us introduce subspaces 
K = span{u’,Au’}, H3 = span{u,,u’,Au’}. 
If dimK = 1, then u” is an eigenvector of the operator A. Further, we will 
assume that dimK = 2, K = span{uO,u’). 
If dimH3 = 2, then ur E K. Hence u1 = ui and all estimates become 
trivial. 
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We now consider the case dimH3 = 3, H3 = span(u”,u’,u,}. Let us 
introduce the operator P3, an orthoprojector upon H3. Then the operator 
A3 = P3A is symmetric on H3, and H3 is its invariant subspace. 
The following simple but important statement holds. 
LEMMA 3.1. lf in (2.1) we substitute A3 fbr A, then the vector u1 
remains the same. 
Proof. Because K = span(u’,Au’) = span{u0,A3u0} and the Rayleigh 
quotients for the operators A and A3 on the subspace H3 coincide, the vector 
u1 can be found by the steepest ascent method with the operator A3. n 
In Lemma 3.1 it is stated that for n = 1 we can actually investigate the 
method (2.1) in a tridimensional subspace. 
Denote by A; > Ai > Ai the Ritz numbers obtained by the Rayleigh-Ritz 
method in the subspace H3, and by I.I~, LIP, ui the corresponding orthonormal 
Ritz vectors. Then A; will be eigenvalues and uf eigenvectors of the oper- 
ator A3. 
Because ui E H3, then uf = ui and A; = A,. By virtue of the assumption 
A, > A, and the Courant-Fischer principle, the following inequalities hold: 
A”1 = A, > A, > A; > A”3 > Amin. (3.1) 
Let us show that the case At = A”, is trivial. Represent u” in the form 
u” = (Yui + pv, v E span(ui,u:). 
Because dimK = 2, then p # 0. If Ai = A:, the vector v will be an eigenvec- 
tor of the operator A3; hence (Y z 0. Then K = span{u,, v}, u1 = ui, and all 
estimates become trivial. From now on we will suppose that Ai > A:. 
Let us show that to prove Theorems 2.1 and 2.2 for n = 1 it is sufficient 
to check their counterparts in the subspace H3: 
tan’ pi 
tan2 PO 
<AZ, (3.2) 
2 
2<A2, 
r0 
(3.3) 
AA; A2 
AA”0 =C (2- A)’ ’ 
(3.4) 
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AA3 = A3, - A(u”) 
” A(u”) - A; ’ 
n=O,l, 
A; - A”3 
A=- 
A; - A”3 
(here 3 is an upper index). Recall that the vector u1 is obtained by use of one 
steepest ascent iteration with the operator A3: A: = A,, u: = ur. Hence, the 
functionals from (3.2) (3.3) coincide with the corresponding ones from (2.2), 
(2.3). The inequality AA, /AA,, < AA; /AA; follows from the inequalities 
(3.1) the inequality A(u’) > A(u’), and the fact that the function [A(u’)- 
A,l/[A(u’)- A,] . IS nonincreasing in the parameter A, > Ai. Finally, because 
of the inequalities (3.1) the inequality A < 1 - t is valid. 
Therefore, for our special choice of the subspace H3 the inequalities for 
the “tridimensional” case (3.2)-(3.4) are not weaker than the corresponding 
ones for the “multidimensional” case (2.2) (2.3) (2.5). In other words, if 
Theorems 1, 2 hold for the case dimH = 3, then they hold also for the case 
dimH > 3. So we have carried out the first stage of the “minidimensional” 
method. 
From now on we will deal only with the “tridimensional” case, SO the 
upper index 3 will be omitted for the sake of brevity. 
The validity of the inequalities (3.2)-(3.4) could be justified in several 
ways. We prefer to write down the left hand sides of the inequalities _ _ 
(3.2)-(3.4) in terms of numbers A,, A,, A, and auxiliary values A,, A,, where 
I, > A, are the Ritz numbers in the subspace K C H. Note that A(u’) = i, 
because u1 is precisely the Ritz vector in K corresponding to A,. 
Let us write down the inequalities A, 2 A, > A, 2 i, > A,, which follow 
from the variational principle, and show that the only nontrivial case is 
A, > /il > A, > A, > A,. (3.5) 
LEMMA 3.2. L.et u” be represented in the folm 
uo= ?a,&, ;ap+o. 
i=l i=l 
If even one of Ai, i = l,2, equals some Aj, j = 1,2,3, then a,a,a,= 0. 
SYMMETRIC EIGENVALUE PROBLEM 251 
COROLLARY. Under the conditions of Lemma 3.2 the estimates (3.2)-(3.4) 
become trivial. 
Proof of the lemma. From Lemma 3.1 it follows that the equation for 
obtaining ii, x2 by the Rayleigh-Ritz method has the form 
m2 - Im, 1 = m3 - Xm, 0, 
where 
ml = (A’u”,uo) = i (h,)‘af, 1=0,...,3. 
i=l 
For A, + x2 and x,x, we get 
h’ 
1 
+ h’ = Cf,,=,(Ai - Aj)‘(Ai + Aj)afaj2 
2 
Cf,j=,(Ai - Aj)‘afaT ’ 
(3.6) 
i h’ = C:,j=,(Ai - Aj)2AiAja~a~ 
1 2 
Cf,j=l(Ai - Aj)‘aFa,” ’ 
(3.7) 
(1) Let 1, = A,. Then [A: -(A, + A,)A, + A,A,]aFai = 0, and because 
A2 > A,, we have a,a2 = 0. 
(2) Analogously, if i2 = A,, then a,a, = 0; if I, = A,, then a2a3 = 0; if 
L, = A,, then ala3 = 0. n 
Proof of the corollary. If a, = 0, then u” I ui and the estimates become 
senseless. If a2as = 0, then ui E K, u1 = ul, and the estimates become 
trivial. W 
Consider the nontrivial case (3.5). Let us represent the vectors u” and u1 
in the form 
u” = u1+ aou2 + pou3, 
u1 = u1+ (YlU2 + plug. 
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AA 
0 
= (Al - u4 +(A1 - h3)@,2 
A,-Az+,-A,)P,2 ’ 
A, - i, 
AAl=r--- 
A, -A, ’ 
It is needed now to express cy( and pi in terms of hi, ii. Let c E H, 
c = Cfxlciui, ((c(I= 1, be the vector orthogonal to the subspace K. Then 
[B, §12.31 
(A- &)(A- @I’ (A- &)I? 
’ = II(A- &)(A- i,)uII = /(A- til)u’ll 
and [3, pp. 432-433; 10, $10.261 
These two formulae lead to 
a; = (Al - &)(A1 - L)&- 4) (4 - &)(A, - &)(A, - 4) 
(& - A&b - &)(A, - 4) ’ ‘,” = (& - A.&i2 - A,)(A, -AS) ’ 
a; _ (Al - WA2 - wb- Ad (Al - Uh - &3)01- 4) 
- (Kl-A,)(A,-II,)(A,-A3) ’ ” = (i, - A3)(A1 - &)(A2 -As) ’ 
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For the sake of convenience we use below the new notation 
i, - A, 
pl=A,-(*& 
Ii, - A, 
ELz - A, - A, ----E(O,A), 
where, we recall, A = (A, - A,)/(A, - A,) E (0,l). In this notation we have 
(1-/-4(l-cL2) 
(yi= A(l_L,_A)(A_&) ’ 
p2= (l-*)(l-Pl)(l-Pz) 
O 4-w2 
a2= (l-Pl)(*-PZ) p2 = (l-*)(l-Pl)PZ 
1 A(/%-A)(l-Pz)’ 1 h-%(l- P2) . 
We are able now to prove the estimates (3.2)-(3.4). To prove the 
inequality (3.2) let us write 
tan2 401 (A - P2)P2 . /4(1-P2)-(1--A)PZ 
PC 
tan2qo (l-~~>” ~1(lfh-CL2)-(l-A)(h-CLz) 
= tz(Pl,PZ)’ 
Because sgn(ag/+,) = sgn(2p2 - A), we must consider two cases: 
(1) 0 < p2 < A /2. For such p2 we have 
*-112 2 
sup g(CLl,PZ)=g(~~Pz) = 1_EL ’ 
p,E(r\,l) i 1 2 
sup g(A,pL,)= g(A,O) =A2. 
/LzE (O,h/2 1 
(3.3) 
(2) A/2 <CL2 < A. For such ~~ we have 
(A - ELzIcL2 l-(2-- h)P2 
sup g(Pl~cL2) = g(l,l-Lz) = 
CL, =(A. 1) (l-p2)2 1-(2--h)(h-tiz). 
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Let us show that in this case 
max 
/L*E[ h/CA) 
g(L/JFLz)=g 1’2 - ( *)-(&)‘<A? 
Actually, the inequality 
(*-P2)P2. l-(2- *1/-G A/2 2 
(1-1-L$ l-(2-A)(A-P.,) =z ( 1 l-A/2 
is equivalent to the inequality 
which can be checked directly. The inequality (3.2) is proved. 
The proof of the estimate (3.3) is fully similar, and we omit it. Note only 
that one may use the relation 
4 (Pl-P2)P2(*-P2) -= 
4 (PI+ CL2 - h)(l- PeY * 
To prove the estimate (3.4) we write 
AA, (~-E*.z)(P~+cLz-~) 
G= (1-p2)(p~+p2-A)=h(~1~pz)~ 
Further we have 
sup Qw4=~(l~P2) = 
(A-II2lP2 
&E(A,l) (1-P2)u+P2-4 
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and 
max h(l,pa)=h 1’2 = 
P, EC&A) 
( *) ( &)z. (3.9) 
The estimate (3.4) is proved. 
Thus, we have implemented the “minidimensional” method described 
above and proved therefore the estimates (2.21, (2.31, and (2.5). 
Let us prove now the statements (2.4) [for tan’(*)] and (2.6). Denote by 
8, Pa, G > P,, the Ritz numbers obtained in the subspace K, = 
span{u”,Au”}, n = 0, 1,. . . , and introduce the quantities 
&A3 
p’; = A, -A, ’ 
/&A, 
& = A, -A, . 
Further we will choose the initial guesses from the subspace H3 = 
span{ul,ua,u,i,}. Then A, = Amin, 1- 5 = A, and u” E H3. 
To prove the statement (2.4) it is sufficient to check the case n = 0. It 
follows from (3.8) that one need only give an example of a set of vectors (u”) 
such that pt + A and pi + 0. Let us take u” = EU~ +u, +umin, where 
E -+ 0. Then from (3.61, (3.7) it can be seen that $ + A, and $ + Amin; 
hence p! --) A, ~~02 + 0. The statement (2.4) for functional r(a) can be shown 
analogously. 
To prove (2.6) one chooses a set {u”} such that py + 1 - 0, pi --) A /2. 
Then ‘p. + 0 and, following (3.91, we have AA, /AA, + (1 - .$)‘/(l+ 6)‘. 
Let us carry out one step of the method (2.11, which yields the set {II’), and 
show that pi -+ 1 - 0, cl\ + A /2. Then we can state that AA, /Ah, * Cl- 
5>2/(1 + 5P, and by induction, AAk+i /AA, + (l- c>‘/(l+ 5)’ for any 
k = 2,..., n - 1, which will lead to (2.6). 
Let us choose vectors u1 E {u’) and w1 from (2.1) as a basis of the 
subspace K’ and apply the Rayleigh-Ritz method to find $, and A’,. We have 
where iy = h(u’) and G = ([it - A(w +4~~1~(2(~u’((~2)‘~z. Recalling that 
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18, w1eH3 and H3 is an invariant subspace for the operator A, after 
transformations we obtain 
h(w’) - A, 
A, - A3 
=l-/..+&+A, 
llw111211u’ll-2 = (l- /-4)(4 - Q-4 
(Al - A312 Ph-4 
Thus we come to the relations for p\ and pi: 
,L;=;(~-&+A+IFI), (3.10) 
P:=(l-&+A-~F/), (3.11) 
(2j~;+j.+l-A)~+4 
(l- P:)(P(: - +‘i’ 1’2 
PY - PCLOZ 1 . (3.12) 
Because /.L\ > p: and I FI +1-A/2 when py-+l-0, p2+A/2, then, 
obviously, CL: + 1 - 0, CL\ + A /2. The statement (2.6) is proved. 
Finally let us construct an example of a set {u’) of vectors of the form 
u" = u1 + aou2 + poumi,,, such that u” -+ u2, A(u’) > A,, and for any fixed n 
also u” + u2. Suppose that 2A, > A, + A,i,. Then A > i. Choose {u”) such 
that py+A+O, p:=i. Then 
p2= (l-A)(l-&)(l-P;) ~ 
0 
b4i4 
and hence +:(u”;u2)+ 0. It can be checked immediately that A(u’> > A,. 
From the latter inequality it follows that also A(u”) > A,, n > 0. For our 
choice of 41.01, & from the relation (3.12) we see that IFI + A - i, and from 
(3.101, (3.11) that /.L: + A + 0, PL’, + $. Using the induction principle we get 
p; + A + 0, pt + i for any fixed 12 >, 1. Hence u” + u2. 
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