We present a simple and efficient algorithm for solving the L 1 -norm best-fit hyperplane problem derived using first principles and intuitive geometric insights about L 1 projections. The problem is easy to solve because the procedure relies on the solution of a small number of linear programs. We provide a simple proof that global optimality is achieved. The procedure is implemented for validation and testing. The result can be the basis for an L 1 principal component analysis method.
Introduction
Given points x i ∈ R m , i = 1, . . . , n, consider the L p -norm best-fit hyperplane problem for the case when the hyperplane is an m − 1-dimensional subspace.
where ||·|| p is the L p -norm of the argument, V ∈ R m×m−1 , α i ∈ R m−1 , and p ≥ 1. A solution to this nonconvex mathematical program, (V * , A * = [α * 1 , α * 2 , . . . , α * n ]), defines a subspace in R m , {x ∈ R m |x = V * α for some α ∈ R m−1 }, that minimizes the sum of the p-norm distances of the points to the subspace. Our results extend directly to the general hyperplane case. This representation of an affine set in terms of linear combinations of vectors in V has several specialized applications such as in providing information about the directions of dispersion in a point set with regard to the L p -norm.
The case when p = 2 is a well-studied problem dating back to Pearson [21] . The optimal solution V * consists of the m − 1 eigenvectors of X T X, where X T = [x 1 , x 2 , . . . , x n ], corresponding to the m − 1 largest eigenvalues [13] . The solution minimizes the sum of Euclidean distances of points to their orthogonal projections in the fitted hyperplane. The problem when p = 2 is a basis for traditional principal component analysis (PCA). The columns of V * define the first m − 1 principal components; the last principal component is the normal vector to the optimal hyperplane [13] . This paper deals with the case when p = 1. The solution to this problem minimizes the sum of L 1 distances of points to their L 1 projections in the fitted hyperplane. The problem under consideration is not the orthogonal linear L 1 approximation problem (see, e.g. [23] ). As we will see, the optimal solution is based on the residuals in only a single unit direction rather than the distances between points and their orthogonal projections in the fitted subspace. Our result consolidates and synthesizes more general results about projections [17] and the problem of fitting hyperplanes to data [18] .
The L 1 -norm best-fit hyperplane problem has several applications. Ke and Kanade [14, 15] apply a more general form of (1) with p = 1 where the subspace defined by V can have fewer than m − 1 dimensions. They use the formulation in the context of subspace estimation for image analysis using the affine camera model [15] . Agarwal et al. [1] solve the more general perspective camera model. Kwak [16] treats a problem closely related to the L 1 -norm best-fit hyperplane problem by finding successive directions of maximum variation by maximizing the L 1 lengths of projected points along a fitted vector. The approach is the basis of an L 1 PCA method that he applies to face recognition data. In each of these three works, there is no guarantee of global optimality in polynomial time to the respective L 1 best-fit optimization problem formulations. Ke and Kanade [14] provide an exact solution when m = 2, and a heuristic approach for generating locally optimal solutions when m > 2. Agarwal et al. [1] reformulate the problem as a fractional program and give a branch-and-bound algorithm for finding globally optimal solutions; the algorithm has an exponential worst-case running time. Kwak [16] provides an algorithm with only local optimality of solutions guaranteed.
Various schemes for PCA have been proposed that involve the L 1 -norm to impart robustness. Previous approaches include using the L 1 -norm for robust covariance matrix estimation [5, 8] , specifying a fixed-effects model based on a multivariate Laplace distribution and applying heuristics for parameter estimation [3, 9] , and employing heuristics for finding successive directions of maximum variation based on the L 1 -norm [7, 16] .
Access to the L 1 -norm best-fit hyperplane obtained by solving (1) when p = 1 is the first step towards a future pure L 1 -based PCA procedure. The procedure will project points down one dimension at each iteration until the projected points lie in a one-dimensional subspace. Each iteration will provide the direction of least dispersion in the respective subspace. This procedure will benefit from well-known L 1 properties such as robustness to outliers.
Notation, Assumptions, Definitions
The span of the points has dimension at least m − 1, so that there exists a matrix V * of full column rank that is optimal for (1). Boldface uppercase letters represent matrices, and boldface lowercase letters represent vectors. A unit direction is a direction along one of the 2m unit vectors ±u j , j = 1, . . . , m. The external representation [22] of a subspace S ⊆ R m is the set {x ∈ R m |Ax = 0} for an appropriately-defined matrix A ∈ R q×m . The internal representation [22] of the same subspace is {x ∈ R m |x = V T α for some α} for a matrix V ∈ R q×m where the rows of V span the subspace. The projection of a point x onto a set S is the set of points P such that the distance between x and points in P is minimum among all points in S; we will call elements of P projections.
L 1 Projection
Suppose we are given a pointx ∈ R m and a matrix V ∈ R m×m−1 of full column rank. The projection ofx onto S = {x ∈ R m |x = V α for some α} can be found by solving the following optimization problem.
For non-negative variables λ (2) can be reformulated as a linear program (LP) that leads to important geometric insights. min α,λ
An optimal solution to LP (V ,x) provides the magnitudes λ + j and λ − j for the unit directions for an L 1 projection ofx onto S. Optimal values for α are scaling factors that locate the projection in terms of a linear combination of the columns of V . The following result states that there exists a projection ofx ∈ R m onto an m − 1-dimensional subspace that is located along a single unit direction fromx.
Result 1. Given a subspace S = {x ∈ R m |x = V α for some α} of dimension m − 1 and a point x ∈ R m ,x / ∈ S, there exists a solution to (3) with exactly one component from (λ
Proof. Because the variables in α are unbounded, they will never leave the basis in a simplex pivot (see [19] , p. 170). Therefore, there exists an optimal basic feasible solution with all of the variables in α and one component of (λ
Result 1 can also be proved using Corollary 2.2 in [17] , after applying a correction ( n i=1 ν i = 1 is replaced with {i:|w i |=||w||∞} ν i = 1, see [17] ). Figure 1 illustrates Result 1 in two dimensions. In Figure 1(a) , the unique projection ofx onto S is along the negative vertical unit direction. The subspace S is defined by the solitary vector in V ; therefore, the value for α * in LP (V ,x) is positive and less than 1. Figure 1(b) illustrates the situation when the projection is along the horizontal direction. Because of the orientation of the vector in V , the value for α * will be negative. Figure 1(c) illustrates the special case when S is a line that makes a 45 degree angle with the coordinate axes. In this case, the projection is a segment of S. There exist optimal solutions to LP (V ,x) corresponding to projections along both of the horizontal and vertical unit directions. As we will see, the projection direction depends on the orientation of S and not on the location ofx.
Next consider the projection of a set of points x i ∈ R m , i = 1, . . . n onto an m − 1-dimensional subspace. The following result establishes that each point projects onto the subspace along the same unit direction.
Result 2. Given a set of points x i ∈ R m , i = 1, . . . n and a subspace S = {x ∈ R m |x = V α for some α} of dimension m − 1, there exists an optimal solution to LP (V , x i ) with either λ + j ≥ 0 or λ − j ≥ 0 for some j , and λ Figure 1 : The L 1 projection, P , of a pointx onto a subspace S depends on the orientation of the subspace. In 2D, when the angle, θ, is different from 45 o the projection is unique but directly along either (a) the y-axis or (b) the x-axis. When (c) θ = 45 o , the projection P is a segment and it includes the points along both unit directions.
Proof. When S has an external representation, the result follows from Theorem 2.1 in [17] and Result 1.
Results 1 and 2 apply to general hyperplanes in R m . These properties of L 1 projection are the basis for a new procedure for finding the m − 1-dimensional subspace of best fit. We can find an L 1 -norm best-fit hyperplane by considering the residuals along each of the m unit directions.
L 1 regression is a well-understood procedure for analyzing the dependence of one variable on other variables in a point set [20] . The L 1 regression problem is to find a hyperplane that minimizes the sum of L 1 -norm distances from the points in a point set along the unit direction corresponding to the "independent" variable. The designation of the independent variable in a general point set is effectively arbitrary. Since an L 1 -norm best-fit hyperplane for a point set will have the property that all projections occur along the same unit direction, the problem reduces to finding the best L 1 regression in each of the m unit directions. Charnes et al. [6] and Wagner [24] show that L 1 linear regression can be solved by finding an optimal solution to a linear program. This realization about the relationship between L 1 projection and L 1 regression is the basis for a new procedure for solving the L 1 -norm best-fit hyperplane problem. Theorem 1 formalizes this result.
Theorem 1. Given a set of points x i ∈ R m , i = 1, . . . , n, an optimal solution to the L 1 -norm bestfit hyperplane problem is the hyperplane given by {x ∈ R m |β * 0 + β * T x = 0} where (β * 0 , β * ) = R j * and
subject to
Proof. Suppose that for a point set a different hyperplane attains a better L 1 fit. By Result 2, we know that all points will project onto this hyperplane along a single unit direction corresponding to j . The contradiction if j = j * is immediate by the optimality of (β * 0 , β * ). Similarly, j = j * leads to a contradiction because R j * would not have been minimal. Theorem 1 is an instance of a more general result about hyperplane fitting using general norms in Minkowski spaces [18] . The idea for the L 1 case is suggested by Zemel [25] , but no formal proof is provided. Neither of these works implement and test a procedure based on this result.
The proof of Theorem 1 implies that there exists a projection into S that has all of the properties of an optimal L 1 regression hyperplane. Some of these properties are summarized in the following corollary. Problem (1) is stated in terms of an internal representation of an affine set. Theorem 1 provides an externally-defined best-fit hyperplane. In order to satisfy the original requirements of the problem, we must calculate m−1 linearly independent vectors that span the optimal hyperplane. We can find an optimal matrix V by applying an orthogonalization procedure to (β * 0 , β * ) and m − 1 additional linearly independent vectors in R m .
5 Optimal L 1 projection procedure Step 8 involves n(m − 1) multiplications. In Step 9, the matrix V can be found by performing a singular value decomposition on the matrix whose rows are comprised of z i , i = 1, . . . , n, which has complexity O(m 2 n + m 3 ) [10] . Therefore, since LPs can be solved in polynomial time, the overall complexity of Algorithm 1 is polynomial. Solve the LP in (4) to find the L 1 regression hyperplane with the j th column representing the dependent variable and the remaining columns representing the independent variables. The optimal hyperplane has coefficients (β 0 , β) and error R j .
Numerical Validation

4:
if R j < R * then 5:
end if 7: end for 8: For each x i , the optimal projection onto S is given by z i , i = 1, . . . , n, where z ij = x ij for j = j * and z ij * = β * 0 + β * T (j * ) x i(j * ) , where for a vector y, y (j) is the vector created by removing the j th element. 9: S is defined by {x|V α = x for some α}, where the columns of V are vectors that span the z i 's.
Algorithm 1 is implemented using the ILOG CPLEX 11.1 Callable Library [11] for the solution of LPs. The instances are solved on a machine with 3.2 GHz Intel Pentium D processors and 4 GB RAM. The first two instances are solved using the student version of KNITRO on the same architecture. The remaining instances for KNITRO must be solved using the NEOS Server [12] because of the limitations of the student version. Table 1 summarizes the results of applying Algorithm 1 and KNITRO to the point sets. The objective of this exercise is to verify that the procedure in Algorithm 1 produces a solution with the same objective function value as an optimal solution to the original nonlinear best-fit problem formulated directly from expression (1). The procedures obtain solutions with identical objective function values of the first three point sets. KNITRO was unable to solve the problem for the fourth point set due to insufficient memory available at the host site. 
Conclusion
In spite of all that is known about general projection theory and the identification of best-fit hyperplanes, the L 1 -norm best-fit hyperplane problem is still being treated as a difficult nonlinear optimization problem in application areas such as computer vision and statistics. With insights about L 1 projection and L 1 regression, the problem is surprisingly simple to solve. Two key insights into the geometry of L 1 projections onto a hyperplane: (1) L 1 projection occurs along a single unit direction, and (2) the direction of projection is independent of the location of the point, suggest immediately an algorithm for solving this problem. The algorithm calculates the L 1 regression hyperplanes for each of the m dimensions in which the points reside, and selects the one that minimizes the sum of the L 1 distances. The algorithm is implemented and numerically validated. With this new algorithm, large-scale instances arising from multivariate statistics and computer vision are now easily solvable and the elements are in place for a pure L 1 -based PCA procedure. Figure 2 : Point set, fitted planes, and projection directions for the m = 3, n = 10 point set in Table 1 .
