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INTRODUCTION 
In his address to the International Congress of Mathematicians in Vancouver 
[I], BrCzis introduced a new and important principle of argument into the theory 
of monotone operators, based upon the estimation of approximants to the solution 
of a functional equation in the weak topology by use of the uniform boundedness 
principle. His original result states roughly that for two maximal lonotone 
mappings T and S in a Hilbert space with (T + S) maximal monotone and S 
trimonotone, the interior of R(T + S) coincides with the interior of the set 
R(T) + R(S). 
In the present paper, we present a very general version of the principle of 
B&is, as general in fact as seems likely to be useful in such theories as those of 
maximal monotone maps from a reflexive Banach space X to 2X*, of hyper- 
maximal accretive mappings from a Banach space X to 2x, or of the various 
classes of v-accretive and v-monotone mappings introduced by the writer in [2]. 
The general result is based upon the following definition. 
DEFINITION 1. Let T, S, and R be mappings with domains in the Banach 
space X and values in the Banach space Y, with D(R) = X. Then the pair 
[T, S] is said to be in good position with respect to R if there exists a mapping 5 
of X into Y*, a continuous function p from the positive reals to the positive 
reals such that /3(y) + 0 as Y + +co and two constants c, c0 > 0 such that the 
following conditions are satisfied: 
(1) 5 is uniformly continuous on bounded sets of X to the strong topology 
of Y*. [(Yx) = r{(x) for Y > 0 and x in X. 
II 5(x)ll 3 c II x II, XEX. 
(2) For each u in D(T), w in D(S), 
infW4 - T(u), 5(x - 4) + ,411 x II) II x II) > --co; 
WW - S@J>, 5(x - 4) + B(ll x II) II x II} > --co; 
infW(x), 5(x - 4) + co II *II> > --co. 
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Our basic theorem then runs as follows. 
THEOREM 1. Let X and Y be Banach spaces, T, S and R, three mappings with 
domains in X and with values in Y, such that the pair [T, S] is in good position 
with respect o R, where D(R) = X and R maps bounded sets in X into bounded 
sets in Y. Suppose that the following additional conditions hold: 
(1) For each [ > 0, the mapping T + S + [R has all of Y as its range; 
(2) For each closed ball B, about 0 in X, (T + S)(D(T) n D(S) n BR) 
is closed in Y; 
Then: Int(R(T + S)) = Int(R(T) + R(S)). 
The corresponding multivalued theorem is stated in Section 2 where the 
proofs of both theorems are given. 
To see the nature of the applications, we consider the two most interesting 
cases, maximal monotone mappings from X to X* with X reflexive and hyper- 
maximal accretive mappings from X to X with X* uniformly convex. 
THEOREM 2. Let X be a reflexive Banach space, T be a maximal monotone 
mapping with D(T) C X and values in X*, and S be a pseudomonotone mapping 
from X to X* which maps bounded sets into bounded sets. Suppose that for each u 
in D(T), v in X 
W(W - SW, x - 4 + P(ll u II) II u II> > -a, (x in D(T)). 
Then: Int(R(T + S)) = Int(R(T) + R(S)). 
COROLLARY. The limit condition on S will be satis$ed if S is monotone and 
angle-bounded, i.e., there exists a constant C such that for all u, v, w in X, 
(S(u) - S(w), w - v) < C(S(u) - S(v), u - v). 
THEOREM 3. Let X be a Banach space with its conjugate space X* uniformly 
convex. Let T be a hypermaximal accretive mapping with D(T) in X and values 
in X, i.e., 
(T(u) - T(o), J(u - a)) 3 0 
for all u and v in D(T), and R(T + I) = X. Suppose that S is another hyper- 
maximal accretive mapping with D(S) 1 D(T) such that (T + S) is hypermaximal 
accretive. Suppose further that for each u in D(T), v in D(S), 
inf{(S(x) - S(v), /(x - 74)) + P(II U II) II U III > --oO. 
Then: Int(R(T + S)) = Int(R(T) + R(S)). 
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Let us indicate briefly how the results of Theorems 2 and 3 follow from the 
result of Theorem 1, together with known results in the theories of maximal 
monotone and hypermaximal accretive mappings. 
If T is monotone, then for each pair x and u in D(T), we have 
(T(x) - T(u), x - u) > 0. 
For the proof of Theorem 2 in the framework of Theorem 1 we set 
l(x) = x. 
where l(x) lies in X = (X*)* and Y =,X*, The mapping R is taken as the 
duality mapping J, corresponding to a strictly convex equivalent norm on X* 
to make it single-valued. We have 
(J(x), x - 4 2 II x I? - II x II . II u II 2 3 II x II’ - 3 II 1~ II2 
which more than satisfies the part of the condition on R in the definition of good 
position (Definition 1). Finally, the pair [T, S] is in a good position with respect 
to R by the choice of 5, which we have already indicated, and with respect to the 
assumed condition on S. Hypotheses (1) and (2) of Theorem 1 then follow from 
standard results on maximal monotone mappings and bounded pseudo- 
monotone mappings (see [2]) once we have shown that for each 5 > 0, (T + S + 
f J) is coercive with respect to some point u in B(T). Let I be any point of D( T). 
Then 
Hence, 
(T(x), x - 4 t (T(u), x - 4, 
(J(x), * - 4 Z II x 11’ - II 11 II- II x II. 
II x II-W + S + f/K+, x - 4 2 f II x II - h 9 
where 
4, = II Wll + f II u II + II SW. 
Thus each map (T + S + fJ) is coercive for 6 > 0, and the result of Theorem 2 
follows from the conclusion of Theorem 1. 
Similarly, we may derive Theorem 3 from Theorem 1 by a suitable speciahza- 
tion. We choose R to be the identity mapping, and for u in D(T), v in D(S), 
we set 
564 = JW 
Then 
(R(x), 5(x - 4) = (x, JCv - 4) = II x - u II2 + (u, J@ - 4) 
3 II x - 24 II2 - II u II * II x - u II 
2 4 II * II2 - 6 II 11 l12. 
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Since T is accretive, we know that 
(T(x) - T(u), 1(x - 4) > 0. 
Hence, by the assumed condition on S, the pair [T, S] is in good position with 
respect to the given choice of R. Condition (1) of Theorem 1 will hold for this 
choice if we show that 
II x II-‘(W) + S(x) + 5x, J(x - 4) - +a 
for some u in D(T). This follows immediately for each 6 > 0 for any u in D(T) 
by the assumed inequality on S. Similarly, condition (2) of Theorem 1 follows 
from standard properties of hypermaximal accretive operators in spaces X with 
uniformly convex dual. Hence ,the conclusion of Theorem 3 follows from that 
of Theorem 1. 
In Section 1, we discuss several variants of the uniform boundedness theorem 
which are applied in the later discussion. In Section 2, we give the proof of 
Theorem 1 and its extension to the multivalued case. 
SECTION 1 
In the proof of Theorem 1 and of its multivalued generalization, we need a 
simple tool provided by a useful generalization of the uniform boundedness 
principle. In the present section, we establish this generalization, and give some 
variant versions of this principle in order to round off the discussion in this 
direction. 
The results in question are of a type initiated by Fitzpatrick et al. [3] 
LEMMA 1. Let X be a Banach space, {un} a sequence of elements of X. Suppose 
that there exists a sequence of positive constants {[,) with 5, -+ 0 as n -+ +oo 
such that for each w in X*, there exists a constant C, such that 
Then the sequence {un} is bounded. 
Proof of Lemma 1. If the sequence (5, I/ u, /I> itself is bounded, the result 
follows from the uniform boundedness principle. Otherwise, we may suppose 
without loss of generality that 11 u,, II - +CO as rz + CO and try to deduce a 
contradiction. In this case, it follows that each subsequence of {(,\I II, II} must 
be unbounded, so that &, /I u, 11 --t fco. 
Let 
Then 
VTZ = E,l I/ 24, (!%, . 
II%II = 4n1+ + co. 
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On the other hand, if we divide our assumed inequality by & 11 u, 11, we find that 
for each w in X* 
where c, is the finite upper bound for the sequence (1 + C,&r (1 u II-l}. It 
follows from the uniform bounded principle that the sequence {w,J is bounded, 
which contradicts its construction. Q.E.D. 
LEMMA 2. Let X be a Banach space, (w,,} a sequence in its conjugate space X*. 
Suppose that there exists a sequence of positive numbers {&‘n) converging to zero such 
that for each x in X, there exists a constant C, sllch that for all n, 
(wn 9 4 G 62 II %z II + ccl! l 
Then the sequence {wn} is bounded. 
Proof of Lemma 2. This is formally the same as the proof of Lemma 1. 
A more general version of the principle is given in the following result: 
PROPOSITION 1. Let X be a Banach space, (T,,) a sequence of bounded linear 
mappings of X into another Banach space Y. Suppose that for a third Banach 
space Z, we have a sequence of (possibly nonlinear) mappings S, of Y into Z such 
thatfor aJixedconstant c > 0, /I S,( y)ll > c )I y 11 fm alln, while S&?y) = /W,(y) 
f3r allp > 0 andally in Y. 
Suppose that there exists a sequence {&} of positive constant tending to zero such 
that for each x in X and each v in Z*, there are constants C,., and C, for which 
@, &(T&W G Gtv, II T+z II + G, . 
Thm the sequence {II T, II} is bounded. 
Proof of Proposition 1. If (11 T,, II} is not bounded, we may find an infinite 
subsequence (which we identify with the original sequence) such that 11 T,, I( + 
+a. It follows that 5, II T, 11 for the same subsequence must also tend to infinity, 
since otherwise for an infinite subsequence of the latter, we should have II T,, II 
bounded by the uniform boundedness principle. 
Let L, = &l II T, II-IT, . Then 1) L, I( = &I, while by our given inequality 
(v> &(-W))) 6 Cz + Cz.uG1 II Tn II-’ G G,, . 
By the uniform boundedness principle for mappings into Z, for each x in X, 
there exists a constant K, such that 
II %dLn(x))ll < K! 
for all n. On the other hand, 
II -w)ll B c-l II &Kd4)ll G c--l& * 
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Applying the uniform boundedness principle for linear maps of Banach spaces, 
we find that there exists a constant M such that 11 L, (1 < M. This contradicts 
the fact that 11 L, 11 = [;’ + +oo. 
This contradiction is based upon the assumption that 11 T,, II is unbounded. 
Hence the sequence {II T, II} is bounded. Q.E.D. 
PROPOSITION 2. Let X and Y be Banach spaces, 5 a map&g of X into Y* 
which is un$rmly continuous on bounded sets and such that [(Yx) = Y[(x) for all 
T > 0, x in X. Suppose that there exists a constant c > 0 such that 11 [(x)11 > c 11 x /I 
for all x in X. 
Let {uj} be a sequence in X, {aj} a sequence converging to zero such that for each w 
in Y, there exists u in X and a constant c, such that 
(w, quj - u)) G q II % II + Go -
Then {u,} is a bounded sequence in X. 
We derive Proposition 2 as a special case of the following more general result: 
PROPOSITION 3. Let X and Y be Banach spaces, 5 a mapping of X into Y* 
which is uniformly continuous on bounded sets and such that [(Yx) = r{(x) for all 
Y > 0, x in X. Suppose that there exists a constant c > 0 such that 11 [(x)11 3 c II x 11 
for all x in X. 
Let {u,} be a sequence in X, {aj} and {/Ii} b e t wo sequences of positive constants 
converging to zero as j --f co such that for each w in Y, there exists a sequence 
{vj(w)} in X and a constant c(w) such that 
(w9 5t”j - v~(w>)) < OLr II uj II + c(w)* 
II vj(w)ll d P, II uj II + C(w)~ 
for all j. 
Then {u,} is a bounded sequence in X. 
Proof of Proposition 3. Suppose that {Uj} is not a bounded sequence. By 
passing to an infinite subsequence, we may assume that II ug II+ fco. We may 
choose an infinite sequence {[j} of positive constants which converges to zero 
as j + +CO such that fj /I U, II -+ +CO while f?‘(aj + pj) + 0. Let 
xj = &’ II uj II-$ 9 
Ydw) = 67’ II Ilj Il-‘v9(w>. 
Dividing our assumed inequalities by & 11 uj II an d using the positive homogeneity 
of the function 5, we obtain 
@J, ih -YAW))> < &laj + 5T1 II uj Il-lc(w), 
IIYAw)ll G GT’bj + 5;’ II uj Il-‘c(w). 
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Since &II U, iI-+ +co, there exists a sequence {y,} tending to zero as j + +a~ 
and a constant cl(w) such that for all j, 
In addition, II Xi 1) = 67’ + +CO. 
For eachpositive integer n, we consider the subset S,, of Y given by S,= d(&), 
371 = lw I (1): tw, t;Cx9 -Ydw>)> d Vj 9 
(2): (-w, gxj - y,(-4)) d nyj 2 
(3): IIY904ll G vi f 
(4: II Yd-w)ll d wi . 
for all j}. 
S,, is a closed subset of Y for each n, and the union of the S, over all positive 
integers n, is the whole of the space Y. By the Baire category principle, therefore, 
there exists an integer n,, and a nontrivial ball &(w,,) in Y contained in Sn, , with 
s > 0. 
Let x be any element of Y with j z I < 6, and set w = w, + s. For any such w 
in Lo, we have for all j, 
(w, 5(% -Y&m G noYi 9 
(w, 5(Xj -Y,(-w)>> z -noyj , 
llY&4ll d noyj 9 IlYd-w)ll B noyj * 
By assumption, the mapping [ is homogeneous of degree 1 and uniformly 
continuous on bounded sets. Hence, there exists a nondecreasing function q 
from R+ to R+ with q(r) + 0 as Y + 0+ such that for all x and u in X, 
II 5(x) - 504ll < m4ll x IO II u II) q(ll x - 24 II) 
provided that I( x - u )I < 1. Let j, be chosen so large that noy3 < 1 forj 3 j. . 
Then for such j, we have 
Hence, 
II t;(%> - 56% - r&4)ll G (II x, II + noI4 !aoY,h 
II iI%) - 56% - Yj(-w)>ll G (II xj II + noYj) dnOYj)- 
(2, &4) = (w9 5(xA> - two 2 5(xA> 
< Cw, 5Cxj -YAW>) + II tI%) - f;(?i -Y34w))ll(ll wO II + s) 
- two 9 &9 - rd--4)) + II &a - 4h -r,t--wNl(ll wo II + 8) 
G wj + (II xi II + no74 dnoyd co + noyi + (II xi II + nod dnon) co 9 
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where c,, = (11 w0 11 + 1). Since this is uniformly true for a dense set of z in 
BJO) while 11 xj 11 < c-l // [(~~)lj, it follows that 
for a sequence {di} converging to zero. Hence {5(x,)} is a bounded sequence so 
that (xi} is a bounded sequence. On the other hand, /I xj j/ -+ +co by construction. 
This is a contradiction consequent upon the assumption that the proposition is 
false. Thus the conclusion of the proposition is true. Q.E.D. 
SECTION 2 
We begin with the proof of Theorem 1. 
Proof of Theorem 1. Since R(T + S) is a subset of R(T) f R(S), it is obvious 
that Int(R( T + S)) C Int(R( T) + R(S)). We need to prove the converse. 
Suppose that h, lies in Int(R(T) + R(S)). It suffices to show that h, lies in 
R( T + S) since it will then follow that the open set Int(R( T) + R(S)) lies in 
R(T + S) and hence in the interior of T(R + S). By the definition of interior, 
there exists 6 > 0, such that for h = h, + w with )/ w /) < 6, h = f + g with 
f = T(u) for some u in D(T), andg = S(V) for some w in D(S). 
For each 5 > 0, the mapping (T + S + [R) has all of k’ as its range. In 
particular, there exists an element Us of D(T) n D(S) such that 
TO+) + S(+) + tW+) = 4, . 
By hypothesis, the pair [T, S] is in good position with respect to R. Therefore, 
corresponding to the given elements ZJ of D(T) and et of D(S), there exists a 
constant c,, ,~ such that for all x in D(T) n D(S) and the function 5 of Definition 1, 
(T(x) - W, 5(x - 4) 2 -cu.,. - B(ll x II) I/ x IL 
(S(x) - S(4, 5(x - 4) > -c,,,. - 8(ll x II) /I 5 ‘I. 
(R(x), 5(x - u)) 2 -cu., - c,, II .v II. 
Since 
--w = 4, - h = W,) - T(4) + {S(Q) - S(4) + cW+), 
it follows that 
4~. 50~ - 4) = (T(4 - T(u), 5@, - u)) + (S(ue - S(w), 5(u, - 4) 
+ VW, I(+ - 4, 
which implies that 
-(w, a+ - 4) 3 --2c,,, - WI *t II) II UC II - &‘r,.L, - 5% II % Il. 
580/25/4-4 
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Thus we see that 
for a suitable constant k as f -+ O+. We now apply Proposition 2 of Section 1. 
Since @(iI ub 11) -+ 0 if (/ uE /I --f +co, it follows from the Proposition that I( I+ /I 
is uniformly bounded as [ + Of. 
Since R is assumed to map bounded sets of X into bounded sets in Y, it 
follows that the set {Rut) is uniformly bounded as 6 --+ 0. Hence 
II ho - (T + W,)ll G II 5%)ll - 0, (E - o>, 
while z+ lies in a fixed ball in X for all small 4. Applying condition (2) of the 
hypothesis of Theorem 1, it follows that h, lies in the range of (T + S). Q.E.D. 
The corresponding multivalued result depends only upon an appropriate 
formulation of Definition 1 for the multivalued case. 
DEFINITION 1’. Let T, R, and S be mappings of X into 2y, with D(S) n 
D(T) C D(R) and R mapping bounded sets into bounded sets. Then the pair 
[T, s] is said to be in good position with respect to R if there exists a mapping [ 
of X into Y*, a continuous function fi from the positive reals to the positive 
reals such that /I(r) --f 0 as Y -+ +CO and two constants c, c,, > 0 such that the 
following conditions are satisfied: 
(1) 5 is uniformly continuous on bounded sets and positively homogeneous 
of degree one. )I [(x)11 3 c 1) x 11, x E X. 
(2) For each [u, w] in G(T), [v, y] in G(S) there exists c~,~,~,~ and for each 
[.z, zr] in G(T), with z2 in S(x), z, in R(x), we have 
@I - 3 Rx - 4) + 801 x II) II x II 2 -%v,t&v 3 
(% - Ys S(x - 4) + Nl x II) II x II 2 -CU,“,,*V > 
(% 9 5(x - u)) + co II x II 2 --%,v,w.y . 
THEOREM 1’. Let X and Y be two Banach spaces, T, S, and R be three mappings 
of X into 2Y. Suppose that [T, s] is in good position with respect o R in the sense 
of Definition 1’. Suppose also that: 
(1) For each 6 > 0, R(T + S + fR) = Y, 
(2) For each closed ball BR , (T + S)(B,) is closed in Y. 
Then: Int(R(T + S)) = Int(R(T) + R(S)). 
Proof of Theorem 1’. This is formally the same as the proof of Theorem 1. 
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