Abstract-In recent years, fraud is becoming more rampant internationally with the development of modern technology and global communication. Due to the rapid growth in the volume of call logs, the task of fraudulent phone call detection is confronted with Big Data issues in real-world implementations. While our previous work, FrauDetector, has addressed this problem and achieved some promising results, it can be further enhanced as it focuses on the fraud detection accuracy while the efficiency and scalability are not on the top priority. Meanwhile, other known approaches suffer from long training time and/or cannot accurately detect fraudulent phone calls in real time. In this paper, we propose a highly-efficient parallelized graph-miningbased fraudulent phone call detection framework, namely PFrauDetector, which is able to automatically label fraudulent phone numbers with a "fraud" tag, a crucial prerequisite for distinguishing fraudulent phone call numbers from the normal ones. PFrauDetector generates smaller, more manageable subnetworks from the original graph and performs a parallelized weighted HITS algorithm for significant speed acceleration in the graph learning module. It adopts a novel aggregation approach to generate the trust (or experience) value for each phone number (or user) based on their respective local values. We conduct a comprehensive experimental study based on a real dataset collected through an anti-fraud mobile application, Whoscall. The results demonstrate a significantly improved efficiency of our approach compared to FrauDetector and superior performance against other major classifier-based methods.
I. INTRODUCTION
This With a fast-growing population of mobile phone users worldwide, obtaining a subscriber identification module (SIM) card and owning a new phone number become very easy. For example, a foreigner can buy a prepaid SIM card without paperwork and make phone calls within 10 minutes in Australia. Unfortunately, such convenience also allows frauders to change their phone numbers very easily and quickly before they can be recognized via a blacklist approach, which greatly lowers the bar to commit fraudulent crime activities. At the same time, such activities have become unprecedented in terms of number and scale. Millions of people suffer from fraudulent calls which are difficult to detect and prevent in a timely manner. To protect people against the loss caused by frauds, many real-time anti-fraud mechanisms have been proposed [13] , yet such mechanisms in the telecommunication domain is still in its infancy. Existing anti-fraud mechanisms for telecommunications more or less rely on manual annotations made by the crowd. A person may annotate a phone number as fraud after he hangs up a fraudulent call originated from the phone number. In practice, not many people are willing to annotate fraudulent phone numbers even they receive calls from those numbers; consequently, frauders can approach innocent people for days, weeks, or even months before their phone numbers are blacklisted (as frauds). We denote this phenomenon as the time lag challenge in the fraud detection problem. Dealing with time lag for fraudulent phone call detection has become an important issue to be explored.
In recent years, a new breed of smartphone applications to combat fraudulent phone calls such as Whoscall 1 , Pindrop 2 and Truecaller 3 , have emerged. Such smartphone applications identify latent information of incoming calls in seconds through tags contributed by the crowd, Internet search results, and yellow/white pages. Besides, such applications are mostly based on crowd annotations (i.e., blacklisting) to detect fraudulent phone numbers and broadcast the list of detected fraudulent phone numbers to each anti-fraud application user; thus, though this approach is effective, it does not well address the time lag challenge mentioned above. Fortunately, such antifraud applications also make the collection of telecommunication records much easier. Taking Whoscall as an example, it can record various attributes of a phone call, including the incoming call number, the timestamps of receiving the phone call request, the timestamps of starting and ending the phone call, and whether the number exists in the contact book on the phone. Furthermore, it allows users to annotate whether an incoming phone number is fraudulent or not after a call is finished. We can then discover the characteristics of fraudulent phone numbers by mining these communication records and build a model for detecting fraudulent phone numbers accordingly. Note that Android's privacy design prevents a mobile application to fetch the associated phone number of the host smart phone. Therefore, we do not have a one-to-one mapping between user ID and its phone number and consequently formulate the call logs as a bipartite graph of which the two partite sets are users' ID and phone numbers (excluding their own numbers), respectively.
Intuitively, as shown in Formula (1), given a set of phone numbers P, the fraudulent phone number detection can be formulated as generating a trust value of a given phone number p:
Accordingly, the fraud detection problem is inherently formulated as a binary classification problem [3] [4] [5] [15] . A fundamental issue of such classifier-based fraudulent phone call detection is to identify and extract a number of descriptive features for each phone number. However, it is extremely difficult to solve the time lag challenge using the classifierbased fraud detection methods because computing required feature values requires time-consuming collection and analysis of a sufficient amount of telecommunication logs. What is even worse is that in many applications the necessary features for detecting frauds are missing, which seriously limits the efficacy of these classifier-based methods.
To resolve the problem of fraudulent phone call detection, our previous work, FrauDetector [13] , has been proposed and proven to be an effective and accurate detection scheme for fraudulent phone calls. FrauDetector consists of two major modules: 1) the offline learning module, and 2) the on-line detection module. In the offline mining module, we adopt the notion of weighted Hyperlink-Induced Topic Search (HITS) model [6] [7] to learn the experience values of users and trust values of phone numbers. In the context of telecommunication networks, experienced users are considered as hubs, which is capable of propagating "trusts". They mostly accept normal phone calls and reject suspicious and fraudulent calls. Take Figure 1 as an example. Suppose the phone calls made by the "remote phone" are fraudulent, user1 and user2 directly hung up the phone, while user3 answers the call for a while, implying that user1 and user2 are more experienced than user3. Similarly, a good authority in the communication network represents a phone number that was answered by many experienced users (i.e., hubs). In the on-line detection module, when an unknown phone number encountered, the trust value of this number is contributed by experience values of the users who answered the phone as shown in Figure 2 . It is apparent that such detection mechanism does not require a huge number of telecommunication logs.
Even though our previously proposed FrauDetector has successfully overcome the time lag challenge, the off-line training stage usually requires collecting a sufficient number of training data. Therefore, the training time might be too long to catch up with the fast growth of training data. In other words, the learned "trust value" of phone numbers may become obsolete very soon. For example, we collect more than 210 million call logs from Whoscall users in one month merely in Taiwan; in other words, the Whoscall users in Taiwan produce as many as 7 million call logs per day on average. Thus, the structure of telecommunication network changes very quickly every day so the detection model has to be updated frequently. Unfortunately, the training process of FrauDetector [13] takes about 30 minutes on the training data consisting of 210 million call logs. This indicates that if we try to handle the data set for the whole world that consists of more than 10 billion call logs per day, FrauDetector is not able to complete the training process within one day.
In this paper, we propose a novel parallelized graphmining-based fraudulent phone call detection framework, called PFrauDetector, to determine the trust value of an unknown phone number for fraud detection. The framework consists of three major modules: 1) fraud-centric sub-network generation module, 2) paralleled model learning module, and 3) real-time detection module. In the fraud-centric sub-network generation module, we propose a fraud-centric grouping method to group the data based on the correctly recognized fraudulent phone number. Although the intuitive way for grouping a graph is to utilize the connected component 4 , dividing telecommunication network by connected component is not a feasible mechanism because of the highly imbalanced distribution of nodes within the network. efficiency because the size of the largest sub-network is very close to that of the whole network. Thus, we devise a novel method to transform the whole network into much smaller, more manageable sub-networks based on detected fraudulent phone numbers, which are suitable for efficient parallel processing. In the paralleled model learning module, we can perform the weighted HITS algorithm on each sub-network produced by the previous fraud-centric sub-network generation module to learn the local optimal trust value for each phone number and local optimal experience values for each user. Since the fraud-centric sub-network generation module might group a user or a phone number into two or more sub-networks, we therefore utilize an aggregate function to quantify the approximated trust value for each phone number and the approximated experience value for each user. In the real-time detection module, based on the approximated experience values of users, we evaluate the expected trust value of a targeted unknown phone number to determine whether it is fraudulent. To our best knowledge, this is the first work on detecting fraudulent phone calls by combining parallel computing with weighted HITS model. The experimental evaluation shows that our proposed PFrauDetector delivers excellent performance compared to the existing methods and are able to deal with large-scale real-world applications.
More specifically, the technical contributions of this paper are summarized as follows.
We propose the PFrauDetector framework, an efficient approach for fraudulent phone call detection. To our best knowledge, the problems and ideas in PFrauDetector have not been explored previously in the research community; We propose a fraud-centric sub-networks generation algorithm to partition the network based on the correctly recognized fraudulent phone numbers. The resulting subnetworks undergo parallel processing in order to significantly improve the efficiency of the time-consuming training process; Base on the learned local optimal values, we propose an aggregation method to quantify the trust value of each phone number and the experience value of each user based on the local results generated by the parallel process; We carry out extensive experimental evaluations based on real datasets from Whoscall that consist of more than 240 million call logs in three different countries to evaluate the performance of our proposed technique. The results show that PFrauDetector enjoys 1) a much better efficiency performance than FrauDetector and 2) superior performance over other classifier-based fraud detection techniques in terms of learning time, latency time, ROC curve and AUC.
The rest of this paper is organized as follows. We first briefly review the related work in Section 2. An overview of our parallelized graph-mining-based fraudulent phone call detection framework is given in Section 3. We detail the fraudcentric sub-network generation module in Section 4, describe parallelized model training module in Section 5, and show how the real-time detection module work in Section 6. We present the experimental evaluation results of our proposed approach in Section 7 and finally present our conclusions and future work in Section 8.
II. RELATED WORKS
In this section, we briefly review the existing work on fraud detection in telecommunications. As mentioned earlier, most fraud detection techniques formulate the fraudulent phone call detection problem as a binary classification problem. The classifier-based approach requires sufficient features to build effective classification models. Therefore, they cannot address the problem of fraud detection in telecommunication effectively because phone users usually provide limited profile information when applying for a phone number and it is difficult to obtain sufficient features from telecommunication records available. Our previous work, FrauDetector [13] , is the first work that applies a graph-mining method to fraud detection in telecommunications.
The history of fraud detection at AT&T have been described in [1] which discussed some techniques used to address the problem of fraud detection. Pal et al. [11] described how data mining techniques help the telecommunication in many applications. Weatherford et al. [15] focused on the use of neural networks for fraud detection, which utilized current user profiles that store long-term user information to define normal patterns of use. After training the model, the behavior of fraud is that which is different from the normal one. To detect frauders' phone numbers, Onderwater [10] adopted outlier detection techniques to identify unusual user profiles. Yusoff [16] proposed an approach using Gaussian mixed model (GMM), a probabilistic model which can not only be successfully applied to speech recognition problems but also fraud detection problems. Based on LDA, [9] detects the fraud using a threshold-type classification algorithm. Cahill et al. [3] built an adaptive fraud detection framework [5] which used an event-driven approach that assigns fraud scores to detect fraud as it happens, and weighted recent mobile phone calls more heavily than earlier ones. The new framework [3] can also detect specific types of fraud using rules, in addition to detecting fraud in each individual account, from large databases. This framework has been applied to both wireless and wire line fraud detection systems with over two million customers. The adaptive fraud detection framework carries out rule-learning fraud detection based on account-specific thresholds that are automatically generated for profiling the fraud in an individual account. By combining the most relevant rules, the system developed based on the framework has been applied to uncover fraudulent usage that is added to the legitimate use of a mobile phone account [4] [5] .
We proposed in our previous work, FrauDetector [13] , a novel framework using HITS algorithm for detecting fraudulent phone calls by mining the graph constructed by users' telecommunication records. In FrauDetector, the core task of fraudulent phone call detection is conveniently transformed to the problem of trust value prediction by training a weighted HITS model. Relying on intrinsic graph characteristics, FrauDetector does not require extensive features for fraud classification, which improves its general usability.
However, given the massive size of the telecommunication records in question, the training and detection speed of FrauDetector is intolerably slow, impeding its actual deployment to real-world large-scale applications.
III. OVERVIEW OF PFRAUDETECTOR FRAMEWORK
Based on our previous work, FrauDetector [13] , we propose a highly-efficient fraudulent phone call framework, called PFrauDetector, to considerably speed up fraudulent phone call in real-world applications. The PFrauDetector framework, as shown in Figure 3 , consists of three major modules including 1) fraud-centric sub-network generation module, 2) paralleled model learning module, and 3) the realtime detection module. The idea of the fraud-centric subnetwork generation module is to generate a number of fraudcentric sub-networks from the original telecommunication network to preserve the relationship between a phone number and a fraudulent phone number to facilitate parallel processing. This module is a pre-processing module which takes two steps. The first step, called user-phone_number graph (UPG) and contact_book-phone number graph (CPG) Construction, transforms the telecommunication records amongst users into a directed graph. The second step, called fraud-centric spanning, utilizes the labeled fraud phone number to search the neighboring users and phone numbers in the topology of CPG and UPG. In this way, we can produce a fraud-centralized subnetwork based on each labeled fraud phone number, called fraud-centric sub-UPG and fraud-centric sub-CPG, respectively.
In the paralleled model learning module, we apply the HITS algorithm [13] in a parallel manner to learn the local optimal experience value for users and local optimal trust value for phone numbers. Then, we utilize an aggregate function to generate the approximated experience value of each user and the approximated trust value of each phone number. The realtime fraudulent phone call detection module is an on-line module. In this module, we first estimate the trust value of a given phone number based on the experience values of users it contacted. After the trust value of the given phone number is estimated, we can decide whether it is fraudulent or not.
IV. FRAUD-CENTRIC SUB-NETWORK GENERATION
The telecommunication records are used to construct appropriate network structures in support of fraudulent phone call detection. However, as mentioned in the Introduction section, the previous work FrauDetector is not able to efficiently deal with the massive amount of telecommunication records available. Therefore, it is imperative to develop a novel way to speed up the overall efficiency of the detection technique, particularly the training stage which is rather timeconsuming in handling large-scale telecommunication applications. Parallel processing offers a good solution to improve the efficiency of the detection method. To this end, we propose a fraud-centric spanning algorithm to generate fraudcentric sub-networks to facilitate the efficient parallel processing of the telecommunication data.
A. UPG and CPG Construction
In PFrauDetector, we use two types of directed bipartite graphs, user-phone_number graph (UPG) and contact_book-phone number graph (CPG) to model users' behavior in telecommunications [13] by graph structures. Intuitively, they inherently represent the relationship between a user and a phone number. The UPG is constructed based on the actual call in/out records whose edges represent the call directions. The corresponding UPG based on this telecommunication record set is shown in Figure 4 . Besides the actual telecommunication record set, the users' contact book (directory) can also provide useful information regarding the relationship between a user and a particular telephone number. For example, the contact book of a user can cast a light on whether a particular number represents an acquaintance or stranger to him/her. If users' contact book information is available, we could utilize this information to construct the CPG for HITS algorithm as well.
B. Fraud-centric Spanning Algorithm
Obviously, the UPG and CPG could be extremely huge in terms of size in real telecommunication applications that involve the users, for example, of a whole country with a large population. Such overly huge graphs make the learning process for fraudulent phone detection prohibitively expensive. Therefore, the learning process is not able to catch up the growth of data nor provide support for real-time detection. In this section, we propose a novel fraud-centric spanning algorithm to produce sub-networks from the original UPG and CPG based on each fraudulent phone number. The resulting sub-networks are much smaller in size than the original UPG and CPG. Moreover, they well preserve the important characteristics between each fraudulent phone number and its affected users and can be processed in parallel to achieve a good efficiency.
Based on our observation, the HITS algorithm in our previous work, FrauDetector, usually achieves convergence when its iterative procedure is performed for 4 times. Figure 5 shows the AUC value under various numbers of iterations of the HITS algorithm in FrauDetector. We can see that the differences of AUC values among all kinds of HITS algorithms become negligible after 4 iterations are completed. This observation offers an important insight that the trust value of a phone number will not be propagated too far in the topology of a telecommunication network. Thus, when analyzing a certain fraudulent phone number, we only need to care about the users or the phone numbers that are relatively close to the target phone number. Next, we present the definition of fraud-centric sub-networks as follows. Definition 1. Fraud-centric Sub-network. Given a fraudulent phone number p, distance threshold and a UPG (or CPG) with the vertex set V and edge set E, a fraud-centric subnetwork F(p)=<V', E'> with the vertex set V'={v | v ∈ V and the length of shortest path from p to v is smaller than } and edge set E'={ (v, v 
Example 1. Figure 3 shows an example of UPG. Suppose the distance threshold is set as 4, i.e., = 4. If only the phone number p3 is fraudulent, then the fraud-centric sub-network of p3, shown in Figure 6 , consists of the vertex set {u3, u4, p3, p4, p5} and the edge set { (p4, u3), (u3, p5), (u3, p4), (p5, u3), (p3, u4) To efficiently generate the fraud-centric sub-networks from a UPG (or CPG), we propose the fraud-centric spanning algorithm shown in Figure 7 . Note that we only focus on the fraudulent phone numbers to initialize the fraud-centric subnetwork (Line 3), and most of the phone numbers in the UPG (or CPG) are normal ones. In the case of Whoscall datasets, the ratio between the fraudulent and normal phone numbers is approximately 1:500. Since only a very small portion of the telecommunication records are fraudulent phone calls, the iterative steps (Line 3-9) in the algorithm will not be executed at all. In other words, the complexity of the algorithm in average cases will only be about 1/500 of that of evaluating each note in the whole network.
V. PARALLELIZED WEIGHTED HITS MODEL
Before performing the weighted HITS model on every fraud-centric sub-network in parallel, the fraud-centric subnetwork itself should be weighted for its edges. It is observed that there are two types of telecommunications of users that can be categorized as non-fraudulent, i.e., the phone calls to someone familiar and those to someone who is a colleague. Usually, people would chat with someone familiar for a while and frequently with colleagues. That means users usually communicate with normal phone numbers either frequently or for a long duration. Based on this observation, we adopt the three ways stated in [13] to weight edges of each fraud-centric sub-network. For the sake of simplicity, we give the abbreviations of our proposed HIST-based model under various weighted directed graph in Table II.   TABLE II. ABBREVIATION OF OUR PROPOSED WEIGHTED HITS. As we know, besides the number of processing cores used, load-balancing is very important to ensure the best efficiency performance in parallel computing environment. To ensure load-balancing in graph learning, we always assign a subnetwork to a processing core which is currently handling the lowest load amongst all the cores, a simple yet effective method to ensure load balance.
Directed Graph Weighting function Abbreviation

A. Value Aggregation
Obviously, a user or a phone number might occur in multiple different fraud-centric sub-networks due to the inherent overlapping nature of the sub-networks. Therefore, a phone number (or a user) might receive multiple so-called local optimal trust (or experience) values learned from different fraud-centric sub-networks which it belongs to. Due to the divergence of users' telecommunication behavior in different sub-networks, the learned trust values of a phone number and the learned experience values of a user may be quite different. To obtain a single trust value of each phone number and experience value of each user, aggregation will be performed based on the local optimal values to produce the approximated value.
Definition 2. Approximated Trust Value (or Approximated Experience Value).
Given a phone number (or user id) x, its approximated trust value (or approximated experience value) is formally defined as follow:
where G(x) represents the set of fraud-centric sub-networks which contain phone number (or user) x, V(x|g) is the local optimal trust value (or the local optimal experience value) of x learned from g, and conf(x) is the reciprocal of standard deviation of the local optimal trust values of x. Example 2. Suppose a phone number p is contained in three fraud-centric sub-networks, g1, g2, and g3 whose size are | g1| = 3, | g2| = 6 and | g3| = 9, and the local optimal trust values of p learned from the three fraud-centric sub-networks are V(p|g1) = 0.1, V(p|g2) = 0.2 and V(p|g3) = 0.9. The approximated trust value of p should be 3× 0.1+ 6 × 0.2 + 9 × 0.9
Similarly, given a user u which is contained in four fraudcentric sub-networks, g1, g2, g3, and g4, whose size are | g1| = 3, | g2| = 6, | g3| = 9 and | g4| = 3, and the local optimal experience values of u learned from the four fraud-centric sub-networks are V(u|g1) = 0.2, V(u|g2) = 0.4, V(u|g3) = 0.7 and V(u|g4) = 0.8. The approximated experience value of u should be 3× 0.2 + 6 × 0.4 + 9 × 0.7 + 3× 0.8
VI. REAL-TIME FRAUD DETECTION
After the off-line graph learning are completed, we are ready to start the online fraudulent phone detection. For a targeted unknown phone number, we will estimate its trust value in order to decide whether it is fraudulent or not. Intuitively, we can insert the unknown phone number in UPG or CPG and use the learned users' experience values to estimate the trust value of the unknown phone number. Figure  9 shows an example of using the telecommunication time as weight to estimate the possible trust value of the unknown phone number. In doing so, we need to access the users' experience values of which the users have received a call from the unknown phone number. The fraud-centric hash structure will be utilized for speeding up the retrieval process of the users' experience values. Take Figure 8 as an example. Suppose that the u1 and u3 have been encoded as p12&1 and p3&1, respectively. The hash function will lead the retrieval process to access the buckets h(p12) and h(p3), where h() is the hash function used, and the user serial number in the encoding will help the retrieval process quickly access the experience values of the two users.
After estimating its trust value, we then determine whether the unknown phone number is fraudulent or not. In doing so, a suitable threshold is required for distinguishing fraudulent and normal phone numbers. Intuitively, we can use the distribution of the learned trust value of phone numbers, obtained by the HITS algorithm, to help specify the value of the threshold. As shown in Figure 9 , we utilize the k percentile 5 of distribution of the learned trust values of fraudulent phone numbers as the threshold [13] , which has been proven to be a reliable way to specify the value of the threshold. Here, k can be typically set as 30 according to the experimental evaluation in [13] . Based on the threshold, we can classify the unknown phone number into the "fraud" category if its estimated trust value is lower than the threshold.
VII. EXPERIMENTAL EVALUATIONS
In this section, we present the results of our extensive experiments conducted to evaluate the performance of FrauDetector using dataset provided by Whoscall. All the experiments are implemented in Java JDK 1.6 on an Intel Xeon CPU W3520 2.67 GHz machine with 48 GB of memory running Microsoft Windows 7. We first describe the datasets, and then introduce the evaluation methodology. Finally, we present and discuss our experimental results.
A. Dataset Description
We used the data provided by Whoscall, a powerful smartphone application that can label manually the incoming calls of tell-marketing, harassment and fraud, etc. The datasets were collected from three different areas, Taiwan, Japan, and the U.S.A., in August 2014 where the Whoscall users mark the fraudulent phone numbers. Table III presents some basic statistics of the datasets. Each call record contains time, user id, phone number, duration of calls, ringtone type, whether the incoming call is in the contact book, the country code of the incoming call and whether the call is missed, etc. In Table IV , V and VI, we show the distribution of the normal and fraudulent phone numbers in the training and testing datasets of the three different areas. From the call records, we extract four features for model learning, namely, the total volumes of each phone number, the call duration of each phone number and whether the incoming call is in the user's contact books. Note that, we focus on the fraudulent phone numbers, but in our datasets, most of the phone numbers are normal. Therefore, the datasets are highly unbalanced with the proportion between fraudulent and normal phone numbers being about 1:500. FrauDetector and PFrauDetector, by means of HITS algorithm, can well address the data imbalance issue. For other feature-based classifiers, including Naïve Bayes [8] , Random Forests [2] , C4.5 [12] and Artificial Neural Networks [14] , involved in the experiments, we use the following approach to deal with the data imbalance issue. First, we use Chi-square approach to select useful features. Second, the phone numbers are clustered using k-means clustering method into groups and then we prune the normal phone numbers that are prone to fraud. Finally, we use sampling approach SMOTE [4] to eliminate data imbalance.
B. Performance Metrics
To compare with the performance of different competitive methods, we use the following four criteria: (1) ROC curve: A graphical plot that illustrates the performance of a binary classifier when its discrimination threshold is varied. The curve is created by plotting the True Positive rate against the False Positive rate in a single diagram; (2) AUC: the area under the ROC curve, representing the probability that a classifier ranks a randomly chosen positive instance higher than a randomly chosen negative one; (3) Learning Time: the length of duration taken by the training process of the detection model; (4) Latency Time: the length of duration taken by classifying a given phone number using the detection model. Among the four metrics, ROC curve and AUC are effectiveness metrics while learning and latency time are efficiency metrics.
C. Comparison with FrauDetector
We first compare the performance of PFrauDetector with FrauDetector, our previous technique proposed for fraudulent phone call detection. As mentioned in the Section 5.2, we have used various types of weighted directed graphs, which can capture different aspects of users' telecommunication activities. In this section, we compare FrauDetector and PFrauDetector under graphs with different weighting strategies. Figure 10(a)-(c) show the ROC curve of FrauDetector and PFrauDetector under different weighting strategies in the dataset from Whoscall for the USA, Japan and Taiwan, respectively. As shown in Figure 10 (a), the true positive rates of all the models increase rapidly while their false positive rates remain low in most cases except UPG_ACD (FrauDetector) (i.e., purple line). This suggests that most HITS-based approaches we propose can well deal with the data imbalance issue except UPG_ACD. Since the geographical area of the USA involved in the dataset is very wide, the average call duration of Whoscall user of the USA thus features a higher level of fluctuation. This renders UPG_ACD to be more unstable in detecting fraudulent phone calls. Nevertheless, PFrauDetector is able to inherently solve this problem because of the use of paralleling processing mechanism. PFrauDetector divides the whole dataset into many small pieces through sub-network generation, which effectively reduces the fluctuation in the smaller sub-networks. Similarly in Figure 10 (b), we observe that the true positive rates of all the models grow rapidly while the false positive rates of all the models are low in most cases. However, we find that the ROC curves of FrauDetector models are more fluctuated than those of PFrauDetector models. This is because that the paralleling processing in PFrauDetector mitigates data fluctuation issue. The ROC curves of both FrauDetector and PFrauDetector models in Figure 10 (c) are smooth. The reason is that the scale of area of Taiwan is comparatively small, making the behavior of Whoscall users in Taiwan more consistent than those in the USA and Japan. Table VII shows AUC, the learning and latency time of PFrauDetector and classifier-based fraud detection approaches. The AUC of PFrauDetector in Taiwan is 0.806, while the highest AUC of the classifier-based fraud detection approaches (i.e., Naïve Bayes) in Taiwan is 0.656, leading to a 22.9% improvement in terms of AUC. Furthermore, our approach requires much shorter learning and latency time than the existing classifier-based fraud detection approaches. Although the AUC of Random Forest is slightly higher than that of PFrauDetector in the USA dataset, the learning and latency time of Random Forest are quit unacceptable for a realtime detection model.
D. Comparison with Classifier-based Methods
VIII. CONCLUSION AND FUTURE WORK
In this paper, we propose an efficient parallelized graph mining approach, named PFrauDetector, for detecting fraudulent phone calls from large telecommunication datasets. We focus on tackling the efficiency of fraudulent phone call detection, which is currently a major technical bottleneck for dealing with large-scale real-life telecommunication record data. In PFrauDetector, we first propose an innovative method to generate the fraud-centric sub-networks from the whole telecommunication network for supporting the efficient parallelized graph mining framework. Then, we apply the parallelized HITS algorithm for efficient graph learning on each extracted fraud-centric sub-network. To the best of our knowledge, this is the first research work reported in literature on fraudulent phone call detection that considers performing graph mining in parallel computing environment on real largescale telecommunication applications. A series of experiments using real-life dataset, provided by Whoscall, have demonstrated that our proposed PFrauDetector and shown that it has achieved not only a very good detection accuracy but also, more importantly, a much better efficiency compared with our previous work, FrauDetector, and the state-of-the-art classifier-based fraud detection methods under various experimental conditions.
There are several interesting research questions we would like to further investigate in the future. First, we plan to design an incremental graph learning method on the fraud-centric subnetworks, which can incrementally, rather than from the scratch, deal with the newly detected fraudulent phone numbers.
Moreover, the current fraud-centric spanning algorithm uses a pre-determined fixed distance threshold . Although we can get some hints regarding the value of this parameter based on some test experimental results, it would be much better to develop an automatic approach to adaptively determine the optimal setting of this parameter for our fraudcentric spanning algorithm. 
