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Introduction
Les espaces syme´triques ont surtout e´te´ e´tudie´s dans le cadre de la ge´ome´trie riemannienne ou pseudo-
riemannienne, c’est a` dire dans un cadre me´trique. Il est de`s lors tentant de de´finir une notion d’espace
syme´trique dans un cadre purement symplectique : un espace syme´trique symplectique est une varie´te´
syme´trique munie d’une structure symplectique invariante par les syme´tries.
Mon travail constitue une premie`re e´tude de ces espaces. Les me´thodes utilise´es sont celles de la ge´ome´trie
diffe´rentielle classique, de la the´orie des groupes et alge`bres de Lie, de la ge´ome´trie symplectique. La
notion d’espace syme´trique symplectique se place donc a` un point de confluence de diverses the´ories; ce
qui lui confe`re, a` mon sens, un certain inte´reˆt.
Le travail est divise´ en six chapitres.
Dans le premier, on trouve une de´finition pre´cise d’espace syme´trique symplectique et les premiers outils
permettant l’e´tude de ces espaces. Dans le second on trouve un the´ore`me de de´composition “a` la de Rham”
des espaces syme´triques symplectiques . Le troisie`me chapitre constitue une e´tude assez comple`te des
espaces syme´triques symplectiques dont le groupe des automorphismes est semisimple. Certains re´sultats
concernant les espaces syme´triques symplectiques dont le groupe des automorphismes n’est ni re´soluble
ni semisimple sont e´nonce´s dans le chapitre 4. Des exemples d’espaces syme´triques symplectiques et
notement une classification en dimension 2 ou 4 sont expose´s dans les cinquie`me et sixie`me chapitres.
Le plan ge´ne´ral e´tant donne´, je pre´cise maintenant le contenu des diffe´rents chapitres.
Chapitre 1. Ge´ne´ralite´s
Dans son livre “Symmetric spaces” (1969) ([Lo]), O. Loos de´finit la notion d’espace syme´trique de la
manie`re suivante.
Un espace syme´trique est un couple (M, s) ou`M est une varie´te´ diffe´rentiable connexe et s :M×M →M
est une application diffe´rentiable telle qu’en notant, pour tout x dans M , sx = s(x , .) on ait
(i) sx est un diffe´omorphisme involutif de M admettant x comme point fixe isole´.
(ii) sxsysx = ssx(y) pour tous x, y dans M .
Il de´montre l’existence et l’unicite´ d’une de´rive´e covariante affine ∇ sur M telle que les “syme´tries”
({sx ; x ∈M}) soient des transformations affines de (M,∇); (M,∇) est alors une varie´te´ affine syme´trique
([Ko-No]). De`s lors, dans le cas simplement connexe, ces espaces peuvent eˆtre de´crits de manie`re totale-
ment alge´brique ([Lo],[Ko-No]).
Dans un cadre de ge´ome´trie symplectique, il est naturel de de´finir la notion d’espace syme´trique
symplectique .
Un espace syme´trique symplectique (cf. De´finition 1.1.) est un triple (M,ω, s) ou` (M, s) est un espace
syme´trique et ou` ω est une forme symplectique sur M invariante par les syme´tries.
4
5Dans ce cadre, l’existence et l’unicite´ de la de´rive´e covariante de Loos s’obtiennent tre`s rapidement par
des arguments e´le´mentaires (cf. pages 5-7); on peut meˆme e´crire une formule explicite pour cette de´rive´e
covariante (cf. Lemme 1.6.) qui est e´galement valable dans un cadre pseudo-riemannien. On l’appelle
de´rive´e covariante canonique; elle est symplectique (cf. Lemme 1.7.).
Deux espaces syme´triques symplectiques (M,ω, s) et (M ′, ω′, s′) sont dits isomorphes s’il existe un
diffe´omorphisme symplectique entre (M,ω) et (M ′, ω′) qui “entrelace” s et s′ (cf. De´finition 1.2). Si
(M,ω, s) = (M ′, ω′, s′) on parle d’automorphisme. Le groupe Aut(M,ω, s) des automorphismes d’un es-
pace syme´trique symplectique (M,ω, s) est l’intersection du groupe des transformations affines de (M,∇)
et du groupe des diffe´omorphismes symplectiques de (M,ω) (cf. Proposition 1.8.); c’est un groupe de Lie
de transformations deM transitif surM (cf.page 8). Ceci permet une description des espaces syme´triques
symplectiques en termes d’espaces homoge`nes re´ductifs symplectiques (cf. Proposition 1.12.).
La notion de triple syme´trique symplectique de´finit l’objet alge´brique qui encode la structure ge´ome´trique
d’un espace syme´trique symplectique simplement connexe.
Un triple syme´trique symplectique (cf. De´finition 1.19.) est un triple t = (G, σ,Ω) ou`
(i) G est une alge`bre de Lie re´elle de dimension finie.
(ii) σ est un automorphisme involutif de G tel que si G = K⊕P (σ = idK ⊕ (−idP)) on ait [P ,P ] = K
et l’action de K sur P soit fide`le.
(iii) Ω est un 2-cocycle de Chevalley pour la repre´sentation triviale de G sur R tel que sa restriction a`
P × P soit de rang maximum et tel que pour tout X dans K, i(X)Ω = 0.
On de´finit de manie`re e´vidente la notion d’isomorphie de triples syme´triques symplectiques (cf. de´finition
1.19.).
Il y a une correspondance bijective entre l’ensemble des classes d’isomorphie de triples syme´triques sym-
plectiques et l’ensemble des classes d’isomorphie d’espaces syme´triques symplectiques simplement con-
nexes (cf. Proposition 1.21.).
En bref, cette correspondance s’obtient de la manie`re suivante.
En fixant un point o de M , la conjugaison par so de´finit un automorphisme involutif σ˜ du groupe de Lie
Aut(M,ω, s). Le groupe des transvections G(M) — c’est-a`-dire le sous groupe de Aut(M,ω, s) engendre´
par les produits d’un nombre pair de syme´tries — est un sous groupe de Lie connexe de Aut(M,ω, s);
c’est le plus petit sous groupe de Aut(M,ω, s) transitif sur M et stabilise´ par σ˜, en particulier M est un
espace homoge`ne pour G(M) (cf. Proposition 1.17.).
L’alge`bre G apparaissant dans la de´finition de triple syme´trique symplectique n’est autre que l’alge`bre
de Lie de G(M) et σ en est l’automorphisme involutif induit par σ˜. La forme symplectique ω sur M se
rele`ve en une forme invariante a` gauche sur G(M) dont la valeur au neutre de´finit Ω.
L’alge`bre K est connue pour eˆtre isomorphe a` l’alge`bre de Lie du groupe d’holonomie en o relativement
a` la de´rive´e covariante canonique ∇ ([Ko-No]).
Un espace syme´trique symplectique est un espace homoge`ne symplectique relativement a` l’action
de son groupe des transvections, il est de`s lors naturel de demander a` quelle condition cette action est
fortement hamiltonienne. Dans le cas d’un espace syme´trique symplectique simplement connexe (M,ω, s)
cette action est fortement hamiltonienne si et seulement si le 2-cocycle Ω est exact (cf. Propostion 1.27.).
Chapitre 2. De´compositions
En 1952, G. de Rham e´nonce le re´sultat suivant ([deR]).
Soit (M, g) une varie´te´ riemannienne (avec une me´trique de´finie)
Soit o un point de M et Φ l’holonomie en o relativement a` la connexion de Levi-Civita.
6(i) Si Φ pre´serve un sous espace propre M1o de l’espace tangent Mo et si M est comple`te, connexe et
simplement connexe, alors, M est isome´trique au produit direct des varie´te´s inte´grales maximales
pour les distributions obtenues par transport paralle`le de M1o et M
1⊥
o sur M .
(ii) Mo se de´compose de manie`re unique a` l’ordre des facteurs pre`s en une somme directe orthogonale
de sous espaces Φ-irre´ductibles et du noyau de Φ
Dix ans plus tard, H.Wu obtient un re´sultat analogue au point (i) du the´ore`me de de Rham pour les
varie´te´s pseudo-riemanniennes ([Wu1]) :
Soit (M, g) une varie´te´ pseudo-riemanienne.
Soit o un point de M et Φ l’holonomie en o.
Soit M1o un sous espace propre Φ-stable de l’espace tangent Mo sur lequel la me´trique se restreint de fac¸on
non singulie`re.
Si M est comple`te, connexe et simplement connexe, alors, M est isome´trique au produit direct des varie´te´s
inte´grales maximales pour les distributions obtenues par transport paralle`le de M1o et M
1⊥
o sur M .
(Si Mo admet un tel sous espace on dit que Mo est faiblement re´ductible; faiblement irre´ductible sinon.)
Il remarque une condition suffisante pour l’unicite´ a` l’ordre pre`s d’une de´composition de Mo en une
somme directe orthogonale de sous espaces faiblement irre´ductibles (relativement a` l’action de Φ) et d’un
sous espace sur lequel Φ agit trivialement. Cette condition est :
La me´trique restreinte au noyau de Φ est non singulie`re ([Wu1]). En 1967, il prouve que cette condition
est cruciale ([Wu2]).
En 1980, M. Cahen et M. Parker obtiennent un re´sultat complet quant a` l’unicite´ de la de´compositon de
de Rham-Wu dans le cadre des espaces pseudo-riemanniens syme´triques ([Ca-Pa]) :
Soit (M, g) un espace pseudoriemannien syme´trique connexe et simplement connexe.
Soit o un point de M et Φ l’holonomie en o.
Soit I(M) le groupe des isome´tries de M .
Soient
Mo =
p⊕
α=0
Mαo =
q⊕
β=0
M ′
β
o
deux de´compositons en somme directe orthogonale telles que :
(i) Φ agit trivialement sur M0o et M
′0
o.
(ii) Pour tous α, β ≥ 1, Mαo et M ′βo sont faiblement irre´ductibles relativement a` l’action non triviale
de Φ.
Soient {Mα} et {M ′β} les varie´te´s inte´grales maximales pour les distributions obtenues par transport
paralle`le de {Mαo } et {M ′βo} sur M respectivement (ce sont des sous-espaces syme´triques).
Alors
(a) p = q
(b) Il existe un e´le´ment h dans I(M) et une permutation η de {1, ..., p} tels que
h(M0) =M ′
0
et h(Mα) =M ′
η(α) ∀α ∈ {1, ..., p}
On peut de`s lors faire les remarques suivantes.
1. L’ope´ration “somme directe” est un moyen de de´finir la notion d’“espace inde´composable”.
2. Dans le cadre des varie´te´s riemanniennes (avec me´trique de´finie) et dans celui des espaces pseudorie-
manniens syme´triques l’ope´ration “de´composition en somme directe d’epaces inde´composables” a
un sens fonctoriel: deux espaces isomorphes admettent des de´compositions isomorphes (cf. point
(ii) du the´ore`me de de Rham et the´ore`me de de´composition de M. Cahen et M. Parker).
73. La notion de faible re´ductibilite´ est une tre`s bonne notion dans le cadre des varie´te´s pseudo-
riemanniennes: elle rame`ne la de´composition d’un espace a` la recherche des composantes faiblement
irre´ductibles de l’holonomie.
J’ai obtenu deux the´ore`mes analogues a` celui de M. Cahen et M. Parker. Ces deux re´sultats concer-
nent respectivement le cas des varie´te´s affines syme´triques (non ne´ce´ssairement munies d’une structure
me´trique ou symplectique) et celui des espaces syme´triques symplectiques .
(I) (cf. The´ore`me 2.1.3.)
Soit (M,∇) une varie´te´ affine syme´trique connexe et simplement connexe.
Soient
(M,∇) =
p⊕
α=0
(Mα,∇α) =
q⊕
β=0
(M ′
β
,∇′β)
deux de´compositons en somme directe de varie´te´s affines syme´triques telles que :
(i) (M0,∇0) et (M ′0,∇′0) sont plates.
(ii) Pour tous α, β ≥ 1, (Mα,∇α) et (M ′β,∇′β) sont inde´composables et non plates.
Alors
(a) p = q
(b) Il existe une tranformation affine h de (M,∇) et une permutation η de {1, ..., p} telles que
h(M0,∇0) = (M ′0,∇′0) et h(Mα,∇α) = (M ′η(α),∇′η(α)) ∀α ∈ {1, ..., p}
(II) (cf. The´ore`mes 2.3.2. et 2.3.5. ) Soit (M,ω, s) un espace syme´trique symplectique connexe et
simplement connexe.
Soient
(M,ω, s) =
p⊕
α=0
(Mα, ωα, sα) =
q⊕
β=0
(M ′
β
, ω′
β
, s′
β
)
deux de´compositons en somme directe d’espaces syme´triques symplectiques telles que :
(i) (M0, ω0, s0) et (M ′
0
, ω′
0
, s′
0
) sont plats.
(ii) Pour tous α, β ≥ 1, (Mα, ωα, sα) et (M ′β , ω′β , s′β) sont inde´composables et non plats.
Alors
(a) p = q
(b) Il existe un automorphisme h de (M,ω, s) et une permutation η de {1, ..., p} telles que
h(M0, ω0, s0) = (M ′
0
, ω′
0
, s′
0
) et h(Mα, ωα, sα) = (M ′
η(α)
, ω′
η(α)
, s′
η(α)
)
∀α ∈ {1, ..., p}
(c) Dans le cas ou` l’action du groupe des transvections G(M) est fortement hamiltonienne sur
(M,ω) la de´composition est unique a` l’ordre des facteurs pre`s, le facteur plat n’y apparait pas
et cette de´composition co¨ıncide avec la de´composition de la varie´te´ affine (M,∇) de´crite dans
(I) (ou` ∇ de´signe la de´rive´e covariante canonique); en particulier cette dernie`re de´composition
est, elle aussi, unique a` l’ordre des facteurs pre`s.
8La remarque 2. reste donc valable dans ces deux cas.
Quant a` la notion de faible re´ductibilite´ elle semble ne pas eˆtre adapte´e a` une situation symplectique
. Dans le but de montrer ceci, adoptons les notations suivantes. Soit (M,ω, s) un espace syme´trique
symplectique simplement connexe, o un point de M et Φ l’holonomie en o pour la de´rive´e covariante
canonique ∇. Soit M1o un sous espace propre Φ-stable symplectique dans Mo et M1 la varie´te´ inte´grale
maximale pour la distribution obtenue par transport paralle`le de M1o sur M . M
1 est alors la varie´te´
sous-jacente a` un sous espace syme´trique symplectique (M1, ω1, s1) de (M,ω, s) (cf. Lemme 1.20.). Soit
Φ1 l’holonomie en o relativement a` la connexion canonique ∇1 sur M1. On a alors les faits suivants.
a) Si M1⊥ de´signe la varie´te´ inte´grale maximale pour la distribution obtenue par transport paralle`le
de M1⊥o sur M , on n’a en ge´ne´ral pas
(M,ω, s) ≃ (M1, ω1, s1)× (M1⊥, ω1⊥, s1⊥)
(voir contre-exemples en dimension 4, chapitre 6).Ceci rend les preuves des the´ore`mes (I) et (II)
susmentionne´s substanciellement diffe´rentes de celle du the´ore`me de de´composition de M. Cahen
et M. Parker pour les espaces pseudo-riemanniens syme´triques.
b) En ge´ne´ral un sous espace symplectique Φ1-stable dans M1o n’est pas Φ-stable dans Mo. J’exhibe,
dans l’exemple suivant, une classe d’espaces syme´triques symplectiques (M,ω, s) dont aucun sous
espace M1o Φ-stable dans Mo n’est faiblement irre´ductible relativement a` Φ
1.
(M,ω, s) est l’espace syme´trique symplectique associe´ au triple syme´trique symplectique t =
(G, σ,Ω) de´fini par
K =〉u, v〈 ; P =〉e1, e2, e3, f1, f2, f3〈
Ω(ei, ej) = Ω(fi, fj) = 0 ; Ω(ei, fj) = δij
et la table de G est
[u, e2] = e1
[u, f1] = −f2
[u, e3] = f3
[v, f1] = e1
[f1, e3] = αu
[e2, e3] = αv
[f1, e2] = βv
[f1, f2] = γv
ou` α ∈ R0 ; β, γ ∈ R
c) On peut ignorer la situation de´crite dans a) et b) et “de´composer” a` tout prix Mo en sous espaces
faiblement irre´ductibles sans se soucier de l’invariance par l’holonomie Φ. Du point de vue du triple
syme´trique symplectique t = (G, σ,Ω) associe´ a` (M,ω, s), cela revient a` e´crire
P =
p⊕
α=1
Pα
avec Ω(Pα,Pβ) = 0 si α 6= β et [[Pα,Pα],Pα] ⊂ Pα pour tout α. Une telle de´composition
n’a aucun caracte`re d’unicite´: dans l’exemple suivant, j’exhibe un triple syme´trique symplectique
9t = (G, σ,Ω) dont P admet une “de´composition” en trois sous espaces faiblement irre´ductibles et
une autre “de´composition” en deux tels sous espaces.
t = (G, σ,Ω) est de´fini par
K =〉u, v〈 ; P =〉e1, e2, e3, f1, f2, f3〈
Ω(ei, ej) = Ω(fi, fj) = 0 ; Ω(ei, ej) = δij
et la table de G est
[u, e2] = e1
[u, f1] = −f2
[v, f1] = e1
[f1, e3] = −u
[e2, e3] = −v
[f1, f2] = v
En de´finissant P ′ =〉{e3, f3}〈 on a P ′⊥ =〉{e1, f1, e2, f2}〈 et le triple syme´trique symplectique induit
par [P ′⊥,P ′⊥]⊕ P ′⊥ est faiblement re´ductible.
Par contre, en de´finissant P ′ =〉{e3+αe1+βf2, f3+ γe1+ δf2}〈 on peut trouver α, β, γ, δ ∈ R tels
que [P ′⊥,P ′⊥] = K et K ⊕ P⊥ induit un triple syme´trique symplectique faiblement irre´ductible.
Chapitre 3. Le cas re´ductif
Elie Cartan a comple`tement e´lucide´ la structure des espaces syme´triques riemanniens simplement con-
nexes ([Dieu]). Il a de´montre´ le fait fondemental suivant : classifier ces espaces est e´quivalent a` classifier
les alge`bres de Lie simples re´elles.
L’ide´e de la de´monstration est la suivante.
Soit (M, g) un espace syme´trique riemannien. Soit (G∧, σ∧, B∧) le triple de Riemann associe´. La me´trique
g e´tant de´finie positive, l’holonomie est compacte; ceci impose a` G∧ d’eˆtre re´ductive (cf. Lemme 3.1.2.).
Le triple de Riemann s’e´crit alors comme une somme directe
(G∧, σ∧, B∧) = (Z,−id, BZ)⊕ (G, σ, B)
ou` (Z,−id, BZ) est un facteur euclidien et ou` G est semisimple. A nouveau comme l’holonomie est
compacte, la sous alge`bre K des point fixes de σ dans G est compacte et de`s lors σ est “une involution de
Cartan” de G; elle est donc de´termine´e, a` automorphisme inte´rieur de G pre`s, par la structure d’alge`bre
de Lie sur G.
Notons qu’en 1914, Cartan a, pour la premie`re fois, donne´ une classification des alge`bres de Lie simples
re´elles. Quinze ans plus tard, il donne une autre me´tode de classification de ces alge`bres :
Etant donne´ une alge`bre de Lie complexe simple G, il y a une correspondance bijective entre l’ensemble
des classes d’isomorphie de ses formes re´elles et l’ensemble des classes de conjugaison des automorphismes
involutifs de sa forme compacte Gu.
C’est cette correspondance qui induit la dualite´ entre les espaces hermitiens syme´triques compacts et les
espaces hermitiens syme´triques non compacts.
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Ces automorphismes ont e´te´ classifie´s, au moyens de diverses me´thodes, par Cartan (1929), Gantmacher
(1939), Borel et de Siebenthal (1949), Araki (1962), Murakami (1965) et Wallach (1965) ([Bo-deSi],
[Mu1]).
L’intersection des espaces syme´triques symplectiques et des espaces syme´triques riemanniens est con-
stitue´e des espaces syme´triques hermitiens. Ces espaces ont largement e´te´ e´tudie´s par divers auteurs :
Bergman, Chow, Koecher, Koranyi, Shapiro, Wolf, ...
Shapiro a e´galement e´tudie´ les espaces pseudo-hermitiens syme´triques ([Sha]).
Dans ce chapitre, je donne une description comple`te des espaces syme´triques symplectiques simple-
ment connexes (M,ω, s) dont l’holonomie Φ en un point o deM agit de manie`re comple`tement re´ductible
sur Mo. Les triples syme´triques symplectiques correspondant sont les triples syme´triques symplectiques
re´ductifs — c’est a` dire les triples syme´triques symplectiques (G, σ,Ω) ou` G est une alge`bre re´ductive (cf.
Lemme 3.1.2.). Un triple syme´trique symplectique re´ductif inde´composable et non plat est simple (cf.
Proposition 3.5.4.). De`s lors, classifier les espaces syme´triques symplectiques simplement connexes dont le
groupe des transvections est re´ductif revient a` donner un the´ore`me analogue au the´ore`me de classifcation
des espaces riemanniens syme´triques.
Par des me´thodes analogues a` celles utilise´es par Borel, de Siebenthal et Murakami ([Bo-deSi], [Mu1]) et
en utilisant certains re´sultats duˆs a` Sugiura, j’ai obtenu un tel the´ore`me (cf. The´ore`me 3.7.1.). L’inte´reˆt
de ce re´sultat est qu’il de´crit les triples syme´triques symplectiques simples et leur isomorphie en termes
des proprie´te´s des racines de G. Dans le cas symplectique, en ge´ne´ral σ n’est pas une involution de Cartan
de G; en particulier la notion de dualite´ “compact-non compact” disparait dans le cadre symplectique.
Dans le but d’obtenir une liste des triples syme´triques symplectiques , on peut utiliser le crite`re suivant
(cf. The´ore`me 3.1.8.) pour de´cider quels e´le´ments dans la liste de Berger ([Be]) des espaces syme´triques
irre´ductibles livrent des espaces syme´triques symplectiques .
Soit un couple syme´trique (G, σ) (cf. De´finition 2.1.1.) ou` G est simple et ou` σ est automorphisme
involutif de G.
Alors il existe une bijection entre les 2-cocycles Ω ∈ Z2(G) tels que (G, σ,Ω) est un triple syme´trique
symplectique et les e´le´ments non nuls du centre Z(K) de K (σ = idK ⊕ (−idP)).
Remarquons qu’un crite`re diffe´rent mais e´quivalent a` celui-ci avait de´ja` e´te´ obtenu par M. Parker ([Pa]).
L’alge`bre de Lie K de l’holonomie d’un espace syme´trique dont le groupe des transvections est semisimple
est re´ductive dans G ([Che]); dans le cas des espaces syme´triques symplectiques , elle a meˆme rang que
G (cf. The´ore`me 3.2.5.).
Un espace syme´trique symplectique simplement connexe (M,ω, s) dont le groupe G des transvections est
simple est le reveˆtement universel symplectique d’une orbite coadjointe θ de G dans G⋆ — en effet les
lemmes de Withehead nous disent que Ω est exacte. Une telle orbite est syme´trique.
La structure locale de l’espace homoge`ne G → θ e´tant identique a` celle de l’espace homoge`ne G → M ,
caracte´riser et classifier les orbites syme´triques de G dans G⋆ revient a` de´crire comple`tement les espaces
syme´triques symplectiques simplement connexes simples (et par la` les re´ductifs). Je passe maintenant a`
l’e´nonce´ du the´ore`me, pour ce faire j’adopte les de´finitions et notations suivantes.
Soient G une alge`bre de Lie simple complexe et h une sous-alge`bre de Cartan de G.
Soit φ le syste`me de racines correspondant a` h et G = h⊕
⊕
β∈φ
Gβ la de´composition radicielle de G par
rapport a` h.
Un syste`me admissible est un couple {α,∆} ou` ∆ est une base de φ et α est un e´le´ment de ∆ tels que si
11
µ ∈ φ est la racine maximale relativement a` ∆, on ait :
µ = α+
∑
α′∈∆\{α}
nα′ · α′
ou` nα′ ∈ N.
On note h∆α l’e´le´ment de la base duale (relativement a` la forme de Killing) de ∆ caracte´rise´ par α(h
∆
α ) = 1
et ω∆α le poid fondemental associe´ a` α relativement a` ∆ — on conside`re ω
∆
α comme un e´le´ment de G⋆
c’est a` dire ω∆α (Gβ) = 0 ∀β ∈ φ.
Soient τ une conjugaison de G qui stabilise h et Gτ la forme re´elle de G associe´e; on note encore ω∆α la
resriction de ω∆α a` Gτ .
On a alors (cf. sections 3.3, 3.4, et 3.5)
(i) Une orbite coadjointe dans G⋆ est syme´trique si et seulement si elle contient un multiple (complexe)
d’un poid fondemental ω∆α ou` {α,∆} est un syste`me admissible.
Le triple syme´trique symplectique associe´ est
(G, exp π i ad(h∆α ), Re(λ.δω∆α ))
ou` λ ∈ C⋆ (δ de´signe le cobord de Chevalley).
(ii) Une orbite coadjointe dans G⋆τ est syme´trique si et seulement si elle contient
a) un multiple imaginaire pur d’un poid fondemental resreint ω∆α tel que τ
⋆(ω∆α ) = −ω∆α ou`
{α,∆} est un syste`me admissible. Dans ce cas, le triple syme´trique symplectique associe´ est
(Gτ , exp π i ad(h∆α ), r δ( i ω∆α ))
ou` r ∈ R0.
ou bien
b) un multiple re´el d’un poid fondemental resreint ω∆α tel que τ
⋆(ω∆α ) = ω
∆
α ou` {α,∆} est un
syste`me admissible. Dans ce cas, le triple syme´trique symplectique associe´ est
(Gτ , exp π i ad(h∆α ), rδω∆α )
ou` r ∈ R0.
(iii) Les espaces syme´triques symplectiques correspondant aux cas (i) et (ii) a) sont des espaces syme´-
triques pseudo-ka¨hleriens, la structure complexe au point o est donne´e par
Jo = ± 1
π
log σ
∣∣∣∣
P
(P ∼Mo)
Les espaces syme´triques symplectiques correspondant au cas (ii) b) ne sont jamais
pseudo-ka¨hleriens.
Remarquons que des multiples diffe´rents en valeur absolue donnent lieu a` des triples syme´triques sym-
plectiques non isomorphes.
Soit N(h) le groupe des automorphismes de G qui stabilisent h.
Soit N˜τ le sous groupe de N(h) constitue´ des e´le´ments qui commutent avec τ .
On note Aut(φ) le groupe des isome´tries de h⋆R qui conservent φ.
On a l’e´pimorphisme canonique π : N(h)→ Aut(φ); on note Nτ l’image de N˜τ par π.
On a alors (cf. section 3.6)
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1) Les couples syme´triques (G, exp π i ad(h∆α )) et (G, exp π i ad(h∆
′
α′ )) sous jacents a` deux triples
syme´triques symplectiques simples complexes (point (i) susmentionne´) sont isomorphes si et seule-
ment si les poids fondementaux ω∆α et ω
∆′
α′ sont dans la meˆme orbite pour l’action de Aut(φ) sur
h
⋆
R.
2.a) Un choix de h tel que Gτ ∩h admet une partie compacte de dimension maximale livre un ensemble
exhaustif des classes d’isomorphie des couples syme´triques sous jacents aux triples syme´triques
symplectiques pseudo-ka¨hleriens simples absoluments simples. Dans cette situation, les couples
syme´triques (Gτ , exp π i ad(h∆α )) et (Gτ , exp π i ad(h∆
′
α′ )) sous jacents a` deux triples syme´triques
symplectiques pseudo-ka¨hleriens simples absoluments simples (point (ii) a) susmentionne´) sont
isomorphes si et seulement si les poids fondementaux ω∆α et ω
∆′
α′ sont dans la meˆme orbite pour
l’action de Nτ sur h
⋆
R.
2.b) Un choix de h tel que Gτ∩h admet une partie non compacte de dimension maximale livre un ensem-
ble exhaustif des classes d’isomorphie des couples syme´triques sous jacents aux triples syme´triques
symplectiques non pseudo-ka¨hleriens simples absoluments simples. Dans cette situation les couples
syme´triques (Gτ , exp π i ad(h∆α )) et (Gτ , exp π i ad(h∆
′
α′ )) sous jacents a` deux triples syme´triques
symplectiques non pseudo-ka¨hleriens simples absoluments simples (point (ii) b) susmentionne´) sont
isomorphes si et seulement si les poids fondementaux ω∆α et ω
∆′
α′ sont dans la meˆme orbite pour
l’action de Nτ sur h
⋆
R.
Remarquons qu’un espace syme´trique symplectique simplement connexe dont le groupe des transvec-
tions est simple est pseudo-ka¨hlerien si et seulement si le centre de l’holonomie contient un e´le´ment
compact non trivial. Remarquons encore qu’en ge´ne´ral, contrairement au cas hermitien syme´trique, un
espace syme´trique symplectique n’est pas simplement connexe — l’hyperbolo¨ıde
SL(2,R)/SO(1, 1) n’est pas simplement connexe.
En utilisant un re´sultat duˆ a` Koh ([Koh]), on obtient la classification des espaces syme´triques sym-
plectiques compacts
1. Tout espace syme´trique symplectique compact est ka¨hlerien.
2. Un espace syme´trique symplectique compact inde´composable et non plat est simple; donc simple-
ment connexe.
Les groupes de Lie sont des espaces syme´triques, il est de`s lors naturel de demander lesquels admettent
une structure d’espace syme´trique symplectique .
Soient G un groupe de Lie d’alge`bre G et ∇ la de´rive´e covariante canonique sur G de´duite de sa structure
d’espace syme´trique. Le groupe G2 = G×G est le groupe des transvections de (G,∇), l’action e´tant
G2 ×G→ G : ((g, h) , x) → gxh−1
De`s lors, toute forme symplectique G2-invariante ω sur G est G-biinvariante. En posant Ω = ωe on a,
pour tous X,Y, Z dans G :
Ω([X,Y ], Z) = Ω([X,Z], Y ) = Ω([Y, Z], X) = Ω([Y,X ], Z) = 0
Donc [G,G] = 0 par non singularite´ de Ω; et on a :
Tout groupe de Lie syme´trique symplectique est abe´lien.
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Chapitre 4. Re´sultats relatifs aux T.S.S. ni re´solubles, ni semi-simples
Soit (M,ω, s) un espace syme´trique symplectique simplement connexe dont le groupe des transvections
n’est ni re´soluble, ni semi-simple. Soit t = (G, σ,Ω) le triple syme´trique symplectique associe´.
les re´sultats principaux de ce chapitre sont les suivants.
(I) t admet un unique facteur semisimple maximal — t
L
= (L, σ|L,ΩL) est un facteur semisimple de
t s’il existe un triple syme´trique symplectique t1 tel qu’on ait la de´composition t = tL ⊕ t1 (cf.
Proposition 4.1.2.).
(II) Soit t
L
l’unique facteur semisimple maximal de t. Soient R le radical de G et PR les e´le´ments
antifixe´s par σ dans R. Alors,
(i) PR est symplectique si et seulement si L est un facteur de Levi de G (cf. Proposition 4.1.6.).
(ii) On a
2 6 dimPR 6 dimM − 2
(cf. Proposition 4.1.8.).
(III) Supposons t sans facteur semisimple et PR isotrope. Alors,
(i) R est abe´lien (cf. Lemme 4.2.1.).
(ii) on a une constante C qui ne de´pend que du facteur de Levi de t telle que
dimPR ≥ C
— pour plus de pre´cisions voir la Proposition 4.2.11..
(IV) (i) Si t est sans facteur semisimple alors dimPR = 2 si et seulement si dimM = 4 (cf. The´ore`me
4.2.13.).
(ii) Ceci livre une classification des triples syme´triques symplectiques inde´composables avec
dimPR = 2. Les espaces syme´triques symplectiques correspondants sont les fibre´s cotangents
a` respectivement
- La sphe`re.
- Le disque.
- L’hyperbolo¨ıde a` une nappe.
(cf. section 4.3)
(V) (cf. The´ore`me 4.4.1.) Soit (M,ω, s) un E.S.S. simplement connexe. Soient o un point de M et K
l’holonomie line´aire en o relativement a` la connexion affine canonique ∇.
Soit Mc une sous-varie´te´ de M maximale pour les proprie´te´s suivantes :
(a) Mc passe par o
(b) Mc est connexe
(c) Mc est totalement ge´ode´sique
(d) To(Mc) est invariant par K
(e) Mc est compacte
Alors,
(i) Mc est simplement connexe et symplectique.
(ii) Mc est la sous-varie´te´ de M sous-jacente a` un sous-espace syme´trique symplectique compact
(Mc, ωc, sc) facteur direct de (M,ω, s).
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(iii) (Mc, ωc, sc) admet un groupe des transvections semi-simple compact.
(iv) Mc est l’unique sous-varie´te´ de M maximale pour les proprie´te´s (a)–(e)
Chapitres 5 et 6. Exemples re´solubles— Classification en dimension 2 ou 4
Le but commun de ces deux chapitres est la liste des espaces syme´triques symplectiques simplement
connexes de dimension 2 ou 4 (cf. section 6.2.).
Le cas des espaces syme´triques symplectiques dont le groupe des transvections est semisimple ou ni
semisimple ni re´soluble a e´te´ traite´ dans les chapitres 3 et 4; les chapitres 5 et 6 exposent donc le cas
re´soluble.
La raison pour laquelle j’ai scinde´ la preuve du the´ore`me de classification en deux chapitres est la suiv-
ante.
Une grande proportion des structures syme´triques locales sous jacentes aux espaces syme´triques sym-
plectiques re´solubles de dimension 4 apparait dans deux classes, beaucoup plus ge´ne´rales, de structures
syme´triques re´solubles (de toutes dimensions). Les alge`bres y apparaissant sont des extensions d’alge`bres
abe´liennes par des alge`bres abe´liennes.
Il est possible de de´crire assez simplement ces classes ainsi que l’isomorphie des e´le´ments qui les con-
stituent; c’est le propos du chapitre 5. Le chapitre 6 traite de la classification proprement dite
Chapitre 1
Ge´ne´ralite´s
De´finition 1.1. Un espace syme´trique symplectique (brie`vement de´note´ E.S.S.) est un triple (M,ω, s)
ou` M est une varie´te´ C∞ connexe, ω est une forme symplectique sur M , s est une application C∞,
s :M ×M →M telle que si on note s(x, y) = sx(y) on ait:
(i) Pour tout x dans M , sx est un diffe´omorphisme symplectique involutif de (M,ω) appele´ syme´trie
en x.
(ii) Pour tout x dans M , x est point fixe isole´ de sx.
(iii) Pour tous x et y dans M , on a sxsysx = ssx(y).
De´finition 1.2. Deux E.S.S. (M,ω, s) et (M ′, ω′, s′) sont isomorphes s’il existe un diffe´omorphisme
symplectique ϕ : (M,ω)→ (M ′, ω′) tel que ϕsx = s′ϕ(x)ϕ. Un tel ϕ est appele´ isomorphisme de (M,ω, s)
sur (M ′, ω′, s′). Si (M,ω, s) = (M ′, ω′, s′) on parle d’automorphisme de l’E.S.S. (M,ω, s); on note
Aut(M,ω, s) le groupe des automorphismes de (M,ω, s).
De´finition 1.3. Soit (M,ω, s) un E.S.S.. Une de´rive´e covariante affine ∇ sur M est dite admissible si
(i) ∇ω = 0.
(ii) Pour tout x dans M , sx appartient a` Aff(M,∇), le groupe des transformations affines de l’espace
affine (M,∇).
The´ore`me 1.4. Un E.S.S. admet une unique de´rive´e covariante admissible appele´e de´rive´e covariante
canonique.
L’existence va re´sulter des lemmes 1.5 et 1.6 ci-dessous.
Lemme 1.5.
(i) Pour tout x dans M : sx⋆x = −id|Tx(M).
(ii) De´finissons pour y dans M l’ application
sy :M →M ; sy(x) = sx(y);
alors,
sx⋆x
= 2id|Tx(M).
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Preuve. Soit g˜ une me´trique riemannienne sur M . Alors g = s⋆xg˜+ g˜ est une me´trique riemannienne sur
M admettant sx comme isome´trie. Comme s
2
x⋆x
= id, sx⋆x n’admet que ±1 comme valeurs propres.Soit
X 6= 0 un vecteur propre de valeur propre +1 et soit γ(t) la ge´ode´sique maximale de (M, g) telle
que γ(0) = x et γ˙(0) = X . Cette ge´ode´sique est fixe´e point par point par sx et donc x n’est pas
un point fixe isole´ de sx.Comme sx⋆x est une transformation orthogonale de (Tx(M), gx) on a bien
sx⋆x = −id|Tx(M).Soit x(t) une courbe C∞ dans M telle que x(0) = x on a alors;
s(x(t), x(t)) = x(t)
en de´rivant en t = 0 on a
sx⋆x
(x˙(0)) + sx⋆x (x˙(0)) = x˙(0)
donc (ii).
Lemme 1.6. Soient X,Y, Z trois champs de vecteurs C∞ sur M ; alors la formule:
ωx(∇XY, Z) = 1
2
Xx.ω(Y + sx⋆Y, Z)
de´finit une de´rive´e covariante admissible sur (M,ω, s).
Preuve. Le membre de droite de la formule est C∞(M)-line´aire en Z (car Yx + sx⋆xY = 0) et de´finit
donc une 1-forme C∞ qui peut toujours s’e´crire sous la forme i(∇XY )ω. L’application (X,Y ) → ∇XY
est R-biline´aire et C∞(M)-line´aire en X .Par ailleurs si f ∈ C∞(M), on a
sx⋆(fX) = (s
⋆
xf)(sx⋆X)
et donc:
1
2
Xxω(fY + sx⋆(fY ), Z) =
1
2
Xxfω(Y, Z)
+
1
2
f(x)Xxω(Y, Z) +
1
2
Xx(s
⋆
xf)ω(sx⋆Y, Z)
+
1
2
(s⋆xf)(x)Xxω(sx⋆Y, Z)
= Xxfω(Y, Z) +
1
2
f(x)Xxω(Y + sx⋆Y, Z)
ce qui montre que ∇XfY = (Xf)Y + f∇XY .De`s lors ∇ est une de´rive´e covariante affine sur M . Soit
y ∈M , γ une courbe C∞ telle que γ(0) = y et posons Xy = γ˙(0) alors:
Xy.ω(sx⋆Y, Z) =
d
dt
∣∣∣∣
0
ωγ(t)(sx⋆Y, Z)
=
d
dt
∣∣∣∣
0
ωsx(γ(t))(Y, sx⋆Z)
= sx⋆(Xy).ω(Y, sx⋆Z)
En particulier
Xx.ω(sx⋆Y, Z) = −Xx.ω(Y, sx⋆Z),
Chapitre 1 – Ge´ne´ralite´s 17
donc
ωx(∇XY, Z) + ωx(Y,∇XZ) = 1
2
Xxω(Y, Z)
+
1
2
Xxω(sx⋆Y, Z) +
1
2
Xxω(Y, Z)
+
1
2
Xxω(Y, sx⋆Z) = Xxω(Y, Z)
c’est a` dire
∇Xω = 0.
Soit ϕ ∈ Aut(M,ω, s) alors on a
ωy(ϕ⋆Y + sx⋆ϕ⋆Y, Z) = ωϕ−1(y)(Y + sϕ−1(x)⋆Y, ϕ
−1
⋆ Z)
=
(
ϕ−1
⋆
(ω(Y + sϕ−1(x)⋆Y, ϕ
−1
⋆ Z))
)
(y)
c.a`.d.
ω(ϕ⋆Y + sx⋆ϕ⋆Y, Z) = ϕ
−1⋆(ω(Y + sϕ−1(x)⋆Y, ϕ
−1
⋆ Z))
donc on a
ωx(∇ϕ⋆Xϕ⋆Y, Z) =
1
2
(ϕ⋆X)x.ϕ
−1⋆(ω(Y + sϕ−1(x)⋆Y, ϕ
−1
⋆ Z))
=
1
2
Xϕ−1(x).ω(Y + sϕ−1(x)⋆Y, ϕ
−1
⋆ Z)
= ωϕ−1(x)(∇XY, ϕ−1⋆ Z)
= ωx(ϕ⋆∇XY, Z)
donc Aut(M,ω, s) ⊂ Aff(M,∇)
Preuve. (unicite´)
Soit ∇ et ∇′ deux de´rive´es covariantes admissibles sur (M,ω, s); alors, si X,Y, Z sont trois champs de
vecteurs C∞, le champ S de´fini par S(X,Y, Z) = ω(∇XY −∇′XY, Z) est un champ de tenseurs totalement
syme´trique. En effet, ∇ω = 0 implique
S(X,Y, Z) = S(X,Z, Y )
De plus, le tenseur de torsion T de ∇ est tel que
sx⋆Tx (Y, Z) = −Tx(Y, Z)
= sx⋆ (∇Y Z −∇ZY − [Y, Z])x
=
(∇sx⋆Y sx⋆Z −∇sx⋆Zsx⋆Y − [sx⋆Y, sx⋆Z])x
= Tx (Y, Z)
et est donc identiquement nul. On en de´duit
S(X,Y, Z) = S(Y,X,Z)
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et donc la comple`te syme´trie. D’autre part,
(s ⋆x S)x(X,Y, Z) = Sx(sx⋆X, sx⋆Y, sx⋆Z)
= −Sx (X,Y, Z)
et
(s ⋆x S)x(X,Y, Z) = ωx(∇sx⋆X sx⋆Y −∇′sx⋆Xsx⋆Y, sx⋆Z)
= ωsx(x)(sx⋆(∇XY −∇′XY ), sx⋆Z)
= ωx(∇XY −∇′XY, Z)
= Sx(X,Y, Z)
Donc S ≡ 0 et ∇ est unique.
Une connexion affine ∇ sur (M,ω) est dite symplectique si ∇ω = 0 et si ∇ est sans torsion. De`s lors
Lemme 1.7. Sur un E.S.S. (M,ω, s) la connexion canonique ∇ est symplectique et on a
Aut(M,ω, s) ⊂ Aff(M,∇)
Proposition 1.8.
(i) La connexion canonique est comple`te.
(ii) Si Symp(M,ω) de´signe le groupe des diffe´omorphismes symplectiques de (M,ω), on a :
Aut(M,ω, s) = Aff(M,∇) ∩ Symp(M,ω)
En particulier, Aut(M,ω, s) a une structure de groupe de Lie de transformations de M .
Preuve.
(i) Comme sx est une transformation affine, on a, partout ou` cela a un sens
sx Expx v = Expx −v v ∈ Tx(M)
Il existe donc un voisinage Ux de x, stabilise´ par sx et tel que sx|Ux co¨ıncide avec la syme´trie
ge´ode´sique au point x. Il en re´sulte imme´diatement que toute ge´ode´sique maximale de (M,∇) est
de´finie sur toute la droite re´elle; la connexion est donc comple`te.
(ii) On a, par le the´ore`me 1, l’inclusion
Aut(M,ω, s) ⊂ Aff(M,∇) ∩ Symp(M,ω)
De plus, soit ψ ∈ Aff(M,∇) ∩ Symp(M,ω); alors ψsxψ−1 est une affinite´ stabilisant le point
ψ(x) et dont la diffe´rentielle au point ψ(x) vaut −id|Tψ(x)(M). Par connexite´ de M , on a donc
ψsxψ
−1 = sψ(x) et ψ ∈ Aut(M,ω, s).
Aut(M,ω, s) est donc un sous-groupe ferme´ de Aff(M,∇), et par conse´quent, un groupe de Lie
de transformations de (M,ω, s).
De´finition 1.9. On note Der(M) l’alge`bre de Lie du groupe Aut(M,ω, s).
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De´finition 1.10. Le groupe G = G(M) engendre´ par {sx ◦ sy; x, y ∈ M} est appele´ groupe des
transvections de (M,ω, s).
Dans un espace affine connexe, deux points peuvent toujours eˆtre relie´s entre eux par une ge´ode´sique
brise´e; donc, si x, y ∈M , il existe z1, . . . , zr ∈M tels que
y = szr ◦ . . . ◦ sz1(x)
= szr ◦ . . . ◦ sz1 ◦ sx(x)
ceci montre que G agit transitivement sur M ; il en est donc de meˆme pour Aut(M,ω, s) et pour sa com-
posante connexe au neutre Aut0(M,ω, s). En particulier M admet une structure de varie´te´ analytique.
De´finition 1.11. Fixons o ∈M ; le quadruple (M,ω, s, o) est alors appele´ E.S.S. pointe´.
La conjugaison involutive σ˜(g) = sogso est appele´e automorphisme canonique de
Aut(M,ω, s). Sa diffe´rentielle au neutre e de Aut(M,ω, s) est note´e σ; elle induit une de´composition de
Der(M) en sous-espaces propres pour les valeurs propres +1 et −1; on note respectivement Der+(M) et
P ces sous-espaces.
Proposition 1.12. Soit H˜ le stabilisateur de o dans Aut(M,ω, s) et soit H son alge`bre de Lie. Alors
H = Der+(M)
Si H = H˜ ∩Auto(M,ω, s), l’espace homoge`ne
Auto(M,ω, s)/H
est re´ductif.
Preuve. Si X ∈ Der(M) et si ϕt est le sous-groupe a` un parame`tre de Aut(M,ω, s) associe´, on a (en
identifiant un e´le´ment de Der(M) au champ de vecteurs associe´ sur M)
σ(X)x =
d
dt
soϕtso(x)
∣∣∣∣
o
= so⋆so(x)
(X)
Si X ∈ H, on a ϕtsoϕ−t = sϕt(o) = so donc
d
dt
ϕtsoϕ−t
∣∣∣∣
o
= 0
c’est-a`-dire
Xso(x) = so⋆x (X)
Remplac¸ant x par s0(x), on trouve
Xx = σ(X)x
c’est-a`-dire
X ∈ Der+(M)
Inverse´ment, si X ∈ Der+(M), on a
Xo = so⋆so(o)
(X) = so⋆o (X) = −Xo
c’est-a`-dire Xo = 0; donc
d
dt
ϕt(o)
∣∣∣∣
t=s
=
d
du
ϕu+s(o)
∣∣∣∣
0
= ϕs⋆o (Xo) = 0
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c’est-a`-dire ϕt(o) = ϕ0(o) = o et X ∈ H.
On a, ∀d ∈ Aut(M,ω, s) et X ∈ Der(M),
σ (Ad(d)X) = Ad(σ˜(d)) σ(X)
De plus, ∀h ∈ H˜ ,
h · o = o = so h so(o)
et
h⋆o = so⋆o h⋆o so⋆o
M e´tant connexe, on a h = σ˜(h).
Maintenant, ∀p ∈ P :
σ(Ad(h) p) = Ad(σ˜(h)) σ(p)
= Ad(h) σ(p)
= −Ad(h) p
de`s lors Ad(H˜) P ⊂ P et la re´ductivite´.
Observons que, comme σ est un automorphisme de Der(M), on a
[H H] ⊂ H
[H P ] ⊂ P
[P P ] ⊂ H
SoitM = D/H un espace homoge`ne re´ductif, c’est-a`-dire ou` D est un groupe de Lie connexe agissant
effectivement sur M et ou` l’alge`bre de Lie D de D se de´compose en une somme directe vectorielle
D = H ⊕ P ou` H est l’alge`bre de l’isotropie H et P est un sous-vectoriel H-invariant de D. Notons
π : D → M la projection canonique. En choisissant o = π(e) dans M , on peut e´crire pour tout d ∈ D,
π(d) = d · o. La diffe´rentielle de π au neutre de D induit un isomorphisme line´aire π⋆e|P : P → To(M).
L’action de D sur M e´tant effective, l’homomorphisme λ˜ : H → GL(ToM), λ˜(h) = h⋆o , est injectif.
Notons m = dimM et soit u˜o ∈ Iso(Rm,P). En o, on a : uo = π⋆e|P ◦ u˜o d’ou` l’isomorphisme de fibre´s
principaux :
D ×λ GL(m,R)→ B(M)
[d,A]→ d⋆o ◦ uo ◦A
ou` λ : H → GL(m,R), λ(h) = u−1o ◦ λ˜(h) ◦ uo et ou` B(M) de´signe le fibre´ des repe`res line´aires au-dessus
de M (par “repe`re” en un point x de M , on entend “e´le´ment de Iso(Rm, Tx(M))”).
De`s lors, le choix de uo permet d’identifier D a` un H-sous-fibre´ principal de B(M); explicitement :
i : D → B(M)
i(d) = d⋆o ◦ uo
Le triple (D, i, λ) est alors une restriction de B(M) a` H , c’est-a`-dire une H-structure sur M (pour
plus de pre´cisions voir Dieudonne´, tome IV, pages 257-261).
Cette structure est clairementD-invariante. Sur le fibre´D, conside´rons la 1-forme de connexion canonique
α
αd = prH ◦ Ld−1⋆
(prH : D → H est la projection paralle`lement a` P).
En notant µ l’action adjointe H × P → P , le fibre´ tangent a` M = D/H s’identifie au fibre´ associe´
D ×(µ,H) P ; explicitement l’isomorphisme est
D ×(µ,H) P j−→ T (M)
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[d,X ] −→ d⋆o(π⋆e(X))
Notons X⋆x =
d
dt
∣∣
o
expt X · x le champ fondamental sur M associe´ a` X ∈ D. On a alors
X⋆π(d) = j
[
d, prP (Ad(d
−1) X)
]
Le releve´ horizontal est donne´ par
X⋆
∣∣
d
=
(
X˜ − (prH(Ad(d−1) X))˜
)
d
(ou` X˜ (resp. X˜) de´signe le champ invariant a` droite (resp. a` gauche) sur D associe´ a` X ∈ D); et la
fonction H-e´quivariante sur D a` valeurs dans P associe´e au champ X⋆π(d) est donne´e par
X̂(d) = pr
P
(Ad(d−1) X)
De`s lors, en notant ∇(α) la de´rive´e covariante sur T (M) associe´e a` α, on a(
∇(α)X⋆Y ⋆
)
π(d)
=
[
Y,Ad(d)
(
Ad(d−1) X
)P]⋆
π(d)
(1)
Comme d1⋆π(d)X
⋆ = (Ad(d1) X)
⋆
π(d1 d)
∀d1, d ∈ D, on a d1⋆X⋆ = (Ad(d1) X)⋆ et de`s lors(
∇(α)d1⋆X⋆d1⋆Y ⋆
)
π(d)
=
[
Ad(d1)Y,Ad(d) (Ad(d
−1) Ad(d1) X)
P
]⋆
π(d)
=
(
Ad(d1)
[
Y,Ad(d−11 d)
(
Ad(d−11 d)
−1 X
)P])⋆
π(d)
=
(
d1⋆ ∇(α)X⋆ Y ⋆
)
π(d)
En d’autres termes, D agit par affinite´s sur (M,∇(α)). De plus, la formule (1) implique le paralle´lisme
de tout champ de tenseurs D-invariant sur M .
Proposition 1.13. Soit (M,ω, s, o) un E.S.S. pointe´. Alors, en posant D = Auto(M,ω, s), on a que la
connexion canonique ∇ sur l’E.S.S. (M,ω, s) co¨ıncide avec la connexion canonique ∇(α) de´duite de la
structure d’espace homoge`ne re´ductif M = D/H .
Preuve. On a
(so⋆X
⋆)π(d) = (σ(X))
⋆
π(d)
σ(Ad(d) X) = Ad(σ˜d) σ(X)
et
pr
P
(σ(Y )) = −pr
P
(Y )
donc (
∇(α)so⋆X⋆so⋆Y ⋆
)
π(d)
=
(
σ
[
Y,Ad(σ˜d)
(
Ad(σ˜d−1)X
)P])⋆
π(d)
= so⋆so π(d)
[
Y,Ad(σ˜ d)
(
Ad(σ˜ d)−1 X
)P]⋆
= so⋆
π(˜σ d)
[
Y,Ad(σ˜ d)
(
Ad(σ˜d)−1 X
)P]⋆
=
(
so⋆ ∇(α)X⋆ Y ⋆
)
π(d)
Donc, les syme´tries sont des affinite´s de ∇(α).
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Courbure. La formule pour la de´rive´e covariante des champs de vecteurs fondamentaux fournit une
expression de l’endomorphisme de courbure
(R(X⋆, Y ⋆)Z⋆)π(d) = −
[
Ad d
[(
Ad d−1X
)P
,
(
Ad d−1Y
)P]
, Z
]⋆
π(d)
En particulier, au point o = π(e) de M , si A,B,C ∈ To(M) et si A,B,C de´signent les e´le´ments corre-
spondants dans P , on a
R(A,B) C = − [[A B]C]
On notera donc, assez naturellement, pour trois e´le´ments de P :
R(X,Y ) Z = − [[X Y ] Z]
De´finition 1.14. [Ko-No, vol 2, th1, pg 222 et 223]
Une varie´te´ affine (M,∇) est dite localement syme´trique si la torsion et la de´rive´e covariante de la
courbure sont nulles : T∇ = 0 et ∇R∇ = 0.
On sait [Ko-No, vol 2, th 1, pg 222] que (M,∇) est localement syme´trique si et seulement si, pour
tout point x de M , il existe un voisinage Ux de ce point stable par la syme´trie ge´ode´sique sx au point x
et tel que sx|Ux soit une affinite´ de (Ux,∇).
Une varie´te´ affine (M,∇) est dite affine syme´trique, si la syme´trie ge´ode´sique locale sx en x s’e´tend en
une transformation affine de (M,∇).
Proposition 1.15. Soit (M,ω, s) un E.S.S. et soit ∇ sa connexion canonique. Alors (M,∇) est une
varie´te´ affine syme´trique.
Si on note exp l’application exponentielle
exp : Der(M)→ Auto(M,ω, s)
on a le
Corollaire 1.16. En identifiant P a` To(M), on a, pour tout X dans P :
exp tX = sExpo( t2 X) so
En particulier, sExpo( t2 X) so induit le transport paralle`le le long de la ge´ode´sique
π(exp tX) = Expo(tX).
Preuve. Si Y est paralle`le le long de Expo(tX), (sExpo( t2 X)so)⋆Y l’est aussi, mais so⋆Y = −Y le
long de Expo(tX) et sExpo( t2 X)⋆(−Y ) = Y donc sExpo( t2X)so induit le transport paralle`le le long de
Expo(tX). Mais exp tX induit aussi le transport paralle`le le long de Expo(tX) ([Ko-No, vol. 2, page
192]) et
π(exp tX) = exp tX o = Expo(tX) = sExpo( t2 X)so(o)
Donc les deux affinite´s exp X et sExpo( t2 X)so ont le meˆme jet d’ordre 1 en o, elles co¨ıncident.
Proposition 1.17. Soit G = [P , P ]⊕P not= K ⊕P . C’est une sous-alge`bre de Der(M). Le sous-groupe
de Lie connexe de Aut(M,ω, s) d’alge`bre G est le groupe des transvections G(M). C’est le plus petit
sous-groupe de Aut(M,ω, s) transitif sur M et stable par σ˜.
Preuve. Le corollaire 1.16 montre que le sous-groupe de Lie connexe G1 de Aut(M,ω, s) d’alge`bre G
est contenu dans G(M). Comme G(M) est engendre´ par les produits sx sy et que sx sy = sx so (sy so)
−1,
pour prouver que G(M) est contenu dans G1, il suffit de prouver que sx so ∈ G1, ∀x ∈M .
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Le point x pouvant eˆtre joint a` o par une ge´ode´sique brise´e, il re´sulte du corollaire 1.16. qu’il existe g
dans G1 tel que x = g · o. On a donc, sx so = g so g−1 so = g σ˜(g−1). G e´tant stable par σ, G1 l’est par
σ˜; d’ou` G1 = G(M).
Si G′ est un sous-groupe de Aut(M,ω, s) transitif sur M et stable par σ˜, l’argument ci-dessus prouve que
G′ ⊃ G(M).
Remarque 1.18. Notons K le stabilisateur de o dans G(M); c’est un sous-groupe de Lie d’alge`bre K.
CommeM est connexe, K est contenu dans le sous-groupe Gσ˜ des points fixe´s par σ˜ dans G(M). D’autre
part, comme o est un point fixe isole´ de so, la composante connexe au neutre (G
σ˜)o de G
σ˜ est contenue
dans K.
De´finition 1.19. Un sous-E.S.S. d’un E.S.S. (M,ω, s) est un quadruple (M1, ω1, s1, j1) ou`
(i) (M1, ω1, s1) est un E.S.S.
(ii) j1 : M1 → M est une immersion symplectique injective telle que pour tous x et y dans M1 on ait
sj1(x)(j1(y)) = j1(sx(y)).
Lemme 1.20. Soit (M1, ω1, s1, j1) un sous-E.S.S. d’un E.S.S. (M,ω, s). Alors j1 est une affinite´ relative-
ment aux de´rive´es covariantes∇ et∇1 canoniquement de´duites des structures d’E.S.S. sur respectivement
M et M1. En particulier, (M1,∇1) est une sous varie´te´ totalement ge´ode´sique comple`te de (M,∇).
Preuve. Soit γ :] − r, r[→ M1 une courbe diffe´rentiable dans M1. Notons ξ0 = γ(0) et soient X un
champ de vecteurs surM1 et ǫ > 0 tels que Xγ(t) = γ˙(t) pour tout t : |t| < ǫ. Soit v un champ de vecteurs
sur γ, paralle`le le long de γ (relativement a` la de´rive´e covariante ∇1). Soit Y un champ de vecteurs sur
M1 tel que Yγ(t) = vγ(t) pour tout t : |t| < ǫ. Soient U0 un voisinage de ξ0 et X˜ et Y˜ deux champs de
vecteurs sur M tels que X˜j1(ξ) = j1⋆ξ (X), Y˜j1(ξ) = j1⋆ξ (Y ) ∀ξ ∈ U0. Soit δ > 0 avec γ(t) ∈ U0 ∀t : |t| < δ
et soit µ :]− δ, δ[→ M de´fini par µ = j1 ◦ γ. Soit τ ∈] − δ, δ[ tel qu’il existe un voisinage syme´trique U1
de γ(τ) avec ξ0 ∈ U1 ⊃ U0. Soit Z un champ de vecteurs sur M . La fonction de´finie par
fτ,Z(x) = ωx(Y˜ + sµ(τ)⋆ Y˜ , Z)
est diffe´rentiable et on a, pour tout ξ dans U1 :
(j⋆1fτ,Z)(ξ) = ωj1(ξ)(j1⋆ξ (Y + s1γ(τ)⋆Y ), πξ(Zj1(ξ)))
ou` πξ de´signe la projection ωj1(ξ)−orthogonale de Tj1(ξ)(M) sur j1⋆ξTξ(M1).
En e´crivant locallement l’immersion j1 comme la restriction a` un ouvert de R2n (2n = dimM1) d’une
application line´aire injective de R2n dans R2m (2m = dimM), on construit, a` l’aide d’une section locale du
fibre´ des bases symplectiques au dessus de M1, 2n champs de vecteurs locaux, {e1, . . . , en, f1, . . . , fn},au
voisinage de j1(ξ0) tels que
(i) 〉{e1, . . . , en, f1, . . . , fn}j1(ξ)〈= j1⋆ξTξ(M1) pour tout ξ dans un voisinage U2 de ξ0.
(ii) ωj1(ξ)(ei, fj) = δij , ωj1(ξ)(ei, ej) = ωj1(ξ)(fi, fj) = 0 ∀ξ ∈ U2.
Z˜ = ω(Z, ei)fi + ω(fj , Z)ej est un champ de vecteurs local au voisinage de j1(ξ0) et, en remarquant que
Z˜j1(ξ) = πξ(Z) ∀ξ ∈ U2, on voit qu’il existe un champ Z sur M1 tel qu’au voisinage de ξ0 on ait
j⋆1fτ,Z = ω1(Y + s1γ(τ)⋆Y, Z)
De`s lors, en utilisant la formule du lemme 1.6., on a
ωµ(τ)(∇X˜ Y˜ , Z) = 12X˜µ(τ).fτ,Z
= 12Xγ(τ).j
⋆
1fτ,Z
= ω1γ(τ)(∇1XY, Z)
= 0
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On conclut en utilisant la stabilite´ de M1 par les syme´tries centre´es en ses points.
De´finition 1.21. Un triple symplectique syme´trique (T.S.S.) est un triple t = (G, σ,Ω) ou`
(i) G est une alge`bre de Lie re´elle de dimension finie.
(ii) σ est un automorphisme involutif de G tel que si G = K ⊕ P (σ = id
K
⊕ (−id
P
)) on ait
[P P ] = K
et l’action de K sur P soit fide`le.
(iii) Ω est une 2-forme symplectique K-invariante sur l’espace vectoriel P .
La de´composition G = K ⊕ P est appele´e de´composition canonique et la dimension de P est appele´e la
dimension du triple t.
De´finition 1.22. Deux tels triples ti = (Gi, σi,Ωi) i = 1, 2 seront dits isomorphes si il existe un isomor-
phisme d’alge`bres ϕ : G1 → G2 tel que
(i) ϕ ◦ σ1 = σ2 ◦ ϕ
(ii) ϕ⋆Ω2 = Ω1
ou` Ωi de´signe l’extension de Ωi a` Gi × Gi caracte´rise´e par i(ki)Ωi = 0 pour tout ki dans Ki.
Notons Cp(G) les p-cochaines de G a` valeurs dans R et δ l’ope´rateur de cobord de Chevalley associe´ a`
la repre´sentation triviale de G sur R. La K-invariance de Ω implique que Ω est un 2-cocycle de Chevalley.
Etant donne´ un E.S.S. pointe´ (M,ω, s, o), on lui associe un T.S.S. (G, σ,Ω) ou` G est l’alge`bre de Lie
du groupe des transvections G de M ; σ est la diffe´rentielle au neutre e de l’automorphisme σ˜ de G de´finie
par σ˜(g) = sogso; et ou` Ω = (π
⋆ ωo)e; si π : G→M est la projection canonique.
Proposition 1.23. Cette correspondance induit une bijection entre l’ensemble des classes d’isomorphie
d’espaces syme´triques symplectiques simplement connexes et l’ensemble des classes d’isomorphie de triples
syme´triques symplectiques.
Preuve
(i) Soient (Mi, ωi, si) (i = 1, 2) deux E.S.S. et soit ϕ :M1 →M2 un isomorphisme d’E.S.S.. Associons
a` (Mi, ωi, si) un T.S.S. ti en choisissant un point base oi dansMi. En modifiant, si ne´cessaire, ϕ par
une transvection de M2, on peut supposer ϕ(o1) = o2. Cet isomorphisme induit un isomorphisme
du groupe des transvections G(M1) sur le groupe des transvections G(M2) par
φ(sx sy) = sϕ(x) sϕ(y)
Le Lemme 1.20. assure que φ est de Lie. On ve´rifie que φ entrelace les automorphismes fondamen-
taux
φ ◦ σ˜1 = σ˜2 ◦ φ
et donc que la diffe´rentielle de φ a` l’identite´ de´finit un isomorphisme de t1 sur t2.
(ii) Soit t = (G, σ,Ω) un T.S.S. Soit Ĝ le groupe de Lie connexe simplement connexe d’alge`bre G, soit
σ̂ l’automorphisme involutif de Ĝ dont la diffe´rentielle au neutre est σ; soit ω la 2-forme invariante
a` gauche sur Ĝ dont la valeur au neutre est Ω; soit K̂ le groupe des points fixe´s par σ̂ dans Ĝ.
C’est un sous-groupe ferme´ et connexe [Koh].
La forme ω est K̂-invariante a` droite. Notons π̂ : Ĝ→ Ĝ/
K̂
=M la projection canonique; l’espace
M est simplement connexe. Si X est un vecteur tangent aux fibres de cette projection, on a
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i(X) ω = 0. La forme ω se projette donc sur la 2-forme ω sur M (c-a`-d ω = π̂⋆ω). Comme Ω est
un 2-cocycle, ω est ferme´e et donc ω est symplectique. De plus ω est Ĝ-invariante.
De´finissons la syme´trie au point π̂(g) par
s
π̂(g)
(π̂(g′)) = π̂(g σ̂(g−1g′))
On ve´rifie que ces syme´tries sont des diffe´omorphismes symplectiques et ont toutes les proprie´te´s
requises pour de´finir sur M une structure d’E.S.S.
Soit N = {g ∈ Ĝ | g · x = x ∀x ∈M} le noyau de l’action Ĝ×M →M .
En remarquant que N co¨ıncide avec l’intersection de tous les stabilisateurs dans Ĝ des points de
M , on voit que N est un sous-groupe ferme´, discret et distingue´ de Ĝ. N est de`s lors central et on
a le reveˆtement universel
Ĝ
ρ−→ G = Ĝ/N
G agit par automorphismes sur (M,ω, s), il s’identifie donc a` un sous-groupe de Lie connexe de
Aut(M,ω, s). Si
∑
de´signe l’automorphisme involutif de Aut(M,ω, s) induit par la syme´trie so au
point o = π̂(e), on a
Σρ(g) = ρσ̂(g) ∀g ∈ Ĝ
De`s lors Σ stabilise G et comme G = [P P ]⊕ P , la proposition 1.17 nous dit que G est le groupe
des transvections de (M,ω, s). On voit donc que le T.S.S. associe´ a` (M,ω, s) est isomorphe a` t.
(iii) Soient (Gi, σi, ωi) (i = 1, 2) deux T.S.S. isomorphes et soit ϕ : G1 → G2 l’isomor- phisme. Il re´sulte
imme´diatement de (ii) que ϕ induit un isomorphisme des E.S.S. simplement connexes associe´s.
De´finition 1.24. Soient (M,ω) une varie´te´ symplectique connexe simplement connexe, G un groupe de
Lie, τ : G×M →M une action symplectique de G sur M . On de´finit
(i) l’isomorphisme b : T (M)→ T ⋆(M), Xb = i(X)ω et # : T ⋆(M)→ T (M) son inverse.
(ii) Xf le champ hamiltonien associe´ a` la fonction f ∈ C∞(M) (−df# = Xf ). On note Ham(M,ω)
l’espace des champs hamiltoniens.
(iii) ⋆X , le champ fondamental associe´ a` un e´le´ment X de l’alge`bre de Lie G de G : ⋆Xx = ddt
∣∣
o
τ(exp−
tX, x), x ∈M .
(iv) le crochet de Poisson de deux fonctions C∞ f et g :
{f, g}(x) = ωx(Xf ,Xg)
Les faits suivants sont classiques :
(a) C∞(M), {, } est une alge`bre de Lie.
(b) Ham(M,ω), [, ] est une alge`bre de Lie et on a l’extension centrale
0→ R→ C∞(M) X→Ham(M,ω)→ 0
(c) L’application G → Γ∞(T (M)) : X → ⋆X est un homomorphisme; de plus, si M est simplement
connexe, les champs de vecteurs fondamentaux sont hamiltoniens.
De´finition 1.25. Avec les notations qui pre´ce`dent, on dira que τ est une action fortement hamiltonienne
si
(i) les champs de vecteurs fondamentaux sont hamiltoniens,
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(ii) il existe un homomorphisme d’alge`bres de Lie λ tel que le diagramme suivant
commute :
0 - R - C∞(M) - Ham(M,ω) - 0
6
G
@
@
@
@
@
@
@
@I
λ
De´finition 1.26. On note pour tout x dans M et g dans G, τx : G → M et τ(g) : M → M les
applications donne´es par τx(g
′) = τ(g′, x); τ(g)(y) = τ(g, y) (g′ ∈ G, y ∈ M) et on de´finit la fonction
ψ :M → C2(G) :
ψ(x) = (τ⋆xω)e
La forme τ⋆xω est ferme´e et invariante a` gauche sur G donc ψ(x) est un 2-cocycle de Chevalley.
Proposition 1.27. Soit G un groupe de Lie connexe agissant transitivement et symplectiquement sur
(M,ω). Si l’action est fortement hamiltonienne, ψ(x) est un 2-cobord pour tout x dans M .
Re´ciproquement, si M est simplement connexe et ψ(o) est un 2-cobord pour un o dans M , l’action est
fortement hamiltonienne.
Preuve. La premie`re partie re´sulte du fait que M est un reveˆtement symplectique G-e´quivariant d’une
orbite coadjointe de G et de la forme particulie`re de la forme symplectique sur une orbite coadjointe.
Pour la seconde partie, notons H le stabilisateur de o dans G et observons que la connexite´ de G et la
simple connexite´ de M assurent la connexite´ de H . De plus, si π : G → G/H = M est la submersion
canonique, on a, avec les notations pre´ce´dentes, ψ(o) = (π⋆ω)e = δξ pour un certain ξ dans G⋆. De`s lors,
pour tout X dans H (l’alge`bre de Lie de H) et Y dans G, on a
ξ ([X Y ]) = 0
Par connexite´ de H , ξ est H-invariant.
L’application P :M → G⋆ de´finie par
P (π(g)) = Ad⋆(g) · ξ
a donc un sens et on ve´rifie que c’est l’application moment associe´e a` l’action de G sur M .
De´finition 1.28. Un triple exact (T.E.) est un triple h = (H, σ,Ω) ou`
(i) H est une alge`bre de Lie re´elle de dimension finie
(ii) σ est un automorphisme involutif de H tel que si on note H = L⊕P la de´composition induite par
σ (i.e. σ = id
L
⊕ (−id)
P
), on ait
[P P ] = L
(iii) Ω est un 2-forme symplectique sur P , L-invariante et telle qu’il existe ξ ∈ G⋆ avec δξ = Ω ou` Ω est
l’extension par o sur L de Ω a` H.
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Remarques
(i) ξ ([K P ]) = ξ ([K K]) = 0
(ii) ξ peut eˆtre choisie telle que ξ(P) = 0.
Comme corollaire de la proposition 1.27, on a la
Proposition 1.29. Soit (M,ω, s, o) un E.S.S. pointe´ simplement connexe. Soient G son groupe des
transvections et t = (G, σ,Ω) son T.S.S. associe´. Alors
(i) L’action de G sur M est fortement hamiltonienne si et seulement si t est exact.
(ii) Dans ce cas, si θ de´signe l’orbite coadjointe par ξ, l’application moment relative a` l’action de G :
M
P→ θ est un reveˆtement analytique symplectique G e´quivariant.
Lemme 1.30. Supposons le T.S.S. t = (G, σ,Ω) non exact. Alors le triple (H(G), σ
H(G)
,Ω
H(G)
) de´fini par
• H(G) = R · E ⊕ G avec
[(t,X), (s, Y )]
H(G)
= Ω(X,Y )E ⊕ [X,Y ]
G
• σ
H(G)
= id
R·E ⊕ σ
• Ω
H(G)
(0 ⊕ p, 0⊕ p′) = Ω(p, p′) ∀p, p′ ∈ P
est exact. On note L(G) = R ·E ⊕K et H(G) = L(G) ⊕ P .
Preuve. Par K-invariance de Ω et δ-fermeture de Ω, on ve´rifie que
(a) H(G) est une alge`bre de Lie;
(b) σ
H(G)
en est un automorphisme involutif;
(c) Ω
H(G)
est une forme symplectique L(G) invariante sur P ;
(d) Ω
H(G)
= −δE⋆ ou` E⋆ est donne´ par E⋆(tE ⊕X) = t ∀t ∈ R, X ∈ G.
Reste a` voir [P P ]
H(G)
= L(G).
Posons H = [P P ]H(G) ⊕ P et conside´rons la suite exacte
R i−→ H(G) π˜−→ G
Si E /∈ H, π˜ induit un isomorphisme d’alge`bres de Lie :
H π˜−→ G
Comme
Ω
H(G)
(p, p′) = (δE⋆)[p, p
′] = Ω(p, p′) ∀p, p′ ∈ P
E⋆ se restreint non-trivialement a` H; ce qui contredit l’hypothe`se que t n’est pas exact.
On a donc E ∈ H.
De plus, [P , P ]
H
⊃ K car si
k =
∑
α,β
[pα, p
′
β]G ∈ K; pα, p′β ∈ P
on a ∑
α,β
[pα, p
′
β]H = k ⊕
∑
α,β
Ω(pα, p
′
β)
 E
donc k ∈ H car E ∈ H. De`s lors
[P P ]
H(G)
= L(G)
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Remarque 1.31.
L’application injective
K −→ H(G) : k −→ 0⊕ k
est un homomorphisme.
De manie`re analogue au cas exact, on a la
Proposition 1.32. Soit (M,ω, s, o) un E.S.S. pointe´ simplement connexe. Soit G son groupe des
transvections et t = (G, σ,Ω) son T.S.S. associe´. Soit H(G) le groupe de Lie connexe simplement connexe
d’alge`bre H(G). Alors H(G) agit sur (M,ω, s) par automorphismes et l’application moment relative a`
cette action est un reveˆtement symplectique de M sur l’orbite θ par E⋆ dans H(G)⋆.
Preuve. On a la suite exacte
R −→ H(G) π˜−→ G
H(G) e´tant connexe simplement connexe et G connexe, il existe un unique homomorphisme surjectif C∞
m : H(G) −→ G
tel que m⋆e = π˜.
D’ou` l’action annonce´e.
Cette action est fortement hamiltonienne.
Chapitre 2
De´compositions
2.1 Couples syme´triques
De´finition 2.1.1. Un couple syme´trique est un couple c = (G, σ) ou`
(i) G est une alge`bre de Lie re´elle de dimension finie
(ii) σ est un automorphisme involutif de G tel que si G = K ⊕ P est la de´composition associe´e, on a
(a) K agit fide`lement sur P
(b) [P P ] = K.
Un tel couple est dit plat si K = {0}.
De´finition 2.1.2. On de´finit de manie`re e´vidente la somme directe de deux couples syme´triques. Un
couple syme´trique est dit de´composable s’il s’e´crit comme une somme directe de deux couples syme´triques
non triviaux. Un couple syme´trique est inde´composable si il n’est pas de´composable.
The´ore`me 2.1.3. Soit c un couple syme´trique. Soient
c =
p⊕
α=0
cα =
q⊕
β=0
c′β
deux de´compositions de c telles que
• c0 et c′0 sont plats.
• Pour tous α, β > 1, cα et c′β sont inde´composables et non plats.
Alors
(i) p = q
(ii) Il existe un automorphisme ϕ de c et une permutation η de {1, . . . , p = q} tels que
(ii.1) ϕ c0 = c
′
0. (ii.2) ϕ cα = c
′
η(α) pour tout α dans {1, . . . , p}.
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Ceci va re´sulter d’une succession de lemmes.
Le the´ore`me e´tant clair si c est plat, on supposera c = (G, σ) non plat. On note
Kα = K ∩ Gα
K′β = K ∩ G′β
Pα = P ∩ Gα
P ′β = P ∩ G′β
∀α, β > 0
cα =
⊕
γ 6=α
cγ c′β =
⊕
δ 6=β
c′δ
cα = (Gα, σα) c′β = (G′β , σ′β)
Kα = K ∩ Gα
K′β = K ∩ G′β
P ′β = P ∩ G′β
Pα = P ∩ Gα
πα (resp. π
′
β) : G → Gα (resp. G′β) la projection paralle`lement a` Gα (resp. G′β),
πα (resp. π′β) : G → Gα (resp. G′β) la projection paralle`lement a` Gα (resp. G′β). Remarquons que
πα, π
′
β , πα, π
′
β sont des homomorphismes d’alge`bres.
Lemme 2.1.4. Pour tout α > 1, il existe β > 1 avec
Pα ∩ P ′β 6= {0}
Preuve. Ceci re´sulte des deux faits suivants :
(a) [Kα,P ′β] ⊂ Pα ∩ P ′β ∀α, β > 0.
(b) [Kα,P ] =
∑
β>1
[Kα,P ′β ].
De`s maintenant, on fixe α et β tels que
α, β > 1 et U
def.
= Pα ∩ P ′β 6= {0}
Lemme 2.1.5.
(i) [πα(P ′β), πα(P ′β)] = 0 = [πα(P ′β), πα(P ′β)]
(ii) [K, πα(P ′β)] ⊂ Pα ∩ P ′β
(iii) [K, πα(P ′β)] ⊂ U
(iv) U ∩ Pα ∩ P ′β = 0
Preuve.
(i) [P ′β,P ′β ] = 0 donc πα[P ′β,P
′
β] = [πα(P ′β), πα(P ′β)] = 0; l’autre e´galite´ s’obtient de manie`re ana-
logue.
(ii) [K, πα(P ′β)] = [Kα, πα(P ′β)] = [Kα, πα(P ′β)⊕ πα(P ′β)] = [Kα,P ′β ] ⊂ P ′β ∩ Pα; et de meˆme pour (iii)
(iv) est clair.
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Lemme 2.1.6. πα(P ′β) = Pα et Pα ∩ P ′β = 0.
Preuve. Par le lemme 2 (iv), il existe D1 ⊂ πα(P ′β) et C1 ⊂ πα(P ′β) tels que
D1 ⊕ C1 = Pα
Pα ∩ P ′β ⊂ D1
U ⊂ C1
Mais,
[K C1] ⊂ [K πα(P ′β)] ⊂ U ⊂ C1
et
[K D1] ⊂ [K πα(P ′β)] ⊂ Pα ∩ P ′β ⊂ D1
de plus, [C1, D1] ⊂ [πα(P ′β), πα(P ′β)] = 0.
Donc Gα = ([C1 C1]⊕ C1)⊕([D1, D1]⊕D1). Par inde´composabilite´, on a C1 ouD1 nul; or C1 ⊃ U 6= {0}
donc
C1 = πα(P ′β) = Pα et Pα ∩ P ′β ⊂ D1 = {0}
Lemme 2.1.7.
(i) dimP ′β > dimPα
(ii) Pour tout α > 1, il existe un et un seul β tel que P ′β ∩ Pα 6= {0}
Preuve.
(i) car πα(P ′β) = Pα.
(ii) car Pα ∩ P ′β = 0.
Donc, par syme´trie, on a le
Lemme 2.1.8.
(i) dimP ′β = dimPα
(ii) p = q et la correspondance α↔ β ⇔ Pα ∩ P ′β 6= {0} induit une bijection de {α} sur {β}.
Lemme 2.1.9. πα(P ′β) est central.
Preuve.
• [πα(P ′β),Pα] = [πα(P ′β)⊕ πα(P ′β),Pα]
= [P ′β ,Pα]
⊂ K′β ∩Kα
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• Soit k ∈ Kγ (γ 6= α) avec [k,P ′β] 6= 0 alors Pγ ∩ P ′β ⊃ [Kγ ,P ′β] 6= {0} ce qui contredit le lemme
2.1.8.(ii).
⇒ ∀γ 6= α [Kγ ,P ′β ] = 0
⇒ [Kα,P ′β ] = 0
⇒ [K′β ∩ Kα,P ′β ] = 0
⇒ K′β ∩ Kα ⊂ Ker ad(K′β)
∣∣∣
P′
β
= 0
⇒ [πα(P ′β),Pα ⊕ Pα] = [πα(P ′β),P ] = 0
Preuve du the´ore`me. Soit η la permutation de {1, . . . , p = q} de´finie par
Pα ∩ P ′η(α) 6= {0}
Comme, pour tout α > 1 on a dimPα = dimP ′η(α), on a
dimP0 = dimP ′0
Soit ξ : P ′0 → P0 un isomorphisme line´aire et de´finissons φ ∈ End(G) par
φ = idK ⊕ ξ ⊕
p⊕
α=1
πα
∣∣∣
P′
η(α)
Comme [K,Pα] ⊂ Pα ∩ P ′η(α) on a
φ
∣∣∣
[G, G]
= id
∣∣∣
[G, G]
et de`s lors par centralite´ de πα(P ′η(α)), φ est un automorphisme de c.
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2.2 Triples syme´triques
De´finition 2.2.1. On de´finit de manie`re e´vidente la somme directe de deux T.S.S. Un T.S.S est dit
de´composable s’il s’e´crit comme une somme directe de deux T.S.S. non triviaux. Un T.S.S. est inde´com-
posable s’il n’est pas de´composable.
The´ore`me 2.2.2. Soit t = (G, σ,Ω) un T.S.S. Soient
t =
p⊕
α=0
tα =
q⊕
β=0
t′β
deux de´compositions de t telles que
• t0 et t′0 sont plats (Un T.S.S. est plat si son couple syme´trique sous-jacent l’est).
• ∀α, β > 1, tα et t′β sont inde´composables et non plats.
Alors
(i) p = q
(ii) Il existe une permutation η de {1, . . . , p = q} et un automorphisme ϕ de t tels que
(ii.1) ϕt0 = t
′
0
(ii.2) ϕtα = t
′
η(α) pour tout α dans {1, . . . , p}
La preuve consiste en quelques lemmes et une proposition.
Lemme 2.2.3. Posons Z0 = radΩ(Z(G)).
Soient P0 et P ′0 deux supple´menaires de Z0 dans Z(G) :
Z(G) = Z0 ⊕ P0 = Z0 ⊕ P ′0
Posons
t0 = (P0,−id,Ω
∣∣
P0×P0
)
t′0 = (P ′0,−id,Ω
∣∣
P′0×P
′
0
)
P1 = P⊥0
P ′1 = P ′0⊥
G1 = [P1,P1]⊕ P1
G′1 = [P ′1,P ′1]⊕ P ′1
t1 = (G1, σ
∣∣
G1
,Ω
∣∣
P1×P1
)
t′1 = (G′1, σ
∣∣
G′1
,Ω
∣∣
P′1×P
′
1
)
Alors
(i) t = t0 ⊕ t1 = t′0 ⊕ t′1 et Z(G1) (resp. Z(G′1)) est isotrope dans P1 (resp.P ′1).
(ii) Il existe un automorphisme ϕ de t tel que ϕ(t0) = t
′
0 et ϕ(t1) = t
′
1.
Preuve. Par centralite´ de P0 et P ′0, (i) est imme´diat.
(ii). Soit π : G → P0 la projection paralle`lement a` G1; π est un homomorphisme d’alge`bres.
Soit π : G → G1 la projection paralle`lement a` P0; π est un homomorphisme d’alge`bres.
La restriction de π a` P ′0 est un isomorphisme de P ′0 sur P0; en effet, par l’absurde, supposons qu’il existe
z 6= 0 dans P1∩P ′0; on a alors y dans P ′0 avec Ω(z, y) = 1 donc Rz⊕Rπ(y) est un sous-espace symplectique
de P1 ∩ Z(G) = Z(G1), ce qui est impossible.
Soit Z = π(P ′0); comme Z ⊂ Z(G1), Z est isotrope.
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Z et Z
⊥ ∩ P1 sont contenus dans P ′1.
En effet, on a Ω(Z,Z ⊕ P0) = 0 et comme P ′0 ⊂ Z ⊕ P0 on a Z ⊂ P ′1; de plus Ω(Z
⊥ ∩ P1, Z ⊕ P0) = 0
donc Z
⊥ ∩ P1 ⊂ P ′1.
Remarquons que, comme [K , P ] = [K1 , P ′1] et Ω([K , P ] , Z) = 0, on a [K P ] ⊂ Z
⊥∩P1∩P ′1 = Z
⊥∩P1.
Soit V un sous-espace isotrope de P ′1 en dualite´ avec Z; par un argument dimensionnel on a V ⊕
(Z
⊥ ∩ P ′1) = P ′1.Soit V = π(V ); on ve´rifie que V est un sous-espace de P1 en dualite´ avec Z. Donc
V ⊕ (Z⊥ ∩ P1) = P1
Comme Z
⊥ ∩ P1 ⊂ P ′1 on a par un argument dimensionnel :
Z
⊥ ∩ P1 = Z⊥ ∩ P ′1
et
dimV = dimV
En particulier, π e´tablit un isomorphisme line´aire entre V et V .
Conside´rons le sous-espace symplectique V ⊕Z de P1. Soit V ⊕ Z r→ V la projection paralle`lement a` Z.
Soit ℓ : V → V ⊕ Z une application line´aire telle que L = ℓ(V ) est lagrangien dans V ⊕ Z et
r ◦ ℓ = id∣∣
V
L est alors en dualite´ avec Z, on a
P1 = L⊕
(
Z
⊥ ∩ P1
)
et l’application Ψ : V → L de´finie par
Ψ = ℓ ◦ π∣∣
V
est un isomorphisme line´aire; on observe de plus que ∀v ∈ V , Ψ(v)− v est un e´le´ment central.
On ve´rifie alors que l’application ϕ : G → G de´finie par
ϕ
∣∣
K
= id
∣∣
K
ϕ
∣∣
Z
⊥
∩P1
= id
∣∣
Z
⊥
∩P1
ϕ
∣∣
V
= Ψ ϕ
∣∣
P′0
= π
∣∣
P′0
livre un automorphisme du triple t comme annonce´.
Nous sommes donc ramene´s a` prouver le the´ore`me pour un triple t = (G, σ,Ω) ou` Z(G) est totalement
isotrope dans P . Soit donc un tel triple et soient
t =
p⊕
α=1
tα =
q⊕
β=1
t′β
deux de´compositions ou` pour tous α et β, tα et t
′
β sont des triples inde´composables et non plats.
Nous adopterons les notations suivantes, pour tous α et β :
• tα = (Gα, σα,Ωα); t′β = (G′β , σ′β ,Ω′β)
• Kα = Gα ∩K; K′β = G′β ∩ K
• Pα = Gα ∩ P ; P ′β = G′β ∩ P
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• tα = (Gα, σα,Ωα) =
⊕
γ 6=α
tγ
• t′β = (G′β , σ′β ,Ω′β) =
⊕
δ 6=β
t′δ
• Kα = Gα ∩K; K′β = G′β ∩ K
• Pα = P⊥α = Gα ∩ P ; P ′β = P ′β⊥ = G′β ∩ P
• πα : G → Gα est la projection paralle`lement a` Gα
• πα : G → Gα est la projection paralle`lement a` Gα
• π′β : G → G′β est la projection paralle`lement a` G′β
• π′β : G → G′β est la projection paralle`lement a` G′β
De manie`re identique aux couples syme´triques, on a :
Lemme 2.2.4. Pour tout α, il existe β tel que Pα ∩ P ′β 6= {0}.
On fixe alors α et β tels que
U
def.
= Pα ∩ P ′β 6= {0}
Comme pour les couples syme´triques, on a :
Lemme 2.2.5.
(i) [πα(P ′β) , πα(P ′β)] = [πα(P ′β)πα(P ′β)] = 0
(ii) [K, πα(P ′β)] ⊂ Pα ∩ P ′β
(iii) [K, πα(P ′β)] ⊂ U
(iv) [K, πα(P ′β)] ⊂ P⊥α ∩ P ′β
(v) [K, πα(P ′β)] ⊂ P⊥α ∩ P ′β⊥
(vi) U ∩ Pα ∩ P ′β = {0}
Lemme 2.2.6. πα(P ′β) ∩ πα(P ′β) ⊂ Z(G) ⊃ πα(P ′β) ∩ πα(P ′β).
Preuve.
[πα(P ′β) ∩ πα(P ′β), πα(P ′β) + πα(P ′β)] = 0 = [πα(P ′β) ∩ πα(P ′β),Pα]
= [πα(P ′β) ∩ πα(P ′β),P ]
L’autre inclusion s’obtient de la meˆme manie`re.
Lemme 2.2.7. radΩ(πα(P ′β)) ⊂ radΩ(Pα ∩ P ′β).
Preuve.
Soit x ∈ radΩ(πα(P ′β)), y ∈ P ′β ; alors
Ω(x, y) = Ω(x, πα(y) + πα(y)) = 0
et donc radΩ(πα(P ′β)) ⊂ Pα ∩ P ′β ⊂ πα(P ′β); en particulier, par le lemme 2.2.6., radΩ(πα(P ′β)) ⊂ Z(G).
De plus si z ∈ Pα ∩ P ′β et t ∈ P ′β, Ω(z, πα(t)) = Ω(z, t) = 0 et donc radΩ(πα(P ′β)) ⊂ radΩ(Pα ∩ P ′β)
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A ce stade ci, deux cas se pre´sentent :
• soit radΩ(πα(P ′β)) est nul
• soit il ne l’est pas
Lemme 2.2.8. Supposons radΩ(πα(P ′β)) = {0}. Alors on a
(i) πα(P ′β) = Pα
(ii) Pα ∩ P ′β = {0}
(iii) πα(P ′β) est central
(iv) β est l’unique indice tel que Pα ∩ P ′β 6= {0}
(v) dimP ′β > dimPα
Preuve.
(i) Ω
(
(πα(P ′β))⊥ ∩ Pα, πα(P ′β)⊕ πα(P ′β)
)
= 0 donc, comme P ′β ⊂ πα(P ′β)⊕πα(P ′β), on a (πα(P ′β))⊥∩
Pα ⊂ P ′β⊥; de`s lors
[πα(P ′β), (πα(P ′β))⊥ ∩ Pα] = πα[P ′β , (πα(P ′β))⊥ ∩ Pα] = 0
Par hypothe`se et par inde´composabilite´ de Pα, on a πα(P ′β) = 0 ou (πα(P ′β))⊥ ∩ Pα = 0. Comme
πα(P ′β) ⊃ U 6= 0, on a πα(P ′β) = Pα.
(ii) Comme πα(P ′β) = Pα, Pα ∩ P ′β ∩ πα(P ′β) = Pα ∩ P ′β . La preuve du lemme 2.2.7. montre que
Ω(πα(P ′β) , Pα ∩ P ′β). Donc
Pα ∩ P ′β ∩ πα(P ′β) ⊂ radΩ(πα(P ′β)) = {0}
(iii) [πα(P ′β), Pα] = [πα(P ′β), πα(P ′β)] = 0
(iv) et (v) de´coulent de (ii) et (i).
Lemme 2.2.9. Supposons radΩ(πα(P ′β)) = {0}. Si, de plus, dimPα = dimP ′β, alors il existe un
automorphisme ϕ de t tel que ϕ(t′β) = tα et ϕ(t
′
β) = tα.
Preuve.
(a) πα(P ′β) est central.
En effet,
[πα(P ′β),P⊥α ] = [πα(P ′β)⊕ πα(P ′β), P⊥α ]
= [P ′β ,P⊥α ]
⊂ K′β ∩Kα
Le lemme 2.2.8.(ii) affirme que Pα ∩ P ′⊥β = 0; donc P⊥α + P ′β = P et par argument dimensionnel
la somme est directe, donc P⊥α ∩ P ′β = 0. Or
[Kα,P ′β] ⊂ P⊥α ∩ P ′β = 0
Par effectivite´, Kα ∩ K′β = 0 et donc [πα(P ′β),P⊥α ] = [πα(P ′β),P ] = 0.
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(b) Comme Pα ∩ P ′β = 0, πα
∣∣
P′
β
est injective et par argument dimensionnel un isomorphisme line´aire.
Donc πα(P ′β) = P⊥α
(c) On ve´rifie que ϕ = idK ⊕ πα
∣∣
P′
β
⊕ πα
∣∣
P′
β
est comme annonce´.
Lemme 2.2.10. Supposons radΩ(πα(P ′β)) = {0}.
Si pour tous γ, δ on a
Pγ ∩ P ′δ 6= {0} =⇒ radΩ πγ(P ′δ) = radΩ π′δ(Pγ) = {0}
alors
dimPα = dimP ′β
En particulier, le the´ore`me 2.2.2. est vrai dans ce cas.
Preuve. Ceci est imme´diat par le lemme 2.2.8. (v).
Le second cas (radΩ(πα(P ′β)) 6= 0) ne se pre´sente pas :
Proposition 2.2.11. Soit t = (G, σ,Ω) un T.S.S. avec Z(G) isotrope dans P . Soient
t =
p⊕
α=1
tα =
q⊕
β=1
t′β
deux de´compositions de t en triples inde´composables non plats.
Soient α et β tels que Pα ∩ P ′β 6= {0}.
Alors
radΩ(πα(P ′β)) = radΩ(π′β(Pα)) = {0}
Preuve. Nous prouvons la proposition 2.2.11. par l’absurde et ceci en plusieurs e´tapes. Soient donc α
et β tels que U = Pα ∩ P ′β 6= {0} et radΩ(πα(P ′β)) 6= {0}.
Soit c′β le couple syme´trique sous-jacent au T.S.S. de´duit de P ′β⊥.
Soit
c′β =
q˜⊕
s=0
(c′β)s (P ′β⊥ =
⊕
s(P ′β⊥)s)
une de´composition en couples inde´composables non plats et un couple plat (s = 0).
Soit r ∈ radΩ(πα(P ′β)), r 6= 0; alors il existe s ∈ {1, . . . , q˜} et p ∈ (P ′β⊥)s tels que Ω(r, p) = 1 (Sinon pour
tout s, on a Ω(r, (P ′β⊥)s) = 0 donc Ω(r,P ′β⊥) = 0 et r = 0 car r ∈ Pα ∩P ′β. En outre si s = 0, p ∈ Z(G);
comme r est aussi central, ceci contredit l’isotropie du centre). Comme r ∈ πα(P ′β) (voir la preuve du
lemme 2.2.7.), πα(p) 6= 0. Dans la suite, nous fixons r et p comme plus haut.
Premie`re e´tape πα(p) ∈ Z(G) \ {0}.
En effet, si πα(p) = 0, p ∈ Pα ∩ P ′β et Ω(r, p) = 1 ce qui contredit r ∈ radΩ(πα(P ′β)) ⊂ radΩ(Pα ∩
P ′β). Comme Z(G) est isotrope et que r ∈ radΩ(πα(P ′β)) ⊂ Z(G), πα(p) /∈ Z(G).
Soit cγ le couple syme´trique sous-jacent au triple tγ (γ ∈ {1, . . . , p}).
Soit
cγ =
⊕
iγ
(cγ)iγ
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une de´composition en couples inde´composables non plats et un couple plat (iγ = 0). (Pγ =⊕
iγ
(Pγ)iγ ). Par le lemme 2.1.7.(ii), il existe un unique jµ 6= 0 (µ ∈ {1, . . . , p}) tel que
(P ′β)s ∩ (Pµ)jµ 6= {0}
et on a, avec les notations du paragraphe pre´ce´dent
p = πjµ(p) + πjµ(p)
ou` πjµ(p) ∈ Z(G) (cf. lemme 2.1.9.).
Si µ 6= α, on a πα(p) = παπjµ(p) ∈ Z(G) ce qui est impossible, donc α = µ
On a alors πα(πjµ(p)) = πα(p) ∈ Z(G).
Ceci ache`ve la preuve de la premie`re e´tape.
Soit ξ l’e´le´ment de πα(P ′β)⋆ de´fini par ξ(x) = Ω(πα(p), x) pour tout x dans πα(P ′β).
Comme ξ(r) = −1, on a πα(P ′β) = Ker(ξ)⊕ R · r.
Posons Ψ
def.
= π−1α (Ker(ξ)) ∩ P ′β. On a P⊥α ∩ P ′β ⊂ Ψ. Fixons y ∈ P ′β tel que πα(y) = r. Posons
D
def.
= (R · r ⊕ Rπα(p))⊥ ∩ πα(P ′β) et Φ
def.
= π−1α (D) ∩ P
′
β. On a Φ ⊂ P⊥α ∩ P ′β⊥
Deuxie`me e´tape
(i) Φ ∩ (R · r ⊕ R · p) = {0}
(ii) Φ⊕ (R · r ⊕ R · p) = P ′β
(iii) Ψ ∩ R · y = {0}
(iv) Ψ⊕ R · y = P ′β
En effet,
Si (i) est faux cela implique qu’il existe a, b ∈ R tels que a r + b πα(p) ∈ D; ceci contredit la
de´finition de D. (ii) re´sulte de (i) et du fait que D est de codimension au maximum 2 dans
πα(P ′β).(iii) re´sulte de la de´finition de Ψ et (iv) re´sulte de (iii) comme (ii) de (i). Ceci ache`ve la
preuve de la deuxie`me e´tape.
On peut donc de´finir A dans End(G) par
A
∣∣
K⊕Φ⊕Ψ
= id
∣∣
K⊕Φ⊕Ψ
A(p) = πα(p)
A(y) = πα(y)
A(r) = r
Troisie`me e´tape
(i) A est un automorphisme du couple syme´trique c = (G, σ).
(ii) A(P ′β) est un sous-espace symplectique de (P ,Ω).
(iii) La restriction A
∣∣
P′
β
: P ′β → A(P ′β) est une application symplectique.
(iv) A(P ′β⊥) = (A(P ′β))⊥.
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En effet, commenc¸ons par remarquer que les restrictions de A a` P ′β et P
′
β sont sans noyau.
Supposons que A(ψ + y) = ψ + πα(y) = 0, pour un certrain ψ ∈ Ψ; on a donc πα(y) ∈ Ψ ⊂ P ′β
et donc r = πα(y) ∈ P ′β ce qui contredit Ω(r, p) = 1.
Supposons que A(ϕ + a r + b p) = ϕ + a r + b πα(p) = 0, pour un certrain ϕ ∈ Ψ. On peut
supposer b 6= 0; comme r ∈ P ′β⊥, on a πα(p) ∈ P ′β⊥ ce qui contredit Ω(r, p) = 1.
Maintenant, soient u, v ∈ P ′β , on a u = ψ + a y, v = ψ′ + a′ y ou` ψ, ψ′ ∈ Ψ et a, a′ ∈ R;
Ω(u, v) = Ω(ψ + a A(y) + a r, ψ′ + a′ A(y) + a′ r)
= Ω(A(u), A(v)) (r ∈ radΩ(πα(P ′β)) ⊂ P
′
β)
donc (ii) et (iii).
Comme Ω(πα(p),Ker(ξ)) = 0, on a
Ω(A(P ′β), A(P
′
β)) = 0
Donc A(P ′β) ⊂ A(P ′β)⊥; comme A(P ′β) a la meˆme dimension que P ′β on a l’e´galite´ et comme
A(P ′β) est symplectique on a la somme directe orthogonale A(P ′β)⊕A(P ′β); en particulier A est un
isomorphisme line´aire.
On a Ω(U, πα(p)) = Ω(U, p) = 0 donc U ⊂ Ψ. soit η ∈ (Pα ∩ P ′β)⋆ de´finit par Ω(πα(p) , . ); comme
r ∈ Pα∩P ′β et que Ω(r, p) = 1, on a η 6= 0 d’ou` Pα∩P ′β = Ker(η)⊕R.r. Comme r ∈ radΩ(Pα∩P ′β),
Ker(η) ⊂ D et donc Pα ∩ P ′β ⊂ Φ⊕ R.r. On a enfin Pα ∩ P ′β ⊂ Φ.
De`s lors, on a
A
∣∣
(Pα∩P′β)⊕U⊕(P
⊥
α ∩P
′
β
⊥)⊕(P⊥α ∩P
′
β
)
= id
∣∣
(Pα∩P′β)⊕U⊕(P
⊥
α ∩P
′
β
⊥)⊕(P⊥α ∩P
′
β
)
Par le lemme 2.2.5., on a
[G, G] ⊂ K ⊕ (Pα ∩ P ′β)⊕ U ⊕ (P⊥α ∩ P ′β⊥)⊕ (P⊥α ∩ P ′β)
donc A
∣∣
[G, G]
= id
∣∣
[G, G]
et de`s lors, par centralite´ de πα(p) et de r, on a (i). Ceci ache`ve la preuve
de la troisie`me e´tape et nous livre une nouvelle de´composition de t, en effet en posant
G(1)1 = K′β ⊕A(P ′β)
P(1)1 = A(P ′β)
G(1)1 = K
′
β ⊕A(P
′
β)
t
(1)
1 = (G(1)1 , σ
∣∣
G
(1)
1
,Ω
∣∣
A(P′
β
)×A(P′
β
)
)
t
(1)
1 = (G
(1)
1 , σ
∣∣
G
(1)
1
,Ω
∣∣
A(P
′
β)×A(P
′
β)
)
on a
t = t
(1)
1 ⊕ t(1)1
Le triple t
(1)
1 est inde´composable et isomorphe au triple t
′
β.
Quatrie`me e´tape
(i) P(1)1 ∩ Pα ⊇ P ′β ∩ Pα = U
(ii) πα(P(1)1 ) ⊂ πα(P ′β)
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(iii) dim(radΩ πα(P(1)1 )) < dim(radΩ(πα(P ′β)))
En effet,
(i) On a vu que A
∣∣
U
= id
∣∣
U
donc U ⊂ P(1)1 ∩ Pα
(ii) πα(P(1)1 ) = πα(Ψ ⊕ R · πα(y)) = Ker(ξ) ⊂ πα(P ′β)
(iii) On a radΩ(Ker(ξ)) ⊕ R · r ⊆ radΩ(πα(P ′β)).
Ceci ache`ve la preuve de la quatrie`me e´tape.
Par re´currence, on construit un facteur direct
t
(n)
1 =
(
G(n)1 = K′β ⊕ P(n)1 , σ
∣∣
G
(n)
1
,Ω
P
(n)
1 ×P
(n)
1
)
de t, isomorphe a` t′β tel que
P(n)1 ∩ Pα ⊇ U
dim radΩ(πα(P(n)1 )) = 0
et
πα(P(n)1 ) ⊂ πα(P ′β)
Mais le lemme 2.2.8.(i) nous dit que πα(P(n)1 ) = Pα donc πα(P ′β) = Pα et radΩ(πα(P ′β)) = 0; une
contradiction.
Remarque 2.2.12. Soit t = (G, σ,Ω) un triple syme´trique symplectique . Supposons qu’il existe une
paire (V,W ) de sous espaces de P telle que
(i) P = V ⊕W
(ii) V et W sont K-invariants
(iii) [V,W ] = 0
(iv) V est symplectique .
Alors, en notant π : P → V ⊥ la projection Ω-orthogonale paralle`lement a` V et en posant
Ω˜ = (π
∣∣∣
W
)⋆(Ω
∣∣∣
V ⊥×V ⊥
)⊕ (Ω
∣∣∣∣
V×V
)
on a :
(a) t˜ = (G, σ, Ω˜) est un triple syme´trique symplectique
(b) Ω˜(V,W ) = 0
(c) Ω˜
∣∣∣
V×V
= Ω|V×V
Cette remarque motive la de´finition suivante :
De´finition 2.2.13. Soit t = (G, σ,Ω) un triple syme´trique symplectique . On dit que t est presque
affinement inde´composable si pour tous sous espaces V et W de P tels que (i),...,(iv) on a V ou W nul.
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The´ore`me 2.2.14. Soit t = (G, σ,Ω) un triple syme´trique symplectique . Alors il existe une forme
symplectique Ω′ K-invariante sur P telle que t′ = (G, σ,Ω′) admet une de´composition
t′ =
p⊕
α=0
t′α
ou`
1. t′0 est plat
2. t′α est presque affinement inde´composable et non plat pour tout α ≥ 1.
Une telle de´composition de t′ est unique a` automorphisme de t′ pre`s.
Remarque 2.2.15. Soit t = (G, σ,Ω) un triple syme´trique symplectique . Si Z(G) = {0} alors
(i) la de´composition de c = (G, σ) dans le the´ore`me 2.1.3. est unique a` l’ordre des facteurs pre`s.
(ii) la de´composition de t dans le the´ore`me 2.2.2. est unique a` l’ordre des facteurs pre`s.
(ceci est imme´diat par les lemmes 2.1.6., 2.1.9., 2.2.8.)
The´ore`me 2.2.16. t = (G, σ,Ω) un triple syme´trique symplectique exact. Alors,
(i) Z(G) = {0}.
(ii) Les de´compositions affine (the´ore`me 2.1.3.) et symplectique (the´ore`me 2.2.2.) co¨ıncident.
Preuve. Soit α ∈ G⋆ tel que Ω = δα. Comme Ω est non de´ge´ne´re´e on a (i).
(ii) est imme´diat par le fait suivant :
si V et W sont tels que
1. P = V ⊕W
2. [V,W ] = 0
alors V et W sont symplectiques, Ω-orthogonaux et K-invariants.
En effet, comme Ω(V,W ) = α[V,W ] = 0, seule la K-invariance reste a` voir. On a
Ω(V, [KW ]) = Ω (V, [[V V ] + [W W ] , W ])
= Ω (V, [[W W ]W ]) (Jacobi)
= Ω ([[W W ]V ],W ) (K-invariance de Ω)
= 0 (Jacobi)
donc [KW ] ⊂ V ⊥ =W ; idem pour V .
Des contre-exemples a` la re´ciproque du the´ore`me 2.2.16. existent en dimension 4 (voir chapitres 5 et
6).
2.3 De´compositions des E.S.S.
De´finition 2.3.1. On de´finit de manie`re e´vidente le produit de deux E.S.S..Un E.S.S. est dit de´compo-
sable s’il est isomorphe au produit de deux E.S.S. non triviaux.Un E.S.S. est inde´composable s’il n’est
pas de´composable.
Les lemme 1.20.,proposition 1.23. et the´ore`me 2.2.2. nous livrent le
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The´ore`me 2.3.2. Tout E.S.S. (M,ω, s) simplement connexe est le produit d’E.S.S. inde´composables
non plats et d’un E.S.S. plat. Une telle de´composition est unique a` automorphisme de (M,ω, s) pre`s.
De´finition 2.3.3. [Wu1 page 307].
Deux varie´te´s affines sont CP-diffe´omorphes s’il existe un diffe´omorphisme affin entre elles.
De´finition 2.3.4. Soit (M,∇) une varie´te´ affine syme´trique. Une varie´te´ affine syme´trique (M1,∇1) est
un facteur direct affin syme´trique de (M,∇) s’il existe une varie´te´ affine syme´trique (M2,∇2) telle que
(M1,∇1)× (M2,∇2) est CP-diffe´omorphe a` (M,∇).
Le the´ore`me 2.2.16. livre alors le
The´ore`me 2.3.5. Soit (M,ω, s) un espace syme´trique symplectique simplement connexe tel que l’action
du groupe des transvections est fortement hamiltonienne. Alors
(i) La de´composition de the´ore`me 2.3.2. est unique a` l’ordre des facteurs pre`s et le facteur plat n’y
apparait pas.
(ii) Tout facteur direct affin syme´trique de (M,∇) (ou` ∇ est la connexion canonique sur (M,ω, s)) est
un produit de facteurs symplectiques apparaissant dans la de´composition du the´ore`me 2.3.2..
Chapitre 3
Le cas re´ductif
3.1 Espaces syme´triques a` holonomie
comple`tement re´ductible – Couples
syme´triques semi-simples – Corollaires
du the´ore`me de Chevalley
Soit q = (G, σ) un couple syme´trique.
Nous dirons que q est un couple syme´trique re´ductif (resp. semi-simple, resp. simple, ...) si G est une
alge`bre de Lie re´ductive (resp. semi-simple, resp. simple, ...)
The´ore`me 3.1.1. [Ko-No, vol II, pg. 327; Ca-Pa pg. 22]
(i) Si A est un groupe compact d’automorphismes d’une alge`bre de Lie G de dimension finie, il existe
un facteur de Levi S dans G stable par A
(ii) Si σ est un automorphisme involutif de G et si S1 et S2 sont deux facteurs de Levi σ-stables, il
existe un automorphisme ϕ du couple q = (G, σ) tel que ϕS1 = S2.
Si q = (G, σ) est un C.S. et si S est un facteur de Levi σ-stable, on notera K
S
= K ∩ S, P
S
= P ∩ S,
K
R
= K ∩R, P
R
= P ∩R, de sorte que K = K
S
⊕K
R
, P = P
S
⊕ P
R
.
Lemme 3.1.2. Soit q = (G, σ) un C.S.. Alors K agit comple`tement re´ductiblement sur P si et seulement
si G est re´ductive.
Preuve. Rappelons que l’action de K
S
sur P est comple`tement re´ductible [Ca-Pa, pg. 23]; celle de K
R
e´tant nilpotente (K
R
⊂ [G G] ∩R le radical nilpotent de G).
Supposons ad(K)|
P
comple`tement re´ductible et soit P =
r⊕
i=1
Vi une de´composition en sous-espaces K-
irre´ductibles.
Soit Wi = {p ∈ Vi | [KR , p] = 0}, alors, par Jacobi, [KR [Ks Wi]] = 0 c.a`.d., par de´finition de Wi,
[K
s
Wi] ⊂ Wi. De`s lors, on a Wi = Vi ou bien Wi = 0; mais Wi 6= 0 car ad(KR)|P est nilpotente de`s
lors, [K
R
,P ] = 0 et K
R
= 0 par effectivite´.
Ceci livre, par Jacobi, [P
R
,P
s
] = [K
s
,P
R
] = [P
R
P
R
] = 0 ([P
s
P
s
] = K
s
car [S S] = S) c.a`.d. P
R
= Z
est central et G = S ⊕ Z.
Inverse´ment, si G = S ⊕ Z ou` S est σ−stable et Z = R est le centre de G, on a Z ⊂ P par effectivite´.
On conclut par le fait que K
S
= K est re´ductive dans S, donc dans G (voir the´ore`me 3.1.3.).
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On dira d’un C.S. q = (G, σ) ou d’un T.S.S. t = (G, σ,Ω) qu’il est re´ductif (resp. semi-simple, resp.
re´soluble, ...) si G est re´ductive (resp. semi-simple, resp. re´soluble, ...).
Si q˜ = (G˜, σ˜) est un C.S. re´ductif de de´composition canonique G˜ = K˜ ⊕ P˜ , on a la de´composition en
somme directe de C.S. :
q˜ = q0 ⊕ q
avec
q0 = (Z,−id) q = (G = [G˜ G˜], σ = σ˜|
G
ou` Z est le centre de G˜, q0 est plat et q est semi-simple.
L’e´tude des C.S. re´ductifs se rame`ne donc a` celle des semi-simples. De`s maintenant, et tout au long
de ce paragraphe, q = (G, σ) de´signe un C.S. semi-simple de de´composition canonique G = K ⊕ P , β est
la forme de Killing de G, B en est sa restriction a` P × P et Z(K) de´signe le centre de K.
The´ore`me 3.1.3. [Che, pg. 292, prop. 8] K est re´ductive dans G.
Lemme 3.1.4. β(K,P) = 0; en particulier, β|
K×K
et B sont non-singulie`res.
Preuve. En tant qu’automorphisme de G, σ conserve β et
β(K,P) = β(σK, σP) = −β(K,P) = 0
Proposition 3.1.5. Si q est simple et si V est un sous-espace propre non-trivial K-stable de P , alors
(i) V est B-isotrope maximal,
(ii) [V V ] = 0,
(iii) K agit irre´ductiblement sur V .
Preuve. Soit rad(V ) le B-radical de V . Par le the´ore`me 3.1.3., il existe un sous-espace W K-invariant
dans V avec
rad(V )⊕W = V
(rad(V ) est K-invariant).
B|
W×W
est non-singulie`re; de`s lors,
P =W ⊕W⊥B
Maintenant, en posant a = [W W⊥B ], on a :
B([a,W ],W ) = β(a, [W W ])
= B([[W W ] W⊥B ], W )
= 0
car W⊥B est K-stable.
De meˆme, B([a W⊥β ], W⊥β ) = 0 donc, par effectivite´, a = 0 et W ⊕ [W W ] est un ide´al de G. Comme
G est simple,
W = 0
Soit V un sous-espace K-invariant tel que
V ⊕ V = P
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Par un raisonnement analogue a` celui utilise´ plus haut, V est B-isotrope. De`s lors, V et V sont B-duaux,
isotropes maximaux et donc K irre´ductibles.
Enfin, ∀v1, v2, v3 ∈ V , v ∈ V , on a
B([[v1, v2] v], v3) = B(v3, [[v, v1] v2] + [[v2, v] v1])
= 0
par K-invariance et isotropie de V .
Ceci livre, par effectivite´ : [V V ] = 0.
Proposition 3.1.6. Si q est simple, l’action sur P de tout e´le´ment non nul de Z(K) est sans noyau.
Preuve. Soit u ∈ Z(K).
Soit Zu = {p ∈ P | [u p] = 0}. Supposons Zu 6= 0. Par Jacobi, Zu est K-invariant; de`s lors, par la
proposition 3.1.5., Zu est B-isotrope maximal et il existe V K-invariant et dual de Zu tel que
P = V ⊕Zu
Pour tous v, v1 ∈ V et p ∈ Zu, on a :
B([u v], v1 + p) = B([u v], p)
= B(v, [u p])
= 0
donc [u P ] = 0 et u = 0 par effectivite´.
De´finition 3.1.7. Si X ∈ G, on note ♭X l’e´le´ment de G⋆ tel que ♭X(Y ) = β(X,Y ) ∀Y ∈ G et X l’e´le´ment
de Λ2(G) tel que
X(Y, Z) = −♭X([Y Z]) ∀Y, Z ∈ G
Remarque : δX = 0.
The´ore`me 3.1.8. Supposons q simple.
L’application Z(K)\ {0} → Z2(G) : z 7→ z de´finit une bijection entre Z(K)\ {0} et l’ensemble des formes
symplectiques K-invariantes sur P .
Preuve. Comme β(Z(K), [K K]) = 0, β|
Z(K)×Z(K)
est non-singulie`re; or si Ω est une forme symplectique
K-invariante sur P on a, comme H2(G) = 0,Ω = δξ. Comme H1(G) = 0, un tel e´le´ment ξ ∈ G⋆ est
unique et par la remarque page 27 :
ξ(P) = ξ[K K] = 0
c.a`.d. ξ = bz avec z ∈ Z(K) \ {0},
c.a`.d. Ω = z.
Soit maintenant z ∈ Z(K) \ {0} ; alors
Ω = z|
P×P
est symplectique, en effet, si p ∈ P est tel que z(p,P) = 0, on a β([z p], P) = 0 c.a`.d. p ∈ ker(ad(z)|
P
).
De`s lors, p = 0 par la proposition 3.1.6.
z est visiblement K-invariante; et si z1, z2 ∈ Z(K) \ {0} sont tels que z1 = z2, on a
β([z1 − z2,P ], P) = 0
c.a`.d. z1 = z2 par effectivite´; l’application z → z est donc injective.
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3.2 T.S.S. semi-simples – Inde´composabilite´ –
Rangs
Dans ce paragraphe, t = (G, σ,Ω) de´signe un T.S.S. semi-simple. Le C.S. sous-jacent q = (G, σ) est
semi-simple et on adopte les meˆmes notations que dans les paragraphes pre´ce´dents.
Comme G est semi-simple, H1(G) = H2(G) = 0; de`s lors t est exact et il existe un unique ξ ∈ G⋆ tel que
δξ = Ω. Dans ce cas, on a vu (cf. the´ore`me 3.1.8) que Z(K) est un sous-espace non trivial de K sur
lequel la restriction de β est non-singulie`re. En particulier, on a le
The´ore`me 3.2.1. Un T.S.S. semi-simple est inde´composable si et seulement s’il est simple.
La proposition 3.1.6. nous livre le
Lemme 3.2.2. Le centralisateur dans G de Z(K) est e´gal a` K.
Proposition 3.2.3. Si G admet une structure complexe J (c-a`-d J ∈ End(G) : J 2 = −id et J [X,Y ] =
[JX,Y ] = [X,J Y ] ∀X,Y ∈ G), σ commute avec J .
Preuve. Par β-orthogonalite´ de P et K, il suffit de prouver que JK est contenu dans K, ce qui est
imme´diat par le lemme pre´ce´dent.
The´ore`me 3.2.4. Supposons t simple. Alors
(i) Si G admet une structure d’alge`bre de Lie complexe (c-a`-d G ⊗ C = GC n’est pas simple), on a :
dim
C
(Z(K)) = 1
(ii) Si G est absolument simple (GC est simple) alors
dim(Z(K)) = 1
(iii) Z(K) est forme´ d’e´le´ments ad-semi-simples.
Preuve.
(i) Par la proposition 3.2.3., Z(K) est une sous-alge`bre complexe. Soit z ∈ Z(K) \ {0}; en tant qu’en-
domorphisme complexe de P , z posse`de un vecteur propre. La valeur propre associe´e est non nulle
par la proposition 3.1.6.. Soit alors
V
z,λ
= {p ∈ P | [z p] = λ p} λ ∈ C0
En utilisant Jacobi, on voit que V
z,λ
est K-invariant. Soit alors z′ ∈ Z(K) \ {0}, en tant
qu’endomorphisme complexe de V
z,λ
, z′ posse`de un vecteur propre p′ de valeur propre λ′ ∈ C0. On
a [z − λλ′ z′, p′] = λ p′ − λp′ = 0 et donc par la proposition 3.1.6., z = λλ′ z′.
(ii) En notant σC, l’extension C-line´aire de σ a` GC et ΩC, l’extension C-biline´aire de Ω a` GC, on voit
que tC = (GC, σC,Re ΩC) de´finit un T.S.S. simple non-absolument simple; (i) nous dit alors que
dim
C
(Z(KC)) = 1. Mais Z(KC) = Z(K)C, donc
dim
C
(Z(KC)) = dim
R
(Z(K)) = 1
(iii) Par la proposition 3.1.5., Vz,λ est B-isotrope maximal et est un K−module irre´ductible. Soit V z,λ
un sous-espace K-invariant dans P tel que P = Vz,λ⊕V z,λ. On a vu qu’alors V z,λ est en β-dualite´
avec Vz,λ; ceci livre V z,λ = Vz,−λ.
De`s lors, Z(K) est contenu dans une sous-alge`bre de Cartan de G; le Lemme 3.2.2. nous livre alors le
The´ore`me 3.2.5. Supposons t simple. Toute sous-alge`bre de Cartan contenant Z(K) est contenue dans
K; en particulier les rangs de K et de G sont e´gaux.
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3.3 T.S.S. simples complexes – Racines admissibles
De´finition 3.3.1. Un T.S.S. complexe est un triple tc = (G, σ,Ωc) ou`
(i) G est une alge`bre de Lie complexe de dimension finie et σ en est un automorphisme involutif
complexe tels que, G e´tant vue sur les re´els, (G, σ) est un couple syme´trique.
(ii) En notant G = K ⊕ P la de´composition relativement a` σ, Ωc est une 2-forme antisyme´trique
complexe sur P qui est C-biline´aire, non singulie`re et K-invariante.
Nous avons vu que dans la cas ou` t = (G, σ,Ω) est un T.S.S. simple non absolument simple, σ pre´serve
la structure complexe sur G. De plus, si on note Λ2(P)
C
l’espace des 2-formes antisyme´triques complexes
sur l’espace P et Λ2(P)
R
l’espace des 2-formes antisyme´triques sur l’espace re´el P et si l’on remarque que
l’application Re : Λ2(P)
C
→ Λ2(P)
R
, de´finie par (Re Ω)(X,Y ) = Re(Ω(X,Y )) pour tous X et Y dans
P , est un isomorphisme d’espaces vectoriels re´els qui envoie toute forme K-invariante sur une forme K
invariante, on voit que
tc = (G, σ,Ωc = Re−1(Ω))
est un T.S.S. simple complexe.
En outre, il est clair que si t = (G0, σ0,Ω0) est un T.S.S. simple absolument simple, le triple tc = tC =
(G = GC0 , σ = σC0 ,Ωc = ΩC0 ) est un T.S.S. simple complexe.
Ces deux points motivent l’e´tude des T.S.S. simples complexes. Dans toute la suite de ce paragraphe,
on adoptera les notations suivantes :
• tc = (G, σ,Ωc) est un T.S.S. simple complexe,
• h est une sous-alge`bre de Cartan de G contenant Z(K),
• φ est le syste`me de racines correspondant a` h
• G = h⊕
⊕
α∈φ
Gα est la de´composition radicielle de G par rapport a` h.
On a alors imme´diatement le
Lemme 3.3.2.
K = h⊕
⊕
α∈φ
K
Gα
et
P =
⊕
α∈φ
P
Gα
ou` φ
K
= {α ∈ φ | α(Z(K)) = 0}, φ
P
= φ \ φ
K
.
Remarquons que si on note, comme plus haut, Ωc = δξ = z ou` ξ ∈ G⋆ et z ∈ Z(K), on a Z(K) = C · z
et α ∈ φ
K
⇐⇒ α(z) = 0.
De´finition 3.3.3. Une base ∆ de φ est dite compatible si pour tous α dans φ
P
et β dans φ
K
,
β ≺ α
ou` ≺ de´signe l’ordre sur φ induit par le choix de ∆.
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Lemme 3.3.4. Il existe une base compatible, ∆, de φ.
Preuve. On a h = (h
R
)C ou`
h
R
=
∑
α∈φ
R ·Hα
avec β(Hα, H) = α(H) ∀H ∈ h.
Donc, il existe z1 et z2 dans hR tels que z = z1 + i z2. On voit alors facilement que z1 et z2 sont dans
Z(K), et sont de`s lors C-proportionnels : z1 = µz2. Donc, il existe λ dans C tel que z = λz1.
Le choix d’une base β-orthonorme´e de h
R
dont le premier e´le´ment est z1 induit alors une base compatible
∆ de φ.
Notons φ+ les racines positives pour ce choix de ∆.
∆ contient un syste`me de racines simples ∆
K
de K
∆
K
= {α ∈ ∆ | α(z) = 0}
Posons ∆
P
= ∆ \∆
K
= ∆ ∩ φ
P
, φ±
K
= ±φ+ ∩ φ
K
et φ±
P
= ±φ+ ∩ φ
P
.
Lemme 3.3.5.
(i) ∆
P
ne contient qu’un seul e´le´ment : γ.
(ii) α′ ∈ φ
P
⇐⇒ α′ =
∑
α∈∆
K
nα · α+ nγ · γ ou` nγ 6= 0.
(iii) Si on note, P± =
∑
α∈φ±
P
Gα alors
1. P = P+ ⊕ P−;
2. [P+,P+] = [P−,P−] = 0;
3. P± est un K-module irre´ductible;
4. K ⊕ P+ est une sous-alge`bre parabolique de G.
(iv) Dans (ii), nγ = ±1.
Preuve. (i) et (ii) sont deux conse´quences imme´diates du fait que
dimZ(K) = 1
Comme [P P ] = K, on a (iv) et (iii)2..
Pour (iii)3., on remarque que si β ∈ φ
K
, α ∈ φ+
P
avec α+ β ∈ φ, alors [Gα, Gβ ] = Gα+β ou` (α+ β)(z1) =
β(z1) > 0 donc α + β ∈ φ+P et P+ est K-invariant; comme G est simple, on conclut par la proposition
3.1.5.
Comme K ⊕ P+ = h⊕
⊕
α∈φ
K
Gα ⊕
⊕
β∈φ+
P
β ⊇ h⊕
⊕
α∈φ+
Gα, on a (iii) 4..
Remarquons que P+ admet la racine maximale µ relativement a` ∆ comme poid dominant.
De´finition 3.3.6. Une racine α ∈ φ est dite admissible si il existe une base ∆′ de φ contenant α et telle
que si µ′ ∈ φ est la racine maximale relativement a` ∆′, on ait :
µ′ = α+
∑
α′∈∆′\{α}
nα′ · α′
ou` nα′ ∈ N. Une telle base ∆′ sera dite α-compatible et le couple {α,∆′} sera appele´ syste`me admissible.
Remarques.
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(i) Si α est admissible, toute racine positive β ∈ φ+ (ou` φ+ de´signe les racines positives relativement
a` une base α-compatible ∆′) s’e´crit
β =
1
2
(1 + ε)α+
∑
α′∈∆′\{α}
mα′ · α′
ou` mα′ ∈ N et ε = ±1.
En effet, soit C = {ψ ∈ h⋆R | (ψ, α) > 0; ∀α ∈ ∆′} et supposons β ∈ φ+ avec
β = γ · α+
∑
α′∈∆′\{α}
mα′ · α′, γ > 2
Comme µ′ est maximale, µ′ − β ≻ 0 donc,
(µ′ − β, ψ) > 0 ψ ∈ C
(cf. [Hu], pg. 52). En prenant ψ = ω∆
′
α le poid fondamental associe´ a` α, on a
(µ′ − β, ω∆′α ) = 1− γ < 0
une contradiction.
(ii) Une base contenant une racine admissible α n’est pas toujours α-compatible.
The´ore`me 3.3.7. Il existe un syste`me admissble {γ,∆} dans φ et un nombre complexe λ tels que
(i) σ = exp π i ad(h∆γ ) ou` {h∆α } de´signe la base de hR β-duale de ∆;
(ii) Ωc = λh
∆
γ
Preuve. Les lemmes 3.3.2., 3 et 4 nous fournissent un syste`me admissible : {γ,∆}.
Clairement C · h∆γ = Z(K) d’ou` (ii).
Pour (i), on remarque, en de´composant
K = h⊕
⊕
α∈φ
K
Gα et P =
⊕
α∈φ
P
Gα
que
exp(πiad(h∆γ )) = idK ⊕ (−idP )
Re´ciproquement,
The´ore`me 3.3.8. Soient
• G une alge`bre de Lie simple complexe,
• h une sous-alge`bre de Cartan de G,
• φ le syste`me de racines associe´,
• ∆ = {α1, . . . , αℓ} une base de φ et
• {h∆αi} la base de hR, β-duale de ∆.
alors,
(i) Pour tout i, σi = exp π i ad(h
∆
αi) est un automorphisme involutif de G.
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(ii) Si G = Ki ⊕ Pi de´signe la de´composition relativement a` σi, on a Z(Ki) 6= {0} si et seulement si
{αi,∆} est admissible.
(iii) Dans ce cas, dimZ(Ki) = 1 et pour tout λ ∈ C⋆,
ti,λ =
(
G, σi, λ(h∆αi)
∣∣∣
Pi×Pi
)
est un T.S.S. simple complexe.
Preuve.
(i) est imme´diat
(ii) (a) Si Z(Ki) 6= {0}, le the´ore`me 3.3.7. nous livre un syste`me admissible {γ,∆′} avec
σi = exp π iad(h
∆′
γ )
et donc
h∆αi = ±h∆
′
γ
On peut supposer h∆αi = h
∆′
γ (car si {γ,∆′} est admissible, {−γ,−∆′} l’est aussi et h∆
′
γ =
−h−∆′−γ ).
De`s lors, si µ est la racine maximale pour ∆, on a
µ(h∆αi) = µ(h
∆′
γ ) = 1
(cf. lemme 3.3.5.).
(b) Supposons {αi,∆} admissible.
Posons φ0 = {α ∈ φ | α(h∆αi) = 0} et φp = φ \ φ0. Soient alors K = h⊕
⊕
α∈φ0
Gα et
P =
⊕
α∈φp
Gα. On ve´rifie alors que σi = idK ⊕ (−idP ) donc K = Ki et P = Pi.
On remarque alors que [h∆αi ,K] = 0.
(iii) est imme´diat.
3.4 Structure des T.S.S. simples absolument simples
Le paragraphe pre´ce´dent livre imme´diatement le
The´ore`me 3.4.1. Soient t = (G0, σ0,Ω) un T.S.S. simple absolument simple, tc = (G, σ,Ωc) son T.S.S.
“complexifie´”, h0 une sous-alge`bre de Cartan de G0 contenant Z(K0) et h = hC0 . Si φ de´signe le syste`me
de racines de G par rapport a` h, il existe un syste`me admissible {γ,∆} dans φ tel que σ0 soit la restriction
de l’automorphisme inte´rieur exp π i ad(h∆γ ) de G a` G0 (σ0 n’est pas ne´cessairement inte´rieur). De plus,
on peut trouver un nombre complexe λ tel que
Ωc = λ h
∆
γ
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Remarquons que, dans le complexifie´, Z(K) = C ·h∆γ et Z(K0) = Z(K)∩K0; il existe donc un nombre
complexe λ tel que λ h∆γ ∈ Z(K0). En outre, la forme de Killing, β0, de G0 est la restriction de la forme
de Killing, β de G a` G0 × G0. De`s lors, on a
β(λ h∆γ , λ h
∆
λ ) = λ
2 ||h∆λ ||2
h
R
= β0(λ h
∆
γ , λ h
∆
γ ) ∈ R
donc λ2 ∈ R et on a les deux possibilite´s :
(a) i h∆γ ∈ Z(K0)
(b) h∆γ ∈ Z(K0)
ou de manie`re e´quivalente
(a) Z(K0) est compact
(b) Z(K0) est non-compact.
Si c0 est la conjugaison de G relativement a` G0, on a c0(h∆γ ) = ±h∆γ .
Remarquons encore que dans le cas (a), l’e´le´ment J de End(P0) donne´ par
J = ad(i h∆γ )
∣∣
P0
de´finit une structure complexe K0-invariante sur P0.
Lemme 3.4.2. Soient G une alge`bre de Lie simple complexe et h une sous-alge`bre de Cartan de G.
Toute conjugaison τ de G qui stabilise h stabilise h
R
.
Preuve. Soit G
τ
la forme re´elle de G associe´e a` τ et soit l’application C-antiline´aire :
τ⋆ : h⋆ → h⋆, (τ⋆ϕ)(H) = ϕ(τ(H))
∀ϕ ∈ h⋆, H ∈ h.
Alors, ∀X ∈ Gα : [τ(H), τ(X)] = (τ⋆α)(τH)τ(X) et donc φ = τ⋆φ.
Comme <z, z′>= β(z, τz′) de´finit une structure pseudo-hermitienne sur G, on a
β(τHα, H) = β(Hα, τH) = (τ
⋆α)(H)
∀H ∈ h; de`s lors τHα = Hτ⋆α.
Re´ciproquement au the´ore`me 3.4.1., on a le
The´ore`me 3.4.3. Soient G une alge`bre de Lie simple complexe, h une sous-alge`bre de Cartan de G et
φ le syste`me de racines associe´. Soit {α,∆} un syste`me admissible dans φ. Soit τ une conjugaison de G
stabilisant h et telle que τh∆α = ±h∆α .
Alors, l’automorphisme inte´rieur de G donne´ par σ = exp π i ad(h∆α ) est involutif et se restreint a` Gτ
en un automorphisme involutif στ (non ne´cessairement inte´rieur). De plus, si Gτ = Kτ ⊕ Pτ est la
de´composition canonique du couple syme´trique (Gτ , στ ), on a
Z(Kτ ) 6= {0}
Preuve. Posons φ0 = {β ∈ φ | β(h∆α ) = 0},
φp = φ \ φ0
Comme τ h∆α = ±h∆α , τ⋆ φ0 = φ0 et τ⋆φp = φp, et de`s lors τσ = στ . Le reste est imme´diat.
Remarquons que dans le the´ore`me 3.4.1., il existe r dans R0 avec Ω = r e
iπ
4 (1+ε) h∆γ (ε = ±1).
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3.5 Structures pseudoka¨hleriennes — E.S.S.
compacts
De´finition 3.5.1. Un quadruple κ = (G, σ,Ω,J ) est dit pseudoka¨hlerien si
(i) (G, σ,Ω) est un T.S.S.
(ii) J est un endormorphisme de P tel que
• J 2 = −id
• Ω(JX,J Y ) = Ω(X,Y ) pour tous X,Y dans P
• J commute avec l’action de K sur P .
Nous dirons que κ est ka¨hlerien si la forme syme´trique sur P , g(X,Y ) = Ω(JX,Y ), est de´finie.
Proposition 3.5.2. Soit κ = (G, σ,Ω,J ) un quadruple pseudoka¨hlerien simple. Alors
J = ± 1
π
log σ
∣∣∣∣
P
En particulier, J est unique au signe pre`s et la me´trique pseudoka¨hlerienne est multiple de la forme de
Killing restreinte a` P .
Preuve. On sait [Ca-Pa] que l’endomorphisme, D, de G extension de J par 0 sur K est une de´rivation
de G; D est de`s lors re´alise´ par l’action adjointe d’un e´le´ment z du centre de K. La condition J 2 = −id
livre alors la proposition.
Corollaire 3.5.3. Un T.S.S. simple admet une structure pseudoka¨hlerienne si et seulement si le centre
de K contient un e´le´ment compact.
Proposition 3.5.4. Un T.S.S. re´ductif inde´composable et non plat est simple.
Preuve. Soit t = (G˜, σ˜, Ω˜) un T.S.S. Avec les notations du paragraphe 3.1., on a
Ω˜(P ,Z) = Ω˜([K P ],Z) = Ω˜(P , [K Z]) = 0
Tout ide´al d’une alge`bre re´ductive e´tant re´ductif, ceci classifie les T.S.S. re´ductifs comme sommes
directes de T.S.S. simples et de facteurs plats.
The´ore`me 3.5.5. Un E.S.S. compact inde´composable et non plat est simple.
Preuve. Par [Koh], tout espace syme´trique connexe compact admet un groupe de transvections compact,
donc re´ductif.
Corollaire 3.5.6. Tout E.S.S. compact est ka¨hlerien.
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3.6 Equivalences
Rappelons que si q = (G, σ) est un couple syme´trique simple, il existe une involution de Cartan θ qui
commute avec σ. En effet, soit θ˜ une involution de Cartan de G (θ˜ = id si G est compacte). Alors,
<X,Y>= β(X, θ˜Y )
de´finit un produit scalaire de´fini ne´gatif sur G. Soit alors A = σθ˜ et U = A2, on a :
<AX, Y>= β(σθ˜X, θ˜Y ) = β(θ˜X, σθ˜Y ) =<AY,X>=<X,AY>
On peut de`s lors choisir une base <,>-orthonorme´e {Xi} de G telle que
U = diag[λ1, . . . , λn] avec λi > 0. Soit ϕt = diag[λ
t
1, . . . , λ
t
n], t ∈ R.
Alors, on a :
[U Xi, U Xj ] = C
k
ij λkXk
c.a`.d.
λiλjC
k
ij = C
k
ijλk
(sans sommation). De`s lors, ∀t ∈ R :
λtiλ
t
jC
t
ij = C
t
ij λ
t
k
ϕt est donc un groupe a` un parame`tre d’automorphismes de G tel que ϕ1 = U .
Maintenant, ϕt = e
t logU , donc,
θ˜ϕtθ˜ =
∞∑
k=0
tk
k!
θ˜(logU)kθ˜
=
∞∑
k=0
tk
k!
(θ˜ logUθ˜)k
= etθ˜ logUθ˜
mais θ˜Aθ˜ = A−1 donc θ˜U θ˜ = U−1, donc
θ˜elogU θ˜ = eθ˜ logUθ˜ = e− logU
et de`s lors
θ˜ϕtθ˜ = ϕ−t
Posons Θt = ϕtθ˜ϕ−t; comme AU
−1 = A−1 on a
σθt = σϕtθ˜ϕ−t = σθ˜ϕ−2t = Aϕ−2t
et
θtσ = ϕtθ˜ϕ−tσ = ϕ2tθσ = ϕ2tA
−1
= A−1ϕ2t
= Aϕ2t−1
De`s lors, σθt − θtσ = A(ϕ−2t − ϕ2t−1).
Il suffit donc de choisir θ = θ1/4
Rappelons encore que si G = K ⊕ P est la de´composition relativement a` σ, la restriction de θ a` K
([θ, σ] = 0) est encore une involution de Cartan de l’alge`bre re´ductive K; il en est de meˆme pour sa
restriction a` l’alge`bre semi-simple [K,K].
On adoptera dans tout ce paragraphe les notations suivantes :
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• (G0, σ0) est un C.S. absolument simple de de´composition canonique G0 = K0⊕P0 dont on suppose
Z(K0) 6= {0}.
• G = G0 ⊗ C en est l’alge`bre (simple) complexifie´e et c0 est la conjugaison de G de´finissant G0.
• σ est l’extension C-line´aire de σ0 a` G.
• θ0 est une involution de Cartan de G0 qui commute avec σ0 et G0 = Kc ⊕ Pn est la de´composition
de Cartan associe´e (Si G0 est compacte, θ0 = id et G0 = Kc).
• Gu = Kc ⊕ iPn est la forme re´elle compacte de G de´finie par la conjugaison cu de G, extension
C-antiline´aire de θo a` G.
• h0 est une sous-alge`bre de Cartan de G0 contenue dans K0 et θ0-stable.
• h = h0⊗C est la sous-alge`bre de Cartan de G, complexifie´e de h0 et φ en est le syste`me de racines
associe´.
• ∀α ∈ φ, Hα est l’unique e´le´ment de h tel que β(Hα, H) = α(H) ∀H ∈ h.
• hR =
∑
α∈φ
R ·Hα et i hR = hu ⊂ Gu.
• G = h⊕
⊕
α∈φ
Gα est la de´composition radicielle de G par rapport a` h.
• ( , ) est la structre euclidienne induite par β sur h⋆R.
• N(h) = {g ∈ Aut(G) | gh ⊂ h}.
• Aut(φ) est le groupe d’isome´tries de h⋆R qui conservent φ.
• W est le groupe de Weyl de φ.
• Γ est le groupe d’automorphismes du diagramme de Dinkin de G.
• Si τ est une conjugaison de G telle que τh ⊂ h, on note
N˜τ = {g ∈ N(h) | gτ = τg}
• On note π : N(h)→ Aut(φ) l’homomorphisme canonique; on rappelle que π est un e´pimorphisme
et on note πN˜τ = Nτ .
• Si α ∈ φ et si ∆ est une base de φ contenant α, ω∆α est le poid fondamental associe´ a` α relativement
a` ∆.
• Rappelons que pour tout α dans φ, il existe Eα dans Gα tel que
(i) i(Eα − E−α) et Eα + E−α sont dans Gu.
(ii) [Eα, E−α] = − 2α(Hα) Hα.
(iii) cuEα = E−α.
(iv) β(Eα, E−α) = −1.
Comme corollaire du lemme 3.4.2., on a le
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Lemme 3.6.1.
(i) hR est c0 et cu-stable.
(ii) Si on note hR = h
+
R
⊕ h−
R
avec
c0|hR = id|h+R ⊕ (−id)|h−R
et
h0 = h
+
0 ⊕ h−0
avec
θ0|h0 = id|h+0 ⊕ (−id)|h−0
on a
h
+
0 = ih
−
R
h
−
0 = h
+
R
Remarque 3.6.2.
• ∀α ∈ φ et Hr ∈ hR : α(Hr) ∈ R, donc, on a
h
+
0 = {H ∈ h0 | ad(H) a ses valeurs propres imaginaires pures}
et
h
−
0 = {H ∈ h0 | ad(H) a ses valeurs propres re´elles}
Ceci montre que deux involutions de Cartan de G0 qui stabilisent h0 induisent les meˆmes de´com-
positions : h0 = h
+
0 ⊕ h−0 .
• Si ϕ ∈ Aut(G) avec ϕh ⊂ h, alors
τϕ : h⋆ → h⋆
donne´ par
(τϕ.η)(H) = η(ϕ−1(H))
induit l’e´le´ment π(ϕ) = τϕ
∣∣
φ
∈ Aut(φ).
• Z(K0) est contenu, soit dans h+0 , soit dans h−0
De´finition 3.6.3. Une sous-alge`bre de Cartan h0 de G0 sera dite toro¨ıdale (resp. Iwasawa) si h+0 (resp.
h
−
0 ) a la plus grande dimension possible.
Remarque 3.6.4. Deux sous-alge`bres de Cartan toro¨ıdales (resp. Iwasawa) sont conjugue´es sous l’action
du groupe adjoint [Su1, page 415].
Proposition 3.6.5. Si Z(K0) ⊂ Kc (resp. Z(K0) ⊂ Pn), alors on peut supposer h0 toro¨ıdale (resp.
Iwasawa).
Preuve. On pose
Kc0 = K0 ∩ Kc
Kn0 = K0 ∩ Pn
Pc0 = P0 ∩ Kc
Pn0 = P0 ∩ Pn
Comme [θ0, σ0] = 0, on a K0 = Kc0 ⊕Kn0 et P0 = Pc0 ⊕ Pn0 . Supposons Z(K0) ⊂ Kc alors, Z(K0) ⊂ Kc0.
Soit hc une sous-alge`bre de Cartan de Kc0, alors, comme [Z(K0),K0] = 0, on a
hc ⊇ Z(K0)
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Maintenant, C
G0
(hc) ⊂ CG0 (Z(K0)) = K0, de`s lors, si B est maximale abe´lienne dans CKn0 (hc), h0 =
hc ⊕ B est une sous-alge`bre abe´lienne maximale θ0-stable dans K0, donc de Cartan dans K0 et dans G0.
Soit alors p ∈ C
Pc
0
(hc) alors
[Z(K0), p] = 0
et donc p = 0; hc est donc un tore maximal de Kc.
Supposons maintenant Z(K0) ⊂ Pn et notons D0 = [K0 K0]. θ0|
D0
est alors une involution de Cartan de
D0 dont la de´composition de Cartan associe´e est
D0 = D0 ∩ Kc ⊕D0 ∩ Pn
Soit a1 une sous-alge`bre maximale abe´lienne dans D0 ∩ Pn et posons
a0 = a1 ⊕Z(K0) ;
a0 est maximale abe´lienne dans Kn0 . Soit c ∈ CPn (a0) et e´crivons c = cK0 ⊕ cP0 sa de´composition
relativement a` σ0; alors, [c,Z(K0)] = 0 livre cP0 = 0 et donc c ∈ a0 par maximalite´ dans Kn0 . De`s lors,
a0 est maximale abe´lienne dans Pn.
Lemme 3.6.6. Soient D0 une sous-alge`bre semi-simple de G0 et h1 une sous-alge`bre de Cartan de D0.
Si h0 = CG0 (D0) ⊕ h1 est une sous-alge`bre de Cartan du type toro¨ıdal (resp. Iwasawa) de G0, il en est
de meˆme pour h1 dans D0.
Preuve. Soit θ0 une involution de Cartan de G0 stabilisant D0 et soit θ1 sa restriction a` D0 (θ1 est une
involution de Cartan de D0). h1 est conjugue´e dans Int(G0) (et donc dans Aut(G0)) a` une sous-alge`bre
de Cartan h
(0)
1 θ1-stable. Comme θ0CG0 (D0) = CG0 (D0), h
(0)
0 = CG0 (D0)⊕ h
(0)
1 est une sous-alge`bre de
Cartan de type toro¨ıdal (resp. Iwasawa) θ0 stable dans G0.
(a) h0 est toro¨ıdale.
Soit k0 ∈ D0 tel que θ1(k0) = k0 et [k0,h(0)+1 ] = 0 ou` h(0)1 = h(0)+1 ⊕ h(0)−1 est la de´composition
induite par θ1. Alors, [k0,h
(0)+
0 ] = 0 ou` h
(0)
0 = h
(0)+
0 ⊕ h(0)−0 est la de´composition induite par θ0.
Comme h
(0)
0 est toro¨ıdale, k0 ∈ h(0)+0 c.a`.d.
k0 ∈ h(0)+0 ∩D0 = h(0)+1
(b) h0 est Iwasawa.
Soit p0 ∈ D0 tel que θ1(p0) = −p0 et [p0,h(0)−1 ] = 0. Alors un raisonnement analogue a` celui tenu
en (a) livre
p0 ∈ h(0)−0
Lemme 3.6.7. Soit τ une conjugaison de G stabilisant h. Soit ρ dans Aut(φ) tel que [ρ, τ⋆] = 0. Posons,
pour tout α dans φ,
τEα = ναEτ⋆(α) (να ∈ C)
Soit ∆ = {α1, α2, . . . , αℓ} une base de φ. Alors, ρ est un e´le´ment de Nτ si et seulement si le syste`me
d’e´quations
zαi = ναi zτ⋆(αi) νρτ⋆(αi) (i = 1, 2, . . . , ℓ) (1)
admet une solution du type
(zα1 , . . . , zαℓ , zτ⋆(α1), . . . , zτ⋆(αℓ))
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dans Cℓ0 × Cℓ.
Preuve. Il est bien connu ([Mu1,2,3, Su1]) que l’on peut supposer, pour tous α, β ∈ φ :
[Eα, Eβ ] = Nα,βEα+β
avec
• Nα,β 6= 0 ⇐⇒ α+ β ∈ φ,
• Nα,β ∈ R
• Nα,β = N−α,−β
∆ρ = {ρ(α1), . . . , ρ(αℓ)} est une base de φ et pour tout choix de z = (z1, . . . , zℓ) ∈ Cℓ0, il existe un unique
automorphisme ψz de G tel que
ψz ∈ N(h); πψz = ρ et ψzEαi = zi Eρ(αi)
Posons ψzEα = zαEρ(α) ∀α ∈ φ.
On a ψz [Eα, E−α] = zα · z−α
(
−2
ρ(α)(Hρ(α))
)
Hρ(α) et β(ψz Hα, H) = ρ(α) (H); ceci livre
ψzHα = Hρ(α) et zα · z−α = 1 (a)
De plus, ψz[Eα, Eβ ] = Nα,β ψz(Eα+β) c’est-a`-dire
zα zβNρ(α),ρ(β) = Nα,β zα+β (b)
Maintenant, [ψz, τ ] = 0 si et seulement si pour tout α ∈ φ : (τψzτ − ψz)Eα = 0
c’est-a`-dire
ναzτ⋆(α)νρτ⋆(α) = zα (c)
On ve´rifie en utilisant (a) et (b), que si (c) est vrai pour α et β dans φ, alors (c) est vrai pour α + β et
−α (si α+ β ∈ φ).
Rappelons que pour tout α ∈ φ :
α = α1 + . . .+ αk (k ∈ {1, . . . , ℓ})
avec toute somme partielle
α1 + . . .+ αi dans φ [Hu, pg 50]
De`s lors, ρ ∈ Nτ si et seulement si il existe z dans Cℓ0 avec ψz tel que
zi = ναi zτ⋆(αi)νρτ⋆(αi)
Remarque. Les conjugaisons d’une alge`bre simple complexe sont tre`s explicitement de´crite dans [Bo-
deSi, Mu1]. Ceci permet une description aise´e du groupe Nτ pour toute conjugaison τ .
Corollaire . Si τ est une conjugaison de G stabilisant h et commutant avec cu, alors −id|h⋆
R
est un
e´le´ment de Nτ .
Preuve. Soit A l’automorphisme de Gu, restriction de τ a` Gu.
Chapitre 3 – Le cas re´ductif 58
(a) Supposons que A = exp πiad(hj), ou` hj ∈ hR est donne´ par αi(hj) = δij pour i = 1, . . . , ℓ.
Alors, comme cu Eα = E−α, on a
Uα = Eα + E−α ∈ Gu
et
Vα = Eα − E−α ∈ iGu
Tout e´le´ment Z ∈ G s’e´crit Z = X+ iY avec X,Y ∈ Gu et τ est alors donne´ par τ(Z) = AX− iAY
ou, ce qui revient au meˆme, en notant AC l’extension C-line´aire de A de G :
τ(Z) = ACX − AC(iY )
de`s lors, τ(Eα) =
1
2τ(Uα + Vα) = A
CE−α; de la` on tire
να = e
−πiα(hj)
Donc ναi = (−1)δij et le syste`me (1), pour ρ = −id, prend la forme
zαi = zαi
(b) Supposons que A = Θ ou` Θ induit un automorphisme θ du diagramme de Dinkin de G et est tel
que ΘCEαi = Eθ(αi) ∀αi ∈ ∆.
Dans ce cas, le syste`me (1) devient,
zαi = zθ(αi)
qui admet la solution zαi = 1 ∀i.
(c) A = Θ exp πiad(h˜j), 1 6 j 6 p 6 ℓ ou` Θh˜jh˜j est comme dans (b) et h˜j est l’e´lement de hR donne´
par
αi(h˜j) = δij ∀i = 1; . . . , p
ξk(h˜j) = ξ
⋆
k(h˜j) = 0 ∀k = 1, . . . , r
ou` on e´crit ∆ sous la forme
∆ = {α1, . . . , αp, ξ1, ξ⋆1 , . . . , ξr, ξ⋆r}
avec
θαi = αi ∀i = 1, . . . , p
θξk = ξ
⋆
k ∀k = 1, . . . , r
Dans ce cas,
ναs = e
−π iαs (hj˜)
= (−1)δjs
∀s = 1, . . . , ℓ
et on se rame`ne au cas (b).
(d) On sait [Mu1,2,3] que τ |Gu = 1 est conjugue´ par un e´le´ment h ∈ exp hu, a` un e´le´ment A0 d’une
des formes de´crites dans (a) (b) ou (c). De`s lors, si τ0 de´signe la conjugaison de G de´duite de A0
on a
τ = h τ0 h
−1
On sait qu’il existe ϕ0 ∈ N˜τ0 tel que πϕ0 = −id de`s lors
[h ϕ0 h
−1, τ ] = 0
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et
π(h ϕ0 h
−1) = −id
donc
−id|h⋆
R
∈ Nτ
The´ore`me 3.6.9. Supposons h0 du type toro¨ıdal ou Iwasawa. Soient {∆j , γj} j = 1, 2 deux syste`mes
admissibles dans φ tels que c0(h
∆j
γj ) = ±h∆jγj (j = 1 ou 2).
Soient σj = exp π i ad(h
∆j
γj )
∣∣∣
G0
(j = 1 ou 2) les automorphismes involutifs de G0 associe´s (cf. the´ore`me
3.4.3.).
Alors, les couples syme´triques (G0, σi) (i = 1, 2) sont isomorphes si et seulement si les poids fondamentaux
ω∆iγi (i = 1, 2) sont dans la meˆme orbite pour l’action de Nc0 sur h
⋆
R.
Preuve. Notons G0 = Ki ⊕ Pi la de´composition relativement a` σi i = 1 ou 2. Alors, par construction
de Ki (cf. the´ore`me 3.4.3.) et par le Lemme 3.6.6., on a
(a) h0 est contenu dans K1 ∩ K2 et est de Cartan dans Ki (i = 1, 2).
(b) hi = h0 ∩ [Ki,Ki] (i = 1, 2) est une sous-alge`bre toro¨ıdale ou Iwasawa dans
Di = [Ki,Ki]. Supposons les deux couples isomorphes. Il existe alors ϕ0 ∈ Aut(G0) tel que
σ2 = ϕ0σ1ϕ
−1
0 ; donc K2 = ϕ0K1.
Soit h′0 = ϕ0(h0), c’est une sous-alge`bre de Cartan de K2 avec h′2 = ϕ0(h1) toro¨ıdale ou Iwasawa
dans D2.
De plus, ϕ0(Z(K1)) = Z(K2).
Comme h2 et h
′
2 sont de meˆme type dans D2, il existe k2 ∈ Int(G2) avec k2 · h′2 = h2; de`s lors
comme Int(K2) ◦ σ2 = σ2, on peut supposer ϕ0(h1) = h2 et donc ϕ0(h0) = h0.
Soit ϕ, l’extension C-line´aire de ϕ0 a` G. On a ϕ(h) = h et ϕ⋆φ = φ; donc, comme [ϕ, c0] = 0,
ρ = π(ϕ) est dans Nc0. De plus, comme dim Z(Ki) = 1 et que ϕ stabilise hR, on a ϕ h∆1γ1 = ±h∆2γ2 ;
c’est-a`-dire, par β-dualite´,
ρω∆1γ1 = ±ω∆2γ2
Comme −id|h⋆
R
est dans Nc0 on peut supposer
ρω∆1γ1 = ω
∆2
γ2
La re´ciproque est imme´diate.
De´finition 3.6.10. Dans h⋆R, soient les ensembles finis de points
2φ = {ω∆α | {α,∆} admissible}
2
c
φ = {x ∈ 2φ | x = −c⋆0 x}
2
n
φ = {y ∈ 2φ | y = c⋆0y}
Alors, on a imme´diatement la
Proposition 3.6.11.
(i) Aut φ agit sur 2φ.
(ii) Nc0 agit sur 2
c
φ.
(iii) Nc0 agit sur 2
n
φ.
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3.7 Classifications
The´ore`me 3.7.1.
(a) G0 est l’alge`bre sous-jacente a` un T.S.S. si et seulement si G est du type A,B,C,D,E6 ou E7.
Dans ce cas, l’automorphisme σ0 est la restriction d’un automorphisme inte´rieur σ de G.
(b) En choisissant h0 toro¨ıdale, on a que l’ensemble des classes d’isomorphie des couples syme´triques
sous-jacents aux T.S.S. pseudo-ka¨hleriens est en bijection avec l’ensemble des orbites
2
c
φ
/
Nc0
;
la structure complexe J est donne´e par
J = ± 1
π
log σ
∣∣∣∣
P0
(c) En choisissant h0 Iwasawa, on a que l’ensemble des classes d’isomorphie des couples syme´triques
sous-jacents aux T.S.S. non-pseudo-ka¨hleriens est en bijection avec l’ensemble des orbites
2
n
φ
/
Nc0
(d) L’ensemble des classes d’isomorphie des couples syme´triques sous-jacents aux T.S.S. simples non-
absolument simples du type t = (G, σ,Ω) est parame´trise´ par l’ensemble des orbites :
2φ/Aut φ
il est en bijection avec celui des T.S.S. simples compacts; en particulier les T.S.S. simples non-
absolument simples sont pseudo-ka¨hleriens et la structure complexe J est donne´e par
J = ± 1
π
log σ
∣∣∣∣
P
Remarques
(i) Un T.S.S. simple (G1, σ1,Ω1) est pseudo-ka¨hlerien si et seulement si Z(K1) contient un e´le´ment
compact.
(ii) Si G0 = Gu est compacte, c0 = cu, de`s lors
2φ = 2
c
φ et Ncu = Aut φ
(iii) L’e´le´ment ξ ∈ G⋆0 (resp. G⋆) tel que δξ = Ω0 (resp. Ω) est un multiple re´el (resp. complexe) de
• iω∆α dans le cas pseudo-ka¨hlerien
• ω∆α dans le cas non-pseudo-ka¨hlerien.
Deux multiples diffe´rents en valeur absolue donnent lieu a` des T.S.S. non isomorphes.
En choisissant dans la liste de Berger (Tableau II [Be]) les couples syme´triques dont l’holonomie
line´aire admet un centre, on obtient une liste des T.S.S. simples.
Dans les tableaux suivants, so(2) signifie que Z(K0) est compact, R non compact.
Les nombres p et q peuvent prendre la valeur 0.
TABLEAU A (pseudo-ka¨hleriens)
Chapitre 3 – Le cas re´ductif 61
1. Alge`bres classiques
G K
su(p, q) su(r, s)⊕ su(p− r, q − s)⊕ so(2)
p− r ≥ 0; q − s ≥ 0; (r, s) 6= (p− r, q − s)
sl(p+ q,C) sl(p,C)⊕ sl(q,C)⊕ C
sl(2n,R) sl(n,C)⊕ so(2)
su⋆(2n) sl(n,C)⊕ so(2)
so⋆(2n) su(p, n− p)⊕ so(2) 0 ≤ p ≤ n
so⋆(2n) so⋆(2n− 2)⊕ so(2)
so(2n) su(n)⊕ so(2)
so(n) so(n− 2)⊕ so(2)
so(2n,C) sl(n,C)⊕ C
so(2, n) so(n− 2)⊕ so(2)
so(n,C) so(n− 2,C)⊕ C
so(p, q) so(p− 2, q)⊕ so(2)
so(2p, 2q) su(p, q)⊕ so(2)
sp(n,R) su(p, n− p)⊕ so(2) 0 ≤ p ≤ n
sp(p, q) su(p, q)⊕ so(2)
sp(n,C) sl(n,C)⊕ C
2. Alge`bres exceptionnelles
e36 so(10)⊕ so(2)
e36 so(2, 8)⊕ so(2)
e36 so
⋆ ⊕ so(2)
e6 so(10)⊕ so(2)
e C6 so(10,C)⊕ C
e26 so
⋆(10)⊕ so(2)
e26 so(4, 6)⊕ so(2)
e27 so(12)⊕ so(2)
e7 so(12)⊕ so(2)
e27 e6 ⊕ so(2)
e 7 e6 ⊕ so(2)
e C7 e
C
6 ⊕ C
e17 e
2
6 ⊕ so(2)
e27 e
3
6 ⊕ so(2)
e27 e
2
6 ⊕ so(2)
e37 e
3
6 ⊕ so(2)
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TABLEAU B (non-pseudo-ka¨hleriens)
1. Alge`bres classiques
G K
sl(n,R) sl(p,R)⊕ sl(n− p,R)⊕ R 0 < p < n
su⋆(2n) su⋆(2p)⊕ su⋆(2n− 2p)⊕ R 0 < p < n
su(n, n) sl(n,C)⊕ R
so⋆(4n) su⋆(2n)⊕ R
so(p, q) so(p− 2, q)⊕ R
so(n, n) sl(n,R)⊕ R
sp(n,R) sl(n,R)⊕ R
sp(n, n) su⋆(2n)⊕ R
2. Alge`bres exceptionnelles
e16 so(5, 5)⊕ R
e46 so(1, 9)⊕ R
e17 e
1
6 ⊕ R
e37 e
4
6 ⊕ R
TABLEAU C (T.S.S. compacts, inde´composables, non plats)
1. Alge`bres classiques
G K
su(p+ q) su(p)⊕ su(q)⊕ so(2)
so(n) so(n− 2)⊕ so(2)
so(2n) su(n)⊕ so(2)
sp(n) su(n)⊕ so(2)
2. Alge`bres exceptionnelles
e6 so(10)⊕ so(2)
e7 e6 ⊕ so(2)
Chapitre 4
Re´sultats relatifs aux T.S.S. ni
re´solubles, ni semi-simples
Dans ce chapitre, t = (G, σ,Ω) est un T.S.S. tel que G n’est ni re´soluble, ni semi-simple. Nous adoptons
les meˆmes notations qu’au chapitre pre´ce´dent ou` S de´signe un facteur de Levi σ-stable de G.
4.1 Facteurs semi-simples
De´finition 4.1.1. Soit t = tL ⊕ t1 une de´composition ou` le T.S.S.
t
L
= (L, σ|L,ΩL)
est semi-simple. On dira que tL est un facteur semi-simple de t. Si t1 n’admet pas de facteur semi-simple,
on dira que tL est un facteur semi-simple maximal.
Proposition 4.1.2. Un T.S.S. t = (G, σ,Ω) admet un unique facteur semi-simple maximal tL. En
d’autres termes, si t = tL1 ⊕ t1 = tL2 ⊕ t2 sont deux de´compositions ou` tLi est semi-simple maximal
(i = 1, 2), alors
L1 = L2
Preuve. Posons, pour i = 1 ou 2,
tLi =
⊕
αi
t
L
(αi)
i
ou`
t
L
(αi)
i
=
(
L(αi)i , σL(αi)
i
,Ω
L
(αi)
i
)
est un T.S.S. simple avec la de´composition
L(αi)i = K(αi)i ⊕ PL(αi)
i
Posons encore tj = (Gj , σj ,Ωj) avec
Gj = Kj ⊕ Pj (j = 1, 2)
∀α1, tL(α1)1 est non plat; de`s lors on a
P
L
(α1)
1
∩ P2 6= {0} ou bien
P
L
(α1)
1
∩ P
L
(α2)
2
6= {0}
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pour un certain α2.
(a) P
L
(α1)
1
∩ P2 = L 6= {0}.L est lagrangien dans PL(α1)1 et irre´ductible en tant que K
(α1)
1 -module.
Soit alors L′ un sous-espace lagrangien de P
L
(α1)
1
, K-invariant et en dualite´ avec L. On a alors
[L′, L] = K(α1)1 = [π2L′, L] ou` π2 : P → P2 est la projection paralle`lement a` P⊥2 .
Comme [K, L′] = [K(α1)1 , L′] = L′ et K(α1)1 ⊂ G2, on a L′ = π2(L′), une contradiction; on a donc
(b) P
L
(α1)
1
∩ P
L
(α2)
2
6= {0}
Si P
L
(α1)
1
∩ P
L
(α2)
2
= L 6= P
L
(α2)
2
, L est lagrangien. Soit L′ comme ci-dessus. De nouveau,
[L′, L] = K(α1)1 = [π˜2L′, L] ou` π˜2 : P → PL(α2)2 est la projection paralle`lement a` P
⊥
L
(α2)
2
.
Et donc L′ = π˜2(L
′), une contradiction. De`s lors, P
L
(α1)
1
= P
L
(α2)
2
; donc L1 ⊂ L2 et par syme´trie
L1 = L2.
De`s maintenant nous noterons L le facteur semi-simple maximal de t.
Lemme 4.1.3. Si [Ks,PR] = 0, alors, S = L; on a la de´composition t = tL ⊕ tR ou`
tR = (R, σ|R , Ω|PR×PR)
Preuve.
(a) Ω(Ps,PS) = Ω([Ks,Ps],PR) = Ω(Ps, [Ks PR]) = 0
(b) [KR,Ps] = 0 car
Ω([KR Ps],Ps ⊕ PR) = Ω([KR Ps], PR)
= Ω(Ps, [KR PR])
= 0
(c) [KR, Ks] = 0 car
[[KR Ks] Ps] = [[Ps KR] Ks] + [[Ks Ps] KR]
= 0 + [Ps KR] = 0
et
[[KR Ks] PR] = [[PR KR] Ks] + [[Ks PR] KR]
⊂ [Ks PR] = 0
(d) [PR Ps] = 0 car
[PR Ps] = [PR [Ks Ps]] = 0
par Jacobi.
Remarque 4.1.4.
Si [PR Ps] = 0 ou [KR Ps] = 0, alors, comme [Ps Ps] = Ks, Jacobi implique dans chaque cas :
[Ks, PR] = 0.
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Lemme 4.1.5. Si PR est symplectique, il existe un facteur de Levi S1 de G, σ-stable tel que
P⊥R = PS1 = P ∩ S1
Preuve. Soit P1 = P⊥R.
P1 est K-invariant et P = P1 ⊕ PR. [KR P1] = 0 car
Ω([KR P1], PR ⊕ Ps) = Ω(P1 PR) = 0
Soit alors K1 = [P1 P1] et S1 = K1 ⊕ P1.
On a [K1 PR] = 0 car
Ω([[P1 P1] PR],P1 ⊕ PR) = Ω([[P1 P1]PR], PR)
= Ω([[PR P1] P1],PR)
= 0
par invariance de P1.
De`s lors,
[K1 ∩ KR, P1 ⊕ PR] = [K1 ∩ KR, P1] = 0
et donc
K1 ∩ KR = 0
P1 e´tant invariant, S1 est une sous-alge`bre. Comme G = S1 ⊕R, S1 est un facteur de Levi.
Proposition 4.1.6. Si PR est symplectique, L est facteur de Levi de G.
Preuve. On choisit S = S1, on a vu dans la preuve du lemme 4.1.5. que [K1 PR] = 0 c’est-a`-dire
[Ks PR] = 0. On conclut alors par le lemme 4.1.3.
Lemme 4.1.7. Soit (S, σ) un couple syme´trique semi-simple, de de´composition canonique S = Ks⊕Ps
Soit ω une forme antisyme´trique, Ks-invariante sur Ps. Alors, il existe un unique z ∈ Z(Ks) avec
ω = z cf. de´finition3.1.7.
En particulier, si S est simple, ω est symplectique ou identiquement nulle.
Preuve. On a δω = 0; donc il existe un unique X ∈ S tel que ω = δ ♭X = X (H1(S) = H2(S) = 0).
Comme ω(K, K) = ω(K, P) = 0,
β(X, [K K]⊕ P) = 0
Donc, X ∈ Z(K). On conclut par le the´ore`me 3.1.8. .
Lemme 4.1.7. Soit (V, ω) un espace vectoriel symplectique. Soient X un sous-espace isotrope de V et
Y un supple´mentaire de X dans V . Alors
dim radω(Y ) 6 dimX
Preuve. Par non-de´ge´ne´rescence de ω, on a
X⊥ ∩ radω(Y ) = 0
on conclut alors par
dim(X⊥ ⊕ radω(Y )) 6 dim V
Chapitre 4 – Re´sultats relatifs aux T.S.S., ... 66
Proposition 4.1.8.
2 6 dimPR 6 dimP − 2
Preuve. Supposons dimPR = 1; de`s lors par le lemme 4.1.7., le rang de Ωs = Ω|Ps×Ps , rg Ωs, est tel
que
rg Ωs > dimP − 2
Si rg Ωs = dimP − 1, Ps est symplectique et dimP − 1 est pair, une contradiction.
On a donc dimP − 2 = rg Ωs = dimPs − 1. Comme dimPs > 2, il existe z ∈ Z(Ks) \ {0} tel que
Ωs = z|Ps×Ps ; en particulier Z(Ks) 6= {0}.
Notons S =
⊕
α
Sα la de´composition de S induite par celle du couple semi-simple (S, σ|S ). On a
z =
∑
α
zα ou` zα ∈ Z(KSα)
Si zα 6= 0, PSα est symplectique.
Si zα = 0, PSα est isotrope et Ω(PSα ,PSβ ) = 0 si α 6= β; de`s lors, comme dimPSα > 2 ∀α, on a
rg Ωs = dimPs − 2p ou` p ∈ N
une contradiction.
On conclut par le fait que
dimPS > 2
Nous classifierons dans la suite les T.S.S. avec dimPR = 2.
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4.2 Re´sultats relatifs aux cas ou` PR est isotrope - dimPR = 2
Dans cette section, on suppose L = 0 et PR isotrope.
Lemme 4.2.1. R est abe´lien (PR isotrope).
Preuve.
• [KR PR] = 0 car
Ω([KR PR], Ps ⊕ PR) = Ω(PR, [KR Ps]) = 0
• [KR KR] = 0 car
[[KR KR] PR ⊕ Ps] = [[KR KR] Ps]
= [[Ps KR] KR]
⊂ [KR PR]
= 0
• [PR PR] = 0 car
[[PR PR] PR ⊕ Ps] = [[PR PR Ps]
= [[Ps PR] PR]
⊂ [KR PR]
= 0
Lemme 4.2.2. Si Z(Ks) contient un e´le´ment z tel que (ad(z)|Ps)2 = ε I|Ps (ε = ±1); alors, en posantJ = ad(z)|P , on a
(i) J 2 = εI
(ii) Si ε = −1, J est symplectique.
Preuve. Pour tous p, p′ ∈ P , on a, en notant p = pr + ps et p = p′r + p′s les de´compositions relativement
a` P = PR ⊕ Ps :
Ω(J 2p, p′) = Ω(εps + J 2pr, p′r + p′s)
= εΩ(ps, p
′) + Ω(J 2pr, p′s)
= εΩ(ps, p
′) + εΩ(pr, p
′
s)
= εΩ(ps, p
′) + εΩ(pr, p
′)
= εΩ(p, p′)
Maintenant, Ω(J p,J p′) = −Ω(J 2p, p′) = −εΩ(p, p′).
Maintenant, notons
S =
A+I⊕
α=1
Sα =
A⊕
a=1
Sa ⊕
A+I⊕
i=A+1
Si
ou`
Sα = Kαs ⊕ Pαs
est la de´composition induite par celle du couple syme´trique semi-simple (S, σ|S) ou` l’on suppose
Z(KaS) = {0} ∀a = 1, . . . , A
et
Z(KiS) 6= {0} ∀i = A+ 1, . . . , A+ I
avec la convention
I = 0 ⇐⇒ Z(Ks) = {0}
Remarquons que Si est simple pour tout i > A+ I.
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Lemme 4.2.3. Ω(Pαs ,PR) = 0 ⇐⇒ [Kαs ,PR] = 0.
Preuve.
Ω(Pαs , PR) = 0
⇐⇒ Ω([Kαs Pαs ], PR) = 0
⇐⇒ Ω([Kαs Ps], PR) = 0
⇐⇒ Ω(Ps ⊕ PR, [Kαs PR]) = 0 (PR est isotrope)
⇐⇒ [Kαs PR] = 0
Lemme 4.2.4. Ω(Pαs , Pβs ) = 0 si α 6= β.
Preuve.
Ω(Pαs , Pβs ) = Ω([Kαs Pαs ], Pβs )
= Ω(Pαs , [Kαs Pβs ])
Lemme 4.2.5. L’application
A⊕
a=1
Pas → P⋆R : s 7→ Ω(s, ·)
est injective.
Preuve. Soit s ∈
⊕
a
Pas .
Si Ω(s,PR) = 0, alors
Ω(s,P) = Ω
(
s,
A⊕
a=1
Pas
)
= ξ
[
s,
A⊕
a=1
Pas
]
ou` ξ ∈ Z
(
A⊕
a=1
Kas
)⋆
Donc Ω(s,P) = 0 et s = 0.
Posons
Nαs = P⊥R ∩ Pαs
et NαR = Pαs ⊥ ∩ PR
Lemme 4.2.6. Nαs et N
α
R sont K-invariants ∀α.
Preuve. Nαs (resp. N
α
R) est clairement Ks-invariant (resp. KR-invariant).
On a
Ω([KR, Nαs ], PR ⊕ Ps) = Ω(Nαs , [KR Ps] ⊂ PR)
= 0
=⇒ [KR, Nαs ] = 0
et
Ω([Ks, NαR], Pαs ) = Ω(NαR, [Kαs Pαs ] = Pαs )
= 0
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Choisissons Lαs un sous-espace Ks-invariant dans Ps tel que Lαs ⊕ Nαs = Pαs et LαR un sous-espace
K-invariant supple´mentaire de NαR dans PR (Ks agit comple`tement re´- ductiblement sur P .
Lemme 4.2.7. LαR 6= {0} ∀α.
Preuve. Si LβR = {0}, alors NβR = PR et Ω(Pβs , PR) = 0.
Donc,
Ω([Kβs PR], P) = Ω([Kβs , PR], Pβs ) = 0
(PR est isotrope), c.a`.d. [Kβs PR] = 0.
De plus,
Ω([KR Pβs ], Ps) = Ω(Pβs , [KR Ps]) = 0
c.a`.d. [KR Pβs ] = 0.
Un raisonnement analogue a` celui tenu dans la preuve du lemme 4.1.3. montre alors que Sβ est un ide´al
de G. Ceci contredit L = 0.
Remarquons qu’on a les injections LαR →֒ Pαs ⋆, Lαs →֒ P⋆R et que ∀a, Nas = 0 et Las = Pas .
Lemme 4.2.8. PR est un Kαs -module fide`le ∀α.
Preuve. Soit k ∈ Kαs tel que [k PR] = 0; alors
• si Nαs 6= 0, Ω([k Lαs ], PR) = 0
donc [k Lαs ] = 0 et k = 0
(voir chapitre 3.).
• si Nαs = 0, Lαs = Pαs et Ω(Pαs , [k PR]) = 0 donc [k Pαs ] = 0 et k = 0.
Lemme 4.2.9. Les sous-K-modules {LαR} sont en somme directe dans PR et [Kβs LαR] = 0 si α 6= β.
Preuve. Posons Lα1,...,αp = Lα1R ∩ [Lα2R + . . .+ LαpR ]
On a Ω([Kβs LαR], Pαs ) = 0 donc
[Kβs LαR] = 0
De`s lors, [Kα1s , Lα1,...,αp ] = 0 donc
Ω([Kα1s , Lα1,...,,αp ], Pα1s ) = 0 = Ω(Lα1,...,αp , Psα1)
et Lα1,...,αp = 0.
Lemme 4.2.10. Ω(Pαs , LβR) = 0 si α 6= β.
Preuve.
Ω(Pαs , LβR) = Ω([Kαs Pαs ], LβR)
= Ω(Pαs , [Kαs LβR])
= 0 si α 6= β
On pose LR =
A⊕
a=1
LaR ⊕
A+I⊕
i=A+1
LiR.
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Proposition 4.2.11.
(i) dimPR > 2A+ I
(ii) I 6= dimPR.
Preuve.
(i) On a [Kas LaR] 6= {0} car Ω([Kas LaR], Pas ) = Ω(LaR, Pas ) et LaR 6= {0}.
Kas e´tant simple, dimLaR > 2.
Comme LiR 6= {0}, on a dimLiR > 1 donc
dimPR > dimLR > 2A+ I
(ii) Si I = dimPR, A = 0.
On a dimLiR = 1 ∀i et
PR = LR
De`s lors,
[K′s, PR] =
⊕
i
[Ki′s , LiR] = 0
car Ki′s est semi-simple.
Comme PR est Kis-fide`le, on a dimRKis = 1 ∀i et donc
dimP is = 2 ∀i
Mais alors, Ω(P is ⊕ LiR, Pjs ⊕ LjR) = 0 ∀i 6= j; donc P is ⊕ LiR est symplectique ∀i, ce qui est
impossible car dim(P is ⊕ LiR) = 3.
Remarque. Si dimPR = 2, on a (A = 1, I = 0) ou (A = 0, I = 1); le lemme 4.2.5. montre que le
premier cas (A = 1) est impossible.
Proposition 4.2.12. Si A = 0 et I = 1, alors PR et Ps sont deux Ks-modules en dualite´; en particulier,
on a dimP = 2dimPs = 2dimPR.
D’ou` le
The´ore`me 4.2.13. Si t est un T.S.S. non re´soluble, non semi-simple et sans facteur semi-simple alors
dim t = 4 si et seulement si dimPR = 2.
Preuve. Comme A = 0 et I = 1, on a PR = NR⊕LR et Ps = Ns⊕Ls ou` Ns = Ps∩P⊥R et NR = P⊥s ∩P ;
mais Ω(NR, PR ⊕ Ps) = 0 donc NR = 0 et PR = LR. Par le lemme 4.1.7. Ps est symplectique ou
isotrope; Ns lui ne peut eˆtre e´gal a` Ps (par non de´ge´ne´rescence de Ω). Quant a` Ls, il est en Ω-dualite´
avec PR; en effet, si r ∈ PR est tel que Ω(r, Ls) = 0, on a, Ω(r,Ps) = 0 et r ∈ NR = 0.
Supposons Ns 6= 0. Dans ce cas, Ps est symplectique et, Ns et Ls sont des Ks-modules irre´ductibles en
Ω-dualite´ totalement isotropes (S est simple car Z(Ks) 6= 0). Soit {ℓi} une base de Ls; soient {pi} et
{ni} les bases duales de PR et Ns respectivement. Dans la base {ni} ∪ {ℓi} ∪ {pi}, Ω prend la forme
Ω =
 0 In 0−In 0 −In
0 In 0
 ou` n = dimNs
Cette matrice e´tant singulie`re, on a Ns = 0. Maintenant soit {si} une base de Ps et {ri} la base duale
de PR. Notons alors ∀k ∈ Ks,
[k, si] = S(k)
j
isj et [k, ri] = R(k)
j
irj
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On a alors
Ω([k si], rj) = Ω([k rj ], si)
c’est-a`-dire
S(k)ai Ω(sa, rj) = R(k)
b
jΩ(rb, si)
c’est-a`-dire
S(k)aiδaj = R(k)
b
j δbi
c’est-a`-dire
−S(k)ji = R(k)ij
ou bien
R(k) = −τS(k)
4.3 dim t = 4
Dans cette section, on suppose que t = (G, σ,Ω) est un T.S.S. de dimension 4, non re´soluble, non semi-
simple et sans facteur semi-simple. On a alors dimS = 3, dimPR = 2, PR est isotrope et en dualite´ avec
Ps en tant que Ks-module.
La table de G est alors du type :
[k si] = κ
j
i sj (i, j = 0, 1)
[s0 s1] = k
[k ri] = −κij sj
[ri sj ] = xij
[xij k] = A
kℓ
ij xkℓ
[xij sk] = X
ℓ
ij,krℓ
ou`
Ks = Rk Ps =〉si〈 PR =〉ri〈 et KR =〉xij〈
On remarque alors que les relations
[[k si] rj ] + [[rj k] si] + [[si rj ] k] = 0
et
[[s0 s1] xkℓ] + [[xkℓ s0] s1] + [[s1 xkl] s0] = 0
fixent les Ak ℓij et les X
ℓ
ij,k en fonction des κ
i
j . De`s lors, 3 cas se pre´sentent :
(a) S = sl(2,R) et k est compact,
(b) S = su(2),
(c) S = sl(2,R) et k n’est pas compact.
Ces trois cas sont re´alise´s et on a les trois tables :
[k si] = (−1)i+ε+1s(i+1) mod(2)
[s0 s1] = k
[k ri] = (−1)i+εr(i+1) mod(2)
[x si] = (−1)εri
[ri sj ] = δijx
ou` i = 0, 1; ε = ±1
Chapitre 4 – Re´sultats relatifs aux T.S.S., ... 72
et
[k si] = (−1)i+12si
[s0 s1] = k
[k ri] = (−1)i2ri
[x si] = 2 r(i+1) mod(2)
[ri sj ] = −δijx
ou` i = 0, 1
Les deux premie`res tables correspondent aux cas (a) et (b) avec respectivement ε = −1 et ε = 1; la
troisie`me au cas (c).
Par un automorphisme de (G, σ) du type
ri ← α ri si ← si
x ← αx k ← k
on rame`ne toute forme symplectique K-invariante sur P a` une des formes suivantes :
Ωa =
(
aJ I2
−I2 0
)
(exprime´e dans la base {s0, s1, r0, r1} de P), ou`
J =
(
0 1
−1 0
)
et a ∈ R.
Par un calcul brutal, on ve´rifie alors que (G, σ,Ωa) n’est pas isomorphe a` (G, σ,Ωb) si a 6= b.
Remarque. Les E.S.S. associe´es aux triples obtenus dans les cas (a), (b) et (c) sont les fibre´s cotangents
a` respectivement
SL2(R)
/
SO(2)
, SU(2)
/
SO(2)
et SL2(R)
/
R
(cf. [3, pg. 102]).
4.4 L’unique facteur compact
The´ore`me 4.4.1. Soit (M,ω, s) un E.S.S. simplement connexe. Soient o un point deM etK l’holonomie
line´aire en o relativement a` la connexion affine canonique ∇.
Soit Mc une sous-varie´te´ de M maximale pour les proprie´te´s suivantes :
(a) Mc passe par o
(b) Mc est connexe
(c) Mc est totalement ge´ode´sique
(d) To(Mc) est invariant par K
(e) Mc est compacte
Alors,
(i) Mc est simplement connexe et symplectique.
(ii) Mc est la sous-varie´te´ de M sous-jacente a` un sous-espace syme´trique compact (Mc, ωc, sc) facteur
direct de (M,ω, s).
(iii) (Mc, ωc, sc) admet un groupe des transvections semi-simple compact.
Chapitre 4 – Re´sultats relatifs aux T.S.S., ... 73
(iv) Mc est l’unique sous-varie´te´ de M maximale pour les proprie´te´s (a)–(e)
Ceci re´sultera d’une succession de lemmes.
Notons G le groupe des transvections de (M,ω, s), (G, σ,Ω) le T.S.S. associe´ et σ˜ l’automorphisme
canonique de G. Notons (π⋆e
∣∣
P
)−1(To(Mc)) = Pc.
To(Mc) e´tant K-invariant, il en est de meˆme pour Pc et de`s lors h = [Pc Pc] ⊕ Pc est une sous-alge`bre
(σ-stable) de G; notons H le sous-groupe connexe de G d’alge`bre h.
Lemme 4.4.2. H est compact.
Preuve. Mc e´tant compacte, son stabilisateur L dans G est ferme´ et la restriction de l’action de L sur
Mc de´finit un homomorphisme de groupes de Lie :
L
r−→ Aut(Mc)
H est engendre´ par ExpG(Pc) c’est-a`-dire par
{sExpo(X) ◦ so | X ∈ To(Mc)}
Mc e´tant totalement ge´ode´sique et stabilise´ par les syme´tries centre´es en ses points, r induit un homo-
morphisme injectif de groupes de Lie :
H −→ Aut(Mc)
Cet homomorphisme est surjectif sur le groupe Gc des transvections de Mc.
Par [Koh], Gc est compact.
Notons R le radical de G.
Lemme 4.4.3. Tout sous-groupe compact C stable par σ˜ stabilise une sous-alge`bre de Levi S σ-stable
dans G. De plus, la partie semi-simple de l’alge`bre C de C est contenue dans S.
Preuve. Soit le groupe fini d’automorphismes de G : Z2 = {id, σ}. C e´tant σ˜-stable, on peut construire
le produit semi-direct Cσ = Z2 × C ou`
(ε, u) · (ε′, u′) = (εε′, ε′(u) u′)
pour tous ε, ε′ dans Z2 et u, u′ dans C (si ε = σ, on de´finit ε(u) = σ˜(u), u dans C).
Cσ est alors un groupe compact d’automorphisme de G ((ε, u) ·X = ε(Ad(u)(X))) et le the´ore`me de Taft
nous livre un tel facteur de Levi S. Soit D = [C, C]. Notons D(R) la projection de D sur R paralle`lement
a` S (G = S ⊕ R) et D(S) la projection sur S paralle`lement a` R. Soit d ∈ D alors, relativement a` la
de´composition G = S ⊕R on a d = dS + dR. Comme C stabilise S, on a [D, S] ⊂ S et donc
[d,S] = [dS ,S] + [dR,S] ⊂ S
comme [dR,S] ⊂ R on a [D(R),S] = 0; en particulier, [D(R), D(S)] = 0.
De`s lors, D(R) et D(S) sont des sous-alge`bres et pour tout N ∈ N, on a D(N) ⊂ D(N)(R) ⊕ D(N)(S) . Comme
D(R) est re´soluble, il existe N avec D(N)(R) = {0}; mais D est semi-simple donc pour tout N : D(N) = D
de`s lors D ⊂ S.
Notons Z le centre de h. Soit U un sous-groupe compact maximal de G, stable par σ˜ (σ˜(g) =
so g so ∀g ∈ G) et tel que M se fibre sur l’espace syme´trique compact MU = U
/
U ∩K , les fibres e´tant
home´omorphes a` des espaces euclidiens ([Koh]).
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Lemme 4.4.4. H est semi-simple.
Preuve. Soit U l’alge`bre de U ; on a
U = UK ⊕ UP
ou` UK = U ∩ K et UP = U ∩ P .
Comme M est simplement connexe, MU l’est aussi. De`s lors, [UP UP ]⊕UP = A est un ide´al semi-simple
de U . Choisissons un supple´mentaire B de A dans U avec B ⊂ UK.
Soit S1 une sous-alge`bre de Levi de G, stable par σ et par U . Alors A ⊂ S1.
Par ailleurs, soit S une sous-alge`bre de levi de G, stable par σ et H . Notons Z le centre de h. Alors Z ⊂ P
et [Z, Ks] ⊂ Z ∩ S (Pc est K-stable). Z ∩ Ks est un sous-espace Ks-invariant compact et abe´lien dans
Ps, il est donc nul (utiliser une de´composition en “inde´composables” du couple (S, σ
∣∣
S
) et la proposition
3.1.5. Maintenant, tout e´le´ment z de Z s’e´crit z = zR + zS avec zR ∈ R et zs ∈ S.
Comme [Z, S] ⊂ S, [zR,S] = 0 mais [Ks, z] = [Ks, zs] = 0 donc zs = 0 (car zs ∈ Ps sur lequel Ks a une
action effective). De`s lors, on a [Z S] = 0 et Z ⊂ R.
Soit ϕ un automorphisme de (G, σ) avec
ϕ(S1) = S
On a ϕ(B) ⊂ K et ϕ(A) ⊂ S donc [Z, ϕ(A)] = 0 et [ϕ(B),Z] ⊂ Z. De`s lors, Z+ϕ(U) est une sous-alge`bre
compacte dans G; par maximalite´
Z + ϕ(U) = ϕ(U)
donc Z ⊂ ϕ(U).
Mais Z ⊂ P donc Z ⊂ ϕ(UP ); comme ϕ(UP ) ⊂ S et Z ⊂ R, Z = 0.
Soit S une sous-alge`bre de Levi σ-stable qui contient h.
Lemme 4.4.5. h est un ide´al de G et Pc est symplectique.
Preuve. On a [KR, Pc] = 0 donc [Kh, PR] = 0 ou` Kh = [Pc, Pc], de`s lors, un raisonnement identique
a` celui utilise´ dans les points (c) et (d) du lemme 4.1.3., livre
[h, R] = 0
La condition [Ks, Pc] = Pc implique que h est un ide´al de S.
Comme [K
h
, Pc] = Pc, Pc est symplectique.
Preuve du the´ore`me 4.4.1.. Il reste a` voir (iv). Ce qui est clair car h est contenu dans le facteur
semi-simple L de G qui est unique.
Chapitre 5
Exemples re´solubles
5.1 Quadruples admissibles
5.1.1 De´finition
Soient a et h deux alge`bres de Lie abe´liennes. Soit G une extension de h par a :
a
i−→ G p−→ h
a est alors munie canoniquement d’une structure de h-module. Notons ρ : h 7→ End(a) l’homomorphisme
de repre´sentation associe´ a` cette structure.
De´finition 5.1.1.1. Un quadruple q = (a,h,G, s) est admissible si
(i) s est un automorphisme involutif de a;
(ii) ρ anticommute avec s : pour tout h ∈ h :
ρ(h) ◦ s+ s ◦ ρ(h) = 0
(iii) [G, G] = i(a);
(iv) G est une extension inessentielle de h par a.
a, h et s e´tant fixe´s, deux tels quadruples qi = (a,h,Gi, s) (i = 1, 2) sont isomorphes si il existe
un automorphisme α de h et un automorphisme φ de a tels que
(a) [φ, s] = 0
(b) ρ1(h) = φ ρ2(α(h)) φ
−1 pour tout h dans h et ou` ρi de´signe l’homomorphisme de repre´sen-
tation associe´e a` l’extension Gi (i = 1, 2).
De´finition 5.1.1.2. Une paire p = (G, σ) est dite syme´trique si G est une alge`bre de Lie re´elle de
dimension finie et σ en est un automorphisme involutif.
Si G = K ⊕ P est la de´composition de G relativement a` σ, e´tant donne´ un quadruple admissible q =
(a,h,G, s), on a le produit semi-direct G = a×ρ h; en de´finissant l’endomorphisme σ de G par
σ = s⊕ (−id)h
on voit que p(q) = (G, σ) est une paire syme´trique; on l’appelle la paire syme´trique associe´e au quadruple
q.
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De´finition 5.1.1.3. On note
Hom(s)(h,End(a))
l’ensemble des homomorphismes de h vers End(a) qui anticommutent avec s et Aut(s)(a) le centralisateur
de s dans Aut(a). On voit alors que l’on a deux actions qui commutent :
Hom(s)(h,End(a))×GL(h)→ Hom(s)(h,End(a))
ρ.α = ρ ◦ α−1 (α dans GL(h))
et
Aut(s)(a)×Hom(s)(h,End(a))→ Hom(s)(h,End(a))
(φ.ρ)(h) = φρ(h) φ−1
On a alors la
Proposition 5.1.1.4. Fixons a,h et s comme pre´ce´demment.
(i) Deux quadruples qi = (a,h,Gi, s) (i = 1, 2) isomorphes livrent des paires syme´triques isomorphes.
(ii) L’ensemble des classes d’isomorphie des paires syme´triques associe´es aux quadruples q = (a,h,G, s)
(a, h et s fixe´s) est en bijection avec celui des classes d’isomorphie de ces quadruples et est
parame´trise´ par le double quotient
Aut(s)(a)
∖
Hom(s)(h,End(a))
/
GL(h)
Preuve.
(i) Soit (α, φ) un isomorphisme entre q1 et q2.
En conside´rant Gi = a×ρi h (i = 1, 2), on a l’isomorphisme line´aire
G1 ϕ−→ G2
ϕ = φ−1 ⊕ α.
On ve´rifie que ϕ est un isomorphisme d’alge`bres de Lie. Comme [ϕ, s] = 0, on a ϕ ◦ σ = σ ◦ ϕ et
donc ϕ induit un isomorphisme de p(q1) sur p(q2).
(ii) Notons a = K ⊕ V la de´composition relativement a` s, c’est-a`-dire s = idK ⊕ (−id)V .
Soit alors ϕ un isomorphisme de p(q1) sur p(q2). On a ϕ(V ) = V ; en effet : V ⊂ [G1, G1] donc
ϕ(V ) ⊂ K⊕ V ; donc ∀v ∈ V
σ ϕ(v) = ϕ σ(v) = −ϕ(v)
Posons ϕV = prV ◦ ϕ ◦ prh et ϕh = prh ◦ ϕ ◦ prh.
Posons encore µ = ϕ− ϕV . On a ∀a ∈ a, h ∈ h
µ[h, a] = ϕ([h, a]) − ϕV [h, a] = ϕ[h, a]
= [ϕ(h), ϕ(a)] = [ϕV (h) + ϕh(h), µ(a)]
= [ϕh(h), µ(a)] = [µ(h), µ(a)]
et
∀h′ ∈ h µ[h, h′] = 0 = [µ(h), µ(h′)]
Donc µ est un homomorphisme.
Si 0 6= h ∈ h est tel que µ(h) = 0 alors ϕ(h) ∈ V ce qui est impossible car ϕ est un isomorphisme
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et ϕ(V ) = V .
De`s lors, µ est un isomorphisme et on a
µ = ϕ
∣∣
a
⊕ϕh
Le couple (α = ϕh, φ = (ϕ
∣∣
a
)−1) de´finit alors un isomorphisme entre q1 et q2.
5.1.2 dimP = 4
Dans ce paragraphe, a et h sont des alge`bres de Lie re´elles abe´liennes et s un automorphisme involutif
de a tels que si a = K ⊕ V est la de´composition relativement a` s (s = idK ⊕ (−id)V ) on ait
(i) dimV = dimh = dimK = 2.
(ii) a, h, s e´tant fixe´s, q = (a,h,G, s) de´signe un quadruple admissible tel que si p(q) = (G, σ) est la
paire syme´trique associe´e et si G = K⊕ P est la de´composition relativement a` σ on ait une action
effective de K sur P .
On fixe alors une base {e1, e2} de V , {k1, k2} de K et {f1, f2} de h. Si ρ : h → End(a) est l’homomo-
rphisme induit par q, on note Fi = ρ(fi) i = 1, 2. Dans la base {k1, k2, e1, e2} de a, on a
Fi =
(
0 Yi
Xi 0
)
(i = 1, 2)
ou` Xi, Yi ∈ Mat(2 × 2,R) (matrices 2 × 2 re´elles). Si on de´crit tout automorphisme α de h et tout
automorphisme φ de K ⊕ V matriciellement dans ces bases par :
α =
(
a b
c d
)
et
φ =
(
A 0
0 B
)
a, b, c, d ∈ R, ad − bc 6= 0; A,B ∈ GL(R2) , la proposition 5.1.1.4. nous dit que de´crire les classes
d’isomorphie des paires p(q) e´quivaut a` de´crire les classes d’e´quivalences des couples (F1, F2) sous la
relation
(F1, F2) ∼ (F ′1, F ′2) ⇔ F ′1 = φ(aF1 + cF2)φ−1
F ′2 = φ(bF1 + dF2)φ
−1
c’est-a`-dire, si
F ′i =
(
0 Y ′i
X ′i 0
)
(i = 1, 2)
Y ′1 = A(aY1 + cY2) B
−1
X ′1 = B(aX1 + cX2) A
−1
Y ′2 = A(bY1 + dY2) B
−1
X ′2 = B(bX1 + dX2) A
−1
Lemme 5.1.2.1. Tout couple (F1, F2) est e´quivalent a` un couple
F (x, y, k) = (F1(x, y, k), F2(x, y, k))
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ou`
F1(x, y, k) =
(
0 x+ y Uk
I 0
)
F2(x, y, k) =
(
Uk 0
0 Uk
)
F1(x, y, k)
ou` x, y ∈ R, k ∈ {1, 2, 3, 4} avec
U1 =
(
0 1
0 0
)
U2 =
(
0 1
1 0
)
U3 =
(
0 1
−1 0
)
U4 = 0
(Si k = 4, on pose y = 0).
Preuve. Par effectivite´ de l’action de K sur P , on a
Ker(F1
∣∣
K
) ∩Ker(F2
∣∣
K
) = {0}
comme [h K] = V (K ⊕ V = [G G]), on peut supposer detX1 6= 0.
De`s lors, en choisissant α = id ; A = I ; B = X−11 , on se rame`ne a` X1 = I.
La condition [F1, F2] = 0 livre alors
Y2 = Y1 X2 = X2 Y1,
en e´crivant
X2 = x+X Y1 = y + Y
(x, y ∈ R, X,Y ∈ sl(2,R)), on a [X, Y ] = 0 donc Y = λX ; λ ∈ R.
En remplac¸ant F2 par F2 − x F1, on se rame`ne a`
X1 = I Y1 = y + λX X2 = X Y2 = rλ+ yX
ou` X2 = r I, r ∈ R,
(a) r = 0, dans ce cas, ∃A ∈ SL2(R) avec X = εA−1U1A ou X = 0 (ε = ±1).
En choisissant φ =
(
A 0
0 A
)
et en remplac¸ant F2 par ε F2, on se rame`ne a`
F1 =
(
0 a+ b U1
I 0
)
F2 =
(
U1 0
0 U1
)
F1 ou 0
(a, b ∈ R).
(b) r > 0; dans ce cas, il existe A ∈ SL2(R) avec
X =
√
r A−1 U2 A
on se rame`ne alors a`
F1 =
(
0 a+ b U2
I 0
)
F2 =
(
U2 0
0 U2
)
F1 (a, b ∈ R)
(c) r < 0; dans ce cas, il existe A ∈ SL2(R) avec
X = ε
√
|r| A−1U3A ε = ±1
on se rame`ne alors a`
F1 =
(
0 a+ b U3
I 0
)
F2 =
(
U3 0
0 U3
)
F1 (a, b ∈ R)
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Si on note p(x, y, k) la paire syme´trique associe´e au couple (F1(x, y, k), F2(x, y, k)), on a la
Proposition 5.1.2.2. L’ensemble des classes d’isomorphie des paires p(q) est parame´trise´ par l’ensemble
suivant :
{p(ε, 0, k); k = 1, 2, 4; ε = ±1} ∪ {p(0, ε, ℓ); ℓ = 2, 3; ε = ±1}
Preuve. Soit
F1 =
(
0 x+ y U
I 0
)
F2 = U F1
ou` U =
(
U 0
0 U
)
,U ∈ {Uk; k = 1, 2, 3, 4} et de meˆme :
F ′1 =
(
0 x′ + y′ U
I 0
)
F ′2 = U F
′
1
On suppose {
φ α(F1) φ
−1 = F ′1 (1)
φ α(F2) φ
−1 = F ′2 (2)
(a) U = U4 = 0
On voit alors imme´diatement que
(F1(x, 0, 4), F2(x, 0, 4)) ∼ (F1(η, 0, 4), 0)
avec η = −1, 0,+1
(b) U = Uk; k 6= 4.
Alors, (1) s’e´crit
(∗∗)
{
A(ax+ cy(−1)δ3k(1 − δ1k) + (ay + cx)Uk)B−1 = x′ + y′Uk
B(a+ c Uk)A
−1 = I
donc B−1 = (a+ cUk)A
−1 et on remarque que [φ, U ] = 0 de`s lors :(
x′
y′
)
=
(
a2 + (−1)δ3k(1− δ1k)c2 2ac(−1)δ3k(1− δ1k)
2ac a2 + (1 − δ1k)(−1)δ3kc2
)(
x
y
)
On pose α(F2) = U α(F1).
• k = 1. On a a 6= 0 et on se rame`ne a`
(F1(0, ε, 1), F2(0, ε, 1)) ou
(F1(ε, 0, 1), F2(ε, 0, 1)) ou
(F1(0, 0, 1), F2(0, 0, 1)) ε = ±1
• k = 2. On a a2 6= c2 et on se rame`ne a`
(F1(ε, 0, 2), F2(ε, 0, 2)) ou
(F1(0, 0, 2), F2(0, 0, 2)) ou
(F1(0, ε, 2), F2(0, ε, 2)) ou
(F1(ε, ε
′, 2), F2(ε, ε
′, 2)) ε = ±1, ε′ = ±1
• k = 3. On a a 6= 0 ou c 6= 0; et on se rame`ne a`
(F1(0, ε, 3), F2(0, ε, 3)) ou
(F1(0, 0, 3), F2(0, 0, 3)) ε = ±1
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Soit Sk(x, y) de´fini par
Sk(x, y) = {g ∈ Aut(K ⊕ V ) | g Fi(x, y, k) g−1 = Fi(x, y, k) , i = 1, 2}
Clairement Sk(x, y) ne de´pend pas de (x, y) et en notant Sk = Sk(x, y), on a
Sk = R · StabSL2(R)(Uk)
Maintenant, si on note S(F1, F2) = {g ∈ Aut(K ⊕ V ) | g Fi = Fi g}, on a φ S(F1, F2)φ−1 =
S(φαF1 φ
−1, φαF2φ
−1). De plus, le rang et la signature de la forme biline´aire βρ(X,Y ) =
tr(ρ(x) ρ(y)) sont invariants sous les transformationsX 7→ φ α(x) φ−1. Ceci et la relation [h V ] = K
permettent de conclure.
Les formes symplectiques sur P K-invariantes dans la base {e1, e2, f1, f2} s’e´crivent :
• pour p(ε, 0, 1) et p(0, ε, 1) :
Ω1(a, b, x) =

0 0 a 0
0 0 b a
−a −b 0 x
0 −a −x 0
 a, b, x ∈ R, a 6= 0
• pour p(ε, 0, 2) et p(0, ε, 2) :
Ω2(a, b, x) =

0 0 a b
0 0 b a
−a −b 0 x
−b −a −x 0
 a, b, x,∈ R, a2 6= b2
• pour p(0, ε, 3) :
Ω3(a, b, x) =

0 0 a b
0 0 −b a
−a b 0 x
−b −a −x 0
 a, b, x ∈ R, a2 + b2 6= 0
p(ε, 0, 4) n’admet pas de telle structure.
Un automorphisme de p(q) agit sur K ⊕ V ⊕ h par (φ⊕ α) + λ ou` λ : h→ V et [φ,U ] = 0.
Par un tel automorphisme, on rame`ne, dans chaque cas, Ωi(a, b, x) a`
Ωx = Ωi(1, 0, x) =
 0 I−I 0 x−x 0

on a alors la
Proposition 5.1.2.3. Tout T.S.S. re´soluble de dimension 4 de la forme t = (p(q),Ω) est isomorphe a`
un des triples non isomorphes suivants :
(p(ε, 0, 1),Ωx) = t
4 (1)
1,ε,x
(p(ε, 0, 2),Ωx) = t
4 (1)
2,ε,0,x
(p(0, ε, 2),Ωx) = t
4 (1)
2,0,ε,x
(p(0, ε, 3),Ωx) = t
4 (1)
3,ε,x
ou` ε = ±1, x ∈ R.
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5.2 Quintuples admissibles
5.2.1 De´finition
Soient a et h deux alge`bres de Lie abe´liennes. Soit G une extension de h par a
a
i−→ G p−→ h
Soit ρ : h→ End(a) comme plus haut (cf. 5.1.1), et soit s un automorphisme involutif de a.
De´finition 5.2.1.1. Un quintuple Q = (a,h,G, s, µ) est admissible si
(i) µ est une application line´aire de h vers G telle que p ◦ µ = idh
(ii) [G G] = i(a)
(iii) ρ anticommute avec s
(iv) Si on note r : Λ2(h)→ a l’application de´finie par r(h ∧ h′) = i−1[µ(h), µ(h′)], alors, on a
• r Λ2(h) ∩ ρ(h) a = {0} et
• s r(h ∧ h′) = r(h ∧ h′) pour tous h, h′ dans h.
a, h et s e´tant fixe´s, deux tels quintuples Qi = (a,h,Gi, s, µi) (i = 1, 2) sont isomorphes si il existe
un automorphisme α de h et un automorphisme φ de a tels que
(a) [φ, s] = 0
(b) ρ1(h) = φ ρ2(α(h)) φ
−1 pour tout h dans h
(c) φ−1 ◦ r1 = α . r2
Etant donne´ un quintuple admissible Q, en notant W = µ(h) on a la somme directe vectorielle
G = a⊕W
en de´finissant σ = s⊕ (−id)W , on voit que p(Q) = (G, σ) est une paire syme´trique, on l’appelle la paire
syme´trique associe´e au quintuple Q.
Lemme 5.2.1.2. Deux quintuples isomorphes Qi = (a,h,Gi, s, µi) (i = 1, 2) livrent des paires syme´tri-
ques isomorphes.
Preuve. Soit (α, φ) un isomorphisme entre Q1 et Q2. Alors ϕ = φ
−1 ⊕ α˜, ou`
α˜ = µ2 ◦ α ◦ p1
livre un isomorphisme de p(Q1) sur p(Q2).
Si Q = (a,h,G, s, µ) est un quituple admissible, on note G = K⊕ P la de´composition relativement a`
σ et a = K ⊕ V la de´composition relativement a` s (meˆmes notations que pour les quadruples).
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5.2.2 dimP = 4
On suppose ici dimW = dimV = 2 et dimK = 2.
Soient {e1, e2} ∪ {f1, f2} une base de V ⊕W et {k1, k2} une base de P , posons p(fi) = hi.
Soient, dans ces bases,
α =
(
a b
c d
)
et
φ = A⊕B
a, b, c, d ∈ R, A,B ∈ GL(R2) avec ad− bc 6= 0.
Posons
Fi = ρ(hi) (i = 1, 2)
dans la base {k1, k2, e1, e2} on a
Fi =
(
0 Yi
Xi 0
)
ou` Xi, Yi sont des matrices re´elles 2× 2.
Nous supposerons, de plus, que l’action de K sur h est effective et que dim ρ(h)V = 1; donc
Im Y1 ⊆ Im Y2 = ρ(h) V ou
Im Y2 ⊆ Im Y1 = ρ(h) V
De`s lors, pour classer les quintuples, on peut commencer par parame´triser les classes d’e´quivalences
des couples F = (F1, F2) sous la relation (F1, F2) ∼ (F ′1, F ′2) si et seulement si
Y ′1 = a A Y1 B
−1 + c A Y2 B
−1
Y ′2 = b A Y1 B
−1 + d A Y2 B
−1
X ′1 = a B X1 A
−1 + c B X2 A
−1
X ′2 = b B X1 A
−1 + d B X2 A
−1
ou`
F ′i =
(
0 Y ′i
X ′i 0
)
(i = 1, 2)
Un raisonnement identique a` celui utilise´ pour les quadruples et le fait que dim ρ(h)V = 1 livrent le
Lemme 5.2.2.1. Tout couple F est e´quivalent a` un des couples suivants : (meˆmes notations que pour
les quadruples )
F (0, ε, 1), F (ε, ε′, 2)
ou` ε = ±1, ε = ±1.
On a alors les tables pour G :
[f1, k1] = e1
[f1, k2] = e2
[f2, k2] = e1
[f1, e1] = εk1
[f1, f2] = a k1 + b k2 b 6= 0
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et
[f1, k1] = e1
[f1, k2] = e2
[f2, k1] = e2
[f2, k2] = e1
[f1, e1] = ε k1 + ε
′ k2
[f1, e2] = ε
′ k1 + ε k2
[f2, e1] = ε
′ k1 + ε k2
[f2, e2] = ε k1 + ε
′ k2
[f1, f2] = a(εk1 + ε
′ k2) + b(εk1 − ε′ k2) b 6= 0
(a, b ∈ R)
Une transformation sur f2 du type
f2 7→ f2 + x e2 x ∈ R
annulle les parame`tres “a” et ne modifie pas le reste des deux tables.
Pour la premie`re table, les transformations :
f1 ← ε|b|−1/4 f1 e1 ← εε′|b|−3/4e1 k1 ← ε′|b|−1/2k1
f2 ← |b|−3/4 f2 e2 ← ε′|b|−1/4 e2 k2 ← ε ε′ k2
livre
[f1, k1] = e1
[f1, k2] = e2
[f2, k2] = e1
[f1, e2] = k1
[f1, f2] = k2
Pour la seconde, la transformation
f1 ← η f1 e1 ← |b| e1 k1 ← b k1
f2 ← η f2 e2 ← |b| e2 k2 ← |b| k2
(ou` η est le signe de b) livre
[f1, k1] = e1
[f1, k2] = e2
[f2, k1] = e2
[f2, k2] = e1
[f1, e1] = ε k1 + ε
′ k2
[f1, e2] = ε
′ k1 + ε k2
[f2, e1] = ε
′ k1 + ε k2
[f2, e2] = ε k1 + ε
′ k2
[f1, f2] = εk1 − ε′ k2
Notons p1 la paire syme´trique associe´e a` la premie`re table et p2(ε, ε
′) celle associe´e a` la seconde . Dans
les deux cas, soit la forme symplectique
Ωa,x = a
 0 I−I 0 x−x 0
 a ∈ R0, x ∈ R
exprime´e dans la base {e1, e2, f1, f2} de P .
Comme dans le cas des quadruples, le calcul explicte de Aut(G, σ) livre la
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Proposition 5.2.2.2. Tout T.S.S. de dimension 4 de la forme t = (p(Q),Ω) avec dimV = dimW =
dimK = 2 est isomorphe un des triples non isomorphes :
t
4 (2)
1,a,x = (p1,Ωa,x)
t
4 (2)
2,ε,ε′,a,x = (p2(ε, ε
′),Ωa,x)
ou` ε = ±1, ε′ = ±1, a ∈ R0, x ∈ R.
Chapitre 6
Classification en dimension 2 ou 4
6.1 Le cas re´soluble en dimension 4
6.1.1 Liste exhaustive
Dans ce paragraphe, (G, σ,Ω) de´signe un T.S.S. avec G re´soluble et dimP = 4.
Proposition 6.1.1.1.
(i) K agit sur P par endomorphismes nilpotents
(ii) K stabilise un lagrangien L de P
(iii) dimK 6 4
(iv) [K, [K, K]] = 0
Preuve.
(i) G e´tant re´soluble DG est nilpotente, et est un ide´al de G contenant K = [P , P ]. De`s lors, ad(k)∣∣
P
est un endomorphisme nilpotent.
(ii) Par (i), on peut trouver une base {e1, . . . , e4} de P telle que matriciellement on ait
ad(k)
∣∣
P
=: k =

0 x y z
0 0 a t
0 0 0 u
0 0 0 0

on remarque que K e1 = 0.
1. Supposons a nul
(a) Supposons t ou u non nul; alors il existe k0 ∈ K tel que k0 e4 =: p0 6= 0 et p0 6= e1;
comme K e1 = 0, on a
Ω(e1, p0) = 0
de plus, ∀k ∈ K : k p0 = (tx+ uy) e1 et de`s lors L =〉e1, p0〈 est un lagrangien K-stable.
(b) Supposons t = u = 0.
L =〉e1, e2〈 est K-stable et lagrangien.
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2. a est non nul. Alors il existe k0 ∈ K tel que e2 = k0 e3 + λ e1 (λ ∈ R) et
Ω(e1, e2) = Ω(e1, k e3 + λ e1)
= 0 (K e1 = 0)
de plus, k e2 = x e1, de`s lors L =〉e1, e2〈 est un lagrangien K-stable.
(iii) Par (i) et (ii), on peut trouver une base symplectique {e1, e2, f1, f2} de P telle que
Ω =
(
0 I
−I 0
)
et ∀k ∈ K,
k =
(
A S
0 −τA
)
ou` S = τS. k e´tant nilpotent, A l’est aussi et on peut donc supposer
A =
(
0 a
0 0
)
a ∈ R
De`s lors, dimK 6 4 et K′′ = 0.
De´finissons N , la sous-alge`bre de sp(2,R) forme´e des e´le´ments
n =

0 a x y
0 0 y z
0 0 0 0
0 0 −a 0
 (Ω = ( 0 I−I 0
)
)
En notant n =: a A+ x2 X + y Y + z Z la table de N est donne´e par
[A Y ] = X
[A Z] = Y
Proposition 6.1.1.2.
(i) N ne contient qu’une seule sous-alge`bre abe´lienne de dimension 3 : a =〉X,Y, Z〈.
(ii) Les autres sous-alge`bres de dimension 3 de N sont isomorphes a` l’alge`bre de Heisenberg H1, et
sont donne´es par
H(λ) :=〉A+ λZ,X, Y 〈 (λ ∈ R)
(iii) Toute sous-alge`bre de dimension 6 2 de N est abe´lienne.
Preuve. Remarquons d’abord que le centre Z(N ) de N est le sous-vectoriel R X ; et que N
/
Z(N ) est
isomorphe a` H1.
en notant π : N → H1 la projection canonique et
π(A) = U
π(Z) = V
π(Y ) = E
on a [U, V ] = E ,E central. Soit S une sous-alge`bre de dimension 3 de N .
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1. dimπ(S) = 3.
Alors, π(S) = H1 et l’extension
0 −→ Z(N ) −→ N −→ H1 −→ 0
est inessentielle, de`s lors
N = H1 ⊕Z(N )
et dim [N , N ] = 1 ce qui est faux.
2. dimπ(S) = 2, alors π(S) =〉W,E〈 avec W ∈〉U, V 〈
(a) S est abe´lienne. Alors
S =〉aA+ zZ + µY, yY + νZ,X〈 (a, y, z, µ, ν ∈ R)
avec ay = 0 = aν.
La dimension 3 livre a = 0 et de`s lors S = a.
(b) S est non abe´lienne. Alors
S =〉aA+ zZ + µX, yY + νX,X〈
c’est-a`-dire
S =〉A+ λZ, Y,X〈= H(λ)
Soit maintenant S de dimension 2
(a) dimπ(S) = 2. Donc
S =〉aA+ zZ + µX, Y + νX〈
Si a est non nul, dimS = 3 donc S est abe´lien.
(b) dimπ(S) = 1 livre uniquement des sous-alge`bres abe´liennes.
La proposition 6.1.1.1. nous dit que K est une sous-alge`bre de N . En classifiant les sous-alge`bres K
de N admissibles – c’est-a`-dire qui peuvent eˆtre vues comme espace de points fixes de “σ” pour certains
triples (G, σ,Ω) – on obtiendra liste exhaustive des triples.
Lemme 6.1.1.3. N n’est pas admissible.
Preuve. Si (G, σ,Ω) est un T.S.S. tel que G = N ⊕P avec P =〉{e1, e2, f1, f2}〈, la table de G commence
par :
[A Y ] = X
[A Z] = Y
[A e2] = e1
[A f1] = −f2
[X f1] = 2e1
[Y, f1] = e2
[Y f2] = e1
[Z f2] = e2
etc...
Jacobi va nous donner une contradiction.
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• [e1 e2] = 0 car
[e1 e2] =
1
2 [[X f1] , e2]
= − 12 [[e2 X ] f1]− 12 [[f1 e2] X ]
= 0
comme X est central et [X e2] = 0.
• [e1 f2] = 0 par un argument identique.
• [e1 f1] = µX (µ ∈ R) car
[Z [e1 f1]] + [f1 [Z e1]] + [e1 [f1 Z]] = 0
Or, [Z e1] = [f1 Z] = 0 donc [[e1 f1] Z] = 0.
D’autre part, [A [e1 f1]] = 0 car
[A [e1 f1]] + [f1 [A e1]] + [e1 [f1 A]] = 0
Or, [A e1] = 0 et [e1 [f1 A]] = [e1 f2] = 0. De`s lors, [e1 f1] est central.
• [e2 f1] = ηY (η ∈ R) car
[e2 f1] = [[Z f2] f1]
= − [[f1 Z] f2]− [[f2 f1]Z]
Or, [f1 Z] = 0 et [N , Z] = R Y .
• [e2 f2] = νX (ν ∈ R) car
[e2 [f1 A]] = − [A [e2 f1]]− [f1 [A e2]]
mais [e2 f1] = ηY , [A e2] = e1 et [e1 f1] = µX . Comme [A Y ] = X on a
[e2 [f1 A]] = νX
mais [e2 [f1 A]] = [e2 f2]. De`s lors dim [P , P ] 6 3, contradiction.
Lemme 6.1.1.4. a n’est pas admissible.
Preuve. La table de G = a⊕ P commence par
[X f1] = 2e1
[Y f1] = e2
[Y f2] = e1
[Z f2] = e2
comme dans le lemme 6.1.1.3., on a :
• [e1 e2] = [e1 f2] = 0
• [e2 f2] = [e1 f1] car
[Y [f1 f2]] = 0 = [f2 [Y f1]] + [f1 [f2 Y ]]
mais [Y f1] = e2 et [f2 Y ] = −e1
• [e2 f1] = 0 car
[Z [f1 f2]] = 0 = [f2 [Z f1]] + [f1 [f2 Z]]
mais [Z f1] = 0 et [Z f2] = e2 de`s lors dim [P , P ] 6 2, une contradiction.
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Lemme 6.1.1.5.
(i) H(λ) n’est pas admissible si λ 6= 0
(ii) H(0) est admissible
Preuve. Soit (G, σ,Ω) un T.S.S. tel que
G = H(λ) ⊕ P H(λ) ≃ H1
Alors la table de G commence par
[U, e2] = e1
[U, f1] = −f2
[U, f2] = λe2
[V, f1] = e2
[V, f2] = e1
[E, f1] = 2e1
ou` U := A+ λZ ; V := Y et E := X .
• [e1, e2] = [e1, f2] = 0 par un argument identique a` celui du lemme 6.1.1.3.
• [e1, f1] = µE (µ ∈ R) car
[U [e1 f1]] = [[U e1] f1] + [e1 [U f1]]
= 0− [e1 f2]
= 0
et
[V [e1 f1]] = [[V e1] f1] + [e1 [V f1]]
= 0 + [e1 e2]
= 0
donc [e1 f1] est central dans K; un argument identique livre
• [e2 f2] = νE (ν ∈ R)
Supposons λ 6= 0.
Alors, [e2 f1] = γE (γ ∈ R) car
[U [f1 f2]] = [[U f1] f2] + [f1 [U f2]]
= 0 + [f1, λf2]
donc [e2, f1] =
1
λ [[f1, f2]U ] ∈ [K K] = R E
mais alors dim [P , P ] 6 2 ce qui rend H(λ) non admissible pour λ 6= 0.
On a donc λ = 0 et
• [[f1, f2] U ] = 0
• [U, f2] = 0
• [[e2, f1] V ] = 0 car
[V [e2 f1]] = [[V e2] f1] + [e2 [V, f1]]
= 0 + 0
= 0
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G a donc une table de la forme
[U, V ] = E
[U, e2] = e1
[U, f1] = −f2
[V, f1] = e2
[V, f2] = e1
[E, f1] = 2 e1
[e2, f2] = νE
[e1, f1] = µE
[f1, f2] = u U + ε E
[e2, f1] = vV + ηU
Maintenant
[U [e2 f1]] + [f1 [U e2]] + [e2 [f1 U ]] = 0
[V [f1 f2]] + [f2 [V f1]] + [f1 [f2 V ]] = 0
[e2 [f1, f2]] + [f2 [e2 f1]] + [f1 [f2 e2]] = 0
fournit le syste`me  0 1 −1−1 0 1
1 1 0
 uv
µ
 =
 −νν
2ν

dont l’unique solution est
µ = 2ν ; u = v = ν
ceci impose en particulier ν ∈ R0.
On ve´rifie alors aise´ment que la table (I)
[U, V ] = E
[U, e2] = e1
[U, f1] = −f2
[U, f1] = e2
[V, f2] = e1
[E, f1] = 2e1
[e1, f1] = 2νE
[e2, f1] = νV + ηE
[e2, f2] = νE
[f1, f2] = νU + ε˜ E ε˜, η ∈ R, ν ∈ R0
de´finit sur G = H(0) ⊕ P une structure d’alge`bre de Lie.
Lemme 6.1.1.6. Toute sous-alge`bre de dimension 2 de N est admissible.
Preuve. Dans ce cas, K est abe´lienne (cf. proposition 6.1.1.2.) et on a vu dans la preuve de la proposition
6.1.1.2. que deux cas se pre´sentent :
1. K 6⊂ a et X ∈ K ou bien
2. K ⊂ a
1. Alors, on peut supposer que K est engendre´e par deux e´le´ments de N de la forme
U =

0 1 0 y
0 0 y z
0 0 0 0
0 0 −1 0
 X =

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

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(ou` y, z ∈ R) dans la base {e1, e2, f1, f2}. c’est-a`-dire
[U, e2] = e1
[U, f1] = y e2 − f2
[U, f2] = y e1 + z e2
[X, f1] = e1
On a alors, comme plus haut, [e1, e2] = [e1 f2] = 0 et, [e1, f1] = [e2, f2] = αX (α ∈ R) car
comme [K,K] = 0, [[U e2] f1] = [[U f1] e2] donc
[e1 f1] = − [f2 e2]
et,
• si y ou z est non nul,
[[e1 f1] f2] + [[f2 e1] f1] + [[f1 f2] e1] = 0
livre [[e1 f1] f2] = 0 (car [K e1] = 0)
• si y = z = 0,
[[e2 f1] f2] + [[f2 e2] f1] + [[f1 f2] e2] = 0
livre [[f2 e2] f1] = ξe1 (car [K e2] = R e1) ce qui impose a` la composante en U de [e2 f2] de
s’annuler.
De`s lors, en posant [f1 f1] = uU + xX et [e2 f1] = u˜ U + x˜X
[[e2 f1] f2] + [[f2 e2] f1] + [[f1 f2] e2] = 0
livre {
u˜ z = 0
u˜ y − α+ u = 0
(a) z 6= 0. Alors, u˜ = x˜ = 0 car, comme [K K] = 0,
[[U f1] f2] = [[U f2] f1]
c’est-a`-dire
y [e2 f2] = [ye1 + ze2, f1]
c’est-a`-dire
z [e2 f1] = 0
et on ve´rifie que la table (II)
[U e2] = e1
[U f1] = y e2 − f2
[U f2] = y e1 + z e2
[X f1] = e1
[e1 f1] = [e2 f2] = u X (α = u)
[f1 f2] = uU + xX
(avec u, z ∈ R0; x, y ∈ R) fournit une structure d’alge`bre de Lie a` G = K ⊕ P .
Chapitre 6 – Classification en dimension 2 ou 4 92
(b) z = 0. Alors, la table (III) :
[U e2] = e1
[U f1] = y e2 − f2
[U f2] = y e1
[X f1] = e1
[e1 f1] = [e2 f2] = (u+ u˜y) X
[f1 f2] = uU + xX
[e2 f1] = u˜ U + x˜ X
(avec u, u˜, x, x˜, y ∈ R) fournit une structure d’alge`bre de Lie a` G = K⊕ P .
2. (K ⊂ a). Alors, on peut supposer que K est engendre´ par deux e´le´ments de N de la forme
U = aX + bZ; V = xX + yY + zZ
c’est-a`-dire
[U f1] = a e1
[U f2] = b e2
[V f1] = x e1 + y e2
[V f2] = y e1 + z e2
en particulier, en notant L =〉{e1, e2}〈, on a
[K L] = 0 et [K P ] ⊆ L
Supposons [K P ] $ L c’est-a`-dire dim[K P ] = 1.
Dans ce cas, comme [U P ] 6= 0, on a deux possibilite´s.
(a) a = 0, b 6= 0 ou bien
(b) a 6= 0, b = 0.
Conside´rons le cas (a). On peut de`s lors supposer b = 1 , z = 0 et [K P ] = Re2, donc y = x = 0.
Mais alors [V P ] = 0, une contradiction. Le cas (b) se traite de la meˆme manie`re et on a
[K P ] = L
[K L] = 0
[K K] = 0 et par Jacobi
[L L] = 0
On a
• a[e1 f2] = b[e2 f1] car
[[U f1] f2] = [[U f2] f1]
• x[e1 f2]− z[e2 f1] = y([e1 f1]− [e2 f2]) car
[[V f1] f2] = [[V f2] f1]
Deux cas se pre´sentent :
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(a) [L, 〉f1, f2〈] = K. Alors on peut trouver ℓ1, ℓ2 ∈ L tels que
[f1 + ℓ1, f2 + ℓ2] = 0
De`s lors, l’extension
[G G]→ G → G
/
[G G]
est inessentielle; donc, en posant
a = [G G] = K ⊕ L, s = σ∣∣
a
et
h = G/
a
;
q = (a,h,G, s) est un quadruple admissible avec dimK = 2.
(b) [L, 〉f1, f2〈[6= K.
Soit l’extension
a→ G → h
ou` a = K ⊕ P = [G G] et h = G/
a
. Soit µ : h → G une application line´aire injective avec
µ(h) =〉f1, f2〈, alors en notant s = σ
∣∣
a
on a que Q = (a,h,G, s, µ) est un quintuple admissible
avec dimK = 2.
Lemme 6.1.1.7. Toute sous-alge`bre de dimension 1 de N est admissible.
Preuve. On a K = R U . De`s lors, deux cas se pre´sentent :
1. [U e2] 6= 0
2. [U e2] = 0
1. Dans ce cas, on peut poser
[U e2] = e1
[U f1] = x e1 + y e2 − f2
[U f2] = y e1 + z e2
[e1 e2] = a U
[e1 f1] = b U
[e1 f2] = c U
[e2 f1] = d U
[e2 f2] = e U
[f1 f2] = f U
De`s lors ∮
[[U p]p′] = 0 et
∮
[[p p′]p′′] = 0 (p, p′, p′′ ∈ P)
fournit la table :
[U e2] = e1
[U f2] = y e1
[U f1] = x e1 + y e2 − f2
[e2 f1] = dU (d 6= 0)
[f1 f2] = −dy U
dont on ve´rifie qu’elle munit G = R U ⊕ P d’une structure d’alge`bre de Lie.
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2. ([U e2] = 0). Dans ce cas, on rame`ne, par un e´le´ment de O(2) ⊂ Sp(2,R) ,U a` la forme
U = x X + z Z∮
[[p p′]p′′] = 0 =
∮
[[U p]p′′] (p, p′, p′′ ∈ P)
livrent les tables
(a) [U f2] = e2
[e1 f2], [e2 f2], [f1 f2] ∈ K
(b) [U f1] = e1
[U f2] = z e2 (z 6= 0)
[f1 f2] ∈ K
(c) [U f1] = e1
[e1 f1], [e2 f1], [f1 f2] ∈ K
dont on ve´rfie qu’elles munissent G = K ⊕ P de structures d’alge`bres de Lie.
6.1.2 Isomorphismes
Dans cette section, on de´duit une liste non redondante de la liste exhaustive obtenue dans la section 6.1.1.
Nous reprenons les meˆmes notations et nume´rotations que dans cette section.
La table (I) dans la preuve du lemme 6.1.1.5.
En posant
µ =
√
|ν|, ε = ν
µ2
(ε = ±1)
et en effectuant la transformation
U ←− µεU − ε
3µ
E
V ←− µεV − η
3µ
E
E ←− νεE
e1 ←− µ e1 e2 ←− εe2 − ε2η
3ν
e1
f1 ←− µ−1 f1 f2 ←− εf2 + 2
3ν
e1
la table (I) prend la forme
[U V ] = E
[U e2] = e1
[U f1] = −f2
[V f1] = e2
[V f2] = e1
[E f1] = 2 e1
[e1 f1] = 2εE
[e2 f1] = εV
[e2 f2] = εE
[f1 f2] = εU + aE
(a ∈ R)
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On remarque que si D = [G G] on a le produit semi-direct
G = D ×ϕa R
ou` ϕa(1) = ad(f1)
∣∣
D
.
Dans la base d = {U, V,E, e2, f2, e1} de D, on a
ϕa =

0 0 0 0 ε 0
0 0 0 −ε 0 0
0 0 0 0 a −2ε
0 −1 0 0 0 0
1 0 0 0 0 0
0 0 −2 0 0 0

Lemme 6.1.2.1. Soient Gi (i = 1, 2) deux extensions inessentielles de R par une alge`bre de Lie D :
0 - D 





>
Z
Z
Z
Z
Z
Z
Z~
j1
j2
G1
G2
HHHHHHHHj



*
R - 0
π1
π2
Supposons [Gi,Gi] = ji(D) (i = 1, 2). Notons ϕi : R → Der(D) l’homomorphisme de´termine´ par Gi
et Di = ϕi(1). Si G1 est isomorphe a` G2, il existe A ∈ Aut(D), ξ ∈ R0 et X ∈ D tels que
D2 = ξ A D1 A
−1 + ad(X)
Peut-on, par une transformation ϕ de G pre´servant la de´composition G = K⊕P , modifier le parame`tre
“a” en conservant le reste de la table ?
On a ϕD = D et comme Z(D) =〉E, e1〈, on a dans la base {U, V,E} ∪ {e2, f2, e1} :
ϕ
∣∣
D
= A⊕B
ou`
A =
 α 00
τβ k
 et B =
 φ 00
τv r

avec α, β ∈ GL2(R), k, r ∈ R0 et β, v ∈ R2.
On a
−ad(x e2 + y f2)
∣∣
D
=

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 εy −εx 0
0 0 0 0 0 0
0 0 0 0 0 0
x y 0 0 0 0

Le lemme 6.1.2.1. nous conduit alors a` regarder les orbites
ϕa′ = ξ(ϕ
∣∣
D
ϕa(ϕ
∣∣
D
)−1)− ad(x e2 + y f2)
∣∣
D
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c’est-a`-dire, en posant J =
(
0 1
−1 0
)
,
(a) εJ = ξε αJ φ−1
(b) a′ = ξ(ετβJ + ka)φ−1 + ξ 2kr ετvφ−1 − τuJ
(c) −2ε = − 2kr ξε
(d) −J = −ξφ Jα−1
(e) 0 = −ξ τvJ α−1 + ξ 2rk τβα−1 + τu
(f) −2 = −ξ 2rk
ou` a = (0, a) et u = (x, y).
(a)(c)(d) et (f) livrent
k = r ξ = 1 φ = −JαJ
De`s lors, on a τu = (τv J − 2τβ)α−1 et
a′φ = ka+ (ε+ 2)τβ J + (1 + 2ε)τv
De la`, on voit que l’on peut annuler “a” et que les valeurs ε = +1 et ε = −1 livrent des paires syme´triques,
note´es p
(3)
ε , non isomorphes.
Dans la base {e1, f1, e2, f2} la forme symplectique prend la forme
Ωx,y,z =
 x J
0 0
−y z
0 y
0 −z x J

ou` x ∈ R0, y, z ∈ R.
En vertu de ce qui pre´ce`de, une transformation de P du type
ϕ =
(
r I 0
0 φ
)
ou` φ ∈ GL2(R)
et r = detφ, s’e´tend en un automorphisme de (G, σ)
De`s lors, on peut ramener la forme symplectique a`
Ωε′,0,η
ou` η = 0, 1 et ε′ = ±1.
Remarquons que les triples obtenus ne sont pas exacts et que Z(G) = {0}. Nous noterons t4 (3)ε,ε′,η le
triple (p3ε,Ωε′,0,η).
La table (II) dans la preuve du lemme 6.1.1.6.
En posant u = ε ν2, zu = ηµ
2 et en effectuant le changement de base
U ← 1µ ν (U + x2u X)
X ← ηµν X
e1 ← ηµν2 e1
e2 ← ην e2
f1 ← 1ν (f1 − x2u e2)
f2 ← 1uµ (f2 − y e2)
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ou` η = ±1 et ε = ±1, on obtient la table :
[U, e2] = e1
[U, f1] = −ε f2
[U, f2] = e2
[X, f1] = e1
[e1, f1] = εX
[e2, f2] = X
[f1, f2] = U
ε = ±1
Comme dans le cas pre´ce´dent, on remarque que
G = D ×ϕ R
ou` D = [G G] =〉U,X, e2, f2, e1〈 et dans la base {U,X, e1, e2, f2},
ϕ = ad(f1)
∣∣
D
=

0 0 0 0 1
0 0 −ε 0 0
0 −1 0 0 0
0 0 0 0 0
ε 0 0 0 0

De nouveau, en utilisant le lemme 6.1.2.1.; on voit que les valeurs ε = +1 et ε = −1 livrent des alge`bres
non isomorphes.
Il est inte´ressant de remarquer que dans ce cas-ci, toute forme symplectique K-invariante sur P est exacte,
c’est-a`-dire
Ω = δ(a X⋆ + b U⋆)
∣∣
P×P
ou` a ∈ R0, b ∈ R; et ou` l’on de´finit
X⋆(x X + u U) = x
U⋆(x X + u U) = u
∀x, u ∈ R
Nous noterons t
4 (4)
ε,α les triples ainsi construits.
La table (III) dans la preuve du lemme 6.1.1.6.
Posons a = u˜ y + u, µ =
√|a|, a = ε µ2 et b = x+ x˜ y.
Deux cas se pre´sentent
(a) a 6= 0. En affectuant la transformation
U ← µU
X ← µ2 X
e1 ← µe1
e2 ← (1− u˜ ya )e2 + ( u˜ b2a2 − x˜a ) e1 + u˜a f2
f1 ← 1µ(f1 − b2a e2)
f2 ← f2 − y e2 + b2a e1
on obtient la table
[U e2] = e1
[U f1] = −f2
[X f1] = e1
[e1 f1] = εX
[e2 f2] = εX
[f1 f2] = εU
ε = ±1
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L’ensemble des valeurs propres de la forme de Killing, dans la base {U,X, e1, f1, e2, f2} est {0, 4ε};
de`s lors les valeurs ε = +1 et ε = −1 livrent des paires syme´triques, p(5)ε , non isomorphes.
Un automorphisme du type
e1 ← r e2
X ← r X
e1 ← r e1
f1 ← f1
U ← U
f2 ← f2
rame`ne toute forme symplectique sur K-invariante sur P a` une des formes suivantes :
Ωα,η = (δα)
∣∣
P×P
+ηde2 ∧ df1
ou` η = −1, 0, 1 et α = X⋆ + u U⋆. Nous noterons t4 (5)ε,α,η le triple (p(5)ε ,Ωα,η).
(b) a = 0. On a u = −u˜y, de`s lors si b = 0, x = −x˜y et [f1 f2] est proportionnel a` [e2 f1], ce qui
contredit [P P ] = K.
De plus, si u˜ e´tait nul, u le serait ce qui contredit [P P ] = K. On a donc b 6= 0 6= u˜.
1. x 6= 0.
La transformation
U ← η µ˜νU
X ← u˜ b2 X
e1 ← ηu˜ b2 e1
e2 ← η(x e2 + x˜ f2)
f1 ← η f1
f2 ← µ˜ν(f2 − y e2)
ou` µ˜ = |b|, b = εµ˜, |u˜| = ν et u˜ = εην; livre la table
[U e2] = e1
[U f1] = −f2
[X f1] = e1
[f1 f2] = X
[e2 f1] = U
En calculant explicitement le groupe des automorphismes de (G, σ) on voit que l’on peut se
ramener a` la forme symplectique
Ωε = ε
(
0 I
−I 0
)
dans la base {e1, e2, f1, f2} ou` ε = ±1. Nous noterons t4 (6)ε le triple ainsi construit.
2. x = 0. Dans ce cas, u 6= 0 6= x˜ et comme u = −u˜y, u˜ 6= 0 6= y. En posant √|uy| = ν2,
uy = εν2 et c = ε x˜ν2 ; la transformation
U ← y−1U
X ← εX
e1 ← εν−1e1
e2 ← ν−1(e2 + u˜u f2)
f1 ← ν−1 f1
f2 ← εν−1f2
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livre la table
[U f1] = e2
[U f2] = e1
[X f1] = U
[f1 f2] = U
[e2 f1] = cX
En renommant f2 ↔ e2, U ↔ −U , e1 ↔ −e1 et X ↔ −X , on a
[U e2] = e1
[U f1] = −f2
[X f1] = e1
[e2 f1] = U
[f1 f2] = cX
c’est-a`-dire la table (III) ou`
y = 0 = a = u = x˜ et x = c 6= 0
on est donc ramene´ au cas x 6= 0.
La table 1 dans la preuve du lemme 6.1.1.7.
La transformation
U ← U
e1 ← d−1 e1
e2 ← d−1 e2
f1 ← f1 − x e2
f2 ← −f2 + y e2
livre la table
[U e2] = e1
[U f1] = f2
[e2 f1] = U
Dans la base {e1, f2} ∪ {e2, f1} toute transformation de P du type
ϕ =
(
det(A) · A X
0 A
)
ou` A ∈ GL2(R)
et X ∈ End(R2), s’e´tend en un automorphisme de (G, σ). Re´ciproquement, la restriction a` P d’un
automorphisme de (G, σ) est de cette forme.
Dans cette meˆme base, toute forme symplectique K-invariante s’e´crit
Ω =
(
0 S
−S ξJ
)
ou` S = τS et ξ ∈ R. On voit alors que l’on peut se ramener a`
Ωε =
 0
1 0
0 ε
−1 0
0 −ε 0

ou` ε = ±1. Nous noterons t4 (7)ε le triple ainsi construit.
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La table 2.(a) dans la preuve du lemme 6.1.1.7.
Deux cas se pre´sentent :
(a) [K P ] est central. On se rame`ne alors a`
[U f2] = e2 [e1 f2] = U
De`s lors, par un automorphisme de (G, σ), on rame`ne, dans la base {e1, e2, f1, f2} de P , toute forme
symplectique K-invariante a`
Ω =
(
0 I
−I 0
)
Nous noterons ce triple t4 (8).
(b) [K P ] n’est pas central.
On se rame`ne alors a`
[U f2] = e2 [e2 f2] = εU
ou` ε = ±1.
Un automorphisme de (G, σ) rame`ne la forme symplectique, dans la base {e1, e2, f1, f2} a`
Ω =
(
0 I
−I 0
)
Remarque.
On voit que dans ce cas, t = t2ε ⊕ t20 ou` t20 est plat et ou` t2ε est le triple de dimension 2 dont la table
est donne´e plus haut.
La table 2.(b) du lemme 6.1.1.7.
On se rame`ne a`
[U f1] = e1
[U f2] = e2
[f1 f2] = U
et donc au cas t
4 (7)
ε .
6.2 Classification
Proposition 6.2.1. La liste des T.S.S. de dimension 2 est
• t20 = le triple plat
• t2ε(ε = ±1) = les triples de´crits page 107
• Les triples associe´s aux E.S.S. simples: SU(1, 1)
/
SO(2)
, SU(1, 1)
/
R
, SU(2)
/
SO(2)
Nous les noterons respectivement tD, tH1 , tS2
Proposition 6.2.2. La liste des T.S.S. re´solubles de dimension 4 est
• t40: le triple plat
• t4 (1)1,ε,x , t4 (1)2,ε,0,x, t4 (1)2,0,ε,x, t4 (1)3,ε,x(ε = ±1, x ∈ R) = les triples de´crits page 87 (Proposition 5.1.2.3.)
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• t4 (2)1,a,x, t4 (2)2,ε,ε′,a,x(ε = ±1, ε′ = ±1, x ∈ R, a ∈ R0) = les triples de´crits page 90 (Proposition 5.2.2.2.)
• t4 (3)ε,ε′,η(ε = ±1, ε′ = ±1, η = 0, 1) = les triples de´crits page 103
• t4 (4)ε,α (ε = ±1,Ω = δα) = les triples de´crits page 104
• t4 (5)ε,α,η(ε = ±1; η = −1, 0, 1) = les triples de´crits page 105
• t4 (6)ε (ε = ±1) = les triples de´crits page 105-106
• t4 (7)ε (ε = ±1) = les triples de´crits page 107
• t4 (8)ε = les triples de´crits page 107
• t20 ⊕ t2ε
Remarques.
(i) Le nombre de structures syme´triques non-isomorphes sous-jacentes aux E.S.S. simplement connexes
res´olubles de dimension 4 est fini (et vaut 25).
(ii) Les triples t2ε ⊕ t2ε′ n’apparaissent pas explicitement dans la liste de la proposition 6.2.2.. Ils sont,
en fait, isomorphes aux triples t4 (1). pour la valeur nulle du parame`tre x.
Proposition 6.2.3. La liste des T.S.S. ni re´solubles, ni semi-simples de dimension 4 est
• t20 ⊕ tS2
• t20 ⊕ tH1
• t20 ⊕ tD
• Les triples associe´s aux E.S.S. que constituent
1. le fibre´ cotangent a` la sphe`re S2 = SU(2)
/
SO(2)
2. le fibre´ cotangent a` l’hyperboloide a` une nappe H1 = SU(1, 1)
/
R
3. le fibre´ cotangent au disque D = SU(1, 1)
/
SO(2)
Proposition 6.2.4. La liste des T.S.S. simples de dimension 4 est :
G K
su(3) su(2)⊕ so(2)
su(1, 2) su(2)⊕ so(2)
su(1, 2) su(1, 1)⊕ so(2)
sl(3,R) sl(2,R)⊕ R
sl(2,C) C
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