6 Drilling down in a data hierarchy using the structure-based brush. One branch of the hierarchy (maroon triangle) has been displayed (yellow points) in a higher level of detail.
I data sets with tens or hundreds of millions of records, I data records with thousands of dimensions, I grids with hundreds of millions of cells, I graphs with millions of links and nodes, and I time series with hundreds of thousands of time steps.
Bottlenecks in analyzing such data include the speed at which a processor can receive and display data, screen space limitations, and human capabilities to interpret complex and cluttered displays. Several strategies have evolved for addressing these bottlenecks. Sampling 1 and filtering can extract subsets of the data; clustering and partitioning, followed by aggregation and summarization, 2 can generate representations of the data at multiple resolutions. Dimensionality-reduction techniques 3 can enable mapping of high-dimensional data to a more manageable number while preserving many of the important relationships within the data.
The questions we must face in each of these strategies are as follows:
I What data-or information-reduction method best suits the user and his or her tasks? Bear in mind that "one person's noise is another person's signal." I How much information is lost by showing only a subset or an approximation of the original data or information? I What types of display will convey sufficient information to allow the user to make informed decisions about which areas of the data space to explore in more detail?
In this article, I will describe issues of scale that arise at all stages of the visual exploration process and give examples of some solutions to these problems that my group at Worcester Polytechnic Institute have experimented with over the past several years. While our work has predominantly focused on nonspatial multivariate data analysis, I feel that many of the concepts and approaches described are relevant to the visualization of other types of data and information.
Multiresolution data exploration
Our approach to multiresolution visual exploration involves all stages of the visualization pipeline. I'll describe these in more detail in this section.
Data abstraction
The majority of multivariate data originates in a single table of rows and columns, where each row is a record and each column corresponds to an observation. When the number of data records or dimensions exceeds the capabilities of the visualization technique, we need to find ways to abstract the data. This entails reducing the size of the data while maintaining the dominant features.
Common approaches to this task include sampling, compression, and grouping followed by summarization. These techniques may be data-driven, that is, the parameters of the algorithms are derived from the data itself, or user-driven, where the user employs domain knowledge to perform the grouping. Our approach has been to use bottom-up agglomerative clustering to generate hierarchies both in the records and the dimensions, after which we select or generate a representative record or dimension, such as the median or average, and use it for the visualization. Figure 1 shows several views of a data set with a large number of records. Similarly, Figure 2 shows several views of a data set with many dimensions at different levels of detail and abstraction.
Data mapping
The images in Figures 1 and 2 use traditional multivariate visualization techniques to convey subsets of the data that, based on clustering and aggregration, have been determined to be representative of the whole. However, these methods lose information about the rest of the data. Our solution to this problem is to extend these visualization techniques to incorporate information that summarizes the records or dimensions that were eliminated. This can provide valuable information regarding, for example, which clusters to drill down in to get more details. There are many possible ways of summarizing the data within a cluster including the extents, population, standard deviation, and distribution. Similarly, for a cluster of dimensions we can measure and convey properties such as the degree of correlation or dissimilarity.
For situations where records have been eliminated, we developed a technique that we call the mean-band method, where we surround each representative data record with a band of diminishing opacity to show the extents of the data subset being represented by the data record. We set the opacity at the center of the band based on the population of the data subset, and this opacity falls off linearly to zero at the edges of the hyperbox that contains the subset. We use color to distinguish the different regions of the hierarchy. Figure 3 shows several visualizations using this approach. 4 For data sets with large numbers of dimensions, we select a single dimension to represent each group of dimensions at a selected level of abstraction; we then need to convey a summary of the other dimensions within the group. We identified two forms of variability within a group of related dimensions. Global dissimilarity is a measure of the relationships between dimensions in a group, while local dissimilarity is a measure of variability within each data record across all the dimensions in the group. For global dissimilarity, we measure the correlation between each dimension in the group and the representative dimension, and use either the average or maximum deviation as the measure of variability. For local dissimilarity, we attempt to convey for each data record the average or maximum distance between the representative dimension and each dimension within the group. Figure 4 shows an example of visualizing global dissimilarity by controlling the axis width. Figure 5 conveys local dissimilarity by computing for each data record the minimum and maximum values across all the dimensions within a cluster, and using these values to plot points in the scatterplots along the diagonal of the matrix. Thus good clusters will have the majority of points projecting close to the diagonal within the plot corresponding to that cluster. 5 
Data selection and navigation
Selection is the process of isolating a subset of data prior to performing an action upon them, such as highlighting, deleting, masking, analyzing, or drilling down (that is, retrieving more detailed information). We have explored three distinct modes for data selection: user driven, data driven, and structure driven.
In user-driven mode, the user specifies constraints or ranges on values within one or more dimensions, which then results in all data that falls within the range being selected. In data-driven mode, the user selects a subset of data that is being displayed via direct, rather than indirect, selection. This is commonly done via a painting operation, with dynamic highlighting of the data records as they are selected. Structure-driven selection presents a visual representation of the hierarchical structure of the data, and the user selects data points and the level of resolution to be displayed by directly or indirectly indicating sections of the structure. We have developed two tools to help with this process: the structure-based brush 6 for data record hierarchies, and InterRing 7 for data dimension hierarchies. A structure-based brush (see Figure 6 ) is a graphical depiction of the shape of a tree representing the data hierarchy. The top of the tree represents the root, and the bottom represents terminal nodes.
A selection consists of a subrange of the tree width, corresponding to one or more branches of the tree, and a level-of-detail indicator located at a position between the root and the terminal nodes.
Simple direct manipulation operations let the user navigate the hierarchy and highlight data based on its location in the tree. Structure-driven color is used to link the sections of the tree with the data being displayed in a separate image.
InterRing (see Figure 7 ) is a radial space-filling display used to convey dimension hierarchies. The hierarchy's root is located at the center, and each ring emanating from the center corresponds to a lower hierarchy layer. A parent node subtends an angle within its ring proportional to the size of the subtree beneath it. Color conveys relationships between siblings and parent nodes. Users can select dimensions or dimension clusters to display in the data view by either clicking on the hierarchy's nodes or specifying a query to automatically select nodes that meet given criteria. Radial and circular distortion can enlarge segments of the hierarchy to enable easier selection for large hierarchies. Finally, InterRing lets the user interactively modify the hierarchy by splitting and merging clusters to better convey domain semantics.
Evaluating each stage
We can evaluate each component of the visual exploration pipeline for its effectiveness. Every data-or dimension-reduction process results in the loss of information, and we need to develop methods that convey this loss to the user. We can also focus the evaluation on computational performance. A significant amount of our research has focused on data management and accessing issues, as visual exploration is an interactive process that is best served by real-time or near real-time retrieval and display. Here there is an important tradeoff between response time and information loss that we are just starting to investigate.
Evaluation can also focus on the displays themselves. Clearly multiple ways exist to visualize the same subset of data. Which better convey information to the user? What tasks are performed better with one visualization compared to another? How much information can each display before they become too cluttered for effective interpretation? Researchers continue to study these issues.
Summary and future outlook
Large-scale data exploration is similar to medical triage; the goal is to rapidly categorize the data or information items based on their estimated degree of interestingness, and thus allow the user to prioritize the search process. Using data and dimension clustering we can structure the exploration task into a multiresolution activity providing summaries of hidden information to enable analysts to focus their efforts. Interactive navigation and selection tools facilitate the search for interesting features in the data. The process is not infallible, but the alternative, namely searching and displaying the entire space, is generally not a feasible option.
Issues of importance as the field of exploratory visualization evolves include these: How do we ensure that data reduction does not delete important data? How can we seamlessly integrate analytical and visual mining to help steer the search for interesting features? Could a language for describing "interestingness" be developed, along with mechanisms to measure it? How will all these methods scale up to cope with our endless ability to generate larger and larger data sets? And finally, how will we get the entire field to make rigorous evaluation an integral part of the development of new tools and techniques? Only with thorough and methodical assessment will visualization move from an ad hoc method to a discipline. I
