Abstract. Dilative semistability extends the notion of semi-selfsimilarity for infinitely divisible stochastic processes by introducing an additional scaling in the convolution exponent. It is shown that this scaling relation is a natural extension of dilative stability and some examples of dilatively semistable processes are given. We further characterize dilatively stable and dilatively semistable processes as limits for certain rescaled aggregations of independent processes.
Introduction
Let T be either R, [0, ∞) or (0, ∞). Following [1] a stochastic process (X t ) t∈T on R is called (α, δ)-dilatively stable for some parameters α, δ ∈ R if all its finite-dimensional marginal distributions are infinitely divisible and the scaling relation ψ T t 1 ,...,T t k (θ 1 , . . . , θ k ) = T δ ψ t 1 ,...,t k (T α−δ/2 θ 1 , . . . , T α−δ/2 θ 1 )
holds for all T > 0, k ∈ N, θ 1 , . . . , θ k ∈ R, and t 1 , . . . , t k ∈ T, where ψ t 1 ,...,t k denotes the log-characteristic function of (X t 1 , . . . , X t k ), which is the unique continuous function with ψ t 1 ,...,t k (0, . . . , 0) = 0 fulfilling
not matter here. Roughly speaking, for δ = 0 dilative stability means that moving along the one-parameter semigroup (µ s ) s>0 generated by the finite-dimensional marginal distribution µ of (X t 1 , . . . , X t k ) coincides with the distribution of the space-time transformation s 1 2 − α δ (X s 1/δ t 1 , . . . , X s 1/δ t k ), whereas for δ = 0 dilative stability coincides with selfsimilarity. Note that Kaj [5] introduced a weaker scaling relation called aggregate-similarity, which has been extended in Definition 1.4 of [1] such that dilative stability and aggregate similarity essentially define the same property if one additionally assumes infinite divisibility and weak right-continuity of the finite-dimensional marginal distributions; see Proposition 1.5 in [1] for details.
In Section 2 we will introduce a weaker scaling property called dilative semistability which naturally comes into play assuming weak continuity. This notion extends the class of infinitely divisible semi-selfsimilar processes introduced in [8] . We give some examples of dilatively semistable process, in particular we point out how dilatively semistable generalized fractional Lévy motions can be constructed from dilatively stable counterparts of [1] . Finally, in Section 3 we show that in a general limit procedure for certain aggregation models, dilatively stable and dilatively semistable processes can be characterized as limit processes.
Dilatively semistable processes
Let X = (X t ) t∈T be a stochastic process on R whose finite-dimensional marginal distributions are infinitely divisible. Inspired by Urbanik's decomposability group in [12] , for α, δ ∈ R we define the dilative decomposability group of X by
for all k ∈ N, θ 1 , . . . , θ k ∈ R, and t 1 , . . . , t k ∈ T , where ψ t 1 ,...,t k again denotes the log-characteristic function of (X t 1 , . . . , X t k ) and the notion "group" is justified as follows.
Proposition 2.1. If the finite-dimensional distributions of X are weakly continuous then D X (α, δ) is a closed subgroup of G = ((0, ∞), ·).
n ∈ N, is a sequence with c n → c > 0 then our assumption on weak continuity implies
Since the only non-trivial closed subgroups of G are G itself (leading to dilative stability) and c Z = {c m : m ∈ Z} for some c > 1, the following property naturally appears.
Definition 2.2.
A stochastic process X = (X t ) t∈T is said to be (c, α, δ)-dilatively semistable for parameters c > 1 and α, δ ∈ R if all of its finite-dimensional marginal distributions are infinitely divisible and c 
(b) Let X = (X t ) t≥0 be a semi-selfsimilar process with Hurst index H > 0, i.e.
where " fd =" denotes equality in distribution of all finite-dimensional marginal distributions. Then obviously X fulfills the scaling property of a (c, H, 0)-dilatively semistable process for which (due to δ = 0) infinite divisibility is not needed. Hence dilative semistability extends semi-selfsimilarity for infinitely divisible processes.
(c) Let X = (X t ) t≥0 be a (c, γ)-semistable Lévy process, i.e. a semi-selfsimilar Lévy process with Hurst index H = 1/γ for some c > 1 and γ ∈ (0, 2). Then by semi-selfsimilarity we have
and on the other hand for δ ∈ Z we get
where the first equality is due to the fact that X is a Lévy process and the second equality follows from semi-selfsimilarity. If
shows that X is (c,
In particular, the parameters are not uniquely determined.
To give a more advanced example we now turn to the class of generalized fractional Lévy processes, extending section 2 of [1] . Let (L (1) t ) t≥0 be a centered Lévy process without Gaussian component, whose Lévy measure φ fulfills {|x|>1}
where L (2) denotes an independent copy of L (1) ; cf. section 2 in [6] . Marquardt [9] has shown that in this case for any Borel-measurable function f :
Moreover, the characteristic function of (X t 1 , . . . , X t k ) takes the form
is the log-characteristic function of L (1) . The process X = (X t ) t∈R is called a generalized fractional Lévy process with kernel function f according to [6] and it is shown in the proof of Proposition 2.3 in [1] that X is infinitely divisible.
Proposition 2.4. If for some c > 1 the kernel function f satisfies
Proof. By (2.1) the log-characteristic function of (X t 1 , . . . , X t k ) has the form
and hence using (2.2) and a change of variables s = c δ u we get
showing that c ∈ D X (α, δ). By Proposition 2.1 we get c Z ⊆ D X (α, δ) which yields the assertion. , a sufficient condition for dilative stability is that the kernel function fulfills the scaling relation
which is slightly stronger than (2.2). Note that for any c > 1 and δ > 0 we can directly generate examples of dilatively semistable generalized fractional Lévy processes (that are not dilatively stable) using the functions
where f fulfills (2.3), provided that f c is still a valid kernel function. Indeed, by (2.3) we have for all t, u ∈ R
showing that f c fulfills (2.2).
3. Dilative semistability as a property of limit processes By Lamperti's Theorem 2 in [7] , it is well known that selfsimilar stochastic processes X = (X t ) t≥0 can be characterized by limit theorems of the form convergence for all cumulants is required. As mentioned in the Introduction, in this case the parameters α, δ of dilative stability are uniquely determined and restricted to α > 0, δ ≤ 2α, so that Iglói was able to show that the scaling functions f, g are necessarily regularly varying. In our setting, the parameters α, δ are not necessarily unique. Hence we will have to assume regular variation of the appropriate normalization sequences but, due to a formulation in terms of aggregation schemes, we do not have to require infinite divisibility or finite moment conditions for the process Y .
Recall that a positive sequence (a n ) n∈N ⊆ (0, ∞) is called regularly varying of index γ ∈ R if for any λ > 0 we have a ⌊λn⌋ a n → λ γ as n → ∞ and this convergence automatically holds uniformly on compact intervals of {λ > 0}; e.g., see Corollary 4.2.11 in [10] . For short we will write (a n ) n∈N ∈ RV(γ) and in case γ = 0 the sequence is also called slowly varying.
Theorem 3.1. (a) Assume that for some α, δ ∈ R there exist regularly varying sequences (a n ) n∈N ∈ RV(
, where in case δ = 0 we additionally assume b n → ∞, such that for some stochastic processes X = (X t ) t∈T , Y = (Y t ) t∈T with X being weakly continuous we have that for every k ∈ N and (t 1 , . . . , t k ) ∈ T k one of the following two conditions for i.i.d. copies
holds uniformly on compact subsets of the time parameters (t 1 , . . . , t k ) ∈ T k .
(a2) If δ ≥ 0 the convergence
holds uniformly on compact subsets of the time parameters
Then X is (α, δ)-dilatively stable.
(b) Conversely, if X = (X t ) t∈T is a weakly continuous (α, δ)-dilatively stable process for some α, δ ∈ R then (3.2) in case δ ≤ 0, respectively (3.3) in case δ ≥ 0, holds uniformly on compact subsets of the time parameters (t 1 , . . . , t k ) ∈ T k for the sequences a n = n Proof of Theorem 3.1. (a) We first consider the case δ ≤ 0. Since X is assumed to be weakly continuous, (3.2) is equivalent to
Hence the distribution of (X t 1 , . . . , X t k ) is infinitely divisible by Lemma 1.6.1(b) in [3] . Let ψ t 1 ,...,t k denote the log-characteristic function of (X t 1 , . . . , X t k ) and let ν t 1 ,...,t k be the characteristic function of (Y t 1 , . . . , Y t k ). Then by Lévy's continuity theorem, (3.4) can be equivalently formulated as
for all sequences (t
Moreover, due to Lemma 1.6.1(a) in [3] we have ν nt
. . , a n θ (n) k → 1 and hence with the principal branch of the complex logarithm we get as n → ∞ log ν nt
Further, we have for sufficiently large n ∈ N log ν nt
for some sequence m n ∈ Z. Hence, as n → ∞ it follows by (3.5)
that the left-hand side of (3.6) is the Fourier transform of an infinitly divisible compound Poisson distribution; e.g., see Definition 3.1.7 in [10] . Thus (3.6) is equivalent to
uniformly on compact subsets of (t 1 , . . . , t k , θ 1 , . . . , θ k ) ∈ T k × R k ; e.g., see Lemma 3.1.10 in [10] . Hence for every T > 0 we get
On the other hand we have by (3.7) and regular variation b n (ν nT t 1 ,...,nT t k (a n θ 1 , . . . , a n θ k ) − 1)
A comparison of (3.8) and (3.9) shows that T ∈ D X (α, δ) for any T > 0 and thus X is (α, δ)-dilatively stable.
In case δ ≥ 0, similarly we get by (3.3) that the distribution of (X t 1 , . . . , X t k ) is infinitely divisible and (3.10)
holds uniformly on compact subsets of (t 1 , . . . ,
and on the other hand for n > T we have by (3.10) and regular variation
showing again that X is (α, δ)-dilatively stable.
(b) We have for δ ≤ 0 using that n ∈ D X (α, δ)
and for δ ≥ 0 using that 1/n ∈ D X (α, δ)
Since X is weakly continuous, this shows that (3.2) and (3.3) hold uniformly on compact subsets of (t 1 , . . . , t k ) ∈ T k with the proposed choices of sequences (a n ) n∈N and (b n ) n∈N and with i.i.d. copies (Y (i) ) i∈N of X.
Example 3.
3. An explicit example of a limit theorem of the form (3.2) is given by Pilipauskaitė and Surgailis [11] . They consider the aggregation of
for certain i.i.d. stationary random coefficient AR (1) processes (X i ) i∈N , where the random coefficient depends on a parameter β ∈ (−1, 1). In Theorem 2.2 of [11] it is particularly shown that for any β ∈ (−1, 1), k ∈ N and (t 1 , . . . ,
where the limit process Z β = (Z β (t)) t≥0 is infinitely divisible by Proposition 3.1 in [11] and given by the log-characteristic function
for some constant C > 0. The process Z β is already known to be (1 − β/2, −1 − β)-dilatively stable by Proposition 3.1 in [1] . Note that Z β is weakly continuous which follows easily by dominated convergence applied to the above log-characteristic function. Hence, dilative stability of Z β also follows from our Theorem 3.1(a), provided that the convergence in (3.11) is uniformly on compact subsets of (t 1 , . . . , t k ) ∈ R k + . Due to the lengthy derivation of (3.11) in [11] we renounce to check this in detail.
A further example might be deduced from Theorem 2 in [2] , where it is known from section 3 of [1] that the limit process Y β is ((3 − β)/2, 1 − β)-dilatively stable for any parameter β ∈ (1, 2), but the limit theorem presented in Theorem 2 of [2] is not precisely of the form (3.2).
We finally turn to a generalization of Theorem 3.1 for dilatively semistable stochastic processes.
Theorem 3.4. (a) Assume that for some α, δ ∈ R there exist regularly varying sequences (a n ) n∈N ∈ RV( δ 2 − α) and (b n ) n∈N ⊆ N with (b n ) n∈N ∈ RV(|δ|), where in case δ = 0 we additionally assume b n → ∞, such that for some deterministic sequence (k(n)) n∈N ⊆ N with k(n + 1)/k(n) → c > 1 and some stochastic processes X = (X t ) t∈T , Y = (Y t ) t∈T with X being weakly continuous we have that for every k ∈ N and (t 1 , . . . , t k ) ∈ T k one of the following two conditions for i.i.d. copies
Then X is (c, α, δ)-dilatively semistable.
(b) Conversely, if X = (X t ) t∈T is a weakly continuous (c, α, δ)-dilatively semistable process for some c > 1 and α, δ ∈ R then (3.12) in case δ ≤ 0, respectively (3.13) in case δ ≥ 0, holds uniformly on compact subsets of (t 1 , . . . , t k ) ∈ T k for the sequences a n = n δ 2 −α , b n = ⌊n |δ| ⌋ and k(n) = ⌊c n ⌋, where now (Y (i) ) i∈N are i.i.d. copies of X.
Proof. (a) As in the proof of Theorem 3.1 X is infinitely divisible and it follows from the weak continuity of X and (3.12) that in case δ ≤ 0 (3.14) b k(n) ν k(n)t 1 ,...,k(n)t k (a k(n) θ 1 , . . . , a k(n) θ k ) − 1 → ψ t 1 ,...,t k (θ 1 , . . . , θ k ) uniformly on compact subsets of (t 1 , . . . , t k , θ 1 , . . . , θ k ) ∈ T k × R k . Hence we get
On the other hand we have by (3.14) and regular variation b k(n) ν k(n+1)t 1 ,...,k(n+1)t k (a k(n) θ 1 , . . . , a k(n) θ k ) − 1
showing that c ∈ D X (α, δ) and thus X is (c, α, δ)-dilatively semistable.
In case δ ≥ 0, similarly we get by (3.13) (3.15) b k(n) ν t 1 /k(n),...,t k /k(n) (a
