Abstract-We provide new causal mathematical models of a nonlinear system which are specifications of a nonlinear operator of degree = 1 2 . . .. The operator is determined from a special orthogonalization procedure and minimization of the mean squared difference between outputs of and . As a result, these models have smallest possible associated errors in the class of such operators . The causality condition is implemented through the use of specific matrices called lower trapezoidal. The associated computational work is reduced by the use of the orthogonalization procedure. We provide a strict justification of the proposed approach including theorems on an explicit representaton of the models' parameters, and theorems on the associated error representation. The possible extensions of the proposed approach and its potential applications are outlined.
I. INTRODUCTION

A. Previous Studies
C
AUSALITY is an integral feature of physically realizable systems. Approaches to understanding, explanation, and formalization of physically realizable systems, and their various constructive models can be found in a number of previous works beginning with a classical paper by Russel [1] . In particular, Jones [2] , Suppes [3] , Petrović [4] and Verhaegen [5] related causality to both determinstic and stochastic dynamic systems. De Santis [6] , Porter [7] , and Bertuzzi et al. [8] studied causal polynomial approximation for input-output maps in Hilbert spaces. In a series of papers by Sandberg (see, for example, [9] - [12] and the bibliographies therein), new effective models of causal systems have been proposed and justified. In [13] , [14] , some new concepts of causality have been considered and applied to the analysis of nonlinear systems.
We note that known causal models have been developed mainly for the case of nonlinear system approximation with any pre-assigned accuracy.
An alternative direction of research in causal system theory has been proposed by Bode and Shannon in [15] . The approach [15] concerns optimization of causal linear systems. Ruzhansky and Fomin [16] extended the result [15] to the case of minimization of a cost functional with the arbitrary nonnegative weight matrix.
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A. Torokhti 
B. Contribution
In this paper, we propose causal mathematical models of nonlinear systems with smallest associated error. In general, our approach is based on the development of ideas from [15] - [19] .
The differences from the known techniques are as follows. The presented models will follow from solutions to the best approximation problem (16) , (17) , given in Section IV, while the models in [13] , [14] follow from the solution of problems for the input-output map approximation with any pre-assigned accuracy. The statements of the problem (16) and (17) and those in [17] , [18] are different. As a result, the solutions are different. Unlike the known methods [15] , [16] , [19] , we propose the nonlinear causal approximator of an arbitrary degree [see (3) and (5)]. An increase of implies the improvement at the accuracy in comparison with the models [15] , [16] , [19] (see Theorem 2, Corollary 1 and Remark 2 in Section V). Thus, the proposed model is equipped with a degree of freedom which is the degree of the approximator. In contrast to the approach in [20] , the presented method relates to so-called direct methods while the model in [20] is iterative. Besides, the model in [20] is not causal.
Thus, the novelty of the proposed approach consists of the new model of the system (Section III) based on the extension of the results in [13] - [19] , and a new technique for the establishing its associated properties (Section V).
In particular, the proposed model implies an orthogonalization procedure presented in Section V-A1.
The general model of the system, given in Section III, is determined by the sequences of operators. We present the constructive specification of based on the special forms of the operators which compose . Section IV contains the rigorous statement of the problem. In Section V, we provide the determination of the parameters which define the optimal model . In particular, we propose and justify the orthogonalization procedure aimed at reducing the computational work associated with the optimal choice of . The representation of the error associated with is also given in that section. The possible extensions of the proposed approach and its potential applications are disccused in Section VI.
II.
-CAUSALITY Let be a probability space, where is the set of outcomes, a -field of measurable subsets of and an associated probability measure on with . Let where a collection of time instants. We write , and so that , and . Let , and , and let . Realizations of random vectors , and are denoted by , and , respectively. As in [19] , we interpret as a given "idealized" input signal without any distortion, and as an actual (observed) input signal. Vector is treated as an output of the system. In particular, can be interpreted as contaminated with noise. No specific relationships between signal and noise are assumed to be known.
Each operator defines an associated operator via the equation (1) for each . The operator is interpreted here as the input-output map of the system.
Hereinafter, operators acting in spaces of random vectors are denoted by the calligraphic character letters. The terms "operator," "model," "input-output map," and "system" will be identified. In many real problems, information is often obtained with some error, caused by the influence of external factors, data and instrument inexactness, etc. In this sense, the definition above is rather idealistic. A more realistic definition of causality for the operator is as follows.
Definition 2: Let be defiend by (2) . The operator is called -causal if for any there exists such that for arbitrary , , and where . It is clear that the (0, 0)-causal operator is causal in the sense of Definition 1.
The set of -causal systems is denoted by .
III. MODEL OF SYSTEM
1) Preliminary Formulation of the Problem:
We wish to find a mathematical model of the system which possesses the following properties. First, the model should be defined constructively, i.e., in an algorithmical form. Second, the model should be causal. Third, the model should approximate the system with the best possible accuracy. Fourth, the model should have some degrees of freedom to adjust to associated conditions such as a computational cost and a desirable accuracy of representation.
To pose the problem in the rigorous form, we need some preparatory work which we present in this section. The rigorous statement of the problem is given in Section IV.
2) General Model: We begin with a general representation of the system model.
An idea is to represent the model as a sum of composition of the operators , and with . The operators , and are introduced in (5) to satisfy the conditions which are given in Section IV. In particular, the operators are to minimize the related mean squared error. The operators are introduced to reduce the associated computational work by implementing the orthogonalization procedure. The operators are to specify a transformation of vectors to a form suitable for computation. In particular, , given by (7) , reduce the model to a Volterra-like polynomial form (9), (10) . An alternative choice for is considered in Section VI. It will be shown in Section III-A3 that the proposed model is reduced to the form (12) , where and are derived from operators and . The operators and will be determined in Section V. We note that the model (12) requires associated derivations and cannot be introduced straight away.
We denote by some set of vectors and write . Let and for with . Let
where with
and where and operators , , , and are determined by the equations which are similar to (1), with , , , , and . We consider as the model of the system . The model associated with the operator is represented in Fig. 1 . We note that the representation (5) is motivated by the known structure of the -degree approximator studied, for example, in [7] , [8] , [13] , [14] . Indeed, if we choose , denote with , put a -linear operator and the identity, then
Such a model has been exploited in a number of works, in particular, in [7] , [8] , [13] , [14] . At the same time, despite the natural interpretation of in the form (6), the model (5) is not suitable Fig. 1 . Representation of the operator P .
for computation. Next, we show that, on the basis of Lemma 1, the model (5) is reduced to the computationally adjusted form (12) .
3) Specification of : The next step in our preparatory work is a specialization of operators , , and , and the related constructive representation of the operator .
We note that different specifications of , and define different forms of in (5) . Here, we consider the case when with the identity operator, 1 , is a -linear operator and is given by (7) where For such and , the model (5) is reduced to (8) In Lemma 1, we show that the choice of in the form (7) implies a Volterra-like polynomial representaion for . In the Section VI-A5, we consider a different form for which implies a Fourier-like polynomial representaion for . Some other possible forms for and are also considered in Section VI-A5.
We denote and . Lemma 1: Let and let be a -linear operator. There exist matrices and such that (9) (10) 1 The case when V is the zero operator will follow directly from our next derivations.
Proof:
The proof is given in Appendix. The representations (9) and (10) (12) where and with . Now we are in a position to pose the problem rigorously.
IV. RIGOROUS STATEMENT OF PROBLEM
Without loss of generality, we assume that all random vectors have zero mean. Let
We write (14) where is the expectation operator, is the Euclidean norm and each is -lower trapezoidal. The latter condition is essential for the next derivations.
It is assumed that a structure of the input-output map of the system is unknown, and that an information on the system is given by certain covariance matrices formed from , and . Such an assumption is traditionally used in the problems dealing with transformation of stochastic signals [15] , [16] , [18] - [25] . The methods for the estimation of covariance matrices can be found, for example, in [26] - [33] . This estimation technique is an area of special study and is not a subject of this paper.
We write for the zero matrix and denote . The problem is to find , , such that
subject to (17) where (18) The condition (15) will allow us to simplify and reduce the computational work needed to determine (see Sections IV and V).
The operator is called the -causal optimal model of the system . (21), and and are substituted instead of and in the expression for given by (14) .
2) Particular Case: in (3)- (5). Let us consider the model without a feedback, i.e., when in (3)- (5) . Then similarly to Lemma 1, it is proved that there exist matrices such that (25) where we write instead of and where . By analogy with (12), the latter is reduced to the representation (26) Remark 2: Here, we use the same notation , , , , and as in (12) but for different operators, matrices and vectors, which are now constructed from , , and , respectively. We also define matrix similar to that in (22) but with determined from (13) and Lemma 2 for the case when . Another difference from (12) is the number of terms in (26) which is essentially smaller than in (11) and (12), namely (27) These conditions lead to the accuracy associated with the model, as follows. Corollary 1: The error associated with the -causal model with is given by (28) Proof: The proof follows directly from the above. A comparison of (24) and (28), and (11) and (27) shows that the accuracy associated with the optimal feedback model (12) is better than that of the optimal nonfeedback model (26).
Remark 3:
The known models [15] , [16] follow from (26) if (or ) and , i.e if . The quadratic model [19] , satisfying the causality condition (17) , and its associated error follow from the above in a similar way. As we have mentioned in Section I-B, unlike the models [15] , [16] and the described extension of the model [19] , the proposed -causal models (18) and (25) are equipped with the degree of freedom . In particular, for , the errors given by (24) and (28) are less than the errors associated with the mentioned approximators [15] , [16] , [19] . In other words, it may occur that the accuracy of approaches [15] , [16] , [19] are not satisfactory but the accuracy of the proposed method can be improved due to increasing degree . Another advantage of the models (18) and (25) is the orthogonalization procedure. An associated benefit is discussed in the next Section VI-A1.
VI. DISCUSSION
A performance of a particular model of the system is characterized by related computational work and associated accuracy. In this Section, we discuss these two characteristics in relation to the proposed method.
1) Computational Work:
The technique presented in Section IV provides the optimality and -causality of the model . The specification of the operators by Lemma 2 allows us to reduce matrix to the block diagonal form. The latter leads to the representation of in the form of simple independent expressions given by (23) . Thus, one can regulate the accuracy by varying . Next, the degree of the model can be varied depending on , i.e., where follows from . An increase of for a few initial values of will improve the accuracy of the estimate.
3) Possible Extensions and Applications:
The technique presented above can be extended for different types of operators , and in (5). In particular, let and let unlike (7), the operators be chosen so that (29) where (30) and (31) with .
Second, in (5), we set linear for each , not -linear as in Lemma 1. A motivation for such a choice of operators and follows from the observation that the model with defined by (7) , requires computation of matrices by Lemma 2 and matrices by (23) . The number is given by (11) . The model with and as above requires computation of only matrices and matrices with . The latter diminishes a related computational cost. We note that the model with defined by (29)-(31), operators determined similarly to those in Lemma 2, and operators obtained from a solution to the minimization problem similar to (16) , can be referred to as an operator generalization of the truncated Fourier series (i.e., the Fourier polynomial) in a separable Hilbert space [35] - [37] . Unlike the original Fourier polynomial [35] - [37] , and are operators, not scalars. Our preliminary investigations show that such a device leads first, to a reduction of associated computational work, and second, to a slight increase of the associated error, in comparison with determined by (7), Lemmas 1, 2 and Theorem 1. In further work, we plan to investigate a compromise between accuracy and computational load in more detail.
An attractive specialization of the model (12) is based on a determination of operators from a solution of the interpolation problem similar to that in [38] instead of their determination from the solution of the minimization problem (14)- (16) .
Another possibility for a modification of the proposed technique is based on a choice of in the form of so-called partitioning operators [39] . In such a case, and are partitioned into 'shorter' subvectors. This leads to the reduction of associated computational cost.
An important extension follows from considering the problem (16) for subject to the restriction on the rank of operators in (14)- (16) . The solution has a direct application to data compression and filtering [22] , [24] .
Other potential applications of the proposed technique include areas in target detection [23] , a blind channel equalization problem [24] , [40] , combating speckle in SAR images [41] and pattern recognition [42] .
4) Degrees of Freedom:
It follows from the above that the performance of the model (5) can be varied by choosing , and . Hence, the proposed model is flexible and has the degrees of freedom implied by , , and .
5) Particular Case: Filtering of Stochastic Signals:
If then (5)- (9), (12) and (23) represent the filter with and the reference signal and observed data, respectively.
VII. CONCLUSION
The approach proposed and justified in this paper provides models of a nonlinear system which are causal and optimal in the sense of minimizing the associated mean squared errors. The models are generated by the module given by (5) and are defined by the sequences of operators , and with . For the particular choice of operators , and given in Section III-A3, the model is represented by the operator given in (12) . The computational implementation of implies the orthogonalization procedure (19)- (21) and the solution of the minimization problem (23) . The causality condition has been incorporated into the models through so-called -lower trapezoidal matrices. Explicit equations for the errors associated with the models have been established. It has been shown that the models have a degree of freedom which is the degree of the operator .
Possibilities for alternative determinations of operators , and have been discussed (Section VI).
APPENDIX
Proof: Let be the standard basis in . Then since is the -linear operator. Let us denote Then, we can define the matrices and by the formulas and respectively, where . Therefore (32) and for , (33) and then (9) follows. The representation of in form (10) follows from the above scheme in a similar way due to the symmetry of and in (34) .
Example 3: For , the formula (9) takes the form (34) where is the tensor and or .
