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A WEAK-STRONG CONVERGENCE PROPERTY AND
SYMMETRY OF MINIMIZERS OF CONSTRAINED
VARIATIONAL PROBLEMS IN RN
HICHEM HAJAIEJ AND STEFAN KRÖMER
Abstract. We prove a weak-strong convergence result for functionals of the
form
∫
RN
j(x, u,Du) dx on W 1,p, along equiintegrable sequences. We will then
use it to study cases of equality in the extended Polya-Szegö inequality and dis-
cuss applications of such a result to prove the symmetry of minimizers of a class
of variational problems including nonlocal terms under multiple constraints.
1. Introduction
Weak-strong convergence results have attracted many mathematicians during the
last decades. In the simplest case, we search for hypotheses on an integrand A
such that
(1.1)
un ⇀ u in L
p(Ω;Rm),∫
Ω
A(un) dx→
∫
Ω
A(u) dx
}
=⇒ un → u (strongly)
On a bounded domain Ω, appropriate conditions were determined by Visintin [24],
with strict convexity of A playing a crucial role. Of course, these remain sufficient
if the sequence un is constrained to some subset of L
p, for instance in the gradient
case where un = Dvn for some vn ∈ W
1,p. For this particular case and more
general integrands, refinements were obtained in several powerful papers [22], [23]
and [25], showing that
(1.2)
un ⇀ u in W
1,p(Ω;Rm),∫
Ω
j(x, un, Dun) dx→
∫
Ω
j(x, u,Du) dx,
}
=⇒ un → u (strongly)
in particular relying on strict convexity of j in the gradient variable. However, all
of these articles yield strong convergence at most on bounded domains. Results
on unbounded domains with the sequence constrained to solutions of a linear
system of differential equations (which includes the gradient case by using the
constraint curl un = 0, but is not limited to it) were recently obtained by the
second author in [16].
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2 H. HAJAIEJ AND S. KRÖMER
The aim of this paper is to derive a specialized weak-strong convergence result
of the form (1.2) for Ω = RN , as a crucial tool to study cases of equality in a
generalized Polya-Szegö inequality. As we shall see below, for this purpose, it
suffices to consider sequences un that satisfy suitable equiintegrability conditions
(namely sequences of iterated polarizations, cf. Section 2), which allows us to
dispose of coercivity assumptions on j that otherwise would be needed (in fact,
without coercivity, for general sequences the best one can hope to obtain from
the premises of (1.2) and strict convexity of F in the gradient variable is strong
convergence in W 1,r
loc
for 1 ≤ r < p). We then present an application of this result
to prove the symmetry of all the minimizers of a class of functionals involving
terms of the form
∫
ji(x, ui, Dui), a local and a nonlocal nonlinearity, for vector-
valued U = (u1, . . . , um) whose components are constrained to spheres in L
p.
Here, due to the constraint, we only need coercivity of ji in Dui (and not in ui)
to obtain minimizers.
Let us first put the reader in the general framework of our study.
Let m ∈ N and U = (u1, . . . , um) ∈
[
W
1,p
+ (R
N)
]m
, where 1 < p < ∞ and
W
1,p
+ (R
N) denotes the cone of non-negative functions belonging to W 1,p(RN ).
Ultimately, we are interested in symmetry properties of minimizers of the varia-
tional problem
(1.3) inf
U∈S
E(U) =: I,
where E(U) :=
∑k
j=1E
j(U) for some Ej :
[
W
1,p
+ (R
N )
]m
→ R. The functional is
constrained to a set S ⊂W 1,p+ (R
N)m with the following property:
If U ∈ S then UH =
(
uH1 , . . . , u
H
m
)
and U∗ = (u∗1, . . . , u
∗
m) are also in S.
Here, uHi denotes the polarization (also called two-point rearrangement, e.g., [2])
of ui with respect to an closed half-space H containing the origin. The set of
such half-spaces is denoted by H below, and u∗i is the Schwarz rearrangement (or
radial nonincreasing reaarangement, e.g., [15]) of ui.
If for any 1 ≤ j ≤ k,
(1.4) Ej(U∗) ≤ Ej(UH) ≤ Ej(U), ∀U ∈ W 1,p+ (R
N)m ∀H ∈ H
and thus
(1.5) E(U∗) ≤ E(UH) ≤ E(U), ∀U ∈ W 1,p+ (R
N)m ∀H ∈ H,
then it is sufficient to consider a Schwarz symmetric minimizing sequence of
(1.3), i.e., each component of the sequence is radial and radially decreasing.
Therefore, the existence of a minimizer of (1.3) becomes less difficult to prove
thanks to the compact embedding of W 1,prad(R
N) in Lq(RN) for some appropriate
q (cf. Lemma 3.6 below).
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Moreover, to obtain symmetry properties of the solutions of (1.3), one is lead to
study the cases of equality in (1.4). We are thus interested in finding suitable
assumptions under which
(1.6) Ej(U∗) = Ej(U)⇒ U = U∗ (up to a translation).
Of course if (1.4) holds true for any 1 ≤ j ≤ k and (1.6) is true for one j, then it
can be easily deduced that all the minimizers of (1.3) (if they exist) are Schwarz
symmetric up to a translation.
In our application in Section 3, we consider a functional given by three summands
Ej . For U = (u1, . . . , um) ∈ W
1,p(RN)m, the first is an energy term of the form
(1.7) E1(U) =
m∑
i=1
∫
RN
ji(x, ui, |Dui|) dx.
The second term E2 adds a local integral functional of lower order, namely,
(1.8) E2(U) = −
∫
RN
F (|x|, u1, . . . , um) dx,
and E3 represents a nonlocal contribution of the form
(1.9)
E3(U) = −
∫
RN
∫
RN
G (u1(x), . . . , um(x)) V (|x− y|)G (u1(y), . . . , um(y)) dy.
The proof of (1.5) and (1.6) is based on polarization techniques. Indeed, under
suitable supermodularity assumptions on F , i.e., (F 3) in Section 3, we have that
(1.10) E2(u1, . . . , um) ≤ E
2
(
uH1 , . . . , u
H
m
)
∀H ∈ H,
see [4]. (In fact, quite recently, it was proved by the first author [9] that supermod-
ularity is also necessary for (1.10).) If G satisfies a related assumption, i.e., (G
4) in Section 3, and V is a non-increasing kernel, we observe in Proposition 3.13
that
(1.11) E3(u1, . . . , um) ≤ E
3
(
uH1 , . . . , u
H
m
)
∀H ∈ H.
On the other hand: For any u ∈ Lp(RN), it was established in [2] that there
exists a sequence un, obtained by iterated polarizations of u with respect to
some appropriate closed half-spaces Hn ∈ H, such that un → u
∗ in Lp(RN), see
Theorem 2.2 below. Moreover, (1.10) (or (1.11)) together with this approximation
of the Schwarz rearrangement enable us to conclude that
(1.12) E2(u1, . . . , um) ≤ E
2 (u∗1, . . . , u
∗
m)
and
(1.13) E3(u1, . . . , um) ≤ E
3 (u∗1, . . . , u
∗
m) .
Thus, the cases of equality in (1.12) and (1.13) reduce to the less difficult identities
(1.14) E2(u1, . . . , um) = E
2
(
uH1 , . . . , u
H
m
)
∀H ∈ H
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and
(1.15) E3(u1, . . . , um) = E
3
(
uH1 , . . . , u
H
m
)
∀H ∈ H.
In case of E2, this problem was completely solved in [4], where it is proved that
under strict supermodularity assumptions ((F 3) with strict inequalities), (1.14)
is equivalent to U = U∗.
Therefore, we already have suitable conditions ensuring that whenever (1.3) has
a minimizer, each component is radial and radially decreasing (up to a transla-
tion). While these results have many relevant applications in economics ([5] and
the references therein) and physics ([4], [9] and the references therein), in some
important contexts, the strict supermodularity of F is not a plausible assump-
tion. More precisely, the profile of stable electromagnetic waves traveling along
a planar wave-guide are given by the ground states of the energy functional
L(u) =
1
2
∫
u′2 −
∫
F (|x|, u) dx
under the constraint |u|2 = c, |x| is the position relative to the optical axis. F
is determined by the index of refraction of the media and c > 0 is a parameter
related to the wave speed [20]. The wave-guide is composed from different layers
(core and claddings), and the index of refraction is a non-increasing function with
respect to the distance |x|, but it is constant in each layer in the most relevant
situations. Therefore F cannot be a stricly supermodular function. Nevertheless,
experiments done by engineers show that the ground state is Schwarz symmetric
(up to a translation).
For such local non-linearities and a G which is supermodular but not strictly so,
we are compelled to study the cases of equality in the following, more complicated
rearrangement inequality:
(1.16)
∫
RN
j(u, |Du|) dx ≥
∫
RN
j(u∗, |Du∗|) dx,
called the generalized Polya-Szegö inequality. We are then looking for reasonable
assumptions on j under which equality in (1.16) implies (roughly) u = u∗ (up to
translations). This is carried out in Section 2, where we show that equality in
(1.16) reduces to equality in the standard Polya-Szegö inequality
(1.17)
∫
RN
|Du|p dx ≥
∫
RN
|Du∗|p dx,
which in turn was completely solved by Brothers and Ziemer [3].
Let us also point out that in [12, 8], cases of equality in the generalized Polya-
Szegö inequality were established under the “fact” that the integrand j is such
that equality in (1.16) implies that un → u
∗ in W 1,p for the sequence (un) of
iterated polarizations of u approximating u∗ in Lp (hypothesis (3.4) of Theorem
3.5 in [8]), which of course is not a very tangible assumption.
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For a single constraint, this deficiency was resolved in [13], but only under some
restrictive assumptions on j and its derivatives (Theorem 1.1 in [13]). The idea
developed there is based on the fact that due to the rearrangement inequalities,
we know that if u is a solution of (1.3), then the sequence of iterated polarizations
(un) is also a solution, i.e, E(un) = I and un ∈ S ∀n ∈ N. Thus, each term un
satisfies an Euler-Lagrange equation obtained by tools of non-smooth analysis.
As a second step, one shows that the corresponding Lagrange multipliers λn
form a bounded sequence in R. Almost everywhere convergence of the sequence
of gradients Dun to Du
∗ then follows by applying the result of Dal Maso and
Murat [6] to an appropriate sequence of Leray-Lions type operators associated to
j(un, |Dun|). Ultimately, this leads to ‖Du‖Lp(RN ) = ‖Du
∗‖Lp(RN ). Apart from
the fact that this approach imposes a lot of technical hypotheses on j, it does
not easily extend to the case of multiple constraints because of the second step.
Among other things, we obtain symmetry properties of the ground state solu-
tions of a system of Euler-Lagrange equations associated to our functional, see
(3.2) below. The establishment of symmetry properties of such solutions of (3.2)
constitutes in itself a branch in analysis. Numerous papers have been addressed
to this issue, especially when m = 1, g = 0, j(t, s) = s2 and F (r, s1) = h(s1).
For m > 1, the determination of the symmetry of the solutions of (2.1) has
applications in the theory of Bose-Einstein condensates, optical pulse propaga-
tion in birefringent fiber, interactions of m-wave packets (see [11] and the ref-
erences therein). The high degree of difficulty encountered by researches is due
to the fact that most of the tools used for scalar equations do not extend to
m > 1. Until quite recently, most of the articles dealt with the autonomous case
F (r, s1, s2) =
1
2k
s2k1 +
1
2k
s2k2 +
β
k
sk1s
k
2, g ≡ 0, j(t, s) = s
2. In [10], the first author
extended these results to general m > 1 and F but with j and G as before. Note
that the case G 6≡ 0 is important since it describes many interesting situations
in which we have a Coulomb-type interactions between particles. Here, we study
the symmetry of ground state solutions of (3.2) under very general assumptions.
2. Weak-strong convergence and symmetry of minimizers via
iterated polarizations
2.1. Polarization and Schwarz rearrangement: Basic facts. Let H ⊂ RN
be a (closed) half-space, i.e., H = {x ∈ RN | x · e ≥ t} for some e ∈ SN−1 and
t ∈ R, and let uH : RN → R denote the polarization of a function u : RN → R
with respect H , i.e.,
uH :=
{
max{u, v} on H ,
min{u, v} on RN \H ,
where v(x) := u(xH) for x ∈ R
N
and xH denotes the reflection of x with respect to the hyperplane ∂H . On
functions with values in Rm, the polarization operates component-wise. If u ∈
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W 1,p(RN), then uH ∈ W 1,p(RN) and
DuH =


Du a.e. on ({u > v} ∩H) ∪ ({u < v} \H),
Du = Dv a.e. on {u = v},
Dv a.e. on ({u < v} ∩H) ∪ ({u > v} \H).
Using this, it is not difficult to check the following invariance of homogeneous
integral functionals under polarization:
Lemma 2.1 ([8], e.g.). Suppose that I :=
∫
RN
f(u, |Du|) dx is well defined and
finite for some f : R × R+ → R and some u ∈ W
1,p(RN). Then for every
half-space H, IH :=
∫
RN
f(uH , |DuH|) dx is well defined and finite, and IH = I.
The Schwarz rearrangement (or Schwarz symmetrization) of a measurable func-
tion u : RN → R+ := [0,∞) is defined as the radially symmetric, radially non-
increasing function u∗ : RN → R+ such that |{u > h}| = |{u
∗ > h}| for every
h > 0. Note that u∗ is unique up to changes on a set of measure zero. Polariza-
tions and Schwarz symmetrization are linked as follows:
Theorem 2.2 ([2]). Let 1 ≤ p < ∞, u0 ∈ L
p(RN), u0 ≥ 0, let Hn ⊂ R
N be a
sequence of half-spaces containing the origin, and let (un) denote the associ-
ated sequence of iterated polarizations, i.e., un := u
Hn
n−1. Then (un) is relatively
compact in Lp(RN). Moreover, for a suitable choice of the sequence Hn, un → u
∗
in Lp(RN).
Remark 2.3. The proof in [2] also provides an inductive rule for the choice of an
appropriate sequence of half-spaces which at first glance depends on p. Neverthe-
less, if u0 ∈ L
p ∩ Lq for some q ∈ [1,∞), q 6= p, and the half-spaces Hn are such
that un → u
∗
0 in L
p, then also un → u
∗
0 in L
q, due to the relative compactness
of un in this space which is independent of the sequence Hn. Also note that any
dense sequence Hn works as shown in [11] and [19], which means that (Hn) can
be chosen independently of u0.
2.2. Partial compactness for the gradients of iterated polarizations. As
already observed in [2], the compactness of a sequence of iterated polarizations
in W 1,p is directly related to the Schwarz symmetry of the initial function. In
particular, compactness of the gradients of a sequence of iterated polarizations
cannot be expected in general. Nevertheless, we are able to obtain a partial result
in terms of the following notion of equiintegrability that is well suited for the use
on domains with infinite measure:
Definition 2.4 (Equiintegrability). For 1 ≤ r < ∞, an open set Ω ⊂ RN and
a sequence (Un) ⊂ L
r(Ω)m, we say that (Un) is r-equiintegrable if the following
WEAK-STRONG CONVERGENCE AND APPLICATIONS 7
two properties hold:
(2.1)
sup
{∫
E
|Un|
r dx
∣∣∣∣ n ∈ N, E ⊂ Ω, |E| ≤ δ
}
−→
δ→0+
0,
sup
{∫
Ω\BR
|Un|
r dx
∣∣∣∣ n ∈ N
}
−→
R→∞
0.
Here, BR ⊂ R
N denotes a ball of radius R centered at zero.
Note that for any domain, convergent sequences in Lr are r-equiintegrable. Con-
versely, r-equiintegrable sequences are bounded in Lr, and the only remaining
obstacle to relative compactness in Lr are possible oscillations.
Usually, compactness of a sequence of functions in Lp or related properties do not
provide any information about compactness of the associated sequence of gradi-
ents (if they exist at all). However, in the special case of iterated polarizations
of a fixed function, the situation is different:
Lemma 2.5. Let p, q ∈ [1,∞), let Hn be a sequence of half-spaces in R
N , let
u0 ∈ W
1,1
loc
such that u ∈ Lq(RN) and Du ∈ Lp(RN)N , and let un = u
Hn
n−1 for n ∈ N
be the associated sequence of iterated polarizations of u0. Then q-equiintegrability
of (un) implies p-equiintegrability of (Dun).
Remark 2.6. This also closes a gap in the proof of Theorem 8.2 in [2] for p = 1,
where 1-equiintegrability of the gradients has to be shown but the proof of the
second part of (2.1) is missing.
Proof. Let E ⊂ RN be measurable and n ∈ N. Since un and |Dun| are obtained
by repeatedly simultaneously rearranging u0 and |Du0|, respectively, there exist
rearrangements En of E with |En| = |E| such that∫
E
|un|
q =
∫
En
|u0|
q and
∫
E
|Dun|
p =
∫
En
|Du0|
p
.
Moreover, if E = u−1n (A) or E = (|Dun|)
−1(A) for some set A ⊂ R, then En can
be chosen as En = u
−1(A) or E = (|Dun|)
−1(A), respectively. In particular,∫
{|Dun|<δ}
|Dun|
p
dx =
∫
{|Du|<δ}
|Du|p dx −→
δ→0+
0
and ∫
{|Dun|>h}
|Dun|
p
dx =
∫
{|Du|>h}
|Du|p dx −→
h→∞
0
uniformly in n. It thus suffices so show that for every 0 < δ < h <∞,
sup
n
∫
{δ≤|Dun|≤h}\BR
|Dun|
p
dx −→
R→∞
0.(2.2)
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If En = En(R) denotes the set associated to E := BR as above, we have that∫
{δ≤|Dun|≤h}\BR
|Dun|
p
dx =
∫
{δ≤|Du|≤h}\En(R)
|Du|p dx.(2.3)
Suppose now that there exists an r0 > 0 such that
0 < µ :=
1
2
lim sup
R→∞
sup
n
∣∣({δ ≤ |Du| ≤ h} \ En(R)) ∩Br0∣∣ .
(Otherwise, (2.2) immediately follows from (2.3), because the constant sequence
Du is p-equiintegrable.) In particular, the measure of
Ur,δ,h := Br ∩ {δ ≤ |Du| ≤ h}
is greater than µ for every r ≥ r0. We claim that for every r ≥ r0, there exists a
constant Cr = Cr(u, µ, p, q, δ, h) > 0 such that∫
F
|Du|p ≤ Cr
∫
F
|u|q for every F ⊂ Ur,δ,h with |F | ≥ µ.(2.4)
For a proof, observe that
0 <
1
Cr
:=
1
|Ur,δ,h|hp
inf
F
∫
F
|u|q ≤ inf
F
∫
F
|u|q∫
F
|Du|p
<∞(2.5)
Here, the first infimum, taken over F ⊂ Ur,δ,h with |F | ≥ µ, is indeed attained and
thus positive: Cleary, Ur,δ,h ⊂ {|u| > 0}, at least up to a set of measure zero (recall
that |{v = 0} \ {Dv = 0}| = 0 for any v ∈ W 1,1
loc
). Moreover, |Ur,δ,h ∩ {0 < |u|}| >
µ and |Ur,δ,h ∩ {0 < |u| < s}| → 0 as s → 0
+, whence there exists a level s0 ∈
(0,∞) such that
|Ur,δ,h ∩ {0 < |u| < s0}| ≤ µ and |Ur,δ,h ∩ {0 < |u| ≤ s0}| ≥ µ.
With this choice of s0, we have that infF
∫
F
|u|q =
∫
F0
|u|q for any measurable F0
such that |F0| = µ and Ur,δ,h ∩ {0 < |u| < s0} ⊂ F0 ⊂ Ur,δ,h ∩ {0 < |u| ≤ s0}.
As a consequence of (2.3), (2.4) and the definition of En(R),∫
{δ≤|Dun|≤h}\BR
|Dun|
p
≤
∫
{δ≤|Du|≤h}\En(R)\Br
|Du|p + Cr
∫
{δ≤|Du|≤h}\En(R)∩Br
|u|q
≤
∫
RN\Br
|Du|p dx+ Cr
∫
{δ≤|Du|≤h}\En(R)
|u|q
=
∫
RN\Br
|Du|p dx+ Cr
∫
{δ≤|Dun|≤h}\BR
|un|
q
≤
∫
RN\Br
|Du|p dx+ Cr
∫
RN\BR
|un|
q
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Since (un) is q-equiintegrable, supn Cr
∫
RN\BR
|Dun|
q → 0 as R → ∞ for every
fixed r, and
∫
RN\Br
|Du|p → 0 as r →∞. Combined, this implies (2.2). 
To get full compactness of Dun in L
p, additional properties of the initial function
u0 are needed. For minimizers of an integral functional, the following theorem
on weak-strong convergence turns out to be useful. It relies on equiintegrability
to replace otherwise necessary coercivity assumptions on the integrand of the
functional.
2.3. An adapted theorem on weak-strong convergence. Let 1 < p < ∞
and let Ω ⊂ RN be open (possibly unbounded) and smooth enough such that
W 1,p(Ω) is continuously embedded in Lp
∗
(Ω). Here p∗ = pN
N−p
is the critical
Sobolev exponent if p < N (otherwise, p∗ ∈ (p,∞) can be chosen arbitrarily but
fixed). For u ∈ W 1,p(Ω), we consider the functional defined by
J(u) :=
∫
Ω
j(x, u,Du) dx ∈ R ∪ {+∞},
where
j : Ω× R× RN → R is a Carathéodory function1.(2.6)
In addition, we need that
j(x, µ, ξ) ≥ −C
(
|ξ|p + |µ|p
∗
+ |µ|p
)
− |h(x)| ,(2.7)
j(x, µ, ·) is strictly convex,(2.8)
with a constant C > 0 and h ∈ L1(Ω), for a.e. x ∈ Ω, every µ ∈ R and every
ξ ∈ RN . Then we have the following theorem, essentially a variant of the results
of Visintin [24], Evans & Gariepy [7], Zhang [25] and Sychev [22, 23] for
the scalar case on unbounded domains (for related results on unbounded domains
also see [16]).
Theorem 2.7. Assume that (2.6)–(2.8) hold, let (un) ⊂ W
1,p(Ω) be a bounded
sequence weakly converging to a function u ∈ W 1,p(Ω) and suppose that
(un) is p- and p
∗-equiintegrable and (Dun) is p-equiintegrable.(2.9)
Then lim inf J(un) ≥ J(u). If, in addition, lim sup J(un) ≤ J(u) < ∞, then
un → u strongly in W
1,1
loc
(Ω), and as a consequence of (2.9), Dun → Du in
Lp(Ω;RN) and un → u in (L
p∗ ∩ Lp)(Ω).
The results cited above are not applicable in the situation of Theorem 2.7, in par-
ticular because of the unbounded domain and the extremely weak lower bound.
Nevertheless, it is not difficult to obtain a proof following the approach of [22, 23]
or [16] based on the theory of Young measures. In fact, since we only consider
1i.e., j = f(x, µ, ξ) is measurable in x ∈ Ω for every (µ, ξ) and continuous in (µ, ξ) ∈ R×RN
for a.e. x
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the scalar case (in particular, quasiconvexity reduces to convexity) and exploit
the equiintegrability of the sequence considered, it can be simplified significantly.
Our starting point is the fundamental theorem for Young measures:
Theorem 2.8 ([1, 18], e.g.). Let wn : Ω → R
m be a sequence of measurable
functions. Then there exists a subsequence (wk(n)) and a family ν = (νx)x∈Ω
of non-negative Radon measures on Rm, weak*-measurable2 in x, such that the
following holds:
(i) νx(R
m) ≤ 1 for a.e. x ∈ Ω.
(ii) If limh→∞ supn∈N
∣∣{|wk(n)| ≥ h} ∩ Ω ∩ BR(0)∣∣ = 0 for every R > 0,
then νx(R
m) = 1 for a.e. x ∈ Ω.
(iii) For every Carathéodory function f : Ω× Rm → R such that
f(·, wk(n)) is 1-equiintegrable
3, we have that∫
Ω
f(x, wk(n)(x)) dx −→
n→∞
∫
Ω
∫
Rm
f(x, µ) dνx(µ)dx.
Moreover, wn converges locally in measure to some function w if and only if νx
is supported on the singleton {w(x)} for a.e. x.
As a consequence of (iii), ν is a.e. uniquely determined by (wk(n)). It is called the
Young measure generated by wk(n).
Remark 2.9. If wn → w weakly in L
p
loc
, then
∫
Rm
ξdνx(ξ) = w(x) as a consequence
of (iii).
Proof of Theorem 2.7. We focus on the proof of second part of the assertion;
the first part on weak lower semicontiunity (which is well known anyway, cf. [14])
is obtained as a byproduct. It suffices to show that every subsequence of un has
another subsequence that converges to u in W 1,1
loc
(Ω). Hence, we may assume
w.l.o.g. that un → u in L
p
loc
(Ω) and that (Dun) generates a Young measure νx,
which for a.e. x is a probability measure on RN by Theorem 2.8 (ii). Since un → u
in Lp
loc
, (un) generates the Young measure δu(x), the Dirac mass concentrated at
u(x). As a consequence, the Young measure generated by wn := (un, Dun) is
given by δu(x) ⊗ νx. In the following, for h > 0 consider the truncated integrands
j[h](x, µ ξ) := χBh(0)(x)min{h, j(x, µ, ξ)}, x ∈ Ω, µ ∈ R, ξ ∈ R
N ,
with χBh(0) denoting the characteristic function of the ball given in the index. By
(2.7), (2.9) implies 1-equiintegrability of j[h](x, un, Dun), and Theorem 2.8 (iii)
yields that
J(un) ≥
∫
Ω
j[h](x, un, Dun) dx −→
n→∞
∫
Ω
∫
RN
j[h](x, u(x), ξ) dνx(ξ)dx
2i.e., x 7→
∫
Rm
f(µ)dνx(µ) is measurable for every f ∈ C0(Rm)
3Note that 1-equiintegrablility is equivalent to weak relative compactness in L1 by the de la
Vallé-Poussin criterion.
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In the limit h→∞, this entails that
lim inf
n
J(un) ≥
∫
Ω
∫
RN
j(x, u(x), ξ) dνx(ξ)dx.(2.10)
On the other hand, by the convexity of j in its last variable, Jensen’s inequality
yields that∫
RN
j(x, u(x), ξ) dνx(ξ) ≥ j
(
x, u(x),
∫
RN
ξdνx(ξ)
)
= j
(
x, u(x), Du(x)
)
(2.11)
for a.e. x. Combined, (2.10) and (2.11) imply that lim inf J(un) ≥ J(u), and
by assumption, we actually have equality. Hence, Jensen’s inequality (2.11) also
holds with equality for a.e. x. Due to the strict convexity assumed in (2.8),
the latter is the case if and only if νx is a Dirac mass, i.e., νx = δDu(x). In
particular, Dun → Du locally in measure, and since un → u in L
p
loc
and (Dun) is
1-equiintegrable, this entails that un → u in W
1,1
loc
as claimed. 
Remark 2.10. The method used in the proof of Theorem 2.7 works equally well in
the fully coupled vector case, i.e., for functionals of the form
∫
j(x, U,DU) with
vector-valued U . In this setting, the assumption of strict convexity in the gradient
variable can even be replaced by a suitable notion of strong quasi-convexity, at
least if j also satisfies a growth condition. However, we do not know of any
reasonably general assumptions on j that guarantee a rearrangement inequality
with respect to (component-wise) polarization or Schwarz symmetrization for
such integrals, which prevents the kind of application we have in mind here.
2.4. Symmetry of minimizers. We consider functionals of the form
E(U) :=
m∑
i=1
Ji(ui)−K(U), E : S → R, Ji(ui) :=
∫
RN
ji(ui, |Dui|) dx,
where U = (u1, . . . , um) ∈ S, constrained to a set S ⊂W
1,p
+ (R
N )m such that
S is closed in (Lp ∩ Lp
∗
)(RN)m and invariant under polarizations,
and thus, by Theorem 2.2, also invariant under Schwarz rearrangement. In addi-
tion, we assume that for each i = 1, . . . , m,
ji : R× R+ → R is continuous,(2.12)
ji(s, t) ≥ −C(|s|
p∗ + |s|p + tp),(2.13)
ji(s, ·) is non-decreasing and strictly convex,(2.14)
for every s ∈ R and t ∈ R+, with constants C > 0 and 1 < p <∞, and
K : S → R is continuous with respect to the topology of (Lp
∗
∩ Lp)m,(2.15)
K(U) ≤ K(U∗) for every U ∈ S.(2.16)
12 H. HAJAIEJ AND S. KRÖMER
Here, p∗ := pN
N−p
if p < N , while p∗ ∈ [p,∞) can be chosen arbitrarily (but fixed)
if p ≥ N . We obtain the following result related to the symmetry of functions U
satisfying the generalized Polya-Szegö inequality E(U∗) ≤ E(U) with equality:
Theorem 2.11. Assume that 1 < p <∞ and that (2.12)–(2.16) hold. Moreover,
suppose that there is a function U = (u1, . . . , um) ∈ S such that E(U) ≤ E(U
∗) <
∞. Then Ji(ui) = Ji(u
∗
i ) and ‖Dui‖Lp = ‖Du
∗
i‖Lp for i = 1, . . . , m.
Corollary 2.12. If, in addition to the assumptions of Theorem 2.11, the set
C∗i := {Du
∗
i = 0} ∩ {u
∗
i ∈ (0, ess sup ui)}
has measure zero (or, equivalently, t 7→ |{ui > t}| is absolutely continuous on
(0, ess sup ui)), then up to a translation, ui = u
∗
i and thus is radially symmetric
and radially non-increasing.
Remark 2.13. In [12, 8], a related result was established, but assuming that the
functional has a weak-strong convergence property.
Remark 2.14. Clearly, every minimizer U ∈ S satisfies E(U) ≤ E(U∗).
Proof of Theorem 2.11. Let (Hn) be a sequence of half-spaces in R
N contain-
ing the origin, and let Un = (un1 , . . . , u
n
m) be the associated sequence of iterated
polarizations of U , i.e., U0 := U and Un := (Un−1)Hn . Since U ∈ (Lp ∩ Lp
∗
)m,
we have that Un → U∗ in (Lp ∩Lp
∗
)m, at least for an appropriate choice of (Hn),
see Theorem 2.2 and Remark 2.3. In particular,
K(Un)→ K(U∗)(2.17)
by (2.15). Moreover, by Lemma 2.1,
∫
ji(u
n
i , |Du
n
i |) =
∫
ji(ui, |Dui|),
∫
|uni |
p =∫
|ui|
p and
∫
|Duni |
p =
∫
|Dui|
p, whence Un is bounded in (W 1,p)m, Un ⇀ U∗
weakly in (W 1,p)m and U∗ ∈ S. In addition, Lemma 2.5 yields that Duni is
p-equiintegrable. By the weak lower semicontinuity of Ji along u
n
i obtained in
Theorem 2.7, we have
Ji(ui) = lim
n
Ji(u
n
i ) ≥ Ji(u
∗
i ),(2.18)
and by (2.16), this implies that E(U) ≥ E(U∗). Since the converse inequality
holds by assumption, we even have that E(U) = E(U∗) and E(Un)→ E(U∗). In
view of (2.17) and (2.18), the latter is possible only if
Ji(ui) = lim
n
Ji(u
n
i ) = Ji(u
∗
i ).
By Theorem 2.7, we conclude that uni → u
∗
i strongly in W
1,p, and in particular,
‖Dui‖Lp = limn ‖Du
n
i ‖Lp = ‖Du
∗
i‖Lp . 
Proof of Corollary 2.12. By the main result of [3], ‖Dui‖Lp = ‖Du
∗
i ‖Lp im-
plies the assertion. 
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3. Applications to minimization problems
For m ∈ N, 1 < p < ∞ and U = (u1, ..., um) ∈ W
1,p(RN)m, we study minimiza-
tion problems of the following form:
Mc := inf {E(U) | U ∈ Sc} ,(3.1)
Sc :=
{
U = (u1, ..., um) ∈ W
1,p(RN)m
∣∣∣∣
∫
|ui|
p = ci, 1 ≤ i ≤ m
}
,
where c = (c1, ..., cm) ∈ R
m is a prescribed vector with positive components and
E is the functional defined by
E(U) = E(u1, ..., um) :=
m∑
i=1
∫
Ji(ui, |Dui|)−
∫
F (|x|, u1(x), ..., um(x))
−
∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
Here and below, integrals whose domain is not specified as a subscript are always
taken over RN .
Remark 3.1. Under suitable regularity assumptions on Ji, F and G, minimizers
of (3.1) yield a nontrivial solutions of the quasilinear system of equations given
by
(3.2)
div
(
DξJi(ui, |Dui|)
)
=DsJi(ui, |Dui|) +DsiF (|x|, u1, ..., un)
+ 2(V ∗G)Gsi(u1, ..., um) + λiui|ui|
p−2,
1 ≤ i ≤ m, for some Lagrange multipliers λi ∈ R.
Now let us state our assumptions on Ji, F and G. Via the Sobolev embedding,
the critical exponent p∗ := pN
N−p
comes into play for p < N ; if p ≥ N , p∗ ∈ (p,∞)
can be chosen arbitrarily below.
Assumptions on Ji:
For 1 ≤ i ≤ m, Ji : R× R+ −→ R+ is a continuous function such that:
(J 0) Ji(|s|, b) ≤ Ji(s, b) for all s ∈ R, b ∈ R+;
(J 1) ∃ a1 > 0 s. t. Ji(s, b) ≥ a1b
p for any 1 ≤ i ≤ m, s ∈ R+, b ∈ R+;
(J 2) ∀ 1 ≤ i ≤ m, Ji(s, .) is convex and non-decreasing for all s ∈ R+;
Assumptions on F :
F : R+ × R
m −→ R is a Carathéodory function, i.e.,
(i) F (·, s) : R+ → R is measurable in R+ \ Γ for all s ∈ R
m, where Γ is a
subset of R+ having one dimensional measure zero, and
(ii) for every r ∈ R+ \ Γ, the function R
m → R, s = (s1, . . . , sm) 7→ F (r, s),
is continuous.
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In addition, we assume the following:
(F 0) F (r, s1, ..., sm) ≤ F (r, |s1|, ..., |sm|) for a.e. r ≥ 0 and every s1, ..., sm ∈ R;
(F 1) for a.e. r ≥ 0 and every s1, ..., sm ≥ 0,
0 ≤ F (r, s1, ..., sm) ≤ K
(
|s|p +
m∑
i=1
s
li+p
i
)
, s = (s1, ..., sm),
with positive constants K and 0 < li <
p2
N
;
(F 2) for every ε > 0 there exist R0 > 0 and s0 > 0 such that
F (r, s1, ..., sm) ≤ ε|s|
p for a.e. r ≥ R0, 0 ≤ s1, ..., sm < s0;
(F 3) (t, y) 7→ F (1
t
, y) is supermodular on R+ × R
m
+ , i.e., for a.e. r ≥ 0, every
y ∈ Rm+ , every h, k ≥ 0, every i 6= j, i, j = 1, . . . , m, and a.e. R ≥ r,
F (r, y + hei + kej) + F (r, y) ≥ F (r, y + hei) + F (r, y + kej)
and
F (r, y + hei) + F (R, y) ≥ F (R, y + hei) + F (r, y),
where ei denotes the i-th unit vector in R
m.
Assumptions on G and the Coulomb type potential V :
G : Rm −→ R+ is continuous and V : R+ −→ R+ is measurable such that:
(G 0) G(s1, ..., sm) ≤ G(|s1|, ..., |sm|) for all s1, ..., sm ∈ R;
(G 1) there exists a positive constant K ′ such that
0 ≤ G(s1, ..., sm) ≤ K
′
m∑
i
s
µi
i for all s1, ..., sm ≥ 0,
where p2q−1
2q
< µi < p
∗ 2q−1
2q
and 1 < q <∞ depends on V as follows:
(G 2) V : R+ −→ R+, V (|·|) ∈ L
q
w(R
N) with N
(
µi
p
− 2q−1
2q
)
< p
2
, 1 ≤ i ≤ m;
(G 3) 0 ≤ V (|x|) ≤ V (|y|) ∀|x| ≥ |y|;
(G 4) G : Rm+ → R+ is non-decreasing in each variable and supermodular, i.e.,
G(y + hei) ≥ G(y),
G(y + hei + kej) +G(y) ≥ G(y + hei) +G(y + kej),
for every y ∈ Rm+ , every h, k ≥ 0 and every i 6= j, i, j = 1, . . . , m, where
ei denotes the i-th unit vector in R
m.
Here, Lqw denotes the weak L
q space consisting of all measurable functions u for
which suph>0 h
q |{|u| ≥ h}| is finite.
Finally, we need an additional assumption to make up for the fact that our
constraint set Sc is not compact in the topology of W
1,p(RN)m and to ensure
that Mc is attained. For this purpose, we define
M˜c := inf
{
E(u1, . . . , um)
∣∣ ui ∈ W 1,p+ (RN), ∫ |ui|p ≤ ci, i = 1, . . . , m }
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consider some c = (c1, . . . , cm) ∈ (0,∞)
m such that
(E 0) M˜c < M˜d for every d = (d1, . . . , dm) ∈ (0,∞)
m such that di ≤ ci for
every i ∈ {1, . . . , m} and dk < ck for one k ∈ {1, . . . , m}.
Remark 3.2. Note that by definition, c 7→ M˜c is non-increasing in every com-
ponent of c. The strict monotonicity at one c required in (E 0) is essentially
independent of the rest of our assumptions above. It is just some sufficient con-
dition one can use to show that Mc is attained and it does not play a role in our
symmetry results.
Under the assumptions on Ji, F , G and V listed above, we obtain
Theorem 3.3. Let c ∈ (0,∞)m and suppose that Mc < ∞. Then we have the
following:
(i) If (E 0) holds, Mc = inf {E(U);U ∈ Sc} is attained in Sc, and at least
one minimizer is radially symmetric and has non-negative components.
(ii) Suppose that the convexity of Ji(s, ·) required in (J 2) is strict for some
i ∈ {1, . . . , n}. Then for every minimizer U = (u1, . . . , um) ∈ (W
1,p
+ )
m ∩
Sc of (3.1), we have that ‖Dui‖Lp = ‖Du
∗
i ‖Lp. If, in addition,
C∗i := {Du
∗
i = 0} ∩ {u
∗
i ∈ (0, ess sup ui)} ⊂ R
N has measure zero,
then ui = u
∗
i up to a translation.
Remark 3.4. As illustrated by some examples in [3], the condition |C∗i | = 0 cannot
be dropped in general. Of course, special properties of the functional might still
imply this for minimizers U , in particular if U happens to be analytic.
Example 3.5. For instance, our assumptions are satisfied for
E(U) :=
∫
R3
m∑
i=1
(
1 +
1
1 + |ui(x)|
)
|Dui(x)|
2
dx
−
∫
R3
∫
R3
( m∑
i=1
|ui(x)|
2
) 1
|x− y|
( m∑
j=1
|uj(y)|
2
)
dxdy
with N = 3, p = 2 and q = 3. Moreover, using the monotonicity and homogeneity
properties of the integrands in the variable U , it is not difficult to see that (E 0)
holds if Mc < 0. The latter is satisfied for every c ∈ (0,∞)
m; in fact, a simple
calculation yields that E(Uδ) < 0 for δ > 0 small enough, where Uδ(x) := δ
3
2U(δx)
for some arbitrary, fixed U ∈ Sc (whence Uδ ∈ Sc for every δ > 0).
3.1. Auxiliary results: Continuity and compactness of the lower order
terms. We first recall the following well known compact embedding for Sobolev
spaces of radial functions:
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Lemma 3.6 (see [21], e.g.). Let U ⊂ W 1,p(RN) be a bounded set of radially
symmetric functions (with respect to some fixed point in RN ). Then U is relatively
compact in Ls(RN) provided p < s < p∗ = pN
N−p
. (If p ≥ N set p∗ = +∞ in this
context.)
The local perturbation has the following properties:
Proposition 3.7. Suppose that (F 1) and (F 2) hold. Then
U 7→ F (|·| , U), (Lp ∩ Lp
∗
)(RN)m → L1(RN ), is continuous,
and
U 7→ F (|·| , U), W 1,p
rad
(RN)m → L1(RN), is compact
(i.e., maps bounded subsets of (W 1,p
rad
)m, the subspace of radially symmetric func-
tions in (W 1,p)m, to relatively compact subsets of L1).
Proof. The continuity of the Nemytskii operator U 7→ F (|·| , U) associated to F
is standard for a Carathéodory function satisfying the growth condition (F 1);
here, note that p
2
N
+ p ≤ p∗. For the second part of the assertion let (Un) =
((un,1, . . . , un,m)) ⊂ W
1,p
rad
(RN)m be a bounded sequence. Let ε > 0, let R0 > 0
and 0 < s0 ≤ 1 be the associated constants in (F 2) and consider the set
Aε = Aε(n) := {|x| ≥ R0} ∩ {|Un(x)| ≤ s0}
Observe that by (F 1) and (F 2),∫
Aε
|F (|x| , Un)| dx ≤ ε
∫
RN
|Un|
p
dx ≤ Cε,
with a constant C independent of n. Moreover, by (F 1), U 7→ F (|·| , U), (Lp ∩
Lp+l)→ L1 is continuous, where l := maxi li, and it thus suffices to show that for
every fixed ε > 0,
(3.3) (Un) is relatively compact in (L
p ∩ Lp+l)(RN \ Aε;R
m).
By Lemma 3.6, we immediately get that (Un) is relatively compact in (L
s ∩
Lp+l)(RN)m for every p < s ≤ p + l since p ≤ p + l < p∗ by (F 1). By Hölder’s
inequality and the fact that RN \ Aε has finite measure, this implies (3.3). 
For the convolution term in the energy, we rely on Young’s inequality for con-
volutions in weak form: If v ∈ Lqw(R
N ), f ∈ Ls(RN), g ∈ Lt(RN), s, t ∈ (1,∞],
q ∈ (1,∞) and 1
q
+ 1
s
+ 1
t
= 2 then f · (v ∗ g) belongs to L1(RN ) and
(3.4) ‖f(v ∗ g)‖L1 ≤ C ‖W‖Lqw ‖f‖Ls ‖g‖Lt
holds with a constant C = C(q, s, t, N), cf. [17]. Here, v∗g denotes the convolution
of v and g.
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Proposition 3.8. Let 1 < q < ∞, let v ∈ Lqw(R
N), let 1 < α ≤ β < ∞ and
suppose that 2− 2
α
≤ 1
q
and 2− 2
β
≥ 1
q
. Then
(g, h) 7→ g(v ∗ h), (Lα ∩ Lβ)(RN)× (Lα ∩ Lβ)(RN)→ L1(RN),(3.5)
is continuous.
Proof. We split
v = v1 + v2 with v1 := χ{|v|<1}v, v2 := χ{|v|≥1}v.
By assumption, s := α
2α−2
≥ q, whence v1 ∈ L
s
w. Young’s inequality for convolu-
tions combined with Hölder’s inequality yields that
‖g(v1 ∗ h)‖L1 ≤ ‖v1‖Lsw ‖g‖Lα ‖h‖Lα .
Similarly, we have that t := β
2β−2
≤ q, whence v2 ∈ L
t
w and
‖g(v2 ∗ h)‖L1 ≤ ‖v2‖Ltw ‖g‖Lβ ‖h‖Lβ .
Together, this implies that
‖g(v ∗ h)‖L1 ≤
(
‖v1‖Lsw + ‖v2‖Ltw
)
‖g‖Lα∩Lβ ‖h‖Lα∩Lβ .
The asserted continuity follows since (g, h) 7→ g(v ∗ h) is bilinear. 
For the convolution term in our functional, we get
Proposition 3.9. Suppose that (G 1) and (G 2) hold. Then
U 7→ G(U)[V (|·|) ∗G(U)], (Lp ∩ Lp
∗
)(RN)m → L1(RN ), is continuous,
and
U 7→ G(U)[V (|·|) ∗G(U)], W 1,p
rad
(RN)m → L1(RN), is compact.
Remark 3.10. For compactness, the restriction to radially symmetric functions
cannot be dropped because U 7→ G(U)[v(|·|) ∗ G(U)] is invariant under transla-
tions.
Proof. In the following, we abbreviate µ− := minj µj and µ+ := maxj µj. Using
the continuity and growth of G, we have that U 7→ G(U), (Lp∩Lp
∗
)m → Lα∩Lβ ,
is continuous provided that
max{1, p
µ−
} ≤ α ≤ β ≤ p
∗
µ+
(max{1, p
µ−
} ≤ α ≤ β <∞ if p ≥ N).
Moreover, by Lemma 3.6, W 1,p
rad
is compactly embedded in Ls ∩ Lt with p < s ≤
t < p∗, and similarly as before, we find that U 7→ G(U), W 1,p
rad
→ Lα ∩ Lβ is
compact whenever
(3.6) max{1, p
µ−
} < α ≤ β < p
∗
µ+
(max{1, p
µ−
} < α ≤ β <∞ if p ≥ N).
As a consequence of the inequalities relating µj, p and p
∗ in (G 1), there exist
α, β such that in addition to (3.6), 2− 2
α
≤ 1
q
and 2− 2
β
≥ 1
q
. By Proposition 3.8,
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the continuity and compactness of U 7→ G(U), respectively, now carry over to
the asserted continuity and compactness U 7→ G(U)[V (|·|) ∗G(U)]. 
3.2. Auxiliary results: Rearrangement inequalities. The leading part of
the energy satisfies the following extended Polya-Szegö inequality:
Proposition 3.11. Let i ∈ {1, . . .m} and suppose that Ji : R+ × R+ → R+ is a
continuous function satisfying (J 2). Then for every ui ∈ W
1,p
+ (R
N),
(3.7)
∫
RN
Ji(u
∗
i , |Du
∗
i |) dx ≤
∫
RN
Ji(ui, |Dui|) dx.
Proof. This is essentially well known. It is not difficult to obtain a proof based
on the approximation of u∗i by iterated polarizations of ui (Theorem 2.2 and Re-
mark 2.3), Lemma 2.1 and the weak lower semicontinuity of u 7→
∫
RN
Ji(u, |Du|)
in W 1,p shown in Theorem 2.7. We omit the details. 
The local and nonlocal perturbations behave as follows under polarization and
Schwarz rearrangement:
Proposition 3.12. Suppose that F : R+ × R
m
+ → R is a Caratheodry function
satisfying (F 1) and (F 3), and let U = (u1, . . . , um) ∈ (L
p ∩ Lp
∗
)(RN)m such
that ui ≥ 0 for i = 1, . . . , m. Then for every every closed half-space H ⊂ R
N
containing the origin, we have that∫
RN
F (|x| , UH) dx ≥
∫
RN
F (|x| , U) dx,
where UH = (uH1 , . . . , u
H
m) is the polarization of U with respect to H. Moreover,∫
RN
F (|x| , U∗) dx ≥
∫
RN
F (|x| , U) dx,
where U∗ = (u∗1, . . . , u
∗
m) is the Schwarz rearrangement of U .
Proof. See [4]. 
Proposition 3.13. Suppose that G : Rm+ → R
+ is a continuous function, suppose
that G and V satisfy (G 1)–(G 4) and let U = (u1, . . . , um) ∈ (L
p ∩Lp
∗
)(RN)m
such that ui ≥ 0 for i = 1, . . . , m. With
Q(U) :=
∫
RN
∫
RN
G(u1(x), . . . , um(x))V (|x− y|)G(u1(y), . . . , um(y)) dx dy,
we then have that
Q(UH) ≥ Q(U)
for every closed half-space H ⊂ RN , where UH = (uH1 , . . . , u
H
m) denotes the polar-
ization of U with respect to H. In addition,
Q(U∗) ≥ Q(U),
where U∗ = (u∗1, . . . , u
∗
m) is the Schwarz rearrangement of U .
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Proof. First observe that (G 4) implies the supermodularity of
(v1, . . . , vm, w1, . . . , wm) 7→ G(v1, . . . , vm)G(w1, . . . , wm), R
2m
+ → R+.
(In fact, the converse is also true, since by (G 1), G cannot be decreasing in each
component unless G ≡ 0.) As a consequence, we have that
G(v1, . . . , vm)G(w1, . . . , wm) +G(v
′
1, . . . , v
′
m)G(w
′
1, . . . , w
′
m)
≤ G(max{v1, v
′
1}, . . . ,max{vm, v
′
m})G(max{w1, w
′
1}, . . . ,max{wm, w
′
m})
+G(min{v1, v
′
1}, . . . ,min{vm, v
′
m})G(min{w1, w
′
1}, . . . ,min{wm, w
′
m})
for every v, v′, w, w′ ∈ Rm+ (see Lemma 6.1 in [4]). In view of the definition of u
H ,
this means that for every x, y ∈ H ,
(3.8)
G(U(x))G(U(y)) + G(U(xH))G(U(yH))
≤ G(UH(x))G(UH(y)) +G(UH(xH))G(U
H(yH))
and similarly, the supermodularity of G yields that
(3.9) G(u(x)) +G(U(xH)) ≤ G(U
H(x)) +G(UH(xH)).
Here, xH is the reflection of x with respect to ∂H . Splitting each of the two
integrals in the definition of Q into integrals over H and its complement, a change
of variables yields
Q(U) =
∫
H
∫
H
G(U(x))V (|x− y|)G(U(y)) dxdy
+
∫
H
∫
H
G(U(xH))V (|xH − yH |)G(U(yH)) dxdy
+
∫
H
∫
H
G(U(x))V (|x− yH |)G(U(yH)) dxdy
+
∫
H
∫
H
G(U(xH))V (|xH − y|)G(U(y)) dxdy,
Using (3.8) and (3.9) together with the fact that
A(x, y) := V (|x− y|) = V (|xH − yH |) ≥ a(x, y) := V (|x− yH |) = V (|xH − y|),
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we infer that
Q(U)
=
∫
H
∫
H
[
G(U(x))G(U(y)) +G(U(xH))G(U(yH))
]
(A− a)(x, y) dxdy
+
∫
H
∫
H
[
G(U(x)) +G(U(xH))
][
G(U(y)) +G(U(yH))
]
a(x, y) dxdy
≤
∫
H
∫
H
[
G(UH(x))G(UH(y)) +G(UH(xH))G(U
H(yH))
]
(A− a)(x, y) dxdy
+
∫
H
∫
H
[
G(UH(x)) +G(UH(xH))
][
G(UH(y)) +G(UH(yH))
]
a(x, y) dxdy
= Q(UH).
The corresponding inequality for the Schwarz rearrangement, Q(U∗) ≥ Q(U), is
now a consequence of the approximation of U∗ by a sequence of iterated polar-
izations (Theorem 2.2 and Remark 2.3), also exploiting the continuity of Q in
(Lp ∩ Lp∗)m due to Proposition 3.9. 
3.3. Proof of Theorem 3.3. The proof is divided into five steps.
Step I: (3.1) is well posed (Mc > −∞), and minimizing sequences
are bounded in (W 1,p)m.
By (F 0) and (F 1) we can write∫
F (|x|, u1(x), ..., um(x)) dx ≤
∫
F (|x|, |u1(x)|, ..., |um(x)|) dx
≤ Kc +K
m∑
i=1
∫
|ui(x)|
li+p.
Now for 1 ≤ i ≤ m, the Gagliardo-Nirenberg inequality tells us that
‖ui‖li+p ≤ K
′′
‖ui‖
1−σi
p ‖Dui‖
σi
p with σi =
N
p
li
li + p
.
For ε > 0 set pi =
p2
Nli
and qi such that
1
pi
+ 1
qi
= 1, by Young’s inequality we
obtain that
‖ui‖
li+p
li+p
≤
(
K
′′
ε
li+p
‖ui‖
(1−σi)(li+p)
p
)qi
1
qi
+
Nli
p2
(
ε
Nli
p2 ‖Dui‖
p
p
)
.
On the other hand, it follows from (G 0) that∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
≤
∫ ∫
G(|u1(x)|, ..., |um(x)|)V (|x− y|)G(|u1(y)|, ..., |um(y)|) dx dy.
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Then using (G 1), (G 2) and Young’s inequality for convolutions (3.4), we get
that ∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
≤ K
′2
m∑
i,j=1
‖V ‖Lqw ‖|ui|
µi‖q′ ‖|uj|
µj‖
q
′
where q
′
= 2q
2q−1
. Therefore, the Gagliardo-Nirenberg inequality yields that
‖|ui|
µi‖q′ ≤ K
′′
‖ui‖
(1−γi)µi
p ‖Dui‖
γiµi
p ,
and thus
‖|ui|
µi‖q′ ‖|uj|
µj‖
q
′ ≤ K
′′2
‖V ‖Lqw ‖ui‖
(1−γi)µi
p ‖uj‖
(1−γj )µj
p
‖Dui‖
γiµi
p ‖Duj‖
γjµj
p
.
where γi =
N
p
2qµi
2q−1
−p
2qµi
2q−1
. Setting
αij :=
p
γiµi + γjµj
and Γij := (1− γi)µi + (1− γj)µj
we certainly have that αij(γiµi + γjµj) = p. By Young’s inequality, we infer that∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
≤ K
′2
m∑
i,j=1
(K ′′2
α
′
ij
(
1
ε
(‖u‖p)
Γij
)α′ij
+
1
αij
εαij ‖Du‖pp
)
for every ε > 0, where α
′
ij :=
αij
αij−1
. Here, note that αij > 1 for i, j = 1, . . . , m due
to the inequality in (G 2). Since ‖u‖p is bounded by a constant only depending
on c, we may summarize∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
≤ K
′′′
ε +
m2
α
εα ‖Du‖pp.
Finally using (J 0) and (J 1) and gathering all the terms, we can write:
E(U) ≥
(
a1 −
m2
α
εα −K
m∑
i=1
Nli
p2
ε
p2
Nli
)
‖Dui‖
p
p
−
(
m∑
i=1
K
′′ li+p
ε
c(1−σi)(
li
p
+1)
)
1
qi
−K
′′′
ε ,
Choosing ε small enough in such a way that
a1 −
m2
α
εα −K
m∑
i=1
Nli
p2
ε
p2
Nli > 0
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enables us to conclude that Mc > −∞. In addition, we get that any minimizing
sequence is bounded in (W 1,p)m. As we need this below, note that by the same
argument, M˜c > −∞ and minimizing sequences for M˜c are bounded in (W
1,p)m.
Step II: Existence of a Schwarz symmetric minimizing sequence
We claim that there exists a minimizing sequence Un = (un,1, ..., un,m) of our
variational problem (3.1) which is Schwarz symmetric, i.e. 0 ≤ un,i = u
∗
n,i for
1 ≤ i ≤ m.
First note that if u ∈ W 1,p(RN ) then |u| ∈ W 1,p(RN), for instance see [17].
Now by virtue of (J 0), (F 0) and (G 0), we obviously have that
E(|u1|, ..., |um|) ≤ E(u1, ..., um) = E(U)(3.10)
∀U = (u1, ..., um) ∈ W
1,p(RN )m.
By Proposition 3.11, we know that
∀ 1 ≤ i ≤ m
∫
Ji(u, |Du|) ≥
∫
Ji(u
∗, |Du∗|) ∀ u ∈ W 1,p(RN )(3.11)
On the other hand by the Cavalieri’s principle, we have that
‖u‖p = ‖u
∗‖p ∀ u ∈ L
+
p (R
N)(3.12)
which implies in our context that if U = (u1, ..., um) ∈ Sc then
(|u1|
∗, ..., |um|
∗) ∈ Sc.
As a consequence of (F 0), (G 0), Proposition 3.12, Proposition 3.13 and the
approximation of (|u1|
∗, ..., |um|
∗) by sequences of iterated polarizations, exploit-
ing the continuity in Lp∩Lp
∗
of the functionals involved, we obtain the following
rearrangement inequalities:∫
F (|x|, u1(x), ..., um(x)) dx ≤
∫
F (|x|, |u1|
∗(x), ..., |um|
∗(x)) dx
and ∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy
≤
∫ ∫
G(|u1|
∗(x), ..., |um|
∗(x))V (|x− y|)G(|u1|
∗(y), ..., |um|
∗(y)) dx dy,
for every u1, ..., um ∈ (L
p ∩ Lp
∗
)(RN).
In conclusion, we have
E(|u1|
∗, ..., |um|
∗) ≤ E(|u1|, ..., |um|) ≤ E(u1, ..., um)(3.13)
for any u1, ..., um ∈ W
1,p(RN).
Step III: Lower semi-continuity along radial sequences
Let Un = (un,1, ..., un,m) = (u
∗
n,1, ..., u
∗
n,m) = U
∗
n be a Schwarz symmetric sequence
with non-negative components. In this step we show that under (J 1), (J 2), (F
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1), (F 2), (G 1), (G 2) and (G 3), the following holds:
If Un = U
∗
n ⇀ U in W
1,p(RN)m with some U = (u1, ..., um) ∈ W
1,p
+ (R
N), then
E(U) ≤ lim inf E(Un).(3.14)
For the proof of (3.14), first observe that by virtue of (J 2), it follows from the
weak lower semi-continuity of Ji shown in Theorem 2.7 that
∀ 1 ≤ i ≤ m
∫
Ji(ui, |Dui|) ≤ lim inf
∫
Ji(un,i, |Dun,i|)(3.15)
In addition, we have that
lim
n→∞
∫
F (|x|, un,1(x), ..., un,m(x)) =
∫
F (|x|, u1(x), ..., um(x))(3.16)
and
lim
n→∞
∫ ∫
G(un,1(x), ..., un,m(x))V (|x− y|)G(un,1(y), ..., un,m(y)) dx dy
=
∫ ∫
G(u1(x), ..., um(x))V (|x− y|)G(u1(y), ..., um(y)) dx dy,(3.17)
by the second part of Proposition 3.7 and Proposition 3.9, respectively. Com-
bined, (3.15)–(3.17) yield (3.14).
Step IV: If (E 0) holds, Mc is attained.
Let U = (u1, . . . , um) be the weak limit of a Schwarz-symmetric minimizing
sequence Un = (un,1, . . . , un,m) ∈ W
1,p
+ (R
N)m for M˜c so that cn,i :=
∫
|un,i|
p ≤ ci
for i = 1, . . . , m and E(Un) → M˜c. Here, recall that by the first step, Un is
bounded in W 1,p and thus weakly converges up to a subsequence. Due to the
previous step, we know that E(U) ≤ M˜c by (3.14), and by the properties of the
norm ‖·‖p,
di := ‖ui‖
p
p ≤ ci ∀ 1 ≤ i ≤ m.(3.18)
Using (E 0), we infer that d = (d1, . . . , dm) = c, because otherwise,
M˜c < M˜d ≤ E(U) ≤ M˜c,
which in impossible. In particular, U = U∗ ∈ Sc and Mc ≤ E(U) = M˜c ≤ Mc,
whence Mc is attained.
Step V: Symmetry of nonnegative minimizers without plateaus.
Let U = (u1, . . . , um) ∈ W
1,p
+ ∩ Sc be a minimizer of (3.1). If, for some i ∈
{1, . . . , m}, Ji(s, ·) is strictly convex for every s ∈ R
+, then ‖Dui‖Lp = ‖Du
∗
i ‖Lp
by Theorem 2.11. If, in addition, |C∗i | = 0, then Corollary 2.12 implies that
ui = u
∗
i up to a translation.
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