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Abstract
In this paper we answer an open question raised by Pour-El and Richards: Is the solution operator
of the Korteweg-deVries (KdV) equation computable? The initial value problem of the KdV equation
posed on the real line R:
ut + uux + uxxx = 0, t, x ∈ R,
u(x, 0)= (x)
deﬁnes a nonlinear mapKR from the spaceHs(R) to the space C(R;Hs(R)) for real numbers s0.
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1. Introduction
In this paper we study computability of the solution operator of the Korteweg-de Vries
(KdV) equation posed on the real line R:
ut + uux + uxxx = 0, t, x ∈ R
u(x, 0) = (x), (1a)
where subscripts denote partial differentiations. The equation was derived by Korteweg-de
Vries [11] as a model for long waves propagating in a channel. It is an important nonlinear
partial differential equation arising in the study of a number of different physical systems,
for example, water waves, elastic rods, and plasma physics. A large class of hyperbolic
models are reducible to the KdV equation. The KdV equation has been intensively studied
from various aspects of both physics and mathematics since the early 1960s when soliton
was ﬁrst found as a special solution of it (see [8,14,18]). The special solitary wave solution
possessed by the KdV equation
u(x, t) = 2a2 sech2 a(x + 4a2t + ),
where  is the phase, 2a2 the amplitude, and 4a2 the speed of the wave, is obviously
computable when  and a are computable real numbers.
The initial value problem of the KdV equation (1a) is well posed in the classical Sobolev
spaces Hs(R) with s0 (see [2,3,9,10,17,19] and references therein). Subsequently, it
deﬁnes a nonlinear map KR which sends every initial data  ∈ Hs(R) to its solution
u(·, t) ∈ Hs(R) at time t, continuously in t. Is the solution operatorKR computable? This is
one of the open problems raised by Pour-El and Richards in their 1989 book “Computability
inAnalysis and Physics” [15]. In this paper, we prove that for any integer s3, the nonlinear
mapKR :Hs(R)→ C(R;Hs(R)) is Turing computable. This means that we can compute
approximations to the solutionKR() on Turing machines to any accuracy we wish. More
precisely we show that, given L2 (i.e., square mean) approximations to an initial value 
as well as to sufﬁciently many of its derivatives, one can compute L2 approximations to
the solution KR() and to certain order of its derivatives up to any desired accuracy. The
underlying computational model is type-2 theory of effectivity (TTE for short). This model
allows us to do computations on Turing machines with arbitrary precision.
In [7] the authors have studied computability of the solution operator KP of the KdV
equation in the (space) periodic case. They proved that KP preserves computability, that
is,KP maps every computable initial function to a computable solution. A map which pre-
serves computability is called computably invariant. Every computable map is computably
invariant, but the inverse is not necessarily true (see, e.g., [6]). The result obtained in this
paper is stronger. Its proof heavily relies on properties of Schwartz functions, in particular,
the fact that the Fourier transform and its inverse on Schwartz functions are computable.
The paper is organized as follows. In Section 2, we review some basic deﬁnitions of TTE
and then introduce representations (codings) for the Sobolev spaces Hs(R). Section 3 is
devoted to the proof of the main theorem. Three key estimates are proved in Section 4.
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2. Preliminaries
Among the various models of computation proposed for computable analysis we use
type-2 theory of effectivity (TTE) as our computational model. In this section we shall
review some basic deﬁnitions. For details on TTE the reader is referred to the textbook
[21].
Let  be a sufﬁciently large ﬁnite alphabet, ∗ the set of ﬁnite words over  with the
discrete topology, and  the set of inﬁnite words over  with the Cantor topology.We use
〈 〉 to denote various tupling functions on natural numbers, ﬁnite words, or inﬁnite words. In
particular, inﬁnite tupling on  is deﬁned by 〈p0, p1, p2, · · ·〉(〈k, n〉) = pk(n) (pk ∈ )
for all k, n ∈ N, whereN is the set of natural numbers, including 0.
In TTE, Turing computability is extended from ﬁnite words w ∈ ∗ to inﬁnite words
p = (a0a1a2 . . .) ∈ . A Type-2 Turing machine T computes a function fT : ⊆ → 
in the following way: fT (p) = q, if and only if the machine T reads the input sequence
p = (a0a1a2 . . .) symbol by symbol from the left to the right and writes the output sequence
q = (b0b1b2 . . .) symbol by symbol from the left to the right. Here the inclusion symbol is
used to indicate that the function fT might be partial. A notation (representation) of a set
M is a surjective map  : ⊆∗ → M ( : ⊆ → M). Via  the elements of the set M are
encoded by ﬁnite or inﬁnite words. For any x ∈ M and p ∈ ∗ (or p ∈ ), p is called a
-name (or -code) of x if (p) = x.
For a setM with a notation or a representation computations onM are deﬁned by means
of computations on names from ∗ or  which can be performed by ordinary or type-2
Turing machines. If  and ′ are representations ofM andM ′, respectively, then a function
 : ⊆  →  is called a (, ′)-realization of f : ⊆ M → M ′, if and only if the
diagram in Fig. 1 commutes, i.e., f ◦ (p) = ′ ◦(p) for all p ∈ dom(f ◦ ). A function
f is called (, ′)-continuous (-computable), if and only if it has a continuous (computable)
(, ′)-realization. In other words, a function f :M → M ′ is (, ′)-computable if there is
a machine which computes a ′-name of f (x) when given a -name of x as input.
Different representations may induce the same effectivity. For two representations ofM,
1 : ⊆  → M and 2 : ⊆  → M , we say that 1 can be reduced to 2 if there
is a function  : ⊆  →  which translates 1-names to 2-names, that is, 1(p) =
2 ◦(p) for all p ∈ dom(1). If is continuous (computable), we write 1 t2 (12).
  
 
∑ ∑
 

f

M M ′
′
 f ° (p) =  ° (p) ′
for p ∈dom( f  ° ) 
Fig. 1.  is a (, ′)-realization of f.
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If, furthermore, 1 t2 and 2 t1 (12 and 21), then we write 1 ≡t 2 (1 ≡
2) and call that 1 is continuously (computationally) equivalent to 2. Two representations
of a set M induce the same kind of computability on M, if and only if they are equivalent.
The concepts can be generalized straightforwardly to (1, . . . , n, 0)-realizations of
functions f : ⊆M1 × · · · ×Mn → M0.
For any representations  and ′ there is a canonical representation [ → ′] of the set of
(, ′)-continuous functions f :M → M ′ (see Chapter 2.3 in [21]). If both M andM ′ are
topological T0-spaces with countable bases and both  and ′ are admissible representations
(Deﬁnition 3.2.7 in [21]), then f :M → M ′ is continuous if and only if it is (, ′)-
continuous (Theorem 3.2.1 in [21]). In this case [ → ′] is a representation of C(M;M ′),
the set of all continuous functions from M toM ′.
The following lemma on evaluation and on type conversion will be used repeatedly
(Theorem 3.3.15 in [21]):
Lemma 2.1. 1. The evaluation function (f, x) → f (x) is ([ → ′], , ′)-computable.
2. Let i : ⊆  → Mi be a representation of the setMi , 0 ik. Let f :M1 × · · · ×
Mk → M0 and deﬁne F(x1, . . . , xk−1)(xk) := f (x1, . . . , xk). Then f is (1, . . . , k, 0)-
computable (-continuous), iff F is (1, . . . , k−1, [k → 0])-computable (-continuous).
Let N and Q be canonical notations of the set N of natural numbers and the set Q
of rational numbers, respectively. In this paper we will consider computability on various
separable metric spaces equipped with “effective” notations of dense subsets.A computable
metric space [20,21] is a quadrupleM = (M, d,A, ) such that (M, d) is ametric space and
 is a notation of a dense subset A such that Q(w) < d((u), (v)) < Q(x) is recursively
enumerable in u, v,w, x ∈ ∗. TheCauchy representation C : ⊆ → M ofM is deﬁned
as follows: C(p) = x, if and only if p = w0#w1#w2# . . . for words w0, w1, . . . such that
the sequence {wi } fast converges to x in the sense that d(x, (wi))2−i for all i ∈ N. Thus,
a Cauchy-name of x is a sequence (of names) of elements of the dense set A converging to
x with “speed” 2−i . Through this coding system computations in (M, d) are transferred to
computations in ∗ or , which can be carried out by ordinary or type 2 Turing machines.
TheCauchy representation is admissiblew.r.t. the topology inducedby themetric.Therefore,
computable functions on M must be continuous. For the real line we consider the Cauchy
representation 	 derived from the computable metric space (R, d,Q, Q), where d(x, y) =
|x − y|. For every computable metric space the distance d is a (C, C,	)-computable
function.
For the set L2(R) of all L2-functions deﬁned on R we consider the computable metric
space (L2(R), dL2 ,
, L2) such that dL2(f, g) = ‖f −g‖L2 = (
∫
R |f (x)−g(x)|2 dx)1/2,

 is the set of all rational ﬁnite step functions
f =
k∑
i=0
ci1Iaibi ,
where k ∈ N, ci is a rational complex number, ai < bi are rational numbers, and
1Iaibi =
{
1 if ai < x < bi,
0 otherwise,
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and L2 is a canonical notation of 
. Let L2 : ⊆ → L2(R) be the Cauchy represen-
tation of this computable metric space. Then p is a L2 -name of g, L2(p) = g, if p
encodes a sequence of (names of) rational ﬁnite step functions which fast converges to g in
L2-norm. Since the metric dL2 is computable, the norm ‖ ‖L2 : f → (
∫
R |f (x)|2 dx)1/2 is
(L2 ,	)-computable. It can be proved that the Fourier transform on L2(R) and its inverse
are (L2 , L2)-computable [13].
In addition to rational ﬁnite step functions, the set P∗ of smoothly truncated rational
polynomials can also be used as a dense subset for deﬁning a Cauchy representation of
L2(R). Let P be a canonical notation of the set P of polynomials deﬁned on R with
complex rational coefﬁcients. Let kn be the characteristic function of [−k+ 13·2n , k− 13·2n ](k1, n0), and
(x) =
{
e
− x2
1−x2 if |x| < 1,
0 otherwise,
where  is a constant such that the integral
∫
R (x) dx = 1. For each n ∈ N, let n(x) =
3 ·2n+1(3 ·2n+1x) and n ∗ (P ·kn) be the convolution of n and P ·kn deﬁned as follows:
n ∗ (P · kn)(x)=
∫
R
n(x − y)P (y)kn(y) dy
=
∫
R
n(y)P (x − y)kn(x − y) dy.
Deﬁne P∗ := ⋃k Pk , Pk = {n ∗ (P · kn) | n ∈ N, P ∈ P}. Informally speaking,
Pk is a countable set of rational polynomials smoothly truncated at the boundaries of the
closed interval [−k, k]. It is proved in [23] that P∗ is (sequentially) dense in C∞0 (R), the
set of inﬁnitely differentiable functions with compact supports. Since C∞0 (R) is dense in
L2(R) (see, e.g., [16]), the set P∗ is dense in L2(R). We introduce the following notation
P∞ :⊆∗ → P∗:
P∞(0k10n1w) := n ∗ (P (w) · kn) . (1b)
The notations L2 and P∞ are recursively related.
Proposition 2.2. The set {(u, v) | ‖L2(u)− P∞(v)‖L22−N(w)} is recursively enumer-
able.
From this we obtain the following:
Proposition 2.3. (L2(R), dL2 ,P∗, P∞) is a computable metric space, and its Cauchy rep-
resentation P
L2 : ⊆ → L2(R) is equivalent to L2 .
Next we introduce representations of Sobolev spaces (see [1]). As usual, F(f ) or fˆ
denotes the Fourier transform of f: F(f )() = fˆ () = 1√
2
∫
R e
−xif (x) dx.
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Deﬁnition 2.4. For any real number s0, the Sobolev space Hs(R) is deﬁned as the set
of all functions f ∈ L2(R) such that Ts(f ) ∈ L2(R), where
Ts(f )() := (1+ ||2)s/2F(f )() (2)
is a weighted Fourier transform of f with weight (1+||2)s/2.Hs(R) is a separable Hilbert
space with the norm
‖f ‖s := ‖Ts(f )‖L2 =
(∫
R
[
(1+ ||2)s/2fˆ ()
]2
d
)1/2
. (3)
It is clear from the deﬁnition that Hs(Rd) ⊂ Hs′(Rd) if and only if ss′. In particular,
the space Hs(Rd) is a subspace of H 0(Rd) = L2(Rd). When s0 is an integer, Hs(R) is
the same as the set
{f ∈ L2(R) : the kth order derivative f (k) of f is in L2(R) for all 0ks}.
The natural norm associated with this set is
‖f ‖′s :=
(
‖f ‖2
L2 + ‖f ′‖2L2 + · · · + ‖f (s)‖2L2
)1/2
, (4)
where f (k) is the kth order distributional derivative of f if f is merely a continuous function
or an L2 function. The two norms, ‖ · ‖s and ‖ · ‖′s , are equivalent for
‖f ‖′s‖f ‖s and ‖f ‖s2s/2 · ‖f ‖′s . (5)
Via Deﬁnition 2.4, each coding of L2(R) induces a corresponding coding ofHs(R), which
in turn deﬁnes a coding of C(R;Hs(R)).
Remark. For a continuous or L2 function f, its distributional derivative f ′ is deﬁned as
follows: Let D(R) = { :R → C |  is inﬁnitely differentiable with compact support},
then ∫
R
f ′(x)(x) dx = −
∫
R
f (x)′(x) dx, ∀ ∈ D(R).
Deﬁnition 2.5 ([22]). For any real number s0 the representations Hs and PHs ofHs(R)
are deﬁned by
Hs (p) = T −1s ◦ L2(p) and PHs (p) = T −1s ◦ PL2(p) .
Thus an inﬁnite word p ∈  is a Hs -name (PHs -name) of f ∈ Hs(R), iff p is a L2 -name
(P
L2 -name) of the weighted Fourier transform Ts(f ) ∈ L2(R). The two representations Hs
and PHs are equivalent, since 
P
L2 ≡ L2 . Since L2 is admissible (Theorem 8.1.4 in [21]),
so is Hs . Moreover, since both 	 and Hs are admissible representations, [	 → Hs ] is a
representation of C(R;Hs(R)), where C(R;Hs(R)) is the set of all continuous functions
from R to Hs(R).
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Proposition 2.6. The norm ‖ ‖s :Hs(R)→ R is (Hs ,	)-computable.
Proof. Since ‖ ‖L2 is (L2 ,	)-computable, ‖L2(p)‖L2 = 	 ◦ (p) for some computable
 : ⊆ → . Then ‖Hs (p)‖s = ‖Ts ◦ Hs (p)‖L2 = ‖L2(p)‖L2 = 	 ◦ (p). 
The representation Hs is a computational reﬂection of how the Sobolev functions are
deﬁned. In order to prove our main theorem we need to introduce another representation
of Hs(R), denoted as ˜Hs . The representation ˜Hs is based on a representation SC for the
Schwartz space S(R). A brief review on S(R) and SC are given below, for more details
see [23].
Deﬁnition 2.7. LetC∞(R) be the space of complex-valued functions of classC∞ equipped
with the compact open topology (also called strong topology). C∞(R) is a complete and
separable metric space with the metric dc deﬁned as follows:
dc(f, g) =
∞∑
k,j=0
2−〈k,j〉
‖f − g‖k,j
1+ ‖f − g‖k,j ,
where, for all k, j ∈ N and all  ∈ C∞(R),
‖‖k,j = sup
x∈[−k,k],m j
|(m)(x)|.
Deﬁnition 2.8. Let S(R) be the Schwartz space deﬁned by
S(R) =
{
 ∈ C∞(R) : ∀, ∈ N, sup
x∈R
|x ()(x)| <∞
}
.
Deﬁne the metric dS by
dS(,) =
∞∑
,=0
2−〈,〉
‖− ‖,
1+ ‖− ‖, , ∀, ∈ S(R),
where ‖‖, := supx∈R |x()(x)|. The space (S(R), dS) is a complete separable metric
space. Moreover, the set P∗ := ⋃k Pk of “smoothly truncated” polynomials with rational
coefﬁcients is dense in S(R).
In [23] the following representations for C∞(R) and S(R) are introduced.
Deﬁnition 2.9. 1. Let P∞ :⊆ → C∞(R) be the Cauchy representation of the com-
putable metric space (C∞(R), dc,P, P ).
2. Let SC : ⊆ → S(R) be the Cauchy representation of the computable metric space
(S(R), dS,P∗, P∞).
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3. Deﬁne the representation S⊆ → S(R) of the Schwartz space S(R) as follows:
for any  ∈ S(R) and p, q ∈ ,
S(〈q, p〉) =  ⇐⇒


P∞(p) =  and
q = u0#u1#u2# . . . , where uk ∈ dom(N)
and sup
|x|N(u〈i,j,n〉)
|xi(j)(x)|2−n.
In words, p is a SC-name of  if p encodes a sequence of “smoothly” truncated rational
polynomials in P∗ which fast converges to  in S(R). And a S-name 〈q, p〉 of a Schwartz
function  provides us two types of information: p provides a sequence of rational polyno-
mials fast convergent to  while q quantiﬁes how fast the derivatives of  tend to zero at
inﬁnity compared to all monomials.
In the following proposition we list several facts which are needed in the next section.
Proofs can be found in [16,23]. We note that Deﬁnitions 2.4 and 2.5 can be generalized
straightforwardly to real parameters s < 0.
Proposition 2.10. 1. S ≡ SC .
2.S(R) is dense inHs(R) for all s ∈ R.For any real numbers s and t with 0s < t <∞,
S(R) ⊂ Ht(R) ⊂ Hs(R) ⊂ L2(R), each inclusion is (sequentially) continuous.Moreover,
SCHsL2 .
3. Both the Fourier transformF :S(R)→ S(R) and its inverseF−1 :S(R)→S(R) are
(SC, SC)-computable.
4. The differentiation operator D :S(R)→ S(R) is (SC, SC)-computable.
5. u ∈ C(R;Hs(R)) iff u is (	, Hs )-continuous.
6. u ∈ C(R;S(R)) iff u is (	, SC)-continuous.
The following deﬁnition is sound, for S(R) is dense in Hs(R).
Deﬁnition 2.11. The representation ˜Hs : → Hs(R) is deﬁned as follows: for any
f ∈ Hs(R), p ∈  is a ˜Hs -name of f iff p = 〈p0, p1, p2, . . .〉 with pi ∈ dom(SC) and
‖SC(pi)− f ‖s2−i .
Remark. Since the two norms ‖ · ‖s and ‖ · ‖′s ((3) and (4)) on Hs(R) are equivalent, we
can use either norm in above deﬁnition.
Thus, for any f ∈ Hs(R), a Hs -name of f encodes a sequence of functions fast converg-
ing to f and each element in the sequence is encoded by a ﬁnite word, while a ˜Hs -name of f
encodes a sequence of Schwartz functions fast converging to f and each Schwartz function
in the sequence is encoded by an inﬁnite word. Therefore, in general, the coding Hs is
more computation-friendly because it provides ﬁnitely deﬁnable approximations. The main
reason for introducing the representation ˜Hs of Hs(R) is due to facts 3 and 4 in Proposi-
tion 2.10, which enable one to compute a ˜Hs -name of fˆ , the Fourier transform of f, from
any given ˜Hs -name of f ∈ Hs(R). In the next section we will ﬁnd this property crucial
to the proof of our main theorem. We note that the representation Hs does not have this
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property. Nevertheless the two representations Hs and ˜Hs are equivalent for computable
real number s, that is, for any computable real number s, there is an algorithm which trans-
lates Hs names to ˜Hs names and vice versa.
Lemma 2.12. If s ∈ R is computable, then Hs ≡ ˜Hs .
Proof. Since Hs ≡ PHs , it is sufﬁcient to show that PHs ≡ ˜Hs . We begin by mentioning
that it can be proved that for any sequence {n} in S(R), if {n} fast converges to zero in
S(R), then {n} fast converges to zero in Hs(R), except a constant factor cs . The constant
factor cs can be computed from the Sobolev index s (see, e.g., [16]). If s is a computable
real number, so is cs .
˜HsPHs : We need to construct a computable function from  to  which translates
˜Hs -names to 
P
Hs -names.Assume that 〈p0, p1, . . .〉 is a ˜Hs -name of f. Then for any i ∈ N,
pi is a SC-name of the Schwartz function SC(pi) and ‖SC(pi) − f ‖s2−i . Assume
that pi = wi0#wi1# . . .. Then for any k ∈ N, P∞(wik) is a truncated polynomial in P∗ and
dS(P∞(wik), SC(pi)) < 2−k . Let M be an integer greater than cs , and let q = q0#q1# . . .,
where qn = wn+M+1n+M+1, then q is a PHs -name of f, for q ∈  encodes a sequence of truncated
polynomials in P∗ and
‖P∞(qn)− f ‖s  ‖P∞(qn)− SC(pn+M+1)‖s + ‖SC(pn+M+1)− f ‖s
 csdS(P∞(qn), SC(pn+M+1)+ 2−(n+M+1)
 cs2−(n+M+1) + 2−(n+M+1)2−n.
The above translation from the given ˜Hs -name p to a PHs -name q of f is clearly computable.
PHs ˜Hs : Assume that p = w0#w1# . . . is a PHs -name of f. Then for any i ∈ N,wi is a
P∞-name of the polynomial P∞(wi) in P∗ and ‖P∞(wi)− f ‖s2−i . Since every element
in P∗ is clearly a Schwartz function, consequently, p is a ˜Hs -name of f as well. 
3. Main result
For rigorous notation we occasionally write u(t)(x) := u(x, t), where u(t) :R → C.
Then the initial value problem of the KdV equation on the real line R,{
ut + uux + uxxx = 0, u(t)(x) := u(x, t), t, x ∈ R
u(0) =  (6)
establishes a nonlinear map KR from the initial data  ∈ Hs(R), s0, to the solution
u ∈ C(R;Hs(R)), deﬁned by KR() = u. The map KR possesses strong regularity. For
example, Kenig, Ponce, and Vega proved that KR is Lipschitz continuous from Hs(R)
to C(R;Hs(R)) [12]. In addition to having strong regularity, KR also possesses strong
effective content. In this section, we shall prove our main result:
Theorem 3.1. For any integer s3, the nonlinear solution operator KR :Hs(R) →
C(R;Hs(R)) of the initial value problem (6) is (Hs , [	 → Hs ])-computable.
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In the classical theory of the KdV equation, the well-posedness of (6) can be established
via the contraction principle [12], using the following equivalent integral equation
u(t) = F−1 (E(t) · F())− 1
2
∫ t
0
F−1
(
E(t − ) · F
(
d
dx
(u())2
))
d, (7)
where E(t)(x) := eix3t . In this iterative approach, one shows that the following iterative
sequence with the initial data  as the seed:
v0(t) = F−1 (E(t) · F()) ,
vj+1(t) = v0(t)− 12
∫ t
0
F−1
(
E(t − ) · F
(
d
dx
(vj ())2
))
d, (8)
is contracting near t = 0, thus, the sequence converges to a unique limit. Since the limit
satisﬁes the integral equation (7), it is the solution of the initial value problem 6 near t = 0.
The key component of the proof is the establishment of three estimates showing the iterative
sequence indeed contracting.
To prove that the solution operator is computable, we need to construct a type-2 Turing
machine which computes fast approximations to the solution u(t) when given enough in-
formation on the initial data . The machine will be designed in such a way that ﬁrst it is
capable of computing (approximations to) the iterative sequence in (8) when the seed is a
Schwartz function. This fact is established in Lemmas 3.2–3.10. Thus for any given Sobolev
initial data  and any ˜Hs -name 〈p0, p1, . . .〉 of , the machine is able to compute the iter-
ative sequence for each Schwartz seed SC(pi).We recall that SC(pi) is an approximation
to  in Hs(R) with accuracy 2−i . Secondly, the machine is able to compute a positive
number T and a modulus function from the given ˜Hs -name 〈p0, p1, . . .〉 of  such that in
the neighborhood of 0 tT , the iterative sequences with seeds SC(pi), i ∈ N, converge
uniformly in i at a rate governed by the modulus function. The positive number T depends
only on the size ‖‖s of the initial data. This fact is proved in Proposition 3.12. Thirdly, the
machine computes a modulus function such that in the neighborhood of 0 tT , the limits
of the iterative sequences converge to the solution u(t) at a rate governed by the modulus
function. This fact is proved in Proposition 3.13. Finally, the machine searches fast (ﬁnite)
approximations to u(t), guided by the two modulus functions, among approximations to
the iterative sequences.
The proof is rather long and involved, so we will break it into a series of lemmas and
propositions.
Lemma 3.2. The operator S :C(R;S(R))× S(R)× R→ S(R),
S(u,, t) = F−1 (E(t) · F())− 1
2
∫ t
0
F−1
(
E(t − ) · F
(
d
dx
(u())2
))
d ,
where E(t)(x) := eix3t , is ([	 → S], S,	, S)-computable.
Since the Fourier transform and its inverse and differentiation on S(R) are computable
(Proposition 2.10), we can compute S(u,, t), if addition, squaring, integration and mul-
tiplication by eix3it on S(R) are computable. We prove these properties ﬁrst.
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Lemma 3.3. The sum (f, g) → f + g on S(R) is (S, S, S)-computable, and multipli-
cation by a constant a ∈ C, (a, f ) → a · f , on S(R) is (	2, S, S)-computable.
Proof. Straightforward. 
Lemma 3.4. The multiplication Mul : C∞(R) × C∞(R) → C∞(R), (f, g) → f · g, is
(P∞, 
P
∞, 
P
∞)-computable.
Proof. This follows from Lemmas 3.2 and 3.5 in [23]. 
Corollary 3.5. The square operation: S(R)→ S(R), g → g2, is (S, S)-computable.
Proof. Assume that 〈q, p〉 is a S-name of g ∈ S(R), where p is a P∞-name of g and
q = (u〈〈i,j,n〉)i,j,n∈N such that
sup
|x|N(u〈〈i,j,n〉)
|xig(j)(x)| < 1
2n
.
Lemma 3.4 above shows that there is a type 2 machine which computes a P∞-name of g2
when fed a P∞-name of g. Therefore, to prove the corollary, it is sufﬁcient to show that
there is a type 2 machineM computing the corresponding q ′ of g2 when given q as an input.
We observe that
sup
x
∣∣∣xi(g2)(j)(x)∣∣∣ = sup
x
∣∣∣∣∣
j∑
l=0
j !
l!(j − l)!x
ig(l)(x)g(j−l)(x)
∣∣∣∣∣

j∑
l=0
j !
l!(j − l)! supx |x
ig(l)(x)g(j−l)(x)|

j∑
l=0
j !
l!(j − l)! supx |x
ig(l)(x)| · sup
x
|g(j−l)(x)|.
Now we choose an element, denote it as w〈〈i,j,n〉, from the ﬁnite set
B = {u〈〈i,l,n+(j+1)!〉, u〈0,j−l,n+(j+1)!〉 : 0 lj}
such that N(w〈i,j,n〉) = max{N(u) : u ∈ B}. We observe that
sup
|x|N(w〈i,j,n〉)
∣∣∣xi(g2)(j)(x)∣∣∣

j∑
l=0
j !
l!(j − l)! sup|x|N(w〈i,j,n〉)
|xig(l)(x)| · sup
|x|N(w〈i,j,n〉)
|g(j−l)(x)|

j∑
l=0
j !
l!(j − l)! ·
1
2n+(j+1)!
· 1
2n+(j+1)!
< j !(j + 1) · 1
2n+(j+1)!
· 1
2n+(j+1)!
<
1
2n
.
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Let q ′ = (w〈i,j,n〉)i,j,n∈N. The last inequality shows that q ′ is the name we are look-
ing for. The machine M computing q ′ works in the following way: given the input q =
(u〈i,j,n〉)i,j,n∈N, at stage 〈i, j, n〉,M determines the ﬁnite set B, selects w〈i,j,n〉 from B, and
then outputs the integer N(w〈i,j,n〉). 
Lemma 3.6. The function (t, f ) → E(t) · f , E(t)(x) = eix3t , is (	, S, S)-computable.
Proof. Apply Lemma 3.4. 
Lemma 3.7. The function H :C(R;S(R)) × R × R → S(R), H(u, a, b) = ∫ b
a
u(t) dt ,
is ([	 → S],	,	, S)-computable.
Proof. Since S ≡ SC , it sufﬁces to prove that H is ([	 → SC],	,	, SC)-computable.
First consider the case when a = 0 and b = 1. If we deﬁne the nth Riemann sum by
G(u, n) := 1
n
n∑
i=1
u
(
i
n
)
,
then
∫ 1
0 u(t) dt = limn→∞G(u, n). We must compute the summation and the limit onS(R). Deﬁne G1 : N× C(R;S(R))× (N \ {0})→ S(R) by
G1(0, u, n)= 0
G1(k, u, n)= 1
n
k∑
i=1
u
(
i
n
)
, k1,
and deﬁne T0 : C(R;S(R)) × (N \ {0}) → S(R) and T1 : N × S(R) × C(R;S(R)) ×
(N \ {0})→ S(R) by
T0(u, n) := 0 and
T1(k, h, u, n) := h+ 1
n
u
(
k + 1
n
)
.
Then T0 and T1 are computable (w.r.t. the representations [	 → S], N and S) by
Lemmas 3.3 and 2.1.1, and
G1(0, u, n) := T0(u, n), (9)
G1(k + 1, u, n) := T1(k,G1(k, u, n), u, n). (10)
Since G1 is deﬁned by primitive recursion from T0 and T1, it is computable w.r.t. the
representations (see, e.g., Theorem 3.1.7 in [21]). SinceG(u, n) = G1(n, u, n),G is ([	 →
SC], N, SC)-computable. The functionG′,G′(u)(n) := G(u, n)maps every continuous
function u : R → S(R) to a sequence n → G(u, n). By Lemma 2.1.2, it is ([	 →
SC], [N → SC])-computable. We have proved that the sequence of the Riemann sums
is computable.
Next we compute the limit of the Riemann sums.We ﬁrst recall that a modulus of uniform
continuity of f :R → S(R) on [0, 1] is a function  :N → N such that dS(f (x), f (y))
2−n, if |x − y|2−(n) (x, y ∈ [0, 1]). By the following proposition, a modulus of
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uniform continuity of any function [	 → SC](p) ∈ C(R;S(R)) can be determined from
its [	 → SC]-name p. 
Proposition 3.8. There is a computable function D : ⊆ → such that D(p) = 0(0)
10(1)10(2)1 . . . for somemodulus of uniform continuity of the function [	 → SC](p) :R
→ S(R) on [0, 1] (for all p ∈ dom([	 → S]).
We omit the proof which is a slight generalization of the proof of Theorem 6.2.7 in [21].
Now let  be a modulus of uniform continuity of u :R → S(R) on [0, 1]. We will
determine a modulus of convergence of the above sequence n → G(u, n) of Riemann
sums. By Deﬁnition 2.8
dS(,) =
∞∑
k=0
2−k ‖− ‖k
1+ ‖− ‖k , ∀, ∈ S(R),
with semi-norms ‖‖〈,〉 := ‖‖,. If dS(,)2−n and k < n, then 2−k · ‖
− ‖k/(1 + ‖ − ‖k)2−n, and so ‖ − ‖k2 · 2−n+k . For k < n, all m2(n)
and l1, we obtain
‖G(u,m)−G(u,ml)‖k =
∥∥∥∥∥
m∑
i=1
(
1
m
u
(
i
m
)
−
l∑
j=1
1
ml
u
(
i − 1
m
+ j
ml
))∥∥∥∥∥
k

m∑
i=1
l∑
j=1
1
ml
∥∥∥∥u
(
i
m
)
− u
(
i − 1
m
+ j
ml
)∥∥∥∥ |k .
Since for 1j l, |i/m− ((i−1)/m+j/ml)|1/m2−(n), dS(u(.)−u(..))2−n and
so ‖u(.)− u(..)‖k2 · 2−n+k . Therefore, ‖G(u,m)−G(u,ml)‖k2 · 2−n+k and so
‖G(u,m)−G(u, l)‖k4 · 2−n+k for m, l2(n)
(apply triangle inequality via G(u,ml)). For m, l2(2n+5) we obtain
dS(G(u,m)−G(u, l)) 
n+1∑
k=0
‖G(u,m)−G(u, l)‖k
1+ ‖G(u,m)−G(u, l)‖k +
∞∑
k=n+2
2−k

n+1∑
k=0
4 · 2−2n−5+k +
∞∑
k=n+2
2−k
 2−n.
Therefore, n → (2n + 5) is a modulus of convergence of the sequence G(u, n), which
converges to
∫ 1
0 u(t) dt . Since
∫ 1
0 u(t) dt is an effective limit of a computable sequence, it
is computable (see, e.g., Theorem 4.3.7 and Exercise 8.1.8 in [21]).
For reducing computability of (u, a, b) → ∫ b
a
u(t) dt to the special case, generalize the
simple method from [21], Theorem 6.4.1.2.
Proof of Lemma 3.2. Since the operator S is the composition of the computable operators
from Proposition 2.10.3/4, Lemmas 3.3, 3.6 and 3.7 and Corollary 3.5, it is computable.

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Corollary 3.9. The function S¯ :C(R;S(R))× S(R)→ C(R;S(R)),
S¯(u,)(t) := S(u,, t),
is ([	 → S], S, [	 → S])-computable.
Proof. This follows immediately from Lemmas 3.2 and 2.1.2. 
Lemma 3.10. The function V :S(R)×N→ C(R;S(R)), deﬁned by
V (, 0)= S¯(0,)
V (, j + 1)= S¯(V (, j),)
is (S, N, [	 → S])-computable.
Proof. The function V is deﬁned by primitive recursion from computable functions. By
Theorem 3.1.7 from [21] V is computable. 
Proof of Theorem 3.1. By the following consideration it sufﬁces to show that the so-
lution operator of (6), KR : (, t) → u(t), is (Hs ,	, Hs )-computable for t0: The
reﬂection R :S(R) → S(R), R()(x) := (−x), is (Hs , Hs )-computable. Deﬁne
u′(t)(x) := u(−t)(−x). Then u′t + u′u′x + u′xxx = 0 and for t0, u(−t) = R ◦ u′(t) =
R ◦KR(u′(0), t) = R ◦KR(R(), t), i.e., u(t) = R ◦KR(R(),−t) for t0. Therefore,
as the join at 0 of two computable functions,KR is computable for t ∈ R (see, e.g., Lemma
4.3.5 in [21]).
For a given initial value  ∈ Hs(R) and a rational number T¯ > 0 we will show how
to compute the solution u(t) of the initial value problem (6) in the time interval 0 t T¯ .
For this purpose, we ﬁrst ﬁnd some appropriate rational number T such that 0 < T < T¯ ,
and show how to compute u(t) from t ′ and  := u(t ′) on the time interval [t ′, t ′ + T ],
0 t ′ T¯ , by a ﬁxed point iteration.Using thismethod,we can compute the valuesu(mT/2)
successively for m = 0, 1, . . . and ﬁnally u(t) for any 0 t T¯ .
If ut +uux +uxxx = 0, u(x, t ′) = (x), and v is deﬁned by v(x, t) := u(x, t ′ + t), then{
v + vvx + vxxx = 0 x ∈ R, t0,
v(x, 0) = (x). (11)
We assume that the initial value  ∈ Hs(R) is given by a ˜Hs -name, i.e., by a sequence
0,1, . . . of Schwartz functions such that ‖ − n‖s2−n. For any n ∈ N, we deﬁne
functions v0n, v1n, . . . ∈ C(R;S(R)) by
v0n := S¯(0,n), vj+1n := S¯(vjn,n) . (12)
We note that by Lemma 3.10, the sequence {vjn} can be computed from n. If the iterative
sequence v0n, v1n, . . . converges to some vn, then vn is the ﬁxed point of the iteration S¯ and
satisﬁes the following integral equation:
vn(t)= S¯(vn,n) (13)
=F−1 (E(t) · Fn)− 12
∫ t
0
F−1
(
E(t − ) · F
(
d
dx
(vn())2
))
d , (14)
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hence vn solves the initial value problem:
vn
t
+ vn vnx +
3vn
x3
= 0 and vn(x, 0) = n(x) . (15)
We will show that, by a contraction argument, for some sufﬁciently small computable real
number T > 0 (depending only on  and T¯ ),
v
j
n(t)→ vn(t) as j →∞ for all n, and vn(t)→ v(t) as n→∞,
sufﬁciently fast and uniformly in t ∈ [0, T ]. We recall that v is the solution of the initial
value problem (11). Then we can effectively determine a computable subsequence of the
double sequence {vjn} which will converge fast to v uniformly in t ∈ [0, T ]. Since v is the
limit of a fast convergent computable sequence, v itself is computable. The proof is then
complete. 
For the purpose of effectively determining a computable subsequence we need three
estimates listed below as Propositions 3.11–3.13. Since computations related to the three
estimates are quite long, we postpone their proofs to Section 4.
Proposition 3.11. There is a computable function a :N × R × R → R, such that a is
non-decreasing in the second and third argument and
sup
0 t T¯
‖u(x, t)‖sasT¯ (‖‖s),
where as
T¯
(r) := a(s, T¯ , r), if u(x, t) is the solution of the IVP{
ut + uux + uxxx = 0,
u(x, 0) =  ∈ Hs(R). (16)
Proposition 3.12. For  ∈ Hs(R) let
y0 := S¯(0,), yj+1 := S¯(yj ,) .
Then
‖yj+1(t)− yj (t)‖s
(
1
2
)j+3
(3+ T )1/2‖‖s (17)
for all 0 tT , if 8 sT T 1/2(3+ T )‖‖s1, where sT =
√
s · 2s · T 1/2 + 1.
Proposition 3.13.
‖v(t)− vn(t)‖s2(3+ T )1/2‖− n‖s
for all 0 tT , if 8 sT T 1/2(3+ T )(‖‖s + 1)1, where sT =
√
s · 2s · T 1/2 + 1.
The following lemma shows how to compute the solution of the IVP (6) on a small time
interval [t ′, t ′ + T ].
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Lemma 3.14. There is a computable function (w.r.t. Hs and 	)
P : (, T¯ , T ,, t) → u(t ′ + t)
where u solves the IVP 6 with initial value  ∈ Hs(R), T > 0 satisfying
8 sT T
1/2(3+ T )(as
T¯
(‖‖s)+ 1)1, (18)
 = u(t ′) with 0 t ′ T¯ , and 0 tT .
Proof. (1) Let (0,1, . . .) be a sequence in S(R) such that ‖− n‖s2−n.
(2) Let v0n := S¯(0,n), vj+1n := S¯(vjn,n) (see (12)). So {vjn}∞j=0 is a sequence of
iteration under S¯ with the seed n.
(3) For all k ∈ N, let nk be a positive integer such that 2(3+ T )2−nk2−k−1.
(4) For all k ∈ N, let jk be a positive integer such that 2−jk−2(3+ T )1/2(asT¯ (‖‖s)+ 1)
2−k−1 (see (17)).
Let, T¯ , T ,, t ′ and t satisfy the conditions given inLemma3.14.Then‖n‖s‖‖s+1
and ‖‖s = ‖u(t ′)‖sasT¯ (‖‖s) by Proposition 3.11. We note that both nk and jk are
computable from the inputs k, T , and . Subsequently {vjknk }k∈N is a computable sequence.
Since, by assumption of Lemma 3.14,
8 sT T
1/2(3+ T )‖n‖s8 sT T 1/2(3+ T )(asT¯ (‖‖s)+ 1)1 ,
and
8 sT T
1/2(3+ T )(‖‖s + 1)8 sT T 1/2(3+ T )(asT¯ (‖‖s)+ 1)1 ,
applying Proposition 3.12, we obtain the following estimate:
‖vjn(t)− vn(t)‖s 
(
1
2
)j+2
(3+ T )1/2‖n‖s

(
1
2
)j+2
(3+ T )1/2(as
T¯
(‖‖s)+ 1),
in particular, ‖vjkn (t)− vn(t)‖s2−k−1 for all n, which further implies
‖vjknk (t)− vnk (t)‖s2−k−1 , (19)
while applying Proposition 3.13, we obtain the inequality ‖v(t)−vn(t)‖s2(3+T )1/22−n,
therefore
‖v(t)− vnk (t)‖s2−k−1 . (20)
The combination of (19) and (20) gives us the following estimate
‖vjknk (t)− v(t)‖s2−k ,
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therefore, limk vjknk (t) = v(t) = u(t ′ + t). In other words, the computable sequence {vjknk (t)}
fast converges to v(t). It remains to show that a ˜Hs -name of v(t) can be computed from
, T¯ , T , and t. This is true due to the following facts 1–5:
1. By deﬁnition of ˜Hs , for any ˜Hs -name 〈p0, p1, p2, · · ·〉 of , pi is a S-name of the
Schwartz function i = S(pi) and ‖i − ‖s2−i . Thus from a Hs -name of ,
S-names of Schwartz functions 0,1 . . . can be computed.
2. By Corollary 3.9, for every j and n, a [	 → S]-name of vjn = S¯(n, vj−1n ) can be
computed.
3. Appropriate numbers nk and jk can be computed from names of T , T¯ and  by
Proposition 3.11.
4. For each k, a S-name of vjknk (t) can be computed by Lemma 2.1.
5. Since ‖vjknk (t)− v(t)‖s2−k , if S(qk) = vjknk (t), then ˜Hs 〈q0, q1, . . .〉 = v(t). In other
words, 〈q0, q1, . . .〉 is a ˜Hs -name of v(t).
The proof for Lemma 3.14 is now complete. 
We now ﬁnish the proof of Theorem 3.1. Deﬁne a functionH from P (from Lemma 3.14)
inductively by
H(, T¯ , T , 0) = , H(, T¯ , T ,m+ 1) = P(, T¯ , T ,H(, T¯ , T ,m), T /2) .
If T satisﬁes (18), then by Lemma 3.14 an induction shows
H(, T¯ , T ,m) = u(mT/2)
if mT/2 T¯ . Notice that H is computable. For  ∈ Hs(R) and T¯ 0, the solution u(T¯ )
can be computed as follows:
• Find some T > 0, T ∈ Q, such that
8 sT T
1/2(3+ T )(as
T¯
(‖‖s)+ 1)1 .
• Find some m ∈ N such that mT/2 < T¯ < mT/2+ T .
• Determine u(T¯ ) = P(, T¯ , T ,H(, T¯ , T ,m), T¯ −mT/2)
(remember H(, T¯ , T ,m) = u(mT/2)).
Therefore, (, T¯ ) → u(T¯ ) is (′Hs ,	, ′Hs )-computable, and so (Hs ,	, Hs )-computable.
By Lemma 2.1, the solution operator KR :Hs(R) → C(R;Hs(R)) in Theorem 3.1 is
(Hs , [	 → Hs ])-computable.
4. Appendix
We prove Propositions 3.11 to 3.13 for the case when s is an integer and s3. In the
following let ‖ · ‖ denote ‖ · ‖L2 . Throughout this section, on the space Hs(R) we use the
norm
‖f ‖′s :=
(
‖f ‖2 + ‖f ′‖2 + · · · + ‖f (s)‖2
)1/2
which for convenience we denote by ‖ · ‖s (see the remark after Lemma 3.10).
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4.1. Preliminary lemmas
Lemma 4.1 (Young’s inequality). For p, q > 1, p−1 + q−1 = 1 and a, b0,
abap + c()bq, where c() = (p − 1)/(pq 1p−1 ) .
Lemma 4.2. For any f ∈ H 1(R),
‖f ‖L∞‖f ‖1 and ‖f ‖L∞
√
2 · ‖f ‖1/2‖f ′‖1/2.
Proof. For almost all x ∈ R,
f 2(x) =
∫ x
−∞
(f 2)′(y) dy = 2
∫ x
−∞
f (y)f ′(y) dy
 2
∫ ∞
−∞
|f (y)| |f ′(y)|dy2 ‖f ‖ ‖f ′‖,
by Hölder’s inequality, therefore,
|f (x)|√2 · ‖f ‖1/2‖f ′‖1/2 for almost all x ∈ R.
Since 2cdc2 + d2, we obtain also f 2(x)‖f ‖2 + ‖f ′‖2 for almost all x ∈ R, and
therefore, ‖f ‖L∞‖f ‖1. 
Lemma 4.3 (Gronwall’s inequality). If, for any t0,
Dtx(t)ax(t)+ b,
where a, b > 0, then
x(t)x(0)eat + b
a
(eat − 1) for any t0.
In particular,
x(t)x(0)eaT + b
a
(eaT − 1) for any 0 tT .
Lemma 4.4. If f ∈ Hn(R) and g ∈ Hn+1(R), then
Dnx (fDxg) =
n∑
j=0
(
n
j
)
D
j+1
x gD
n−j
x f .
4.2. Proof of Proposition 3.11
First we consider the special case  ∈ S(R). Let u(x, t) be a solution of the IVP{
ut + uux + uxxx = 0 x, t ∈ R,
u(x, 0) = (x),  ∈ S(R) .
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Since S(R) is dense in Hj(R) for all j ∈ N, u(t) ∈ Hj(R) and, in particular, Djxu(t) ∈
L2(R) for all j ∈ N and t ∈ R. Deﬁne
0(u) =
∫
R
u2(x, t) dx,
1(u) =
∫
R
[
u2x(x, t)−
1
3
u3(x, t)
]
dx,
2(u) =
∫
R
[
u2xx(x, t)−
5
3
u(x, t)u2x(x, t)+
5
36
u4(x, t)
]
dx.
It is easy to verify that
d
dt
j (u) = 0 for j = 0, 1, 2, and t ∈ R.
Consequently, for any t ∈ R,∫
R
u2(x, t) dx =
∫
R
2(x) dx,∫
R
[
u2x(x, t)−
1
3
u3(x, t)
]
dx =
∫
R
2x(x) dx −
1
3
∫
R
3(x) dx,∫
R
[
u2xx(x, t)−
5
3
u(x, t)u2x(x, t)+
5
36
u4(x, t)
]
dx
=
∫
R
[
2xx(x)−
5
3
(x)2x(x)+
5
36
4(x)
]
dx.
Lemma 4.5. There are two computable non-decreasing functions c1, c2 :R→ R such that
for any t ∈ R,
‖u(·, t)‖ = ‖‖,
‖ux(·, t)‖c1(‖‖)‖‖1,
‖uxx(·, t)‖c2(‖‖1)‖‖2.
Proof. In the following let t ∈ R and abbreviate ‖u‖∞ := ‖u(t)‖L∞ . From the above
equalities, we obtain
‖ux‖2 =
∫
R
u2x(x, t) dx
= 1
3
∫
R
u3(x, t) dx +
∫
R
2x(x) dx −
1
3
∫
R
3(x) dx
 1
3
‖u‖∞‖u‖2 + ‖x‖2 +
1
3
‖‖∞‖‖2
 1
3
√
2‖u‖5/2‖ux‖1/2 + ‖x‖2 +
1
3
√
2‖‖5/2‖x‖1/2
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
√
2
3
‖‖5/2‖ux‖1/2 + ‖x‖2 +
√
2
3
‖‖5/2‖x‖1/2
 1
2
‖ux‖2 + 325/3
22/3
34/3
‖‖10/3 + 3
2
‖x‖2 (Young’s inequality).
Subtracting both sides by 12‖ux‖2 we have
‖ux‖2  131/3 ‖‖
10/3 + 3‖x‖2
 3
(
‖‖4/3 + 1
)
‖‖21.
Thus
‖ux‖
√
3
(
‖‖4/3 + 1
)1/2 ‖‖1 .
Choose c1(r) =
√
3
(
r4/3 + 1)1/2.
To construct the second function c2, we observe that∫
R
uxx(x, t) dx
= 5
3
∫
R
uu2x dx −
5
36
∫
R
u4 dx +
∫
R
2xx dx
−5
3
∫
R
2x dx +
5
36
∫
R
4 dx
 5
3
‖u‖∞‖ux‖2 + 536‖u‖
2∞‖u‖2 + ‖xx‖2
+5
3
‖‖∞‖x‖2 +
5
36
‖‖2∞‖‖2
 5
√
2
3
‖u‖1/2‖ux‖5/2 + 5
√
2
36
‖u‖3‖ux‖
+‖xx‖2 +
5
√
2
3
‖‖1/2‖x‖5/2 +
5
√
2
36
‖‖3‖x‖
 5
√
2
3
‖‖1/2‖ux‖5/2 + 5
√
2
36
‖‖3‖ux‖ + ‖xx‖2
+5
√
2
3
‖‖1/2‖x‖5/2 +
5
√
2
36
‖‖3‖x‖
 5
√
2
3
‖‖1/2
[√
3(‖‖4/3 + 1)1/2‖‖1
]5/2
+5
√
2
36
‖‖3√3(‖‖4/3 + 1)1/2‖‖1
+‖xx‖2 +
5
√
2
3
‖‖1/2‖x‖5/2 +
5
√
2
36
‖‖3‖x‖
=
(
5
√
2
3
‖‖1/235/4(‖‖4/3 + 1)5/4‖‖1/21
)
·
(
‖‖2 + ‖x‖2
)
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+
(
5
√
2
36
‖‖√3(‖‖4/3 + 1)1/2‖‖1
)
‖‖2 + ‖xx‖2
+
(
5
√
2
3
‖‖1/2‖x‖1/2
)
‖x‖2 +
(
5
√
2
36
‖‖ · ‖x‖
)
‖‖2
c2(‖‖1)
(
‖‖2 + ‖x‖2 + ‖xx‖2
)
= c2(‖‖1)‖‖22,
and choose c2(r) as the maximum of the following three computable functions: the constant
function 1,
5
√
2 4
√
3r(r4/3 + 1)5/4 + 5
√
6
36
r2(r4/3 + 1)1/2 + 5
√
2
36
r2,
and
5
√
2 4
√
3r(r4/3 + 1)5/4 + 5
√
2
3
r2. 
Lemma 4.6. There is a computable function c : N × R × R → R, c(s, T , r) = csT (r),
such that for any  ∈ S(R), any integer s1 and any T > 0
‖u(s)(·, t)‖csT (‖‖s−1)‖‖s , 0 tT ,
where u is the solution of the IVP (6) and u(s) denotes sxu. Moreover, for any given s and
T, the function csT is non-decreasing.
Proof. We prove the lemma by induction on s. By Lemma 4.5, the inequality holds for
s = 1, 2 (c1T := c1, c2T := c2). For all s ∈ N, the solution u ∈ C([0, T ];Hs(R)) [10].
Assume s3 and that the inequality holds for all s′ < s. Differentiating{
ut + uux + uxxx = 0 x, t ∈ R,
u(x, 0) = (x),
s times with respect to x, we obtain{
u
(s)
t + u(s)xxx = −Dsx (uux) ,
u(s)(x, 0) = (s)(x).
Remember that u(j) exists for all j since  ∈ S(R). Since
Dsx (uux)=
s∑
j=0
(
s
j
)
u(j+1)u(s−j)
=
s−2∑
j=1
(
s
j
)
u(j+1)u(s−j) + su(s)ux + u(s+1)u+ uxu(s)
=
s−2∑
j=1
(
s
j
)
u(j+1)u(s−j) + (s + 1)u(s)ux + u(s+1)u,
358 K. Weihrauch, N. Zhong / Theoretical Computer Science 332 (2005) 337–366
we have
d
dt
∫
R
[u(s)]2 dx = −(2s + 1)
∫
R
ux(u
(s))2 dx
−2
s−2∑
j=1
(
s
j
)∫
R
u(j+1)u(s−j)u(s) dx
 (2s + 1)‖ux‖∞ · ‖u(s)‖2
+2
s−2∑
j=1
(
s
j
)
‖u(s−j)‖∞ · ‖u(j+1)‖ · ‖u(s)‖.
Thus by Lemma 4.2
d
dt
‖u(s)‖ = 1
2‖u(s)‖
d
dt
‖u(s)‖2

(
s + 1
2
)
‖ux‖∞ · ‖u(s)‖
+2
s−2∑
j=1
(
s
j
)
‖u(s−j)‖1/2 · ‖u(s−j+1)‖1/2 · ‖u(j+1)‖

√
2
(
s + 1
2
)
‖ux‖1/2 · ‖uxx‖1/2 · ‖u(s)‖
+2s‖u(s−1)‖1/2‖u(s)‖1/2‖u(2)‖
+2
s−2∑
j=2
(
s
j
)
‖u(s−j)‖1/2 · ‖u(s−j+1)‖1/2 · ‖u(j+1)‖

(
s + 1
2
)(
‖ux‖ + ‖u(2)‖
)
‖u(s)‖ + s
(
‖u(s−1)‖ + ‖u(s)‖
)
‖u(2)‖
+2
s−2∑
j=2
(
s
j
)
‖u(s−j)‖1/2 · ‖u(s−j+1)‖1/2 · ‖u(j+1)‖
 (2s + 1)(‖ux‖ + ‖u(2)‖)‖u(s)‖ + s‖u(s−1)‖ · ‖u(2)‖
+
s−2∑
j=2
(
s
j
)(
‖u(s−j)‖ + ‖u(s−j+1)‖
)
· ‖u(j+1)‖
 2(s + 1) [c1(‖‖)‖‖1 + c2(‖‖1)‖‖2] ‖u(s)‖
+scs−1T (‖‖s−2)‖‖s−1 · c2T (‖‖1)‖‖2
+
s−2∑
j=2
(
s
j
)[
c
s−j
T (‖‖s−j−1)‖‖s−j + cs−j+1T (‖‖s−j )‖‖s−j+1
]
· cj+1T (‖‖j )‖‖j+1
 a(‖‖s−1) · ‖u(s)‖ + b(‖‖s−1) · ‖‖s ,
where (remember that the cjT are non-decreasing and ‖‖j‖‖j+1 for j < s)
a(r) := 1+ 2(s + 1) [c1(r) · r + c2(r) · r]
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and
b(r) := s cs−1T (r)r · c2T (r)+
s−2∑
j=2
(
s
j
)[
c
s−j
T (r)r + cs−j+1T (r)r
]
c
j+1
T (r).
Applying the Gronwall inequality we obtain that, for any 0 tT ,
‖u(s)(·, t)‖  ea(‖‖s−1)T ‖u(s)(·, 0)‖ + b(‖‖s−1)‖‖s
a(‖‖s−1) e
aT
= ea(‖‖s−1)T ‖(s)‖ + b(‖‖s−1)‖‖seaT

(
ea(‖‖s−1)T (1+ b(‖‖s−1))
)
‖‖s .
Let
csT (r) := ea(r)T (1+ b(r)) .
Since ciT is non-decreasing for i < s, c
s
T is also non-decreasing. Since c(s, T , r) is deﬁned
recursively from computable functions including c1 and c2 (Lemma 4.5), it is computable.
Finally, for any 0 tT and integer s1,
‖u(s)(·, t)‖csT (‖‖s−1)‖‖s . (21)
This proves Lemma 4.6. 
Proof of Proposition 3.11. Let
dsT = 1+ c1T + · · · + csT ,
By Lemma 4.6, d :N × R × R → R, d(s, T , r) := asT (r), is computable and for any
0 tT ,
‖u(·, t)‖s = {‖u‖2 + ‖u(1)‖2 + · · · + ‖u(s)‖2}1/2
 {‖‖2 + (c1T (‖‖)‖‖1)2 + · · · + (csT (‖‖s−1)‖‖s)2}1/2
 {[(1+ (c1T (‖‖s−1))2 + · · · + (csT (‖‖s−1))2]‖‖s)2}1/2
 {[(1+ c1T (‖‖s−1)+ · · · + csT (‖‖s−1))]2}1/2‖‖s
= dsT (‖‖s−1)‖‖s
 dsT (‖‖s)‖‖s .
Deﬁne asT (y) := dsT (y) · y. Thus we have proved Proposition 3.11 for the case  ∈ S(R).
Next we prove that the inequality holds for any  ∈ Hs(R). Let {k}∞k=0 be a sequence
of Schwartz functions which converges to  in Hs-norm. Since k ∈ Hs(R), the solution
uk(·, t), 0 tT , corresponding to k belongs to Hs(R) and uk → u in C([0, T ];Hs),
with norm sup0 tT ‖u(·, t)‖s . Since ‖uk(·, t)‖asT (‖k‖s) for all 0 tT and all k ∈
N, we obtain by continuity that ‖u(·, t)‖asT (‖‖s). The proof is complete. 
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4.3. Further preparations
Deﬁnition 4.7. For T > 0 and continuous functions u : Y → Hs(R) with [0; T ]⊆Y
deﬁne
s1,T (u) = sup
0 tT
‖u(·, t)‖s ,
s2,T (u) =
(
sup
x∈R
∫ T
0
|Ds+1x u(x, t)|2 dt
)1/2
,
3,T (u) =
(∫
R
sup
0 tT
|u(x, t)|2 dx
)1/2
,
and
‖u‖XsT := sT (u) :=
(
(s1,T (u))
2 + (s2,T (u))2 + (3,T (u))2
)1/2
.
Then XsT = {u ∈ C([0, T ];Hs(R)) |sT (u)<∞} is a Banach space with the norm ‖u‖XsT .
Lemma 4.8. For all T > 0, u ∈ Hs(R) and v ∈ Hs+1(R),∫ T
0
‖uvx‖s dtsT T 1/2‖u‖XsT ‖v‖XsT ,
where sT =
√
s · 2s · T 1/2 + 1.
Proof. For s3 by Lemma 4.2,
Dsx(uvx) =
s∑
j=0
(
s
j
)
v(j+1)u(s−j)
=
s−2∑
j=1
(
s
j
)
v(j+1)u(s−j) + sv(s)ux + vxu(s) + v(s+1)u,
‖Dsx(uvx)‖ 
s−2∑
j=1
(
s
j
)
‖v(j+1)‖∞ · ‖u(s−j)‖
+ s‖v(s)‖ · ‖ux‖∞ + ‖vx‖∞ · ‖u(s)‖ + ‖v(s+1)u‖

(
s−2∑
j=1
(
s
j
)
+ s + 1
)
‖v‖s · ‖u‖s + ‖v(s+1)u‖.
Since ‖f (k)‖ = ‖Ff (k)‖ = ||k‖Ff ‖, 1+ ||2 + · · · + ||2ss(1+ ||s)2 and ‖uvx‖
‖u‖ · ‖vx‖, we obtain from (4)
‖uvx‖s 
√
s
(‖uvx‖ + ‖Dsx(uvx)‖)

√
s
(
s−2∑
j=1
(
s
j
)
+ s + 2
)
‖v‖s · ‖u‖s + ‖v(s+1)u‖.
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Since
(∫ T
0 f (t) dt
)2
T
∫ T
0 (f (t))
2 dt ,∫ T
0
‖uvx‖s(t) dt  √s
(
s−2∑
j=1
(
s
j
)
+ s + 2
)
T sup
0 tT
‖v(·, t)‖s · ‖u(·, t)‖s
+ T 1/2
(∫ T
0
∫
R
∣∣∣v(s+1)(x, t)u(x, t)∣∣∣2 dx dt)1/2

√
s
(
s−2∑
j=1
(
s
j
)
+ s + 2
)
T sup
0 tT
‖v(·, t)‖s · ‖u(·, t)‖s
+ T 1/2
(
sup
x
∫ T
0
(v(s+1)(x, t))2 dt
)1/2
·
(∫
R
sup
0 tT
|u(x, t)|2 dx
)1/2
.
The lemma follows straightforwardly. 
In the following let
W(t) = 1√
2
∫
R
eixei
3
t ˆ() d . (22)
Then u(x, t) := W(t) is the solution of the linear KdV equation{
ut + uxxx = 0
u(x, 0) = (x) . (23)
Notice also that the operator S in (7) and Lemma 3.2 can be written as
S¯(u,)(t) = S(u,, t) = W(t)− 1
2
∫ t
0
W(t − )
(
d
dx
(u())2
)
d. (24)
Lemma 4.9. For all T > 0 and  ∈ Hs(R),
‖W(t)‖s = ‖‖s (for all t) and ‖W(t)‖XsT (3+ T )1/2‖‖s .
Proof. Let u(x, t) = W(t). From (22) we obtain
Dmx u(x, t) =
1√
2
∫
R
eix(i)mei
3
t ˆ() d ,
and since ‖F−1(f )‖ = ‖f ‖,
‖Dmx u‖2 =
∫
R
|mˆ()|2 d = ‖F((m))‖2 = ‖(m)‖2
for all ms. We obtain ‖W(t)‖s = ‖‖s for all t ∈ R, which in turn proves that
s1,T (u) = sup
0 tT
‖u(·, t)‖s = sup
0 tT
‖W(t)‖s‖‖s . (25)
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Moreover,
Ds+1x u=
1√
2
∫
R
eix(i)s+1ei
3
t ˆ() d
= 1√
2
∫
R
eix
1/3
(i1/3)s+1eit ˆ(1/3)1
3
−2/3 d ,
and
‖Ds+1x u‖2L2t =
∫
R
||2(s+1)/3|ˆ(1/3)|2 1
9
−4/3 d
= 1
9
∫
R
|(2s−2)/3|ˆ(1/3)|2 d
= 1
3
∫
R
||2s |ˆ()|2 d
 ‖‖2s ,
for any x ∈ R. Thus we have proved that
s2,T (u) =
(
sup
x∈R
∫ T
0
|Ds+1x W(t)|2 dt
)1/2

(
sup
x∈R
∫ ∞
−∞
|Ds+1x W(t)|2 dt
)1/2
‖‖s . (26)
Finally we observe that
u2(x, t) = u2(x, 0)+
∫ t
0
t u
2(x, ) d
= 2(x)+ 2
∫ t
0
ut (x, )u(x, ) d
 2(x)+
∫ t
0
u2t (x, ) d+
∫ t
0
u2(x, ) d
for any t ∈ [0, T ]. Thus
sup
0 tT
u2(x, t)2(x)+
∫ T
0
u2t (x, ) d+
∫ T
0
u2(x, ) d
and ∫
R
sup
0 tT
u2(x, t) dx

∫
R
2(x) dx +
∫
R
∫ T
0
u2t (x, ) d dx +
∫
R
∫ T
0
u2(x, ) d dx
=
∫
R
2(x) dx +
∫ T
0
∫
R
u2t (x, ) dx d+
∫ T
0
∫
R
u2(x, ) dx d
=
∫
R
2(x) dx + T
∫
R
(D3(x))2 dx + T
∫
R
2(x) dx
(1+ T )‖‖23.
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Therefore
3,T (u) =
(∫
R
sup
0 tT
u2(x, t) dx
)1/2
(1+ T )1/2‖‖3 . (27)
The lemma follows from (25), (26) and (27). 
Lemma 4.10. For f ∈ C(R;Hs(R)) we have∥∥∥∥
∫ t
0
W(t − )f (x, ) d
∥∥∥∥
XsT
(3+ T )1/2
∫ T
0
‖f (x, )‖s d.
Proof. Abbreviate V := W(t − )f (x, ). Then
s1,T
(∫ t
0
V d
)
= sup
0 tT
∥∥∥∥
∫ t
0
V d
∥∥∥∥
s
 sup
0 tT
∫ t
0
‖V ‖s d

∫ T
0
sup
0 tT
‖V ‖s d =
∫ T
0
s1,T (V ) d,
Let ‖ · ‖T be the L2-norm on L2([0, T ]) w.r.t. t. Then s2,T (u) = supx∈R ‖Ds+1x u‖T ,
therefore,
s2,T
(∫ t
0
V d
)
= sup
x∈R
∥∥∥∥Ds+1x
∫ t
0
V d
∥∥∥∥
T
 sup
x∈R
∥∥∥∥
∫ t
0
Ds+1x V d
∥∥∥∥
T
 sup
x∈R
∥∥∥∥
∫ t
0
|Ds+1x V | d
∥∥∥∥
T
 sup
x∈R
∫ T
0
∥∥Ds+1x V ∥∥T d

∫ T
0
sup
x∈R
∥∥Ds+1x V ∥∥T d =
∫ T
0
s2,T (V ) d
and
3,T
(∫ t
0
V d
)
=
(∫
R
sup
0 tT
∣∣∣∣
∫ t
0
V d
∣∣∣∣
2
dx
)1/2


∫
R
(∫ T
0
sup
0 tT
|V | d
)2
dx


1/2
=
∥∥∥∥∥
∫ T
0
sup
0 tT
|V | d
∥∥∥∥∥
L2x(R)

∫ T
0
∥∥∥∥∥ sup0 tT |V |
∥∥∥∥∥
L2x(R)
d
=
∫ T
0
(∫
R
sup
0 tT
|V |2 dx
)1/2
d =
∫ T
0
3,T (V ) d.
Using Lemma 4.9 and the Minkowski inequality(
N∑
j=1
∣∣∣∣
∫
S
fj dVS
∣∣∣∣
2
)1/2

∫
S
(
N∑
j=1
|fj |2
)1/2
dVS.
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we obtain∥∥∥∥
∫ t
0
W(t − )f (x, ) d
∥∥∥∥
XsT
=
((
s1,T
(∫ t
0
V d
))2
+
(
s2,T
(∫ t
0
V d
))2
+
(
3,T
(∫ t
0
V d
))2)1/2

((∫ T
0
s1,T (V ) d
)2
+
(∫ T
0
s2,T (V ) d
)2
+
(∫ T
0
3,T (V ) d
)2)1/2

∫ T
0
(s1,T (V ))
2 +
∫ T
0
(s2,T (V ))
2 +
∫ T
0
((3,T (V ))2)1/2 d
=
∫ T
0
‖W(t − )f (·, )‖XsT d
=
∫ T
0
‖W(t)W(−)f (·, )‖XsT d
 (3+ T )1/2
∫ T
0
‖W(−)f (·, )‖s d
= (3+ T )1/2
∫ T
0
‖f (·, )‖s d. 
4.4. Proof of Proposition 3.12
Since y0 := S¯(0,) and yj+1 := S¯(yj ,) and by (24) and Lemmas 4.8–4.10, for j1,
‖yj‖XsT = ‖W(t)−
1
2
∫ t
0
W(t − )
([
yj−1yj−1
]
x
)
d‖XsT
 (3+ T )1/2‖‖s + (3+ T )1/2
∫ T
0
‖yj−1yj−1x ‖s d
 (3+ T )1/2‖‖s + (3+ T )1/2sT T 1/2‖yj−1‖2XsT .
In the following let T > 0 such that
4sT T
1/2(3+ T )‖‖s  12 . (28)
From ‖y0‖XsT = ‖W(t)‖XsT (3+ T )1/2‖‖s we obtain by induction
‖yj‖XsT  2(3+ T )1/2‖‖s for all j ∈ N . (29)
Then
‖y1 − y0‖XsT =
∥∥∥∥12
∫ t
0
W(t − )[y0y0]x d
∥∥∥∥
XsT
 (3+ T )1/2
∫ T
0
‖y0y0x‖s d
 (3+ T )1/2sT T 1/2‖y0‖2XsT
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 (3+ T )1/2sT T 1/2(3+ T )‖‖2s
 1
8
(3+ T )1/2‖‖s
and for j2,
‖yj − yj−1‖XsT =
1
2
∥∥∥∥
∫ t
0
W(t − )
([
yj−1yj−1
]
x
−
[
yj−2yj−2
]
x
)
d
∥∥∥∥
XsT
 1
2
(3+ T )1/2
∫ T
0
‖[(yj−1 + yj−2)(yj−1 − yj−2)]x‖s d
 (3+ T )1/2sT T 1/2‖[yj−1 + yj−2)‖XsT · ‖[yj−1 − yj−2)‖XsT
 (3+ T )1/2sT T 1/2 · 4 · (3+ T )1/2‖‖s‖[yj−1 − yj−2)‖XsT
 1
2
‖[yj−1 − yj−2)‖XsT .
Therefore, for 0 tT ,
‖yj+1(t)− yj (t)‖s‖yj+1(t)− yj (t)‖XsT 2−j−3(3+ T )1/2‖‖s ,
if 8 sT T 1/2(3+ T )‖‖s1. This proves Lemma 3.12.
Since for tT , (yj (t))j converges w.r.t. ‖ · ‖s and ‖ · ‖XsT to some y(t) ∈ Hs(R) such
that y(t) = S¯(y,)(t), from (28) and (29) we can conclude that
‖y‖XsT  2(3+ T )1/2‖‖s if 4sT T 1/2(3+ T )‖‖s
1
2
. (30)
4.5. Proof of Proposition 3.13
Since v(t) = S¯(v,)(t) and vn(t) = S¯(vn,n)(t) (see (7),(11), (15) and (24)), we obtain
‖v − vn‖XsT = ‖W(t)(− n)−
1
2
∫ t
0
W(t − )[v2 − v2n]x d‖XsT
(3+ T )1/2‖− n‖s +
1
2
(3+ T )1/2
∫ T
0
‖[(v + vn)(v − vn)]x‖s d
(3+ T )1/2‖− n‖s + (3+ T )1/2sT T 1/2‖v + vn‖XsT ‖v − vn‖XsT .
We apply (30) to v and vn (notice that ‖n‖s‖‖s + 1). If 4sT T 1/2(3 + T ) (‖‖s +
1)1/2, then
‖v − vn‖XsT  (3+ T )1/2‖− n‖s + (3+ T )1/2sT T 1/2‖v + vn‖XsT ‖v − vn‖XsT
 (3+ T )1/2‖− n‖s + 2(3+ T )sT T 1/2(2‖‖s + 1)‖v − vn‖XsT .
Since 2(3+ T )sT T 1/2(2‖‖s + 1)4sT T 1/2(3+ T )(‖‖s + 1)1/2,
‖v − vn‖XsT 2(3+ T )1/2‖− n‖s .
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Therefore,
‖v(t)− vn(t)‖s2(3+ T )1/2‖− n‖s ,
if 4sT T
1/2(3+ T )(‖‖s + 1)1/2 and 0 tT .
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