Abstract. The relational complexity ρ(X, G) of a finite permutation group is the least k for which the group can be viewed as an automorphism group acting naturally on a homogeneous relational system whose relations are k-ary (an explicit permutation group theoretic version of this definition is also given). In the context of primitive permutation groups, the natural questions are (a) rough estimates, or (preferably) precise values for ρ in natural cases; (b) a rough determination of the primitive permutation groups with ρ either very small (bounded), or very large (much larger than the logarithm of the degree). The rough version of (a) is relevant to (b). Our main result is an explicit characterization of the binary (ρ = 2) primitive affine permutation groups. We also compute the precise relational complexity of Altn acting on k-sets, correcting [5, Example 5].
Introduction
The Notion of Relational Complexity. The relational complexity of a finite permutation group was introduced in [6] and reviewed in [5] , under a different name ("arity"), where the following conjecture regarding the classification of primitive binary permutation groups (ρ = 2) was given.
Conjecture 1.
A finite primitive binary permutation group (X, G) must be one of the following.
• The symmetric group Sym n acting naturally on n elements.
• A cyclic group of prime order acting regularly on itself.
• An affine orthogonal group V ·O(V ) with V a vector space over a finite field equipped with an anisotropic quadratic form, acting on itself by translation, with complement the full orthogonal group O(V ).
We will prove this conjecture for the case of affine groups. Combining this result with more recent work of Joshua Wiscons [19] , the conjecture reduces to the almost simple case; that is, if there are finite primitive binary permutation groups not listed above, then there must be at least one such with a nonabelian simple socle.
We will also compute the relational complexity of the alternating group acting on ksets precisely, revisiting and correcting [5, Example 5] . This is a particularly interesting example at the opposite end of the spectrum, that is, with very high relational complexity.
It is included here to provide a simple illustration of the precise meaning of the concept of relational complexity in a nontrivial context.
In structure theoretic terms, the relational complexity ρ(X, G) of the permutation group (X, G) may be defined as the least k for which (X, G) can be viewed as (X, Aut(X)) witĥ X a homogeneous structure whose relations are k-ary. In more direct permutation group theoretic terms, the relational complexity may be defined in terms of the orbits of G on n-tuples from X (n varies) as the least k such that for all a, b ∈ X n we have
where on the left, ∼ k means that any corresponding k-tuples from a and b lie in the same G-orbit, and on the right, ∼ means that a and b lie in the same G-orbit.
If a permutation group has at least one nontrivial orbit O, then its relational complexity must be at least 2, since a pair of the form (a, a) with a ∈ O is not conjugate under the action to a pair of distinct elements of O; in other words, equality is a binary relation. So with our conventions, in all nontrivial cases the minimal value of the relational complexity is 2; and then we may restrict our attention to n-tuples with distinct entries. In particular, the relational complexity is at most the degree d; or actually (if d ≥ 3), at most d − 1, since the action of a group element is uniquely determined once we know the action on d − 1 elements. This extreme is represented by the alternating group Alt d acting naturally.
An instructive and well known example to bear in mind is the Petersen graph on 10 points: the language of graphs is binary, but the relational complexity of the graph (i.e., of the automorphism group, with its action on the graph) is 3: there are triples of independent sets which are not conjugate under the isomorphism group. If one adds in an appropriate ternary relation, the structure becomes homogeneous; and if one wants to recognize the Petersen graph as encoding pairs of points from a 5 element set, then one will normally exploit such a ternary relation.
Another, possibly more typical, example is given by the group GL(V ) acting on a vector space V over a finite field. Here the relational complexity is d+1, where d is the dimension, unless the base field has order 2, in which case it drops to d. The relevant relations are simply the relations of linear dependence.
There are three problems which finite permutation group theorists should be well equipped to take on, in the primitive case.
• Natural Actions: Calculate precisely the relational complexity of natural primitive actions of almost simple groups.
• Low End: For each k, determine the structure of a typical primitive permutation group of relational complexity at most k.
• High End: For primitive groups of degree n, for k >> log n and n large, determine the primitive permutation groups of relational complexity k.
We note that rough estimates of the relational complexity of natural actions of almost simple groups should be easy to come by (and adequate for any purposes relevant to the other two questions), but precise values are likely to exhibit some interestingly erratic behavior. The precise analysis of the relational complexity of wreath products is bound to be difficult: the precise relational complexity of the full wreath product Sym n Sym k in its natural product action was computed precisely by Saracino in a series of three remarkable papers [16] , with a very subtle result.
Behind these questions lurks a more fundamental but intrinsically vague question, namely the actual meaning of relational complexity as an invariant, from the point of view of finite permutation groups. In the case of the general linear group acting naturally it is close to the dimension, but it seems more natural to view it as a measure of computational complexity-one that does not ask about the complexity of the representation of group elements, but rather the complexity of certain natural questions about the action. We will not attempt to formalize this more precisely.
Statement of Results.
Our main result is the classification of the primitive affine binary permutation groups, where by "primitive affine" we mean "primitive with abelian socle," and by "binary" we mean "having relational complexity at most 2" (hence in all cases of interest, equal to 2). This classification may be stated as follows. Theorem 1. Let (A, AG) be a primitive affine binary permutation group. Then either |G| ≤ 2 and |A| ∼ = C p is cyclic of prime order, or else A can be given the structure of a two-dimensional vector space over a finite field F q with G = O − 2 (q), where A acts by translation and G acts naturally.
As we mentioned at the outset, Conjecture 1 can be reduced to the almost simple case by combining Theorem 1 with the recent reduction theorem of [19] . There is a highly developed theory of such groups (beginning with the study of maximal subgroups of simple groups), which is likely to give a great deal of relevant information, though whether that case can be treated in full remains to be seen.
We also revisit the computation of the relational complexity of Alt n acting on k-sets, where (without loss of generality) 2k ≤ n. This corrects the account sketched in [5, Example 5] , where an exceptional case was overlooked. The relational complexity of this action is remarkably large: typically, the complexity is n − 3.
Theorem 2. For 2k ≤ n, the relational complexity ρ A (n, k) of Alt n acting on k-sets is n − 3, apart from the following cases, where the values are as shown.
Case
For 2k < n the action is primitive, but we include the imprimitive case 2k = n as the analysis is the same. The "bump" at n = 2k + 2 was missed in [5] . Our proof explains this bump in graph theoretic terms, but one could wish for a more intrinsic interpretation.
For the proof of Theorem 1 we rely on the explicit classification of the finite simple groups, as well as their covering groups and automorphism groups. We find some very strong properties of primitive affine binary groups, which have no obvious analogs for larger relational complexity-but we would imagine that there should be qualitatively similar results for any fixed relational complexity.
The socle of a primitive affine permutation group is an elementary abelian p-group for some prime p, which we will call the characteristic. We treat the cases of characteristic 2 and odd characteristic separately.
We first show that in characteristic p the group G has no element of order 4 if p = 2 p if p > 2 So in characteristic 2 the Sylow 2-subgroups are elementary abelian, and one knows a great deal about G from the beginning. As a result, the characteristic 2 analysis goes quickly. The odd characteristic analysis wanders about.
In odd characteristic, we look mainly at the structure of the generalized Fitting subgroup F * (G) = F (G)E(G), and we also consider the 2 -core OG of G, which is the largest normal subgroup of G of odd order. Our plan is to show
Then we can easily recognize our standard examples (where if |G| > 2, then G is dihedral).
The analysis is essentially inductive: one takes a counterexample (A, AG) with A minimal. One should be a little careful about the nature of the induction: in general any structure with transitive automorphism group is a quotient of a binary structure (namely, the structure given by the regular action of the group on itself). But in several cases (A, AG) has proper sections of the form (V, V N G (V )) which are again primitive and binary.
Our proof of Theorem 2 in §5 depends on the computation of the relational complexity for the symmetric group on k-sets, given in [6] . Apart from this, the analysis proceeds from first principles.
Notation. We denote primitive affine permutation groups by (A, AG), with A an abelian group and G the stabilizer of the point 0. (For more detail, see §1.)
A section of (A, AG) will mean the action on a subgroup V ≤ A induced by V · N G (V ), in other words (V, V N G (V )/C G (V )). We will write (V, V N G (V )), with the understanding that the kernel of the action should be factored out. Observe also our use of N G and C G for the setwise and pointwise stabilizers.
If (X, G) is any permutation group we may consider the corresponding action of G on X n (which one may interpret either as the full cartesian power, or as the set of n-tuples with distinct entries, according to one's taste). If a, b ∈ X n are in the same G-orbit, we say they are conjugate (or G-conjugate, if necessary) and we write
We repeat the definition of relational complexity in a more explicit form.
Definition. Let (X, G) be a permutation group and (X n , G) the corresponding action on n-tuples.
1. If a ∈ X n for some n and I ⊆ {1, . . . , n}, then a I denotes the subsequence of a obtained by restriction to the indices in I. This is an element of X I .
2. For k ≤ n, and a, b ∈ X n , we say that a and b are k-equivalent, and we write
for all k-subsets I of {1, . . . , n}.
3. The relational complexity of the action of the group G on the set X is the least k for which the following holds.
If a, b are arbitrary n-tuples of distinct elements of X, with k ≤ n ≤ |X|,
We write m 2 (G) for the maximal rank of an elementary abelian 2-subgroup and n 2 (G) for the maximal rank of a normal elementary abelian 2-subgroup. We use the notation G # for G \ (1).
We rely largely on [7, 18, 12] for necessary information (and a good deal of relevant notation) relating to finite groups. Not cited often, but generally helpful, is [4] , and the GAP programming language, which has the Atlas available as a library. Our first explorations of the subject, many years ago, used Cayley and Charlie Sims' library of primitive permutation groups of degree at most 50. Already in that context the action of Alt n on k-sets stood out at the "high end."
Two useful general references are [8] , for the general theory of permutation groups and the O'Nan-Scott-Aschbacher classification of primitive permutation groups (the latter becomes more relevant in [19] ), and [3] , for the relationship between the group theoretic and model theoretic point of view, and, in particular, Fraïssé's theory, which is closely connected with the notion of relational complexity.
I would also like to note my indebtedness to the much regretted Chat Ho (1946-2005) for stimulating discussions of finite group theory.
Binary Affine Groups: General Principles
A primitive affine permutation group is a pair (A, AG) where AG is a primitive group with elementary abelian socle A. Then the set acted on may be identified with the socle A, and AG = A G is a semidirect product with G the stabilizer of the point 0 ∈ A. Here A acts on itself by translation, and G acts on A by automorphisms, and its action is irreducible.
We generally suppose, tacitly, that the group A is finite, but we make an exception in Lemma 1.1 below. That lemma makes sense in the infinite case as well, and at that level of generality involves a significantly wider variety of examples than the finite case, with no limitation on the dimension.
Taking A to be finite, it will be an elementary abelian p-group for some p, called the characteristic.
In the affine case, we may interpret the relation a ∼ 2 b more explicitly as follows.
This fact will be used throughout.
In this section, we take up five points of general use in analyzing primitive affine binary groups. After that, the analysis will split apart into two cases, according as the characteristic is even or odd.
The points to be established are the following.
• Anisotropic orthogonal groups give rise to binary affine groups.
• Binary affine groups contain many involutions (Corollaries 1.4 and 1.5, Lemmas 1.6 and 1.7).
• Binary 1-dimensional semilinear groups are as conjectured.
• There is no p-torsion in odd characteristic p, and no element of order 4 if p = 2.
• Irreducible submodules for normal subgroups of G give rise to binary sections of (A, G) (and we have some further variations on this theme). Here we may suspend the hypothesis that everything is finite.
Proof. This is in essence Witt's Lemma, with the remark that in the anisotropic case one can work out linear dependence relations from inner products. In detail, suppose u = (u 0 , . . . , u n ) and u = (u 0 , ..., u n ) are 2−equivalent under the action of V O(V ). We may suppose that u 0 = u 0 = 0. We claim that the sequences are O(V )-conjugate.
By 2-equivalence, the function f from u to u taking u i to u i is an isometry. Let W, W be the span of u and u respectively in V . We claim that f extends to an isometryf from W to W ; then Witt's Lemma applies.
We may suppose that some initial segment (u 1 , . . . , u m ) of u is a basis of W . Then the restriction of f to u 1 , . . . , u m extends to a linear isometryf from W to W (f is 1-1 because the form is anisotropic). So it will suffice to check thatf extends f .
Suppose m < i ≤ n and u i = m j=1 a j u j . As u ∼ 2 u ,the quadratic form Q satisfies
and hence
At the finite level, this gives us examples in 1 and 2 dimensions. The 1-dimensional case gives a group A ±1 which is primitive only if A is 1-dimensional over F p (AG is a dihedral group).
The 2-dimensional case gives a family of examples V O − 2 (q) where V is 2-dimensional over a finite field F q . This can be described more explicitly as follows. Identify V with the quadratic extension F q 2 of the base field. Then O − 2 (q) can be thought of as K σ where σ = Gal(F q 2 /F q ) and K is the kernel of the norm map from F q 2 to F q . Since in this case G = K σ is dihedral, this sets up the target for our subsequent analysis.
We also have the binary affine group which consists of a cyclic group A of prime order acting on itself by translation (i.e., G = 1). We will group the various cases as follows.
• 1-dimensional (over F p ): C p cyclic and D 2p dihedral, acting naturally on C p , with p odd; acting on C p ) will be referred to as standard type.
The dividing line between dimensions 1 and 2 here, in group theoretic terms, is simply: |G| ≤ 2, or |G| > 2. Thus we will easily distinguish the two targets of our analysis.
We will give a weak converse to Lemma 1.1 in a moment, providing a useful target for the analysis leading to Theorem 1. Namely, the permutation groups of standard type are 1-dimensional semilinear groups, and we will check at the outset that any primitive binary 1-dimensional semilinear group must be standard. But first we must pay some attention to the role of involutions in binary affine groups.
1.2. Involutions in binary affine groups. Lemma 1.3. Let (A, AG) be a binary affine permutation group and let g ∈ G # , a ∈ A.
Then there is an involution t ∈ G such that Let X = A 0 ∪ {a, a g }. Take an ordering < on X for which a < a g . Define f 1 , f 2 : X → A as follows.
We claim that there is h ∈ G such that
So consider a pair x 1 , x 2 ∈ X and set
We claim that (u 1 , u 2 ) and (u 1 , u 2 ) are AG-conjugate.
If either u 1 or u 2 is fixed by g 2 , then the pairs (u 1 , u 2 ) and (u 1 , u 2 ) are conjugate by g or g −1 . So we need only consider the case in which (x 1 , x 2 ) is the pair (a, a g ), and so
But these two pairs are conjugate by a translation.
By binarity, we have the desired element h ∈ AG, and as 0 ∈ X, we have h ∈ G. For x ∈ X, x h must be x g or x g −1 , and thus h agrees with g on A 0 . Also a h = a g , and (a g ) h = a = a g . Therefore A 0 ∪ {a, a g } ⊆ C A (h 2 ) and so by induction there is some involution t ∈ G whose action agrees with the action of h on C A (h 2 ) and, in particular, with the action of g on C A (g 2 ) ∪ {a}. Corollary 1.4. Let (A, AG) be a binary affine permutation group. If two distinct elements of A are G-conjugate then they are conjugate by an involution of G. Corollary 1.5. Let (A, AG) be a binary affine permutation group. Then for any X ⊆ A, the stabilizer C G (X) is generated by involutions. In particular, G is generated by involutions.
Proof. If g ∈ G and Y = C A (g), it suffices to show that g is a product of involutions fixing Y . Proceed by induction on |A \ Y |, applying Lemma 1.3.
The following variation on the foregoing will be useful in the case of odd characteristic. Lemma 1.6. Let (A, AG) be a primitive affine binary permutation group with G nontrivial. Then some element of G inverts A.
Proof. By Corollary 1.5 the group G contains at least one involution t. Take b ∈ A \ C A (t) and let a = [t, b]. Then a ∈ A # is inverted by t. Let O be the orbit a G . We claim that some g ∈ G satisfies
By binarity, we need to check that for a 1 , a 2 ∈ O, the pairs (0, a 1 ) and (0, −a 1 ) are conjugate, and the pairs (a 1 , a 2 ) and (−a 1 , −a 2 ) are conjugate, with respect to the action of AG. In the first case, we just use the fact that a 1 is conjugate to a under G.
In the second case, as a 1 and a 2 are conjugate we have an involution s swapping a 1 and a 2 , by Corollary 1.4. Hence a 2 − a 1 is conjugate to a 1 − a 2 under G, and (a 1 , a 2 ) is conjugate to (−a 1 , −a 2 ) under AG. This gives the desired element g ∈ AG fixing 0, that is g ∈ G.
By G-irreducibility O spans A, so our claim follows.
We have the following further variation on the same theme.
Lemma 1.7. Let (A, AG) be primitive, affine, and binary. Let X ⊆ G be abelian and
Proof. Fix u ∈ O. We claim that (u g : g ∈ X) is conjugate under G to (u g −1 : g ∈ X). We add the term 0 to both sequences and apply binarity to the action of AG.
So we have to check that all the differences u g −0 and u g −u h with g, h ∈ X are conjugate to the corresponding differences u g −1 − 0 and u g −1 − u h −1 . The first case is trivial. On the other hand
so Lemma 1.6 completes the proof.
Corollary 1.8. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Then |ZG| = 2.
Proof. By Lemma 1.6 there is an element z ∈ ZG acting by inversion on A. Now suppose g ∈ ZG is arbitrary and apply Lemma 1.7 to each g-orbit. Thus g and g −1 have the same action, and g 2 = 1. As A is G-irreducible, ZG = z .
1.3. 1-Dimensional semilinear groups. Lemma 1.9. Let V be a 1-dimensional vector space over a finite field F of characteristic p, and let G be a subgroup of the product
is binary then either G is an elementary abelian 2-group of rank at most 2, or G is of the form K σ where σ ∈ Gal(F/F p ) has order 2 and K is the kernel of the norm map from F to the fixed field of σ.
Proof. By Corollary 1.5, G is generated by involutions. If G is contained in F # then this forces G ⊆ ±1 and everything is clear.
Suppose
Then the image of G in Gal(F/F p ) must be cyclic of order 2. Let σ generate this image and let K be the kernel of the norm map from F to the fixed field F 0 of σ. Thus K is the subgroup of F # inverted by σ. Thus G = X · t where X = G ∩ F # , and t = aσ is an involution, so a ∈ K. As G is generated by involutions, X ≤ K.
If X ≤ ±1 our claim holds, so suppose X ≤ ±1 . We claim
Let c ∈ K be arbitrary and take u ∈ F × with u σ = acu (Hilbert's Theorem 90). We may check the conjugacy
under V G, by checking the G-conjugacy of corresponding differences of pairs.
Therefore g has the form c σ with c σ fixing u. By the choice of u we find c = ac and thus g = ct. Since t ∈ G we have c ∈ G.
Thus X = K and G = K σ as claimed.
This lemma will provide the template for the final recognition of G (with its action).
1.4.
On p-torsion in characteristic p. If (A, AG) is a primitive affine permutation group (A, AG) and the group A is an elementary abelian p-group, we refer to p as the characteristic. The first step in the analysis of the binary case is the following.
Lemma 1.10. Let (A, AG) be primitive, affine, and binary, of characteristic p.
Proof. Ad 1. We suppose p > 2 and g ∈ G has order p. Find a ∈ A # so that
is a single orbit under the action of g. So by binarity we arrive at the following contradiction
Ad 2. We suppose p = 2 and g ∈ G has order 4. Find u ∈ A # so that
By binarity we deduce the contradiction
In odd characteristic, we will also need to exclude some subgroups containing elements of order 4, but we will return to this later.
Irreducible Sections.
Recall that a section of the affine permutation group (A, AG)
, written by abuse of notation (V, V N G (V )). We will generally work in an inductive setting where all (relevant) proper primitive binary sections are of standard type. Lemma 1.11. Let (A, AG) be affine and binary, H G, and V ≤ A an irreducible Hsubmodule. Then the corresponding section (V, V N G (V )) is binary and primitive. Proof. As V is H-irreducible, the action is primitive. We must check that it is also binary.
It suffices to check that if (v 1 , . . . , v n ) and (v 1 , . . . , v n ) are sequences from V which are AG-conjugate then they are V N G (V )-conjugate. Translating by V , we may suppose
and the sequences are G-conjugate. For g ∈ G, either V g = V or V g ∩ V = (0), and our claim follows. Notation 1.12. If E is an elementary abelian 2-subgroup of G, and the characteristic is odd, then we will denote the eigenspace decomposition of A with respect to E by
Here A λ is the subgroup of A in which E acts according to the homomorphism λ : E → {±}, that is
The index set Λ consists of those homomorphisms λ : E → {±1} such that the corresponding space A λ is nontrivial. Lemma 1.13. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Suppose that E G is an elementary abelian 2-subgroup, and let
be the corresponding eigenspace decomposition. Then each section (A λ , A λ N G (A λ )) is binary and primitive.
Proof. For λ ∈ Λ and g ∈ G, either A
Arguing as in Lemma 1.9 gives two further variations on this theme. Lemma 1.14. Let (A, AG) be primitive, affine, and binary, and let C ≤ G be cyclic, with |C| > 2. Let V ≤ A be C-irreducible, and let
That is, F is a quadratic extension of a field F 0 , and G may be identified with K Gal(F/F 0 ) where K is the kernel of the corresponding norm map, all acting naturally on F.
Proof. Let O ⊆ V # be a C-orbit. By Lemma 1.7 there is some σ ∈ N G (O) fixing a point of O and inverting the action of C on O.
Now σ normalizes the image of C in End(V ) and hence acts on the field F as an involution (since |C| > 2). Let F 0 be the fixed field. Note that C is contained in the kernel of the norm.
Let c be inverted by σ and let v ∈ V # be taken so that
and thus τ acts as cσ on O 1 and hence also on V . Thus τ σ acts as c on V .
We insert an observation on scalars.
Lemma 1.15. If (A, AG) is affine and binary, g ∈ G, u ∈ A, and u g ∈ u , then u g = ±u.
Proof. By Corollary 1.4 there is an involution t ∈ G such that u g = u t .
Lemma 1.16. If (A, AG) is primitive, affine, and binary, in odd characteristic, and V ≤ A is 2-dimensional over the prime field
So fix u, v G-conjugate. We may suppose u = v. Then by Corollary 1.4 there is an involution t ∈ G with u t = v. If u, v = V then V t = V and we are done. Otherwise, Lemmas 1.15 and 1.6 suffice.
From Claim (1), Conclusion (1) follows easily. Now let H be N G (V )/C G (V ), viewed as a subgroup of GL(V ) and let H 0 = H ∩ SL(V ). By Corollary 1.5 H is generated by involutions, so H = H 0 t for some involution t. By Lemma 1.10 H 0 contains no element of order p. We claim that H 0 is abelian. If H 0 is nonabelian then H 0 / ±I is dihedral and H 0 contains an element of order 4. By Lemma 1.15 the element of order 4 has no eigenvalue in F p so p ≡ −1 mod 4. Then H 0 is a subgroup of a group of order 4(p − 1) conjugate to N G (T ), the normalizer of the diagonal subgroup T . But H 0 ∩ T ≤ ±I , again by Lemma 1.15.
Thus H 0 is abelian. If V is H 0 -irreducible we arrive immediately at the hypotheses of Lemma 1.9. If V is H 0 -reducible then H 0 is an elementary abelian 2-group by Lemma 1.15, hence H 0 ≤ ±I and H is elementary abelian.
We also have a useful criterion for an involution to belong to N G (V ), which we will apply repeatedly, to the point that it may be considered our main technical device. Lemma 1.17 (Main Lemma). Let (A, AG) be affine and binary. Let H G and let V ≤ A be an irreducible H-submodule.
Suppose that t ∈ G is an involution, and that there are elements h ∈ H, v ∈ V satisfying
Furthermore our hypothesis states that (u 2 , u 4 ) ∼ (u 2 , u 4 ). So by binarity we have some g ∈ G taking one 4-tuple to the other, that is g fixes u 2 , u 3 while taking u 4 to u 4 . Notice that u 2 ∈ V # and hence V g = V . Furthermore
We insert a word about the motivation for this lemma. This goes back to a point arising in the classification of the finite homogeneous graphs [10, 17] . Example 1.18. Let Γ n be the graph with vertex set n 2 and edge relation E((a 1 , a 2 ), (
Then the relational complexity of Γ is 4 for n ≥ 4, and is 2 for n = 2, 3.
The relation to our lemma arises from the circumstance that the automorphism groups of these graphs act primitively and are affine for n ≤ 4. Thinking about what happens when n = 4 gives the previous lemma.
In graph theoretic terms, there are two classes of "parallelism" classes of edges in Γ n . To see that the relational complexity is at least 4 when n ≥ 4 one exploits this by comparing 4-tuples with two disjoint edges, parallel in one case and not in the other. Lemma 1.17 is saying that the involution t which interchanges the two classes (by swapping coordinates) should not exist, if a suitable element h is also present. Lemma 1.19. Let (A, AG) be primitive, affine, and binary. Let H G and let V ≤ A be an irreducible H-submodule. Then the kernel K of the action of H on V is an elementary abelian 2-group.
Proof. If K is not elementary abelian then on some conjugate V g of V , some element of K induces an automorphism α of order greater than 2. Fix v ∈ V so that
By Corollary 1.4 there is an involution t ∈ G with v t = v g . Then V t = V g . LetK be the image of K in Aut(V ⊕ V t ). ThenK acts trivially on V and faithfully on V t . Thus K, K t acts asK t ×K on V ⊕ V t . Take h ∈ H inducing the automorphism (α t , α) of
Thus by Lemma 1.17 we have V t = V andK = 1, a contradiction. • For p odd: central products E * C with E extraspecial of exponent p and C cyclic.
• For p = 2: central products E * Q with E extraspecial and Q cyclic, dihedral, generalized quaternion, or semidihedral. Lemma 1.23. Let (A, AG) be primitive, affine, and binary. Then the 2 -core OG is cyclic.
Proof. First we will show
If not, then for some odd prime p we have F p G a central product of the form E * C with E extraspecial of exponent p and nontrivial, and with C cyclic.
Let X ≤ F p G be maximal abelian. By hypothesis
By maximality the cyclic factor C is contained in X. As A is generated by the conjugates of V , C acts faithfully on V . Let Y be the kernel of the action of X on V . Then
Therefore V g = V and the action of X on V ⊕ V g contains an elementary abelian p-group of rank 2. Fix v ∈ V # . LetŶ = C FpG (v). Then Y ⊆Ŷ . ButŶ ∩ C = 1 soŶ is abelian. As X ⊆Ŷ C we find X =Ŷ C andŶ = Y .
By Corollary 1.4 there is an involution t ∈ G with
Now let H = O(F G). As H is cyclic, G/C(H) is abelian. By Corollary 1.5, G/C(H) is an elementary abelian 2-group. Therefore OG ≤ C(H). As OG is solvable, C OG (H) ≤ H and hence OG = H is cyclic.
The rest of the analysis splits into two cases, according as the characteristic p is even or odd.
Primitive Affine Binary Groups in Characteristic 2
Lemma 2.1. Let (A, AG) be primitive, affine, and binary, in characteristic 2. If the Fitting subgroup F G is nontrivial, then (A, AG) is of standard type.
Proof. As the characteristic is 2 and the action of G on A is irreducible, F 2 G = 1. So by Lemma 1.23, F G is cyclic. Fix an odd prime p for which F p G is nontrivial.
By Lemma 1.10 a Sylow 2-subgroup of G is elementary abelian. We show that the Sylow 2-subgroups are cyclic of order 2.
Suppose that G contains a 4-subgroup E. Then some involution t ∈ E centralizes F p G. Let V be an irreducible F p G-submodule of A. Take h ∈ F p G # and v ∈ V with v h = v. As h and t commute Lemma 1.17 applies and shows that V t = V . As t centralizes F p G and the characteristic is 2, we find that t acts trivially on V . As A is generated by conjugates of V we find t = 1, a contradiction.
So the Sylow 2-subgroups of G have order 2. Fix an involution σ ∈ G. Then G = OG· σ . Now we easily recognize the context of Lemma 1.9, and we may conclude.
It remains to eliminate the case F G = 1. We apply Bender's theorem on the structure of groups with elementary abelian subgroups, together with the subsequent clarification of the structure of groups of type JR (Janko-Ree). . Let G be a finite group with abelian Sylow 2-subgroups. Then G has a normal subgroup H of odd index such that H/OH is a product of an abelian 2-group with simple groups of type L 2 or JR, the latter being either of type J 1 or 2 G 2 (q) with q = 3 2n+1 (n ≥ 1). Lemma 2.3. Let (A, AG) be primitive, affine, and binary, in characteristic 2, with F G = 1. Then G is simple of type L 2 (q), J 1 , or 2 G 2 (q) where q = 3 2n+1 .
Proof. By Lemma 1.10 the Sylow 2-subgroups of G are elementary abelian. As G is generated by involutions, and F G = 1, Bender's theorem says that G is a product of simple groups of the stated forms.
Fix L G simple. Let V ≤ A be an irreducible L-submodule. Then Lemma 1.17 shows that any other simple factor L 1 G belongs to N G (V ), a contradiction as V is irreducible. Thus G = L.
We consider the remaining possibilities individually.
Lemma 2.4. There is no primitive affine binary permutation group (A, AG) in characteristic 2 for which G = SL 2 (q) with q a power of 2 and q > 2.
Proof. Supposing the contrary, let B = N G (U ) = U T with U a Sylow 2-subgroup and T ∼ = F # q the corresponding torus (conjugate to the subgroup of diagonal matrices).
0 be a T -orbit. By Lemma 1.7 there is an involution t ∈ N G (O) fixing a point u ∈ O and inverting the action of T on O.
As t, U fixes the point u we have t ∈ U . So for g ∈ T , the elements g and g −1 have the same action on O, and g 2 acts trivially on O. Hence T acts trivially on O, and O consists of just one point u, with stabilizer U T .
Therefore the action of G on the orbit of u may be identified with the natural action of G on the projective line P 1 (F q ). This action is both binary and 2-transitive. It must therefore give the action of the full symmetric group on the points of the projective line. As q > 2, this is a contradiction.
Lemma 2.5. Let (A, AG) be primitive, affine, and binary, in characteristic 2. Then G is not of the form PSL 2 (q) with q > 3.
Proof. By Lemma 2.4 q = p n must be odd. Let U be a Sylow p-subgroup of G and V ≤ A an irreducible U -submodule.
If n > 1 then U 0 = C U (V ) is nontrivial. In this case let H = C G (V ). Then H ≤ N G (U 0 ) ≤ N G (U ) = U T with T a torus. By Corollary 1.5 we may suppose that H contains the involution t of T . But t inverts U and does not commute with the action of U on V . So we cannot have t ∈ H, a contradiction.
Thus q = p is an odd prime. By Lemma 1.14 the induced action of N G (V ) on V has the standard form K Gal(F/F 0 ). So U = K has order p = 2 d + 1 where
Lemma 2.6. There is no primitive affine binary group (A, AG) with G ∼ = J 1 or 2 G 2 (3 2n+1 ).
Proof. Suppose first that G ∼ = J 1 . Let S ≤ G be cyclic of order 19. Then N G (S) = F 19 · T with T ≤ F # 19 acting naturally on S, and any proper subgroup of G containing S is contained in N G (S).
Let V be a nontrivial irreducible S-submodule of A. By Lemma 1.14 there is a subgroup K of G containing S and acting on V like the kernel of the norm for some quadratic extension [F :
Then K < G and K contains S, so K ≤ N G (S). Furthermore the action of K commutes with the action of S, which acts faithfully on V , so K ≤ C(S) = S. It follows that |K| = 19 should be of the form 2 d + 1 with |F 0 | = 2 d , and we have a contradiction. Now consider the possibility
We refer to [18, Chapter 13] for the structure of the group. Let S be a Sylow 3-subgroup of G and U = ZS. Then N G (U ) = ST with U T ∼ = F q F # q . Let V ≤ A be an irreducible S-submodule with U acting nontrivially. If q = 3 then G is not generated by involutions, so we suppose q > 3. Then we set U 0 = C U (V ) > 1, and
is generated by involutions in view of Corollary 1.5. Thus C G (V ) contains an involution t ∈ ST , which operates on U by inversion. But then the action of t on V cannot commute with the action of U , a contradiction. 
Primitive Affine Binary groups in Odd characteristic: the Base Case
We will show that in odd characteristic as well, the only primitive affine binary permutation groups (A, AG) are the standard ones.
Our analysis proceeds by showing (in the next section) that EG = 1 and that F 2 (G) is cyclic or dihedral, after which we may apply Lemma 3.4 below. First we show that G contains no quaternion subgroup, which conveniently eliminates some cases with n 2 (F 2 G) = 1, and reduces the number of cases to be considered in showing EG = 1. The proof of Lemma 3.4 is given in §3.2.
The elimination of quaternion subgroups and Lemma 3.3 (relating to the structure of C(OG)) will both continue to play a role in the following section. Proof. Suppose first that V ≤ A and the group H induced on V by N G (V ) contains a subgroup Q ∼ = Q 8 . The Q-module V is completely reducible, so we may suppose that it is irreducible (and the action of Q remains faithful).
Let the characteristic be p. There is a unique faithful irreducibleF p module for Q given over F p by
where a 2 + b 2 = −1. Thus V is 2-dimensional, over F p , contradicting Lemma 1.16. Now suppose instead that the group H induced on V contains a central extensionQ of Q with kernel K. Then we may take K to be a 2-group. Again, we may take V to bê Q-irreducible, allowingQ to be replaced by a quotient which still covers Q. Now ZQ is cyclic.
Let i, j ∈Q represent generators of Q modulo K, and let z = [i, j]. As i 2 , j 2 ∈ zK, it follows that z commutes with i and j, and hence withQ. So j 2 ∈ ZQ and thus z = [i, j] is a central involution ofQ. As ZQ is cyclic and z / ∈ K, it follows that K = 1, and thus we have reduced to the previous case.
Corollary 3.2. Let (A, AG) be primitive, affine, and binary, in odd characteristic, and H ≤ G a 2-subgroup with m 2 (H) = 1. Then H is cyclic.
Proof. The group H is either cyclic or generalized quaternion and as quaternion subgroups are excluded, generalized quaternion subgroups are excluded.
Recognition in odd characteristic.
We begin with a generally useful lemma. Let V be OG-irreducible. Then A is generated by conjugates of V , so the action of OG on V is faithful. If the involution t commutes with a nontrivial element of OG then this applies also to the action of t on V , and then our hypothesis on sections implies that t acts as ±1 on V . Evidently the set of such involutions forms an elementary abelian subgroup of C(OG). This proves the first point.
For the second, note that G/C(OG) is generated by involutions (Corollary 1.5), so it suffices to consider the action of an involution t ∈ G \ C(OG) on OG. By point (1), the action is by inversion. Lemma 3.4. Let (A, AG) be primitive, affine, and binary, in odd characteristic, with EG = 1, G = 1, and F 2 G either cyclic or dihedral. Then (A, AG) is of the form (A, AO(A)) for some anisotropic form on A.
Proof. We may suppose inductively that any section of (A, AG) of the form (V, V N G (V )) with the same properties has the form (V, V O − 2 (V )). Suppose first that
Then by Lemma 1.23, F G = F 2 G · OG is cyclic. So G/F G = G/C(F G) is abelian. In particular G is solvable and any proper affine binary section will satisfy the same hypotheses as (A, G).
By Corollary 1.5, G is generated by involutions, so G/F G = G/C(F G) is an elementary abelian 2-group. In particular C(OG)/OG is a 2-group, so C(OG) splits and C(OG) = F G.
We may suppose C(OG) < G, and in particular OG > 1
Otherwise G = F G is cyclic. As G is generated by involutions we then have |G| = 2 and our claim follows easily. If A is F G-irreducible we set F = C End A (F G) and we arrive at the situation of Lemma 1.9. So suppose A is F G-reducible
By Lemma 3.3, [G : C(OG)] = 2 and G = C(OG) t = F G t where t is an involution inverting OG.
Let V be an F G-irreducible submodule of A. As V < A, applying our hypothesis to (V, V N G (V )), as OG acts nontrivially on V , we find that N G (V ) > F G. Then N G (V ) = G, contradicting the irreducibility of A.
Our second alternative is F 2 G is dihedral of order at least 8 (4) We claim in this case
Otherwise, as F 2 (G) commutes with OG, A is OG-reducible. and then Lemma 3.3 provides a contradiction.
Then C(F 2 G) = ZF 2 (G) and it follows that G is a 2-group, that is G = F 2 (G) is dihedral of order at least 8. Let C be the cyclic normal subgroup of G of index 2. It follows as above that A is C-irreducible and that we arrive at the configuration of Lemma 1.9.
Primitive Affine Binary Groups in Odd Characteristic: EG and F G
Before entering into the analysis proper, we show in §4.1 that our group G does not contain the alternating group Alt 4 , and in §4.2 we study the decomposition of A with respect to the action of an elementary abelian subgroup. Proof. We suppose on the contrary thatH = N G (V )/C G (V ) containsX ∼ = Alt 4 . We may take V to be X-irreducible. WriteX =Ē σ whereĒ is the normal 4-subgroup andσ is identified with the 3-cycle (123) in Alt 4 .
Consider the corresponding eigenspace decomposition
with respect to the action ofĒ, where the indices λ are homomorphisms fromĒ to {±1} (Notation 1.12). Fix λ ∈ Λ and u 1 ∈ V # λ , and set u 2 = u σ 1 , u 3 = u σ 2 . By irreducibility of V we find dim V = |Λ| = 3 and V = u 1 , u 2 , u 3 .
By Lemma 1.7 there is an involution t in G fixing u 3 and switching u 1 , u 2 . Thus t ∈ N G (V ) andX t ∼ = Sym 4 with t acting as (12) in Sym 4 . Let V i = u i and V ij = V i ⊕ V j . Letē = (12)(34) inĒ. Asē commutes with (12), it acts trivially on V 3 and as −1 on V 1 , V 2 . Letq = (1234)z =tēσz where z ∈ ZG acts by inversion. Then q acts on V as follows.
contains an elementq of order 4 fixing u 2 .
If p ≡ 1 mod 4 thenq has an eigenvalue other than ±1, contradicting Lemma 1.15. Thus p ≡ −1 mod 4 Thus the action of q on V 13 is irreducible. Let F = C End(V 13 ) (q). Then F is a field of order p 2 .
Identify F with V 13 via f ↔ u f 1 . The elementτ = (12)(34)z invertsq and acts on V 1 as +1, on V 3 as −1. Asτ fixes u 1 , the actions of τ on F and V 13 are compatible. Thus τ is a field automorphism with fixed field V 1 .
The norm from V 13 to V 1 is given by
. We claim that the stabilizer of u 2 in N G (V 13 ) induces the same action. Let c ∈ F # have order p + 1 and choose u ∈ V 13 so that u τ = cu. We claim that
under the action of G. Now
so by binarity (u, u 2 , u q ) ∼ (u, u 2 , u q −1 ) under G. A conjugating element of G will fix u 2 , normalize V 13 , and act as cτ on V 13 . thus the stabilizer of u 2 in N G (V 13 ) induces bothτ and cτ , and hence the full group O − 2 (V 13 ). Now we claim that the index of [
This will then imply that p divides |G|, which contradicts Lemma 1.10.
We will work with the subgroup K of O(V ) generated by the groups O(V 12 ), O(V 13 ), and O(V 23 ), and we make the same claim for K. We already have the stabilizer of u 1 in O(V ) inside K, so it suffices to consider the orbit of u 1 under K. In particular, if 1 − c 2 is a square, we take a 2 = 1 − c 2 , b = 0, c = c and conclude that u is conjugate to u 1 .
So if we can also find u conjugate to u 1 with c a nonsquare, then all u with Q(u) = 1 are conjugate under K.
In the contrary case, the orbit of u 1 under K consists precisely of the vectors with Q(u) = 1 for which 1 − c 2 is a square (and in this case, a similar condition applies to the other coordinates). We may then calculate that the length of the orbit of u 1 under K is exactly half the length of the full orbit under O(V ).
Thus the index [OG : K] ≤ 2. This yields our claim, and the contradiction p||G|.
Eigenspace Decompositions.
Lemma 4.2. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Let E ≤ G be a maximal elementary abelian 2-subgroup of G, and let
be the corresponding eigenspace decomposition. Then Λ is a basis for E * = Hom(E, {±1}).
Proof. The elements of Λ span E * , as otherwise there would be some nontrivial e ∈ E acting trivially on each factor. So we must check their linear independence.
Recall that ZG contains an element z acting as −1 on A (Lemma 1.6). Then z ∈ E. Let f : Λ → {±1} be arbitrary and letf : A → A be the automorphism which acts on A λ as f (λ). We claim that there is g ∈ G with u g =f (u) for u ∈ A For this, it will suffice to have the same condition restricted to u ∈ Λ A λ . By binarity, this reduces to checking the conjugacy of (u, v) with (f (λ)u, f (λ )v) for u ∈ A λ and v ∈ A λ .
If f (λ) = f (λ ) = ±1 this is evident, so we suppose f (λ) = f (λ ). In particular λ = λ . We take e ∈ E with λ(e) = λ (e). Replacing e by ez if necessary, we may suppose that λ(e) = f (λ) and λ (e) = f (λ ), and our claim follows.
Thus we have g ∈ G acting via u g =f (u). In particular g acts as ±1 on each factor A λ and hence commutes with E. Thus g ∈ E and our claim becomes
for all λ. Thus the elements of Λ are linearly independent.
The following slightly sharper statement was essentially proved along the way, but it can also be recovered from the statement of Lemma 4.2. there is an element g ∈ C G (E) such that
Proof. Extend E to a maximal elementary abelian subgroup of G and apply Lemma 4.2.
The following reformulation of Lemma 4.2 introduces some additional notation which is convenient in practice.
Corollary 4.4. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Let E ≤ G be a maximal elementary abelian 2-subgroup of G, and let
be the corresponding eigenspace decomposition. Then for each λ in Λ there is a unique element e λ in E such that e λ acts as −1 on A λ and as +1 on all other factors. The elements e λ form a basis for E. Proof. Suppose that λ 1 and λ 2 are distinct elements of Λ which are conjugate under the action of N G (E). Choose representatives u i ∈ A # λ i which are conjugate under N G (E). We claim that there is an element g ∈ G which interchanges u 1 and u 2 , while fixing all elements of A λ for λ = λ 1 , λ 2 .
Consider the set X = {u 1 ± u 2 } ∪ λ =λ 1 ,λ 2 A λ and the function f : X → X with
We show that the function f is induced by some element g ∈ G. By binarity this reduces to the following two claims.
where ∼ denotes conjugacy under the action of G.
The first holds since u 1 , u 2 are conjugate. For the second, apply Corollary 4.3. Now let g ∈ G induce the function f on X. Then g fixes A λ for all λ = λ 1 , λ 2 . Since g fixes u 1 + u 2 and inverts u 1 − u 2 , g interchanges u 1 , u 2 .
So at this point we have, in all cases, an element g ∈ G interchanging u 1 and u 2 and fixing the remaining spaces A λ . Now suppose we have an orbit for N G (E) of length at least 3 and choose λ 1 , λ 2 , λ 3 distinct in this orbit. We may also choose representatives u i ∈ A # λ i which are N G (E)-conjugate. So all transpositions on the set {u 1 , u 2 , u 3 } are induced by G, and thus there is also a 3-cycle σ of type (1, 2, 3) on these elements. Then e λ 1 e λ 2 , e λ 1 e λ 3 · σ gives an action of Alt 4 on u 1 , u 2 , u 3 . This contradicts Lemma 4.1.
EG = 1.
Lemma 4.6. Let (A, AG) be primitive, affine, and binary, in odd characteristic, and L EG quasisimple. Then L is one of the following.
• A 1 (q) = PSL 2 (q) with q = 2 2n+1 an odd power of 2.
• 2 B 2 (2 2n+1 ) = Sz(q) with q > 2 an odd power of 2, or a covering group of Sz(8).
Proof. The simple quotientL = L/ZL contains no quaternion subgroup by Lemma 3.1, so must be one of the following.
• Janko's first sporadic group J 1 • A 1 (q) or A 2 (2 n ) with n odd.
•
To see this, first check the sporadic groups using the Atlas, starting with the minimal sporadic groups M c, M 11 , M 22 , Ru, J 1 , J 3 . Only J 1 survives; the remaining sporadic groups contain one of the excluded groups (in the case of O'Nan's group, M 11 ).
Among the alternating groups one should retain Alt 5 through Alt 7 , but Alt 5 , Alt 6 are listed in the guise of A 1 (q) for q = 5 or 9.
So one comes down to Chevalley groups, possibly twisted. By [12, Lemma 3.2.8] we have an embedding of SL 2 (q) apart from the cases of A 1 (q), 2 B 2 (q), and 2 G 2 (q), so for q odd this takes us down to the list shown. For q a power of 2 one may consult the Atlas again for the minimal cases, over fields of order 2 or 4.
With the list of possibilities forL in hand, we must check their quasisimple central extensions using Lemma 4.1; there must be no subgroup isomorphic to Alt 4 .
For the simple quotients, we note that J 1 contains Alt 5 , A 1 (q) contains Alt 4 for q odd, A 1 (4) ∼ = Alt 5 , A 2 (2) contains Sym 4 , and B 2 (2) ∼ = Alt 6 . Finally, 2 G 2 (3) has A 2 (8) as its commutator subgroup.
We must also consider proper central extensions of these groups. The possibilities are laid out systematically in [18] . The cases with nontrivial Schur multiplier are as follows.
1. Typically the universal cover of A 1 (q) is SL 2 (q). For q odd this contains the quaternion group Q 8 .
There are exceptional covers in two cases:
• A 1 (4) ∼ = A 1 (5) and the universal cover of A 1 (4) is SL 2 (5), which gives nothing new; and • A 1 (9) ∼ = Alt 6 has a Schur multiplier which is cyclic of order 6. In the triple cover, the extension of Alt 5 splits. In the double cover, Q 8 embeds.
2. A 2 (2 n ) with n odd has trivial Schur multiplier unless n = 1, in which case we have only the usual cover of the isomorphic group A 1 (7).
3. B 2 (2 n ) has trivial Schur multiplier, apart from the case B 2 (2) ∼ = Alt 6 already discussed.
4. The Schur multiplier of Sz (8) is a 4-group. If L is of type 2 B 2 (2 2n+1 ), argue similarly with E L the center of a Sylow 2-subgroup, which may be identified with the additive group of the field, with the action of the multiplicative group in the normalizer. This picture lifts to central extensions when n = 1.
Lemma 4.8. Let (A, AG) be primitive, affine, and binary, in odd characteristic, and H G an abelian 2-subgroup. Then H is cyclic or elementary abelian.
Proof. Let E = Ω 1 H, and suppose |E| > 2. Let
be the corresponding eigenspace decomposition. Fix λ ∈ Λ not identically 1, and V ≤ A λ H-irreducible. The kernel E V of the action of H on V is contained in E by Lemma 1.19, and
Suppose H is not elementary abelian and fix h ∈ C of order 4. Take t ∈ G an involution such that λ t = λ. Then h t ∈ h ±1 E V , so
As v h ∈ A λ and v ht ∈ A λ t , there is e ∈ E · ZG acting as −1 on A λ t and as +1 on A λ . Thus (v t − v) h is conjugate under G to v ht − v h . This contradicts Lemma 1.17.
Lemma 4.9. Let (A, AG) be primitive, affine, and binary, in odd characteristic, with OG > 1. Suppose that H G is a 2-subgroup such that A is H · OG-reducible, and that every section (V, V N G (V )) with V H · OG-invariant is of type AO − 2 . Then H is abelian. Proof. Let V ≤ A be H · OG-irreducible. As A is a sum of conjugates of V , the action of OG on V is nontrivial. By our hypothesis, the image of H acting on V is commutative. Varying V , H is commutative. 
. By Lemma 3.3, E is elementary abelian and H contains Ω 1 (F 2 G). Thus E ≤ Z(H · OG). Therefore A is H · OG-reducible. So by Lemma 4.9, H is abelian. By Lemma 4.8, H is elementary abelian. Thus
Consider the eigenspace decomposition with respect to H
As A is F G-irreducible, F G acts transitively on Λ. As H · OG fixes Λ, F 2 G/H acts transitively on Λ. Suppose x ∈ F 2 G fixes Λ. Then x centralizes H and hence x ∈ H. Thus the elementary abelian group F 2 G/H acts transitively and faithfully, hence regularly, on Λ. Now apply Corollary 4.3. For λ ∈ Λ there is h λ ∈ C G (H) such that h λ acts as −1 on A λ and as +1 on the remaining factors. As OG commutes with F 2 G, OG acts on each factor A λ and hence commutes with h λ . Thus h λ ∈ C(OG), and by definition h λ is an involution. Therefore by Lemma 3.3 we have h λ ∈ Ω 1 (F 2 G) = H. Thus the h λ form a basis for H.
We suppose F 2 G = H. Choose x ∈ F 2 G \ H so that when the square h = x 2 ∈ H # is expressed as a product h = Lemma 4.11. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Suppose that E G is an elementary abelian 2-group which is not cyclic. Then we have the following.
(1) E is a 4-group containing ZG.
• the kernel of the action of C G (E) on V is contained in E;
• A = V ⊕ V t , with t an involution and G = C G (E) t .
Proof. We consider the eigenspace decomposition
with respect to the action of E. Then G acts transitively on Λ. By Lemma 4.5 we have |Λ| ≤ 2. As |E| > 2 we find |E| = 4, |Λ| = 2
By Corollary 1.8, ZG = z where z inverts A. As the reasoning above applies to E · ZG we find
Now consider a C G (E)-irreducible submodule V ≤ A. Then V < A and there is an element t ∈ G such that A = V ⊕ V t . By Corollary 1.4, t may be taken to be an involution. We have
Let K be the kernel of the action of C G (E) on V . By Lemma 1.19, the kernel K is an elementary abelian 2-group. Thus K ⊕ K t is a normal elementary abelian subgroup of G. Therefore |K ⊕ K t | ≤ 4. But K contains an involution of E, so K ⊕ K t = E and K ≤ E has order 2.
Lemma 4.12. Let (A, AG) be primitive, affine, and binary, in odd characteristic,with OG > 1. Suppose that every proper primitive affine binary section (V, N G (V )) with V OG-invariant is of standard type. Then F 2 G is cyclic.
Proof. By Lemmas 4.10, 4.8, and 4.11, F 2 G is either cyclic or a 4-group. So suppose F 2 G is a 4-group. The centralizer in C(OG) of F 2 G is F G, and C(OG)/F G acts on F 2 G fixing ZG, so [C(OG) : F G] ≤ 2. Thus C(OG)/OG is a 2-group and hence C(OG) splits as C(OG) = F 2 G · OG = F G. So by Lemma 3.3 we have G = F G t with t an involution.
Let V be an irreducible F G-submodule of A. As F 2 G is a 4-group, V < A. As the induced action of N G (V ) on V cannot be abelian, N G (V ) = G. This contradicts the G-irreducibility of A. Lemma 4.13. Let (A, AG) be primitive, affine, and binary, in odd characteristic. Suppose that E G is an elementary abelian 2-group which is not cyclic. Suppose further that OG = 1 and that every proper primitive affine binary section (V, V N G (V )) with V C G (E)-invariant is of standard type. Then G is a 2-group, and either
• G is a dihedral group of order 8, or
• for s ∈ E \ ZG, C G (E)/ s is a dihedral group of order 8.
Proof. Fix V ≤ A a C G (E)-irreducible submodule. Lemma 4.11 applies. Let ZG = z . We show first
There is no h ∈ C G (E) with h 2 = z.
Suppose toward a contradiction that h ∈ C G (E) and h 2 = z acts on A by inversion. Then h t ∈ C G (E) has the same square and hence acts on V as ±h.
We apply Lemma 1.17. Take v ∈ V # so that v h = ±v. Then
17 gives a contradiction. By Lemma 4.11 and our hypothesis on sections, C G (E) is a subdirect product of two isomorphic dihedral groups
For s ∈ E \ ZG, s is the kernel of the action of
is a dihedral group. Denote its order by 2 n+1 . Then C G (E)/ s =C · ū whereC is cyclic andū is an involution inverting C. Let C be the preimage ofC in C G (E).
If n > 2 then the elements of maximal order in C G (E) belong to C. Let x ∈ C G (E) have maximal order, say 2 k . If k > n then x 2 k = s and C G (E)/ sz is not a dihedral group. So k = n and x 2 n−1 = z or sz. We have already eliminated z as a possibility so
is a subdirect product of abelian groups, hence abelian. By Lemma 4.8 since C G (E) contains E it is elementary abelian, that is C G (E) = E. Then G is dihedral of order 8.
In the remaining case n = 2 and C G (E)/ s is dihedral of order 8.
Lemma 4.14. Let (A, AG) be primitive, affine, and binary, in odd characteristic, with F * G = F 2 G. Suppose that for any normal elementary abelian subgroup E of G, any proper primitive affine binary section which is C G (E)-invariant is of standard type. Then F 2 G is of symplectic type. That is, F 2 G has no noncyclic characteristic abelian subgroup.
Proof. Suppose toward a contradiction that E char F 2 G is noncyclic and elementary abelian. As E G, Lemma 4.11 applies. So
where V is C G (E)-irreducible and the kernel of the action of N G (V ) on V is a cyclic subgroup s of E, where E = s, z , ZG = z Furthermore G = F 2 G and G/ s is a dihedral group. We may suppose G is not itself a dihedral group, so C G (E)/ s is dihedral of order 8 and V may be identified with F 9 . Take h ∈ C G (E) acting as an element of order 4 on V . Then h 2 = sz by Lemma 4.11. Thus h t acts as an involution on V . As h t / ∈ E, this is a noncentral involution in the action on V , that is an element of the form cσ where σ is the involutory automorphism of F 9 and c is an element of norm 1.
Take v ∈ V so that v σ = icv where the scalar i represents the action of h: v h = iv,
and Lemma 1.17 applies to give a contradiction.
Lemma 4.15. Suppose that (A, AG) is primitive, affine, and binary, in odd characteristic, and F 2 G is of symplectic type. Then F 2 G is cyclic or dihedral.
Proof. By Fact 1.22 F 2 G must have the structure
where E is extraspecial and Q is one of the following: cyclic, dihedral, generalized quaternion, or semidihedral. The generalized quaternion and semidihedral cases are eliminated by Lemma 3.1, and by the same token E is either dihedral of order 8 or trivial. If E is dihedral then as E * Q contains no quaternion subgroup, Q = 1. Thus the possibilities are as stated: F 2 G is either dihedral or cyclic. If OG > 1 then by Lemma 4.12, F 2 G is cyclic. If OG = 1 then by Lemmas 4.14 and 4.15, F 2 G is either cyclic or dihedral.
By Lemma 3.4, the action is of standard type.
Proof of Theorem 1. Propositions 2.7 and 4.16.
The Alternating Group on k-Sets
We calculate the relational complexity of Alt n acting on k-sets.
Theorem (2). For 2k ≤ n, the relational complexity ρ = ρ A (n, k) of Alt n acting on k-sets is at least n − 3, and is exactly n − 3, apart from the following exceptional cases:
Proof. We may suppose throughout that
We first deal with the lower bound
We partition {1, . . . , n} into three sets A 1 , A 2 , A 3 with the first two of size k − 1. We fix elements a i ∈ A i for i = 1, 2, 3. We define the k-sets X i = {i} ∪ A 1 for i / ∈ A 1 ∪ {a 2 , a 3 } and Y j = {j} ∪ A 2 for j ∈ A 1 \ {a 1 }. This gives us a total of n − 3 sets X i , Y j which we arrange in a sequence ξ. Let ξ * be the image of ξ under some odd permutation σ.
The sets X i and Y j separate the points of {1, . . . , n}. Hence the only element of Sym n carrying ξ to ξ * is σ, and thus the sequences ξ and ξ * are not conjugate under the action of Alt n . On the other hand, if we delete one of the sets from ξ and delete its image under σ from ξ * , we claim that the truncated sequences ξ , ξ * are conjugate under the action of Alt n . For this it suffices to check that the sets in the truncated sequence ξ do not separate the points of {1, . . . , n}, as then we can compose σ with a transposition that fixes ξ .
If X i is omitted where i ∈ A , then i and a are not separated. If Y j is omitted then j and a 1 are not separated.
This shows that the relational complexity of the action is at least n − 3.
(Notice that our analysis above leads to particular consideration of the pairs (a , x) with x ∈ A , x = a , and that if we take these to be the edges of a graph then the graph has three components, which are stars of orders k − 1, k − 1, and n − 2(k − 1). These graphs will reappear in our proof of the upper bounds.)
Now if k = 2 we let X i = {i, n − 1} for i ≤ n − 2. Let ξ be the sequence (X i ) i≤n−2 and let ξ * be the image of ξ under an odd permutation. Again, the sets X i separate points, since N ≥ 4. Evidently if we delete X i from the sequence ξ then i and n are not separated. So the argument used above now shows that ρ ≥ n − 2 in this case. It is easy to see that ρ ≥ 3 for k = 2, n ≥ 4. So we have the desired lower bound for k = 2.
(In this argument, the pairs (i, n) for i ≤ n − 2 play a distinguished role, and if we view these as the edges of a graph, it now has a single component, a star of order n − 1.) Our last lower bound applies when n = 2k + 2. We partition {1, . . . , n} into two sets A 1 , A 2 of order k + 1 and fix a i ∈ A i for i = 1, 2. For i ∈ A \ {a } we set X i = A \ {i}, getting 2k = n − 2 k-sets, which we form into a sequence ξ, and again let ξ * be the image of ξ under an odd permutation σ. Again the sets X i separate points in {1, . . . , n}, while this is no longer true if we delete one of the sets X i .
(In this case the relevant pairs are (i, a ) with i ∈ A \ {a }, and if we view these as forming a graph we have two components, each a star of order k + 1, covering n vertices.) It remains to check the upper bounds on ρ by verifying that graphs of the above types must come into play in the analysis, except in marginal cases where ρ happens to coincide with the relational complexity of the full symmetric group on k-sets.
We first recall from [6] that the relational complexity ρ S (n, k) of the action of Sym n on k-sets is log 2 (k) + 2 for k ≥ 2.
This leads to the following observation.
If ρ ≤ ρ S (n, k) then our stated formula for ρ is correct
We may check in this case that our lower bound forces both ρ = ρ S (n, k) and that this formula is in agreement with the one given by the theorem. For k = 2, the inequality ρ ≤ ρ S (n, k) implies n − 2 ≤ ρ ≤ ρ S (n, k) = 3 and so n ≤ 5. In case n = 5 we would conclude ρ = ρ S (n, k) = 3 = n − 2 as stated. In case n = 4 we already have the lower bound ρ ≥ 3 so again ρ = 3.
For k > 2, the inequality ρ ≤ ρ S (n, k) implies 2k − 3 ≤ n − 3 ≤ ρ ≤ ρ S (n, k) = log 2 (k) + 2 So 2k ≤ log 2 (k) + 5 and thus k = 3, n = 6. We wind up with ρ = ρ S (n, k) = 3 in this case, the predicted value. With these marginal cases out of the way, we deal systematically with the upper bound on ρ, under the assumption that ρ > ρ S (n, k) We fix two sequences ξ and ξ * of length ρ, consisting of k-subsets of {1, . . . , n}, where (1) ξ is not conjugate to ξ * under Alt n , but (2) for any subsequencesξ,ξ * corresponding to the deletion of the i-th set, the sequencesξ andξ are conjugate under the action of Alt n , and hence under Sym n . Now since ρ > ρ S (n, k) it follows that there is a permutation σ ∈ Sym n carrying ξ to ξ * ; but there is no such even permutation. In particular The sets in the sequence ξ separate points in {1, . . . , n}
But if the sets in the truncated sequenceξ also separated points in {1, . . . , n}, then σ would again be the only permutation taking one truncated sequence to the other; and then our condition on conjugacy under Alt n would fail. Thus we have the following. Consider the graph Γ = Γ ξ with vertices {1, . . . , n} and with edges (a i , b i ) as above for 1 ≤ i ≤ ρ. Observe that for each i we select only one suitable edge, and thus Γ has exactly ρ edges. Now we show Γ is an acyclic graph Suppose that (u 0 , . . . , u m−1 ) form a cycle in Γ. Let X be the unique entry of ξ which separates (u 0 , u 1 ). Then X does not separate any other pair forming an edge of Γ. But then we could trace around the cycle from u 1 back to u 0 and conclude that X does not separate u 0 and u 1 . So Γ is acyclic. If the graph Γ has at least 3 components then ρ ≤ n − 3, and by our lower bound ρ = n − 3; in particular we are not in any of the exceptional cases. In this case we are done. At the corresponding point in our lower bound analysis, we saw such a graph with three components. Now suppose that Γ contains either one or two components. First, consider the case in which some component C of Γ contains at least k + 2 vertices; this includes the case of a unique component. Consider a leaf v of C and a set X in the sequence ξ which separates the leaf v from its neighbor. Then arguing as in the case of a cycle, X separates v from C \ {v}. But C \ {v} contains at least k + 1 points, and |X| = k, so this tells us that the leaf v is in X and the rest of C is disjoint from X. As k > 1 there must be a second component C which X meets, and hence contains. Thus X = {v} ∪ C and |C | = k − 1. Since |C | < k, any set Y in ξ which separates points on an edge of C must meet, and hence contain, the component C. As this would be a contradiction, C has no edges and therefore consists of a unique vertex. But |C | = k − 1, so k = 2. As |C| ≥ k + 2 we have n ≥ 5. Now Γ has n − 2 edges so in this case we have ρ = n − 2, the predicted value.
Second, we suppose that Γ contains exactly two components, and that each component of Γ has at most k + 1 vertices. In particular n ≤ 2k + 2. Also both components are nontrivial, as otherwise n = k + 2 ≥ 2k + 2 and k = 2, n = 4, which by inspection falls under the case ρ = ρ S (n, k).
If one of the components C has at most k vertices, then any set X which separates two vertices forming an edge of C must contain the other component, and then the other component has at most k − 1 vertices. It then follows that both components have at most k − 1 vertices and n < 2k, a contradiction. So we now arrive at our final case: n = 2k + 2 and ρ = n − 2, as stated.
