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Chapitre 1
Introduction
Ce chapitre pre´sente les diffe´rents concepts utilise´s lors de cette the`se. Le travail de la the`se a porte´ surle de´veloppement d’un langage de programmation appele´ Rejo et sur la construction d’une plate-forme,
appele´e ROS, qui exe´cute les applications construites avec le langage Rejo.
Le langage Rejo, comme la plupart des langages de programmation, est ne´ du besoin d’ame´liorer un langage de
programmation conside´re´ comme incomplet (mal adapte´, insuffisant) ou de difficile utilisation pour re´soudre cer-
tains types de proble`mes. En particulier Rejo est ne´ de Junior qui est le dernier e´chelon dans l’e´volution d’autres
langages (SugarCubes, SL, Reactive-C, ESTEREL). Tous ces langages ont un ensemble de caracte´ristiques en
commun qui permettent de les classifier dans les langages dits synchrones ou qui utilisent l’approche synchrone.
La section 1.1 pre´sente l’approche synchrone. On commence par une description des origines du mode`le et
du mode`le d’exe´cution pour ensuite passer a` une description des diverses variantes en termes de style de
programmation et en termes de modifications faites au mode`le d’exe´cution de base.
Le langage Rejo a e´te´ utilise´ pour programmer un type particulier de syste`mes re´actifs, les Syste`mes d’Agents
Mobiles (SAM). La construction d’un SAM, appele´ ROS, a servi a` tester le langage Rejo et a` explorer son
utilisation dans d’autres domaines. La section 1.2 pre´sente les principales notions d’agents mobiles: de´finitions,
classifications et exemples.
Finalement la section 1.3 pre´sente les objectifs qui ont guide´ la cre´ation du langage Rejo et de la plate-forme
ROS.
1.1 L’approche synchrone
Selon D. Harel et A. Pnueli, les syste`mes informatiques peuvent eˆtre classifie´s comment e´tant re´actifs, interactifs
ou transformationnels, en fonction de leur degre´ d’interaction avec leur environnement [HAR 85]. Un syste`me
transformationnel effectue des calculs a` partir des donne´es fournies en entre´e, pour produire des re´sultats en
sortie avant de se terminer. L’interaction avec l’environnement se limite a` l’acquisition des donne´es et a` la
production de re´sultats, comme dans le cas d’un compilateur.
Contrairement a` un syste`me transformationnel, correspondant a` un unique calcul de fonction, un syste`me
interactif ou un syste`me re´actif doit maintenir une interaction constante avec son environnement. Les syste`mes
interactifs et re´actifs interagissent continuellement avec leur environnement, en produisant des re´sultats a` chaque
invocation. Ces re´sultats de´pendent des donne´es fournies par l’environnement lors de l’invocation, ainsi que
de l’e´tat interne du syste`me. La diffe´rence entre ces deux types de syste`mes re´side dans l’entite´ qui controˆle
l’interaction. Dans un syste`me interactif, par exemple une base de donne´es, la prise en compte des requeˆtes et
la production des re´ponses se font a` l’initiative du syste`me, qui impose ainsi son propre rythme. Par contre, un
syste`me re´actif doit eˆtre toujours en mesure de fournir une re´ponse imme´diate quand l’environnement le sollicite.
L’e´volution d’un syste`me re´actif est donc une suite de re´actions provoque´es par l’environnement, chaque re´action
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e´tant conside´re´e comme instantane´e par rapport a` l’e´chelle de temps propre a` l’environnement Les interfaces
homme-machine et les programmes de controˆle de processus industriels sont des exemples typiques de syste`mes
re´actifs.
En pratique, la plupart des syste`mes re´actifs sont imple´mente´s par des syste`mes interactifs suffisamment rapi-
des pour prendre en compte tous les stimuli et y re´pondre a` temps. Rares sont aussi les applications purement
re´actives : un grand nombre d’applications sont constitue´es d’un cœur re´actif et de traitements transformation-
nels s’exe´cutant en paralle`le.
Les syste`mes re´actifs introduits par Harel et Pnueli ont e´te´ de´veloppe´s dans plusieurs cadres qui ont donne´ nais-
sance au Mode`le Synchrone et a` un ensemble de langages de programmation, dits synchrones, qui l’imple´mentent.
Parmi ces langages, on trouve ESTEREL, Lustre et Signal. Le mode`le synchrone permet d’exprimer a` la fois
des comportements de bas niveau ainsi que des comportements de haut niveau ; ceci a conduit a` la cre´ation
de plusieurs langages synchrones qui utilisent diffe´rents styles de programmation . On trouve, par exemple,
des langages impe´ratifs (ESTEREL, ECL) qui sont bien adapte´s a` la construction de syste`mes embarque´s et de
circuits ; des langages fonctionnels (Lustre, Signal) qui permettent de de´crire de comportements de haut niveau
en quelques lignes ; des langages graphiques (Argos, SyncCharts) qui facilitent l’interaction homme-machine;
des langages oriente´s objets (Jester) qui profitent de la technologie OO.
Le mode`le synchrone pre´sente ne´anmoins quelques caracte´ristiques qui rendent difficile sont utilisation dans la
construction de certains syste`mes; plusieurs travaux ont e´te´ mene´s pour modifier le mode`le et l’adapter, par
exemple, a` la construction de syste`mes dynamiques. L’une des premie`res variantes du mode`le qui fut cre´e´ est
l’approche Re´active-Synchrone. L’e´volution de l’approche re´active a de´marre´ avec une premie`re proposition en
C appele´e Reactive-C et une imple´mentation restreinte de l’approche synchrone appele´e SL. L’approche re´active
a e´galement ge´ne´re´ tout un ensemble de langages de programmation et de styles de programmation : Junior
(programmation impe´rative), SugarCubes et Rejo (programmation OO), Senior (programmation fonctionnelle).
1.1.1 Description du mode`le
L’approche synchrone a e´te´ cre´e´e en 1982 par plusieurs e´quipes de recherche franc¸aises qui e´tudiaient les car-
acte´ristiques des syste`mes de controˆle et les syste`mes temps re´el: syste`mes avec des contraintes temporelles
qui sont utilise´es de plus en plus dans des contextes critiques ou` la proprie´te´ de de´terminisme s’impose pour le
de´bugage et la ve´rification des contraintes.
Ces syste`mes ont longtemps e´te´ programme´s soit au moyen de primitives de bas niveau, soit avec des langages
de programmation du paralle´lisme (CSP, Ada). Cette fac¸on de construire ces syste`mes, base´s sur l’approche
dite asynchrone, est non-de´terministe, et se preˆte mal aux preuves de proprie´te´s.
Dans l’approche synchrone, on passe d’un syste`me et de son environnement qui s’exe´cutent en temps continu a`
un syste`me discret qui de´finit une horloge globale qui sert a` e´chantillonner les changements qui s’effectuent dans
l’environnement. La passage au monde discret se fait par des couples d’activation/re´action du syste`me discret.
A chaque activation, le syste`me re´agit aussi rapidement que possible a` toute modification de son environnement
(les entre´es) et produit a` son tour une modification dans l’environnement (les sorties). Les entre´es et les sorties
sont souvent mode´lise´es par des signaux ge´ne´re´s soit par l’environnement, soit par le syste`me synchrone. Ces
syste`mes sont compose´s par des re´actions qui s’exe´cutent en paralle`le pour pouvoir re´agir imme´diatement a`
toutes les modifications de l’environnement.
L’approche synchrone repose sur une hypothe`se fondamentale selon laquelle la dure´e logique des re´actions
est nulle . En d’autres termes, le syste`me re´agit suffisamment vite par rapport aux modifications de l’environnement
pour ne pas perdre d’e´ve´nements. Dans ce cas, les sorties d’un syste`me synchrone sont e´mises simultane´ment
aux entre´es. Cela a pour conse´quence que l’environnement d’un tel syste`me est parfaitement de´termine´ et stable
lors d’une re´action, puisque de fac¸on instantane´e les entre´es et les sorties sont connues.
Les formalismes synchrones qui ont e´te´ cre´e´s proposent diffe´rents langages de programmation pour exprimer
les re´actions d’un syste`me a` une succession d’activations dans un environnement d’exe´cution. Ces langages de
programmation doivent s’assurer de l’absence d’incohe´rence dans ce qui est produit par les diffe´rentes re´actions
exe´cute´es en paralle`le. En effet, la puissance expressive des langages synchrones est souvent trop grande et
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permet d’e´crire des syste`mes incohe´rents. Cette contrainte supple´mentaire impose une analyse statique pour
rejeter les programmes non conformes; en particulier, il faut s’assurer que si un signal est conside´re´ comme e´tant
absent dans une re´action, toutes les autres ont la meˆme vision. Les proble`mes que l’on rencontre au cours de
cette analyse sont appele´s proble`mes de causalite´
De plus, les sorties d’un syste`me synchrone doivent eˆtre de´finies de manie`re unique en fonction des entre´es a`
chaque re´action car les formalismes synchrones sont de´terministes. L’analyse statique des programmes
doit donc aussi ve´rifier que le programme ge´ne`re une seule sortie pour une meˆme configuration d’entre´e. Or,
cette analyse ne peut se faire que par approximations, ce qui conduit a` rejeter des programmes qui auraient
pu eˆtre accepte´s en utilisant un autre choix. Il est donc important de fixer le choix d’analyse car celui-ci a un
impact direct sur la puissance expressive du langage.
La figure 1.1 illustre la repre´sentation graphique d’un syste`me synchrone compose´ par trois programmes qui
s’exe´cutent en paralle`le et qui re´agissent tous de manie`re synchrone a` chaque activation (instant) du syste`me.
P3
P2
P1
instant i
sortiesentrées
instant i+1
sortiesentrées
Fig. 1.1: L’Approche Synchrone
1.1.2 Langages Synchrones
Cette section pre´sente un re´capitulatif de la plupart de langages qui ont e´te´ cre´e´s en utilisant l’approche syn-
chrone. L’ide´e de cette liste est de donner une vision ge´ne´rale du de´veloppement de ce domaine. Comme tous
les langages pre´sente´s ici sont issus du mode`le synchrone, il est normal de retrouver les meˆme concepts, et on
se concentrera sur les caracte´ristiques principales qui les distinguent.
Le lecteur inte´resse´ en l’approche synchrone peut lire [HAL 93b] qui donne un aperc¸u de l’e´tat de l’art dans ce
domaine. Re´cemment il a e´te´ cre´e´ une page web [Web Synch] qui regroupe toute l’information dans le domaine.
La figure 1.2 montre l’e´volution des diffe´rents langages synchrones au cours du temps. L’e´volution des langages
synchrones a e´te´ motive´e par plusieurs raisons, comme la ge´ne´ration de code embarque´ (Jester et ECL), la
programmation graphique (Argos et SynChart) ou l’e´volution dynamique de la structure des programmes au
cours de l’exe´cution (Reactive-C). Les fle`ches de la figure indiquent la source d’inspiration des nouveaux langages.
Les nouveaux langages synchrones sont des variantes ou des me´langes des formalismes d’origine. Dans le cas
de SL, par exemple, il s’agit d’une variante d’Esterel qui comme Reactive-C interdit la re´action instantane´e a`
l’absence pour e´viter les proble`mes de causalite´.
Voici maintenant la description des principaux langages synchrones pre´sente´s dans la figure 1.2. Cette liste
n’est nullement exhaustive. En particulier, il existe des applications comme Simulink et Ptolemy, qui inte`grent
seulement certaines caracte´ristiques des langages synchrones, et que l’on ne conside´rera pas ici.
ESTEREL [BER 87] est l’un des premiers langages synchrones conc¸u pour construire des syste`mes re´actifs
de controˆle, par exemple des syste`mes embarque´s, des interfaces homme-machine et des protocoles de commu-
nication. Esterel a e´te´ de´veloppe´ depuis 1983 au CMA et a` l’INRIA de Sophia Antipolis; il est actuellement
commercialise´ par Esterel Technologies et Simulog.
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Argos
SyncChart
StateCharts
SL
Langage C
Reactive−C
SugarCubes
Java
Esterel
v2
v3
v5
Signal
87
89
95−96
82
86
88
92
v4
91
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85
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Quartz
01
Langage C
Java
Jester
00
ECL
00
96
Junior
99
Lustre
Lucid Synchrone
95
84
Objective
Caml
v6
v7
Esterel Studio
Signal GTi
95
Sildex
96
Polychrony
02
Fig. 1.2: Evolution de l’approche synchrone
Le langage Esterel est le langage synchrone le plus re´pandu; il est utilise´ par plusieurs universite´s et entreprises.
Parmi les principales e´coles et entreprises on trouve l’Ecole d’Inge´nieurs de Gene`ve, l’Ecole Supe´rieur en Sciences
Informatiques, l’Ecole de Mines de Paris, l’entreprise Dassault-Aviation, ThalesO`, Intel et Texas Instruments.
Les caracte´ristiques d’Esterel sont les suivantes :
• Le langage a e´te´ de´fini rigoureusement par une se´mantique formelle [BER 92].
• Il existe un ensemble tre`s riche d’outils de programmation: un compilateur, un simulateur graphique, un
syste`me de ve´rification et des optimiseurs.
• Le nom Esterel est aussi le nom du compilateur qui peut ge´ne´rer du logiciel ou du mate´riel. Plusieurs
versions du compilateur ont e´te´ baˆties; la version actuelle est la V6.
• Lorsque le compilateur ge´ne`re du logiciel, il peut produire du code C. Le code C est utilise´ comme le
noyau re´actif d’un syste`me plus large qui interagit avec le noyau en utilisant une interface bien de´finie,
celle du noyau base´e sur la notion d’e´ve´nement.
• Lorsque le compilateur ge´ne`re du mate´riel, il ge´ne`re des diagrammes de circuits qui utilisent des gates
(netlists).
• La ve´rification des programmes Esterel est faite avec les machines d’e´tats finis ge´ne´re´es par le compilateur.
Une autre technique consiste a` utiliser les BDD qui permettent de faire des re´ductions par bisimulation
et de ve´rifier des proprie´te´s de suˆrete´.
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Le langage Esterel est compose´ par un ensemble tre`s riche d’instructions dont la plupart sont en re´alite´ des
macros. Les instructions principales sont la ge´ne´ration et la de´tection de la pre´sence d’un e´ve´nement (emit
et present), la pre´emption (abort-when), les boucles (loop), le paralle´lisme (‖) et d’autres instructions plus
ge´ne´rales (trap, halt).
Lustre [ACM 87, HAL 91, HAL 02] est un langage de´claratif qui sert a` programmer des syste`mes re´actifs.
C’est un langage de´claratif car la description du syste`me re´actif est un ensemble d’e´quations qui sont toujours
satisfaites par les variables du programme. Les variables en Lustre sont conside´re´es comme des fonctions qui
de´pendent du temps. Elles ont une horloge qui de´finit la se´quence d’instants ou` elles prennent leurs valeurs.
Le langage a e´te´ inspire´ par la famille des formalismes utilise´s dans le controˆle de machines, par exemple les
syste`mes d’e´quations diffe´rentielles et les re´seaux d’ope´rateurs synchrones (les bloc-diagrammes).
Le compilateur de Lustre produit soit du code en boucle simple, soit du code se´quentiel (sous la forme d’un
automate fini e´tendu) par la synthe`se de la structure de controˆle du code. Plusieurs niveaux de de´tail de la
structure de controˆle peuvent eˆtre choisis.
En ce qui concerne la ve´rification de programmes, il a e´te´ prouve´ que Lustre peut eˆtre conside´re´ comme une
logique temporelle qui permet de: 1) exprimer de proprie´te´s de suˆrete´, 2) de´crire le programme et sa spe´cification
dans le meˆme langage, 3) construire un outil de ve´rification (model-checker) appele´ Lurette, qui les ve´rifie.
Lurette conside`re un mode`le fini du programme, similaire a` celui des automates produit par le compilateur.
Lurette n’est capable que de ve´rifier des proprie´te´s qui de´pendent du controˆle du programme. Lurette est capable
de ge´ne´rer un nombre arbitraire de se´quences d’entre´es de longueur arbitraire, qui satisfont des suppositions
d’un programme, tout en prouvant que les proprie´te´s spe´cifie´es sont satisfaites.
Il existe une version commerciale de Lustre, appele´e SCADE (Safety-Critical Application Development Envi-
ronment) qui a e´te´ utilise´e dans plusieurs projets europe´ens d’aviation (Airbus A340-600, A380, Eurocopter).
SCADE fut de´veloppe´ par Ae´rospatiale et Verilog et a e´te´ re´cemment rachete´ par Esterel Technologies. SCADE
peut facilement eˆtre interface´ avec le compilateur Lustre. SCADE dispose d’un e´diteur graphique pour spe´cifier
des syste`mes en utilisant les notions de flot de donne´es et de machine d’e´tats finis. Les mode`les spe´cifie´s
avec SCADE peuvent eˆtre simule´s, ve´rifie´s formellement et utilise´s pour la ge´ne´ration de code. Les outils de
simulation (ModelBuild) et ve´rification (ModelVerify) font partie de l’environnement ASDE (Avionics Systems
Development Environment) de´veloppe´ dans le projet SAFEAIR.
Signal [GUE 91] est un langage synchrone de type de´claratif et flot de donne´es. Les objets de base manipule´s
par ce langage sont les signaux. Un signal est une suite non borne´e de valeurs type´es a` laquelle est associe´e
une horloge qui de´termine l’ensemble des instants ou` le signal est pre´sent. Par exemple, un signal X de´note
la se´quence de donne´es indexe´es par le temps t dans un domaine T. Des signaux d’un type particulier appele´s
event sont caracte´rise´s seulement par leur horloge, c’est-a`-dire leur pre´sence (ils ont la valeur Boole´enne true
a` chaque occurrence). Etant donne´ un signal X, son horloge est donne´e par l’expression event X, qui donne
l’e´ve´nement pre´sent simultane´ment a` X.
Signal est construit autour d’un petit nombre d’ope´rateurs de base qui permettent de spe´cifier dans un style
e´quationnel les relations entre les signaux. Chaque e´quation issue d’un programme Signal peut eˆtre vue comme
un processus e´le´mentaire. Ces processus Signal de´crivent donc a` la fois les relations fonctionnelles et temporelles
entre les signaux. Ils peuvent communiquer, par l’interme´diaire de signaux constituant leurs ports d’entre´e et
de sortie, avec le monde exte´rieur ou avec d’autres processus. Enfin, la composition d’un ensemble de processus
produit le programme Signal.
Le compilateur de Signal consiste principalement en un syste`me formel capable de raisonner sur les horloges
des signaux, la logique, et les graphes de de´pendance. En particulier, le calcul d’horloges et le calcul de
de´pendances fournissent une synthe`se de la synchronisation globale du programme a` partir de la spe´cification des
synchronisations locales (qui sont donne´es par les e´quations Signal), ainsi qu’une synthe`se de l’ordonnancement
global des calculs spe´cifie´s. Des contradictions et des inconsistances peuvent eˆtre de´tecte´es au cours de ces
calculs. Si le compilateur de´termine que les contraintes de synchronisation sont ve´rifie´es et que le programme
est contraint de fac¸on a` calculer une solution unique, alors un code exe´cutable en C ou en Fortran est produit.
Lucid Synchrone [CAS 87] est un langage synchrone utilise´ pour l’imple´mentation de syste`mes re´actifs. Il
combine les caracte´ristiques de Lustre et du langage ML. Le nom provient de Lucid, un langage flot de donne´es
qui ge`re des streams. Les caracte´ristiques principales du langage sont:
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• C’est un langage fonctionnel d’ordre supe´rieur avec un typage fort. Le langage utilise des se´quences infinies
(streams) qui sont des valeurs primitives. Les streams sont utilise´s pour repre´senter les signaux d’entre´es
et sorties d’un syste`me re´actif. Les streams sont manipule´s par des ope´rateurs synchrones de flot de
donne´es a` la Lustre.
• Plusieurs analyses statiques peuvent eˆtre re´alise´es, par exemple l’infe´rence de types, le calcul d’horloge, les
proble`mes de causalite´. En particulier le langage est base´ sur la notion d’horloge qui permet de spe´cifier
plusieurs de´bits d’exe´cution d’un programme. Le programme doit ve´rifier quelques re`gles sur les horloges
pour assurer sa re´activite´, c’est-a`-dire que l’on puisse ge´ne´rer un syste`me de transitions fini.
• Le langage est baˆti sur Ocaml; les programmes sont un sous-ensemble de la syntaxe de Ocaml; les valeurs
combinatoires sont importe´es d’Ocaml; les programmes sont traduits en code Ocaml.
• Un syste`me de modules a e´te´ mis en place pour pouvoir utiliser les valeurs du langage hoˆte, Ocaml, ou
d’autres modules synchrones.
StateCharts [HAR 87] a e´te´ cre´e´ par David Harel avec le but d’e´tendre le mode`le de Machine d’Etats Finis
(MEF) pour de´crire des comportements complexes sans les limitations des MEF (manque de modularite´ et
explosion dans le nombre d’e´tats lors de la construction de syste`mes complexes). Statechart est un langage de
spe´cification qui permet de construire un mode`le et de le valider. La construction d’un StateChart, comme la
plupart des formalismes graphiques, est a` base de boˆıtes et de fle`ches qui disposent d’une se´mantique formelle
[HAR 96]. Les boˆıtes repre´sentent des e´tats; il y a trois types d’e´tats: l’e´tat AND, l’e´tat OR et l’e´tat basique.
Les fle`ches repre´sentent les transitions entre les e´tats; elles sont e´tiquete´es pour spe´cifier les conditions sous
lesquelles les transitions sont faites et pour spe´cifier les actions a` faire lorsqu’une transition est emprunte´e.
Si on compare les StateCharts par rapport aux MEF, ils ajoutent trois e´le´ments principaux: hie´rarchie, orthog-
onalite´ et diffusion. La hie´rarchie en StateCharts repre´sente la possibilite´ de pouvoir imbriquer des e´tats. Cette
proprie´te´ est importante pour e´viter l’explosion en nombre d’e´tats et des transitions lors de la construction
d’applications re´elles. L’orthogonalite´ repre´sente le paralle´lisme existant entre l’exe´cution de deux ou plus e´tats
qui se trouvent a` l’inte´rieur d’un e´tat AND. La diffusion est le me´canisme de communication utilise´ entre les
e´tats orthogonaux. En re´sume´ les StateCharts sont de´finis de la fac¸on suivante:
StateCharts = MEF + Hie´rarchie + Orthogonalite´ + Diffusion
D’autres travaux ont e´te´ mene´s autour des StateCharts. Le syste`me Statemate les utilise pour repre´senter des
comportements re´actifs. Derek Coleman a cre´e´ les Objectcharts [DER 92], une extension aux StateCharts qui
de´finit un environnement oriente´ objet. Bran Selic a utilise´ les StateCharts pour imple´menter un me´canisme de
controˆle re´cursif [BRA 93].
Argos [MAR 89] est un langage impe´ratif de´veloppe´ au laboratoire VERIMAG. Argonaute est l’environnement
de programmation base´ sur Argos qui offre un compilateur et plusieurs outils de ve´rification. Argos a e´te´ inspire´
des StateCharts et il offre donc une syntaxe textuelle et graphique. Les principales diffe´rences avec StateCharts
sont l’utilisation d’un ve´ritable ope´rateur hie´rarchique qui supprime: 1) les transitions entre les nivaux utilise´es
en StateCharts, et 2) la supposition d’un synchronisme strict.
SyncCharts [AND 95, AND 96] est un formalisme graphique de´die´ a` la mode´lisation de syste`mes re´actifs.
SyncCharts est le nom du mode`le et un syncChart en est une instance. Plusieurs caracte´ristiques sont he´rite´es de
StateCharts et Argos. SyncCharts permet la spe´cification de comportements re´actifs ainsi que la programmation
synchrone d’applications. Un syncChart peut eˆtre traduit en un programme Esterel; cette traduction permet
de profiter de l’environnement de de´veloppement de ce langage.
Les e´le´ments graphiques des SyncCharts sont les e´tats, la hie´rarchisation d’e´tats, la concurrence et les transitions.
Le bloc graphique de base, appele´ star, est un e´tat et ses arcs; l’e´tat de´finit un comportement invariant et les arcs
de´finissent la fac¸on dont on sort de l’e´tat. L’interconnexion de stars est appele´e constellation et la composition
paralle`le de constellations est appele´e un macrostate(macro e´tats).
Les principales caracte´ristiques de SyncCharts sont:
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• Hie´rarchie: l’encapsulation de macro e´tats.
• Concurrence: l’exe´cution orthogonale de constellations.
• Communication: La communication est faite par la diffusion instantane´e de signaux.
• Pre´emption: la sortie d’un e´tat (un arc) en fonction d’un e´ve´nement. Comme en Esterel, il y a la
pre´emption forte (un arc termine´ par une fle`che) et la pre´emption faible (un arc termine´ par un cercle).
SL [BOU 96f, REP 95] est une variante d’Esterel dans laquelle on restreint la puissance d’expression dans le
but d’e´liminer les proble`mes de causalite´. L’approche prise en SL consiste a` interdire toute re´action instantane´e
a` l’absence des signaux; un signal ne peut eˆtre conside´re´ comme absent qu’a` la fin de l’instant courant, ce qui
entraˆıne qu’une e´ventuelle e´mission de ce meˆme signal ne peut avoir lieu qu’a` l’instant suivant. La pre´emption
forte re´alise´e en Esterel par l’instruction abort est e´galement interdite en SL car elle implique une re´action
instantane´e a` l’absence. Seule une primitive kill de pre´emption faible (correspondant au weak-abort d’Esterel)
est donc disponible en SL.
L’absence de pre´emption forte en SL constitue certainement la limitation fondamentale du langage. Sa force
re´side, par contre, dans la disparition des proble`mes de causalite´ avec le gain en modularite´ que cela implique: il
n’y a plus de risque de voir apparaˆıtre un proble`me de causalite´ en mettant en paralle`le deux modules corrects
qui n’en ont pas. Les principales caracte´ristiques de l’approche synchrone restent valables: un ope´rateur de par-
alle´lisme simple et puissant, une programmation de´terministe qui rend plus facile le debuggage de programmes,
et une programmation a` base d’e´ve´nements diffuse´s.
ECL [LAV 99] est un langage pour spe´cifier des syste`mes embarque´s. Le nom ECL (de l’anglais Esterel-C
Language) est utilise´ pour le langage et pour le compilateur. L’objectif du langage est de combiner les meilleures
caracte´ristiques des deux langages, Esterel et C. Le langage utilise´ est ANSI-C avec l’ajout d’instructions
inspire´es d’Esterel pour spe´cifier la re´activite´ du syste`me. Le langage supporte le me´lange de modules, de
donne´es et de code. Le code C est utilise´ pour spe´cifier les structures qui n’ont pas d’e´quivalent en Esterel: les
boucles instantane´es, la de´finition de types de donne´es et quelques structures de controˆle.
Le compilateur se´pare le code source, ge´ne´rant du code C et du code Esterel, les deux codes sont ensuite
compile´s par les compilateurs correspondants. La partie re´active est la plus flexible car elle est traduite dans
une machine d’e´tats finis qui permet l’analyse des programmes pour ensuite choisir le type d’imple´mentation:
soit en mate´riel soit en logiciel. L’analyse est base´e sur l’estimation de la taille et de la vitesse du programme.
La partie en C doit eˆtre imple´mente´e en logiciel.
Jester [WEB Jester] est une extension a` Java qui permet de spe´cifier, de ve´rifier et d’exe´cuter des programmes
Esterel. L’objectif de Jester est faciliter la programmation de syste`mes embarque´s avec Esterel en utilisant Java
et en particulier en utilisant la Spe´cification de Java Embarque´ (The Embedded Java Specification [JavaEmbed]).
Les programmes Jester me´langent du code Esterel et du code Java dans un seul fichier (*.jst). La syntaxe du code
Esterel est similaire a` celle qui a e´te´ formellement de´finie en Esterel mais avec l’esprit de Java (par exemple,
la porte´e des instructions est donne´e avec des accolades et pas par le mot end name ). Le me´lange du code
Esterel et du code Java n’est pas si ge´ne´ralise´ que l’on pourrait penser: le code Esterel doit se trouver dans
une me´thode ”re´active” appele´e reaction qui n’accepte que quelques instructions Java dans les instructions
re´actives. En ge´ne´ral le code Java est utilise´ par les me´thodes re´actives avec les instructions run et exec qui
ont une se´mantique bien claire en Esterel. Ce qu’apporte Jester a` Esterel est la facilite´ de de´finir des types de
donne´es, la cre´ation de taˆches (threads) exe´cute´es de fac¸on asynchrone avec l’instruction exec, et la re´utilisation
de code en utilisant l’he´ritage (avec beaucoup de restrictions pour e´viter les proble`mes).
Quartz [SCH 00, SCH 01] est une variante d’Esterel qui e´limine les proble`mes de causalite´ en exe´cutant
les affectations et la ge´ne´ration d’e´ve´nements a` l’instant d’apre`s. Quartz de´finit quelques instructions qui ne
sont pas pre´sentes en Esterel, par exemple l’exe´cution non-de´terministe de deux programmes et l’exe´cution
asynchrone de branches paralle`les (une des branches peut eˆtre exe´cute´e lors de plusieurs macro-step tandis que
les autres en prennent un ou aucun). La mode`le de Quartz a e´te´ ve´rifie´ dans le prouveur de the´ore`mes HOL
(Higher Order Logic) qui a servi aussi pour donner une traduction correcte des programmes Quartz en circuits.
Reactive-C (ou RC) [BOU 91, BOU 96e] est un langage qui permet une programmation re´active en C.
L’approche re´active introduit une notion d’instant correspondant aux activations des programmes. RC induit
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un style d’e´criture dans lequel on manipule explicitement les instants. Il de´finit un ensemble d’instructions
re´actives dont les plus importantes sont l’instruction Stop (qui termine la re´action courante), l’instruction Rif
(extension re´active du if traditionnel) et l’instruction Merge (ope´rateur de paralle´lisme de´terministe, re´alisant
un interleaving au cours des instants).
Les programmes sont structure´s en proce´dures re´actives dont les corps sont forme´s d’instructions re´actives.
L’appel d’une proce´dure provoque la re´action de son corps. Les proce´dures re´actives peuvent eˆtre de´finies
re´cursivement. RC doit surtout eˆtre conside´re´ comme un assembleur re´actif, c’est-a`-dire un langage noyau
utilisable pour imple´menter des mode`les ou langages de niveau plus e´leve´s. Parmi les imple´mentations de´ja`
re´alise´es on peut citer: le langage SL et les re´seaux de processus re´actifs. Le travail sur RC a de´bute´ en 1988.
Deux versions d’un compilateur ont e´te´ re´alise´es qui sont en fait des pre´processeurs, ge´ne´rant du C. La dernie`re
version de RC accepte la syntaxe C++.
SugarCubes [BOU 98c, BOU 97] est un langage de programmation re´active qui propose une imple´menta-
tion du mode`le re´actif synchrone au-dessus de Java. Par rapport a` Reactive-C, SugarCubes propose une
imple´mentation dans laquelle la notion d’e´ve´nement et la gestion des instants sont inte´gre´es dans le moteur
d’exe´cution. La version actuelle de SugarCubes ( la v3 et prochainement la v4 ) dispose d’un ensemble tre`s
riche de primitives re´actives (43 instructions re´actives) dont une est particulie`rement importante: le Cube. Le
Cube de´finit un mode`le d’objet re´actif dans lequel un comportement re´actif est associe´ a` un objet Java.
SugarCubes est un ensemble de classes Java qui imple´mente des e´ve´nements, des comportements re´actifs et la
machine re´active qui les exe´cute. Les primitives re´actives du langage sont imple´mente´es par des objets Java
instancie´s a` partir de ces classes. Un programme en SugarCubes est donc une collection d’objets ; le programme
est compile´ et exe´cute´ comme n’importe quel programme Java. Il ne s’agit donc pas a` proprement parler d’un
langage a` part entie`re avec une grammaire spe´cifique mais d’une API de programmation.
Les SugarCubes ont e´te´ utilise´s pour imple´menter d’autres formalismes, par exemple les Reactive Scripts et les
Icobjs.
Junior [HAZ 99] est un langage de programmation re´active qui a e´te´ cre´e´ a` partir de SugarCubes. Comme
les SugarCubes, Junior propose aussi une imple´mentation de l’approche re´active en Java dans laquelle l’objectif
principal a e´te´ de donner une se´mantique formelle aux instructions re´actives. La se´mantique est donne´e avec
des re`gles de re´e´criture du type SOS (Structural Operational Semantics) [PLO 81] et plusieurs imple´mentations
ont e´te´ cre´e´es (Rewrite, Replace, Simple, Storm, Glouton, etc.). Etant donne´ que Junior est une pie`ce centrale
de la the`se, il est explique´ en de´tails dans les chapitres 2 et 3.
Junior a e´te´ de´veloppe´ par l’EMP-CMA, l’Inria, et France Telecom/R&D. Il est utilise´ dans plusieurs projets:
il a e´te´ utilise´ pour imple´menter d’autres langages (Rhum et Rejo), ainsi que quelques applications comme les
Icobjs et la plate-forme PING (Projet IST).
1.2 Le paradigme d’agents mobiles
Graˆce a` l’arrive´e des re´seaux d’ordinateurs, il a e´te´ possible de construire un nouveau type d’applications :
les applications re´parties. Ces applications offrent plusieurs avantages mais aussi posent certaines difficulte´s
dans leur exe´cution. Malgre´ les inconve´nients, on les adopte parce que les avantages, comme la tole´rance aux
de´faillances et la disponibilite´ de ressources offerte par la re´plication, sont des caracte´ristiques dont on a besoin
aujourd’hui. Pour faciliter la construction, plusieurs paradigmes ont e´te´ propose´s. Le paradigme le plus utilise´
est le paradigme client-serveur; cependant de nouveaux paradigmes sont apparus mieux adapte´s a` certains types
d’applications. L’un de ces paradigmes est celui des Agents Mobiles qui offre les avantages suivants:
• Re´duction de la bande passante utilise´e.
• Re´duction du temps de latence (Latency) et du temps total d’exe´cution.
• Continuite´ de service en cas de de´connexion.
• Equilibrage de charge (load balancing).
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• De´veloppement dynamique des applications.
Bien que ces avantages semblent moins importants avec l’augmentation de la bande passante disponible sur le
re´seau, le paradigme des agents mobiles paraˆıt bien adapte´ a` certaines applications, par exemple a` la person-
nalisation des communications (dans les re´seaux actifs).
Dans la suite, on pre´sente les sujets d’e´tudes principaux autour des agents.
1.2.1 Etat de l’art
La plupart des applications re´parties utilisent le paradigme client-serveur, dans lequel le client et le serveur
communiquent en utilisant une technique Message Passing ou Remote Procedure Calls (RPC). RPC est nor-
malement synchrone: le client suspend son exe´cution apre`s avoir envoye´ sa requeˆte au serveur, et attend les
re´sultats de l’appel. Dans le RPC, les donne´es sont transfe´re´es entre le client et le serveur, dans les deux direc-
tions. Une autre approche appele´e Code on Demand (COD) permet au client de te´le´charger du code dont il a
besoin, mais qui ne se trouve pas localement, pour acce´der aux ressources et aux donne´es. Une autre architecture
appele´e Evaluation Remote permet, au lieu d’invoquer une proce´dure distante, que le client envoie son code au
serveur, en demandant que le serveur l’exe´cute avec ses donne´es et ses ressources pour retourner les re´sultats.
Plus re´cemment, le concept de message actif a e´te´ introduit. Un message actif peut migrer d’un nœud a` un
autre, en transportant le code du programme pour que celui-ci puisse eˆtre exe´cute´ par les nœuds. Une approche
plus ge´ne´rale est l’Agent Mobile (AM) qui encapsule des donne´es avec leurs ope´rations pour migrer d’un nœud
a` un autre. L’approche de AM s’inspire de la notion d’agent qui s’utilise dans le domaine de l’intelligence ar-
tificielle: un agent est un programme suffisamment autonome pour fonctionner de fac¸on inde´pendante meˆme si
l’utilisateur ou l’application qui l’a lance´ n’est plus disponible pour prendre des de´cisions en pre´sence d’erreurs
ou pour le guider dans son exe´cution.
1.2.2 Conception d’un SAM
La me´thodologie oriente´e objet introduit la notion d’objet dans les langages de programmation. Un objet est
forme´ d’un ensemble de variables et de leurs me´thodes. Les objets sont des e´le´ments passifs car ils n’ont pas
de comportement et leur exe´cution ne de´pend que de l’interaction entre les objets; donc un objet n’est pas
responsable de son exe´cution. Un objet passif qui a la capacite´ de migrer est appele´ Mobile Code (Code Mobile)
par exemple, le mobile code est utilise´ dans le contexte des programmes qui s’exe´cutent sur place, par exemple
les Applets Java. Par ailleurs, il y a les objets actifs qui sont des objets qui ont un comportement associe´ et
qui peuvent interagir avec des autres objets. Un exemple d’un objet actif est l’Intelligent Agent (IA, Agent
Intelligent). Les IAs sont typiquement des entite´s statiques parce qu’ils n’ont pas la possibilite´ de migrer en
prenant la de´cision eux-meˆmes, et ainsi pouvoir faire une taˆche spe´cifique comme l‘administration des re´seaux.
Un AM est soit un programme, soit un objet actif qui peut migrer de manie`re autonome, d’une place a` une
autre pour continuer son exe´cution comme le comportement d’un usager. Une des principales diffe´rences entre
l’IA et le AM est que les AMs sont des entite´s dynamiques qui peuvent migrer, tandis que l’IA ne peut pas
migrer. Un AM n’a pas ne´cessairement d’intelligence. Nous pouvons imaginer la notion d’Intelligent Mobile
Agent (IMA, Agent Mobile Intelligent) comme un hybride entre un AM et un IA. Un IMA peut eˆtre vu comme
une entite´ autonome intelligente qui a` la possibilite´ de migrer de manie`re autonome pour exe´cuter une taˆche
d’une fac¸on re´partie, comme un administrateur de re´seaux re´partis.
L’e´tude des agents mobiles touche, principalement, les sujets qui sont explique´s dans la suite et qui sont large-
ment discute´s en [FUG 98].
Mobilite´
Un AM comme son nom l’indique doit avoir la facilite´ de migrer de manie`re autonome d’un site a` un autre. Le
support pour les agents mobiles est une exigence fondamentale pour une infrastructure d’agents. Il existe deux
types de mobilite´: 1) la Strong Mobility (mobilite´ forte) est la capacite´ d’un Syste`me d’Agents Mobiles (SAM) a`
faire la migration du code et de l’e´tat d’exe´cution d’un agent vers diffe´rents hoˆtes, 2) LaWeak Mobility (mobilite´
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faible) est la capacite´ d’un SAM a` transfe´rer le code a` travers diffe´rents hoˆtes; le code peut eˆtre accompagne´
par quelques initialisations des donne´es mais l’e´tat d’exe´cution n’est pas migre´.
La mobilite´ forte est supporte´e par deux me´canismes: la migration et le clonage distant. Le me´canisme de
migration suspend un agent, le transmet a` la machine de destination, et puis le reprend. La migration peut
eˆtre soit proactive soit re´active. Dans la migration proactive le temps et la destination de la migration sont
de´termine´s par l’agent de manie`re autonome. Dans la migration re´active le mouvement est de´clenche´ par un
agent diffe´rent ou peut eˆtre provoque´ par un usager en relation avec l’agent qui est migre´. Le me´canisme de
clonage distant cre´e une copie d’un agent dans un hoˆte distant. Le clonage distant diffe`re du me´canisme de
migration car l’agent original n’est pas de´tache´ de sa localisation actuelle. Comme dans la migration, le clonage
distant peut eˆtre soit proactif soit re´actif. Un me´canisme qui supporte la mobilite´ faible doit fournir la capacite´
de transfe´rer le code sur le re´seau. Un agent peut soit lire le code soit copier le code d’un autre hoˆte. Le
code peut eˆtre migre´ soit comme un code Stand-Alone soit comme un Code Fragmente´. Un code stand-alone
n’a pas besoin d’autres bibliothe`ques pour cre´er un nouvel agent dans le site destinataire. Par contre, le code
fragmente´ doit eˆtre lie´ dans le contexte d’exe´cution aux routines manquantes et e´ventuellement exe´cute´ (lie´
dynamiquement).
Routage
Les agents mobiles, comme leur nom l’indique, doivent avoir la facilite´ de migrer de manie`re autonome d’un site
a` un autre pour continuer leur exe´cution; un agent mobile doit donc connaˆıtre l’adresse du nœud destinataire.
Plusieurs approches ont e´te´ propose´es pour re´soudre ce proble`me. Une des ces approches est le transfert des
adresses entre les agents. L’approche Itinerary consiste a` avoir une liste des sites a` visiter, a` l’inte´rieur de l’agent,
et une liste des services avec les sites qui les offrent. Cette dernie`re approche pre´sente quelques de´savantages;
par exemple, la liste doit eˆtre mise a` jour chaque fois qu’un service change de localisation ou qu’un service est
ajoute´ ou e´limine´. Une autre approche, appele´e forwarding, consiste a` renvoyer les agents syste´matiquement
vers un autre site; l’avantage de cette approche est que la gestion du forwarding n’est pas faite par l’agent et
elle est donc inde´pendante des modifications de la plate-forme.
Une autre nouvelle approche, appele´e Ticket est celle propose´e par Bradshaw [WHI 97] qui consiste a` envoyer
un agent vers un autre site avec quelques informations, par exemple, la QoS (Quality Of Service) et les permis
ne´cessaires pour que l’agent soit exe´cute´. L’ide´e de cette approche est de choisir intelligemment la machine
destinataire, par exemple on pourrait stocker le temps que l’agent va attendre pour qu’un site l’accueille, ce qui
permettrait de ne pas perdre du temps en essayant de migrer vers un site de´connecte´.
Communication
Pour effectuer leur travail, les agents ont besoin de communiquer entre eux. Actuellement, les syste`mes utilisent
diffe´rents me´canismes de communication selon leurs proprie´te´s et leurs besoins. Une approche est le Message
Passing qui permet aux agents de s’envoyer des messages asynchrones ou de cre´er une connexion vers chaque
agent. Method Invocation est une autre approche pour faire la communication dans un syste`me base´ objets.
Pour des agents qui ne sont pas sur le meˆme site, le serveur peut fournir un service Remote Method Invocation
(RMI). Cette approche permet a` deux (ou plus) agents d’invoquer leurs ope´rations en utilisant leurs re´fe´rences.
La communication peut eˆtre aussi imple´mente´e en utilisant les segments de me´moire partage´e (Shared Data) qui
permet aux agents d’e´changer directement leurs donne´es. Une approche alternative pour la communication de
groupe est le Publish Subscribe, dans laquelle l’agent s’enregistre lui-meˆme en envoyant au manager d’e´ve´nements
une liste d’e´ve´nements qu’il veut recevoir. Enfin, un autre mode`le est la diffusion (Broadcast) e´ve´nementielle.
Pour communiquer avec un agent, il est ne´cessaire de connaˆıtre sa localisation. Pour re´soudre ce proble`me, le
me´canisme de nommage peut eˆtre utilise´. Un agent peut trouver la localisation d’un autre agent en utilisant
son adresse qui est code´e dans le nom de l’agent.
Inde´pendamment du me´canisme de communication utilise´, il y a deux fac¸ons principales de faire communiquer les
agents, a` savoir la Communication Intra-groupe qui s’effectue entre agents qui appartiennent au meˆme groupe,
et la Communication Inter-groupe, c’est-a`-dire la communication entre agents qui appartiennent a` des groupes
diffe´rents. Enfin, on peut distinguer la communication entre des agents qui appartiennent au meˆme groupe et
qui sont dans la meˆme machine, communication locale intra-groupes, et la communication intra-groupes entre
diffe´rentes machines, communication globale intra-groupes.
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Nommage
Dans un syste`me, les agents ont besoin d’un nom unique. Certains SAM utilisent le me´canisme de nommage
pour trouver la localisation actuelle d’un agent en utilisant son nom. Ces syste`mes changent le nom de l’agent
quand il migre en utilisant le nom de l’hoˆte et le nom du port. Le proble`me avec ces syste`mes est qu’ils doivent
mettre a` jour le nom d’un agent a` chaque fois qu’il migre. Ces approches sont appele´es Location Dependent.
D’autres syste`mes utilisent un Domain Name Server (DNS) pour re´soudre le proble`me. Le nommage est global,
inde´pendant de la localisation, et le nom n’a pas besoin de changer quand l’agent migre. Le Serveur de Noms
peut eˆtre imple´mente´ de fac¸on centralise´e ou re´partie. Durant la migration, le serveur doit mettre a` jour la
correspondance entre la localisation actuelle d’un agent et son nom global.
Langage de Programmation
L’un des proble`mes les plus importants a` re´soudre dans la construction d’un syste`me d’Agents Mobiles est le
langage de programmation a` utiliser. Quelques caracte´ristiques que le langage de programmation doit re´unir
sont: portabilite´, robustesse, se´curite´, et efficacite´.
Le syste`me a besoin de portabilite´ puisqu’un agent doit pouvoir migrer sur des machines he´te´roge`nes avec des
syste`mes d’exploitation diffe´rents; la portabilite´ d’un SAM est une proprie´te´ fondamentale. La robustesse est
une autre proprie´te´ importante car le SAM doit fournir une plate-forme suˆre a` tous les agents qui arrivent.
Le SAM doit garantir que le syste`me fonctionnera malgre´ la pre´sence d’un bug d’un agent. La se´curite´ d’un
SAM consiste en 4 proprie´te´s: confidentialite´, inte´grite´, disponibilite´ et authentification. Finalement, l’efficacite´
signifie avoir le minimum de surcharge d’exe´cution pour assurer la portabilite´, la robustesse et la se´curite´.
Plusieurs syste`mes utilisent des langages de scripts car ils permettent un prototypage rapide, un meilleur de-
buggage, et ils sont simples et dynamiques. Etant donne´ que les langages de scripts sont ge´ne´ralement faibles
dans les aspects modularite´, encapsulation et performance, quelques syste`mes utilisent un langage oriente´ ob-
jets comme Java. Ces syste`mes profitent des avantages des langages oriente´s objets pour construire des agents
complexes tout en gardant le dynamisme.
Se´curite´
Le terme de se´curite´ doit eˆtre entendu ici au sens plus large, englobant les notions d’authentification, d’autorisa-
tion, de protection, de confidentialite´.
Le site d’accueil d’un agent doit se prote´ger contre la sur-utilisation des ressources et les actions malveillantes
(intentionnelles ou non) des agents accueillis. Ceci suppose l’identification du proprie´taire, du site de provenance,
et la ve´rification du code. Des limitations sur la consommation des ressources (temps CPU, taille me´moire)
peuvent e´galement eˆtre fixe´es, et l’acce`s au syste`me de fichiers restreint a` une sous-arborescence, comme le ftp
anonyme. Enfin, le syste`me peut donner des permissions diffe´rentes aux agents dont le code provient d’un fichier
local et aux agents dont le code est rec¸u via le re´seau.
Inversement, l’agent doit avoir l’assurance que ni son code ni ses donne´es ne seront modifie´s par le syste`me
hoˆte. Ce proble`me est plus complexe que le pre´ce´dent, puisque tout ce qui est accessible a` l’agent l’est aussi au
syste`me d’exploitation dans lequel il s’exe´cute, et n’a pas rec¸u, a` ce jour de solution satisfaisante.
1.2.3 Normes et SAM
Plusieurs groupes de recherche travaillent actuellement dans le domaine des SAM. Chaque approche propose´e
apporte certaines innovations par rapport aux autres, ne´anmoins toutes ont un ensemble de caracte´ristiques
similaires. Parmi les groupes qui font de la recherche sur les SAM, quelques-uns travaillent sur la standardisation
de l’AM, par exemple FIPA [WEB FIPA], AgentSociety [WEB AgSoc], AgentX, OMG MASIF [MASIF], W3C
[WEB W3C], The Mobility Mailing List [WEB AgMail], UMBC AgentWeb [WEB AgWeb], etc.
Actuellement, la plupart des SAM utilisent une architecture modulaire qui parfois est structure´e en couches. Ces
couches commencent par de´finir un comportement individuel puis un comportement social et finalement elles
de´finissent certaines normes. Chaque module imple´mente certains services par exemple: persistance, se´curite´,
nommage, communication, Agent Tracking, Agent Transport, Agent Management, etc.
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Etant donne´e la grande quantite´ de SAM qui ont e´te´ de´veloppe´s 1 et qui continue a` croˆıtre, on finit cette section
avec la pre´sentation de la table 1.1 qui re´sume les caracte´ristiques de quelques SAM. Le lecteur inte´resse´ peut
trouver plus d’information dans les sites [WEB Agents].
Caracte´ristique Description SAM
Langage
Tcl/Tk:
Java:
C/C++:
Oriente´ Objet:
autres :
TACOMA, Ara, Agent Tcl.
Ara,Aglets,Voyager,MARS,Concordia.
TACOMA,Ara,Messangers(melange C)
Telescript(C++),Obliq.
Messangers(postcript).
Communication Message-passing:
Broadcast:
Agent Tcl, Aglets, MARS, Odyssey.
RAMA, Rejo/ROS.
Protocole
TCP/IP:
RMI:
autres :
TACOMA, Odyssey, MARS.
Odyssey, RAMA, Rejo/ROS.
Aglets(ATP=AgentTransferProtocol)
Persistence Concordia
Se´curite´ Authentification:
Ara
Concordia (Tamper)
Mobilite´ Strong:
Weak:
Ara,AgentTcl,Telescript,RAMA,Ajanta,
Concordia,Rejo/ROS.
Tacoma,Aglets,Obliq,Messengers,Voyager.
Routage Itinerary:Ring:
Concordia
RAMA
Tab. 1.1: Caracte´ristiques de SAM
Finalement on voudrait de´finir le terme d’agent mobile que l’on va utiliser, vue la grand varie´te´ des de´finitions
qui ont e´te´ donne´es [FRA 96]. La de´finition que l’on va utiliser est celle donne´e par Z. Guessoum [GUE 96]:
un agent est une entite´ active, autonome mais sociable, qui peut eˆtre intelligente et qui interagit avec un
environnement dynamique, auquel elle doit s’adapter. En particulier on va s’inte´resser aux agents mobiles: des
agents qui sont capables de migrer entre deux sites.
1.3 Objectifs de la the`se et re´alisations
Le mode`le synchrone s’occupe fondamentalement de syste`mes statiques dont le nombre de composantes paralle`les
et d’e´ve´nements est connu a` la compilation et ne varie pas au cours de l’exe´cution. Au contraire, le mode`le
re´actif synchrone se propose de lever cette restriction en conside´rant des syste`mes que l’on appellera dynamiques,
et dont la structure pourra e´voluer au cours de l’exe´cution. Le mode`le re´actif synchrone a e´te´, dans un premier
temps, imple´mente´ en C (Reactive-C [BOU 91]) puis en Java (SugarCubes [BOU 98c] et Junior [HAZ 99]) et
en Scheme (Senior [DEM 01]).
On cherche un langage avec les caracte´ristiques suivantes :
• Un langage de haut niveau oriente´ objet et son mode`le d’objets re´actifs associe´. Le langage offert par
Junior et SugarCubes est de bas niveau et sans me´canisme de modularite´. Aucun des langages synchrones
n’est oriente´ objet et la modularite´ est fortement limite´e par les proble`mes de causalite´;
• Un langage qui inte`gre de fac¸on transparente le code re´actif et le code impe´ratif. Dans le cas des langages
synchrones comme Esterel le me´lange est fortement restreint a` cause du mode`le; le code impe´ratif est
souvent code´ a` part dans un autre langage. Dans le cas de l’approche re´active synchrone, il y a eu
1Parmi les plus connus on peut citer : Agent Tcl, MARS, Aglets, KQML, Ara, Arcadia, Ajanta, Gossip, Concordia, BizBots,
Java-To-Go, Grasshopper, Knowbots, Messengers, Mole, TACOMA, Telescript, Voyager, Obliq, Odyssey, Mubot.
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quelques essais comme les Reactive Scripts [BOU 96a], mais dans ceux-ci l’inte´gration reste limite´e et seul
le cas interpre´te´ est conside´re´;
• Un langage qui puisse s’adapter aux nouveaux paradigmes de programmation, par exemple la migration
dynamique de code (de comportements re´actifs). Ceci est impossible dans les langages purement syn-
chrones comme ESTEREL, et dans le cas des langages re´actifs synchrones, il n’existe pas de primitive de
migration ni d’environnement d’exe´cution ne´cessaire.
L’objectif donc est de cre´er un langage de programmation de haut niveau qui sert a` construire des syste`mes
re´actifs. On veux avoir un langage avec une syntaxe et une se´mantique simple et claire, que l’on puisse utiliser
pour construire des syste`mes dynamiques pour faire, en particulier, la migration de code.
En particulier, on va chercher a` rendre la programmation des moteurs re´actifs comme celui de Junior plus
simple. L’objectif est de cacher la programmation de bas niveau de Junior (comme celle de SugarCubes) tout
en explorant l’imple´mentation de quelques aspects manquants: un me´canisme de modularite´, un mode`le d’objet,
et un me´canisme de migration, entre autres choses.
Ce travail est la suite du travail que j’ai fait dans le stage du DEA Re´seaux et Syste`mes Re´partis (voir me´moires
[ACO 00a]. Le stage a consiste´ a` ame´liorer une plate-forme d’agents mobiles appele´e RAMA dont on va aussi
poursuivre l’e´tude; ce qui nous inte´resse sont les proble`mes que pose ce type de syste`mes en relation avec le
mode`le re´actif synchrone.
Voici, pour terminer, une description abre´ge´e de mon apport personnel :
• Analyse de la programmation et des imple´mentations de Junior. Ce travail s’est concentre´ sur trois
aspects : 1) re´alisation d’un workbench pour e´valuer les diffe´rentes imple´mentations de l’approche re´active,
2) proposition et imple´mentation de plusieurs nouvelles instructions re´actives, et 3) e´tude de nouvelles
instructions re´actives, par exemple, pour la QoS ou le pattern-matching.
• Conception et imple´mentation d’un nouveau langage de programmation re´active appele´ Rejo. L’appendice
A donne la syntaxe pre´cise du langage et les chapitres 5 et 7 illustrent sa programmation. Le langage Rejo
a e´te´ utilise´ dans deux projets IST a` FranceTelecom/R&D : la plate-forme PING et la simulation de vie
artificielle [LIM 01]. J’ai e´galement enseigne´ Rejo a` l’ESSI (E´cole Supe´rieure en Sciences Informatiques)
dans l’apprentissage de la programmation re´active en Java.
• Imple´mentation de la plate-forme ROS pour l’exe´cution de programmes re´actifs. Cette plate-forme facilite
l’exe´cution des programmes Rejo mais aussi la construction de syste`mes re´actifs base´s sur le paradigme
d’agents mobiles. La plate-forme ROS utilise une architecture de micro-noyau extensible, deux pro-
grammes re´actifs (un shell re´actif Rsh et une interface graphique Ricobjs) ont e´te´ imple´mente´s pour
illustrer le dynamisme de l’approche.
• Re´alisation d’une version expe´rimentale de Rejo et de Junior en C (RAUL et Cr respectivement).
• Publication de trois papiers [ACO 00b, ACO 02, ACO 03], qui de´crivent le langage Rejo et la plate-
forme ROS et re´alisation d’une page web [WEB RejoRos] qui regroupe toute l’information autour de Rejo
(papiers, logiciels, etc.).
1.4 Structure du document
Cette the`se contient les chapitres suivants :
Le chapitre 2 de´crit Junior : le mode`le d’exe´cution, la se´mantique formelle et la fac¸on de programmer ; on
verra aussi quelques exemples. Pour ceux qui ne connaissent pas le mode`le synchrone ou les particularite´s du
mode`le Re´actif-Synchrone, ce chapitre est indispensable.
Le chapitre 3 de´crit les diverses imple´mentations de Junior qui ont e´te´ faites. Ce chapitre contient des
sous-sections pour : 1) analyser les performances des diffe´rentes imple´mentations, 2) e´tudier les aspects fins
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de la programmation avec Junior, et 3) de´crire des travaux similaires. La deuxie`me sous-section contient
aussi les diffe´rentes expe´rimentations et propositions pour soit ame´liorer Junior, soit l’adapter au langage de
programmation cre´e´.
Le chapitre 4 pre´sente une se´rie de tests de vitesse pour mesurer les performances des diffe´rentes imple´mentations
de Junior, de SugarCubes et des imple´mentations du mode`le re´actif en C, comme Loft, Cr et Jrc. Ce workbench
souligne les avantages et de´savantages de chaque moteur re´actif.
Le chapitre 5 est consacre´ a` la description du langage Rejo : mode`le d’exe´cution, syntaxe et se´mantique. Le
langage est explique´ avec plusieurs mini-exemples pour chaque instruction mais aussi, a` la fin, avec des exemples
plus re´els.
Le chapitre 6 de´taille l’imple´mentation du langage. On fait une analyse des qualite´s du compilateur et on
e´tudie aussi les travaux similaires. En particulier dans ce chapitre on de´crit une imple´mentation de Rejo en C
dans laquelle quelques nouvelles ide´es sont expe´rimente´es.
Le chapitre 7 est de´die´ a` la description du syste`me d’agents mobiles construit, ROS. On donne l’architecture
du syste`me, l’API de programmation, la structure des agents et l’e´tude des travaux similaires. Pour illustrer
l’utilisation de ROS, on pre´sente l’imple´mentation de deux applications.
Finalement, le chapitre 8 donne les conclusions des apports de ce travail et les perspectives.
Chapitre 2
Junior: mode`le, programmation et
se´mantique
2.1 Introduction
Junior est ne´ des expe´riences re´alise´es avec la premie`re imple´mentation du mode`le re´actif synchrone en Java,les SugarCubes. En particulier Junior est ne´ avec l’objectif de donner une se´mantique formelle au mode`le
re´actif synchrone; la se´mantique permet une meilleure compre´hension du mode`le et de valider les diffe´rentes
imple´mentations.
Le mode`le d’exe´cution de Junior est, grosso modo, le meˆme que celui de SugarCubes. Ce mode`le est de´crit
dans la section 2.2. Plusieurs imple´mentations de Junior ont e´te´ faites; pour standardiser leur programmation,
il a e´te´ de´fini une interface de programmation (API). L’API de Junior et la fac¸on de construire un programme
en Junior sont donne´es dans la section 2.3. La section 2.4 donne quelques exemples de programmes Junior. La
section 2.5 pre´sente la se´mantique de Junior; cette section est un re´sume´ du papier [BOU 00d]. Finalement la
section 2.6 pre´sente les conclusions.
Le langage Rejo propose´ dans ce texte est construit au-dessus de Junior que l’on pre´sente dans ce chapitre de
fac¸on succincte. Le lecteur inte´resse´ par plus de de´tails sur Junior peut lire [HAZ 00a].
2.2 Mode`le d’exe´cution
Le mode`le d’exe´cution de Junior est celui de l’approche re´active synchrone. L’approche re´active a e´te´ conc¸ue
pour programmer des syste`mes combinant les deux caracte´ristiques principales suivantes:
• Les syste`mes conside´re´s sont cycliques, c’est-a`-dire qu’il ne finissent pas. En ce sens, ils diffe´rent des
programmes traditionnels qui, apre`s avoir rec¸u des donne´es, s’exe´cutent pendant un certain temps, puis
terminent en fournissant un re´sultat. Au contraire, un syste`me re´actif re´agit de manie`re continue a`
l’e´volution de son environnement.
• Ils doivent eˆtre suffisamment rapides pour suivre les changements de leur environnement. En fait, on
conside`re que l’environnement de´termine le rythme des activations d’un syste`me re´actif: un syste`me
re´actif re´agit a` une activation et, suivant l’e´tat de l’environnement, le transforme; puis, il attend une
nouvelle activation et re´agit a` nouveau, et ainsi de suite inde´finiment.
L’approche re´active est caracte´rise´e par 4 e´le´ments :
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• la notion d’instant;
• les comportements re´actifs;
• la notion d’e´ve´nement;
• la proprie´te´ de dynamisme.
Ces 4 e´le´ments sont explique´s dans la suite.
La notion d’instant
Chaque activation du syste`me re´actif de´finit une e´tape dans son e´volution. On appelle ces e´tapes instants.
Les instants de´finissent ainsi une base de temps abstraite (une sorte d’horloge virtuelle) pour le syste`me. Il est
important de noter que, a` ce niveau, la dure´e effective des instants peut eˆtre quelconque.
L’e´volution d’un syste`me re´actif au cours du temps est repre´sente´e sur la figure 2.1.
reaction
instant i instant i+1 instant i+2
Activation
horloge
virtuelle
Activation Activation
reaction reaction
Fig. 2.1: Approche re´active synchrone
Les comportements re´actifs
En junior les re´actions effectue´es par le syste`me re´actif en re´ponse aux activations sont des comportements
re´actifs spe´cifiques incarne´s sous la forme d’instructions. Junior de´finit un ensemble d’instructions re´actives
(pre´sente´es dans la sous-section 2.3.3) qui peuvent eˆtre active´es ou re´initialise´es. Chacune des activations
retourne l’une de valeurs suivantes:
TERM (pour termine´e): signifie que l’instruction est totalement termine´e. Il n’y a plus rien a` exe´cuter a`
l’instant pre´sent ni aux instants suivants. Ainsi, les activations suivantes d’une instruction termine´e
n’auront aucun effet et retourneront toujours TERM (voir figure 2.2).
instant i
Activation TERM TERMActivation
Fig. 2.2: Comportement qui rend TERM
STOP (pour stoppe´e): signifie que l’instruction est termine´e pour l’instant courant, mais qu’il reste du
code a` exe´cuter a` l’instant suivant (voir figure 2.3).
Chapitre 2. Junior: mode`le, programmation et se´mantique 23
instant i
Activation STOP
instant i+1
Activation
Fig. 2.3: Comportement qui rend STOP
instant i
Activation SUSP Activation
Fig. 2.4: Comportement qui rend SUSP
SUSP (pour suspendue): signifie que l’instruction n’a pas atteint un e´tat stable et qu’en conse´quence son
exe´cution doit eˆtre poursuivie dans l’instant pre´sent (voir figure 2.4). C’est le cas de l’attente d’un
e´ve´nement non ge´ne´re´; l’exe´cution est suspendue pour permettre aux autres instructions exe´cute´es
au cours du meˆme instant de le ge´ne´rer e´ventuellement.
La notion d’e´ve´nement
L’approche re´active propose une notion d’e´ve´nement diffuse´ instantane´ment a` tous les comportements re´actifs,
comme moyen de communication. Les e´ve´nements sont des donne´es qui appartiennent a` l’environnement
d’exe´cution du syste`me. La notion d’instant permet de de´finir clairement les notions de pre´sence, d’absence et
de simultane´ite´ d’e´ve´nements auxquelles un programme peut re´agir.
La se´mantique des e´ve´nements est la suivante:
• Les e´ve´nements sont non-de´finis au de´but de chaque instant. Ce ne sont pas des donne´es persistantes car
ils perdent leur valeur (pre´sent ou absent) a` la fin de chaque instant.
• Les e´ve´nements sont ge´ne´re´s lors de l’exe´cution d’une instruction re´active appele´e generate. Apre`s avoir
e´te´ ge´ne´re´, un e´ve´nement devient pre´sent pour l’instant courant. Ge´ne´rer un e´ve´nement de´ja` pre´sent n’a
aucun effet.
• Les e´ve´nements sont diffuse´s instantane´ment. Toutes les instructions re´actives ont la meˆme vision de
chaque e´ve´nement a` chaque instant.
• On ne peut de´cider qu’un e´ve´nement est absent durant un instant qu’a` la fin de celui-ci. Ainsi la re´action
a` l’absence d’un e´ve´nement est ne´cessairement repousse´e a` l’instant suivant.
Un programme re´actif peut e´galement manipuler des expressions boole´ennes e´ve´nementielles base´es sur la
pre´sence d’e´ve´nements a` un instant donne´. Ces expressions e´ve´nementielles seront pre´sente´es dans la sous-
section 2.3.2.
La proprie´te´ de dynamisme
La proprie´te´ de dynamisme du mode`le re´actif porte sur deux aspects:
24 2.3 Programmation et API
1. La ge´ne´ration d’e´ve´nements : les programmes peuvent ge´ne´rer n’importe quel type d’e´ve´nement. Les
e´ve´nements ne sont pas de´clare´s.
2. Le nombre d’instructions : la taille du programme re´actif a` exe´cuter n’est pas connue en avance (comme
dans l’approche synchrone) et celui-ci peut meˆme changer lors de son exe´cution.
Les quatre e´le´ments que l’on vient de de´crire sont ge´re´s par ce que l’on appelle une machine re´active. Une
repre´sentation graphique de l’approche re´active synchrone est donne´e dans la figure 2.5.
Activation
Machine réactive
||
Parallélisme Logique
Comportement
réactif
dynamique
Génération
Ajout
dynamique
Evénement
Fig. 2.5: Approche re´active synchrone
En conclusion l’Approche Re´active Synchrone peut eˆtre re´sume´e comme :
Approche
Re´active
Synchrone
= Instant + Comportement Re´actif + Eve´nement + Dynamisme
Par rapport au mode`le synchrone, le mode`le re´actif synchrone se diffe´rencie par :
• La dure´e d’un instant. Dans l’approche synchrone la dure´e d’un instant est nulle tandis que dans le
mode`le re´actif elle est non-nulle. La re´percution principale de cette diffe´rence est la possibilite´ de cre´er,
dans l’approche synchrone, des programmes incohe´rents (proble`mes de causalite´). Les autres diffe´rences
sont donne´es dans les points suivants.
• Le dynamisme. Dans l’approche synchrone on construit des programmes statiques, c’est-a`-dire des pro-
grammes qui ne changent pas de taille et dont le nombre d’e´ve´nements est connu a` l’avance.
• La pre´emption. Dans l’approche synchrone on peut faire de la pre´emption forte et faible. Dans le mode`le
re´actif il y a que la pre´emption faible qui est possible.
• Le de´terminisme. L’approche synchrone est strictement de´terministe, elle rejette les programmes qui ont
plus de deux solutions. L’approche re´active n’est pas oblige´e d’eˆtre de´terministe, et a` l’heure actuelle
certaines imple´mentations sont de´terministes et certaines non-de´terministes.
2.3 Programmation et API
Pour programmer en Junior, les programmeurs doivent savoir utiliser 4 choses :
• les wrappers et les identifiers;
• les configurations e´ve´nementielles;
• les instructions re´actives;
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• la machine re´active et son environnement.
Pour avoir une interface de programmation commune a` toutes les imple´mentations de Junior qui ont e´te´
de´veloppe´es, il a e´te´ cre´e´ une interface de programmation appele´e Jr qui spe´cifie le format (la signature en
termes Java) de la plupart des 4 e´le´ments mentionne´s ante´rieurement.
Par ailleurs, l’interface Jr est une interface tre`s primitive et il a e´te´ cre´e´ donc une extension appele´e Jre qui
rend la programmation plus facile. On pre´fe´ra l’utilisation de l’interface Jre lors de la pre´sentation des quelques
exemples.
Les sous-sections suivantes expliquent chacun des ces e´le´ments.
2.3.1 Les wrappers et les identifiers
Les wrappers en Junior ont e´te´ de´finis pour palier l’absence de pointeurs en Java qui sont ne´cessaires dans la
construction d’un programme re´actif. Cette absence se fait aussi sentir lorsqu’on veut migrer un programme
re´actif (les adresses des objets changent).
Un wrapper n’est pas autre chose qu’une me´thode qui rend une valeur d’un type particulier. En termes Java, un
wrapper est une interface qui ne spe´cifie qu’un objet, imple´mentant l’interface, contient une me´thode evaluate
qui rec¸oit comme parame`tre l’environnement d’exe´cution et qui rend un type bien connu. Junior de´finit 5 types
de wrappers: IntegerWrapper, BooleanWrapper, IdentifierWrapper, ProgramWrapper et ObjectWrapper.
Par exemple, voici le code complet de l’interface BooleanWrapper.
package j un i o r ;
public interface BooleanWrapper extends java . i o . S e r i a l i z a b l e
{
boolean eva luate ( Environment env ) ;
}
Etant donne´ que les wrapper ne sont que des interfaces, il faut cre´er des objets qui les imple´mentent. L’imple´men-
tation d’un wrapper de´pend, en ge´ne´ral, de ce que l’on veut faire. Par exemple, si on veut imple´menter un
BooleanWrapper qui rend vrai lorsque la condition i.getValue()==5 est vraie, on construit la classe suivante.
package j un i o r ;
public class ImplemBooleanWrapper
{
I n t eg e r i ;
ImplemBooleanWrapper ( In t eg e r i i ){
i= i i ;
}
boolean eva luate ( Environment env ){
return i . getValue ()==5;
}
}
Ceci veut dire que c’est le programmeur qui doit construire ses propres imple´mentations des wrappers. Pour
rendre la taˆche plus facile dans les cas ou` la valeur a` rendre est constante et connue a` la construction, Ju-
nior de´finit 5 objets qui imple´mentent chacune des interfaces: ConstBooleanWrapper, ConstIntegerWrapper,
ConstIdentifierWrapper, ConstProgramWrapper, ConstObjectWrapper.
Identifiers
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La repre´sentation d’un e´ve´nement en Java se fait en utilisant un type particulier. Si on choisissait, par exemple,
le type String on serait limite´ dans le pouvoir expressif (et aussi dans certain cas dans l’efficacite´ du programme)
des types d’e´ve´nements que l’on pourrait ge´ne´rer. Pour ne pas avoir cette limitation et pouvoir ge´ne´rer des
e´ve´nements d’un type quelconque, Junior de´finit l’Identifier. La seule chose dont on a besoin pour ge´ne´raliser
la notion d’e´ve´nement est d’avoir un me´canisme qui nous permet de savoir si deux e´ve´nements sont e´gaux.
L’Identifier est une interface qui spe´cifie que les objets qui l’imple´mentent doivent avoir deux me´thodes:
• boolean equals(Object object): Cette me´thode est utilise´e pour savoir si deux objets sont e´gaux.
• int hashCode(): Cette me´thode permet de trouver un objet dans une table de hash. Ceci est ne´cessaire
car les e´ve´nements sont stocke´s dans une table de hash dans l’environnement.
Voici un exemple d’imple´mentation d’un Identifier en utilisant String.
import j un i o r . ∗ ;
public class S t r i n g I d e n t i f i e r implements I d e n t i f i e r
{
public St r ing id ;
public S t r i n g I d e n t i f i e r ( S t r ing id ){ this . id = id ; }
public int hashCode ( ) { return id . hashCode ( ) ; }
public St r ing toS t r i ng ( ) { return id ; }
public boolean equa l s ( Object ob j e c t )
{
i f ( ob j e c t instanceof S t r i n g I d e n t i f i e r )
return id . equa l s ( ( ( S t r i n g I d e n t i f i e r ) ob j e c t ) . id ) ;
return fa lse ;
}
}
2.3.2 Les configurations e´ve´nementielles
Comme on a vu dans la section 2.2, Junior de´finit une notion d’e´ve´nement avec laquelle on peut de´cider si
un e´ve´nement est pre´sent ou absent dans un instant. Cette dualite´ dans les valeurs prises par un e´ve´nement
a` chaque instant, permet de de´finir les ope´rateurs de la logique boole´enne classiques qui utilisent, au lieu de
l’e´galite´ des valeurs, la pre´sence ou l’absence d’un e´ve´nement. Cette logique boole´enne base´e sur la notion
d’e´ve´nement a e´te´ construite en Junior avec la de´finition de 4 ope´rateurs de type Configuation.
Jr.Presence(IdentifierWrapper Iw)
Teste si un e´ve´nement est pre´sent. L’e´ve´nement est identifie´ par l’e´valuation du wrapper Iw qui retourne un
identificateur.
Jr.And(Configuration C1, Configuration C2)
Retourne la conjonction des configurations C1 et C2.
Jr.Or(Configuration C1, Configuration C2)
Retourne la disjonction des configurations C1 et C2.
Jr.Not(Configuration C)
Retourne la ne´gation de la configuration C.
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2.3.3 Les instructions re´actives
Junior dispose de 16 instructions re´actives qui sont utilise´es pour construire ce que l’on appelle un programme
re´actif . Un programme re´actif peut eˆtre, donc, compose´ par une ou plusieurs instructions re´actives. Cette
section explique les seize instructions re´actives et la section suivante explique comment combiner les instructions
pour construire un programme re´actif.
Jr.Nothing()
Ne fait rien et termine.
Jr.Stop()
Marque la fin de l’instant dans la branche d’exe´cution courante.
Jr.Atom(Action A)
Exe´cute une action atomique A imple´mente´e en Java et termine imme´diatement.
Jr.Seq(Program First, Program Second)
Exe´cute en se´quence deux programmes First et Second. Lorsque First termine on passe imme´diatement
au programme Second.
Jr.Loop(Program Body)
Imple´mente une boucle infinie: le programme Body est imme´diatement rede´marre´ de`s qu’il termine.
Jr.Repeat(IntegerWrapper Iw, Program Body)
Imple´mente une boucle finie: le programme Body est exe´cute´ un certain nombre d’ite´rations. Le nombre
d’ite´rations a` re´aliser est de´termine´ lors de la premie`re activation de l’instruction Repeat par l’e´valuation du
wrapper Iw qui retourne une valeur entie`re.
Jr.Par(Program Left, Program Right)
Exe´cute en paralle`le deux programmes Left et Right. Les programmes Left et Right sont exe´cute´s a`
chaque instant dans un ordre quelconque. L’instruction Par stoppe pour l’instant courant lorsque les deux
branches ont marque´ la fin de l’instant. L’instruction termine quand les deux programmes terminent. Le
tableau suivant re´sume les valeurs retourne´es par l’instruction Par apre`s chaque activation.
Left/Right TERM STOP SUSP
TERM TERM STOP SUSP
STOP STOP STOP SUSP
SUSP SUSP SUSP SUSP
Tab. 2.1: Les codes de retour de l’instruction Par
Jr.Generate(IdentifierWrapper Iw)
Jr.Generate(IdentifierWrapper Iw, ObjectWrapper Ow)
Ge´ne`re un e´ve´nement dans l’environnement d’exe´cution. L’e´ve´nement est identifie´ a` runtime par l’e´valuation
du wrapper Iw qui retourne un identificateur. La ge´ne´ration de l’e´ve´nement peut eˆtre value´e si on spe´cifie
un deuxie`me parame`tre. La valeur associe´e a` l’e´ve´nement est calcule´e a` runtime par l’e´valuation du wrapper
Ow qui retourne un Object.
Jr.Await(Configuration C)
Attend la satisfaction de la configuration C pour terminer.
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Jr.When(Configuration C, Program Then, Program Else)
Teste au cours d’un instant la configuration C. Si elle est satisfaite, le programme Then est exe´cute´, sinon le
programme Else est exe´cute´. L’exe´cution du programme choisi est instantane´e si la configuration peut eˆtre
e´value´e avant la fin d’instant, sinon l’exe´cution est repousse´e a` l’instant suivant.
Jr.Until(Configuration C, Program Body, Program Handler)
Pre´empte le programme Body lorsque la configuration C est satisfaite. La pre´emption est faible car elle est
re´alise´e apre`s avoir exe´cute´ Body a` l’instant ou C est satisfaite. Le programme Handler est exe´cute´ si la
pre´emption est effective. Son exe´cution est imme´diate si la configuration est satisfaite avant la fin de l’instant
et que le corps est stoppe´, sinon Handler est exe´cute´ a` l’instant suivant.
Jr.Control(IdentifierWrapper Iw, Program Body)
Exe´cute le programme Body en fonction de la pre´sence d’un e´ve´nement. L’e´ve´nement est identifie´ a` runtime
lors de la premie`re activation de l’instruction par l’e´valuation du wrapper Iw qui retourne un identificateur.
Le programme n’est exe´cute´ pour un instant que lorsque l’e´ve´nement de controˆle est pre´sent.
Jr.Local(Identifier Id, Program Body)
De´clare un e´ve´nement, identifie´ par Id, local au programme Body, c’est-a`-dire dont la porte´e est limite´e au
programme Body.
Jr.If(BooleanWrapper Bw, Program Then, Program Else)
Choisit d’exe´cuter le programme Then ou le programme Else en fonction de l’e´valuation du wrapper Bw. Le
wrapper Bw est e´value´ une seule fois lors de la premie`re activation de l’instruction If. Si le wrapper rend vrai
le programme Then est exe´cute´, sinon c’est le programme Else.
Jr.Link(ObjectWrapper Ow, Program Body)
Associe un objet Java au programme Body. L’objet associe´ est connu a` runtime par l’e´valuation du wrapper
Ow.
Jr.Freezable(IdentifierWrapper Iw, Program Body)
Ge`le le programme Body en fonction de la pre´sence d’un e´ve´nement. L’e´ve´nement est identifie´ a` runtime
lors de la premie`re activation de l’instruction par l’e´valuation du wrapper Iw qui retourne un identificateur.
A l’instant ou` l’e´ve´nement est pre´sent, Body est exe´cute´ une dernie`re fois, a` la manie`re de la pre´emption. Le
programme gele´ est stocke´ dans l’environnement en paralle`le avec les autres instructions gele´es par le meˆme
e´ve´nement, s’il y en a.
2.3.4 La machine re´active
La machine re´active est la partie centrale d’un syste`me re´actif construit avec Junior. Elle contient et ge`re les
e´le´ments de´crits dans la section 2.2. En particulier elle:
• Contient un programme re´actif et ge`re l’ajout de nouveaux programmes re´actifs en cours exe´cution. Les
nouveaux programmes re´actifs sont ajoute´s en paralle`le avec les anciens et sont exe´cute´s a` l’instant suivant
de leur ajout.
• Contient un environnement d’exe´cution. La machine diffuse dans l’environnement les e´ve´nements ge´ne´re´s
en dehors du programme et donne acce`s aux instructions gele´es (voir l’instruction Freezable ci-dessous).
• Ge`re les instants de son programme.
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Une machine finit l’instant courant lorsque toutes les instructions paralle`les du programme qu’elle contient
sont soit totalement termine´es soit stoppe´es (c’est-a`-dire qu’il n’y a plus d’instructions suspendues). Sinon, la
machine active cycliquement le programme tant qu’il reste des instructions suspendues. A la fin de chaque
activation, la machine teste si un nouvel e´ve´nement a e´te´ ge´ne´re´ durant l’activation; s’il n’y en a pas, alors la
situation ne peut plus e´voluer et la fin de l’instant courant est de´cide´e. Dans ce cas, un drapeau est leve´ et une
dernie`re activation du programme permet aux instructions suspendues de stopper.
Types de machines et leur API
Junior offre deux types de machines: la safe-machine et la unsafe-machine. Ces deux types sont cre´e´s en util-
isant les primitives suivantes:
Jr.Machine(Program P)
Cre´e une unsafe-machine et y charge le programme P.
Jr.SafeMachine(Program P)
Cre´e une safe-machine et y charge le programme P.
La safe-machine est une machine qui a e´te´ conc¸ue pour eˆtre exe´cute´e dans un environnement multitaˆche, c’est-
a`-dire qu’elle supporte l’acce`s concurrent de 2 ou plus threads Java, sans perte d’information. En particulier,
elle garantit la consistance de l’information lorsque 2 threads utilisent l’API de la machine re´active en meˆme
temps. L’API des deux machines est la suivante:
react()
Fait re´agir la machine une fois, c’est-a`-dire, exe´cute le programme un instant.
add(Program P)
Ajoute un programme P dans la machine. S’il s’agit d’une SafeMachine, on ajoute une copie du programme.
Le programme P est ajoute´ a` l’instant i et il commence a` s’exe´cuter a` l’instant i+1 pour e´viter tout conflit.
generate(Identifier E)
Ge´ne`re l’e´ve´nement E dans la machine.
getFrozen(Identifier E)
Rend une copie des programmes gele´s, graˆce a` l’instruction Freezable, associe´s a` l’e´ve´nement E.
2.3.5 Construction et exe´cution d’un programme Junior
Pour construire un programme re´actif avec Junior il faut effectuer les e´tapes suivantes:
1. Cre´er une machine re´active M.
2. Cre´er un programme re´actif P.
3. Ajouter le programme P dans la machine M.
4. Faire re´agir la machine M un nombre quelconque de fois.
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Les pas 2 et 3 peuvent eˆtre re´pe´te´s au cours de l’exe´cution du pas 4.
Une application Junior peut eˆtre vue comme un syste`me coope´ratif plonge´ dans une horloge logique; ceci
veut dire que le programmeur, lors de la conception du syste`me re´actif, doit toujours ve´rifier que les diffe´rents
composants laˆchent le controˆle. Le programmeur peut passer la main aux autres composants explicitement en
utilisant l’instruction Stop ou implicitement lorsqu’il utilise les instructions e´ve´nementielles. La coope´ration
est un aspect fondamental en Junior, le programmeur doit s’assurer qu’il rend la main, en particulier lorsqu’il
programme les actions atomiques et les wrappers. La cre´ation du programme Java for(;;); dans un atome est
une erreur qui cause l’arreˆt total du syste`me. Ce style de programmation et ses proble`mes seront discute´s plus
en de´tail dans les chapitres suivants. Voyons maintenant deux exemples qui illustrent la plupart des notions
vues jusqu’ici.
Un exemple concret
L’exemple suivant cre´e un programme qui exe´cute une action atomique a` chaque instant. L’action atomique
(ligne 9) consiste a` imprimer la chaˆıne atom. Apre`s la cre´ation du programme (lignes 7-13) et de la machine
(ligne 16), le programme est charge´ dans la machine (ligne 16) et puis active´ dix instants (lignes 18, 19).
1 import j un i o r . ∗ ;
2 import j r e . ∗ ;
3
4 public class Exemple
5 {
6 public stat ic void main ( St r ing [ ] a rgs )
7 {
8 Program P = Jre . Loop ( Jre . Seq ( Jre .Atom(new Action ( ){
9 void execute ( Environment env ){
10 System . out . p r i n t ( ”atom” ) ;
11 }} ) ,
12 Jre . Stop ( )
13 )
14 ) ;
15
16 Machine M = Jre . Machine ( ) ;
17 M. add (P) ;
18
19 for ( int i =1; i <=10; i++)
20 M. r ea c t ( ) ;
21 }
22 }
Listing 2.1: Exemple d’un programme Junior
Pour exe´cuter ce programme, on lance les commandes suivantes dans le cas d’un terminal UNIX :
$ javac − c l a s spa th . : $JUNIOR PATH Example . java
$ java − c l a s spa th . : $JUNIOR PATH Example
atom atom atom . . .
2.4 Exemples
Cette section pre´sente quelques exemples des programmes Junior avec le but de montrer la puissance de Junior
mais aussi les difficulte´s de sa programmation.
Exemple 1
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Le programme Junior du listing 2.2 est compose´ de deux comportements re´actifs mis en paralle`le (le premier
entre les ligne 39-44 et le deuxie`me entre les lignes 45-48). Le premier comportement exe´cute une action atom-
ique a` chaque instant (pour ne pas cre´er une classe anonyme, comme dans l’exemple 1, l’atome est de´fini dans
une classe a` part qui s’appelle MonAtom1) et lorsque l’e´ve´nement name est ge´ne´re´, on arreˆte d’exe´cuter le com-
portement (a` l’instant d’apre`s, pre´emption faible). Le deuxie`me comportement laisse passer quatre instants,
puis il ge´ne`re un e´ve´nement NamE et il exe´cute une action atomique (MonAtom2()). Les e´ve´nements utilise´s par
l’instruction Generate et l’instruction Until (name et NamE respectivement) sont diffe´rents mais vus comme le
meˆme graˆce a` l’identifier de´fini par la classe MonEvent qui compare les chaˆınes (ligne 29) sans conside´rer si elles
ont des lettres en majuscules ou minuscules. Le programme principal cre´e la machine et le programme, puis il
exe´cute le programme tant qu’il n’a pas fini (lignes 52-58).
1 import j un i o r . ∗ ;
2 import j r e . ∗ ;
3
4 class MonAtom1 implements Action
5 {
6 public void execute ( Environment env ){
7 System . out . p r i n t l n ( ” ∗” ) ;
8 }
9 }
10
11 class MonAtom2 implements Action
12 {
13 public void execute ( Environment env ){
14 System . out . p r i n t l n ( ” Eve´nement g e´n e´ r e´ ” ) ;
15 }
16 }
17
18 class MonEvent implements I d e n t i f i e r
19 {
20 public St r ing id ;
21
22 public MonEvent ( S t r ing i ){ id = i+” ! k i l l ” ; }
23
24 public int hashCode ( ) { return id . hashCode ( ) ; }
25
26 public boolean equa l s ( Object ob j e c t )
27 {
28 i f ( ob j e c t instanceof MonEvent )
29 return id . equa l s IgnoreCase ( ( (MonEvent ) ob j e c t ) . id ) ;
30 return fa lse ;
31 }
32 }
33
34 public class Exemple1
35 {
36 public stat ic void main ( St r ing [ ] a rgs )
37 {
38 Program P =
39 Jre . Par ( Jre . Unt i l (new MonEvent ( ”name” ) ,
40 Jre . Loop ( Jre . Seq ( Jre .Atom(new MonAtom1( ) ) ,
41 Jre . Stop ( )
42 )
43 ) ,
44 ) ,
45 Jre . Seq ( Jre . Repeat (4 , Jre . Stop ( ) ) , Jre . Seq (
46 Jre . Generate (new MonEvent ( ”NamE” ) ) ,
47 Jre .Atom(new MonAtom2 ( ) ) )
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48 )
49 ) ;
50
51
52 Machine M = Jre . Machine ( ) ;
53 M. add (P) ;
54
55 int i =1;
56 do{
57 System . out . p r i n t ( ( i ++) + ” : ” ) ;
58 }while ( !M. r ea c t ( ) ) ;
59 }
60 }
Listing 2.2: Exemple 1 d’un programme Junior
La sortie de ce programme est:
$ java − c l a s spa th . : $JUNIOR PATH Example1
1 : ∗
2 : ∗
3 : ∗
4 : ∗
5 : ∗
Eve´nement g e´n e´ r e´
$
Exemple 2
Cet exemple montre la proprie´te´ de dynamisme de Junior. On montre l’ajout de nouveaux programmes re´actifs
ainsi que la ge´ne´ration d’e´ve´nements. Le programme principal cre´e une machine re´active et un programme
(makeProgram(), ligne 41) qui se comporte comme la premie`re branche de l’exemple pre´ce´dent (exe´cute un
atome a` chaque instant, tant qu’il n’est pas pre´empte´). Ensuite il charge le programme (ligne 41) et fait re´agir
la machine tant que son programme ne finit pas (ligne 57). Au cours des activations de la machine (au 2eme et
5eme instant), on ajoute deux nouveaux comportement re´actifs identiques au premier (juste avec un parame`tre
diffe´rent) et on ge´ne`re un e´ve´nement (au 8e`me instant) qui tue tous les comportements re´actifs. En conclusion,
on exe´cute trois comportements re´actifs (qui commencent a` des instants diffe´rents) qui impriment le caracte`re *
(se´pare´ par tab pour les distinguer, lignes 11-13) et qui sont tue´s a` l’instant 9 par la ge´ne´ration de l’e´ve´nement
NamE.
1 import j un i o r . ∗ ;
2 import j r e . ∗ ;
3
4 class MonAtom1 implements Action
5 {
6 int t ;
7
8 public MonAtom( int i ){ t = i ; }
9
10 public void execute ( Environment env ){
11 for ( int i =1; i<=t ; i++)
12 System . out . p r i n t ( ”\ t ” ) ;
13 System . out . p r i n t ( ”∗” ) ;
14 }
15 }
16
17
18 class MonEvent implements I d e n t i f i e r
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19 {
20 // meˆme de l ’ exemple 1
21 }
22
23 public class Exemple2
24 {
25
26 public Program makeProg ( int i )
27 {
28 return
29 Jre . Unt i l (new MonEvent ( ”name” ) ,
30 Jre . Loop ( Jre . Seq ( Jre .Atom(new MonAtom1( i ) ) ,
31 Jre . Stop ( )
32 )
33 ) ,
34 ) ;
35 }
36
37 public stat ic void main ( St r ing [ ] a rgs )
38 {
39 Exemple2 e2 = new Exemple2 ( ) ;
40 Machine M = Jre . Machine ( ) ;
41 M. add ( e2 . makeProg ( 1 ) ) ;
42
43 int i =1;
44 do{
45 System . out . p r i n t ( ”\n”+( i ++) + ” : ” ) ;
46 switch ( i ){
47 case 2 :
48 M. add ( e2 . makeProg ( 2 ) ) ;
49 break ;
50 case 5 :
51 M. add ( e2 . makeProg ( 3 ) ) ;
52 break ;
53 case 8 :
54 M. generate ( new MonEvent ( ”NamE” ) ) ;
55 break ;
56 }
57 }while ( !M. r ea c t ( ) ) ;
58 }
59 }
Listing 2.3: Exemple 2 d’un programme Junior
La sortie de ce programme est :
$ java − c l a s spa th . : $JUNIOR PATH Example2
1 : ∗
2 : ∗
3 : ∗ ∗
4 : ∗ ∗
5 : ∗ ∗
6 : ∗ ∗ ∗
7 : ∗ ∗ ∗
8 : ∗ ∗ ∗
9 : ∗ ∗ ∗
$
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Maintenant, on va voir la description formelle du langage de programmation de Junior.
2.5 Se´mantique
Dans la sous-section 2.3.3 on a donne´ la description du comportement de chaque instruction re´active. Cette
description donne´e en langage naturel s’ave`re utile pour donner une ide´e ge´ne´rale du comportement de chaque
instruction re´active. Cependant, lorsqu’on commence a` construire des programmes re´actifs plus complexes,
cette description n’est pas suffisante car elle ne donne pas la description exhaustive de toutes les interactions
possibles entre les instructions re´actives. Pour avoir une description pre´cise du fonctionnement de Junior, sa
se´mantique formelle a e´te´ de´finie.
Il existe plusieurs fac¸ons de donner une se´mantique formelle a` un langage, dont les plus connues sont les
suivantes :
1. Se´mantique Ope´rationnelle [PLO 81, KAN 87]. Les langages de programmation sont de´finis par des re`gles
de re´duction qui de´crivent comment l’e´tat initial du programme est transforme´ pas a` pas vers l’e´tat final.
Ce type de description est utile pour comprendre le comportement dynamique d’un langage, par exemple,
pour construire un interpre`te. Les se´mantiques ope´rationnelles font suite aux travaux de G. Plotkin sur
les structural operational semantics.
2. Se´mantique De´notationnelle [STO 77, SCH 88]. Les langages de programmation sont de´finis par une
fonction d’e´valuation qui associe a` un programme un objet mathe´matique. L’objet mathe´matique donne
une signification a` ce que fait un programme. Ce type de description est utile pour comprendre la logique
interne du langage, par exemple, pour raisonner sur ses proprie´te´s. Les se´mantiques de´notationnelles font
suite aux travaux de C. Strachey, D. Scott, J.W. de Bakker et M. Nivat, pour n’en citer que quelques uns.
3. Se´mantique Axiomatique [HOR 73, MEY 93, FRA 92]. Les langages de programmation sont de´finis par
des assertions qui de´crivent comment tirer des conclusions sur les entre´es et les sorties du programme. Ce
type de description est utile pour comprendre les effet externes du langage, par exemple, pour ve´rifier un
programme. Les se´mantiques axiomatiques font suite aux travaux de R. Floyd et de C.A.R. Hoare.
Il serait errone´ d’opposer ces se´mantiques. Chacune posse`de son utilite´. Ainsi, une se´mantique ope´rationnelle
claire est tre`s utile pour concevoir une imple´mentation, les se´mantiques axiomatiques offrent des syste`mes de
preuves e´le´gants pour de´velopper et ve´rifier les programmes, et les se´mantiques de´notationnelles sont a` l’origine
des techniques les plus sophistique´es.
Etudier ces se´mantiques se´pare´ment serait aussi une erreur. Ainsi, e´tablir la correction d’une se´mantique ax-
iomatique requiert la connaissance a` priori d’une se´mantique ope´rationnelle, voire de´notationnelle. De meˆme,
l’argumentation de la correction d’une imple´mentation par rapport a` une se´mantique de´notationnelle requiert
le passage par une se´mantique ope´rationnelle et son lien avec la se´mantique de´notationnelle conside´re´e. Le
proble`me se pose alors naturellement de distinguer parmi les diffe´rents types de se´mantiques celles qui corre-
spondent le plus e´troitement aux autres.
Le domaine de la description formelle des langages de programmation est tre`s vaste et bien d’autres types de
se´mantique ont e´te´ donne´s: Se´mantique Alge´brique, Se´mantique d’Actions. La se´mantique formelle de Junior
est une se´mantique ope´rationnelle structurelle que l’on de´crit plus en de´tail maintenant.
Se´mantique Ope´rationnelle Structurelle
La se´mantique ope´rationnelle spe´cifie un langage de programmation comme l’exe´cution de celui-ci dans une
machine abstraite. La Se´mantique Ope´rationnelle Structurelle (SOS), de´veloppe´e par Gordon Plotkin en 1981
[PLO 81], repre´sente l’exe´cution par un syste`me de´ductif qui exe´cute la machine abstraite dans un syste`me
d’infe´rence logique. Etant donne´ que la description se´mantique est base´e sur une logique de´ductive, les preuves
des proprie´te´s des programmes sont obtenues directement a` partir des de´finitions du langage.
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La SOS est de´finie par des re`gles d’infe´rence constitue´es par une conclusion qui se ve´rifie a` partir d’un ensemble
de pre´misses probablement sous le controˆle de quelques conditions. La forme ge´ne´rale de la re`gle d’infe´rence est
une fraction qui a comme nume´rateur les pre´misses et comme de´nominateur la conclusion; si la condition est
pre´sente elle est donne´e a` droite:
premisse1 premisse2 ... premisse3
conclusion
Si le nombre de pre´misse est nul, la ligne est omise et on parle d’axiome. Cette syntaxe a e´volue´ a` partir d’une
syntaxe de logique appele´e de´duction naturelle.
Plusieurs variantes de la SOS ont e´te´ propose´es, par exemple la se´mantique big-step ou macro-step qui, par
opposition a` la se´mantique small-step ou micro-step, cherche a` capturer le comportement de´crit entre deux e´tats
conside´re´s comme l’e´tat initial et l’e´tat final. Un exemple de se´mantique macro-step est celle qui fut de´veloppe´e
par Gilles Kahn, nomme´e se´mantique naturelle. Les autres se´mantiques ope´rationnelles sont la se´mantique de
re´duction [FEL 87], la se´mantique moduler [MOS 99].
La se´mantique formelle de Junior est de´crite dans [BOU 00d] et elle est base´e sur l’utilisation de re`gles de
re´e´criture du type SOS. Le format de re´e´criture utilise´ est le suivant:
t, E
α−→ t′, E ′
qui signifie que l’instruction t exe´cute´e dans l’environnement E se transforme (on peut dire, se re´e´crit) en t’
avec l’environnement E’, et retourne α comme drapeau de terminaison.
La se´mantique de Junior est compose´e de 45 re`gles de re´e´criture de typemicro-step qui de´finissent les instructions
re´actives du langage Junior et de 3 re`gles micro-step, plus une re`gle de re´e´criture de type macro-step, qui
de´finissent la notion d’instant. La notion d’instant du mode`le re´actif est divise´e en micro-instants ou micro-
re´actions; les micro-re´actions sont imple´mente´es a` l’aide de trois drapeaux de terminaison:
• TERM qui signifie que l’exe´cution est termine´e pour l’instant courant et qu’il ne reste rien a` faire au
prochain instant.
• STOP signifie que l’exe´cution est termine´e pour l’instant courant mais qu’il reste quelque chose a` faire
dans le prochain instant.
• SUSP signifie que l’exe´cution n’est pas termine´e pour l’instant courant et qu’elle doit eˆtre reprise dans le
meˆme instant.
La se´mantique repose sur un nombre re´duit de re`gles que l’on a regroupe´es dans les figures 2.6 et 2.7. Celles-ci
fournissent une de´finition extreˆmement compacte de Junior a` la base de ses imple´mentations. L’interpre´tation
de la syntaxe utilise´e est la suivante :
• Les instructions re´actives sont repre´sente´es par leur syntaxe abstraite, et non leur syntaxe concre`te; par
exemple l’instruction Stop qui a la syntaxe concre`te Jr.Stop() est repre´sente´e par Stop.
• Lorsque les instructions utilisent des parame`tres qui sont des programmes re´actifs, on utilise des let-
tres minuscules (en ge´ne´ral t et u). Par exemple, l’instruction re´active Loop qui a la syntaxe concre`te
Jr.Loop(Program t) est de´note´ par Loop(t). Si une instruction re´active, par exemple t, est re´e´crite en
un nouveau terme, on le de´note par t′.
• Les e´ve´nements sont de´note´s par des lettres majuscules: S pour les e´ve´nements simples et C pour les
configurations (des conditions e´ve´nementielles forme´es avec des ope´rateurs And et Or). Par exemple,
l’instruction re´active Await qui a la syntaxe concre`te Jr.Await(Config c) est de´note´e par Await(C).
• Les instructions e´ve´nementielles utilisent 3 pre´dicats : sat(C,E) pour tester si la configuration C est satis-
faite dans l’environnement E, unsat(C,E) lorsque la configuration C n’est pas satisfaite, et unknown(C,E)
lorsque on peut pas encore savoir son e´tat.
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Nothing Stop
Nothing,E
TERM−→ Nothing,E Stop,E STOP−→ Nothing,E
Atoms Contexte d’exe´cution
Atom(a), E TERM−→ Nothing,E Instant(t),F resh
α−→Instant(t′),E
ExecContext(t) b=⇒ExecContext(t′)
Sequence Await
t,E
TERM−→ t′,E′ u,E′ α−→u′,E′′
Seq(t,u),E α−→u′,E′′
sat(C,E) eoi(E)=false
Await(C),ETERM−→ Nothing,E
t,E
α−→t′,E′ α 6=TERM
Seq(t,u),E α−→Seq(t′,u),E′
sat(C,E) eoi(E)=true
Await(C),ESTOP−→ Nothing,E
Loop
unsat(C,E)
Await(C),ESTOP−→ Await(C),E
t,E
α−→t′,E′ α 6=TERM
Loop(t),E α−→Seq(t′,Loop(t)),E′
unknown(C,E)
Await(C),ESUSP−→ Await(C),E
t,E
TERM−→ t′,E′ Loop(t),E′ α−→u,E′′
Loop(t),E α−→u,E′′ Until
Repeat
t,E
α−→t′,E′ α 6=STOP
Until(C,t,u),E α−→Until(C,t′,u),E′
n≤0
Repeat(n,t),ETERM−→ Nothing,E
t,E
STOP−→ t′,E′ Until∗(C,t′,u),E′ α−→v,E′′
Until(C,t,u),E α−→v,E′′
n>0 Seq(t,Repeat(n−1,t)),E α−→u,E′
Repeat(n,t),E α−→u,E′
sat(C,E) eoi(E)=false u,E α−→u′,E′
Until∗(C,t,u),E α−→u′,E′
Control
sat(C,E) eoi(E)=true
Until∗(C,t,u),ESTOP−→ u,E
sat(S,E) t,E α−→t′,E′
Control(S,t),E α−→Control(S,t′),E
unsat(C,E) eoi(E)=true
Until∗(C,t,u),ESTOP−→ Until(C,t,u),E
unsat(S,E)
Control(S,t),ESTOP−→ Control(S,t),E
unknown(C,E)
Until∗(C,t,u),ESUSP−→ Until∗(C,t,u),E
unknown(S,E)
Control(S,t),ESUSP−→ Control(S,t),E
When Local
sat(C,E) eoi(E)=false t,E α−→t′,E′
When(C,t,u),E α−→t′,E′
t,E−SSUSP−→ t′,E′ S 6∈E′
Local−(S,t),ESUSP−→ Local−(S,t′),E′/E[S]
sat(C,E) eoi(E)=true
When(C,t,u),ESTOP−→ t,E
t,E−SSUSP−→ t′,E′ S∈E′
Local−(S,t),ESUSP−→ Local+(S,t′),E′/E[S]
unsat(C,E) eoi(E)=false u,E α−→u′,E′
When(C,t,u),E α−→u′,E′
t,E+SSUSP−→ t′,E′
Local+(S,t),ESUSP−→ Local+(S,t′),E′/E[S]
unsat(C,E) eoi(E)=true
When(C,t,u),ESTOP−→ u,E
t,E−S α−→t′,E′ α=TERM or α=STOP
Local−(S,t),E α−→Local−(S,t′),E′/E[S]
unknown(C,E)
When(C,t,u),ESUSP−→ When(C,t,u),E
t,E+S α−→t′,E′ α=TERM or α=STOP
Local+(S,t),E
alpha−→Local−(S,t′),E′/E[S]
Fig. 2.6: Se´mantique de Junior 1e`re partie (re`gles de re´e´criture)
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Par
t,E
α−→t′,E′
ParSUSP,SUSP (t,u),E
SUSP−→ Parα,SUSP (t′,u),E′[move=true]
u,E
β−→u′,E′
ParSUSP,SUSP (t,u),E
SUSP−→ ParSUSP,β(t,u′),E′[move=true]
t,E
α−→t′,E′ u,E′ β−→u′,E′′
ParSUSP,SUSP (t,u),E
γ(α,β)−→ Parδ1(α,β),δ2(α,β)(t′,u′),E′′
u,E
β−→u′,E′ t,E′ α−→t′,E′′
ParSUSP,SUSP (t,u),E
γ(α,β)−→ Parδ1(α,β),δ2(α,β)(t′,u′),E′′
β 6=SUSP t,E α−→t′,E′
ParSUSP,β(t,u),E
γ(α,β)−→ Parδ1(α,β),δ2(α,β)(t′,u),E′
α 6=SUSP u,E β−→u′,E′
Parα,SUSP (t,u),E
γ(α,β)−→ Parδ1(α,β),δ2(α,β)(t,u′),E′
Freezable
t,E
α−→t′,E′ α 6=STOP
Freezable(S,t),E α−→Freezable(S,t′),E′
t,E
STOP−→ t′,E′ Freezable∗(S,t′),E′ α−→v,E′′
Freezable(S,t),E α−→v,E′′
S∈E eoi(E)=false
Freezable∗(S,t),ETERM−→ Nothing,E{S:=Par(t,E{S})}
S∈E eoi(E)=true
Freezable∗(S,t),ESTOP−→ Nothing,E{S:=Par(t,E{S})}
S 6∈E eoi(E)=true
Freezable∗(S,t),ESTOP−→ Freezable(S,t),E
S 6∈E eoi(E)=false
Freezable∗(S,t),ESUSP−→ Freezable∗(S,t),E
Instant
t,E
α−→t′,E′ α 6=SUSP
Instant(t) α−→Instant(t′),E′
t,E
SUSP−→ t′,E′ move(E′)=false Instant(t′),E′[eoi=true] α−→u,E′′
Instant(t) α−→u,E′′
t,E
SUSP−→ t′,E′ move(E′)=true Instant(t′),E′[move=false] α−→u,E′′
Instant(t) α−→u,E′′
Generate
Generate(S), E TERM−→ Nothing, (E + S)[move = true]
Fig. 2.7: Se´mantique de Junior 2e`me partie (re`gles de re´e´criture)
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• les variables eoi et move de l’environnement E sont teste´es par les pre´dicats eoi(E) et move(E) respec-
tivement et modifie´es par E[eoi = true] et E[move = false].
Ce syste`me de re`gles de re´e´criture est de´terministe (a` l’exception de l’instruction Par) et lorsqu’on exe´cute un
programme re´actif il n’existe donc qu’une seule re`gle a` appliquer. Par exemple si l’on exe´cute le programme:
Jr.Seq(Jr.Atom(new MyAction()),Jr.Stop());
on proce`de de la fac¸on suivante (on utilisant la syntaxe abstraite) :
1. les deux re`gles de la se´quence disent qu’il faut exe´cuter d’abord la branche gauche qui est un atome :
Atom(a), E TERM−→ Nothing,E
2. la premie`re re`gle de la se´quence dit qu’il faut exe´cuter tout de suite la branche droite si la gauche finit,
ce qui est le cas :
Stop,E
STOP−→ Nothing,E
3. la meˆme re`gle de la se´quence dit que maintenant on se comporte comme la branche gauche, mais on rend
STOP ce qui veut dire que le premier instant est fini.
Seq(Atom(MyAction), Stop), E STOP−→ Nothing,E
4. A l’instant d’apre`s, on exe´cute Nothing qui rend TERM et on finit l’exe´cution
Nothing,E
TERM−→ Nothing,E
Le syste`me de re`gles de re´e´criture de Junior de´crit l’exe´cution d’un programme Junior par des transformations
(re´e´critures) des instructions re´actives. Ces transformations ne doivent eˆtre re´alise´es que par le moteur re´actif
pour e´viter les proble`mes lie´s aux modifications concurrentes du programme. L’ajout dynamique de nouveaux
comportements re´actifs, qui implique une modification du programme re´actif, est une ope´ration re´alise´e entre
deux instant pour ne pas perturber l’instant courant. L’ajout dynamique n’est donc pas de´crit par les re`gles
de re´e´criture et il n’existe aucune instruction re´active qui fasse des modifications au programme re´actif en
cours d’exe´cution. Dans le chapitre suivant on va proposer deux nouvelles instructions qui permettent l’ajout
dynamique de comportements re´actifs intra-instant.
2.6 Conclusions
Ce chapitre a pre´sente´ Junior qui est une imple´mentation en Java du Mode`le Re´actif Synchrone. La con-
struction d’un syste`me re´actif en Junior consiste en la cre´ation d’une machine re´active et d’un programme
compose´ d’instructions re´actives; l’exe´cution du syste`me est une suite d’activations/re´actions du syste`me. Les
re´actions du syste`me sont de´crites par les instructions re´actives qui de´crivent des comportements re´agissant a` la
pre´sence ou absence d’e´ve´nements diffuse´s dans l’environnement d’exe´cution. Junior est un langage dynamique
qui permet la cre´ation et l’exe´cution de nouveaux comportements re´actifs a` run-time ainsi que la ge´ne´ration
d’e´ve´nements. Un des principaux atouts de Junior est l’instruction re´active de paralle´lisme logique qui a une
se´mantique pre´cise et qui n’utilise pas les threads Java. Junior est un langage de bas niveau imple´mente´ par un
ensemble de classes Java; sa programmation est standardise´e par l’API Jr.
La section 2.5 est une description ge´ne´rale de la se´mantique de Junior. Cette section est un re´sume´ du papier
[BOU 00d].
Chapitre 3
Junior: imple´mentations et
expe´rimentations
Dans ce chapitre on pre´sente les principales imple´mentations de Junior re´alise´es a` nos jours. L’objectifde donner une se´mantique formelle a` Junior est de valider les imple´mentations faites du mode`le re´actif
synchrone qui nous inte´resse.
On commence dans la section 3.1 avec une description des diffe´rentes imple´mentations. Cette description se cen-
tre sur l’algorithme utilise´ et les de´tails de l’imple´mentation qui caracte´risent le comportement de l’imple´mentation
(avantages et inconve´nients). La section 3.3 pre´sente les travaux similaires, c’est-a`-dire d’autres imple´mentations
du mode`le re´actif et des syste`mes qui ont des caracte´ristiques semblables. Finalement dans la section 3.5 on
pre´sente les conclusions sous la forme d’une liste d’avantages et de de´savantages de Junior.
3.1 Imple´mentations
Le mode`le d’exe´cution de Junior a e´te´ imple´mente´, principalement, de 6 manie`res diffe´rentes. Chaque imple´men-
tation a un nom qui refle`te l’essence de l’algorithme utilise´. Les noms des versions cre´e´es sont Rewrite, Replace,
Simple, Storm, Rvm, et Glouton. Ces imple´mentations sont de´crites dans la suite.
Rewrite
Rewrite est la premie`re imple´mentation qui a e´te´ faite de Junior. De`s le de´part, l’objectif de Rewrite fut d’avoir
une imple´mentation dont on est suˆr qu’elle n’est pas bugge´e, c’est-a`-dire elle respecte bien la se´mantique formelle
donne´e dans la section 2.5. Pour accomplir son objectif, Rewrite imple´mente les re`gles de re´e´criture le plus
fide`lement possible. Par fide`lement on entend ici que n’importe qui (avec un minimum de connaissance) peut
ve´rifier facilement la validite´ de l’imple´mentation.
La table 3.1 montre les re`gles de re´e´criture de l’instruction Repeat ainsi que leur imple´mentation en Java .
Chaque instruction en Junior est imple´mente´e par une classe; la cre´ation d’un programme est donc l’instanciation
de ces classes. Dans le cas du Repeat, on a deux classes: une qui fixe la valeur N (que l’on ne montre pas),
et une autre qui imple´mente les re`gles. La classe RepeatStatic imple´mente les deux re`gles de re´e´criture; par
exemple les lignes 11 et 12 imple´mentent la premie`re re`gle de re´e´criture dans laquelle la fle`che est code´e comme
la cre´ation d’un objet MicroState qui contient le code de retour TERM et la nouvelle instruction Nothing.
L’imple´mentation de Rewrite est clairement divise´e en deux ensembles, celui qui imple´mente les re`gles de
re´e´criture (24 classes) et celui qui imple´mente les interfaces, le moteur d’exe´cution et les e´ve´nements (27 classes).
La notion d’e´ve´nement est imple´mente´e a` l’aide d’une table de hash. La premie`re fois qu’un e´ve´nement est
ge´ne´re´ ou attendu, il est stocke´ dans la table de hash: la cle´ utilise´e est l’identificateur de l’e´ve´nement (un objet
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n≤0
Repeat(N,B),E
TERM−→ Nothing,E
1 public class RepeatStat i c extends UnaryInst ruct ion
2 {
3 f ina l public long N;
4
5 public RepeatStat i c ( long N, Program B){
6 super (B) ;
7 this .N = N;
8 }
N>0 Seq(B,Repeat(N−1,B)),E α−→u,E′
Repeat(N,B),E
α−→u,E′
9
10 public MicroState r ewr i t e ( EnvironmentImpl env ){
11 i f (N <= 0)
12 return new MicroState (TERM,new Nothing ( ) ) ;
13 return new Seq (B. copy ( ) ,
14 new RepeatStat i c (N−1,B) ) . r ewr i t e ( env ) ;
15 }
16 }
Tab. 3.1: Re`gles de re´e´criture vs Imple´mentation
qui imple´mente l’interface Identifier) et la donne´e est un objet qui contient l’information associe´e a` l’e´ve´nement
(les valeurs associe´es a` l’e´ve´nement de l’instant courant et pre´ce´dent ainsi que le nume´ro de l’instant ou` il a e´te´
ge´ne´re´).
Cette imple´mentation des e´ve´nements privile´gie un usage fre´quent des e´ve´nements car la structure de donne´e est
cre´e´e une seule fois; par contre, si les e´ve´nements sont utilise´s rarement, la me´moire est gaspille´e et il faudrait
nettoyer la table de hash (ce qui n’est pas fait et qui prendrait aussi du temps d’exe´cution). En termes de
temps d’acce`s, l’imple´mentation est efficace graˆce a` l’algorithme de recherche de la table de hash. Cependant
son utilisation n’est pas optimale : les instructions e´ve´nementielles cherchent toujours dans la table de hash les
e´ve´nements meˆme lorsqu’ils ont e´te´ de´ja` fixe´s. Cette fac¸on d’imple´menter les e´ve´nements (cre´e´s a` run-time)
est due a` la proprie´te´ de dynamisme de Junior qui n’est pas pre´sente dans les imple´mentations du mode`le
synchrone ou` les e´ve´nements sont de´clare´s et optimise´s pour l’acce`s. En Junior on pourrait acce´le´rer l’acce`s
aux e´ve´nements par un me´canisme similaire. Ceci est a` l’e´tude et pour l’instant le programmeur doit analyser
quelle est la meilleure solution pour son application. Dans la sous-section 3.4.1 on pre´sentera une autre fac¸on
d’optimiser l’acce`s aux e´ve´nements.
La plupart des avantages et des de´savantages de Rewrite sont dus a` ce que l’imple´mentation de´rive directement
de la se´mantique donne´e sous la forme de re`gles de re´e´criture. Les principales caracte´ristiques de Rewrite sont:
• Une se´mantique exe´cutable. Graˆce au fait que l’imple´mentation de´rive de la se´mantique, le programmeur
peut avoir une tre`s grande confiance dans l’imple´mentation.
• Efficacite´ tre`s faible :
– Rewrite cre´e beaucoup d’objets. Si on analyse le code de Rewrite on trouvera que le nombre d’objets
cre´e´s a` chaque fois que l’on exe´cute une instruction re´active (la me´thode rewrite) se trouve entre
ze´ro et six, avec une moyenne de 2 objets. A ce nombre, il faut ajouter le nombre d’objets ne´cessaires
pour imple´menter un e´ve´nements (3); au total on a 3N ou` N est le nombre d’e´ve´nements.
– Imple´mentation inefficace de la me´thode rewrite. A chaque fois que cette me´thode est invoque´e, elle
passe l’environnement d’exe´cution et retourne un nouvel objet (MicroState) contenant le statut de
l’exe´cution (TERM, STOP ou SUSP). Cette fac¸on d’activer les programmes a un grand impact sur
l’espace me´moire (la pile et le tas) lorsqu’on exe´cute un grand nombre d’instructions.
– L’efficacite´ du programme de´pend de l’ordre dans lequel on e´crit les instructions. Si on ne fait pas
attention lors de l’e´criture d’un programme, on peut avoir des cas exceptionnels, comme la cascade
inverse, ou l’efficacite´ est tre`s basse.
– Quelques instructions sont intrinse`quement inefficaces. Ces instructions sont: Loop, Repeat, Local
et Freezable. Loop et Repeat cre´ent une copie de leur corps a` chaque ite´ration. Local et Freezable
cre´ent aussi plusieurs objets lorsque l’e´ve´nement de controˆle est pre´sent.
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En conclusion, Rewrite est une imple´mentation tre`s simple a` comprendre, ve´rifier, modifier et e´tendre. Par
contre, elle tre`s inefficace car toutes les instructions cre´e´es sont utilise´es une seule fois et puis jete´es (re´e´criture des
termes). L’algorithme a une mauvaise complexite´ temporelle et spatiale car l’arbre d’exe´cution est reconstruit
a` chaque activation.
Replace
L’ide´e de Replace consiste a` reprendre l’imple´mentation de Rewrite et a` e´liminer la cre´ation inutile d’objets.
Pour cela, Replace optimise, principalement, 2 choses :
1. Les instructions re´actives sont re´utilise´es le plus possible avant d’eˆtre de´truites, en particulier elles sont
re´utilise´es : 1) tant qu’elles n’ont pas fini, et 2) lorsqu’elles sont sous le controˆle d’une instruction Loop
ou Repeat. Pour re´utiliser les instructions re´actives, elles sont imple´mente´es avec un e´tat interne qui est
re´initialise´, par exemple, lorsque l’instruction est finie et est sous le controˆle d’une instruction Loop.
2. Le code de retour de´crit dans les re`gles de re´e´criture est imple´mente´ a` l’aide d’une variable globale et
non une structure (MicroState) contenant le code de retour et la nouvelle instruction; cette optimisation
e´limine la recre´ation, souvent inutile, de la structure ainsi que l’utilisation des parame`tres dans la me´thode
de re´e´criture rewrite().
3. On ne cre´e des instructions Nothing que lorsque cela est ne´cessaire. Les instructions qui se re´e´crivent en
Nothing (Atome, Stop, Repeat, Await et Freezable) se comportent comme Nothing (elles rendent TERM)
lorsqu’elles ont fini et qu’elles n’ont pas e´te´ re´initialise´es.
Apre`s l’e´limination d’objets inutiles, il reste d’autres proble`mes :
• L’utilisation d’une structure d’arbre pour repre´senter les programmes re´actifs. La structure d’arbre pose
des proble`mes a` la construction et a` l’exe´cution du programme car dans les deux cas on utilise des fonctions
re´cursives pour parcourir l’arbre. Si on compile un programme re´actif qui ge´ne`re un arbre de hauteur
conside´rable, c’est la pile du compilateur qui explose. Si on essaie d’exe´cuter un programme qui a e´te´ charge´
dans la machine par petits bouts mais qu’a` la fin on obtient aussi un arbre de profondeur conside´rable,
c’est la pile de l’application qui explose lorsqu’on fait l’appel re´cursif de la me´thode rewrite().
• L’activation inutile d’instructions. Ce proble`me se pre´sente sous plusieurs formes qui peuvent se combiner
pour donner des performances tre`s pauvres :
– On exe´cute un arbre en forme de peigne forme´ par des instructions Par ou Seq dans lequel (dans
le pire cas) il y a juste un composant a` exe´cuter qui est dans la feuille la plus profonde. On active
ainsi des instructions qui n’ont plus rien a` faire mais qui restent dans l’arbre, pre`s de la racine, pour
garder la cohe´sion du programme.
Ce cas se pre´sente le plus souvent avec les instructions Par qui se trouvent a` la racine de l’arbre
d’exe´cution de la machine.
Ce proble`me ne se pre´sente pas en Rewrite car l’arbre est reconstruit a` chaque activation, sans les
instructions inutiles; c’est le principe meˆme de re´e´criture d’un programme en un autre.
– Replace (et aussi Rewrite) imple´mente l’attente active d’un e´ve´nement. Autrement dit, Replace
parcourt toutes les branches de l’arbre qui contiennent des instructions e´ve´nementielles meˆme si
l’e´ve´nement attendu n’est jamais ge´ne´re´. Ce parcours est fait au moins une fois meˆme si aucun
e´ve´nement n’est ge´ne´re´. Le pire cas de cette situation est un programme qui contient seulement
des instructions e´ve´nementielles et dans lequel les e´ve´nements attendus ne sont pas ge´ne´re´s dans
l’instant.
– L’algorithme imple´mente´ pour faire converger l’instant n’est nullement efficace. L’exemple plus clair
de ce proble`me est celui connu sous le nom de cascade inverse. Voici la structure du programme:
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Par
Par
Par
Nothing
Nothing
Seq
StopAtom
Loop
Nothing
Fig. 3.1: Arbre en peigne
Jr . Seq ( Jre . Generate (N) ,
Jr . Par ( Jre . Await ( 1 ) , Jr . Par (
Jr . Seq ( Jre . Await ( 2 ) , Jre . Generate ( 1 ) ) , Jr . Par (
Jr . Seq ( Jre . Await ( 3 ) , Jre . Generate ( 2 ) ) ,
. . .
Jr . Seq ( Jre . Await (N) , Jre . Generate (N−1))
) ) . . . )
)
Ce programme parcourt (N + (N − 1) + ... + 2 + 1 fois les branches, ce qui donne une complexite´
O(n2) dans le pire cas.
Simple
Cette version a e´te´ cre´e´e par L. Hazard avec l’objectif d’avoir une imple´mentation de Junior qui traite un
grand nombre d’e´ve´nements et de composants en paralle`le de fac¸on efficace. Pour cela Simple imple´mente un
algorithme comple`tement diffe´rent de celui de Replace; l’algorithme se base sur l’utilisation de files d’attente
pour e´viter le proble`me de l’attente active de Replace. Le re´sultat est une imple´mentation tre`s efficace mais
aussi tre`s complexe (son nom est une ironie), difficile a` comprendre, a` modifier et surtout pour laquelle il est
difficile de prouver qu’elle respecte la se´mantique (du moins formellement).
Voici une description abre´ge´e de l’algorithme:
• Un programme en Simple est au de´but un arbre d’instructions comme en Rewrite et Replace.
• L’exe´cution du programme se fait en deux phases:
– La premie`re phase consiste a` activer le programme, comme en Rewrite, et a` le transformer au fur et
a` mesure que l’on le parcourt. La transformation principale consiste a` e´liminer les instructions Par
et a` mettre les branches obtenues dans des files d’attente.
– La deuxie`me phase consiste a` traiter les branches qui sont dans les files d’attente.
Simple ne de´truit pas comple`tement l’arbre, en particulier il garde les instructions de se´quence qui
sont parfois utilise´es pour remonter l’arbre ou plutoˆt les morceaux de branches qui restent. Cette
exe´cution remontante pose des proble`mes pour ve´rifier et formaliser Simple; l’exe´cution remontante
n’est en effet pas une exe´cution structurelle.
Le gain en vitesse de Simple est duˆ, principalement, a` deux choses : 1) Il n’y a plus d’instructions Par et 2) on
n’exe´cute que le strict ne´cessaire graˆce aux files d’attentes. Parmi les optimisations e´galement faites en Simple,
on trouve le nettoyage de la table d’e´ve´nements qui re´duit l’espace me´moire utilise´.
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Storm
Cette version a e´te´ cre´e´e par J.F. Susini [SUS 01] avec l’objectif de concilier efficacite´ et se´mantique formelle.
Pour garantir la se´mantique formelle de Junior, l’imple´mentation de Storm de´rive de celle de Replace. Pour
avoir une version plus rapide que Replace, Storm emprunte le concept de file d’attente de Simple.
Les objectifs particuliers de Storm sont les suivants :
1. Eviter le parcours inutile des branches dans l’arbre d’exe´cution qui sont dans un e´tat suspendu et que l’on
exe´cute parce qu’il a e´te´ ge´ne´re´ un e´ve´nement qui n’est pas celui qu’attend la branche.
2. Eviter que la taille de l’arbre soit trop grande car la pile explose lors de l’appel de la me´thode rewrite.
Ce proble`me empeˆche l’exe´cution de programmes de grande taille.
Voici une description abre´ge´e de l’algorithme :
• On utilise la meˆme imple´mentation des e´ve´nements que Rewrite et Replace (une table de hash qui contient
des cellules qui repre´sentent les e´ve´nements de´finis de fac¸on ge´ne´rique par l’interface Identifier).
• On conserve l’exe´cution structurelle de Replace, c’est-a`-dire que l’on continue a` utiliser un arbre d’exe´cution
qui est re´utilise´ par les instructions Loop et Repeat graˆce a` la me´thode reset().
• La plupart des instructions sont imple´mente´es de la meˆme fac¸on qu’en Replace. Les changements les plus
importants sont :
1. La de´finition du code WAIT.
Pour ne pas activer inutilement les branches suspendues sur un e´ve´nement qui n’a pas encore e´te´
ge´ne´re´, les instructions e´ve´nementielles ont un nouveau comportement : elles s’enregistrent dans des
files d’attentes associe´es a` l’e´ve´nement attendu et rendent le code WAIT. Le code WAIT sert ainsi a`
distinguer les instructions qui sont vraiment suspendues (par exemple celles qui attendent la fin de
l’instant) de celles qui attendent un e´ve´nement. Le code WAIT est traite´, tout particulie`rement, par
l’instruction Par qui ne re´active que les instructions suspendues.
2. La de´finition de la me´thode zap().
Cette me´thode, exe´cute´e par l’instruction Generate, libe`re un chemin dans l’arbre d’exe´cution pour
re´activer les branches qui ont rendu WAIT. Le chemin est code´ dans les instructions Par.
3. Le balancement des instructions Par.
Le balancement re´duit la taille de l’arbre ainsi que l’activation inutile de branches. Il est important
de mentionner que le balancement n’est fait qu’en plus haut niveau, dans les instructions Par inse´re´es
par la machine re´active et pas dans les instructions Par imbrique´es a` l’inte´rieur d’autres instructions
re´actives.
Storm est en ge´ne´ral un bon algorithme, cependant il reste quelques proble`mes a` re´gler: garder le statut WAIT
inter-instant, balancer toujours l’arbre et pas seulement lorsqu’on ajoute un nouveau comportement et l’utiliser
dans les instructions Par imbrique´es. Une nouvelle version, appele´e ThunderBall, re´glera ces proble`mes.
Rvm
Cette version de Junior a e´te´ cre´e´e par D. Petoukhov avec l’objectif d’avoir une version qui tourne dans un
syste`me embarque´ comme la JavaCard. L’algorithme d’exe´cution fonctionne sur la base d’un bytecode qui est
programme´ a` l’aide d’un langage assembleur. Le langage assembleur est donc un langage assembleur re´actif de
bas niveau qui peut eˆtre utilise´ pour programmer d’autres formalismes, par exemple des programmes Junior et
SL. Il existe deux imple´mentations de la Rvm, une en Java et une autre en C.
Voici une description abre´ge´e de l’algorithme:
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• L’allocation de me´moire est une ope´ration extreˆmement che`re dans les syste`mes de temps re´el, dans
la JavaCard par exemple. En effet, la cre´ation des objets est une des ope´rations les plus couˆteuses et
la de´sallocation de me´moire est tout simplement impossible. La Rvm n’utilise pas donc d’allocation
dynamique de me´moire; les instructions re´actives et les e´ve´nements ne peuvent pas eˆtre libe´re´s. Pour eˆtre
dynamique, la Rvm utilise son propre gestionnaire de me´moire qui est plutoˆt un gestionnaire d’objets
(ge´re´s par une file d’objets libres).
• Les instructions re´actives sont constitue´es par un opcode (28 optcodes ont e´te´ de´finis), un pointeur sur
la prochaine instruction et des parame`tres qui de´pendent de l’instruction. Les instructions sont stocke´es
dans une zone de me´moire finie qui est alloue´e statiquement au de´marrage de la machine. Comme les
instructions ne sont pas modifie´es (elles sont des instructions sans e´tat), l’imple´mentation d’une instruction
re´active est de´finie par plusieurs optcodes.
• Les instructions de composition ont une imple´mentation particulie`re :
La se´quence La prochaine instruction a` exe´cuter est soit la prochaine instruction en me´moire, soit un
pe`re. L’instruction de se´quence n’existe donc pas, et est imple´mente´e par la suite des instructions
dans la me´moire.
Le paralle´lisme L’instruction Par est imple´mente´e par plusieurs files de nœuds qui pointent sur les
branches. L’exe´cution d’un programme re´actif consiste a` activer les branches qui sont dans la file
d’instructions preˆtes a` s’exe´cuter, et a` ge´rer les valeurs de retour pour savoir ce qu’il faut faire apre`s
: 1) re-exe´cuter les branches suspendues; plusieurs cas sont analyse´s pour savoir s’il faut donner la
main a` une instruction pe`re ou pas, 2) exe´cuter les branches stoppe´es a` l’instant d’apre`s; il existe une
file pour ces instructions et 3) ne plus exe´cuter les branches termine´es; sauf lorsqu’elles sont dans
une boucle et dans ce cas il y a une autre file.
• La Rvm emprunte a` Simple, comme Storm, la gestion des e´ve´nements avec des files d’attente pour ne pas
imple´menter des attentes actives. Les dernie`res versions de la Rvm utilisent ce me´canisme de gestion de
telle sorte que l’information n’est pas perdue inter-instant comme en Storm.
• Pour faciliter la programmation, il a e´te´ de´fini un assembleur re´actif. Chaque ligne dans le code source
repre´sente une instruction re´active; l’opcode est repre´sente´ par un nom symbolique et les pointeurs sont
imple´mente´s comme des nume´ros de ligne du fichier qui contient le code source. Lorsque le programme
est charge´ en me´moire, les nume´ros sont remplace´s par des vraies adresse me´moire (pour ce changement
un algorithme de deux phases est utilise´).
• L’exe´cution de programmes Junior est faite a` l’aide d’un module de chargement qui traduit un programme
Junior en un programme pour la Rvm. En ge´ne´ral, la traduction est directe avec quelques particularite´s
: la se´quence est e´limine´e, et l’instruction Local est e´limine´e et imple´mente´e comme un renommage
d’e´ve´nements.
Glouton
Cette version a e´te´ cre´e´e par L.Mandel [MAN 02] avec l’objectif de formaliser Simple. La se´mantique de Glouton
est donne´e avec des re`gles de re´e´criture qui de´crivent l’ope´ration principale de l’algorithme: le de´placement des
bouts de code qui sont dans des files d’attente vers les files d’exe´cution de l’instant courant et de l’instant
d’apre`s. Comme Simple, Glouton n’exe´cute que le strict ne´cessaire, c’est-a`-dire que les de´placements ne sont
faits que lorsque la pre´sence, l’absence ou la configuration e´ve´nementielle associe´e a` une file est satisfaite.
Les diffe´rences principales par rapport a` Simple sont les suivantes:
1. une notion de groupe est utilise´e pour : 1)imple´menter la se´quence, 2) imple´menter les boucles, et 3) ge´rer
la de´pendance d’un programme re´actif sur un e´ve´nement.
2. une se´mantique diffe´rente de l’instruction de pre´emption. La se´mantique de l’instruction de pre´emption
est celle de l’instruction Kill du langage SL, c’est-a`-dire une instruction qui ne finit pas instantane´ment
en cas de pre´emption effective.
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3. L’instruction Control n’existe pas en tant qu’instruction. L’instruction est traduite en transformant les
configurations dans chaque instruction e´ve´nementielle.
Pour finir cette section, on va expliquer l’exe´cution d’un programme Junior dans trois des imple´mentations que
l’on vient de pre´senter : Replace, Simple et Storm. L’explication que l’on fera de Replace est e´galement valable
pour Rewrite et celle de Simple est e´galement valable pour Glouton. Pour faciliter l’explication on va e´crire
le programme Junior dans un pseudo-code ou` les instructions de se´quence sont omises et les instructions de
paralle´lisme sont note´es avec le caracte`re ‖|. Voici le programme Junior conside´re´ :
1 Jr . Await ( ”A” )
| |
2 Jr . Await ( ”B” )
3 Jr . Generate ( ”A” )
| |
4 Jr . Stop ( )
5 Jr . Generate ( ”B” )
Ce programme Junior, inde´pendamment de l’imple´mentation, s’exe´cute en deux instants : 1) dans le premier
instant les deux premie`res branches stoppent leur exe´cution car les e´ve´nements qu’elles attendent ne sont pas
ge´ne´re´s; la troisie`me branche se stoppe explicitement, 2) dans le deuxie`me instant la troisie`me branche ge´ne`re
l’e´ve´nement "B" qui permet l’exe´cution de la deuxie`me branche qui a` son tour, avec la ge´ne´ration de l’e´ve´nement
A, de´clenche l’exe´cution de la premie`re branche. Le programme finit donc au deuxie`me instant avec la ge´ne´ration
des e´ve´nements "A" et "B".
Voici la suite des pas re´alise´s par chaque implementation (attente de´signe la mise dans la file d’attente de
l’e´ve´nement attendu par l’instruction) :
Rewrite/Replace
instant 1 : 1, 2, 4, 1, 2
instant 2 : 1, 2, 5, 2, 3, 1
Simple/Glouton
instant 1 : 1(attente), 2(attente), 4
instant 2 : 5, 2, 3, 1
Storm
instant 1 : 1(attente), 2(attente), 4
instant 2 : 1(attente), 2(attente), 5, 2, 3, 1
Remarquez que lorsque l’imple´mentation repasse plusieurs fois sur la meˆme instruction cela signifie qu’elle fait
de l’attente active. C’est le cas en Rewrite/Replace au cours du meˆme instant, par exemple pour l’instruction
1. C’est le cas de Storm entre les deux instants. Par contre en Simple/Glouton il n’y a jamais d’attente active.
Les diffe´rences entre les imple´mentations par rapport a` l’attente active seront conside´re´es plus en de´tail dans le
chapitre 4.
3.2 Analyse de Junior
Dans cette section on va pre´senter une analyse des instructions re´actives de Junior, et les propositions que l’on
a faites pour pallier l’absence de quelques comportements. Junior, par rapport a` Reactive-C et SugarCubes,
est cense´ de´finir un mode`le de programmation bien e´tabli et simple a` utiliser; malheureusement ce n’est pas
toujours le cas car certaines instructions ont une se´mantique complexe. En plus, dans certain cas, il manque
des comportements qui rendent le code moins lisible et compact. Voici les instructions en question:
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L’instruction Control La particularite´ de l’instruction Control est la restriction dans le type d’expressions
e´ve´nementielles que l’on peut utiliser. En effet, l’instruction Control n’accepte pas de configurations.
Cette limitation n’est pas comple`tement justifiable car la seule limitation valide est le controˆle d’un
comportement re´actif lorsqu’un e´ve´nement n’est pas pre´sent. En effet, si l’instruction Control exe´cute son
corps lorsqu’un e´ve´nement est pre´sent, il est clair que l’utilisation de l’absence d’un e´ve´nement est une
flagrante contradiction. Par contre le controˆle d’un comportement par des configurations And et Or ne
pose aucun proble`me.
L’utilisation des configurations dans l’instruction Control (sans le test d’absence d’un e´ve´nement) peut
eˆtre imple´mente´e avec un e´ve´nement auxiliaire de controˆle et un comportement re´actif en paralle`le qui
de´tecte si la configuration est satisfaite. Voici un exemple d’une telle imple´mentation :
Jr . Control ( Jr .And( Jre . Presence ( ”A” ) ,
Jre . Presence ( ”B” ) ) ,
behavior ( )
)
programme e´quivalent :
Jre . Local ( ” c on t r o l ” ,
Jr . Par ( Jr . Loop ( Jr . Seq ( Jr . Seq (
Jr . Await ( Jr .And( Jre . Presence ( ”A” ) ,
Jre . Presence ( ”B” ) ) ) ,
Jre . Generate ( ” con t r o l ” ) ) ,
Jr . Stop ( ) )
) ,
Jre . Control ( ” c on t r o l ” ,
behavior ( ) )
)
)
L’instruction Freezable Cette instruction pre´sente aussi la particularite´ de ne pas utiliser de configurations
e´ve´nementielles sans une re´elle justification. Le proble`me se pose lorsque l’on veut re´cupe´rer les instructions
gele´es de, par exemple, la configuration freezable( "A" || "B" ). Que retourne la me´thode getFrozen?
Le paralle`le de getFrozen("A") et getFrozen("B")? et dans le cas de freezable( "A" && "B" )? il
est clair qu’il n’y a pas de se´mantique intuitive pour cette ope´ration. La solution serait d’utiliser un
e´ve´nement auxiliaire (comme pour l’instruction Control) adapte´ a` l’application.
L’autre particularite´ de l’instruction Freezable est l’absence de handler comme celui de l’instruction Until.
Cette absence n’est pas justifiable bien que l’on puisse imple´menter un comportement similaire avec un
comportement en paralle`le comme pour l’instruction Control.
L’instruction Until Le proble`me de l’instruction Until est que sa se´mantique est trop expressive; elle de´crit
plusieurs comportements en fonction du drapeau du corps (TERM, STOP et SUSP), de la configuration
de pre´emption (satisfaite, pas satisfaite ou on ne sait pas encore) et de la de´tection de la fin de l’instant
(vrai, faux). Par exemple si on ne conside`re que les cas lorsque le corps n’est pas suspendu, on a les 4 cas
suivants :
Le corps La configuration Fin de l’instant Action
TERM X X Terminaison instantane´e
STOP satisfaite vrai exe´cution du handler a`
l’instant i+ 1
STOP satisfaite faux exe´cution du handler a`
l’instant i (pre´emption
instantane´e)
STOP non satisfaite X corps a` l’instant i+ 1
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le caracte`re X signifie que la valeur n’est pas importante pour prendre la de´cision.
Ce qui est particulie`rement anormal dans ce tableau est le cas connu comme pre´emption instantane´e (avec
un handler vide):
Jr . Unt i l ( c on f i gu ra t i on ,
Jr . Seq ( Jre . Pr int ( ”atom 1 ” ) , Jr . Seq (
Jr . Stop ( ) ,
Jre . Pr int ( ”atom 2 ” ) ) )
Jr . Nothing ( ) )
on exe´cute une instruction Stop qui se trouve dans le corps de l’Until et, au lieu d’arreˆter l’exe´cution de
l’instruction Until (et de la branche) pour l’instant courant, l’instruction Until finit son exe´cution.
L’autre cas qui cause des proble`mes est le fait de ne pas savoir si le handler sera exe´cute´ dans l’instant
courant ou au prochain.
L’instruction Loop Le proble`me de l’instruction Loop est la terminaison instantane´e de son corps qui est
potentiellement dangereuse. Le plus souvent on tombe sur ce proble`me lorsqu’on exe´cute une instruction
qui peut finir instantane´ment, par exemple l’instruction Until ou l’instruction When. Une solution a` ce
proble`me consiste a` mettre en paralle`le avec le corps une instruction Stop; cette solution n’e´limine pas
la de´synchronisation possible due a` la complexite´ de l’instruction Until ou a` l’utilisation de l’instruction
When.
3.2.1 Imple´mentation du paralle´lisme
La se´mantique de l’ope´rateur de paralle´lisme (l’instruction Par) ne spe´cifie pas un ordre particulier pour exe´cuter
ses deux branches ; cette se´mantique permet d’imple´menter l’instruction de fac¸on de´terministe (en choisissant
toujours le meˆme ordre) ou pas. En Rewrite et Replace l’instruction Par a e´te´ imple´mente´e de fac¸on de´terministe
(on exe´cute d’abord la branche gauche puis la droite) et en Simple l’instruction Par est non de´terministe a` cause
de l’algorithme utilise´.
Il est important de dire que dans la premie`re imple´mentation du mode`le re´actif en Java (les SugarCubes) la
se´mantique de l’instruction Par (appele´e merge) e´tait une se´mantique de´terministe et que celle-ci a e´te´ adapte´e
en Junior pour mode´liser le fonctionnement de Simple. On peut voir la complexite´ de cette adaptation dans
la se´mantique du Par qui est de´finie par 6 re`gles de re´e´criture qui de´finissent toutes les permutations possibles
de ses branches. Par exemple, si on a trois branches en paralle`le Jr.Par(Jr.Par(P1,P2), P3) et si on ne
conside`re pas les deux premie`res re`gles de re´e´criture du Par (de la figure 2.7) on obtient les 4 premiers cas
de´crits dans la figure 3.2 (au-dessus de la ligne fonce´e). Par contre si on conside`re toutes les re`gles on obtient les
six cas possibles de la figure 3.2 (y compris les deux cas qui sont audessous de la ligne fonce´e) qui conside`rent
les permutations entre les instructions du Par qui contient les programmes P1 et P2 et le Par qui contient le
premier Par et le programme P3.
Le choix entre paralle´lisme de´terministe et non-de´terministe n’est pas e´vident. Un paralle´lisme de´terministe est
tre`s utile pour de´bugger et ve´rifier des proprie´te´s des programmes re´actifs. Le paralle´lisme non-de´terministe est
en ge´ne´ral plus rapide et plus simple a` imple´menter car on n’a pas besoin de respecter l’ordre d’exe´cution.
3.2.2 Les instructions primitives
A la diffe´rence d’autres langages (comme Esterel), la plupart des instructions en Junior sont des instructions
primitives, c’est-a`-dire, que le comportement n’est pas exprimable par d’autres instructions. En fait, il y a
seulement une instruction re´active qui n’est pas primitive, l’instruction Await. Le comportement de l’instruction
Await peut eˆtre reproduit par le programme suivant :
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P1 P2 P3
P2 P1 P3
P3 P1 P2
P3 P2 P1
P1 P3 P2
P2 P3 P1
Fig. 3.2: Combinaisons du Par
Jr . Await ( c on f i gu r a t i on ) =
Jr . Unt i l ( c on f i gu ra t i on ,
Jr . Loop ( Jr . Stop ( ) )
)
Par ailleurs il existe un autre e´le´ment de Junior qui est en ge´ne´ral primitif et qui n’est pas une instruction
re´active : les configurations e´ve´nementielles.
3.2.3 Scanner, Callback ou Interrupt
Lorsqu’on ge´ne`re des e´ve´nements value´s en Junior, on est oblige´ d’attendre la fin de l’instant pour eˆtre suˆr que
l’on a toutes les valeurs. Cette attente oblige le programmeur a` concevoir le programme re´actif en deux phases
(ou instants): une pour ge´ne´rer les e´ve´nements et une autre pour les traiter. Si l’e´ve´nement value´ qui nous
inte´resse ne ge´ne`re qu’une valeur, alors on n’est pas oblige´ d’attendre la fin de l’instant et on peut re´cupe´rer la
valeur avec la me´thode currentValues(). Dans certains cas, on sent bien que cette attente est inutile et que
l’on pourrait traiter les e´ve´nements au fur et a` mesure qu’il sont ge´ne´re´s. Plusieurs propositions ont e´te´ faites
pour reme´dier a` ce proble`me et jusqu’a` maintenant celle qui a e´te´ le mieux accepte´e est l’instruction Scanner.
Voici une description des instructions qui ont e´te´ propose´es:
L’instructions Listener L’ide´e de cette instruction est d’exe´cuter du code Java entre deux instants. L’exe´cution
inter-instant est tre`s utile car on sait que le syste`me se trouve dans un e´tat stable et que l’on a toute
l’information e´ve´nementielle pour faire des calculs cohe´rents. En ge´ne´ral, le programmeur peut exe´cuter
du code Java inter-instant comme on l’a fait dans l’exemple 2.3 1, cependant l’inconve´nient de le faire de
cette fac¸on est que le code re´actif ne contient pas la description inter-instant et il est donc plus difficile a`
le comprendre et a` le porter sur un syste`me ou` l’exe´cution de code Java inter-instant n’a pas e´te´ pre´vue.
Une autre fac¸on de s’assurer que l’on a toute l’information e´ve´nementielle serait de de´dier un instant aux
re´actions e´ve´nementielles et un autre instant aux calculs. Cette solution est toujours possible mais elle
est plus lente et pose le proble`me de la synchronisation.
L’instruction Scanner Cette instruction existe en SugarCubes et elle s’appelle CallBack. En Junior on
l’appelle Scanner et son comportement consiste a` exe´cuter une action atomique, a` chaque fois qu’est ge´ne´re´
un e´ve´nement value´ en cours d’instant. Pour eˆtre suˆr que l’on re´agit a` toutes les ge´ne´rations value´es de
l’e´ve´nement, l’instruction exe´cute l’action atomique (une micro-re´action) et puis elle rend SUSP tant que
la fin de l’instant n’a pas e´te´ de´clare´e ; a` la fin de l’instant elle rend TERM. En SugarCubes, il existe
une variante de cette instruction qui au lieu de rendre TERM a` la fin de l’instant rend STOP. Autrement
dit, l’instruction se comporte comme Jr.Loop(Jr.Scanner(action atomique)). Pour e´viter de possibles
de´rapages, on s’interdit la ge´ne´ration de l’e´ve´nement de controˆle dans l’action atomique.
L’instruction Interrupt Cette instruction a e´te´ propose´e par M. Serrano dans l’imple´mentation qu’il a faite
du re´actif en Scheme. L’ide´e est d’imple´menter l’instruction Scanner avec une re´action a` la ge´ne´ration
1on code les actions inter-instants dans la me´thode qui fait re´agir la machine re´active
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value´e d’un e´ve´nement le plus vite possible Pour cela il exe´cute les actions atomiques imme´diatement
lorsque l’e´ve´nement est ge´ne´re´, et non a` la prochaine micro-re´action.
La figure 3.3 illustre graphiquement le comportement de ces instructions.
Interrupt
instant i+1inter−instant
reaccion
micro
Scanner/CallBack
Listener
EOI
instant i
Fig. 3.3: Diffe´rents types de re´actions
3.2.4 Run et Dynapar
En Junior, a` la diffe´rence de SugarCubes, il n’existe pas d’instruction re´active qui permette de cre´er un pro-
gramme re´actif et de l’ajouter dans la machine a` un point particulier qui ne soit pas en paralle`le avec toutes les
autres composantes. Ce type d’instruction s’ave`re tre`s utile lorsqu’on a construit une entite´ re´active et que l’on
veut e´tendre ses capacite´s; on veut que le nouveau comportement soit aussi soumis aux e´ve´nements de controˆle
de´finis dans l’entite´, par exemple, le tuer avec un e´ve´nement.
En SugarCubes, il existe les instructions Shell et AddShell qui permettent de faire ce type d’ope´rations.
L’instruction Shell(identif1, prog1) associe l’identifieur identif1 de type String au comportement re´actif
prog1; l’instruction AddShell(identif2, prog2) ajoute une copie du comportement re´actif prog2 dans toutes
les instructions Shell qui ont l’identifieur identif2. L’ajout des copies se fait a` la fin de l’instant. Si par er-
reur l’instruction AddShell(identif, prog1) est exe´cute´e avant l’exe´cution de l’instruction Shell(identif,
prog2) le programme prog1 se perd.
Cette fac¸on d’imple´menter l’ajout dynamique pre´sente deux proble`mes: 1) l’ajout ne´cessite un espace de nom
diffe´rent de celui des e´ve´nements, et 2) cet espace de nom (de´fini en Java et pas dans le re´actif) introduit une
notion supple´mentaire a` formaliser 2. D’ailleurs, il faut rappeler que jusqu’a` maintenant on n’a pas formalise´
ce qui se passe dans le monde Java; on se contente de dire qu’il y a un ”effet de bord” mais on dit pas lequel.
C’est pour cette raison que l’on a propose´ une nouvelle instruction en Junior qui imple´mente une sorte de Shell
base´ sur la notion d’e´ve´nement. Voici un exemple e´le´mentaire d’utilisation de l’instruction Dynapar :
Jr . Unt i l ( ” k i l l ” ,
Jr . Dynapar ( ”add” ,
Jr . Loop ( Jr . Seq ( Jr . Pr int ( ”∗” ) ,
Jr . Stop ( ) ) )
)
)
Ce programme imprime * a` chaque instant. Supposons que l’on ge´ne`re l’e´ve´nement value´ "add" a` l’instant k,
avec la valeur suivante :
2Ce n’est que re´cemment que J-F Susini a donne´ une se´mantique formelle aux SugarCubes.
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Jr . Loop ( Jr . Seq ( Jr . Pr int ( ”−” ) ,
Jr . Stop ( ) ) )
)
A partir de l’instant k+1, le programme se mettra alors a` imprimer *-, une fois par instant. Ce comportement
se poursuit jusqu’a` une ge´ne´ration de "kill" ou une nouvelle ge´ne´ration de "add". L’e´ve´nement "kill" tue
ainsi le comportement original qui imprime * mais aussi celui qui imprime -.
L’ajout d’un comportement re´actif a` un point particulier de l’arbre du programme, que permet Dynapar, ne
pouvait pas eˆtre imple´mente´ dans la version originale de Junior. Dynapar ajoute donc de la puissance expressive
a` Junior. La se´mantique de l’instruction DynaPar est la suivante:
t, E
SUSP−→ t′, E′
DynaPar(e, t), E SUSP−→ DynaPar(e, t′), E′
t, E
TERM−→ t′, E′
DynaPar(e, t), E TERM−→ Nothing(), E′
t, E
STOP−→ t′, E′
DynaPar(e, t), E SUSP−→ DynaPar ∗ (e, t′), E′
eoi(E) = false
DynaPar ∗ (e, t), E SUSP−→ DynaPar ∗ (e, t)), E
eoi(E) = true e ∈ E
DynaPar ∗ (e, t), E STOP−→ DynaPar(e, Par(t, currentV alues(e))), E
eoi(E) = false e /∈ E
DynaPar ∗ (e, t), E STOP−→ DynaPar(e, t), E
Une des particularite´s de cette instruction, de´finie clairement par la se´mantique, est que l’instruction termine
lorsque le corps finit meˆme si dans le meˆme instant on rec¸oit l’e´ve´nement d’ajout.
Evidemment, on aurait pu choisir d’autres se´mantiques: 1) si le corps finit et l’e´ve´nement value´ est ge´ne´re´,
on ajoute le comportement en paralle`le, 2) meˆme si le corps finit, l’instruction ne finit pas et on peut a` tout
moment ajouter des nouveaux comportements. La deuxie`me se´mantique de´crit le comportement de dynaPar
comme une sorte de puit; le syste`me de re`gles est encore plus simple car on remplace la deuxie`me et troisie`me
re`gle par:
t, E
α−→ t′, E′ α! = SUSP DynaPar ∗ (e, t′), E′′ β−→ t′′, E′′
DynaPar(e, t), E
β−→ t′′, E′′
L’instruction DynaPar est contraignante a` cause de l’ajout du nouveau comportement a` l’instant d’apre`s. On a
donc fait une autre proposition pour ajouter imme´diatement des nouveaux comportements re´actifs a` un point
pre´cis dans l’arbre d’exe´cution : l’instruction Run. L’instruction Run e´value un ProgramWrapper (que l’on
de´crira plus loin) qui lui rend un programme re´actif puis elle se comporte comme celui-ci. Voici un exemple
d’utilisation de Run et le ProgramWrapper associe´ :
Jr . Loop ( Jr . Unt i l ( ”newBehavior” ,
Jr .Run ( new ImplemProgramWrapper ( ) ) ) )
public class ImplemProgramWrapper
{
int i =0;
Program eva luate ( Environment env )
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{
i++;
i f ( i%2==0) return Jr . Loop ( Jr . Seq ( Jr . Pr in t ln ( ”−” ) ,
Jr . Stop ( ) )
) ;
else return Jr . Loop ( Jr . Seq ( Jr . Pr in t ln ( ”∗” ) ,
Jr . Stop ( ) )
) ;
}
}
Lorsqu’on exe´cute ce programme la premie`re fois, l’instruction Run e´value le ProgramWrapper qui lui rend le
programme re´actif P (qui imprime * a` chaque instant). Ensuit le Run se comporte comme P jusqu’a` ce que
l’e´ve´nement "newBehavior" soit ge´ne´re´. Lorsque l’e´ve´nement "newBehavior" est ge´ne´re´ l’instruction Run est
pre´empte´e et la boucle (instruction Loop) est relance´e : l’instruction Run re´e´value le ProgramWrapper et se
met alors a` imprimer -. La sortie de ce programme est une chaˆıne de caracte`res forme´e par "*" et "-". Le
changement de caracte`re est le re´sultat de la ge´ne´ration de l’e´ve´nement "newBehavior".
Voici la re`gle de re´e´criture de l’instruction Run :
pw,E  p,E p,E α−→ p′, E′
Run(pw), E α−→ p′, E′
L’ope´rateur  e´value le wrapper pw (de type Program) dans l’environnement d’exe´cution3 E pour obtenir un
programme p. L’instruction Run e´value son wrapper, puis elle se comporte comme le programme obtenu.
L’instruction Run est tre`s expressive, a` tel point que l’on peut l’utiliser pour imple´menter l’instruction Dynapar
(on verra une imple´mentation possible dans la section 6.1.5). La question qui se pose maintenant est de savoir
si on garde l’instruction Dynapar, on a de´cide´ de la garder car 1) la se´mantique est plus claire a` partir des re`gles
de re´e´criture que du programme Junior e´quivalent, 2) elle ne pose pas de proble`mes d’appels re´cursifs a` l’infini
comme le Run, et 3) elle s’imple´mente plus efficacement sans l’instruction Run.
La table 3.2 re´sume tous les types d’ajouts de comportements conc¸us jusqu’a` maintenant.
Ajout \ Quand instantane´ pas instantane´
local Run Shell, DynaPar
machine add
Tab. 3.2: Ajouts dynamiques de comportements re´actifs
3.2.5 Par et Seq n-aires
Les deux instructions re´actives de composition en Junior sont la se´quence et le paralle´lisme. Ces instructions sont
les plus utilise´es lorsqu’on construit un programme re´actif et elles sont aussi les plus exe´cute´es. L’imple´mentation
de ces instructions doit donc eˆtre la plus efficace pour re´agir le plus rapidement possible. Dans le chapitre 4
on a mesure´ le temps d’exe´cution de plusieurs types de programmes et on a trouve´ que l’instruction Par avait
un impact direct sur le temps d’exe´cution mais aussi sur la taille maximale des programmes que l’on pouvait
3Une description plus pre´cise consisterait a` utiliser l’environnement Java dans les re`gles; on ne l’a pas fait ici car l’e´valuation
n’affecte pas l’environnement re´actif et parce que, pour le moment, on ne s’inte´resse pas aux modifications faites a` l’environnement
Java.
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exe´cuter 4. Pour re´duire le temps d’exe´cution et augmenter la taille maximale des programmes re´actifs que l’on
peut exe´cuter, on a propose´ l’utilisation des instructions de composition n-aires.
Cette sous-section pre´sente la formalisation de ces instructions. Voici la description de leurs algorithmes et de
leur se´mantique :
• L’instruction Seq.
Algorithme
On utilise une liste (ou tableau) et au moins un pointeur current (ou index) qui pointe sur l’instruction
de la liste a` exe´cuter (ce pointeur pointe sur la premie`re instruction). L’exe´cution consiste a` activer
l’instruction pointe´e par current et analyser le code de retour: s’il est TERM, on pointe le pointeur a` la
prochaine instruction, sinon (STOP ou SUSP) on rend la meˆme valeur et on ne change pas le pointeur.
L’instruction termine lorsqu’on active la dernie`re instruction et elle rend TERM.
Se´mantique
La se´mantique est celle de Reactive-C [BOU 96e].
• L’instruction Par.
Algorithme
On utilise trois listes : 1) une qui contient les instructions initiales (InitList) a` exe´cuter. Lorsque
l’instruction Par est sous le controˆle d’une instruction Loop, cette liste sert a` re´initialiser les instruc-
tions, 2) une qui contient les instructions suspendues (SuspList) a` exe´cuter dans l’instant courant (e´tat
original de toutes les instructions), et 3) une qui contient les instructions stoppe´es (StopList), a` exe´cuter
a` l’instant d’apre`s (liste originalement vide). L’exe´cution consiste a` activer toutes les instructions sus-
pendues et a` analyser le code de retour: s’il est TERM, on l’e´limine de la liste, s’il est STOP on la de´place
dans la liste des instructions stoppe´es, et s’il est SUSP on passe a` l’instruction suivante. L’instruction rend
SUSP si au moins une instruction qui la compose a rendu SUSP. L’instruction rend STOP lorsque toutes
les instructions suspendues ont e´te´ de´place´es dans la liste des instructions stoppe´es (et on les transfe`re
dans la liste des instructions suspendues pour les activer a` l’instant d’apre`s). L’instruction rend TERM
lorsqu’il n’y a plus aucune instruction dans les deux listes SuspList et StopList.
Se´mantique
La se´mantique du Par n-aire n’a jamais e´te´ de´finie auparavant. Elle est de´finie par des re`gles de re´e´criture
de le forme suivante :
InitList SuspList StopList, E
α−→ InitList′ SuspList′ StopList′, E′
ou` InitList est la liste initiale des instructions re´actives,
SuspList est la liste des instructions suspendues, et
StopList est la liste des instructions stoppe´es.
1. Pour chaque instruction Par n-aire, on cre´e trois listes et on les re´e´crit :
[b1, ..., bn][][], E
α−→ InitList SuspList StopList, E′
[b1, ..., bn], E
α−→ InitList SuspList StopList, E′
2. On fait re´agir une fois toutes les instructions qui sont dans la liste initiale.
Si l’instructions termine, on l’e´limine de la liste initiale :
4La taille de´pend de la taille de la pile, laquelle est tre`s utilise´e dans les algorithmes re´cursif que l’on utilise pour parcourir l’arbre
du programme re´actif. Certaines imple´mentations comme Simple ou Glouton n’utilisent pas un arbre pour exe´cuter les programmes
re´actifs mais elles commencent l’exe´cution a` partir d’un arbre; le parcours de cet arbre pre´sente donc le meˆme proble`me de pile.
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b1, E
TERM−→ b′1, E′ [b2, ..., bn] SuspList StopList, E′ α−→ InitList′ SuspList′ StopList′, E′′
[b1, b2, ..., bn] SuspList StopList, E
α−→ InitList′ SuspList′ StopList′, E′′
Si l’instructions est suspendue, on la met dans la liste d’instructions suspendues :
b1, E
SUSP−→ b′1, E′ [b2, ..., bn][SuspList, b′1] StopList, E′ α−→ InitList′ SuspList′ StopList′, E′′
[b1, b2, ..., bn] SuspList StopList, E
α−→ InitList′ SuspList′ StopList′, E′′
Si l’instructions rend STOP, on la met dans la liste d’instructions stoppe´es :
b1, E
STOP−→ b′1, E′ [b2, ..., bn] SuspList [StopList, b′1], E′ α−→ InitList′ SuspList′ StopList′, E′′
[b1, b2, ..., bn] SuspList StopList, E
α−→ InitList′ SuspList′ StopList′, E′′
Lorsqu’on finit d’activer toutes les instructions (la liste initiale est vide) et qu’il reste des instructions
dans la liste d’instructions suspendues, on rend SUSP :
[][b1, ..., bn][r1, ..., rn], E
SUSP−→ [b1, ..., bn][][r1, ..., rn], E
3. Lorsqu’on a active´ au moins une fois toutes les instructions re´actives initiales (la liste est vide) et
qu’il n’y a plus d’instructions suspendues, on rend STOP et on de´place les instructions stoppe´es vers
la liste d’instructions suspendues pour les exe´cuter a` l’instant d’apre`s :
[][][b1, ..., bn], E
STOP−→ [b1, ..., bn][][], E
4. Lorsque les trois listes sont vides, l’instruction Par termine et on rend TERM.
[][][], E TERM−→ [][][], E
3.3 Travaux similaires
Reactive-C
Reactive-C [BOU 91], cre´e´ par F. Boussinot, est une imple´mentation (la premie`re) de ce que l’on appelle le
mode`le re´actif synchrone; elle a e´te´ faite en C et dispose d’une se´mantique formelle donne´e avec des re`gles de
re´e´criture. L’objectif est d’obtenir un assembleur re´actif pour imple´menter divers mode`les de calcul fonde´s sur
des notions de re´action ou d’instant. Parmi les imple´mentations de´ja` re´alise´es, on peut citer :
• Les re´seaux de processus re´actifs (re´seaux ”de Kahn” avec une notion d’instant) dans lesquels le test de
la file vide devient possible tout en pre´servant le de´terminisme (environ 200 lignes de RC).
• Le langage SL qui est une version d’Esterel sans pre´emption forte, dans lequel la re´action a` l’absence d’un
signal est reporte´e a` l’instant suivant, ce qui permet d’e´liminer les cycles de causalite´ (environ 800 lignes
de RC).
• Le mode`le POR (”Programmation par Objets Re´actifs”) imple´mente´ par Soft Mountain sous le nom RLib,
sur lequel Modcomp-AEG a construit l’outil PROTOP/IX. Cet outil est utilise´ pour controˆler la cimenterie
d’Angoule`me des Ciments Lafarge (l’application comprend plusieurs milliers d’agents POR exe´cute´s en
paralle`le et a e´te´ de´crite a` RTS’94).
Inde´pendamment du langage de programmation utilise´ par Junior et Reactive-C (Java et C respectivement), on
peut dire que le mode`le d’exe´cution de Reactive-C est un mode`le plus expressif que celui de Junior. En effet,
Reactive-C permet le controˆle fin de l’exe´cution d’un programme re´actif que Junior ne permet pas. Par exemple,
en Reactive-C le programmeur a a` sa disposition une primitive pour suspendre l’exe´cution d’une branche et
donner le controˆle a` une autre. Ceci a deux conse´quences :
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• On peut construire un ensemble plus large de programmes et donc l’expressivite´ du langage est plus grande.
Avec Reactive-C, on pourrait imple´menter le moteur d’exe´cution de Junior et ses programmes mais pas
l’inverse. Les programmes Junior sont un sous-ensemble des programmes ge´ne´re´s avec Reactive-C.
• Le couˆt a` payer est de pouvoir construire des programmes qui sont syntaxiquement corrects mais se´mantique-
ment incorrects en ce qui concerne la gestion des micro-re´actions. Par exemple, si on imple´mente Ju-
nior avec Reactive-C, il faudrait s’assurer que toutes les branches suspendues de l’instruction Par soient
re´active´es au cours du meˆme instant pour qu’elles voient toutes les modifications qui ont e´te´ faites lorsque
l’instruction e´tait suspendue (voir le meˆme proble`me en SugarCubes ci-dessous).
Par rapport a` Junior, Reactive-C est vraiment un langage de bas niveau5 (assembleur re´actif) car il n’existe
pas d’e´ve´nements ; lorsque le programmeur les imple´mente, il doit faire attention a` l’efficacite´ en e´vitant des
attentes actives. Reactive-C de´finit quelques instructions dont l’ope´rateur de paralle´lisme de´terministe (Merge)
est l’un des plus importants.
SugarCubes
Les SugarCubes [BOU 98c] sont la premie`re imple´mentation du mode`le re´actif en Java. La premie`re imple´mentation
(V1) fut tre`s prometteuse car elle re´unissait les meilleures caracte´ristiques de Reactive-C, de Java et surtout de
l’expe´rience accumule´e dans la construction des syste`mes re´actifs. L’e´quipe de de´veloppement (L. Hazard, F.
Boussinot et J-F. Susini) a tre`s vite propose´ des ame´liorations (V2) et pendant ce processus se sont pre´sente´s
deux proble`mes: 1) la nature du mode`le est telle que l’on peut l’imple´menter de plusieurs fac¸ons, et 2) cer-
taines de ces imple´mentations peuvent conduire a` la construction de programmes incohe´rents que l’on voudrait
e´liminer. Pour e´viter ces proble`mes, il a e´te´ propose´ Junior; Junior de´finit un ensemble d’instructions re´duit
(sans les instructions potentiellement dangereuse) et donne une se´mantique formelle aux instructions pour bien
pre´ciser les comportements re´actifs a` imple´menter.
Pour mieux comprendre les complications de la programmation de bas niveau, voyons comme est utilise´e la
notion de micro-instant en SC. Les micro-instants sont cre´e´s en utilisant l’instruction Suspend et l’instruction
Close. Une instruction suspendue se comporte comme l’instruction Stop si elle n’est pas enveloppe´e d’une
instruction Close. L’instruction Close active son corps tant qu’il n’est pas stoppe´ ou fini. L’instruction Suspend
divise l’instant en micro-instants et l’instruction Close combine les micro-instants pour cre´er un seul instant.
Voici un exemple:
SC. Close ( SC . Merge ( SC . Seq (SC . Pr int ( ”Suspendig ” ) ,
SC . Suspend ( ) ,
SC . Pr int ( ”1” ) ,
SC . Stop ( ) ,
SC . Pr int ( ”2” ) ) ,
SC . Seq (SC . Pr int ( ”A” ) ,
SC . Stop ( ) ,
SC . Pr int ”B” ) )
)
)
Ce programme imprime Suspending A1 au premier instant et 2B au deuxie`me instant, puis termine.
Voici un exemple d’un programme en SugarCubes qui pose des proble`mes:
SC. Merge ( SC . Seq (SC . Await ( ”E” ) ,
SC . Pr int ( ”Action Atomique” ) ,
SC . Seq (SC . Suspend ( ) ,
SC . Generate ( ”E” ) )
)
5En fait, Reactive-C n’est pas un langage avec un compilateur, il s’imple´mente avec des macros. L’utilisation des macros ne
permet pas de faire des optimisations.
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Ce que l’on attend de ce programme est l’exe´cution de l’action atomique a` l’instant de la ge´ne´ration de
l’e´ve´nement "E". Cependant l’action atomique est exe´cute´e avec un de´calage d’un instant car l’environnement
ne de´tecte aucun changement (aucune ge´ne´ration d’un e´ve´nement pendant la premie`re activation) et donc la
fin de l’instant est de´clare´e.
L’instruction Suspend est une des instructions potentiellement dangereuses qui a e´te´ e´limine´e en Junior.
Les diffe´rences principales entre SugarCubes (V3) et Junior sont:
• Nombre d’instructions
Il y a moins d’instructions en Junior (16) qu’en SugarCubes (32).
• Style de programmation
Le style de programmation de SugarCubes est base´ sur l’utilisation de l’instruction Cube qui n’existe pas
en Junior. Le Cube est de´fini comme
Cube = Link + Shell + Freezable
et il n’est pas seulement une instruction; il joue aussi le roˆle de machine re´active ce qui permet une
programmation par hie´rarchies.
• Diffe´rences se´mantiques
– La se´mantique de l’instruction Freezable de Junior est diffe´rente de celle de SugarCubes : l’imbrication
d’instructions Freezable en Junior est exe´cute´e de l’inte´rieur ver l’exte´rieur; en SugarCubes c’est
l’inverse.
– L’instruction de paralle´lisme en Junior est non-de´terministe tandis que celle de SugarCubes est
de´terministe (l’ordre est donne´ par la position des instructions).
– L’instruction Loop de SugarCubes stoppe les boucles instantane´es. En particulier les boucles sont
stoppe´es apre`s avoir exe´cute´ deux fois le corps dans le meˆme instant. En Junior les boucles instan-
tane´es sont permises.
FairThreads
Les FairThreads [BOU 02], cre´e´es par F. Boussinot, de´finissent un mode`le de programmation concurrente et
paralle`le. Ce mode`le a e´te´ de´fini par une se´mantique formelle et il a e´te´ imple´mente´ en plusieurs langages (Java,
C, Scheme).
Le mode`le des FairThreads ressemble fortement au mode`le re´actif synchrone en plusieurs aspects:
1. Les entite´s concurrentes sont exe´cute´es de fac¸on coope´rative avec une notion d’instant a` la Junior, c’est-
a`-dire dans laquelle tous les composants sont exe´cute´s a` chaque instant, d’ou` le nom de Fair (e´quitable),
2. Les entite´s peuvent interagir a` l’aide d’un me´canisme de communication par diffusion d’e´ve´nements,
3. Il est possible de cre´er de nouveaux composants dynamiquement.
Les FairThreads se distinguent de Junior par :
1. Le langage de programmation est un sous-ensemble de celui de Junior; en particulier la plupart des in-
structions e´ve´nementielles n’existe pas et l’instruction Until, d’une part, n’existe pas en tant qu’instruction
et d’autre part a la se´mantique du Kill de SL.
2. Le paralle´lisme n’existe pas en tant qu’instruction; on le trouve comme dans les threads, au plus haut
niveau (on obtient un paralle´lisme plat).
3. Les FairThreads proposent quelques caracte´ristiques qui ne sont pas pre´sentes en Junior:
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• Le de´tachement de comportements re´actifs pour les exe´cuter de fac¸on pre´emptive. Ceci est seulement
possible lorsqu’on exe´cute les FairThreads dans une plate-forme qui supporte l’interface POSIX.
Autrement dit, les FairThreads sont un habillage au-dessus de l’API POSIX.
• L’attente d’e´ve´nements avec une instruction await(E, N) qui attend la ge´ne´ration de l’e´ve´nement
E pendant au plus N instants. Pour imple´menter efficacement l’attente d’e´ve´nement les FairThreads
utilisent des files d’attente.
• Il est possible de ge´ne´rer du code efficace sous la forme d’un automate.
Imple´mentations pour l’embarque´
Spirit machine . Cette machine re´active, cre´e´e par J-F Susini, est une imple´mentation du mode`le re´actif qui
vise la construction de syste`mes qui disposent de tre`s peu de ressources, comme les syste`mes embarque´s. Pour
atteindre son objectif, la Spirit machine utilise un algoritme a` base de bytecode, avec des optcode re´actifs. La
Spirit machine est imple´mente´e en C et de´finit un ensemble d’instructions re´actives a` la Junior : des instructions
e´ve´nementielles comme Generate et Await mais aussi des instructions re´actives de bas niveau (une sorte de goto
re´actif et des tests) pour imple´menter les instructions non e´ve´nementielles comme les boucles. La Spirit machine
est en de´veloppement. Le proble`me principal de la Spirit machine est sa programmation de bas niveau qui se
fait avec de macros et des offsets. Dans la section 6.4, on pre´sente un langage de programmation de haut niveau
(RAUL) qui ge´ne`re du code pour ce moteur.
Jrc. Jrc est un langage de programmation re´active qui vise les syste`mes embarque´s a` faibles ressources. Cette
imple´mentation, faite par O. Parra [PAR 03] a e´te´ conc¸ue pour me´langer des primitives re´actives avec un langage
efficace tel que le C. Jrc s’inspire de Reactive-C et de Junior et utilise les diffe´rentes techniques d’exe´cution de
Junior (arbre d’exe´cution et files d’attente) ainsi que ses primitives e´ve´nementielles ; de Re´active-C, Jrc utilise
l’ope´rateur de paralle´lisme de´terministe, le Merge, et la structuration des programmes sous forme de fonctions.
La Spirit machine et Jrc restent des prototypes et il faut attendre leur maturite´ pour pouvoir bien appre´cier
l’e´tendue de leurs inte´reˆt. Cependant on peut de´ja` observer les avantages du bytecode (en termes d’espace
me´moire) et ceux de la ge´ne´ration de code sans interpre´tation (vitesse d’exe´cution).
L’approche re´active fonctionnelle
Plusieurs imple´mentations de l’approche synchrone ont e´te´ effectue´es, Lustre, Signal, Lucid Synchrone. Dans
cette section on va pre´senter les deux principaux portages de l’approche re´active synchrone.
Librairie re´active en Standard ML Cette librairie re´active a e´te´ imple´mente´ par Pucella [PUC 98] avec
l’objectif de porter Reactive-C en Standard ML; elle est donc tre`s proche du mode`le de programmation de
Reactive-C.
Les similitudes sont:
• La possibilite´ de programmer un controˆle fin a` l’inte´rieur des instants, c’est-a`-dire de programmer les
micro-instants avec des instructions suspend et close.
• Une se´mantique formelle (SOS) et une imple´mentation directe de la se´mantique, par exemple le cœur de
l’imple´mentation est la fonctions step qui joue le roˆle de la re´e´criture dans la se´mantique.
Parmi les diffe´rence on trouve:
• La diffe´rence entre instruction re´active et expression re´active. Les expressions re´actives peuvent eˆtre
de´finies comme des types de donne´es (datatype).
• La pre´emption est imple´mente´e avec le me´canisme d’exception.
• Il n’existe pas de me´canisme de communication autre que les variables partage´es.
• La possibilite´ de programmer des fonctions d’ordre supe´rieur. Un travail similaire a e´te´ fait par Caspi et
Pouzet [CAS 96] en Lustre.
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Senior [DEM 01], cre´e´ par J. Demaria, est une librairie re´active pour le compilateur Scheme Bigloo. Senior a
e´te´ cre´e´ avec l’objectif d’expe´rimenter le me´lange de la programmation fonctionnelle et de Junior. En particulier,
d’avoir acce´s a` l’expressivite´ de Scheme (adoption d’une syntaxe moins lourde par rapport a` Junior) et a` l’ordre
supe´rieur conforme a` la se´mantique de Junior.
Le re´sultat est une programmation tre`s puissante dans laquelle :
• Les e´ve´nements sont repre´sente´s par des symboles Scheme.
• Il y a un meilleur lien entre les donne´es de Scheme et les programmes re´actifs.
• On retrouve l’utilisation de l’ordre supe´rieur a` tous les niveaux (implantation et utilisateur) ce qui perpe´tue
la puissance et la souplesse du fonctionnel.
• Il est possible de cre´er des programmes re´actifs re´cursifs (des fonctions re´cursives).
• L’existence d’une lambda re´active imple´mente´e avec une fonction Scheme qui renvoie un programme re´actif
(arite´ variable, typage des parame`tres).
Quelques proble`mes restent sans solution, par exemple, les programmes re´actifs ne sont pas re´entrants et chaque
invocation entraˆıne l’allocation d’un nouveau programme; le programme re´actif ne peut donc eˆtre lie´ qu’a` un
seul objet.
3.4 Pistes
Dans cette section on va de´crire trois expe´rimentations qui, bien qu’elles n’aient pas abouti a` des solutions satis-
faisantes, montrent les diffe´rents choix d’imple´mentation que peut faire le programmeur (qu’il soit de´veloppeur
ou utilisateur du mode`le): l’environnement et la QoS en Junior.
En Junior, l’adoption d’une nouvelle instruction se fait lorsqu’elle concilie le mieux possible la se´mantique, la
performance et l’expressivite´. Ces trois facteurs sont conside´re´s dans les instructions re´actives que l’on pre´sente
dans les sous-sections suivantes.
3.4.1 D’autres fac¸ons de voir l’environnement
A l’heure actuelle, l’environnement d’exe´cution d’un programme re´actif est constitue´, principalement, par un
ensemble d’identificateurs d’e´ve´nements. Pour la plupart des applications, cet ensemble plat de noms est
suffisant. Cependant pour d’autres applications (pour des raisons se´mantiques ou de vitesse) l’ensemble plat
n’est pas un bon mode`le d’environnement.
Parmi les propositions destine´es a` ame´liorer la vitesse d’acce`s aux e´ve´nements, on peut citer l’environnement con-
figurable propose´ par M. Serrano dans la construction de quelques applications graphiques avec les FairThreads
en Scheme. L’ide´e est de voir l’environnement comme une structure qui prend le format des donne´es utilise´es;
par exemple si on a une application qui utilise la souris pour ge´ne´rer des e´ve´nements de la forme (x, y)name
(ou` x et y sont les cordonne´es de´finies par le clic de la souris sur une feneˆtre et name est le nom du bouton
de la souris qui a e´te´ enfonce´), il est pre´fe´rable d’imple´menter l’environnement comme un tableau de deux
dimensions. La recherche de l’e´ve´nement ”(x, y)name” dans la table de hash est plus lente que si l’on cherche
dans un tableau bidimensionnel en indexant le registre [x][y].
Cette proposition montre que l’imple´mentation actuelle de l’environnement en Junior est trop rigide car la
notion d’identifier ne permet pas de faire de recherches adapte´es au format de donne´es. A l’heure actuelle, le
programmeur doit cre´er sa propre version de Junior.
Maintenant on va de´crire deux extensions se´mantiques de la notion d’environnement.
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1. Le pattern matching.
L’ide´e du pattern matching est de pouvoir e´couter plusieurs e´ve´nements (identifie´s par un patron) et de
re´agir a` chaque e´ve´nement qui satisfait le patron (dans le cas de l’instructions Scanner) ou au premier
e´ve´nement (dans le cas d’autres instructions e´ve´nementielles comme Await). La description du patron
de´pend, en ge´ne´ral, de l’application; ne´anmoins vu que l’on utilise tre`s souvent des chaˆınes de caracte`res,
le patron peut eˆtre donne´ sous la forme d’un langage formel. Les deux langages formels les plus utilise´s
pour de´crire des chaˆınes de caracte`res sont les expressions re´gulie`res et les grammaires (voir [AHO 86]);
les grammaires sont plus expressives que les expressions re´gulie`res mais sont plus lourdes a` traiter. On
a re´alise´ une expe´rimentation dans laquelle, pour simplifier l’imple´mentation, on utilise des expressions
re´gulie`res pour de´crire le patron des e´ve´nements de type String.
Pour simplifier la construction des identifiers, on a de´fini une me´thode (patternStr(String)) qui les
construit a` partir d’une expression re´gulie`re. Graˆce a` cette me´thode et aux modifications que l’on a faites
en Junior (il faut modifier l’environnement pour que les instructions e´ve´nementielles puissent chercher
dans la table de hash un ou plusieurs e´ve´nements qui satisfont le patron), on peut e´crire les programmes
suivants :
Jr . Await ( pat t e rnSt r ( ”ˆ p r e f i x ! ” ) ) ;
// Traitement du premier e´ve´nement qu i s a t i s f a i t l e patron
Jr . Await ( Jr . Or( Jr . Presence ( pat t e rnSt r ( ”ˆ p r e f i x ! ” ) ,
Jr . Presence ( pat t e rnSt r ( ” s u f f i x $ ” ) ;
La description des expressions re´gulie`res est maintenant bien connue et meˆme standardise´e. Les expe´riences
re´alise´es ont de´marre´ avec la version 1.2 de Java qui ne dispose pas d’une librairie pour les utiliser (la
version 1.4 offre cette fonctionnalite´); on a donc utilise´ la librairie regexp de GNU.
Les expe´riences ont montre´ que l’efficacite´ de cette imple´mentation repose sur l’efficacite´ de la recherche
dans la table de hash pour traiter un grand nombre d’e´ve´nements. De meˆme, l’extraction et la conversion
des donne´es transmises par les e´ve´nements doivent eˆtre imple´mente´es tre`s efficacement.
2. Instructions e´ve´nementielles parame´trables.
L’objectif de ce type d’instructions est d’avoir un environnement constitue´ par des sous-ensembles d’e´ve´ne-
ments. Le programmeur pourrait ensuite programmer des instructions e´ve´nementielles qui n’auraient que
la capacite´ de de´tecter les ge´ne´rations d’e´ve´nements dans un des sous-ensembles. La cre´ation de sous-
ensembles d’e´ve´nements permet de rechercher les e´ve´nements plus efficacement et de de´finir une porte´e
des e´ve´nements qui n’est pas hie´rarchique comme celle de l’instruction Local. La porte´e hie´rarchique pose
des proble`mes lorsqu’on utilise des e´ve´nements auxiliaires pour controˆler un comportement re´actif. Voici
un exemple qui exe´cute le comportement behavior() un instant sur trois :
Jre . Local ( ” s tep ” ,
Jr . Par ( Jr . Loop ( Jr . Seq ( Jre . Generate ( ” s tep ” ) ,
Jre . Repeat ( 3 , Jr . Stop ( ) ) ) ) ,
Jre . Control ( ” s tep ” ,
behavior ( ) )
)
)
Dans ce programme, on controˆle le comportement behavior() par l’e´ve´nement "step": en effet, behavior()
n’est exe´cute´ que lorsque l’e´ve´nement "step" est ge´ne´re´. L’utilisation de l’instruction Local a comme effet
de bord que behavior() ne peut plus recevoir l’e´ve´nement "step" provenant de l’exte´rieur.
En fait, ce que on cherche a` faire en Junior, la plupart du temps, est de ge´ne´rer un e´ve´nement qui n’est pas
vu par d’autres comportements re´actifs. Cet objectif peut eˆtre atteint d’autres fac¸ons, la question e´tant
de savoir quelle est la plus efficace et la plus claire se´mantiquement. Par exemple, en Java on peut utiliser
un objet comme un e´ve´nement qui ne peut eˆtre vu que par les comportements qui ont une re´fe´rence sur
lui. Cette affirmation est valide car Java garantit que tous les objets sont diffe´rents, autrement dit on
utilise Java comme ge´ne´rateur d’e´ve´nements uniques. Voici le programme pre´ce`dent dans lequel on utilise
un objet comme e´ve´nement (l’ObjectIdentifier est de´fini comme dans la section 2.3.1).
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Ob j e c t I d e n t i f i e r eveObj = new Ob j e c t I d e n t i f i e r ( ) ;
Jr . Par ( Jr . Loop ( Jr . Seq ( Jre . Generate ( eveObj ) ,
Jre . Repeat ( 3 , Jr . Stop ( ) ) ) ) ,
Jre . Control ( eveObj ,
behavior ( ) )
)
)
Les de´savantages de cette solution sont doubles :
(a) Elle ne´cessite un ge´ne´rateur d’e´ve´nements uniques qui n’existe pas dans tous les langages.
(b) La porte´e d’un e´ve´nement n’apparait pas syntaxiquement et est difficile a` de´terminer.
Les instructions e´ve´nementielles parame´trables permettraient de re´soudre en partie ce proble`me de la
fac¸on suivante :
Environment E = new SubEnvironment ( ) ;
Jr . Par ( Jr . Loop ( Jr . Seq ( Jr . Generate (E , ” s tep ” ) ,
Jr . Repeat ( 3 , Jr . Stop ( ) ) ) ) ,
Jr . Control (E , Jre . Presence (E , ” s tep ” ) ,
behavior ( ) )
)
L’e´ve´nement "step" n’est vu que par l’instruction Control ce qui implique que : 1) son corps behavior()
peut recevoir ou e´mettre l’e´ve´nement "step", et 2) l’instruction Local n’est plus ne´cessaire. La porte´e de
l’e´ve´nement "step" est identifie´e par la variable E.
Pour utiliser les sous-ensembles, il faudrait cre´er un nouveau type de configuration Presence (Jr.Presence(
environnement, identifier)) pour chercher les e´ve´nements dans un sous-ensemble donne´. L’imple´mentation
de la configuration Presence ne serait cependant pas suffisante et il faudrait aussi modifier le moteur re´actif
pour de´tecter la ge´ne´ration d’un e´ve´nement dans un sous-ensemble et re´agir a` cet e´ve´nement.
Les instructions e´ve´nementielles parame´trables sont a` l’e´tude et on n’a pas encore une imple´mentation et
une formalisation de leur description. Cet e´tude fait partie des futures recherches a` re´aliser.
Ces deux propositions permettent de de´crire des comportements re´actifs que l’on ne peut pas programmer dans
la version originale de Junior. Ces deux me´canismes sont comple´mentaires car le pattern matching ne peut pas
eˆtre imple´mente´ avec les instructions e´ve´nementielles parame´trables et vice-versa. Le pattern matching permet
d’attendre plusieurs e´ve´nements en meˆme temps tandis que les instructions e´ve´nementielles parame´trables ne
testent qu’un e´ve´nement a` la fois. Inversement, avec les instructions e´ve´nementielles parame´trables on peut
s’assurer que les e´ve´nements ge´ne´re´s dans un sous-ensemble ne seront pas e´coute´s pas d’autres comportements
alors qu’avec le pattern matching tout le monde peut se mettre a` e´couter n’importe quel e´ve´nement.
3.4.2 La QoS en Junior
Dans cette section on va de´crire quelques expe´rimentations faites en Rewrite et Replace pour essayer de faire de
la QoS (Quality of Service, Qualite´ de Service) en Junior. L’ide´e est de pouvoir garantir un certain nombre de
proprie´te´s, par exemple, que le syste`me est capable de re´agir a` un e´ve´nement en un certain temps. La technique
ge´ne´rale (qui est largement utilise´e dans les protocoles de communication des ordinateurs) consiste a` limiter les
ressources utilise´es. Par exemple, on pourrait limiter le temps d’exe´cution de toute action atomique ou limiter
le nombre d’instructions a` exe´cuter.
Une premie`re expe´rimentation faite par F. Boussinot [BOU 00b] a consiste´ a` construire un automate qui
imple´mente le programme re´actif. Le proble`me de cette technique est que les automates ont tendance a` exploser
en taille de`s que l’on programme un comportement ”complexe”. Pour limiter l’impact de ce proble`me, il est
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propose´ la construction d’automates partiels. C’est-a`-dire que le programme n’est pas entie`rement construit a`
la compilation et les parties manquantes sont compile´es et exe´cute´es a` l’exe´cution lorsqu’elles sont sollicite´es.
Mon ide´e consiste a` modifier Junior pour limiter le temps d’exe´cution d’un atome et limiter le nombre d’instructions
a` exe´cuter; l’ide´e est de ne pas construire l’automate e´quivalent du programme re´actif et d’utiliser la structure
d’arbre de tout programme Junior. Voici la description de ces expe´rimentations.
Limitation du nombre d’instructions a` exe´cuter
Limiter le nombre d’instructions a` exe´cuter a comme objectif de limiter le temps de re´action. Le temps de
re´action d’un programme re´actif de´pend : 1) du temps d’exe´cution de chaque type d’instruction, 2) du nombre
d’instructions exe´cute´es de chaque type et, 3) du temps d’exe´cution du code Java exe´cute´ dans les atomes et dans
les wrappers. Pour simplifier les choses, on va conside´rer que le temps d’exe´cution de chaque type d’instruction
est le meˆme et que le temps d’exe´cution des atomes et wrappers est nul. Avec ces deux conside´rations, on va
estimer le temps d’exe´cution d’un programme comme la simple multiplication du nombre d’instructions par une
constante.
Avec l’estimation du temps de re´action d’un programme et en connaissant le nombre de programmes exe´cute´s
dans la machine, on va pouvoir ”garantir” que tout le syste`me re´agit en moins d’un temps donne´. Pour e´viter
que le temps de re´action ne de´passe une certaine valeur, on fait deux choses : 1) on ne charge pas de nouveaux
programmes re´actifs, et 2) on exe´cute les programmes re´actifs normalement jusqu’au moment ou` ils de´passent
un certain nombre d’instructions, a` ce moment la` on les pre´empte.
Pour limiter le nombre d’instructions a` exe´cuter, on a utilise´ la structure d’arbre qui existe dans certaines des
imple´mentations de Junior. L’ide´e consiste a` modifier Junior pour avoir deux compteurs, un qui compte la
hauteur de l’arbre et un autre qui compte le poids de l’arbre. Le couˆt du comptage est minime car de toute
fac¸on on visite les instructions lorsqu’on les active. Le seul proble`me avec cette imple´mentation est la fac¸on
dont on compte les instructions; en Simple, par exemple, il n’y a pas d’arbre d’exe´cution, et entre Rewrite
et Replace on exe´cute un nombre diffe´rent d’instructions pour le meˆme programme (Replace ne cre´e pas des
instructions Seq dans les boucles). Cette diffe´rence entre Rewrite et Replace finit par eˆtre utile car, par exemple,
elle montre comment Rewrite consomme plus de ressources que Replace. On n’a pas fait l’expe´rimentation en
Simple ou Glouton mais l’imple´mentation des compteurs (malgre´ l’absence d’un arbre d’exe´cution) ne pose
aucun proble`me.
L’avantage du me´canisme de comptage d’instructions a` la vole´e, est que l’on ne perd pas du temps en construisant
et en analysant l’automate du programme. D’autre part, il pre´sente l’inconve´nient de ne pas pouvoir prendre
la de´cision d’exe´cuter un programme avant meˆme de l’exe´cuter. Il y a deux fac¸ons de proce´der:
1. Ne pas exe´cuter un programme re´actif en fonction d’une estimation du nombre d’instructions a` exe´cuter.
Pour cela on peut utiliser le nombre d’instructions exe´cute´es pre´ce´demment, le nombre maximal d’instructions
que l’on pourrait exe´cuter et tout cela modulo un facteur de marge.
2. Arreˆter l’exe´cution d’un programme re´actif au cours de l’activation lorsqu’il de´passe l’utilisation des
ressources alloue´es, par exemple, la hauteur, le poids, etc.
La deuxie`me option pre´sente le proble`me ge´ne´ral de la pre´emption forte: on peut laisser le syste`me dans un
e´tat instable. Les expe´rimentations faites ont consiste´ a` mettre au point le comptage des instructions exe´cute´es
dans Rewrite et Replace. Ensuite, il suffit d’arreˆter l’exe´cution d’un programme en utilisant une instruction
limitant les ressources a` utiliser; pour limiter les ressources on pourrait imaginer l’instruction suivante :
Jr.Limite(Characteristic, Value, Body, Handler)
ou` Characteristic de´finit le type de ressource a` limiter (par exemple la hauteur maximale de l’arbre d’exe´cution),
Value de´finit le nombre de ressource que l’on peut utiliser, Body est le programme re´actif a` limiter et Handler
est le programme re´actif exe´cute´ lorsque le corps est interrompu car il a de´passe´ les limites.
Le programme suivant utilise cette instruction avec la constante Jr.Height qui limite la hauteur de l’arbre :
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Jr . Limite ( Jr . Height , 2 ,
Jr . Seq ( Jr . Pr int ( ”QoS” ) ,
Jr . Loop ( Jr . Stop ( ) ) ,
Jr . Pr int ( ”QoS Pre´emption” )
)
Le programme exe´cute son corps jusqu’au point ou` il de´passe la hauteur permise (2), c’est-a`-dire il exe´cute les
instructions Seq et Loop, et lorsqu’il va commencer l’exe´cution de l’instruction Stop, le programme est pre´empte´
et le handler est exe´cute´ (on imprime QoS Pre´emption).
Les atomes borne´s en temps
Une autre expe´rimentation qui a e´te´ faite est l’imple´mentation des actions atomiques borne´es en temps. L’ide´e
est de pouvoir stopper les programmes qui, pour une raison quelconque, ne finissent pas ou prennent beaucoup
de temps. Limiter le temps d’exe´cution d’une action atomique a deux objectifs:
1. Garantir l’e´volution globale du syste`me. Voici un programme re´actif qui arreˆte l’exe´cution de tout le
syste`me :
Jr .Atom{ for ( ; ; ) ; }
Dans cet exemple on a simplifie´ la syntaxe re´elle des actions atomiques (celle utilise´e dans la section 2.3.5)
pour faciliter la lecture. Dans la suite on utilisera la syntaxe simplifie´e.
Limiter le temps d’exe´cution de ces programmes, empeˆcherait la propagation de ce genre d’erreurs aux
autres comportements re´actifs exe´cute´s en paralle`le.
2. Garantir le fonctionnement du syste`me dans des conditions acceptables, autrement dit, faire d’une autre
fac¸on de la QoS. Par exemple, si on limite le temps d’exe´cution d’un programme, on peut assurer que le
syste`me ne s’e´croulera pas lorsqu’on ajoutera un nouveau comportement. Si c’est le cas, on peut refuser
l’ajout.
Les expe´rimentations faites ont montre´ qu’un me´canisme efficace de threads pre´emptifs est ne´cessaire car ce que
l’on veut faire est de stopper le thread qui exe´cute le programme re´actif et puis reprendre l’exe´cution dans une
instruction re´active ”suˆre”. Tout le proble`me consiste a` reprendre l’exe´cution a` partir d’une instruction re´active
de´signe´e. Par exemple, pour le programme pre´ce´dent, il faudrait cre´er deux threads, un thread principal qui
exe´cute les instructions re´actives Loop et Seq, et un thread auxiliaire qui exe´cute l’action atomique. Le thread
principal se suspend lorsqu’il exe´cute l’atome et, a` ce moment, il passe la main au thread auxiliaire qui exe´cute
le code Java. Si le thread auxiliaire de´passe le temps alloue´, on le tue et on re´veille le thread principal avec un
code d’erreur. Si le thread auxiliaire finit normalement, on redonne la main au thread principal avec un code
de succe`s.
Le proble`me de cette imple´mentation en Java est la cre´ation d’un nouveau thread a` chaque fois que l’on exe´cute
un atome. La cre´ation e´tant assez lourde, il vaut mieux le suspendre lorsque l’atome finit normalement et le
relancer a` la prochaine exe´cution d’un atome. Malheureusement l’ope´ration pour suspendre un thread Java a
e´te´ e´limine´e (dans le jargon de Java, on dit deprecated) et il faut donc imple´menter un me´canisme a` soi pour le
suspendre de fac¸on propre. Mais ce n’est pas tout le proble`me :
1. Il ne faut pas imple´menter la suspension avec une attente active car sinon on peut consommer des ressources
inutilement. On doit utiliser sleep ou les primitives wait et notify.
2. Il faut ge´rer correctement les diffe´rents threads cre´e´s: le thread principal, le thread auxiliaire et le thread
qui imple´mente le timer. En particulier il faut faire attention aux priorite´s.
En conclusion j’ai eu du mal a` mettre au point une version qui marche bien et qui passe a` l’e´chelle.
Pour re´duire la cre´ation de threads et avoir un controˆle plus fin sur le temps d’exe´cution d’un programme, on
pourrait cre´er une instruction qui pre´empte un comportement re´actif et pas seulement une action atomique.
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Appelons cette instruction preemption, que l’on utilise de la fac¸on suivante :
Jr.Preemption(Nombre d’instructions, Body, Handler)
Voici un exemple de cette instruction :
Jr . Preemption (30 ,
Jr . Loop ( J . Seq ( Jr .Atom{ for ( ; ; ) ; } ,
Jr . Stop ( ) ) ) ,
Jr .Atom{ System . out . p r i n t l n ( ”Timer e lapsed ” ) ; }
)
Ce programme pre´empte l’action atomique (constitue´e par l’instruction for) lorsqu’elle prend plus de 30 secon-
des en s’exe´cutant. Lorsque la pre´emption est effective, le handler est exe´cute´. Le proble`me de cette instruction
est la se´mantique que l’on donne a` un programme qui exe´cute une instruction e´ve´nementielle, par exemple
l’instruction Await du programme suivant:
Jr . Par ( Jr . Preemption (30 ,
Jr . Seq ( Jre . Await ( ”E” ) ,
Jr .Atom{ System . out . p r i n t l n ( ”E e s t pr e´ s ent ” ) ; } ,
Jr . Seq ( Jre . Repeat ( 25 , Jr . Stop ( ) ) ,
Jre . Generate ( ”E” ) )
)
L’instruction Wait peut prendre beaucoup de temps a` finir, meˆme lorsque l’e´ve´nement est ge´ne´re´ durant la
premie`re activation; par exemple, lorsqu’on utilise Replace et que l’on tombe sur un programme de type cascade
inverse. Ensuite, il faut voir comment interpre´ter le temps que prend l’instruction lorsque l’e´ve´nement n’est pas
pre´sent durant instant; il faudrait e´galement ne pas conside´rer le temps d’exe´cution inter-instant.
Finalement, il faut dire que l’imple´mentation des actions atomiques borne´es en temps doit eˆtre accompagne´e
par une instruction qui permet de de´tecter lorsque l’atome de´passe le temps. Les tests que l’on a faits ont
montre´ que, par exemple, la cre´ation d’objets peut prendre beaucoup de temps et que, lorsque cela arrive,
il faut souvent arreˆter tout le comportement et ge´rer le proble`me au cas par cas. Autrement dit, il faut un
me´canisme de controˆle d’erreurs; la section suivante pre´sente une proposition pour re´soudre ce proble`me.
3.4.3 Les exceptions
Lorsqu’on exe´cute un programme re´actif il est possible de tomber sur deux types d’erreurs: 1) les erreurs qui
re´sultent de l’exe´cution du code Java qui se trouve dans les actions atomiques et les wrappers, et 2)les erreurs
qui concernent l’exe´cution des instructions re´actives, par exemple l’exe´cution d’une loop instantane´e. A l’heure
actuelle, il n’existe aucune instruction qui permet de ge´rer ces erreurs et lorsqu’on exe´cute, par exemple, un
atome qui ge´ne`re une exception, c’est tout le syste`me qui s’arreˆte. Pour re´soudre ce proble`me avec un me´canisme
d’exceptions a` la Java, il faut voir :
1. de quelle fac¸on on va imple´menter les exceptions. Le plus facile est d’utiliser le me´canisme d’exceptions de
Java mais ce choix implique que des futures imple´mentations de Rejo dans d’autres langages poseraient
des proble`mes.
2. quelle se´mantique on va donner. En Reactive-C il existe de´ja` un me´canisme d’exception, la question est de
voir si ce me´canisme s’adapte bien en Junior et sinon comment l’adapter. Si on imple´mente les exceptions
en utilisant le me´canisme d’exception de Java, il faudrait voir quelles sont les re´percussions se´mantiques.
3. e´tudier les re´percussions des propositions. Le proble`me de la gestion des exceptions est le fait que l’on
peut imple´menter une pre´emption forte qui peut laisser le syste`me dans un e´tat incohe´rent (certaines
branches ne sont pas exe´cute´es). Il faudrait voir dans quelles conditions la pe´emption forte, provoque´e
par une exception, est sans danger.
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La proposition que l’on a faite en Junior pour traiter les exceptions consiste en une instructions re´active qui a
la syntaxe suivante:
Jr.Try(Body, Handler)
L’instruction se comporte comme son corps Body tant qu’il n’existe pas d’erreur (aucune exception est ge´ne´re´e).
Si lors de l’exe´cution du corps une exception est leve´e, on arreˆte l’exe´cution et on exe´cute le Handler.
La formalisation de l’instruction Try, comme celle de l’instruction If et celle de l’instruction Scanner, pose
quelques proble`mes; la se´mantique des ces instructions comporte la description du code Java que, jusqu’a`
maintenant, on n’a pas formalise´. En particulier, la se´mantique de Junior ne de´crit pas ce qui se passe lorsqu’on
exe´cute un wrapper ou une action atomique. Les modifications de l’environnement Java (par opposition a`
l’environnement re´actif que l’on de´note´ par E dans les re`gles) sont conside´re´es comme des effets de bord qui
n’affectent pas le mode`le re´actif.
La se´mantique formelle de l’instruction Try devrait mode´liser le me´canisme d’exception de Java; ce me´canisme,
qui affecte l’environnement Java, ne peut pas eˆtre repre´sente´ par les re`gles de re´e´criture de Junior; ne´anmoins
si on introduit dans ces re`gles la notion de post-condition, la se´mantique de l’instruction Try aurait la forme
suivante :
t, E
α−→ t′, E′ α 6= TERM exception() = false
try(t, u), E α−→ try(t′, u), E′
t, E
TERM−→ t′, E′ exception() = false
try(t, u), E TERM−→ Nothing(), E′
t, E
α−→ t′, E′ exception() = true u,E′ α−→ u′, E′′
try(t, u), E α−→ u′, E′′
ou exception() est un pre´dicat que l’on utilise pour savoir si une exception a e´te´ leve´e; autrement dit, lorsque
exception() est vrai, on est en train d’exe´cuter la section catch d’une instruction Try en Java.
Cette proposition ne modifie pas le me´canisme ge´ne´ral d’exe´cution d’un programme re´actif comme c’est le cas
de Reactive-C. Reactive-C de´finit un drapeau supple´mentaire appele´ EXC qui est remonte´ dans l’arbre. Ce
drapeau est ge´ne´re´ par une instruction re´active spe´ciale, appele´e raise, qui joue le roˆle de l’instruction throw
de Java. On peut voir le drapeau EXC comme la mode´lisation des exceptions Java a` l’inte´rieur du re´actif. Cette
mode´lisation influence les autres instructions re´actives, en particulier l’instruction Merge qui doit prendre en
compte le nouveau drapeau. L’instruction Merge est de´finie de telle sorte que lorsqu’elle rec¸oit le drapeau EXC
d’une de ses branches, elle arreˆte l’exe´cution des branches restantes.
L’imple´mentation de l’instruction Try se comporte comme la description que l’on vient de faire sans l’introduction
du drapeau EXC et la de´finition de l’instruction raise. L’ide´e est de faire le moins de modifications possibles a`
Junior et d’utiliser tout ce qui est disponible en Java et dans le re´actif pour ne pas dupliquer des fonctionnalite´s.
Voyons maintenant les proble`mes de cette imple´mentation :
1. Il n’est pas possible de spe´cifier l’exception que l’on veut attraper. L’imple´mentation de l’instruction
re´active Try a e´te´ code´e en Java avec une instruction Try pour 1) ne pas reimple´menter un me´canisme
d’exception et, 2) re´utiliser les exceptions de´finies en Java. L’instruction Try en Java ne permet pas
de de´terminer a` l’exe´cution le type d’exception que l’on veut intercepter, autrement dit, on ne peut pas
de´clarer (dans la section catch) le type d’exception a` intercepter comme une variable. Or, c’est justement ce
dont on a besoin; on voudrait e´crire des programmes re´actifs qui utilisent l’instruction re´active Try avec une
exception particulie`re (par exemple l’exception RuntimeException) et avoir une seule imple´mentation de
l’instruction re´active Try qui, lorsqu’on cre´e une instance, est capable d’utiliser une exception quelconque
(celle que l’on a code´e).
L’imple´mentation actuelle de l’instruction re´active Try, intercepte toutes les exceptions ge´ne´re´es par
l’exe´cution du corps. Ensuite, c’est le programmeur qui doit ge´rer les exceptions; par exemple, il peut
analyser la chaˆıne de l’exception pour savoir si l’on l’a traite´e ou on l’a remonte´e. Voici un exemple:
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Jr . Try ( Jr .Atom{ throw new Exception ( ”pre´emption f o r t e ” ) ; } ,
Jr .Atom{
Exception e = ( Exception ) env . getData ( ” except ion ” ) ;
i f ( e . getmessage ( ) . equa l s ( ”pre´emption f o r t e ”)==0 )
System . out . p r i n t l n ( ”Exception de pre´emption” ) ;
else
throw e ;
} )
2. Il est possible de coder un comportement qui arreˆte l’exe´cution d’un programme et qui le laisse dans un
e´tat instable, c’est-a`-dire une sorte de pre´emption forte. Avec cette instruction on pourrait imple´menter
la configuration Or que l’on ne peut pas imple´menter avec des instructions re´actives. Voici un exemple :
Jr . Try ( Jr . Par ( Jr . Seq ( Jre . Await ( ”A” ) ,
Jr .Atom{ throw new Exception ( ”pre´emption : A” ) ; } ) ,
Jr . Seq ( Jre . Await ( ”B” ) ,
Jr .Atom{ throw new Exception ( ”pre´emption : B” ) ; } ) ) ,
Jr .Atom{ System . out . p r i n t l n ( ”Exception : A | | B” ) ; } )
En fait, le proble`me est lie´ au fait que l’on laisse une branche sans finir et que l’on donne la main a` une
autre. Une solution serait donc d’e´viter de donner la main est de traiter l’exception avant, autrement
dit, il faudrait limiter l’usage de l’instruction Try dans des comportements re´actifs qui ne contiennent pas
d’instructions Par. Cette limitation peut eˆtre re´alise´e soit par le compilateur soit par le programmeur.
La version actuelle de Rejo ne fait aucune analyse pour limiter l’usage de l’instruction Try et c’est donc
la responsabilite´ du programmeur.
3.5 Conclusions
On a pre´sente´ dans ce chapitre comment la se´mantique formelle de Junior (vue dans le chapitre pre´ce´dent)
a e´te´ le point de de´part de nombreuses imple´mentations de Junior mais aussi de ses variantes. La premie`re
imple´mentation de Junior, Rewrite, est une imple´mentation directe et na¨ıve de la se´mantique qui a tout de
suite montre´ son de´faut : une exe´cution extreˆmement lente. Les travaux mene´s ces dernie`res anne´es en Junior
ont consiste´ a` ame´liorer la vitesse d’exe´cution tout en conservant une se´mantique formelle claire. L’e´volution
de Junior s’est de´roule´e par raffinements: de´tection des proble`mes (cre´ation inutile d’objets, mauvaise gestion
d’e´ve´nements inter et intra instants, instructions binaires, etc), formalisation et imple´mentation.
Par ailleurs, on a analyse´ les instructions re´actives de Junior pour mieux les comprendre et, dans certains
cas, les ame´liorer. On a propose´ quelques nouvelles instructions pour : 1) introduire plusieurs instructions de
SugarCubes avec une se´mantique formelle (l’instruction Dynapar), 2) avoir un meilleur me´canisme de modularite´
(l’instruction Run), 3) avoir un me´canisme pour traiter les erreurs (l’instruction Try). Quelques propositions
sont encore a` l’e´tude (celles pour faire de la QoS et la porte´e des e´ve´nements).
En conclusion Junior pre´sente les de´savantages et les avantages suivants :
De´savantages
• Au niveau du langage :
– Syntaxe difficile. La syntaxe de Junior est une syntaxe semblable a` celle des langages fonctionnels :
tout est fonction et il faut donc toujours e´crire deux parenthe`ses, plus les virgules. Cette syntaxe fonc-
tionnelle rend difficile l’utilisation, par exemple, des instructions de composition comme la Se´quence
et le Paralle´lisme.
– Programmation de bas niveau. Malgre´ la programmation de Junior dans un langage de haut niveau,
le langage Junior reste un langage de bas niveau duˆ, principalement, a` la cre´ation et l’utilisation de
wrappers et des actions atomiques.
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– Une se´mantique complique´e pour quelques instructions. En particulier l’instruction Until et les cas ou`
les instructions re´agissent instantane´ment : pre´emption instantane´e, loop instantane´e, terminaison
instantane´e. La de´-synchronisation qui de´coule de la se´mantique de quelques instructions est un
autre proble`me.
– Pas de programmation par objets. Junior est un langage impe´ratif dont le seul me´canisme exis-
tant pour la programmation par objets est l’instruction Link. L’instruction Link mode´lise bien le
me´canisme utilise´ dans les langages a` objets dans lesquels l’acce`s aux donne´es est fait par un poin-
teur. Malheureusement, le programmeur est responsable de re´cupe´rer ce pointeur, de l’utiliser comme
pre´fixe et de faire les casts ne´cessaires.
– Deux types d’exe´cution. Lorsqu’on exe´cute un programme en Junior il faut savoir qu’il y a toujours
une premie`re exe´cution impe´rative classique en Java et puis l’exe´cution re´active. Cet ordre est tre`s
important car le comportement d’un objet re´actif peut de´pendre de quand il a e´te´ cre´e´; en particulier
certaines donne´es ne sont disponibles qu’a` l’exe´cution re´active.
– Il existe certaines instructions qui n’ont pas encore de se´mantique formelle. En particulier les in-
structions Scanner, Try-catch qui sont largement utilise´es dans les Ricobjs (voir section 7.4.2) et les
me´thodes currentValues et previousValues de l’environnement.
• Violation des caracte´ristiques de l’approche re´active.
Si pour une raison quelconque l’environnement e´volue plus vite que le machine re´active (par exemple, en
ge´ne´rant des e´ve´nements a` un de´bit tre`s e´leve´) celle-ci n’est pas capable de de´terminer la fin de l’instant.
Junior ne dispose d’aucun moyen pour ge´rer ou tout simplement de´tecter cette situation.
• La vitesse d’exe´cution.
Une des faiblesses du mode`le re´actif synchrone lorsqu’on veut l’appliquer dans la construction de syste`mes
temps re´el est la vitesse d’exe´cution. Par rapport aux imple´mentations de l’approche synchrone, celles de
l’approche re´active synchrone sont moins rapides. Un effort important a e´te´ re´alise´ ces dernie`res anne´es
pour re´duire le temps d’exe´cution. Cet effort se refle`te dans le nombre des imple´mentations de Junior
qui ont e´te´ faites (au moins 7 algorithmes diffe´rents). Le proble`me de vitesse est lie´ a` la fac¸on dont on
exe´cute les programmes re´actifs (on les interpre`te) mais aussi a` la mauvaise gestion des e´ve´nements. Les
dernie`res imple´mentations commencent a` e´liminer ces proble`mes avec de meilleurs algorithmes de gestion
d’e´ve´nements a` base de files d’attente et en re´duisant le temps d’interpre´tation en utilisant des machines
a` byte-code.
• Les syste`mes construits avec Junior sont de syste`mes non-de´terministes.
Au contraire de SugarCubes, Junior offre un ope´rateur Par non de´terministe. Le non de´terminisme est
un proble`me pour le de´bugage de programmes et pour la ve´rification de proprie´te´s.
• Les syste`mes re´actifs synchrones doivent converger.
La dure´e d’un instant doit converger pour garantir l’e´volution du syste`me. La convergence de ce type
de syste`mes peut eˆtre perdue par deux raisons : soit le programmeur ne construit pas un syste`me qui
converge, soit il re´utilise du code qui, sans le savoir, ne rend pas la main. En ge´ne´ral, Junior limite les
cas ou` le programmeur peut baˆtir des programmes re´actifs qui ne convergent pas; cependant il reste le cas
des boucles instantane´es. L’utilisation de programmes qui ne rendent pas la main est aussi un proble`me
pre´sent dans les syste`mes coope´ratifs de´crits dans le point suivant.
• Les proble`mes des syste`mes coope´ratifs.
Junior construit des syste`mes coope´ratifs et ceux-ci sont une lame a` double tranchant. Parmi les proble`mes
des syste`mes coope´ratifs on trouve:
– ils sont contraints de coope´rer pour que le syste`me e´volue; dans le cas de Junior la violation de cette
condition peut survenir dans les actions atomiques ou lors de l’e´valuation d’un wrapper.
– La portabilite´ et la re´utilisation de programmes est fortement restreinte par la coope´ration. La
coope´ration n’est pas toujours imple´mente´e et elle n’est pas toujours imple´mente´e de la meˆme fac¸on.
– La coope´ration empeˆche l’utilisation de syste`mes multiprocesseurs.
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Les avantages des syste`mes coope´ratifs sont de´crits dans le point suivant.
Avantages
• Les avantages des syste`mes coope´ratifs.
Ils sont plus rapides que les syste`mes pre´emptifs car ils ne font pas de changements de contexte inutiles.
Le changement de contexte est une ope´ration couˆteuse faite par le noyau du syste`me d’exploitation.
• Junior se pre´sente comme une alternative a` la programmation par threads.
Les deux me´canismes les plus largement utilise´s pour programmer la concurrence ne´cessaire dans les
syste`mes informatiques sont les processus et les threads; ces derniers pre´sents en Java. Ces deux me´canismes
pre´sentent le proble`me du passage a` l’e´chelle; par exemple en Linux le nombre de threads qu’un utilisateur
peut cre´er est limite´ soit par le syste`me (code´ en dur) soit par le me´canisme de cre´ation de threads. Junior
offre un ope´rateur de paralle´lisme sans threads qui permet une programmation concurrente fine et efficace,
et surtout qui passe mieux a` l’e´chelle que les threads.
• Se´mantique formelle du langage.
La se´mantique formelle de Junior permet une compre´hension facile et sans ambigu¨ıte´ du langage. Cette
description formelle du langage s’ave`re tre`s utile lors de la programmation de comportements concurrents.
La description formelle du langage est un autre atout du langage sur la programmation par threads de
Java qui manque de se´mantique.
L’article [BOU 00a] fait une pre´sentation de ces trois derniers avantages du mode`le re´actif.
• Dynamisme.
Par rapport a` d’autres langages, en particulier ceux de l’approche synchrone, Junior offre la possibilite´
d’ajouter dynamiquement de nouveaux programmes. Cette proprie´te´ permet de construire des syste`mes
que l’on ne peut pas construire avec l’approche synchrone ou` les proble`mes de causalite´ surgissent lorsque
l’on met en paralle`le deux comportements re´actifs.
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Lorsqu’existe un grand nombre d’imple´mentations d’un algorithme (ici il s’agit du mode`le re´actif) on est souvent
amene´ a` se demander quelle est la meilleure ou dans quelles conditions une imple´mentation est meilleure que les
autres. Simple est une imple´mentation de Junior qui a longtemps e´te´ conside´re´e comme la meilleure en termes de
vitesse. Son proble`me principal est la complexite´ de l’algorithme utilise´ (il est difficile de garantir la se´mantique
formelle). Plusieurs imple´mentations de Junior ont e´te´ cre´e´es avec l’objectif d’avoir des performances similaires
a` Simple tout en ayant une se´mantique et une imple´mentation claire : SugarCubes, Glouton, Rvm et Jrc. Ces
imple´mentations empruntent la notion de file d’attente de Simple et utilisent des nouveaux me´canismes (pas
d’interpre´tation pour certaines instructions et exe´cution de bytecode) pour s’exe´cuter encore plus vite.
L’objectif de ce chapitre est de pre´senter les re´sultats obtenus a` partir d’une plate-forme de tests, appele´e work-
bench, que l’on a re´alise´e autour du mode`le re´actif pour ve´rifier le comportement des diffe´rentes imple´mentations
et si possible les ame´liorer. Pour cela, il est impe´ratif de : 1) bien construire le meˆme programme; Vu que
l’instruction Par est non-de´terministe, on a e´te´ confronte´ au proble`me de ne pas tester le meˆme programme
dans la Rvm; la Rvm ajoute les comportements re´actifs en sens inverse, 2) ne pas conside´rer les diffe´rences
entre les langages utilise´s (Java et C), et 3) conside´rer ou non le temps de construction ou de modification du
programme re´actif, etc.
Avant de commencer notre analyse, on voudrait rappeler qu’il existe plusieurs types d’analyses de programmes
(temporelle, spatiale, complexite´ de l’imple´mentation) et que cette e´tude ne comporte qu’une analyse temporelle.
L’analyse n’est pas comple`te car les diffe´rentes imple´mentations teste´es sont en e´volution. De plus, au fur et a`
mesure que l’on faisait les tests et que l’on trouvait des ”erreurs” d’imple´mentation, les diffe´rents programmeurs
concerne´s ont cre´e´ des nouvelles versions de leur imple´mentation.
De mon coˆte, j’ai aussi fait quelques propositions :
• Une imple´mentation de Junior en C. Cette imple´mentation, appele´e Cr, est ne´e du besoin de :
1. Appliquer le re´actif dans la construction des syste`mes ou` Java est mal adapte´, par exemple, les
syste`mes embarque´s.
2. Avoir une version en C du langage Rejo (pre´sente´ dans les chapitres 5 et 6); ce langage s’appelle
RAUL (pre´sente dans la section 6.4) et il a besoin d’un moteur re´actif en C (a` la Junior).
• Des modifications a` quelques instructions re´actives pour avoir des meilleurs performances : 1) on a
imple´mente´ des instructions N-aires de composition (Par et Seq) en Cr, 2) on a e´limine´ la me´thode
reset en Cr-replace.
Tous les tests ont e´te´ re´alise´s sur une plate-forme qui a les caracte´ristiques suivantes :
PowerPC G4, 500Mhz, 512MB, Mac OS X ver 10.2.6.
Java version 1.4.1 01, Java HotSpot(TM) Client VM.
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gcc (GCC) 3.1 20020420 (prerelease)
Copyright (C) 2002 Free Software Foundation, Inc.
Parmi les tests qui restent a` faire, il faudrait utiliser diffe´rents :
1. types de plate-formes pour voir l’impact de l’architecture et du syste`me d’exploitation (SE), par exemple
des machines qui utilisent des microprocesseurs base´s sur la technologie Intel avec des SEs commeWindows
et Linux. Le SE de Mac OS X utilise un noyau de type UNIX ; en particulier, son architecture est celle
qui a e´te´ de´finie dans les SEs BSD, par exemple OpenBSD, NetBSD et FreeBSD.
2. versions de Java (comme la 1.2, 1.3, et la 1.4) pour voir si les nouvelles versions n’introduisent pas
d’overhead. La plupart de tests ont e´te´ re´alise´s avec la version 1.4 de Java pour Mac qui est sortie
re´cemment (cette version est sortie plus tard en Mac qu’en Linux ou Windows a` cause de proble`mes
d’efficacite´).
3. me´canismes d’exe´cution de bytecode. Tous les tests que l’on va pre´senter ont e´te´ effectue´s avec une JVM
qui utilise le JIT.
Voici la description des diffe´rents tests re´alise´s et les re´sultats obtenus. Les graphes que l’on va pre´senter
repre´sentent sur l’axe Y le temps, donne´ en secondes, et sur l’axe X la variable conside´re´e. Les temps des
programmes Java n’incluent pas le temps de de´marrage de la JVM qui est beaucoup plus important que celui
d’un programme en C.
Dans les tests que l’on va pre´senter dans la suite, on ne teste pas l’efficacite´ de toutes les instructions re´actives car
certaines instructions n’ont pas e´te´ de´finies dans tous les formalismes : 1) la Rvm ne de´finit pas les instructions
Link et Freezable, 2) Glouton n’imple´mente pas l’instruction Freezable, l’instruction Control est une traduction
et l’instruction Until est en re´alite´ un Kill, 3) Loft n’imple´mente pas la plupart des instructions e´ve´nementielles
de´finies en Junior mais il en de´finit d’autres comme link et unlink, et 4) SugarCubes imple´mente un paralle´lisme
de´terministe, le Merge (on analyse ce cas dans la section 4.2). La section 4.7 pre´sente un test qui illustre la
diffe´rence en efficacite´ lie´e a` l’expressivite´ du langage.
4.1 Le proble`me de la pile
La premie`re ide´e que l’on a eue pour tester les imple´mentations de Junior a e´te´ de construire un programme
en Rejo qui contient N instructions et pas un programme qui exe´cute en boucle M instructions (M < N)
jusqu’a` ce que l’on attend l’exe´cution des N instructions. Par exemple, pour tester le temps d’exe´cution de
N instructions en se´quence, on cre´e un programme Rejo qui de´finit une me´thode re´active mettant en se´quence
les N instructions. Comme on va tester le meˆme programme pour plusieurs valeurs de N, on cre´e un autre
programme qui construit le premier et auquel on passe la valeur N comme parame`tre.
Malheureusement, cette fac¸on de faire a montre´ tout de suite ses de´fauts. En re´alite´, la premie`re chose que l’on
teste est la capacite´ du compilateur a` compiler des gros programmes, et pas le moteur re´actif lui-meˆme. La
figure 4.1 illustre les limites trouve´es pour chaque compilateur lorsqu’on a compile´ le programme de la cascade
inverse (pre´sente´ dans la section 4.5). Ce graphe montre que la taille des programmes que l’on peut exe´cuter
ne de´pend pas de l’imple´mentation utilise´e car, par exemple, avec Rejo toutes les imple´mentations s’arreˆtent a`
600 composants.
Pour re´soudre ce proble`me il existe trois solutions :
1. Une solution consiste a` lancer l’application, c’est-a`-dire le compilateur, avec une pile plus grande. Ceci se
fait diffe´remment en Java (avec un parame`tre) ou en C (une option dans le shell utilise´).
2. Si le compilateur n’utilise pas la pile du syste`me pour parcourir l’arbre syntaxique, on peut cre´er un
compilateur qui utilise une pile interne plus grande (parfois il suffit de passer la taille de la pile comme
parame`tre).
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3. Une dernie`re solution consiste a` cre´er un programme Rejo qui lui-meˆme construit le programme entier a`
partir de bouts de code qui sont ensuite ajoute´s dans la machine. De cette fac¸on, on est suˆr de tester le
moteur re´actif et pas le compilateur.
On a opte´ pour la troisie`me solution pour eˆtre le plus souple possible.
Fig. 4.1: Proble`me de pile des compilateurs.
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Une fois re´gle´ le proble`me de pile du compilateur, on a commence´ les tests des imple´mentations avec des valeurs
de l’ordre d’un million. Malheureusement, le proble`me de pile s’est pre´sente´ encore une fois dans presque toutes
les premie`res imple´mentations de Junior : les appels re´cursifs qui imple´mentent les re`gles de re´e´criture font
exploser la pile, surtout en Rewrite qui les imple´mente fide`lement.
On a contourne´ le proble`me de deux fac¸ons :
1. Balancer l’arbre. Etant donne´ que la me´thode add de la machine re´active cre´e des arbres en peigne a` partir
des instructions Par, on a construit les programmes re´actifs de telle sorte que l’on obtienne des arbres
balance´s. La question que pose cette strate´gie est de savoir si on doit prendre en compte le temps de
balancement, En effet, Storm et SugarCubes balancent l’arbre d’exe´cution tandis que Simple et Glouton
modifient le programme pour l’exe´cuter. Dans les tests que l’on va pre´senter, on ne conside`re pas le temps
utilise´ pour construire un arbre balance´.
2. Utiliser des tableaux. La spe´cification des tableaux (Par et Seq) en Junior (V2.1) les de´finit comme une
traduction en un arbre en peigne. C’est pour cette raison que Simple propose une instruction particulie`re
(l’instruction MultPar qui n’appartient pas a` l’interface Jr) pour les exe´cuter. La version originale de
Glouton proposait aussi la meˆme instruction mais la dernie`re version (celle que l’on a utilise´e pour les
tests) utilise des listes de fac¸on transparente (le balancement n’a apporte´ aucune ame´lioration).
Pour essayer de casser le proble`me de la pile, on a imple´mente´ une instruction Par n-aire en Cr-replace (voir
3.2.5). L’imple´mentation du Par n-aire utilise un algorithme a` base de listes qui est extreˆmement efficace en
temps d’exe´cution et en me´moire utilise´e.
Programme de test
Pour mesurer le temps d’exe´cution de l’instruction Par lorsqu’on a des branches qui finissent a` des instants
diffe´rents (cas ou` l’arbre en peigne est inefficace), on a construit un programme compose´ de N branches qui
exe´cutent le programme : repeat(M) stop;. Les branches contiennent diffe´rentes valeurs de M donne´es par la
se´rie : N,N − 1, N − 2, 1, 2, 3, N − 3, N − 4, N − 5, 4, 5, 6, ...; la se´rie s’arreˆte quand N − i atteint la valeur i+1.
Voici un exemple pour N = 10 :
Jr . Par ( Jr . Repeat (10 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (9 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (8 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (1 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (2 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (3 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (7 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (6 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (5 , Jr . Stop ( ) ) , Jr . Par (
Jr . Repeat (4 , Jr . Stop ( ) ) ,
Jr . Repeat (5 , Jr . Stop ( ) )
) ) ) ) ) ) ) ) ) )
Re´sultats
La figure 4.2 (l’axe X repre´sentant la valeur de N) montre quatre imple´mentations qui ont des proble`mes de
pile1. On voit que l’utilisation de tableaux (note´ avec un T ; les listes sont note´es avec un L et les arbres balance´s
avec un B) : 1) augmente la taille des programmes que l’on peut exe´cuter; les limites des imple´mentations lorsque
les programmes ne sont pas balance´s sont : 2025 en Jr-Simple, 4053 en Jr-Replace et 4233 en Cr-Replace, et 2)
ame´liore la vitesse d’exe´cution.
La figure 4.3 montre le temps d’exe´cution de toutes les imple´mentations confondues ; on n’a dessine´ que les
imple´mentations les plus rapides de la figure 4.2. Ce test montre que, pour un programme sans e´ve´nement,
1D’autres imple´mentations, comme Rewrite (en Java et C), ont le meˆme proble`me mais on ne les a pas repre´sente´es ici.
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l’imple´mentation la plus rapide en Java est Replace ; e´tant donne´ que toutes les branches sont toujours parcou-
rues, l’algorithme de Simple qui ge`re des files est plus cher. Ce qui nous a surpris dans ce test est que Jr-replace
soit plus rapide que Cr-replace ; pour l’instant on n’a aucune piste pour s’expliquer ce comportement. Un autre
re´sultat observe´ est le comportement bizarre de Storm qui s’explique soit : 1) par le fait que Storm n’utilise en
fait pas le meˆme algorithme d’exe´cution que SugarCubes (contrairement a` ce que l’on pensait), soit 2) par le
fait que l’algorithme de balancement ne fonctionne pas correctement. Il faut dire que la version de SugarCubes
avec laquelle on a commence´ les tests pre´sentait aussi des proble`mes de mauvais balancement, alors que celle
que l’on utilise maintenant re´sout ce proble`me. La version de Glouton avait aussi des proble`mes de pile qui ont
e´te´ re´solus avec des listes ; la version actuelle est insensible au balancement.
Dans la suite, on ne va pre´senter que les re´sultats des imple´mentations les plus rapides, autrement dit pour
Simple on utilisera des tableaux (on notera avec T), pour Replace en C des listes (on notera L) et pour la
version en Java un arbre balance´ (on notera B).
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Fig. 4.2: Par terminant a` des instants diffe´rents.
Fig. 4.3: La figure pre´ce´dente avec toutes les imple´mentations.
Chapitre 4. Workbench 73
4.3 L’instruction Seq n-aire
Junior propose deux instructions principales pour composer des programmes : l’instruction Par et l’instruction
Seq. On a vu dans la section pre´ce´dente que la performance du Par peut eˆtre substantiellement ame´liore´e en
utilisant des listes. Une autre fac¸on d’imple´menter le paralle´lisme, utilise´e en Simple et Glouton, est l’utilisation
de files d’attente. En re´alite´, dans ces imple´mentations l’instruction de paralle´lisme disparaˆıt ; elle est trans-
forme´e et exe´cute´e par le moteur re´actif qui de´place les bouts de code d’une file a` une autre.
Autrement dit, en Simple et Glouton on a un gain conside´rable dans le paralle´lisme car non seulement on
gagne en vitesse (on n’a plus d’arbre a` parcourir) mais aussi en espace me´moire (il y a juste la gestion des files
d’attente). Par contre, ce qui reste a` ame´liorer est la se´quence; en Simple la se´quence est une instruction re´active
binaire (la version qui utilise un tableau est dans un e´tat expe´rimental) et en Glouton elle est transforme´e dans
une notion plus ge´ne´rale qui est la notion de groupe. Il existe d’autres imple´mentations comme les FairThreads
et les imple´mentations a` base de bytecode qui n’ont pas de se´quence ou qui l’imple´mentent tre`s efficacement (a`
base de saut vers une adresse, goto).
Programme de test
Pour analyser le couˆt de la se´quence dans les diffe´rentes imple´mentations, on a cre´e´ un programme qui met 1500
instructions Stop en se´quence et qui les exe´cute N fois avec une boucle re´active. Voici l’exemple :
Jre . Repeat (N,
Jr . Seq ( Jr . Stop ( ) , Jr . Seq ( // 1
Jr . Stop ( ) , Jr . Seq ( // 2
. . .
Jr . Stop ( ) // 1500
) ) . . . ) )
Ce programme a e´te´ exe´cute´ avec une version particulie`re de Cr dans laquelle on a fait deux modifications :
1) on a cre´e´ une imple´mentation n-aire de la se´quence pour e´viter le proble`me des arbres en peigne et leur
balancement, et 2) on utilise un reset sans descente (comme Glouton). L’ide´e du reset en Replace et Storm
(voir section 3.1) est d’e´viter la copie du corps des boucles (Loop et Repeat) en utilisant une me´thode reset()
qui parcourt le programme (descente de l’arbre) en re´initialisant les instructions. L’ide´e du reset sans descente
est que les instructions ne sont plus re´initialise´es par la boucle qui les controˆle mais par elles-meˆmes, lorsqu’elles
finissent. Ce reset a` la terminaison e´vite le parcours du programme mais ne´cessite des tests supple´mentaires
dans certaines instructions (Control, When, Run, etc.) pour de´tecter leur terminaison. On pense que le couˆt
des tests est minime par rapport au gain que l’on obtient avec le reset sans descente ; il faudrait cependant
mener une expe´rimentation (que l’on n’a pas eu le temps de faire) pour trouver a` partir de quel moment les
tests supple´mentaires deviennent significatifs.
On a choisi la valeur 1500 un peu arbitrairement ; elle est en dessous de la valeur maximale de la plus grande
se´quence que l’on a pu construire avec les diffe´rentes imple´mentations : 1900 en Jr-simple, 2200 en Jr-rewrite,
2600 en Jr-glouton et 3400 en Jr-replace. SugarCubes n’a pas pre´sente´ de limite car il balance automatiquement
l’arbre des se´quences. Les imple´mentations qui utilisent des listes (Cr-replace, Loft et Glouton) n’ont pas
pre´sente´ de limite a` ce niveau.
Re´sultats
La figure 4.4 (l’axe X repre´sentant N) montre les temps d’exe´cution des imple´mentations les plus lentes en Java
(Rewrite, Replace et Simple) ainsi que les diffe´rentes versions de Cr-replace construites : avec des listes (note´
avec un L) et avec la modification du reset (note´ avec un R ; LR combine les deux ame´liorations) ; dans les tests
que l’on va pre´senter dans les sections suivantes on utilisera un seul L pour dire que l’on utilise des instructions
n-aires de se´quence et de paralle´lisme.
La figure 4.5 montre toutes les imple´mentations sauf les quatre plus lentes. Les re´sultats montre´s ne de´pendent
pas du balancement de l’arbre car on n’a qu’une seule branche.
Dans ce test, on voit que les imple´mentations qui utilisent une se´quence binaire explosent, alors que les
imple´mentations qui utilisent des listes ont des temps tre`s proches et qu’elles ne sont battues que pour les
imple´mentations qui n’interpre`tent pas de code comme Loft et la Rvm; l’e´cart n’est cependant pas tre`s grand
si on conside`re que l’on a exe´cute´ 15 millions d’instructions (1500 fois 10000).
74 4.3 L’instruction Seq n-aire
Fig. 4.4: Sequence d’instructions Stop.
Fig. 4.5: Agrandissement de la figure pre´ce´dente.
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4.4 L’attente d’e´ve´nements
Comme il a e´te´ dit dans la section 3.1, Simple a e´te´ cre´e´e avec l’objectif de traiter un grand nombre de
composants en paralle`le et un grand nombre d’e´ve´nements. Pour exe´cuter efficacement un grand nombre
d’e´ve´nements, Simple utilise le meˆme me´canisme que l’on trouve dans les syste`mes d’exploitation, c’est-a`-dire,
l’attente passive2. Dans cette section on va pre´senter trois tests que l’on a conc¸us pour analyser les diffe´rents
types d’attente que l’on a identifie´s dans l’approche re´active.
Dans l’approche re´active, on peut parler de deux types d’attentes : l’attente inter-instant et l’attente intra-
instant. L’attente intra-instant est ge´ne´re´e par l’utilisation du drapeau SUSP ; ce drapeau sert a` suspendre
l’exe´cution d’une instruction, lorsqu’on n’a pas toute l’information pour l’exe´cuter, pour pouvoir activer d’autres
branches qui e´ventuellement permettront de continuer. Le proble`me du drapeau SUSP est qu’il ne distingue
pas les instructions suspendues qui doivent forcement eˆtre exe´cute´es dans l’instant (comme l’instruction When)
de celles que l’on pourrait laisser endormies (comme l’instruction Wait). L’instruction Wait devrait en effet
attendre passivement entre les instants jusqu’a` la satisfaction de sa configuration ; Wait pourrait d’ailleurs
e´galement attendre passivement durant le premier instant (comme le fait Storm, graˆce au drapeau WAIT) ce
qui serait utile dans certains cas comme, par exemple, la cascade inverse. L’attente intra-instant est analyse´e
dans la section suivante.
L’ide´al serait d’avoir une imple´mentation qui exe´cute une premie`re fois les instructions e´ve´nementielles pour
les identifier, et puis de ne plus les re´-exe´cuter que lorsque toutes les conditions ne´cessaires a` leur reprise sont
re´unies (durant l’instant de la premie`re activation ou apre`s). L’e´volution des imple´mentations de Junior qui
formalisent ces deux types d’attente a commence´ par la formalisation de l’attente intra-instant (Storm) puis
par celle de l’attente inter-instant (Glouton).
1er Programme de test
Pour de´terminer qui imple´mente le plus efficacement l’attente inter-instant et voir l’e´cart existant avec les
imple´mentations qui font de l’attente active, on a construit un programme qui met en paralle`le 1000 branches
qui attendent l’e´ve´nement i (i variant de un a` mille). Voici le programme utilise´ :
Jr . Par ( Jre . Await ( 1 ) , Jr . Par ( // branch 1
Jre . Await ( 2 ) , Jr . Par ( // branch 2
. . .
Jre . Await ( 1000 ) ) ) // branch 1000
)
L’e´ve´nement i n’est jamais ge´ne´re´ et le programme est exe´cute´ durant N instants.
Re´sultats
Les figures 4.6 et 4.10 montrent le temps d’exe´cution du programme (l’axe X repre´sente N). Ces graphes
corroborent que : 1) L’attente active inter-instant est imple´mente´e par Rewrite, Replace et Storm ; Loft
semble imple´menter aussi une attente active mais de fac¸on tre`s efficace, 2) L’attente passive inter-instant est
imple´mente´e par Simple et Glouton.
2e`me programme de test
Une autre fac¸on de programmer l’attente en Junior est d’attendre l’absence d’un e´ve´nement. Pour analyser le
comportement d’un programme re´actif qui re´agit a` l’absence d’un e´ve´nement qui est ge´ne´re´ a` chaque instant,
on a construit un programme similaire au pre´ce´dent, mettant en paralle`le 1000 branches qui attendent l’absence
d’un e´ve´nement i (i variant de un a` mille). Voici le programme utilise´ que l’on a exe´cute´ pendant N instants :
int i =0;
Jr . Par ( Jre . Repeat (4 ,
Jr . Seq ( Jr .Atom{ i ++; } , Jr . Seq (
Jre . Generate ( i ) ,
Jr . Stop ( ) ) )
2L’attente passive est souvent imple´mente´e a` l’aide de se´maphores qui ge`rent l’utilisation d’une ressource a` l’aide de files d’attente.
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Fig. 4.6: L’attente inter-instant de la pre´sence.
Fig. 4.7: L’attente inter-instant de l’absence.
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) , Jr . Par (
Jr . Await ( Jr . Not ( Jre . Presence ( 1 ) ) ) , Jr . Par ( // branch 1
Jr . Await ( Jr . Not ( Jre . Presence ( 2 ) ) ) , Jr . Par ( // branch 2
. . .
Jr . Await ( Jr . Not ( Jre . Presence ( 1 0 0 0 ) ) ) ) ) ) // branch 1000
)
Re´sultats
La figure 4.7 montre le temps d’exe´cution du programme. Ce graphe montre que la re´action a` l’absence est
plus couˆteuse que la re´action a` la pre´sence car : 1) Les imple´mentations comme Simple ou Glouton qui faisaient
de l’attente passive font maintenant de l’attente active, 2) les imple´mentations qui faisaient de l’attente active
ont vu leur temps augmenter : Jr-replace a augmente´ d’approximativement 10 secondes lorsqu’on l’a exe´cute´
5000 instants (noter qu’il y a eu un changement d’e´chelle, de 1000 a` 5000). Les imple´mentations qui parcourent
toujours toutes les branches a` la fin de l’instant (comme Loft et Cr-replace ) ont les meilleurs temps d’exe´cution.
Comme d’habitude, les imple´mentations de Rewrite (en C ou Java) sont plus lentes que celles de Replace. Le
seul comportement bizarre que l’on a observe´ est le temps d’exe´cution de Glouton, beaucoup plus grand que
Simple ; il apparaˆıt que la gestion de files en absence d’e´ve´nement est tre`s che`re. Storm a aussi un temps
d’exe´cution tre`s grand mais diffe´rent de celui de SugarCubes, ce qui nous fait penser a` un mauvais balancement
de l’arbre du programme.
3e`me programme de test
Une des particularite´s de Junior est qu’il existe une instruction pour re´agir a` la pre´sence d’un e´ve´nement a`
chaque instant (instruction Control) mais qu’il n’existe pas d’instruction pour re´agir a` l’absence d’un e´ve´nement
a` chaque instant (la re´action retarde´e d’un instant). Le programme suivant a e´te´ construit avec le but de voir
le couˆt de la re´action a` l’absence a` chaque instant. Le programme attend l’absence d’un e´ve´nement i qui est
ge´ne´re´ a` chaque instant. Voici la partie du programme qui re´agit a` l’absence de i en exe´cutant Stop :
Jr . Par ( Jr . Loop ( Jre .When( i ,
Jr . Stop ( ) ,
Jre . Generate ( i+”abs” ) ) ) ,
Jre . Control ( i+”abs” ,
Jr . Loop ( Jr . Stop ( ) ) )
)
On a aussi construit un programme re´actif qui re´agit a` la pre´sence d’un e´ve´nement en boucle ; le programme
que l’on a utilise´ est semblable au pre´ce´dent mais sans la premie`re branche du Par.
Re´sultats
Les figures 4.8, 4.9 et 4.11 montrent les re´sultats de l’exe´cution des programmes de´crits pre´ce´demment pendant
N instants (l’axe X). Ces graphes montrent que : 1) Il n’y a pas de diffe´rence entre l’attente d’un e´ve´nement
une seule fois (avec Await) ou N fois (avec Until), et 2) l’attente de l’absence d’un e´ve´nement est plus che`re
lorsqu’on l’attend a` chaque instant. La re´action a` l’absence en boucle est plus che`re pour deux raisons : 1) les
moteurs re´actifs ont e´te´ conc¸us (et optimise´s) pour attendre la pre´sence et non l’absence (re´sultat corrobore´
dans les tests pre´ce´dents), et 2) la re´action a` l’absence a` chaque instant ne´cessite une structure particulie`re (et
non une seule instruction) ce qui rend l’exe´cution plus lente. Dans les sections 4.7 et 4.8 on montrera d’autres
cas qui renforcent cette affirmation.
En conclusion, on peut dire qu’il vaut mieux cre´er des syste`mes re´actifs re´agissant a` la pre´sence d’e´ve´nements
plutoˆt qu’a` leur absence.
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Fig. 4.8: L’attente inter-instant en boucle de la pre´sence.
Fig. 4.9: L’attente inter-instant en boucle de l’absence.
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Fig. 4.10: Agrandissement de la figure 4.6.
Fig. 4.11: Agrandissement de la figure 4.8.
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4.5 Les cascades inverse et directe
La cascade inverse (proble`me que l’on a vu dans la section 3.1) est un programme conc¸u pour montrer l’impact
du parcours inutile (durant un instant) de l’arbre d’exe´cution en Rewrite et Replace. Au contraire des exemples
pre´sente´s dans la section pre´ce´dente (attente inter-instant), dans la cascade inverse (attente intra-instant) tous
les e´ve´nements sont ge´ne´re´s au cours du meˆme instant et ce que l’on teste est la vitesse de propagation d’une
re´action (la vitesse de convergence d’un instant).
Le test de la cascade inverse a toujours e´te´ utilise´ pour mesurer l’efficacite´ des nouvelles imple´mentations ;
cependant, je pense que la cascade inverse n’est qu’un type de programme parmi d’autres et que les syste`mes
re´actifs que l’on construit ”normalement” ont des structures diverses ou` la cascade inverse n’est qu’un cas
extreˆme isole´. Baser l’efficacite´ d’une imple´mentation sur la cascade inverse serait une erreur. C’est pour cela
que dans ce chapitre on a mene´ plusieurs tests et que dans cette section on va pre´senter e´galement une cascade
directe.
Programme de test
Voici les programmes que l’on a utilise´ pour mesurer le temps d’exe´cution des cascades inverse et directe :
a) Cascade inverse
Jr . Seq ( Jre . Generate (N) ,
Jr . Par ( Jre . Await ( 1 ) , Jr . Par (
Jr . Seq ( Jre . Await ( 2 ) , Jre . Generate ( 1 ) ) , Jr . Par (
Jr . Seq ( Jre . Await ( 3 ) , Jre . Generate ( 2 ) ) ,
. . .
Jr . Seq ( Jre . Await (N) , Jre . Generate (N−1))
) ) . . . )
)
b) Cascade directe
Jr . Seq ( Jre . Generate ( 1 ) ,
Jr . Par ( Jr . Seq ( Jre . Await ( 1 ) , Jre . Generate ( 2 ) ) , Jr . Par (
Jr . Seq ( Jre . Await ( 2 ) , Jre . Generate ( 3 ) ) , Jr . Par (
. . .
Jr . Seq ( Jre . Await (N−1) , Jre . Generate (N) ) ,
Jre . Await (N)
) ) . . . ) )
)
Re´sultats
Les figures 4.12 et 4.13 montrent le temps d’exe´cution de la cascade inverse et les figures 4.14 et 4.15 montrent
les temps d’exe´cution de la cascade directe (l’axe des X repre´sente N). Ces graphes corroborent que : 1)
L’attente active intra-instant est imple´mente´e par Rewrite (la pile explose tout suite, aussi bien en Jr qu’en
Cr), Replace (Jr et Cr), Storm et Loft ; 2) L’attente passive intra-instant est imple´mente´e par Simple, Glouton,
Rvm3, SC et Jrc 4.
En ce qui concerne la cascade directe on observe deux choses : 1) A l’exception de Simple, les imple´mentations les
plus rapides dans la cascade inverse ne le sont plus dans la cascade directe, et 2) L’e´cart entre les imple´mentations
n’est pas tre`s ”important” (e´cart line´aire) surtout si on le compare avec l’e´cart qui se pre´sentait dans la cascade
inverse (e´cart exponentiel).
Etant donne´ que dans la cascade directe on parcourt toutes les branches une seule fois, les imple´mentations
les plus rapides (Loft et Cr-replace) sont celles qui perdent moins de temps en choisissant les instructions a`
exe´cuter ; Simple et Glouton dans ce cas passent en fait leur temps a` de´placer les instructions e´ve´nementielles
entre les files.
3La version actuelle a des proble`mes d’allocation me´moire qui empeˆchent l’exe´cution des grands programmes.
4Pendant le stage d’Olivier Parra, on a fait ce test pour voir comment se comportait son imple´mentation. Le re´sultat est tre`s
encourageant.
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Fig. 4.12: Cascade inverse.
Fig. 4.13: Agrandissement de la figure pre´ce´dente.
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Fig. 4.14: Cascade directe.
Fig. 4.15: Agrandissement de la figure pre´ce´dente.
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Un autre re´sultat important que l’on a pu observer dans la cascade directe (void figure 4.15), est l’impact de
l’allocation me´moire en Loft ; le couˆt de la cre´ation d’un thread est tre`s e´leve´ (croissance exponentielle note´e
MA) et le couˆt de la cre´ation des e´ve´nements aussi (line´aire mais comparable au couˆt d’exe´cution, note´ ME). Ce
comportement souligne que la gestion me´moire est un aspect important de la comparaison des imple´mentations
en Java et C. Le GC de Java se de´clenche pe´riodiquement et son temps d’exe´cution est pris en compte par
nos tests, surtout lorsque les tests durent longtemps. En loft et en Cr, la gestion de la me´moire est laisse´e
(pour l’instant) au programmeur ; dans les tests que l’on a faits, on n’a jamais libe´re´ la me´moire utilise´e pour
les e´ve´nements. En Java au contraire, le temps mesure´ prend en compte une partie de la gestion me´moire ;
pour e´liminer ce proble`me il faudrait de´sactiver le GC (test que l’on n’a pas fait) ou ge´rer correctement les
e´ve´nements.
4.6 Les cascades inverses avec Stops
On pre´sente maintenant un test qui me´lange les deux proble`mes pre´ce´dents, c’est-a`-dire un programme qui
teste a` la fois l’attente inter-instant et l’attente intra-instant. Pour me´langer les deux aspects on a modifie´ le
programme de la cascade inverse (on a ajoute´ une instruction Stop entre les instructions Await et Generate)
pour la re´aliser en N instants (N est le nombre de composants) au lieu d’un seul. On s’attend a` voir trois
comportements : 1) des temps d’exe´cution tre`s grands pour les imple´mentations qui utilisent l’attente active,
2) des temps moyennement grands pour les imple´mentations qui utilisent l’attente passive intra-instant, et 3)
des temps petits pour les imple´mentations qui utilisent l’attente passive dans tous les cas.
Programme de test
Voici le programme que l’on a utilise´ pour mesurer le temps d’exe´cution :
Jr . Seq ( Jre . Generate (N) ,
Jr . Par ( Jre . Await ( 1 ) , Jr . Par (
Jr . Seq ( Jr . Seq ( Jre . Await ( 2 ) , Jr . Stop ( ) ) , Jre . Generate ( 1 ) ) , Jr . Par (
Jr . Seq ( Jr . Seq ( Jre . Await ( 3 ) , Jr . Stop ( ) ) , Jre . Generate ( 2 ) ) ,
. . .
Jr . Seq ( Jr . Seq ( Jre . Await (N) , Jr . Stop ( ) ) , Jre . Generate (N−1))
) ) . . . )
)
Re´sultats
Les figures 4.16 et 4.17 montrent le temps d’exe´cution (l’axe des X repre´sente la valeur de N). Ces graphes
corroborent que Simple et Glouton sont les imple´mentations les plus rapides car elles font toujours de l’attente
passive. Par contre, selon la classification que l’on a pre´sente´e dans le paragraphe pre´ce´dent, on ne distingue
pas les deux premiers groupes ; il apparaˆıt que les imple´mentations qui utilisent l’attente passive intra-instant
(Storm et SugarCubes) sont caracte´rise´es par leur mauvais comportement (attente active) inter-instant. Seul
Loft qui imple´mente tre`s efficacement l’attente active inter-instant se situe entre les deux groupes pre´ce´dents.
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Fig. 4.16: Cascade inverse avec Stops.
Fig. 4.17: Agrandissement de la figure pre´ce´dente.
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4.7 L’impact de l’expressivite´ du langage
Jusqu’a` maintenant, Loft (imple´mente´e avec les FairThreads) est une des imple´mentations qui est reste´e parmi
les plus rapides. Si on se place du point de vue des architectures de microprocesseurs, les FairThreads cor-
respondent a` une architecture RISC, dans le sens ou` ils introduisent un ensemble d’instructions re´duit. Cela
signifie deux choses : 1) l’imple´mentation est plus rapide pour des programmes ”simples” 5 car elle a moins de
choses a` faire (l’interpre´tation6 des instructions est plus rapide), et 2) la programmation est en ge´ne´ral de bas
niveau. Par rapport a` Junior, Loft n’a pas les instructions Control, Local et Freezable, ni les configurations ;
d’autres instructions sont imple´mente´es diffe´remment : pas de Par imbrique´ (seul le Par de plus haut niveau
existe) et pas d’instruction Until.
Programme de test
Pour analyser le couˆt de la programmation en Loft d’un comportement re´actif a` la Junior, on a cre´e´ un
programme qui imple´mente une instruction qui n’existe pas en Loft, l’instruction Until. Plus pre´cise´ment,
on a cre´e´ un programme qui exe´cute en paralle`le N comportements loop { action atomique; stop;} qui,
lorsqu’un des comportements est pre´empte´ (avec un e´ve´nement i), ge´ne`re un e´ve´nement (i+1) qui pre´empte
en cascade directe tous les autres. On utilise la cascade directe pour re´duire le temps lie´ a` l’enchaˆınement
d’e´ve´nements.
Voici le programme en Junior :
Jr . Unt i l ( i ,
Jr . Loop ( Jr . Seq ( Jre . Generate ( 0 ) ,
Jr . Stop ( ) ) ) ) ,
Jre . Generate ( i +1))
L’instruction Until n’existe pas en Loft mais elle peut eˆtre imple´mente´e avec le me´canisme d’arreˆt d’un thread ;
le seul proble`me pour imple´menter le programme en Loft est le handler de l’Until qui doit eˆtre code´ avec un
programme (mis en paralle`le avec le Loop) qui attend la pre´emption pour ge´ne´rer l’e´ve´nement i+1.
Re´sultats
La figure 4.18 (l’axe X repre´sente N) montre le temps d’exe´cution du programme. On peut voir que le com-
portement de Loft se de´grade de fac¸on non-line´aire par rapport aux graphes 4.14 et 4.15 (cascade directe) qui
pre´sentent un comportement similaire. L’autre particularite´ de ce test est le temps d’exe´cution de Glouton qui
passe d’une croissance line´aire, dans le test de la cascade directe, a` une croissance exponentielle. Ceci s’explique
par la se´mantique de l’instruction de pre´emption de Glouton (un Kill) ; le Kill attend la fin de l’instant pour
re´aliser la pre´emption, ce qui veut dire qu’au lieu de terminer en un seul instant, il faut N instants.
Par ailleurs, pour imple´menter un nouveau comportement re´actif qui n’est pas primitif (comme le handler en
Loft), que ce soit en Loft ou en Junior, il faut : 1) cre´er un ou plusieurs nouveaux comportements paralle`les
qui surveillent la satisfaction d’une situation (la pre´emption dans notre exemple), et 2) utiliser un ou plusieurs
e´ve´nements auxiliaires (l’e´ve´nement i+1 dans notre exemple) pour influencer le comportement re´actif principal.
5Programmes sans comportements Par imbrique´s ou sans comportements e´ve´nementiels ”complexes” comme ceux de´finis en
Junior.
6Dans un microprocesseur, on parle de cycle fetch.
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Fig. 4.18: Impact de l’expressivite´.
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4.8 Structure de controˆle
On finit cette se´rie de tests par la mesure du temps d’exe´cution d’un programme re´actif qui controˆle l’exe´cution
d’un autre comportement re´actif. Le controˆle utilise trois e´ve´nements pour suspendre, re´sumer, et tuer le
comportement re´actif controˆle´. On a de plus un e´ve´nement spe´cial pour ajouter des nouveaux comportements
re´actifs en paralle`le avec le programme re´actif controˆle´. On expliquera en de´tail le fonctionnement de ce
programme dans la section 7.3.3.
L’objectif de ce test est de mesurer le temps d’un programme ”re´el” ou` il n’y a pas, en principe, de cas extreˆmes
comme ceux vus jusqu’a` maintenant.
Programme de test
Voici le programme de controˆle qui utilise Jre.Loop(Jr.Stop()) comme programme a` controˆler. On a rem-
place´ l’instruction Freezable par une instruction Until parce que l’instruction Freezable n’a pas e´te´ imple´mente´e
dans certaines versions et que l’instruction Until a un comportement similaire.
Jre . Unt i l ( name + ” ! k i l l ” ,
Jr . Par (
Jr . Loop ( Jr . Seq (
Jre . Unt i l ( name + ” ! susp ” ,
Jr . Loop ( Jr . Seq (
Jre . Generate (name + ” step ” ) ,
Jr . Stop ( ) ) ) ) ,
Jre . Await ( name + ” ! resume” ) )
)
,
Jre . Control ( name +” step ” ,
Jr . Par (
Jr . Loop ( Jr . Seq ( // Unt i l au l i e u
Jr . Unt i l ( name + ” ! c t l ” , // de Freezab l e
Jre . Loop ( Jr . Stop ( ) ) ) // Corps con t r oˆ l e´
Jre . Generate ( name + ” ! k i l l ” ) )
)
, Jr . Par (
Jr . Loop ( Jr . Seq (
Jre . Await ( Jr . Or(name + ” ! add” ,
Jr . Or(name + ” ! s e r ” ,
name + ” ! migra” ) ) ) , Jr . Seq (
Jre . Generate ( name + ” ! c t l ” ) ,
Jr . Stop ( ) ) )
)
, Jr . Loop ( Jr . Seq (
Jre . Await ( name + ” ! add” ) ,
Jr . Stop ( ) )
)
) )
)
)
)
Fig. 4.19: Programme qui imple´mente la structure de controˆle.
Le programme de test a e´te´ exe´cute´ N instants pendant lesquels on a ge´ne´re´ plusieurs fois les e´ve´nements de
controˆle pour suspendre et re´sumer le corps. Le corps a e´te´ tue´ a` la fin.
Re´sultats
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On a fait deux tests, le premier (voir figure 4.20 ou` l’axe X repre´sente la valeur de N) qui teste la structure
de controˆle avec toutes les imple´mentations pour voir laquelle l’exe´cute le plus efficacement, et le deuxie`me
(voir figure 4.21) qui teste une instruction re´active (de´crite dans la section 7.3.3) qui imple´mente le meˆme
comportement. Le but du deuxie`me test est de montrer que parfois il vaut mieux imple´menter un comportement
re´actif en une seule instruction au lieu de plusieurs. L’imple´mentation en une seule instruction rend la se´mantique
plus claire et l’imple´mentation plus efficace (dans la figure 4.21 l’e´cart de temps augmente line´airement jusqu’a`
atteindre 40% dans l’exe´cution de 30000 instants).
La figure 4.20 montre que Simple, Glouton et SugarCubes (qui ge`rent bien le paralle´lisme interne et les
e´ve´nements) sont parmi les imple´mentations les plus rapides. L’imple´mentation la plus rapide est Cr-replace-LR
qui cependant a une croissance supe´rieure aux imple´mentations en Java. L’avantage de Cr-replace-LR est qu’il
utilise toujours des listes (Par et Seq n-aire, meˆme pour les instructions imbrique´es) et que la structure de
controˆle n’est pas un programme qui utilise les e´ve´nements de controˆle de fac¸on intensive.
Le seul cas bizarre est le temps d’exe´cution de Cr-rewrite qui explose, meˆme par rapport a` sa version en Java ;
on n’a pas e´tudie´ ce phe´nome`ne.
On voudrait finir cette section en rappelant que les tests pre´sente´s ici, ne sont nullement complets ; il faudrait
ve´rifier que les re´sultats sont les meˆmes sur d’autres plate-formes, c’est-a`-dire qu’ils sont inde´pendants de la
machine et du syste`me d’exploitation.
4.9 Conclusion
On a fait un workbench pour tester plusieurs imple´mentations de l’approche re´active (Junior, Loft, Cr) dans le
but d’e´tudier leur vitesse d’exe´cution. Ceci a permis de mettre en lumie`re quelques de´fauts des imple´mentations
mais aussi de faire quelques propositions.
De ce workbench on a obtenu les re´sultats suivants :
• Dans les imple´mentations en Java, on n’a pas identifie´ des sauts significatifs dans les courbes correspondant
a` de grosses pe´riodes d’activite´ du garbage collecteur (GC). On a confirme´ cette hypothe`se avec un logiciel
de profiling dans lequel on a vu que le GC se de´clenchait re´gulie`rement de telle sorte que la gestion de la
me´moire ne ge´ne´rait pas des pics de temps. La gestion de la me´moire des imple´mentations du re´actif en C
reste un sujet a` e´tudier; aucun des langages utilise´s (Cr, Jrc et FairThreads) ne dispose d’un algorithme
de gestion de me´moire et c’est de la responsabilite´ du programmeur de ge´rer l’allocation des e´ve´nements.
• Lorsqu’on utilise souvent un comportement re´actif, il faut se poser la question de la de´finition et de
l’imple´mentation d’une nouvelle instruction particulie`re. La cre´ation d’une nouvelle instruction re´active
ame´liore la performance mais aussi la compre´hension, surtout si on lui donne une se´mantique formelle.
• Il vaut mieux construire des syste`mes re´actifs en utilisant des pre´sences d’e´ve´nements que des absences.
Tous les moteurs re´actifs ont e´te´ optimise´s pour mieux ge´rer l’attente de la pre´sence d’un e´ve´nement que
l’attente de son absence.
• Le paralle´lisme est une instruction cruciale dans les moteurs re´actifs ; elle doit eˆtre imple´mente´e le plus
efficacement possible car la performance ge´ne´rale du moteur en de´pend. Mon imple´mentation en C de
Junior (Cr-replace) m’a permis d’observer deux choses :
1. Une instruction de paralle´lisme de´terministe (Merge en SugarCubes) est plus couˆteuse qu’une in-
struction non-de´terministe (Par en Simple et Glouton). Le de´terminisme ne´cessite une structure
particulie`re pour me´moriser l’ordre d’exe´cution entre les branches, mais aussi un algorithme plus
couˆteux pour choisir la prochaine instruction a` exe´cuter. Dans le cas de Cr-replace, le de´terminisme
s’est traduit dans un algorithme qui utilise des listes trie´es et non des listes traite´es comme des
ensembles (comme le fait Glouton).
2. Le Par de plus haut niveau (celui qui exe´cute les programmes re´actifs lorsqu’on fait add dans la
machine) joue un roˆle tre`s important. Ce Par de plus haut niveau peut-eˆtre optimise´ de fac¸on
particulie`re par rapport aux Par imbrique´s.
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Fig. 4.20: Structure de controˆle.
Fig. 4.21: Structure de controˆle : Une instruction versus plusieurs.
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• Les re´sultats par imple´mentation sont les suivants :
1. Rewrite est la pire imple´mentation. Dans les seuls cas ou` on aurait pu avoir des bons re´sultats a`
cause de la re´e´criture (Par et Seq en forme de peigne), la cre´ation d’objets e´tait trop pe´nalisante.
L’utilisation de listes pour les instructions n-aires s’est re´ve´le´e bien plus efficace.
2. Replace est une imple´mentation avec des performances antagoniques. Lorsqu’il n’y a pas d’instructions
e´ve´nementielles ou les e´ve´nements sont pre´sents avant l’exe´cution des instructions e´ve´nementielles
elle est parmi les plus rapides; par contre lorsqu’il y a des comportements en cascade (sur un ou
plusieurs instants) elle est tre`s lente. Pour avoir la meilleure performance il faut balancer l’arbre
(dans les instructions Par et Seq); son atout principal est sa simplicite´.
3. Simple est une tre`s bonne imple´mentation en termes de vitesse pourvu que l’on utilise un tableau dans
l’imple´mentation du Par. Malheureusement la primitive qui l’utilise n’est pas de´finie dans l’interface
Jr et c’est de la responsabilite´ du programmeur de l’utiliser.
4. SugarCubes est une imple´mentation rapide qui est en constante e´volution. Contrairement a` d’autres
imple´mentations, son auteur, J-F Susini, a continue´ son de´veloppement et ainsi on a pu tester de
nouvelles versions ame´liore´es (par exemple, pour le balancement de l’arbre). Son proble`me principal
est l’attente active inter-instant et l’utilisation d’instructions binaires de composition.
5. Storm est une imple´mentation qui n’imple´mente pas le meˆme algorithme que SugarCubes (princi-
palement le balancement) ; ceci s’est traduit dans la possibilite´ d’exe´cuter des programmes grands
sans avoir le proble`me de la pile mais avec des temps trop pe´nalisants.
6. Glouton est une imple´mentation tre`s efficace qui est proche de Simple mais jamais plus rapide. Son
atout principal par rapport a` Simple est sa se´mantique formelle. Glouton est une imple´mentation
re´cente qui commence a` faire son chemin et je pense qu’elle va e´voluer et s’ame´liorer pour peut-eˆtre
un jour rattraper Simple.
7. Rvm est une imple´mentation rapide qui promettait beaucoup dans le domaine des machines a` byte-
code. Malheureusement elle est tre`s lente dans certains cas et la dernie`re version disponible contient
encore quelques bugs (j’ai pu en corriger certains mais d’autres, comme la taille de me´moire utilise´e,
restent un myste`re).
8. Loft est une imple´mentation tre`s rapide tant que l’on n’utilise pas de programmes avec des com-
portements re´actifs complexes. Son seul proble`me est l’attente active.
• On ne peut pas comparer de fac¸on fiable les imple´mentations en Java avec celles qui ont e´te´ de´veloppe´es
en C car les fonctionnalite´s et les algorithmes utilise´s, en particulier la gestion me´moire, sont souvent
diffe´rents.
Ne´anmoins, on peut e´tablir quelques points de comparaison :
1. Cr-rewrite est plus lent et explose en pile plus vite que sa version en Java. L’explosion de la pile en Cr
est due a` la taille par de´faut (512K) qui est celle de bash (le shell utilise´ pour lancer les applications) ;
cette taille de pile est plus petite que celle de Java.
2. Cr replace est presque toujours plus rapide que sa version en Java balance´e. Le seul cas plus lent est
le test nume´ro un ; pour l’instant on n’a pas encore d’explication a` ceci. La vitesse de Cr replace est
due a` plusieurs optimisations que l’on a re´alise´es : 1) pas de parame`tre ni de valeur de retour dans
la me´thode rewrite (qui en Jr-replace n’a pas de parame`tre mais uniquement une valeur de retour),
2) le code a e´te´ compile´ avec l’option -O3 de GCC qui optimise la vitesse du code ge´ne´re´, 3) on a
utilise´ des instructions n-aires de composition et une me´thode reset() a` la terminaison. On n’a pas
eu le temps de cre´er une version similaire en Java pour bien la comparer avec Cr-replace ; ceci reste
dans les perspectives de recherche.
La table 4.1 pre´sente les positions des diffe´rentes imple´mentations dans les tests que l’on a fait. Il y a onze
colonnes qui repre´sentent, de gauche a` droite, les onze tests que l’on a re´alise´s ; ainsi la premie`re colonne
repre´sente le test de la section 4.2 et les colonnes 3-6 les tests de la section 4.4. La classification a e´te´ re´alise´e
de la fac¸on suivante :
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1. On a note´ un P lorsqu’il a eu quelques proble`mes pour exe´cuter l’imple´mentation. En 1) Loft, les Ps sont
dus au fait qu’il n’existe pas d’instruction Control, 2) Rvm, les Ps sont des bugs qui soit ge´ne`rent des
erreurs a` la compilation soit font que les programmes ne finissent jamais.
2. La position ne conside`re pas les diffe´rences en croissance mais on a note´ avec la meˆme valeur lorsqu’il e´tait
impossible de distinguer une claire diffe´rence entre les imple´mentations.
3. La moyenne a e´te´ calcule´e avec les valeurs disponibles ; ainsi la moyenne de Loft a e´te´ calcule´e sur huit
valeurs et celle de Cr-replace sur les onze.
4. Certaines imple´mentations ont des courbes qui se croisent. Dans ces cas, on a note´ avec une fraction A/B
pour indiquer que l’imple´mentation commence avec la position A puis passe a` la position B ; dans la
moyenne ge´ne´rale, on a conside´re´ la moyenne de A et B.
Imple´mentations Tests : 1-11 Moyenne
Jr simple T 5 9 2 3 1 2 2 5 2 4 2 3.36
Sc 7 6 6 5 4 3 4/5 6/7 5 5 3 5.00
Jr replace B 2 7 7 6 5 4 9 4 7 3 4 5.27
Jr glouton 9 5 3 8 2 6 5/4 7/6 3 10 3 5.63
Jr rvm 3 1 10 4 8 7 P3 8 9 P P 5.88
Jr storm B 6 8 8 7 6 5 6 9 8 6 5 6.72
Jr rewrite 10 10 8 9 6 6 P11 P11 9 9 6 8.63
Jrc 8 2 1 P P P 1 2 1 1 P 2.28
Cr replace L 4 4 5 1 3 1 8 1 6 2 1 3.27
Loft 1 3 4 2 P P 7 3 4 7 P 3.87
Cr rewrite 11 P11 9 10 7 8 P10 P10 P11 8 7 7.90
Tab. 4.1: Re´sultat du Workbench.
En conclusion, Simple est l’imple´mentation en Java qui semble la meilleure en moyenne. Elle est en particulier
la plus efficace lorsqu’on a des comportements re´actifs avec des longues attentes car elle e´vite l’attente active.
Malheureusement son imple´mentation est complique´e et la ve´rification de sa se´mantique et la cre´ation de
nouvelles instructions sont difficiles. Ce sont ces difficulte´s qui ont motive´ la cre´ation d’autres algorithmes plus
”simples” (Storm, Glouton, Jrc) inspire´s de Simple. Le proble`me principal de Simple, mais aussi des autres
algorithmes, est de garantir que la se´mantique est respecte´e par l’imple´mentation. La technique que l’on a
utilise´e est une batterie de tests qui bien suˆr n’assure pas l’absence d’erreurs. Pour cette raison, on pre´fe`re les
imple´mentations qui tendent a` rester le plus pre`s possible de la se´mantique formelle. Au niveau de l’efficacite´,
les nouveaux algorithmes ne sont pas encore aussi performants que Simple mais ils s’en rapprochent. Il faudra
attendre leur maturite´ pour e´valuer les be´ne´fices des techniques qu’ils utilisent.
Certaines implementations me´langent plusieurs techniques (par exemple files d’attentes, byte code re´actif dans
le cas de la Rvm) dont la combinaison est difficile a` e´valuer. Dans ce workbench on a montre´ que dans les
imple´mentations sans files d’attente les instructions n-aires et un reset en remonte´e ame´liorent nettement la
performance. Ce workbench a aussi montre´ que pour eˆtre re´ellement efficace des files d’attente sont indispens-
ables pour e´viter l’attente active. Eviter l’interpre´tation de code ame´liorerait e´galement certainement l’exe´cution
(la Rvm le propose par l’introduction de byte code re´actif).
Un point est a` noter : de fac¸on stricte, seules Rewrite, Replace, Simple et Storm en Java imple´mentent la meˆme
se´mantique. Les autres imple´mentations conside`rent soit des variantes de certaines instructions (par exemple
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Glouton utilise une instruction Kill au lieu d’une instruction Until), soit ne les imple´mentent pas toutes (par
exemple la Rvm n’imple´mente pas l’instruction Freezable).
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Rejo est un langage de programmation qui a de´marre´ avec des objectifs tre`s modestes et qui a e´volue´ pours’adapter aux besoins du programmeur. La premie`re version cherchait a` rendre la programmation de Sug-
arCubes plus simple : on voulait e´liminer l’utilisation re´pe´titive des parenthe`ses et l’utilisation des instructions
binaires de composition qui rend la programmation pe´nible. La version actuelle de Rejo cache d’autres aspects
de bas niveau qui existent en SugarCubes et Junior (comme les wrapper et les actions atomiques) et cherche a`
de´finir un langage inde´pendant du moteur re´actif utilise´. La version actuelle de Rejo ge´ne`re, principalement, du
code Junior mais il existe aussi une version expe´rimentale qui ge´ne`re du code SugarCubes. Rejo est un langage
de haut niveau qui de´finit son propre mode`le d’objet re´actif se distinguant de celui de SugarCubes. L’utilisation
de Rejo pour programmer les agents mobiles de la plate-forme Ros et pour programmer les comportements
re´actifs de la plate-forme PING a influence´ fortement son de´veloppement. Les structures des agents mobiles et
des entite´s de la plate-forme Ping sont diffe´rentes ; Rejo ge´ne`re donc du code inde´pendant de toute plate-forme
d’exe´cution. Pour l’utilisateur qui veut programmer des agents mobiles, le compilateur offre une option spe´ciale
permettant de ge´ne´rer du code pour la plate-forme Ros (voir le chapitre 7).
On pre´sente le langage Rejo dans ce chapitre et dans le suivant. La pre´sentation sera la plus inde´pendante
possible du moteur re´actif utilise´, sauf pour les aspects communs comme le mode`le d’exe´cution (section 5.1)
ou l’exe´cution des applications (section 5.3). La pre´sentation du langage (section 5.2) se fait instruction par
instruction, avec de petits exemples accompagne´s de leur sortie et d’une explication. Finalement, la section 5.4
pre´sente deux exemples complets de programmes Rejo qui re´solvent le proble`me des philosophes de deux fac¸ons
diffe´rentes.
Les contenus de ce chapitre et du suivant ont e´te´ publie´s dans les articles [ACO 00b] et [ACO 02].
5.1 Mode`le d’exe´cution
Comme dans tous les langages oriente´s objets, le mode`le d’objet de Rejo de´finit la relation qui existe entre les
donne´es et le code. La particularite´ de Rejo est qu’il existe deux types de codes : le code Java (appele´ me´thode
Java) et le code re´actif (appele´ me´thode re´active). La relation qui existe entre les donne´es et les me´thodes Java,
et entre deux me´thodes Java, est de´finie par le mode`le d’objets de Java. Par contre, ce qui est nouveau ce
sont les diffe´rentes relations qui re´sultent de l’introduction du code re´actif. La table 5.1 conside`re les diverses
combinaisons possibles.
Comme on peut voir dans cette table, le mode`le d’objet de Rejo est le re´sultat de la combinaison des deux
mode`les existants, plus la de´finition de nouvelles re`gles d’interaction (nouvelles instructions) entre les me´thodes
re´actives.
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Relation entre De´finie par
Donne´e Code Java Mode`le Java
Code Java Code Java Mode`le Java
Donne´e Code re´actif Mode`le Junior: Atom et Wrapper
Code Java Code re´actif Mode`le Junior: Atom et Wrapper
Code re´actif Code re´actif Mode`le Junior(inline) + call
Tab. 5.1: Mode`le de Rejo
Voici une description de chaque relation :
Donne´s - Code Java et Code Java - Code Java . Il existe plusieurs documents et pages web qui de´crivent
les re`gles d’interaction entre ces deux e´le´ments, en particulier le site de Sun [JavaDocs] qui donne pas mal
d’informations. La documentation qui nous inte´resse est celle du langage Java [JavaLang]. Les de´finitions les
plus importantes pour imple´menter le mode`le de Rejo sont la notion de porte´e des variables et des classes,
l’invocation d’une me´thode et l’he´ritage.
Donne´s - Code re´actif et Code Java - Code re´actif . Le code re´actif peut acce´der a` toutes les variables
de la classe sans aucune restriction. L’acce`s se fait, du point de vue du mode`le re´actif, de fac¸on atomique,
c’est-a`-dire que l’acce`s commence et finit dans le meˆme instant. Une autre fac¸on d’acce´der aux variables (avec
un comportement similaire) est l’utilisation des Wrappers de Junior. Dans les instructions atomiques et dans
les Wrappers, on peut exe´cuter n’importe quel type de code Java comme des invocations de me´thodes, des
expressions arithme´tiques ou des instructions de controˆle de flot.
Code re´actif - Code re´actif . Il existe deux fac¸ons de construire un programme re´actif:
1. La premie`re manie`re consiste a` construire les comportements re´actifs se´pare´ment et a` les exe´cuter en
paralle`le. Les comportements re´actifs n’interagissent alors que par le me´canisme de communication de
base qu’est la diffusion d’e´ve´nements.
2. L’autre manie`re consiste a` inse´rer des comportements re´actifs pre´alablement de´finis dans un nouveau
comportement. Il existe deux types d’insertions, l’insertion statique sous la forme de inline, et
l’insertion dynamique avec l’instruction call.
Un inte´reˆt de la premie`re technique est qu’elle ge´ne`re du code portable car les comportements re´actifs ne gardent
aucune re´fe´rence vers les autres comportements. Le proble`me de cette technique est qu’il faut payer cette
portabilite´ par l’imple´mentation d’un protocole qui de´tecte la pre´sence ou l’absence des autres comportements ;
dans certains syste`mes ou` la commutativite´ entre les comportements est une proprie´te´ essentielle, ce protocole
n’est pas ne´cessaire. Par contre, la deuxie`me technique est plus simple car elle n’a pas besoin de ce protocole,
puisque l’on connaˆıt de´ja` tous les autres comportements re´actifs utilise´s. Un autre avantage est que l’on obtient
une construction modulaire plus souple, dans laquelle on peut, par exemple, construire des comportements
re´actifs imbrique´s et de´pendants des e´ve´nements.
En fait, les diffe´rences entre l’insertion statique et l’insertion dynamique sont plus profondes qu’il peut sembler
au premier abord :
• L’insertion statique est e´quivalente a` la construction d’une macro ; ceci veut dire que l’exe´cution est rapide
mais pas tre`s souple. Les parame`tres sont des valeurs lues a` la compilation et non a` l’exe´cution ; autrement
dit, ce sont des constantes.
• L’insertion dynamique est e´quivalente a` l’invocation de me´thode ; ceci veut dire que l’exe´cution est
le´ge`rement plus lente que l’insertion statique mais aussi beaucoup plus souple. L’exe´cution est plus lente
car il faut cre´er le programme a` l’exe´cution ce qui entraˆıne que les parame`tres sont de vraies variables.
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• L’insertion statique (comme dans les macros) ne permet pas les de´finitions re´cursives, et est donc plus
suˆre, les erreurs e´tant de´tecte´es a` la compilation. L’insertion dynamique (comme les me´thodes) permet la
re´cursion et risque donc de boucler et de ge´ne´rer des erreurs d’e´puisement de pile (stack overflow).
La figure 5.1 re´sume toutes les relations mentionne´es. Dans cette figure on ne voit que les quatre relations entre
un comportement re´actif et les autres e´le´ments pre´sents dans l’objet. La figure 5.2 montre toutes les relations
possibles d’un comportement re´actif lorsqu’il interagit avec d’autres objets re´actifs de Rejo (que dans la suite
on appellera simplement Rejo), ou quand il est construit par he´ritage.
call / inline
Données
Code java
événements
atom / wrappers
REJO
Code réactif
Fig. 5.1: Interactions d’un comportement re´actif
Une des proprie´te´s de l’insertion dynamique, qui est absente en Java, est la possibilite´ d’inse´rer du code qui
n’e´tait pas de´fini a` la construction de l’objet. En effet, en Java on peut pas ajouter de nouvelles me´thodes a` un
objet ; le dynamisme ne porte que sur la cre´ation de nouveaux objets (donne´es). L’imple´mentation de l’ajout
dynamique de me´thodes re´actives peut poser des proble`mes de typage . Si la me´thode ajoute´e a e´te´ de´finie dans
une autre classe, il faut ve´rifier (a` l’aide de casts) qu’elle n’utilise pas de variable non de´finie dans la classe (voir
les de´tails d’imple´mentation dans la section 6.2.1).
La figure 5.2 montre d’une part l’expressivite´ du mode`le de Rejo ainsi que la complexite´ qui peut surgir lors de
la construction d’un syste`me. Heureusement, le re´actif est la` pour simplifier les choses, ce qui n’est pas le cas
dans la programmation standard par threads, par exemple.
Finalement, il ne faut pas oublier que le moteur d’exe´cution d’un programme Rejo est toujours celui de Junior.
Autrement dit, une application construite avec Rejo n’est rien d’autre qu’un ensemble de comportements re´actifs
(de´finis par des me´thodes re´actives) mis en paralle`le. On obtient donc un arbre dans lequel les branches sont
compose´es d’instructions re´actives qui ont acce`s a` deux ensembles de variables : celles de la classe (variables
globales) et celles de la me´thode (variables locales). Ceci est de´crit sur la figure 5.3. L’exe´cution d’une me´thode
re´active (qu’elle soit inse´re´e statiquement ou dynamiquement) se comporte comme l’appel d’une me´thode Java,
c’est-a`-dire que l’appelant est bloque´ tant que la me´thode appele´e n’a pas fini son exe´cution ; autrement dit,
l’appel de me´thode re´active est synchrone.
Une autre fac¸on de voir les me´thodes re´actives est de les conside´rer comme des coroutines auxquelles on rajoute
une notion d’instant. Une coroutine exe´cute un ensemble d’instructions jusqu’a` atteindre un point d’arreˆt ou`
elle rend la main ; la prochaine fois que l’on exe´cute la coroutine, l’exe´cution de´marre la` ou` on s’e´tait arreˆte´.
Ce qui est nouveau est l’utilisation d’un code de retour (STOP, SUSP, TERM) relie´ a` la notion d’instant. On
obtient ainsi une suite d’invocations qui de´finissent un instant. Comme dans les coroutines, les parame`tres
d’une me´thode re´active sont des variables locales qui sont initialise´es une seule fois, au moment de la premie`re
invocation.
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REJO 2
REJO 1
Données
Code java
class Rejo0
class Rejo1
call / inline
événements
atom / wrappers
call / inline
événements
atom
wrappers
Code réactif
Fig. 5.2: Interactions d’un comportement avec he´ritage.
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Le langage Rejo est constitue´ des 14 instructions re´actives pre´sentes dans la version actuelle de Junior (la 2.1),
plus 4 instructions re´actives qui sont a` l’e´tude1 ainsi que quelques macros. Pour simplifier l’explication de Rejo,
on pre´sente dans un premier temps les instructions2 suivantes :
atom par loop repeat if call
wait when until control local generate
Les autres instructions (freezable, link, scanner, try, dynapar) ainsi que les macros et d’autres aspects de la
programmation en Rejo sont pre´sente´s dans le chapitre suivant.
5.2.1 Structure des programmes Rejo
Les programmes Rejo sont, comme les programmes Java, forme´s de classes. La structure d’une classe Rejo
est semblable a` celle d’une classe Java a` laquelle on aurait ajoute´ de nouvelles me´thodes appele´es me´thodes
re´actives. Les me´thodes re´actives ont leur propre syntaxe de´crite dans la section suivante et leur se´mantique est
donne´e par leur traduction en Junior. Une classe Rejo peut contenir plusieurs me´thodes re´actives apparaissant
n’importe ou` dans la classe. En re´sume´, la seule diffe´rence avec une classe Java standard est la pre´sence de
me´thodes re´actives :
1Les instructions Scanner, Run, Dynapar et Try-catch.
2Les instructions Seq et Nothing de Junior n’apparaissent pas en Rejo car elles sont ge´ne´re´es automatiquement par le compilateur.
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methJava(){...}
int i;
Par
Par
int i;
methodeJava(){...}
Rejo2Rejo1
int i; int i;
int i;
Seq
StopAtom
Loop
Until Until
Run
Atom
Seq
Loop
Stop
int i;
methReactive3
methReactive2methReactive1 methReactive1
Repeat
Until
Par
RunGenerate
int i;
Atom
Control
Loop
Seq
Stop
methReactive2
Fig. 5.3: Arbre d’exe´cution d’un programme Rejo.
package nom du package
import nom du package
public class nom de l a c l a s s e
{
Var iab l e s ;
Me´thodes Java
. . .
C la s s e s i n t e r n e s ( inner−c l a s s e s )
Me´thodes r e´ a c t i v e s
}
Rejo = Donne´e + Code Re´actif + Code Java
Apre`s avoir cre´e´ un programme Rejo, le programmeur a deux options pour l’exe´cuter :
1. il peut, comme il le ferait en Junior, cre´er une me´thode principale (main) qui ajoute les instructions
re´actives dans la machine et qui, ensuite, active cycliquement la machine pour faire re´agir le programme ;
2. il peut charger la classe Rejo dans une plate-forme ROS, soit en chargeant manuellement une instance de
la classe, soit en utilisant le shell re´actif (Rsh) fourni par le syste`me ROS. Dans ce dernier cas, Rsh cre´e
une instance de la classe et l’ajoute automatiquement dans le syste`me.
Plus d’informations concernant l’exe´cution des programmes Rejo est donne´ dans la section 5.3.
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5.2.2 Me´thodes re´actives et instructions re´actives de base
Les me´thodes re´actives ont une se´mantique et une syntaxe tre`s semblables a` celles des me´thodes Java. A la base,
ce sont des se´quences d’instructions ayant un nom et pouvant posse`der des variables locales et des parame`tres :
mod i f i c a t eu r s r e a c t i v e nom de la methode ( parametres )
{
va r i a b l e s l o c a l e s ;
i n s t r u c t i o n s r e´ a c t i v e s
}
Dans le corps de la me´thode, instructions re´actives est une se´quence d’instructions re´actives. L’instruction
qui met en se´quence des instructions re´actives est ainsi cache´e au programmeur. Il existe e´galement une
instruction Par, de´crite dans la sous-section 5.2.6, permettant de mettre des instructions re´actives en paralle`le.
Dans les me´thodes re´actives, le type de retour est remplace´ par le mot-cle´ reactive. Les instructions re´actives
qui apparaissent dans les me´thodes re´actives sont de trois types :
1. Les instructions re´actives spe´cifiques de Rejo, comme par, loop, repeat, etc., de´crites dans les sous-
sections suivantes ;
2. Le sous-ensemble des instructions Java compose´ des expressions. Ce sous-ensemble contient par exemple
les invocations de me´thodes et les expressions utilisant l’ope´rateur d’affectation ;
3. Les de´clarations de variables Java. Ces variables sont locales aux me´thodes re´actives, comme dans les
me´thodes Java standard.
La se´mantique des expressions et des variables est la meˆme qu’en Java. Celle des instructions re´actives est
donne´e dans les paragraphes suivants.
Pour faire coexister instructions Java et instructions re´actives, les instructions Java sont exe´cute´es en tant
qu’instructions atomiques. Une instruction atomique est une instruction qui s’exe´cute d’une seule traite et qui
termine instantane´ment, c’est-a`-dire qui commence et termine son exe´cution au cours du meˆme instant. Les
instructions qui se terminent instantane´ment sont a` opposer a` celles dont l’exe´cution peut prendre plusieurs
instants, parmi lesquelles on trouve, par exemple, l’instruction d’attente d’e´ve´nement.
Les instructions composant le corps d’une me´thode re´active sont exe´cute´es en se´quence et le passage a` l’instruction
suivante a lieu de`s que la pre´ce´dente est comple`tement termine´e. L’instruction Stop stoppe le passage en
se´quence: l’exe´cution ne repartira en se´quence qu’a` l’instant suivant.
La fin de l’instant courant est de´finie de la meˆme manie`re qu’en Junior, lorsque toutes les me´thodes re´actives
exe´cute´es dans l’instant sont soit comple`tement termine´es, soit stoppe´es, soit bloque´es en attente d’e´ve´nements
absents. Il faut noter qu’en ge´ne´ral, le programmeur n’a pas a` se soucier des retours TERM, STOP ou SUSP qui
sont utilise´s par la machine re´active pour propager le controˆle. Pour une compre´hension fine du fonctionnement
des instructions re´actives, la prise en compte de ces retours est cependant parfois ne´cessaire.
Ce paragraphe se termine par l’exemple tre`s simple du programme qui imprime Hello World. Ce programme
utilise l’instruction atomique System.out.print qui affiche une chaˆıne de caracte`res a` l’e´cran :
import ro s . k e rne l . ∗ ;
public class HelloWorld implements Agent
{
public r e a c t i v e rmain ( St r ing [ ] a rgs ) {
System . out . p r i n t l n ( ” He l lo World ” ) ;
}
}
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5.2.3 Instructions atomiques
On ne peut utiliser qu’un sous-ensemble de Java pour e´crire les instructions atomiques apparaissant dans le corps
des me´thodes re´actives. Cette restriction est introduite pour e´viter que le programmeur e´crive des instructions
qui n’auraient pas de sens (pas de se´mantique) dans le mode`le re´actif, ou qui ne pourraient pas eˆtre exe´cute´es
par la machine re´active. Supposons que l’on e´crive, par exemple:
for ( int i =0; i <10; i++)
stop ;
La machine re´active rencontrerait un proble`me lors de l’exe´cution de la boucle for. En effet, cette instruction
n’e´tant pas une instruction re´active, se poserait le proble`me de l’interpre´tation du code STOP retourne´ par
l’instruction Stop.
Pour contourner cette restriction, le programmeur peut de´finir une nouvelle me´thode Java chaque fois qu’il veut
utiliser une structure de controˆle Java, puis invoquer cette me´thode (les invocations de me´thodes Java sont des
expressions valides). L’instruction Atom de Rejo est la` pour e´viter ces de´finitions de me´thodes, en permettant
de conside´rer n’importe quelle instruction Java comme une instruction atomique.
A partir de maintenant, on va pre´senter une version abre´ge´e de la syntaxe de chaque instruction re´active avec
l’objectif de se faire rapidement une ide´e de l’instruction. La syntaxe comple`te (en notation BNF) est donne´e
dans l’annexe A et ici, a` cote´ de la syntaxe, on donne le nume´ro de ligne dans cette annexe.
Syntaxe lignes: 300-307
atom{ i n s t r u c t i o n s en Java }
Exemple
Cet exemple imprime atomiquement la chaˆıne 0 1 2 3 4.
int j =10;
atom{
int i =5;
i f ( i < j )
for ( int k=0; k<i ; k++)
System . out . p r i n t ( k + ” ” ) ;
}
5.2.4 L’instruction Call et les macros avec inline
Le paragraphe pre´ce´dent montrait comment conside´rer les instructions Java comme des instructions re´actives
exe´cute´es de manie`re atomique. En l’absence du mot-cle´ atom, seul un sous-ensemble des instructions Java peut
eˆtre utilise´. Ce sous-ensemble inclus les invocations de me´thodes ; ainsi, pour invoquer une me´thode, il suffit
de taper son nom et ses parame`tres, comme par exemple dans :
public r e a c t i v e rmain ( S t r ing [ ] a rgs )
{
methode Java ( ) ;
}
Bien entendu, on peut re´cupe´rer la valeur retourne´e (si elle est de´finie) par un appel de me´thode Java.
Pour appeler une me´thode re´active, Rejo offre deux options :
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Les macros avec le mot-cle´ inline. Lorsqu’on utilise le mot-cle´ inline on construit un comportement re´actif
a` la compilation et on l’inse`re a` la place d’inline. Ainsi, l’appel d’une me´thode re´active consiste a` inse´rer
une copie du corps de la me´thode re´active a` l’endroit de l’appel. Etant donne´ que la construction est
faite au moment de la compilation, c’est-a`-dire que la construction est statique, les de´finitions re´cursives
de me´thodes re´actives sont interdites avec inline. Une autre conse´quence de la construction statique est
que les noms des variables que l’on utilise avec inline sont traite´s comme des constantes (null pour les
objets et ze´ro pour les autres types) car leur valeur ne peut exister qu’a` l’exe´cution.
L’utilisation d’inline permet d’inse´rer non seulement des me´thodes re´actives, mais aussi des instructions
Java retournant des instructions Junior, comme par exemple dans :
1 . inl ine methode Java ( ) ;
. . .
Program methode Java ( ) { return Jr . Loop ( Jr . Stop ( ) ) ; }
2 . Program p = Jr . Stop ( ) ;
inl ine p ;
3 . inl ine Jr . Repeat ( 5 , Jr . Stop ( ) ) ;
L’instruction Call. L’instruction Call permet de construire et d’exe´cuter du code re´actif dynamiquement.
La construction du code re´actif est faite a` l’exe´cution et elle permet donc les appels re´cursifs ainsi que
l’utilisation de variables qui ne sont pas traite´es comme des constantes, par opposition a` inline.
Par exemple, conside´rons le code suivant :
public r e a c t i v e rmain ( St r ing [ ] a rgs )
{
int var=3;
ca l l react ive method ( var ) ;
}
r e a c t i v e react ive method ( int i ) {
System . out . p r i n t l n ( ” i=”+i ) ;
}
son exe´cution construit une instruction atomique a` partir de la me´thode reactive method(int i) (avec
la valeur de 3) et l’exe´cute ; la sortie du programme est i=3.
Il n’y a aucune diffe´rence entre call et inline lorsqu’ils apparaissent dans des me´thodes re´actives qui n’utilisent
ni la re´cursion ni des parame`tres avec des valeurs calcule´es a` l’exe´cution.
Les exemples de la section 5.4 montrent des utilisations de call et inline.
5.2.5 Le syste`me a` Runtime
Etant donne´ que tout programme re´actif s’exe´cute dans une machine re´active, il est indispensable d’avoir acce`s
a` celle-ci. Cet acce`s se fait en Rejo a` travers la variable env qui est omnipre´sente dans toute me´thode re´active.
Cette variable donne acce`s aux primitives de´finies dans l’interface machine de Jr, c’est-a`-dire:
add ( ) currentValues ( ) l inkedObjec t ( )
generate ( ) prev iousValues ( )
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5.2.6 Instruction Par
L’instruction Par imple´mente un paralle´lisme dans lequel les diverses instructions mises en paralle`le re´agissent
toutes a` chaque instant, et non l’une apre`s l’autre comme c’est le cas lorsqu’elles sont mises en se´quence.
L’instruction Par se termine lorsque toutes ses branches ont termine´. Il ne s’agit toutefois que d’un paralle´lisme
primitif dans la mesure ou` les instructions ne sont pas simultane´ment exe´cute´es, comme ce pourrait eˆtre le cas
avec une machine multiprocesseur. En fait, le paralle´lisme est sous controˆle de l’utilisateur, en particulier par
l’utilisation de l’instruction Stop. Ce paralle´lisme correspond a` une variante coope´rative de la programmation
par threads, dans laquelle l’instruction re´active Stop remplacerait yield.
La se´mantique du par ne spe´cifie pas l’ordre dans lequel les branches sont exe´cute´es ; la programmation en Rejo
ne doit donc pas reposer sur un ordre particulier d’exe´cution de celles-ci.
Syntaxe lignes:346-347
par { i n s t r u c t i o n s r e´ a c t i v e s | | . . . | | i n s t r u c t i o n s r e´ a c t i v e s }
Exemple
Le programme suivant montre l’exe´cution au cours des instants de plusieurs instructions mises en paralle`le a`
l’aide de l’instruction Par et controˆle´es avec des instructions Stop.
I n s t an t s
#1 #2 #3
par
{
System . out . p r i n t ( ”1” ) ; |
stop ; |
System . out . p r i n t ( ”4” ) ; |
stop ; |
| |
System . out . p r i n t ( ”2” ) ; |
stop ; |
System . out . p r i n t ( ”5” ) ; |
stop ; |
System . out . p r i n t ( ”6” ) ; |
stop ; |
| |
System . out . p r i n t ( ”3” ) ; |
stop ; |
}
La sortie de ce programme est : 123456.
5.2.7 Instruction Loop
Une boucle exe´cute plusieurs fois une suite d’instructions, que l’on appelle le corps de boucle. Dans le cas d’une
boucle finie, le nombre de cycles est fini ; sinon, la boucle est dite infinie. En Rejo comme en Junior, deux
instructions distinctes permettent de cre´er des boucles finies (Repeat) ou infinies (Loop). On pre´sente dans
cette sous-section l’instruction Loop ; l’instruction Repeat est pre´sente´e dans la sous-section suivante.
L’instruction Loop re´exe´cute son corps de`s qu’il se termine. On dit que l’on a une boucle instantane´e lorsque
une boucle infinie commence et termine l’exe´cution de son corps au cours d’un meˆme instant. Les boucles
instantane´es sont dangereuses dans la mesure ou` elle peuvent bloquer l’exe´cution de la totalite´ du programme ;
rappelons-nous que l’on est dans un cadre coope´ratif dans lequel il est impe´ratif de donner le controˆle aux autres
composants pour que le syste`me global puisse e´voluer.
Syntaxe ligne: 344
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loop corps
La syntaxe de l’instructions Loop suit les meˆmes re`gles que celles de Java. Par exemple, des espaces et des
caracte`res de controˆle peuvent apparaˆıtre entre les divers composants du corps. Comme en Java, les parenthe`ses
”{”, ”}” sont ne´cessaires lorsque le corps comprend plus d’une instruction. Cette re´gle s’applique d’ailleurs
e´galement aux autres instructions Rejo de´crites dans les sections suivantes. Bien entendu, il est recommande´
en Rejo, comme dans tout autre langage de programmation, d’indenter les programmes pour les rendre plus
lisibles.
Exemple
Cet exemple montre la forme typique permettant d’exe´cuter une instruction atomique a` chaque instant :
loop{
System . out . p r i n t ( ”He l lo World” ) ;
stop ;
}
Ce programme imprime Hello World a` chaque instant.
Le second exemple est celui d’une boucle instantane´e. En fait, ce programme bloque la machine car il ne passe
jamais le controˆle aux autres composants (on ne doit donc jamais e´crire un tel programme ; lorsque loop est
utilise´, le corps doit contenir au moins un stop):
loop{
System . out . p r i n t ( ”He l lo ” ) ;
System . out . p r i n t ( ”World” ) ;
}
Ce code imprime Hello World sans arreˆt durant le premier instant.
Le troisie`me et dernier exemple est un programme que l’on peut utiliser pour e´viter les boucles instantane´es. La
technique consiste a` placer une instruction Stop en paralle`le avec le corps de l’instruction Loop ; voici comment
est transforme´ l’exemple pre´ce`dent :
loop{
par{
System . out . p r i n t ( ”He l lo ” ) ;
System . out . p r i n t ( ”World” ) ;
| |
stop ;
}
}
Ce programme imprime maintenant une fois Hello World a` chaque instant.
5.2.8 Instruction Repeat
L’instruction Repeat imple´mente les boucles finies ; en d’autres termes, elle exe´cute son corps un nombre fini
de fois, ce nombre e´tant de´termine´ la premie`re fois que l’instruction est exe´cute´e. A la diffe´rence des boucles
infinies, le fait que le corps termine instantane´ment n’est pas un proble`me car, dans tous les cas, la boucle
terminera. Ainsi, dans une boucle repeat, il n’est pas dangereux d’omettre les instructions stop (tout en
gardant a` l’esprit que la se´mantique ne sera e´videmment plus la meˆme !).
Syntaxe ligne: 366
repeat ( exp r e s s i on a r i t hm e´ t i que ) corps
Exemple
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repeat (5){
System . out . p r i n t ( ” He l lo ” ) ;
stop ;
}
Ce programme imprime cinq fois Hello, une fois par instant.
5.2.9 Variables re´actives
En Rejo comme en Junior, on peut utiliser des variables dans une instruction re´active. Le proble`me de ces
variables est qu’elles doivent eˆtre lues lorsque l’instruction est exe´cute´e et non lorsqu’elle est cre´e´e. Pour re´soudre
ce proble`me, Junior de´finit des wrapper de variables, comme les IntegerWrappers et les BooleanWrappers. Un
des avantages de Rejo est que les wrappers sont introduits automatiquement par le compilateur lorsque cela est
ne´cessaire. La seule chose dont doit s’occuper le programmeur est, comme d’habitude, la correction du typage.
Par exemple, dans une instruction repeat, on peut utiliser une variable pour de´finir le nombre de cycles de
la boucle. La se´mantique de l’instruction repeat spe´cifie que ce nombre est calcule´ a` la premie`re exe´cution
de la boucle. Ainsi, dans l’exemple suivant, l’instruction repeat sera exe´cute´e avec la valeur 3, lue lorsque
l’instruction est exe´cute´e pour la premie`re fois. Cette valeur reste la meˆme, meˆme si celle de la variable change
par la suite :
int i =2;
i++;
repeat ( i ){
System . out . p r i n t ( i+” , ” ) ;
i++;
stop ;
}
Ce programme imprime: 3, 4, 5.
5.2.10 Instruction If
L’instruction If permet de de´terminer puis de poursuivre l’exe´cution d’une des deux branches qui la composent,
en fonction du re´sultat de l’e´valuation d’une condition boole´enne. La premie`re branche (celle apre`s if) est
exe´cute´e si la condition est vraie ; dans le cas contraire, c’est la seconde branche (apre`s else) qui est exe´cute´e.
Les conditions boole´ennes sont des conditions boole´ennes de Java, avec une restriction : il leur est interdit de
tester la pre´sence ou l’absence des e´ve´nements ; si cela est ne´cessaire, il faut utiliser l’instruction When de´crite
en 5.2.14.
Syntaxe ligne:338-340
i f ( c ond i t i on boo l e´ en ) i f ( c ond i t i on boo l e´ en )
corps co rps 1
else
co rps 2
Exemple
Dans le programme suivant, une instruction If teste si la variable i est e´gale a` 3 et, lorsque c’est le cas, il
imprime la valeur de i 3 fois, une par instant. L’exe´cution de l’instruction Repeat est effectue´e 3 fois meˆme si
la valeur de i change aux instants suivants. La sortie du programme est : i=3 i=4 i=5 .
int i =3;
i f ( i == 3 ){
repeat ( i ){
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System . out . p r i n t ( ” i=”+ i + ” ” ) ;
i++;
stop ;
}
}
5.2.11 Eve´nements et conditions e´ve´nementielles
Les e´ve´nements sont un concept-cle´ du mode`le re´actif synchrone. En fait, la plupart des instructions re´actives
de´finissent des comportements de´pendant d’e´ve´nements. Les e´ve´nements peuvent par exemple eˆtre utilise´s pour
controˆler ou pre´empter des instructions re´actives. Les e´ve´nements sont de´finis de la fac¸on la plus ge´ne´rale
comme e´tant des identificateurs, du type Identifier; cependant, en Rejo, le programmeur peut e´galement
utiliser les e´ve´nements simplement sous forme de chaˆınes de caracte`res ou des entiers. La syntaxe que l’on peut
utiliser pour construire les e´ve´nements sera dans la suite appele´e expression e´ve´nementielle; elle est de´finie
dans le chapitre A ligne 386. La se´mantique des e´ve´nements est celle de Junior, c’est-a`-dire que l’on retrouve
en Rejo le paradigme des e´ve´nements re´actifs, avec le rejet de la re´action instantane´e a` l’absence qui e´limine les
proble`mes de causalite´.
On peut en Rejo de´finir des conditions e´ve´nementielles (chapitre A lignes 373-380) qui permettent de tester si
plusieurs e´ve´nements sont pre´sents au cours d’un meˆme instant (ope´rateur AND) ou si l’un d’entre eux l’est
(ope´rateur OR). On peut e´galement tester si un e´ve´nement n’est pas pre´sent a` un instant (ope´rateur NOT). Ce
sont les trois seuls ope´rateurs utilisables pour construire des conditions e´ve´nementielles.
En reprenant les notations de Java, la syntaxe Rejo de ces trois ope´rateurs est &&, || et !. Comme en Java,
les ope´rateurs AND et OR ont la meˆme pre´ce´dence (et s’e´valuent donc de droite a` gauche) et l’ope´rateur NOT
a une pre´ce´dence plus grande que AND et OR. Les parenthe`ses ”(” et ”)” servent, comme en Java, a` changer
l’ordre d’e´valuation.
On termine ce paragraphe par deux exemples de conditions e´ve´nementielles. La condition 2 montre l’utilisation
de chaˆınes de caracte`res pour de´signer des e´ve´nements (l’ope´rateur + de´signe la concate´nation) :
cond i t i on 1 = ! ( ”a” && ”b” ) | | ”c”
cond i t i on 2 = ! ”a” && var1 | | var2 + ”b”
Les paragraphes suivants montrent comment ge´ne´rer des e´ve´nements et programmer des re´actions en fonction
de conditions e´ve´nementielles.
5.2.12 Instruction Generate
L’instruction Generate ge´ne`re un e´ve´nement dans l’environnement d’exe´cution, puis termine instantane´ment
(c’est une instruction atomique). Les e´ve´nements sont de´finis de la fac¸on la plus ge´ne´rale comme e´tant du type
Identifier. Ainsi, les e´ve´nements peuvent eˆtre imple´mente´s par n’importe quels objets, a` la seule condition
que soit de´finie une fonction d’e´galite´. A l’aide de cette abstraction, un programmeur peut imple´menter les
e´ve´nements par n’importe quel type de base, par exemple les entiers. De plus, pour e´viter au programmeur
d’avoir a` imple´menter quoi que ce soit, Junior, et donc Rejo, de´finissent le type StringIdentifier qui permet
de traiter les e´ve´nements comme des chaˆınes de caracte`res. Les e´ve´nements sous forme de chaˆınes de caracte`res
sont, bien suˆr, traite´s de fac¸on transparente par Rejo. Pour plus de de´tails sur le type Identifier, voir la
spe´cification de Junior.
Un objet peut eˆtre attache´ a` un e´ve´nement lorsqu’il est ge´ne´re´ ; en d’autres termes, on a des e´ve´nements
value´s. Ainsi, les e´ve´nements sont utiles non seulement pour synchroniser des comportements, mais aussi pour
la communication de donne´es.
Syntaxe lignes: 327-328, 332
nom de l ’ e´ve´nement ! ;
( gen | | generate ) e xp r e s s i on e´ v e´ n emen t i e l l e [ , ob j s ] ;
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Exemple
”evenement” ! ; // Exemple 1
gen ”evenement” ; // Exemple 2
gen ”evenement” + va r i ab l e + method ( ) ; // Exemple 3
gen va r i ab l e ; // Exemple 4
Dans la version actuelle de Rejo, la syntaxe utilise´e dans l’exemple 1 n’accepte que des chaˆınes de caracte`res
sans objet attache´. La syntaxe gen accepte, par contre, des chaˆınes (exemple 3), des objets attache´s et des
identificateurs ge´ne´raux. Dans l’exemple 4, la variable peut eˆtre du type String ou Identifier (l’instruction
gen teste le type).
5.2.13 Instruction Wait
L’instruction Wait imple´mente un comportement re´actif qui attend qu’une condition e´ve´nementielle soit vraie et
termine lorsque c’est le cas. Elle s’imple´mente en testant si la condition est fausse ou bien si la fin d’instant est
de´cide´e. Lorsque la fin d’instant est de´cide´e, l’instruction Wait retourne STOP, c’est-a`-dire qu’elle se comporte
a` cet instant comme une instruction Stop.
Syntaxe ligne: 330-332
nom de l ’ e´ve´nement ? ;
wait c ond i t i on e´ v e´ n emen t i e l l e [ , ob j s ] ;
Exemple
”evenement” ? ; // Exemple 1
wait ”evenement” ; // Exemple 2
wait ”evenement” + va r i ab l e + method ( ) ; // Exemple 3
wait ( ”a” && va r i ab l e ) | | ! method ( ) ; // Exemple 4
La syntaxe utilisant le caracte`re ”?” ne permet pas de traiter les conditions e´ve´nementielles dans toute leur
ge´ne´ralite´, mais uniquement les e´ve´nements de´signe´s par des chaˆınes de caracte`res. Dans l’exemple 4, l’instruction
Wait teste le type de l’e´ve´nement pour de´terminer le type d’Identifier a` utiliser avec variable et method().
On utilise les atomes suivants pour re´cupe´rer les valeurs associe´es aux ge´ne´rations des e´ve´nements :
Object [ ] obj ;
obj = env . currentValues ( evenement ) ;
obj = env . prev iousValues ( evenement ) ;
Ces deux instructions retournent un tableau d’Objects dans la variable obj. Il est de la responsabilite´ du
programmeur de re´cupe´rer le bon type des valeurs ge´ne´re´es (par des cast Java) et d’utiliser le bon type
d’Identifier. Par exemple, pour re´cupe´rer les valeurs de l’e´ve´nement "e" on exe´cute :
obj = env . prev iousValues ( J . make Iden t i f i e r ( ”e” ) ) ;
ou` J.makeIdentifier() est une me´thode de´finie en Rejo pour cre´er des e´ve´nements de type String.
Reprenons l’exemple de la cascade inverse de´crit dans le chapitre 3. On peut l’e´crire en Rejo de deux manie`re
distinctes : 1) de fac¸on exhaustive, en e´crivant toutes les branches a` la main (voir figure 5.4a) et 2) de fac¸on
re´cursive, en utilisant l’instruction Call (voir figure 5.4b).
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public r e a c t i v e wa t e r f a l l ( )
{
par
{
gen 1 ;
| |
wait N; // N=1500;
| |
wait (N−1);
gen N;
. . .
| |
wait i ;
gen ( i +1);
. . .
| |
wait 2 ;
gen 3 ;
| |
wait 1 ;
gen 2 ;
}
}
public r e a c t i v e wa t e r f a l l ( )
{
par
{
gen 1 ;
| |
int N=1500;
ca l l cascade (N) ;
}
}
public r e a c t i v e cascade ( int N)
{
par
{
wait N;
gen (N+1);
| |
i f (N!=1)
ca l l cascade (N−1);
}
}
a) cascade classique. b) cascade produite re´cursivement.
Fig. 5.4: Cascade inverse
5.2.14 Instruction When
L’instruction When permet de choisir puis de poursuivre l’exe´cution d’une des deux branches qui la composent,
en fonction d’une condition e´ve´nementielle. Si la condition est vraie, alors la premie`re branche (apre`s when) est
exe´cute´e ; sinon, c’est la seconde branche (apre`s else).
La particularite´ de cette instruction est qu’elle cache une instruction Stop lorsque l’e´valuation de la condition
e´ve´nementielle ne´cessite d’attendre la fin de l’instant courant. C’est par exemple le cas lorsqu’elle teste l’absence
d’un e´ve´nement ; dans ce cas, l’exe´cution de la branche choisie ne peut de´buter qu’a` l’instant suivant ; tout se
passe donc comme si l’on avait ajoute´ une instruction Stop au de´but de la branche choisie.
Syntaxe ligne: 334-336
when( c ond i t i on e´ v e´ n emen t i e l l e ) when( c ond i t i on e´ v e´ n emen t i e l l e )
corps co rps 1
else
co rps 2
Exemple
Le programme suivant montre l’effet de l’instruction Stop cache´e dans l’instruction When. Ce programme est
compose´ de deux branches : la premie`re ge´ne`re l’e´ve´nement E a` l’instant N et la seconde branche teste sa
pre´sence.
Il peut se faire que la seconde branche ne puisse pas de´tecter l’e´ve´nement parce qu’elle est de´synchronise´e a`
cause du stop cache´ dans le when. La trace 1 montre l’exe´cution lorsque N vaut 3 : l’e´ve´nement est toujours
vu comme absent. Dans la trace 2, N vaut 2 et l’e´ve´nement est bien vu pre´sent au troisie`me instant. La sortie
du programme est a a a avec N = 3 et a p a avec N = 2.
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Trace 1 Trace 2
i n s t an t s −> 1 2 3 4 5 6 1 2 3 4 5
par
{
repeat (N) | | | ∗ ∗
stop ; | | | ∗ ∗
”E” ! ; | ∗
| |
repeat ( 3 ){ | | | | | ∗ ∗ ∗ ∗ ∗
when( ”E” ) | | | ∗ ∗ ∗
System . out . p r i n t ( ”p ” ) ; ∗
else
System . out . p r i n t ( ”a ” ) ; | | | ∗ ∗
stop ; | | | ∗ ∗ ∗
}
}
5.2.15 Instruction Until
L’instruction until imple´mente la pre´emption, en forc¸ant la terminaison d’une suite d’instructions re´actives (le
corps de l’instruction until) lorsqu’une condition e´ve´nementielle devient vraie. La pre´emption est faible dans
la mesure ou` le corps garde la possibilite´ de re´action a` l’instant de pre´emption ; la pre´emption l’empeˆche en fait
uniquement de re´agir aux instants suivants. Junior, et par conse´quent Rejo, utilisent cette forme de pre´emption
pour e´viter les proble`mes de causalite´.
L’instruction until a une partie handler optionnelle qui n’est exe´cute´e que lorsque la pre´emption est effective.
La pre´emption re´alise´e par until peut ou non eˆtre instantane´e. La pre´emption est instantane´e lorsque la
condition est vraie alors que l’instant courant n’est pas encore termine´. Dans ce cas, l’exe´cution du handler
de´marre instantane´ment (au cours du meˆme instant). Dans le cas contraire, c’est-a`-dire lorsque le fait que
la condition de pre´emption soit vraie n’est connu qu’apre´s que la fin d’instant ait e´te´ de´cide´e, l’exe´cution du
handler ne de´marre qu’a` l’instant suivant.
Syntaxe ligne:368-369
until ( c ond i t i on e´ v e´ n emen t i e l l e ) until ( c ond i t i on e´ v e´ n emen t i e l l e )
corps co rps 1
handler
co rps 2
Exemple
Le programme suivant est compose´ de deux comportements. Le premier (la premie`re branche de l’instruction
Par) imprime b a` chaque instant, tant que l’e´ve´nement pre´emption n’est pas pre´sent. Le second comportement
(la deuxie`me branche du par) ge´ne`re pre´emption au sixie`me instant :
par
{
until ( ”pre´emption” )
loop{
System . out . p r i n t ( ”b” ) ;
stop ;
}
handler
System . out . p r i n t l n ( ”h” ) ;
| |
repeat (5 )
stop ;
” pre´emption” ! ;
}
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La sortie du programme est : bbbbbbh.
Le deuxie`me programme que l’on va pre´senter utilise l’instruction Until pour pre´empter une boucle potentielle-
ment instantane´e, en re´alisant ainsi une sorte de while re´actif. Ce type d’utilisation de boucle instantane´e est
potentiellement dangereux et il recommande´ soit d’e´viter un tel usage, soit d’eˆtre tre`s prudent si on l’utilise.
int i =1;
until ( ” k i l l ” )
loop{
i f ( i <= 5 ){
System . out . p r i n t ( ”∗” ) ;
i++;
} else {
gen ” k i l l ” ;
stop ;
}
}
La sortie du programme est : *****.
5.2.16 Instruction Control
L’instruction Control ne fait re´agir son corps qu’aux instants ou` un e´ve´nement est pre´sent ; aux autres instants,
l’instruction se comporte comme stop (elle retourne STOP). L’instruction Control termine lorsque son corps
termine. L’instruction Control sert, principalement, a` de´finir des sous-horloges.
Syntaxe ligne:361-362
control ( e xp r e s s i on e´ v e´ n emen t i e l l e ) corps
Exemple
Le programme suivant est compose´ de deux comportements. Le premier (la premie`re branche de l’instruction
Par) imprime c si l’e´ve´nement E est pre´sent. Le second comportement (la deuxie`me branche du Par) ge´ne`re E
aux instants 3 et 7:
par
{
repeat (2){
control ( ”E” )
System . out . p r i n t ( ”c” ) ;
stop ;
}
| |
int i =1;
repeat (10){
i f ( i ==3 | | i ==7 )
”E” ! ;
i++;
stop ;
}
}
La sortie du programme est cc et celui-ci termine au onzie`me instant (la premie`re branche termine au huitie`me
instant, la seconde au onzie`me). Par contre, si l’on remplace 2 par 3 dans le repeat de la premie`re branche,
alors la sortie est la meˆme mais l’instruction Par ne termine plus (la premie`re branche n’est pas termine´e et elle
retourne STOP inde´finiment, en attente de l’e´ve´nement E qui n’est plus ge´ne´re´).
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5.2.17 Instruction Local
L’instruction Local de´clare un e´ve´nement local a` son corps. L’e´ve´nement de´clare´ doit eˆtre une constante.
Syntaxe ligne:357-359
local ( e xp r e s s i on e´ v e´ n emen t i e l l e ) corps
Exemple
Dans l’exemple suivant on va ge´ne´rer l’e´ve´nement "E" (ligne 18) qui ne doit pas eˆtre vu par le corps de
l’instruction Local (l’instruction de la ligne 10) puis on va ge´ne´rer "E" dans le corps de l’instruction Local (ligne
7) pour ve´rifier que les instructions qui se trouvent en dehors de la porte´e de l’instruction Local ne le voient
pas (l’instruction de la ligne 21).
Ce programme imprime "Ext" uniquement au premier instant et "Int" uniquement a` l’instant suivant.
1 par
2 {
3 local ( ”E” )
4 par{
5 stop ;
6 ”E” ! ;
7 | |
8 loop{
9 wait ”E” ;
10 System . out . p r i n t ( ” Int ” ) ;
11 stop ;
12 }
13 }
14 | |
15 ”E” ! ;
16 loop{
17 wait ”E” ;
18 System . out . p r i n t ( ”Ext” ) ;
19 stop ;
20 }
21 }
5.3 Compilation et exe´cution
Il existe deux options pour exe´cuter un programme re´actif cre´e´ avec le langage Rejo :
1. Construire le programme en suivant les e´tapes de´crites pour Junior.
2. Construire le programme en le conside´rant comme un agent qui sera exe´cute´ dans la plate-forme ROS.
L’exe´cution d’un programme Rejo en tant qu’agent est explique´e dans le chapitre 7.2. Tous les de´tails du
processus de compilation sont explique´s dans la section 6.2.
Comme en Java, un programme Rejo doit eˆtre compile´ avant de pouvoir eˆtre exe´cute´ par une machine virtuelle.
Un exemple concret
Cet exemple est celui de la section 2.3.5 e´crit en Rejo. Le programme exe´cute une action atomique a` chaque
instant. L’action atomique consiste a` imprimer la chaˆıne atom. Apre`s la cre´ation du programme et de la
machine, le programme est charge´ dans la machine puis active´ dix instants.
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1 import j un i o r ;
2 import ro s . k e rne l . ∗ ;
3
4 public class Exemple2
5 {
6 public r e a c t i v e rmain ( S t r ing [ ] a rgs )
7 {
8 loop{
9 System . out . p r i n t l n ( ” atom ” ) ;
10 stop ;
11 }
12 }
13
14 public stat ic void main ( St r ing [ ] a rgs )
15 {
16 Machine M = Jr . Machine ( ) ;
17
18 M. add ( new Example2 ( ) . rmain ( args ) ) ;
19 for ( int i =1; i <=10; i++)
20 M. r ea c t ( ) ;
21 }
22 }
Listing 5.1: Exemple 2 d’un programme Rejo
5.4 Exemples
5.4.1 Le proble`me des philosophes
Le proble`me des philosophes [DIJ 65, ARI 82] est un proble`me d’acce`s concurrents a` des ressources partage´es.
Le but de cet exemple n’est pas de donner une solution comple`te au proble`me des philosophes, mais de montrer
une utilisation conjointe de me´thodes Java, de me´thodes re´actives et d’instructions re´actives. Bien entendu,
on veut e´galement montrer la simplicite´ de l’acce`s a` des ressources partage´es lorsque l’on est dans un cadre
coope´ratif. En effet, l’utilisation de se´maphores ou d’autres me´canismes de synchronisation n’est alors plus
ne´cessaire, car il n’y a pas de risque d’eˆtre pre´empte´ durant un acce`s.
Le programme est compose´ d’une classe Phil qui de´clare quatre philosophes (methode rmain, lignes 7-15). Le
comportement des philosophes est repre´sente´ par une me´thode re´active (phi(int id), lignes 17-24) qui exe´cute
une boucle infinie mettant en se´quence les trois comportements e´le´mentaires: thinking, hungry et eating. Les
fourchettes sont mode´lise´es par un tableau de boole´ens (f[]) qui indiquent si la fourchette est prise ou non. Le
comportement de famine (la me´thode starving(int id), lignes 31-40) ve´rifie si les deux fourchettes voisines
du philosophe sont libres avant de les prendre (me´thode takeForks ligne 36). Le code est le suivant :
1 import ro s . k e rne l . ∗ ;
2
3 public class Phi l1 implements Agent {
4 int NF = 4;
5 boolean f [ ]={ true , true , true , true } ;
6
7 public r e a c t i v e rmain ( S t r ing [ ] a rgs )
8 {
9 par {
10 ca l l phi ( 0 ) ;
11 | | ca l l phi ( 1 ) ;
12 | | ca l l phi ( 2 ) ;
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13 | | ca l l phi ( 3 ) ;
14 }
15 }
16
17 public r e a c t i v e phi ( int id )
18 {
19 loop {
20 ca l l th ink ing ( id ) ;
21 ca l l s t a rv ing ( id ) ;
22 ca l l ea t ing ( id ) ;
23 }
24 }
25
26 public r e a c t i v e th ink ing ( int id )
27 {
28 ca l l wait ing ( id , ”T” ) ;
29 }
30
31 public r e a c t i v e s t a rv ing ( int id )
32 {
33 until ( ” forksTaken”+id )
34 loop{
35 prn ( id ∗2 , ”H( ”+id+” ) ” ) ; // Pas de l o c k pour
36 i f ( takeForks ( id ) ) // prendre l e s f o u r c h e t t e s
37 gen ” forksTaken”+id ;
38 stop ;
39 }
40 }
41
42 public r e a c t i v e ea t ing ( int id )
43 {
44 ca l l wait ing ( id , ”E” ) ;
45 f r eeFork ( id ) ;
46 }
47
48 public r e a c t i v e wai t ing ( int id , S t r ing s t r )
49 {
50 int i =5;
51 repeat ( i ){
52 prn ( id ∗2 , s t r+” ( ”+id+” ) ” ) ;
53 stop ;
54 }
55 }
56
57 boolean takeForks ( int l e f t )
58 {
59 int r i gh = ( l e f t ==0) ? NF−1 : l e f t −1;
60 i f ( f [ l e f t ] && f [ r i gh ] ) {
61 f [ r i gh ] = f [ l e f t ] = fa l se ;
62 return true ;
63 } else return fa l se ;
64 }
65
66 void f r e eFork ( int l e f t )
67 {
68 int r i gh = ( l e f t ==0) ? NF−1 : l e f t −1;
69 f [ r i gh ] = f [ l e f t ] = true ;
70 }
71
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72 void prn ( int nTabs , S t r ing s t r )
73 {
74 for ( int i =1; i<=nTabs ; i++)
75 System . out . p r i n t ( ” t ” ) ;
76 System . out . p r i n t l n ( s t r ) ;
77 }
78 }
Listing 5.2: Le proble`me des philosophes
La sortie obtenue lorsqu’on exe´cute Phil dans le syste`me ROS est la suivante:
< l o c a l h o s t | > Phi l1
T( 0 ) T( 1 ) T( 2 ) T(3)
T( 0 ) T( 1 ) T( 2 ) T(3)
. . .
H(0 )
E( 0 ) H( 1 ) H(2)
E( 2 ) H(3)
E( 0 ) H( 1 ) E( 2 ) H(3)
. . .
< l o c a l h o s t | > gen ”Phi l ! k i l l ” # This command k i l l s the Rejo
On peut voir qu’il peut y avoir plus de deux philosophes qui mangent simultane´ment, s’ils ne sont pas l’un a`
coˆte´ de l’autre.
5.4.2 Producteurs/Consommateurs
L’exemple pre´ce`dent montre comment profiter de la programmation coope´rative a` la base de Rejo pour re´soudre
un proble`me de concurrence sans verrous. Ne´anmoins, il reste un proble`me dans la solution propose´e, qui consiste
en l’attente active des philosophes lorsqu’ils ont faim. Ce proble`me se pre´sente aussi dans un autre proble`me
classique d’acce`s aux ressources partage´es appele´, les Producteurs/Consommateurs [ARI 82]. Dans cette sous-
section, on va pre´senter une solution au proble`me Producteurs/Consommateurs ; on a choisi ce proble`me car il
est plus ge´ne´ral que celui des philosophes dans le sens ou` les ressources ne sont pas pre´alablement assigne´s : une
fourchette n’est accessible qu’a` deux philosophes tandis que les cellules d’un buffer peuvent eˆtre lues ou e´crites
par plusieurs producteurs ou consommateurs.
On va s’inte´resser tout particulie`rement a` la fac¸on d’e´viter l’attente active. En particulier, il faut endormir 1)
le producteur lorsque le buffer est plein et 2) le consommateur lorsqu’il n’y a rien a` consommer ; de plus, il
faut re´veiller 1) le producteur lorsque le buffer est libe´re´ et 2) le consommateur lorsqu’un producteur produit
quelque chose. La gestion des entite´s endormies est faite a` l’aide d’une file d’attente pour les producteurs et
d’une autre pour les consommateurs.
Voici le code :
1 import ro s . k e rne l . ∗ ;
2 import java . u t i l . ∗ ;
3
4 public class ProdConso extends Phi l1
5 {
6 Vector bu f f e r = new Vector ( ) ;
7 Vector prod = new Vector ( ) ;
8 Vector conso = new Vector ( ) ;
9 int MAX=10;
10 boolean reduce=fa l se ;
11
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12 public r e a c t i v e rmain ( S t r ing [ ] a rgs )
13 {
14 par{
15 ca l l producer ( ”1” ) ;
16 | | ca l l producer ( ”2” ) ;
17 | | ca l l producer ( ”3” ) ;
18
19 | | ca l l consumer ( ”4” ) ;
20 | | ca l l consumer ( ”5” ) ;
21 }
22 }
23
24 r e a c t i v e producer ( S t r ing name)
25 {
26 int id = i d e n t i f (name ) ;
27
28 loop {
29 i f ( bu f f e r . s i z e () >= MAX ) { // Si l e b u f f e r e s t p l e i n
30 prod . addElement (name ) ;
31 prn ( id ∗2 , ”Pd( ”+name+” ) ” ) ;
32 reduce=true ;
33 wait name+” : wakeup” ; // on s ’ endort
34 } else { // sinon on produ i t l a donne´e ””
35 bu f f e r . addElement ( ”” ) ; // ( pas de l o c k gr aˆce au r e´ a c t i f )
36 prn ( id ∗2 , ”Pp( ”+name+” ) ”+bu f f e r . s i z e ( ) ) ;
37 i f ( bu f f e r . s i z e ( ) == 1 ){ // e t on r e´ v e i l l e l e s
38 Enumeration names = conso . e lements ( ) ; // consommateurs
39 St r ing c = ”” ; // en a t t e n t e
40
41 repeat ( conso . s i z e ( ) ){
42 c = ( St r ing ) names . nextElement ( ) ;
43 generate c+” : wakeup” ;
44 }
45 conso . c l e a r ( ) ;
46 }
47 }
48 stop ;
49 }
50 }
51
52 r e a c t i v e consumer ( St r ing name)
53 {
54 int id = i d e n t i f (name ) ;
55
56 until (name)
57 par
58 {
59 loop {
60 i f ( bu f f e r . isEmpty ( ) ) { // Si l e b u f f e r e s t v i de
61 conso . addElement (name ) ;
62 prn ( id ∗2 , ”Cd( ”+name+” ) ” ) ;
63 wait name+” : wakeup” ; // on s ’ endort
64 } else { // sinon on consomme l a donne´e
65 bu f f e r . remove ( 0 ) ; // ( pas de l o c k gr aˆce au r e´ a c t i f )
66 prn ( id ∗2 , ”Cc( ”+name+” ) ”+bu f f e r . s i z e ( ) ) ;
67 i f ( bu f f e r . s i z e () == MAX/2 ){ // e t on r e´ v e i l l e
68 Enumeration names = prod . e lements ( ) ; // l e s produc teurs
69 St r ing c = ”” ; // en a t t e n t e
70
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71 repeat ( prod . s i z e ( ) ){
72 c = ( St r ing ) names . nextElement ( ) ;
73 generate c+” : wakeup” ;
74 }
75 prod . c l e a r ( ) ;
76 }
77 }
78 stop ;
79 }
80 | | // l e s consommateurs se tuen t pour
81 loop { // i n t r o du i r e du non−de´terminisme
82 i f ( reduce ){
83 reduce=fa l se ;
84 repeat ( 4 ) stop ;
85 generate name ;
86 }
87 stop ;
88 }
89 }
90 }
91
92 int i d e n t i f ( S t r ing s t r )
93 {
94 try{
95 return I n t eg e r . pa r s e In t ( s t r ) ;
96 }catch (NumberFormatException e ){
97 return 0 ;
98 }
99 }
100
101 }
Listing 5.3: Le proble`me des philosophes
La sortie obtenue lorsqu’on exe´cute le programme est la suivante :
< l o c a l h o s t | > ProdConso
Pp( 1 ) 1 Pp( 2 ) 2 Pp( 3 ) 3 Cc ( 4 ) 2 Cc(5)1
Pp( 1 ) 2 Pp( 2 ) 3 Pp( 3 ) 4 Cc ( 4 ) 3 Cc(5)2
. . .
Pp( 1 ) 8 Pp( 2 ) 9 Pp(3 ) 10 Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Pd ( 3 ) Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Cc ( 4 ) 9 Cc(5)8
Pp( 1 ) 9 Pp(2 ) 10 Cc(5)9
Pp(1 ) 10 Pd ( 2 ) Cc(5)9
Pp(1 ) 10 Cc(5)9
Pp(1 ) 10 Cc(5)9
Pp(1 ) 10 Cc(5)9
Pp(1 ) 10 Cc(5)9
Pp(1)10
Pd(1)
< l o c a l h o s t | >
Cette solution a la particularite´ de re´veiller tous les consommateurs lorsqu’un producteur ge´ne`re une nou-
velle donne´e. Ce comportement est similaire a` celui que l’on obtient en Java lorsqu’on appelle la me´thode
notifyAll().
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5.5 Conclusion
On a pre´sente´ Rejo, un nouveau langage de haut niveau pour la programmation re´active. Il s’agit en fait d’une
extension de Java pour cre´er des objets re´actifs en Java (Rejo signifieREactive Java Objects ).
Les programmes Rejo sont traduits dans du code 100% Java. Plus pre´cisemment, les instructions re´actives sont
traduites par le compilateur Rejo (appele´ Rejoc) en instructions Junior (un ensemble de classes Java de bas
niveau).
Rejo de´finit un ensemble d’instructions et de me´thodes re´actives pour construire des programmes re´actifs. Rejo
utilise un mode`le particulier d’objets re´actifs qui repose sur le mode`le et la se´mantique de Junior ainsi que sur
le mode`le d’objets de Java.
On obtient un langage ayant les caracte´ristiques suivantes:
• Concurrence : les objets re´actifs de Rejo s’exe´cutent en concurrence (dans un mode coope´ratif). Comme
Junior, Rejo constitue donc une alternative aux threads Java [BOU 00a] ;
• Interactivite´ : les objets Rejo communiquent en utilisant des e´ve´nements diffuse´s instantane´ment ;
• Re´activite´ : les comportements des agents sont construits a` partir de primitives permettant de re´agir a` la
pre´sence et a` l’absence des e´ve´nements diffuse´s ;
• Dynamicite´ : les agents peuvent eˆtre modifie´s, ajoute´s et enleve´s du syste`me dynamiquement, en cours
d’exe´cution ;
• Multiplates-formes : la portabilite´ est la conse´quence de l’utilisation du langage Java (byte code Java).
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Chapitre 6
Rejo: programmation 2e`me partie
et imple´mentation
Dans ce chapitre on continue la pre´sentation du langage Rejo (section 6.1) pour ensuite passer a` la descrip-tion et a` l’analyse du code ge´ne´re´ par le compilateur (sections 6.2 et 6.3). La section 6.4 pre´sente une
imple´mentation expe´rimentale de Rejo en C dans laquelle on a teste´ quelques nouvelles ide´es pour ame´liorer
l’inte´gration du code re´actif avec le code impe´ratif. La section 6.5 fait le point sur les diffe´rents proble`mes qui
se pre´sentent lors de la construction d’un syste`me re´actif avec Rejo. Finalement, la section 6.6 pre´sente les
travaux similaires et la section 6.7 les conclusions.
6.1 Programmation - 2e`me partie
Dans cette section on pre´sente les cinq instructions restantes, servant a` imple´menter la migration (l’instruction
Freezable), a` traiter les erreur d’exe´cution (l’instruction Try), a` modifier un comportement (l’instruction Dyna-
par), a` imple´menter la notion d’objet re´actif (l’instruction Link) et enfin a` traiter plusieurs occurrences value´es
d’un e´ve´nement (l’instruction Scanner).
On finit cette section avec une bre`ve description de l’he´ritage en Rejo et un exemple de son utilisation.
6.1.1 Instruction Freezable
L’instruction Freezable ge`le un programme re´actif en fonction de la pre´sence d’un e´ve´nement. L’e´ve´nement
est identifie´ a` runtime lors de la premie`re activation de l’instruction. A l’instant ou` l’e´ve´nement est pre´sent,
le corps est exe´cute´ une dernie`re fois, a` la manie`re de la pre´emption. Le programme gele´ est stocke´ dans
l’environnement en paralle`le avec les autres instructions gele´es par le meˆme e´ve´nement, s’il y en a.
Un point important est a` noter lorsqu’on utilise cette instruction : la machine nettoie les programmes gele´s a`
chaque instant. Donc pour ne pas perdre un programme gele´, il faut impe´rativement le retirer a` l’instant qui
suit la ge´ne´ration de l’e´ve´nement de gel.
Syntaxe ligne: 361-362
freezable ( e xp r e s s i on e´ v e´ n emen t i e l l e ) corps
Exemple
Le programme suivant ge`le un comportement re´actif (une boucle finie qui imprime *) lorsque l’e´ve´nement gele
est ge´ne´re´ (au troisie`me instant). Une fois le comportement gele´, on le re´cupe`re a` l’instant d’apre`s, puis on
laisse passer 3 instants avant de le recharger et de le re´exe´cuter. La table 6.1 de´taille ce que fait le programme
instant par instant.
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par{
repeat (2 )
stop ;
generate ” g e l e ” ;
| |
freezable ( ” g e l e ” ){
repeat (5){
System . out . p r i n t l n ( ”∗” ) ;
stop ;
}
}
stop ;
Program p = env . getFrozen ( J . make Iden t i f i e r ( ” g e l e ” ) ) ;
repeat (3 )
stop ;
env . add (p ) ;
}
Instant Action
1 imprime ”*”
2 imprime ”*”
3 imprime ”*” et gel
4 on re´cupe`re le programme
5 rien
6 rien
7 rien
8 ajout du programme
9 imprime ”*”
10 imprime ”*”
Tab. 6.1: Description du programme par instant
6.1.2 Instruction Link
L’instruction Link associe un objet Java a` un programme re´actif. L’objet associe´ est connu a` runtime apre`s
avoir e´value´ une expression Java retournant cet objet.
Cette instruction joue un roˆle important dans l’imple´mentation de la notion d’objet re´actif. On discutera de
son utilisation et de son impact en Rejo dans la section 6.2.
Syntaxe ligne: 364
l i n k ( e xp r e s s i o n ob j e t ) corps
Exemple
Ce programme est compose´ de deux branches, une qui ge´ne`re l’e´ve´nement value´ "data" avec la valeur 5 (l’objet
Integer) et une autre qui attend le meˆme e´ve´nement et qui, lorsqu’il est ge´ne´re´, re´cupe`re la valeur et l’imprime
a` chaque instant.
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par{
generate ”data” , new I n t eg e r ( 5 ) ;
| |
I n t eg e r obj ;
wait ”data” , obj ;
l i n k ( obj ){
I n t eg e r obj = ( In t eg e r ) env . l inkedObjec t ( ) ;
loop{
System . out . p r i n t l n ( ” ” + obj . longValue ( ) ) ;
stop ;
}
}
}
La sortie de ce programme est 5 a` chaque instant.
6.1.3 Instruction Scanner
Cette instruction attend toutes les occurrence de l’e´ve´nement expression e´ve´nementielle et pour chaque
occurrence value´e de l’e´ve´nement, elle exe´cute du code Java.
Pour re´cupe´rer la valeur en question il faut exe´cuter la me´thode getData("scanner") de l’environnement.
Syntaxe ligne: 349-355
scanner ( e xp r e s s i on e´ v e´ n emen t i e l l e ) code Java
Exemple
Cet exemple illustre l’utilisation de l’instruction Scanner dans la construction d’un comportement re´actif
qui re´agit lorsque la touche A est appuye´e. Ce programme attend l’e´ve´nement KEY PRESSED qui est ge´ne´re´
dans la me´thode Java keyPressed(KeyEvent key) (voir les Ricobj dans la sous-section 7.4.2). Le code
env.getData("scanner"); re´cupe`re la valeur de l’e´ve´nement KEY PRESSED pour ensuite le comparer avec le
code de la touche que l’on veut traiter (la touche A qui a le code 81).
loop{
scanner ( KEY PRESSED ){
KeyEvent key = (KeyEvent ) env . getData ( ” scanner ” ) ;
int keyCode = key . getKeyCode ( ) ;
switch ( keyCode ){
case 8 1 :
System . out . p r i n t l n ( ”key A pushed” ) ;
break ;
}
}
}
6.1.4 Instruction Try-catch
Cette instruction est compose´e de deux ensembles d’instructions re´actives corps1 et corps2. Le comportement
ge´ne´ral de l’instruction Try-catch est de se comporter comme corps1 tant qu’il n’y a aucune anomalie, c’est-a`-
dire tant qu’aucune exception n’est leve´e. En cas d’erreur durant l’exe´cution de corps1, l’exe´cution s’arreˆte et
on exe´cute corps2.
Syntaxe ligne: 342
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try { corps1 } catch { corps2 }
Exemple
Cet exemple illustre l’utilisation des exceptions dans une boucle finie qui est arreˆte´e avant de finir. Le programme
utilise une condition Java pour savoir quand ge´ne´rer l’exception (au quatrie`me instant).
int i =1;
try{
repeat (5){
i f ( i <=3 ){
i++;
System . out . p r i n t ( ”∗” ) ;
stop ;
} else {
throw new Exception ( ”Exception ” ) ;
}
}
}catch{
System . out . p r i n t l n ( ” try−catch e r r o r ” ) ;
}
La sortie de ce programme est ***Exception.
6.1.5 Instruction Dynapar
Cette instruction se comporte comme son corps et lorsque un e´ve´nement de controˆle est ge´ne´re´, elle analyse
les valeurs de l’e´ve´nement : si les valeurs sont de type Program, elle en cre´e des copies et les met en paralle`le
avec son corps ; si les valeurs ne sont pas de type Program, elles sont ignore´es. La mise en paralle`le se fait a` la
fin de l’instant pour ne pas perturber le corps. L’instruction Dynapar termine lorsque le corps finit, meˆme si
l’e´ve´nement d’ajout est rec¸u a` cet instant.
Syntaxe ligne: 371
dynapar ( e xp r e s s i on e´ v e´ n emen t i e l l e ) corps }
Exemple
Le premier exemple que l’on va pre´senter est un programme qui imprime la valeur de la variable i a` chaque
instant et qui met en paralle`le un nouveau comportement qui imprime la valeur de i incre´mente´e d’une unite´
lorsque l’e´ve´nement "add" est ge´ne´re´ (tout les 5 instants).
int i =1;
par
{
dynapar ( ”add” )
ca l l makeProg ( i ++);
| |
loop{
repeat ( 5 ) stop ;
generate ”add” , makeProg ( i ++);
}
}
r e a c t i v e makeProg ( )
{
loop{
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System . out . p r i n t ( i+”” ) ;
stop ;
}
}
la sortie de ce programme est la suivante 111111212121212123123123 ...
Le deuxie`me exemple que l’on va pre´senter est une imple´mentation de l’instruction Dynapar avec l’instruction
Call. En effet, l’instruction DynaPar n’est pas primitive et on peut l’imple´menter a` l’aide de l’instruction Call
et Freezable.
r e a c t i v e dynaPar ( S t r ing E , Program body )
{
local ( ” c t l ” , ” k i l l ” , ” r e l oad ” )
par
{
freezable ( ” c t l ” )
inl ine body ;
handler{
wait ” re l oad ” ;
ca l l reLoad (E) ;
}
generate ” k i l l ” ;
| |
until ( ” k i l l ” ){
loop{
wait E;
generate ” c t l ” ;
wait ! ” k i l l ” ;
generate ” re l oad ” ;
}
}
}
}
r e a c t i v e reLoad ( St r ing E)
{
freezable ( ” c t l ” )
par{
ca l l env . getFrozen ( ” c t l ” ) ;
| | ca l l Jr . Par ( ( Program) env . prev iousValues (E ) ) ;
}
handler{
wait ” re l oad ” ;
ca l l reLoad (E) ;
}
}
6.1.6 Macros
Rejo de´finit quelques macros qui rendent la programmation plus simple. Ces macros sont :
• wait eve, var;
Cette macro attend un e´ve´nement value´ eve et stoke la valeur dans la variable var. Pour s’assurer d’avoir
toutes les valeurs associe´e a` l’e´ve´nement, il faut attendre la fin de l’instant ; la macro est traduite de la
fac¸on suivante a` l’aide d’une instruction Stop :
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wait eve ;
stop ;
var = env . prev iousValues ( eve ) ;
• stop N; halt;
Ces macros sont traduites en :
repeat (N) loop
stop ; stop ;
6.1.7 He´ritage et Polymorphisme
De`s le de´but de la conception de Rejo, on a cherche´ a` inte´grer le plus possible les instructions re´actives avec le
langage Java. L’objectif est double :
• Eviter la cre´ation d’un nouveau langage. Cre´er un nouveau langage a` partir de ze´ro (from scratch) pose
principalement deux proble`mes : les programmeurs doivent apprendre un nouveau langage (syntaxe et
se´mantique) et le processus de cre´ation est long et difficile a` de´bugger.
• Profiter des tous les atouts de Java. Les principaux avantages de Java sont bien connus : portabilite´,
mode`le d’objet simple, langage simple (sans pointeurs), etc.
Etant donne´ que Rejo ge´ne`re du code Java, il he´rite de la syntaxe et de la se´mantique de la plupart des e´le´ments
de Java. En particulier, il he´rite du mode`le d’objet de Java, autrement dit Rejo est un langage oriente´ objets
avec un he´ritage simple. La section 6.2.1 explique comment la traduction d’un programme Rejo profite de toutes
ces caracte´ristiques de Java.
On va maintenant pre´senter une nouvelle imple´mentation du proble`me des philosophes que l’on a vu dans la
sous-section 5.4.1 ; cette version profite de l’he´ritage pour ne pas reimple´menter tous les comportements.
6.1.8 Les philosophes avec e´ve´nements
Dans la sous-section 5.4.1 on a pre´sente´ une solution au proble`me des philosophes en Rejo. Cette solution profite
pleinement de la caracte´ristique coope´rative de l’instruction de paralle´lisme pour e´viter d’utiliser des verrous.
Dans la solution pre´sente´e, un philosophe trouve (en fonction de son nom) qui sont ses voisins. Autrement
dit, l’algorithme de de´tection des voisins est statique. Ceci apparaˆıt clairement car les philosophes ne ge´ne`rent
qu’un seul e´ve´nement qui n’est pas utilise´ pour communiquer avec les autres philosophes.
On pre´sente maintenant une autre solution au proble`me des philosophes dans laquelle on utilise un protocole de
communication entre les philosophes pour se de´tecter et pour de´cider qui entre dans la section critique (prises
de fourchettes). A la diffe´rence de la premie`re solution, cette fois-ci les fourchettes sont des entite´s actives qui
ont un comportement re´actif ; le comportement d’une fourchette de´cide (parfois ale´atoirement, pour e´viter la
famine) qui la prend lorsque les deux philosophes concerne´s la sollicitent au meˆme instant.
La figure 6.1 illustre graphiquement le protocole de communication ; le cas repre´sente´ est l’e´change de messages
entre une fourchette et deux philosophes qui la demandent au meˆme instant.
Cette solution profite de l’he´ritage pour re´utiliser les comportements: thinking et eating, ainsi que la me´thode
prn.
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Fig. 6.1: Protocole de communication entre la fourchette et les philosophes
1 import ro s . k e rne l . ∗ ;
2 import java . u t i l .Random ;
3
4 public class Phi l2 extends Phi l1
5 {
6 Random rand = new Random ( ) ;
7 int NF=4;
8
9 public r e a c t i v e rmain ( S t r ing [ ] a rgs )
10 {
11 par{
12 ca l l f o rk ( ”1” ) ;
13 | | ca l l f o rk ( ”2” ) ;
14 | | ca l l f o rk ( ”3” ) ;
15 | | ca l l f o rk ( ”4” ) ;
16
17 | | ca l l ph i l ( ”1” ) ;
18 | | ca l l ph i l ( ”2” ) ;
19 | | ca l l ph i l ( ”3” ) ;
20 | | ca l l ph i l ( ”4” ) ;
21 }
22 }
23
24 r e a c t i v e f o rk ( S t r ing nameFork )
25 {
26 St r ing taken ;
27 boolean p1=false , p2=fa l se ;
28 int id = i d e n t i f ( nameFork ) , next ;
29
30 next = ( id==NF) ? 1 : id +1;
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31 par
32 {
33 loop {
34 wait ”getFork ” + nameFork + nameFork ;
35 p1=true ;
36 generate nameFork ;
37 stop ;
38 }
39 | |
40 loop {
41 wait ”getFork ” + nameFork + next ;
42 p2=true ;
43 generate nameFork ;
44 stop ;
45 }
46 | |
47 loop {
48 wait nameFork ;
49
50 i f ( p1 && p2 ) taken = ( rand . next Int (2)==1)?
51 nameFork+nameFork : nameFork+next ;
52 else i f ( p1 ) taken= nameFork + nameFork ;
53 else taken= nameFork + next ;
54
55 generate ” takeFork”+taken ;
56 when( ” forkTaken”+nameFork ) {
57 wait ” f r eeFork ”+nameFork ;
58 stop ;
59 }
60 p1=fa l se ;
61 p2=fa l se ;
62 }
63 }
64 }
65
66 r e a c t i v e ph i l ( S t r ing namePhil )
67 {
68 int id = i d e n t i f ( namePhil ) , prev ;
69
70 prev = ( id==1)? NF: id −1;
71 loop{
72 ca l l th ink ing ( i d e n t i f ( namePhil ) ) ;
73 par{
74 ca l l s t a rv ing ( namePhil ) ;
75 | |
76 wait namePhil+” ! eat ” ;
77 ca l l ea t ing ( i d e n t i f ( namePhil ) ) ;
78 generate ” f r eeFork ”+ namePhil ;
79 generate ” f r eeFork ”+ prev ;
80 }
81 }
82 }
83
84 r e a c t i v e s t a rv ing ( St r ing namePhil )
85 {
86 int id = i d e n t i f ( namePhil ) , prev ;
87
88 prev = ( id==1)? NF: id −1;
89 until ( namePhil+” ! end” )
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90 loop{
91 prn ( id ∗2 , ”H( ”+namePhil+” ) ” ) ;
92 generate ”getFork ”+ namePhil + namePhil ;
93 generate ”getFork ”+ prev + namePhil ;
94
95 when( ” takeFork”+ prev + namePhil &&
96 ” takeFork”+ namePhil + namePhil ){
97 generate ” forkTaken”+prev ;
98 generate ” forkTaken”+namePhil ;
99 generate namePhil+” ! eat ” ;
100 generate namePhil+” ! end” ;
101 stop ;
102 }
103 }
104 }
105
106 int i d e n t i f ( S t r ing s t r )
107 {
108 try{
109 return I n t eg e r . pa r s e In t ( s t r ) ;
110 }catch (NumberFormatException e ){
111 return 0 ;
112 }
113 }
114
115 }
Listing 6.1: Le proble`me des philosophes
La sortie obtenue lorsqu’on exe´cute Phil2 dans le syste`me ROS est la suivante :
< l o c a l h o s t | > Phi l2
T( 1 ) T( 2 ) T( 3 ) T(4)
T( 1 ) T( 2 ) T( 3 ) T(4)
T( 1 ) T( 2 ) T( 3 ) T(4)
T( 1 ) T( 2 ) T( 3 ) T(4)
T( 1 ) T( 2 ) T( 3 ) T(4)
H( 1 ) H( 2 ) H( 3 ) H(4)
E(3)
H( 1 ) H( 2 ) E( 3 ) H(4)
H( 1 ) H( 2 ) E( 3 ) H(4)
E(1)
E( 1 ) H( 2 ) E( 3 ) H(4)
E( 1 ) H( 2 ) E( 3 ) H(4)
. . .
6.2 Imple´mentation
Rejo a e´te´ imple´mente´ en utilisant JavaCC [WEB JavaCC]. JavaCC est un ge´ne´rateur de compilateurs, comme
Yacc en UNIX. Le parseur JavaCC inclus aussi le ge´ne´rateur d’analyse lexicale (comme le fait Lex en UNIX).
Les deux principales diffe´rences entre JavaCC et Yacc/Lex sont que les actions en JavaCC sont code´es en Java
et que la notation pour spe´cifier les re`gles de production et l’automate qui reconnaˆıt les tokens est plus facile a`
utiliser.
L’ide´e principale dans la construction de Rejo est d’e´tendre la grammaire de Java pour pouvoir e´crire des
programmes Java qui contiennent des instructions re´actives. Pour pouvoir me´langer les instructions Java et les
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instructions re´actives, Rejo propose la cre´ation de me´thodes re´actives qui contiennent des instructions re´actives.
Les instructions re´actives se traduisent en des appels aux me´thodes Java de la bibliothe`que de Junior1 qui
imple´mente les instructions re´actives. De cette fac¸on, un programme e´crit en Rejo est totalement traduit dans
un programme Java, ce qui garantit la portabilite´ des objets Rejo.
La documentation de JavaCC inclus la grammaire de plusieurs versions de Java ; on a choisi celle de la version 1.1
2 a` laquelle on a ajoute´ les nouvelles re`gles de production et leurs actions. Pour faciliter l’usage du compilateur,
il a e´te´ cre´e´ un script shell, appele´ Rejoc (Rejo Compiler), qui facilite l’utilisation du compilateur. La figure
6.2 montre les phases de la cre´ation du compilateur de Rejo ainsi que la phase de compilation.
JavaCC
Grammaire de Java Regles de production
des instructions reactives
Parseur de REJO
parseur.java
fichier.rejo
REJOC
parseur.class
fichier.java
fichier.class
phase 1
phase 2
(script shell)
javac -classpath parseur fichier
Fig. 6.2: Phases de compilation de Rejoc et d’un Rejo
Le programmeur peut controˆler le processus de compilation a` l’aide des options suivantes :
pars : effectue la traduction en Junior, sans compiler le fichier Java produit (la seconde phase n’est pas
exe´cute´e) ;
1Il existe une version expe´rimentale qui ge´ne`re du code en SugarCubes; cette version a e´te´ utilise´e dans la constructions des
tests pre´sente´s dans le chapitre 4.
2La version 1.1 ne pre´sente pas de grosses diffe´rences par rapport aux nouvelles versions de Java, voir [JavaLang] pour plus
d’information.
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ros : ajoute au code ge´nere´ des variables et des instructions Java permettant de produire un agent pouvant
eˆtre exe´cute´ par la plate-forme ROS. Cette option est de´crite plus en de´tails dans le chapitre 7.
Voici par exemple comment compiler le programme HelloWorld:
$ r e j o c HelloWorld . r e j o
Compiling HelloWorld . r e j o
Compiling HelloWorld . java
La grammaire de Java est compose´e de deux parties :
• L’analyse lexicale : Cette section de´finit les tokens du langage, par exemple les mots-cle´s : if, for, class,
int, break, etc.
• L’analyse grammaticale : Cette section de´finit la structure des diffe´rentes composantes du langage. Elle
contient trois parties principales :
– La structure d’un programme, par exemple, la structure des classes, des me´thodes, des interfaces, de
la de´claration de variables, etc.
– Les expressions, par exemple les affectations, les conditions, etc.
– Les structures de controˆle, par exemple les instructions if-else, while, for, do-while, switch, etc.
Les principales modifications faites a` la grammaire de Java pour imple´menter le langage Rejo sont :
• On a ajoute´ la notion de me´thode re´active. Les me´thodes re´actives sont de´finies par une re`gle de produc-
tion, appele´e RMethodDeclaration, ajoute´e a` la de´finition de classe.
• On a ajoute´ un ensemble de re`gles de production qui de´finissent la structure d’une me´thode re´active. Ces
re`gles de´finissent les instructions re´actives, les variables re´actives et les expressions re´actives.
• Pour e´viter la rede´finition des re`gles de production (surtout en ce qui concerne la de´finition des expres-
sions), on a de´fini une me´thode action qui choisit soit de copier le code Java tel quel (lorsqu’on parse du
code non re´actif) soit de le modifier ou de le stocker pour le traiter ulte´rieurement (lorsqu’on parse du
code re´actif).
L’appendice A contient les re`gles de productions de Rejo (en notation BNF). Cet appendice commence par
la grammaire de Java suivie des re`gles qui ont e´te´ ajoute´es. Ces dernie`res ainsi que la re`gle qui introduit les
me´thodes re´actives ont e´te´ mises en gras.
Le tableau 6.2 montre quelques statistiques concernant les modifications faites. Dans cette table, on peut
remarquer que les modifications les plus importantes ont porte´ sur les structures de controˆle.
Section Java Rejo
Structure d’un programme 39 14
Expressions 31 9
Structure de controˆle 15 20
Total 85 43
Tab. 6.2: Re`gles de production de Java et Rejo.
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6.2.1 Code Ge´ne´re´
Dans cette section, on va donner quelques exemples du code genere´ par Rejo pour mieux comprendre ce
qui se passe lors du parsing et comment le langage profite des caracte´ristiques de Java pour, par exemple,
”imple´menter” l’he´ritage.
Traduction d’une me´thode re´active
La traduction d’une me´thode re´active consiste en la ge´ne´ration de deux choses : 1) Une me´thode Java qui
contient la traduction des instructions re´actives, et 2) Une classe qui contient les variables locales (les parame`tres
sont aussi des variables locales), les actions atomiques et les wrappers utilise´s dans les instructions atomiques.
Le tableau 6.3 montre un petit exemple de la traduction d’une me´thode re´active appele´e m. Voici quelques
explications sur le code :
• L’utilisation du mot-cle´ reactive a deux objectifs, il sert a` : 1) ge´ne´raliser le type de retour des me´thodes
re´actives (Program pour Junior et Instruction pour SugarCubes), et 2) distinguer les me´thodes re´actives
des me´thodes Java qui rendent aussi des programmes re´actifs; les me´thodes re´actives sont traduites par
le compilateur Rejoc tandis que les me´thodes Java n’ont aucun traitement.
• La me´thode m en Java contient une variable lv de type m 1 . Ce nom contient: 1) un numero pour dis-
tinguer les me´thodes qui s’appellent de la meˆme fac¸on mais ont une signature diffe´rente, et 2) des caracte`res
” ” pour ge´ne´rer des variables et des classes differentes de celles qui sont utilise´es par le programmeur.
• La classe m i contient une me´thode actions qui exe´cute les actions atomiques et qui e´value les wrappers.
Chaque action atomique et chaque wrapper est identifie´ par un index i . Ces actions atomiques et
wrappers sont utilise´s par des instances des classes auxiliaires Action(qui imple´mente l’interface action)
et NewTypeWrapper (qui implemente l’interface TypeWrapper) qui ont e´te´ de´finies en Rejo.
Cette fac¸on d’imple´menter les me´thodes re´actives, en cre´ant des nouveaux objets, est due au fait que la majorite´
des imple´mentations de Junior sont des imple´mentations a` e´tat. L’e´tat d’exe´cution d’un comportement re´actif
est stocke´ dans chaque instruction et elles ne peuvent donc pas eˆtre partage´es. Ceci a deux conse´quences :
1) l’imple´mentation n’est pas tre`s efficace en ce qui concerne l’espace me´moire utilise´ par le code, et 2)
l’imple´mentation est tre`s rapide car on ne perd pas de temps dans les changements de contexte (sauver et
restaurer des donne´es dans la pile).
Un des avantages de traduire les me´thode re´actives comme on l’a vu dans la figure 6.3 est que l’on n’a pas
besoin d’une instruction Link pour lier les donne´es avec le code re´actif ni des cast ne´cessaires. La cle´ de cette
traduction est la me´thode actions qui a e´te´ de´finie a` l’inte´rieur de la classe m 1 ; graˆce a` cette localisation,
le code des wrappers et des actions atomiques a acce`s aux variables locales de la me´thode re´active (comme la
variable arg) et aux variables globales de´finies dans l’objet. En fait, ce que l’on exploite ici ce sont les droits
d’acce`s de´finis en Java pour les classes internes (les inner-class) ; les classes internes peuvent acce´der au code
et aux donne´es sans aucune restriction. En plus de ne pas utiliser l’instruction Link, on e´vite les casts et les
exceptions re´sultant de l’utilisation de l’instruction Link.
Malheureusement, cette imple´mentation sans Link limite le dynamisme; lorsqu’on de´finit une me´thode re´active,
celle-ci reste attache´e pour toujours au Rejo qui l’a de´fini 3. Lorsqu’on construit un Rejo R1 et que l’on lui
ajoute dynamiquement un nouveau comportement de´fini dans une me´thode re´active d’un Rejo R2, le nouveau
comportement est exe´cute´ sous le controˆle de R1 mais il continue a` affecter les donne´es de R2.
Ce proble`me est fortement lie´ a` la de´finition d’objet re´actif. On est en train de cre´er une nouvelle version4 du
compilateur dans laquelle on trouvera un compromis entre vitesse et se´curite´ (lorsqu’il n’y a pas l’instruction
Link, les casts et leurs exceptions).
3 L’invocation d’une me´thode re´active cre´e une instance des instructions re´actives et de la classe auxiliaire qui contient les
variables locales ; l’instance de la classe auxiliaire ne peut exister que s’il existe une instance de la classe du Rejo qui la contient.
Cette contrainte s’explique car l’instance de la classe interne n’aurait pas des donne´es a` utiliser.
4Pour la petite histoire, la premie`re version de Rejoc utilisait l’instruction Link et mettait un cast et un pre´fixe devant chaque
variable locale pour acce´der aux donne´es et au code de l’objet lie´ (l’objet re´actif).
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r e a c t i v e m( St r ing arg )
{
loop{
System . out . p r i n t l n ( ”atom” ) ;
stop ;
}
}
Program m( St r ing arg ){
m 1 lv = new m 1 ( arg ) ;
return
J . Loop ( J . Seq (
J .Atom(new Actions ( lv , 1 , this ) ) ,
J . Stop ( ) ) ) ;
}
class m 1 implements WrappersAndActions{
St r ing arg ;
m 1 ( St r ing arg ){
this . arg=arg ;
}
. . .
Object a c t i on s ( . . . , int i , . . . ) {
. . .
switch ( i ){
case 1 :
System . out . p r i n t l n ( ”atom” ) ;
break ;
}
. . .
}
}
Fig. 6.3: Traduction d’une me´thode re´active
Une autre fac¸on d’imple´menter des variables locales aux instructions re´actives (atomes at wrappers) est la
de´finition d’une instruction re´active spe´cifique. Cette strate´gie, de´finie dans les SugarCubes (on utilise l’instruction
SC.localVariable(name, type, program)), a l’avantage de ne pas utiliser des casts (code plus suˆr) mais
l’inconve´nient de ralentir un peu l’exe´cution (l’arbre d’exe´cution est plus profond).
En re´sume´, l’imple´mentation des variables d’une me´thode re´active repose soit sur l’instruction Link, soit sur la
porte´e des variables de´finie en Java. C’est cette dernie`re technique qui est utilise´e dans la version actuelle de
Rejo pour de´finir quatre types de variables :
V1 Les variables de la classe. On a acce`s a` ces variables depuis le code des me´thodes Java et re´actives, et
depuis les classes internes. Par rapport a` la notion d’instant, ces variables peuvent vivre un ou plusieurs
instants.
V2 Les variables des me´thodes re´actives. Ces variables sont cre´e´es dynamiquement dans le tas et elles sont
de´finies dans la classe auxiliaire cre´e´e pour chaque me´thode re´active. Ces variables existent tant que la
me´thode re´active n’a pas termine´ (un ou plusieurs instants); on peut voir ces variables comme des variables
statiques d’une fonction C.
V3 Les variables des me´thodes Java. Ces variables sont comple`tement ge´re´es par Java dans la pile. Les variables
ne sont vues que par les instructions de la me´thode et, en ge´ne´ral, elles sont de´truites a` la terminaison
de la me´thode. La dure´e de vie de ces variables est celle de l’action atomique dans laquelle l’appel de
me´thode a lieu.
V4 Les variables locales aux atomes. Ces variables sont de´finies dans la me´thode actions et leur porte´e est
celle du bloc dans lequel elles apparaissent. La dure´e de vie est celle d’une action atomique.
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Toutes ces variables obe´issent aux re`gles de Java. Par exemple, la de´finition de la classe suivante, qui illustre
les quatre types de variables mentionne´es, est valide.
public class Vars
{
Objet V1 ;
void m(){Objet V2 ; }
r e a c t i v e n ( )
{
Objet V3 ;
atom{
Objet V4= new Objet ( ) ; V1=V4 ;
}
}
}
Traduction des instructions de composition
Les deux instructions de composition offertes par Rejo sont la se´quence et le paralle´lisme. La se´quence est une
instruction implicite et le paralle´lisme est une instruction explicite. L’algorithme de traduction de ces deux
instructions est le meˆme, il consiste a` me´moriser la traduction des deux branches re´actives avant de les e´crire.
Les instructions sont e´crites lorsqu’on commence a` analyser une troisie`me (on e´crit la premie`re instruction
me´morise´e et une instruction de composition) ou` lorsqu’on de´tecte la fin (on e´crit la dernie`re instruction de
composition avec les deux instructions re´actives me´morise´es et toutes les parenthe`ses accumule´es). La table 6.4
montre la traduction de deux exemples, un pour la se´quence et l’autre pour le Par.
r e a c t i v e s ( )
{
stop ;
stop ;
stop ;
stop ;
}
Program s 1 ( )
{
. . .
return
J . Seq ( J . Stop ( ) , J . Seq (
J . Stop ( ) , J . Seq (
J . Stop ( ) ,
J . Stop ( ) ) )
) ;
}
r e a c t i v e p ( )
{
par{
stop ;
| | stop ;
| | stop ;
| | stop ;
}
}
Program p 1 ( )
{
. . .
return
J . Par ( J . Stop ( ) , J . Par (
J . Stop ( ) , J . Par (
J . Stop ( ) ,
J . Stop ( ) ) )
) ;
}
Fig. 6.4: Traduction des instructions de composition
Traduction des instructions atomiques
Les instructions atomiques sont traite´es d’une fac¸on particulie`re : au lieu de ge´ne´rer une instruction atomique
par instruction Java, on ge´ne´re une instruction atomique par se´quence d’instructions Java. Ceci permet de
ge´ne´rer du code efficace meˆme lorsqu’on utilise le mot-cle atom. La traduction des atomes en se´quence utilise
aussi un algorithme qui me´morise les actions atomiques et ne les e´crit que jusqu’a` l’apparition d’une nouvelle
instruction re´active qui n’est pas elle-meˆme un atome. La tableau 6.5 montre de telles traductions.
La traduction d’une se´quence d’actions atomiques n’a pas e´te´ comple`tement optimise´e et il reste des cas que
l’on pourrait re´duire encore plus. Par exemple, si on a une instructions re´active If qui ne contient que des
atomes dans ses deux branches, on pourrait ne ge´ne´rer qu’un seul atome, puis s’il est entoure´ d’autres atomes,
les fusionner en un seul atome. Un autre cas que l’on pourrait aussi traiter comme un atome est l’instruction
Generate ; l’instruction Generate est une instruction atomique que l’on peut exe´cuter dans une action atomique
au lieu de la conside´rer comme une instruction re´active. Par exemple, pour ge´ne´rer l’e´ve´nement "eve" on e´crit :
EnvironmentImpl e = ( EnvironmentImpl ) env ;
e . generate ( J . make Iden t i f i e r ( ” eve ” ) ) ;
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r e a c t i v e m( )
{
i++;
System . out . p r i n t l n ( ” i=”+i ) ;
loop{
System . out . p r i n t l n ( ”atom2” ) ;
atom{
for ( int j =0; j <=5; j++)
System . out . p r i n t l n ( ”atom2” ) ;
}
stop ;
}
}
Program m()
{
m 1 lv = new m 1 ( ) ;
return
J . Seq ( J .Atom(new Actions ( lv , 1 , this ) ) ,
J . Loop ( J . Seq (
J .Atom(new Actions ( lv , 2 , this ) ) ,
J . Stop ( ) ) )
) ;
}
class m 1 implements WrappersAndActions{
. . .
switch ( i ){
case 1 :
i++;
System . out . p r i n t l n ( ” i=”+i ) ;
break ;
case 2 :
System . out . p r i n t l n ( ”atom2” ) ;
for ( int j =0; j <=5; j++)
System . out . p r i n t l n ( ”atom2” ) ;
break ;
}
. . .
}
Fig. 6.5: Traduction des actions atomiques
Ce programme n’est valide qu’en Rewrite, Replace et Storm car dans la version actuelle de Junior, on ne peut
pas acce´der a` la machine d’exe´cution dans les actions atomiques ; on ne peut exe´cuter ni add ni generate a`
partir de la variable env qui est de type Environment. La machine est divise´e en deux vues, celle de´finie par
l’interface Machine et celle de´finie par l’interface Environment 5.
A l’heure actuelle, Rejoc n’optimise pas les instructions re´actives If et Generate car, comme on verra dans la
suite, Rejoc est un compilateur a` une passe unique.
En fait, il existe trois grand types d’optimisations : 1) les optimisations pour cre´er un seul atome, 2) les optimi-
sations associe´es a` la simplification des instructions Stop, et 3) les optimisations qui re´sultent des interactions
e´ve´nementielles. La figure 6.6 montre quelques exemples d’optimisations du type 2 et 3. Les optimisations
des instructions Stop et des interactions e´ve´nementielles sont, en ge´ne´ral, re´alise´es par le programmeur et la
version actuelle de Rejoc ne les effectue pas. En fait, ces cas d’optimisation se pre´sentent plus a` l’exe´cution
qu’a` la compilation ; ces types d’optimisations font partie des futurs sujets de recherche, comme ceux lie´s a` la
traduction des instructions re´actives en automates.
stop ;
stop ;
. . .
stop ;
⇒ repeat (N) stop ;
par{
stop ;
| | stop ;
. . .
| |
stop ;
}
⇒ stop ;
gen ”E” ;
wait ”E” ;
⇒ gen ”E” ;
until ( ”E” )
loop
stop ;
⇒ wait ”E” ;
Fig. 6.6: Optimisations possibles
5La classe qui imple´mente l’environnement en Rewrite, Replace et Storm s’appelle EnvironmentImpl; cette classe permet de
ge´ne´rer des e´ve´nements mais pas a` travers l’interface Environment.
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Traduction de conditions e´ve´nementielles
Les conditions e´ve´nementielles sont traduites en instructions Junior qui utilisent des Config. La particu-
larite´ de ces instructions est qu’elles peuvent utiliser des expressions Java d’un type quelconque. Il faut donc
de´finir un identifier et un wrapper pour chaque e´ve´nement. Rejoc utilise soit la me´thode makeWrapper, soit
l’objet VarIdentifierWrappers pour construire l’e´ve´nement et son wrapper, selon le type de donne´e utilise´e
(String, Identifier). La me´thode makeWrapper est utilise´e pour construire des e´ve´nements constants et l’objet
VarIdentifierWrappers est utilise´ pour construire des e´ve´nements de´finis par des expressions Java.
En plus des expressions Java, la plupart des instructions e´ve´nementielles peuvent eˆtre constitue´es de conditions
e´ve´nementielles, appele´es Configurations en Junior; ces conditions e´ve´nementielles sont traduites de gauche a`
droite par des configurations Jr.And, Jr.Or et Jr.Presence (une par e´ve´nement). La tableau 6.7 montre la
ge´ne´ration d’une condition e´ve´nementielle.
r e a c t i v e m( )
{
wait ” eve1” && var | | ! ” eve3 ” ;
}
Program m()
{
m 1 lv = new m 1 ( ) ;
return
J . Await (
J .And( J . Presence ( J . makeWrapper ( ” eve1” ) ) ,
J . Or( J . Presence (
new VarIdent i f i e rWrapper ( lv , 1 , this ) ) ,
J . Not ( J . Presence ( J . makeWrapper ( ” eve1” ) ) )
) )
) ;
}
class m 1 implements WrappersAndActions{
. . .
switch ( i ){
case 1 :
o=make Iden t i f i e r ( var ) ;
break ;
}
. . .
}
Fig. 6.7: Traduction des conditions e´ve´nementielles
Traduction des invocations
Rejo utilise deux types d’invocations : les invocation statiques (macros) et les invocations dynamiques. Les
invocations statiques sont traduits, comme toutes les macros, par simple insertion du code Java correspondant.
Par contre, les invocations dynamiques sont traduites par une instruction re´active Run qui invoque la me´thode
actions ; c’est graˆce a` l’invocation de la me´thode actions a` l’exe´cution que l’on peut passer des parame`tres
et construire dynamiquement un nouveau comportement re´actif. Le tableau 6.8 montre la traduction d’une
me´thode re´active qui effectue une invocation statique (utilisation d’inline) et une invocation dynamique (utili-
sation de call) recevant un parame`tre, la variable var.
Compilateur en une passe
Le compilateur de Rejo est un compilateur tre`s rapide car il traduit les instructions re´actives a` la vole´e.
Autrement dit, il construit un arbre se´mantique du programme, pour ensuite l’analyser et ge´ne´rer du code
efficace. En fait, lors de la de´finition de la grammaire, on a remarque´ que la syntaxe des instructions re´actives
e´tait tre`s simple et que l’on pouvait les traduire directement ; lorsque la syntaxe se complique (comme c’est le
cas pour l’optimisation des actions atomiques), on a rede´fini la grammaire de telle sorte que la traduction soit
directe.
La compilation en une passe a ses limites, par exemple, il existe quelques programmes que l’on ne peut pas
optimiser sans une vision globale. La figure 6.9 montre un programme re´actif compose´ des quatre instructions
re´actives qui pourraient eˆtre simplifie´s en un seul atome, comme le montre la figure 6.9b.
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r e a c t i v e m( )
{
int var ;
methode Java ( ) ;
var=5;
ca l l methode reac t ive 1 ( var ) ;
inl ine methode reac t ive 2 ( ) ;
}
Program m()
{
m 1 lv = new m 1 ( ) ;
return
J . Seq ( J .Atom(new Actions ( lv , 1 , this ) ) , J . Seq (
J .Run(new VarProgramWrapper ( lv , 2 , this ) ) ,
r eac t ive methode 2 ( ) )
) ;
}
class m 1 implements WrappersAndActions{
. . .
switch ( i ){
case 1 :
methode Java ( ) ;
var=5;
break ;
case 2 :
o=methode reac t ive 1 ( var ) ;
break ;
}
. . .
}
Fig. 6.8: Traduction des invocations
i f ( cond )
atome1 ;
else {
repeat ( 1 0 ) {
atome2 ;
}
}
i f ( cond )
atome1 ;
else {
for ( int i =1; i <=10; i++){
atome2 ;
}
}
a) quatre instructions. b) un atome.
Fig. 6.9: Simplification des programmes re´actifs
6.3 Analyse du compilateur
La version actuelle du compilateur Rejo, la 2.0b1, est une version assez stable et il ne reste que quelques petit
proble`mes de syntaxe et d’optimisation en suspend. H.P. Charles [HPC 03] a de´fini les caracte´ristiques que doit
avoir un bon compilateur. Voici une analyse du compilateur de Rejo en fonction des points mentionne´s par
Charles :
Ge´ne´rer du code fiable . Vu que Rejoc effectue une traduction presque directe des instructions re´actives vers
Junior, la fiabilite´ du code ge´ne´re´ est haute et en ge´ne´ral il est tre`s facile de ve´rifier que le code produit
est celui que l’on a code´. Seules les instructions de se´quence et de paralle´lisme sont traduites en plusieurs
instructions ; la ve´rification de ces instructions reste aussi simple car on utilise toujours le meˆme format
(la meˆme indentation) et lorsqu’il y a une erreur, elle est en ge´ne´ral de´tecte´e a` la compilation (premie`re
phase). Pour ge´ne´rer du code fiable, on a cre´e´ une batterie de tests qui teste la syntaxe et la se´mantique
des programmes Rejo. Cette batterie a permis d’e´liminer pas mal d’erreurs syntactique et se´mantique en
Rejo (surtout lorsqu’on cre´ait une nouvelle version) mais e´galement des erreurs en Junior (par exemple
le proble`me de la re´cursion infinie dans les boucles re´actives). Cette batterie a e´te´ aussi utilise´e pour le
portage de Rejoc en C.
Ge´ne´rer du code rapide et peu volumineux . La vitesse d’exe´cution du code ge´ne´re´ par Rejoc de´pend
presque entie`rement du mode`le d’exe´cution sous-jacent. Le seul overhead introduit par Rejoc est l’invocation
de la me´thode actions et la cre´ation des classes auxiliaires qui imple´mentent les variables locales. La
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me´thode actions est utilise´e pour ge´ne´raliser les invocations des me´thodes d’e´valuation des wrappers et
des atomes, effectue´es par le moteur d’exe´cution de Junior ; l’overhead a` payer est une invocation de
la me´thode actions pour chaque wrapper et atome exe´cute´s. Pour e´liminer cet overhead, il faudrait
me´langer le code re´actif avec le code Java des wrappers et des atomes, autrement dit il faudrait e´liminer
l’interpre´tation du code re´actif et ge´ne´rer du code ad-hoc. Le code ad-hoc est plus rapide mais pre´sente
quelques difficulte´s pour le migrer.
Le seul vrai proble`me de Rejoc est que le code ge´ne´re´ est parfois un petit peu volumineux ; il ge´ne`re de
gros switch qui pourraient eˆtre simplifie´s lorsque les actions atomiques ou les wrappers se re´pe`tent (ce qui
ame´liorerait le temps de compilation).
Rapide a` l’exe´cution . Vu que le compilateur de Rejoc traduit les programmes re´actifs en une seule passe sans
construire d’arbre se´mantique, le compilateur est tre`s rapide et utilise tre`s peu de me´moire. L’algorithme
de Rejoc pour parser les programmes re´actifs est connu comme un parseur LL(1) ; les parseurs LL(1)
sont plus rapides que les parseurs LL(K) mais aussi moins expressifs. En fait, le parseur de Rejoc (ge´ne´re´
par JavaCC) est en ge´ne´ral un parseur LL(1) qui devient LL(K) (graˆce a` la fonctionalite´ LOOKAHEAD de
JavaCC) lorsqu’il parse certaines instructions.
Les parseurs LL(1) sont connus pour eˆtre plus lents que les parseurs LR(1) (comme Yacc) mais aussi pour
eˆtre plus simple a` programmer et mieux adapte´s pour ge´rer les erreurs.
Ge´ne´rer des messages d’erreur compre´hensibles . Lorsqu’on compile et on exe´cute un programme re´actif
il peut y avoir quatre types d’erreur :
1. Les erreurs trouve´es dans la premie`re phase de compilation. Ces erreurs sont de´tecte´es par Rejoc et
sont correctement traite´es ; le parseur ge´ne´re´ par JavaCC donne de tre`s bons messages d’erreurs et
il n’est pas ne´cessaire de l’ame´liorer.
2. Les erreurs trouve´es dans la deuxie`me phase de compilation. Ces erreurs sont de´tecte´es par Javac
et ne sont pas ge´re´es correctement car elles font toujours re´fe´rence au code Java alors que parfois
(pour les wrapper et les atomes) il faut faire re´fe´rence au code re´actif a` partir duquel elles ont e´te´
produites. Jusqu’a` la version 1.3 de Java, il n’y avait rien pour re´soudre ce proble`me, comme ce qui
existe dans le langage C (la macro inline). Les futures versions de Rejoc utiliseront le me´canisme
JSR (Debugging Support for Other Languages) de la version 1.4 de Java.
3. Les erreurs trouve´es a` l’exe´cution pendant la cre´ation du programme re´actif. Ces erreurs sont
de´tecte´es par la JVM et ne sont pas ge´re´es correctement. Ces erreurs sont plus difficile a` traiter
car il faudrait informer le moteur re´actif (Junior) de l’origine de l’erreur qu’il a trouve´. Heureuse-
ment, le compilateur Rejoc est tre`s robuste et il ge´ne`re rarement ce type d’erreurs (provenant par
exemple d’une instruction Loop sans body ou d’une instructions e´ve´nementielle sans wrapper).
4. Les erreurs trouve´es pendant l’exe´cution du programme re´actif. Ces erreurs sont de´tecte´es par le
moteur re´actif de Junior et elles ne sont pas non ge´re´es correctement. A l’heure actuelle le moteur
re´actif n’est pas au courant de l’existence de Rejoc, c’est-a`-dire qu’il n’y a rien en Junior qui fasse
re´fe´rence aux de´finitions de Rejo. Par exemple, Junior n’a aucun moyen de savoir quelles sont les
instructions re´actives qui appartiennent a` une me´thode re´active et donc a` un objet re´actif.
En Rejo, seule l’instruction Call (ou Run en Junior) posse`de une String qui contient le nom de la
me´thode qui l’invoque.
Inte´gre´ a` un ensemble d’outils Les outils classiques que l’on utilise pour programmer sont un e´diteur de
texte, un de´bugger (un de´vermineur) et des outils pour analyser le code. Rejoc n’est pas un produit com-
mercial et il n’offre pas donc un environnement classique de programmation. Cependant, rien n’empeˆche
son utilisation dans un environnement particulier. J’ai ainsi de´fini dans mon e´diteur pre´fe´re´ (vim) les
mot-cle´ de Rejo. Par ailleurs, lorsque j’ai du de´bugger des programmes Rejo, j’ai remarque´ que l’on
passe beaucoup de temps a` de´bugger le moteur re´actif (on parcourant l’arbre) ; un environnement de pro-
grammation re´active devrait cacher les traits caracte´ristiques de chaque moteur re´actif et devrait cacher
l’utilisation de la se´quence et l’utilisation des instructions Par binaires.
Cependant, la version actuelle de Rejoc souffre des de´fauts suivants :
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1. Limitations du langage. L’ide´e e´tant d’inte´grer le re´actif avec Java, on voudrait pouvoir e´crire les meˆmes
programmes avec la meˆme se´mantique. Malheureusement l’inte´gration a un prix :
(a) Pas de me´thodes statiques. Etant donne´ que les me´thodes re´actives de Rejo sont imple´me´nte´es avec la
cre´ation dynamique de plusieurs classes (les classes des instructions re´actives et des variables locales)
il n’est pas possible de cre´er des me´thodes re´actives statiques. Ne´anmoins, il est possible d’avoir un
comportement similaire en construisant deux classes, une qui contient la de´finitions des comporte-
ments re´actifs et une qui contient une variable statique de la classe qui de´finit les comportements
ainsi qu’une me´thode statique pour chaque me´thode re´active. Voici un exemple que l’on trouve dans
l’imple´mentation de Ricobjs (voir section 7.4.2) :
public class Behaviors public class Behav . . .
{ {
stat ic Behav b= new Behav ( ) ; . . .
stat ic public Program i n e r t i a ( Object s e l f ) public r e a c t i v e i n e r t i a ( Object s e l f )
{ {
return b . i n e r t i a ( s e l f ) ; I c ob j i c o = ( I cob j ) s e l f ;
} loop{
. . .
. . . stop ;
}
} }
}
(b) On ne peut pas utiliser les mots-cle´s de Rejo en dehors des me´thodes re´actives. La plupart des
langages prohibe l’utilisation des mots-cle´s dans, par exemple, la de´claration de variables ou de
me´thodes. En Rejo cette contrainte ne s’applique de la meˆme fac¸on car il y a deux types de code (code
Java et code re´actif); on devrait pouvoir utiliser les 18 mot-cle´s de Rejo (sauf le mot-cle´ reactive),
en dehors des me´thods re´actives (la` ou` ils posent aucun proble`me se´mantique). La version actuelle
de Rejoc n’accepte que l’utilisation de quelques mot-cle´.
(c) Quelques expressions Java ne sont pas encore accepte´es. Les limitations actuelles sont lie´es au fait
que la compilation se fait en une passe et qu’il est difficile d’inte´grer les instructions de controˆle
comme le for. Par ailleurs, dans la version actuelle, il existe quelques expressions qui ne sont
pas accepte´es par la compilateur, comme les atomes qui commencent par un cast (par exemple
(Integer)variable.parseInt("45");) et qui seront inte´gre´es dans la prochaine version.
2. Les proble`mes de Junior se retrouvent en Rejo, ou` ils sont meˆme propage´s au mode`le d’objet. Par exemple,
il existe quelques donne´es qui ne sont connues qu’a` l’exe´cution re´active de l’objet ; il est donc ne´cessaire
de configurer l’objet a` l’exe´cution et non a` la cre´ation dans le constructeur.
6.4 Version en C de Rejo: RAUL
Comme on l’a vu jusqu’a` maintenant, il existe plusieurs imple´mentation du mode`le re´actif en Java et Rejo
offre une vision commune a` toutes ces imple´mentations (principalement graˆce a` l’interface Jr). Cependant les
diffe´rentes imple´mentations que l’on a commence´ a` re´aliser en C ne disposent pas d’un langage de haut niveau
et dans le cas de FairThreads on sent que Loft ressemble a` une version restreinte de Rejo. On peut se demander
pourquoi ne pas avoir une version de Rejo en C ou, mieux encore, si on ne pourrait pas concevoir un langage
re´actif qui ne de´pende pas de Java, de C ou d’un autre langage impe´ratif (possiblement oriente´ objet comme
C++ ou Objective-C).
Pour explorer l’ide´e d’un langage re´actif qui unifie les langages re´actifs de´ja` existants, on a cre´e´ le langage RAUL
(Reactive Algorithms Unified Language). Ce langage n’est pour l’instant qu’une version de Rejo en C avec les
diffe´rences qui en de´coulent naturellement :
136 6.4 Version en C de Rejo: RAUL
1. Il n’y a pas d’objets. Etant donne´ que l’on commence a` utiliser le re´actif dans la construction de syste`mes
embarque´s, on n’a pas voulu ajouter la notion d’objet car elle peut-eˆtre lourde a` ge´rer dans ce contexte. De
plus, il faudrait choisir la meilleure notion d’objet, principalement entre celle de C++, celle d’Objective-C
et celle de C#.
2. La syntaxe des actions atomiques et wrappers est celle de C, c’est-a`-dire que l’on a l’arithme´tique de poin-
teurs. Pour l’instant cette syntaxe ne pose aucun proble`me pour ge´ne´rer du code en C++ ou Objective-C,
mais par contre elle en pose pour Java.
Le compilateur de RAUL, cre´e´ avec Yacc et Lex, est un compilateur en 2 passes, c’est-a`-dire qu’a` la diffe´rence de
Rejoc, on construit un arbre de syntaxe abstraite qui est parcouru au moins deux fois : une fois pour optimiser
le code et une autre pour le ge´ne´rer. RAUL de´finit deux instructions re´actives qui n’existent pas en Rejo :
while et for; ces instructions sont imple´mente´es a` l’aide d’une seule nouvelle instruction re´active (qui n’existe
pas en Junior), le While re´actif.
Les optimisations faites dans le compilateur de RAUL sont celles que l’on a en Rejoc (en particulier, cre´ation
d’une seule action atomique par se´quence d’atomes) plus d’autres comme, par exemple, la cre´ation d’une action
atomique a` partir des structures de controˆle, comme le If ou le While re´actifs, ne contenant que des atomes.
RAUL ge´ne`re du code dans deux moteurs re´actifs : Cr et la Spirit Machine. On a ainsi un langage re´actif de
haut niveau (comme Rejo) qui cache les de´tails de l’imple´mentation des diffe´rents moteurs re´actifs. D’autres
moteurs re´actifs pourraient aussi eˆtre utilise´s : FairThreads en C, Rvm en C ou Jrc. Etant donne´ que RAUL
ge´ne`re du code en C, on ne peut pas utiliser le me´canisme de Rejo (la porte´e des inner class) pour de´finir les
variables locales. RAUL utilise donc l’instruction re´active Link (de´finie en Cr et dans la Spirit machine) pour
avoir acce`s aux variables locales de la fonction re´active. La technique d’exe´cution des actions atomiques et des
wrappers est la meˆme que celle de Rejo (me´thode actions avec un switch ; voir section 6.2.1).
Voici un exemple en RAUL qui imprime * 5 fois, une a` chaque instant.
#inc lude < s t d i o . h>
r e a c t i v e f ( )
{
int j ;
p r i n t f ( ” begin \n” ) ;
for ( j =1; j <=5; j++){
p r i n t f ( ”∗” ) ;
stop ;
}
p r i n t f ( ”end\n” ) ;
}
int main ( )
{
I n s t r u c t i o n ∗p ;
Environment env ;
int i ;
in i tEnv(&env ) ;
p = f ( ) ;
add(&env , p ) ;
i =0;
do{
i++;
p r i n t f ( ”\ ni(%d ) : \ n” , i ) ;
}while ( ! r eac (&env ) ) ;
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return 0 ;
}
Listing 6.2: Exemple d’un programme en RAUL
Pour ve´rifier la syntaxe et la se´mantique de RAUL, on a utilise´ la meˆme batterie de tests que l’on a cre´e´e en
Rejo. Ne´anmoins, RAUL est encore dans un e´tat expe´rimental et certains proble`mes restent encore a` re´soudre.
Un des proble`mes est l’utilisation du mot cle´ typedef; la de´finition de nouveaux types de donne´es avec typedef
pose des proble`mes dans le parsing des programmes et ne´cessite de parser les librairies. Le parsing des librairies
comme stdio.h de´pend de la plate-forme et du compilateur utilise´. Par exemple, GCC et ses librairies utilisent
du code C qui n’est pas conforme au standard AINSI ; le compilateur de Cygwin utilise des types pre´de´finis qui
n’apparaissent dans aucun fichier.
Pour terminer la description de Rejo, on va maintenant conside´rer quelques difficulte´s que l’on trouve dans la
programmation dans ce langage, qui sont en fait plus ge´ne´ralement des difficulte´s de la programmation re´active.
6.5 Difficulte´s de la programmation re´active
Lorsqu’on construit un syste`me re´actif avec Rejo, il faut veiller a` un certains nombre d’aspects pour garantir
le bon fonctionnement du syste`me avec la meilleure performance possible. Les proble`mes en Rejo sont, pour
la plupart, les proble`mes ge´ne´raux du mode`le re´actif que l’on retrouve bien suˆr en Junior et dont Rejo he´rite.
Voici une liste des proble`mes les plus souvent rencontre´s :
1. Granularite´ des instants. La granularite´ des instants a un impact direct sur la performance et sur la
re´activite´ du syste`me. En effet, si la granularite´ est trop petite, elle provoque un grand nombre de
”changement de contextes” (dont certains inutiles) qui se traduit en une baisse du temps laisse´ pour les
calculs. Par contre, une granularite´ trop grande implique plus de temps pour les calculs et donc moins de
temps pour re´agir.
Par exemple, si on construit une boucle for qui imprime 5 e´toiles, on peut le faire dans un seul instant
(dans une action atomique comme dans la figure 6.10a), ou en 5 instants (comme dans la figure 6.10b).
for ( i =1; i <=5; i++){
System . out . p r i n t l n ( ”∗” ) ;
}
repeat (5){
System . out . p r i n t l n ( ”∗” ) ;
stop ;
}
a) un instant. b) cinq instants.
Fig. 6.10: Granularite´
2. Coope´ration. Pour garantir l’e´volution des syste`mes construits avec Rejo (proprie´te´ de vivacite´), ceux-
ci doivent coope´rer ; toute situation qui retarde ou empeˆche la coope´ration est donc signe de mauvais
fonctionnement. En ge´ne´ral, les instructions re´actives ont e´te´ conc¸ues pour garantir la coope´ration ; la
plupart des instructions e´ve´nementielles coope`rent implicitement et le programmeur programme des points
de coope´ration explicite avec l’instruction Stop. Ne´anmoins, il reste quelques cas ou` on peut construire des
syste`mes non coope´ratifs. En particulier, on peut construire : a) des boucles instantane´es avec l’instruction
Loop, b) des me´thodes re´actives re´cursives qui n’ont pas de cas terminal pour arreˆter la re´cursion au cours
de l’instant, c) des actions atomiques qui ne finissent jamais, et d) des wrappers (pour les configurations
e´ve´nementielles et les conditions boole´ennes) dont l’evaluation ne finit pas.
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loop ; reactive f(){ call f(); } for(;;);
a) boucle instantane´e b) re´cursion instantane´e c) atome infini.
Fig. 6.11: Violation de la coope´ration.
3. De´synchronisation. Comme le fonctionnement d’un programme Rejo est base´ sur la notion d’instant,
il est tre`s important que les comportements re´actifs soient bien synchronise´s, autrement dit, que les
instructions re´actives e´ve´nementielles soient exe´cute´es au meˆme instant que la ge´ne´ration des e´ve´nements.
Si une instructions e´ve´nementielle n’est pas exe´cute´e au meˆme instant de la ge´ne´ration de l’e´ve´nement
utilise´, le syste`me perd sa capacite´ a` re´agir. La principale cause de de´synchronisation est due au fait que
l’on retarde d’un instant : 1) la re´action a` l’absence ou 2) l’ajout des nouveaux comportements.
Pour comprendre comme on peut construire un programme qui se de´synchronise, analysons le programme
de la figure 6.12a. Si l’e´ve´nement "E" n’est pas ge´ne´re´, l’instruction When se comporte comme une
instruction Stop et a` l’instant d’apre`s elle exe´cute la partie else; Lorsque la partie else n’est pas e´crite
on exe´cute une instruction Nothing.
Le proble`me de ce programme est la terminaison instantane´e du corps de la branche when. En effet, si le
corps finit instantane´ment, la boucle Loop peut e´galement finir instantane´ment. Pour e´viter ce proble`me,
il faut analyser le code de la branche when (la me´thode m) pour voir si la terminaison instantane´e est
normale et, si elle l’est, modifier le code pour e´liminer la boucle instantane´e. La solution la plus simple est
d’ajouter une instruction Stop apre`s l’instruction when (voir figure 6.12a); c’est justement cette instruction
Stop qui, lorsque l’e´ve´nement "E" n’est pas ge´ne´re´, introduit un instant supple´mentaire au cours duquel le
programme ne re´agit pas. Si on ajoute l’instruction Stop dans le corps de l’instruction When, on a aussi
un proble`me de de´synchronisation qui se pre´sente a` la fin de l’exe´cution de m.
loop{
when( ”E” )
ca l l m( ) ;
}
loop{
when( ”E” )
ca l l m( ) ;
stop ;
}
a) boucle instantane´e probable. b) sans boucle instantane´e.
Fig. 6.12: De´synchronisation
4. De´terminisme vs Non-de´terminisme. L’instruction de paralle´lisme de Rejo a la meˆme se´mantique que celle
de Junior, autrement dit, Rejo est un langage non-de´terministe. Cependant, comme on a vu dans la sous-
section 3.2.1, il existe quelques imple´mentations de Junior qui disposent d’une instruction Par de´terministe
(comme l’instruction Merge de SugarCubes). Lorsqu’on utilise ces imple´mentations et que l’on programme
des comportements re´actifs en se basant sur l’ordre du Par, il ne faut pas oublier que ce code n’est pas
portable dans les autres imple´mentations. La seule fac¸on d’imple´menter un ordre d’exe´cution re´ellement
portable est l’utilisation des e´ve´nements.
5. Gel des instructions. Le gel des instructions peut eˆtre utilise´ pour imple´menter la migration de code
re´actif et sa sauvegarde (persistance). Malheureusement, la se´rialisation ou la migration de ce code est
de´pendante de l’imple´mentation de Junior utilise´e ; par exemple l’ope´ration de se´rialisation en Java sauve
l’e´tat des objets (les objets qui imple´mentent les instructions re´actives) et cet e´tat n’est pas le meˆme pour
toutes les imple´mentations. Ceci veut dire que la se´rialisation et la migration ne sont portables que si on
utilise toujours la meˆme imple´mentation et que l’on ne la modifie pas. Notons que ce proble`me pourrait
eˆtre re´solu en definissant un format standardise´ de sauvegarde des programmes Junior.
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L’introduction de la concurrence dans les langages a` objets pose trois types de proble`mes, (1) l’articulation entre
objets et processus, (2) la communication entre objets et (3) la synchronisation. L’expression de la synchronisa-
tion peut, selon le niveau auquel s’effectue le controˆle, concerner l’objet, ses me´thodes ou les instructions de ses
me´thodes. Ainsi les proble`mes pose´s par des acce`s concurrents de me´thodes qui modifient un attribut peuvent
eˆtre re´solus en restreignant les possibilite´s d’exe´cutions concurrentes (en interdisant l’exe´cution concurrente de
me´thodes, la concurrence entre certaines me´thodes).
Le lecteur peut se re´fe´rer a` plusieurs articles de synthe`se qui pre´sentent les diffe´rentes fac¸ons dont les concepts
e´nume´re´s pre´ce´demment ont e´te´ mis en oeuvre [WEL 96, BRI 96, FUR 95].
Le mode`le de Rejo se fonde sur un mode`le a` objets actifs pour lequel les me´thodes sont exe´cute´es dans un
processus (celui qui fait re´agir le moteur re´actif). Dans la suite, on va pre´senter les diffe´rentes mode`les d’objet
actif qui ont e´te´ propose´s dans le domaine des langages synchrones. Les me´canismes de synchronisation auxquels
on s’inte´ressera, conside`rent les me´thodes comme unite´s de synchronisation.
Reactive Scripts
Les Reactive Scripts [BOU 96a, BOU 96b] forment un langage interpre´te´ et dynamique, qui posse`de des in-
structions e´ve´nementielles inspire´es de celles de SL. Il existe deux versions de Reactive Scripts, une imple´mente´e
au-dessus de Reactive-C et une autre au-dessus de SugarCubes.
Comme les Reactive Scripts ge´ne`rent du code dans un langage re´actif synchrone, on peut les voir comme un
langage de haut niveau comme Rejo. Cependant, il y a deux diffe´rences principales :
• Les Reactive Scripts sont un langage interpre´te´ tandis que Rejo est un langage compile´. La premie`re
version de Reactive Scripts fut imple´mente´e au-dessus de Reactive-C et dans ce contexte il e´tait tre`s utile
d’avoir un langage interpre´te´ pour de´purer les programmes e´crits en C.
• Les Reactive Scripts sont un langage qui rend plus facile l’e´criture des programmes mais qui, par rapport au
langage sous-jacent, n’ajoute rien de nouveau. Dans la version SugarCubes, il existe une correspondance
directe (a` une exception pre`s) entre les instructions des deux formalismes. Rejo, par contre, ne rend pas
seulement plus facile la programmation mais aussi ajoute un nouveau concept : la programmation oriente´
objet.
Les diffe´rences principales entre Rejo et les Reactive Scripts (imple´mente´ avec SugarCubes) sont :
• Controˆle des instants. Etant donne´ que les Reactive Scripts sont un langage interpre´te´, le programmeur a
la possibilite´ de controˆler la cadence des instants. De plus, le programmeur dispose de l’instruction next
qui relance automatiquement l’exe´cution du prochain instant. A l’inverse, en Rejo, le programmeur n’a
aucun controˆle sur les instants dans la partie re´active, il doit placer le code inter-instant dans la me´thode
qui fait re´agir la machine. Les deux techniques ont le meˆme pouvoir expressif.
• Programmation modulaire. Pour obtenir une programmation modulaire, les Reactive Scripts offrent au
programmeur la notion de module (behavior). Le module a une se´mantique diffe´rente de celle de methode
re´active en Rejo :
– Les modules sont des comportements re´actifs qui peuvent changer d’un instant a` l’autre, soit par leur
rede´finition soit par l’ajout de nouvelles instructions mises en paralle`le. Les me´thodes re´actives sont
des comportements immuables. L’avantage d’avoir des me´thodes immuables permet au compilateur
de ge´ne`re du code plus suˆr, par contre les me´thodes dynamiques . En Rejo on peut reproduire
le comportement d’un module dynamique graˆce a` l’instrucion Link; une version dynamique des
me´thodes re´actives est a` l’e´tude.
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– La de´finition d’un module est une instruction re´active qui ne peut pas eˆtre rede´finie au cours d’un
meˆme instant. L’exe´cution d’un module (par l’instruction run) n’est possible qu’apre`s sa de´finition.
La de´finition d’une me´thode re´active n’est pas une instruction re´active (la machine re´active ne connaˆıt
pas son existence); il n’y a pas donc de proble`mes pour exe´cuter une me´thode qui est de´finie apre`s
son invocation.
– Les parame`tres en Rejo sont des donne´es qui n’ont aucune se´mantique associe´e au comportement
re´actif tandis que les parame`tres utilise´s dans les modules peuvent eˆtre de deux types : e´ve´nements
ou objets. Lorsqu’on passe un e´ve´nement comme parame`tre, il faut spe´cifier si c’est un e´ve´nement
d’entre´e (avec la se´mantique de InputLocalEvent de SugarCubes) ou de sortie (avec la se´mantique
de OutputLocalEvent de SugarCubes). En Rejo on ne peut reproduire la se´mantique des signaux
d’entre´e/sortie que celle qui est de´finie par l’instruction Local.
• Instructions-Macros. Reactive Scripts et Rejo de´finissent quelques instructions qui sont en re´alite´ des
macros. La macro principale en Reactive Scripts est l’instruction object qui de´finit un comportement
re´actif utilisant l’instruction Until et les modules. Rejo de´finit aussi quelques instructions-macro comme
l’instruction Wait value´e.
• Code re´actif convergent. L’instruction Loop en Reactive Scripts est blinde´e contre la construction de
boucles instantane´es : elle ajoute syste´matiquement une instruction Stop en paralle`le pour les e´viter. En
Rejo, le programmeur doit l’ajouter a` la main; par contre il peut coder des programmes qui pourraient
boucler un nombre inde´finie de fois.
• Interfac¸age avec Java. L’inte´gration des instructions re´actives avec le code Java est re´alise´e dans deux
situations bien identifie´es : l’exe´cution d’atomes et l’e´valuation de wrappers. Cette inte´gration pre´sente
deux proble`mes: 1) c’est le point d’entre´e de l’exe´cution de code non coope´ratif, et 2) quelle syntaxe faut-il
utiliser. La syntaxe de Reactive Scripts cherche a` simplifier l’inte´gration ; ils proposent une syntaxe, a
base d’accolades, qui n’est pas transparente au programmeur. Au contraire, Rejo re´alise une inte´gration
comple`tement transparente en utilisant la syntaxe de Java.
• Diffe´rences entre Junior et SugarCubes. Les diffe´rences ont e´te´ de´ja` vues dans la section 3.3.
Rhum
Rhum [LAU] est une plate-forme interlogiciel (middleware), imple´mente´e en Java et de´die´ a` la programmation
d’applications re´actives et distribue´es. Rhum me´lange les principes de l’approche re´active et les concepts
ge´ne´raux d’environnement de programmation distribue´e. Le mode`le de programmation utilise´ est appele´ DROM
(Distributed Reactive Object Model)[BOU 98a]; DROM de´finit un objet re´actif comme e´tant une entite´ :
1. Accessible graˆce a` une re´fe´rence, valide dans le cas d’une application distribue´e.
2. Offrant une interface re´active. Les me´thodes de cette interface peuvent eˆtre appele´es a` travers sa re´fe´rence.
3. Re´agissant a` des appels suivant les spe´cifications de son comportement.
Une application Rhum est un syste`me distribue´ constitue´ de domaines qui sont imple´mente´s par des machines
re´actives Junior. Les domaines sont dans la plupart des cas situe´s dans des sites physiques distincts. Chaque
domaine exe´cute sa propre se´quence d’instants ; ils sont asynchrones car il ne partagent pas la meˆme horloge. Les
objets re´actifs doivent eˆtre attache´s a` un domaine pour exe´cuter les diffe´rents instants de leur comportements.
L’appel des me´thodes re´actives d’un objet re´actif doit obe´ir a` la se´mantique suivante :
1. Quand l’entite´ appelante s’exe´cute dans le meˆme contexte synchrone (meˆme domaine) que l’objet re´actif
appele´, l’e´ve´nement correspondant a` l’appel est ge´ne´re´ dans le meˆme instant. Ainsi, l’objet appele´ peut
re´agir instantane´ment a` l’invocation.
2. Quand l’entite´ appelante s’exe´cute dans un contexte diffe´rent (environnement asynchrone, domaine dis-
tinct), l’e´ve´nement est ge´ne´re´ dans l’instant suivant du domaine dans lequel l’objet invoque´ s’exe´cute.
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Si on compare Rejo et Rhum, on voit que Rhum est aussi un langage de haut niveau baˆti au-dessus de Junior.
A la diffe´rence des Reactive Scripts, Rhum a les meˆmes objectifs que Rejo : rendre la programmation plus facile
et de´finir un mode`le d’objet particulier. La principale diffe´rence entre Rejo et Rhum est qu’en Rejo on a voulu
construire un langage d’usage ge´ne´ral tandis que Rhum est un langage de´die´ aux plates-formes re´parties.
Caracte´ristiques Rejo Rhum
Modularite´ me´thode re´active me´thode re´active
re´cursivite´, appel instantane´ une exe´cution par instant(DROM)
He´ritage possible pas possible
Code Java me´lange´ avec le re´actif se´pare´ du code re´actif (fichier a` part)
qui ne fait que des invocations
Tab. 6.3: Rejo vs Rhum
Icobjs
Les Icobjs ne sont pas a` proprement parler un langage de programmation re´active oriente´-objets mais ils pro-
posent un mode`le d’objet re´actif (que l’on va expliquer en de´tail dans la section 7.4.2) tre`s puissant au-dessus
de Junior. Bien entendu, on a utilise´ Rejo pour programmer les Icobjs et on a rencontre´ quelques difficulte´s
qui nous ont fait re´fle´chir a` l’e´volution du langage. Le proble`me principal dans l’implementation des Icobjs
est lie´ a` la proprie´te´ de dynamisme : on voudrait pouvoir ajouter des champs dans les Icobjs a` run-time. En
Java, ces champs seraient soit des variables soit des me´thodes. Malheureusement Java, n’est pas un langage de
programmation qui permet changer la de´finition d’un objet, c’est-a`-dire de rede´finir sa classe comme on peut le
faire en Smalltalk. Cette proprie´te´ d’ajouter des champs dans un objet est l’essence du mode`le d’exe´cution des
Icobjs. Pour surmonter la limitation de Java, les Icobjs utilisent une structure dynamique (une table de hash)
pour simuler l’ajout et l’e´limination de champs. Les me´thodes re´actives ajoute´es a` un objet doivent re´aliser un
binding dynamique avant d’exe´cuter la moindre ligne de code et ensuite re´aliser une se´rie de tests (des casts)
pour eˆtre suˆr que l’objet posse`de les champs ne´cessaires. Cette se´rie de tests pose des proble`mes de se´curite´
mais aussi d’efficacite´.
Le mode`le des Icobjs a e´te´ implemente´ avec Rejo (voir 7.4.2) et le syste`me re´sultant rele`ve deux sujets a` analyser
: 1) comment limiter les proble`mes de se´curite´ associe´s a` l’ajout dynamique et 2) comment rendre transparent
l’acce`s aux champs ajoute´s. Dans la version actuelle de Rejo l’acce`s aux variables et les me´thodes d’un Rejo
s’imple´mente avec le me´canisme de porte des variables (explique´ dans la section ??) qui ne ne´cessite ni du
binding ni des casts. Cette imple´mentation respecte le mode`le d’exe´cution de Rejo, presente´ dans la section
5.1, qui attache de fac¸on permanente une me´thode re´active a` un Rejo. Ceci veut dire que lorsqu’on ajoute un
comportement re´actif de´fini dans un Rejo A a` un Rejo B le nouveau comportement : 1) continue de modifier
l’objet A mais sous le controle de l’objet B, et 2) comme l’ajout se fait a run-time, le nouveau comportement
re´actif n’existe pas du point de vu du Rejo B. Le Rejo B ne peut utiliser les syntaxes objet.variable et
objet.method(). Le Rejo B n’a aucun moyen de savoir quels ont e´te´ les champs ajoute´s.
Le re´sultat de l’imple´mentation des Icobjs avec Rejo, que l’on appelle Ricobjs, est un me´lange de deux mode`les :
1) le mode`le de Rejo qui facilite la programmation de la partie statique d’un Ricobj par la de´finition des me´thodes
re´actives dans l’objet ou par he´ritage et 2) le mode`le des Icobjs qui facilite la programmation dynamique par
l’ajout des champs ge´re´s avec une table de hash. La programmation des comportements re´actifs ajoute´s dans
d’autres Ricobjs exige quelques re`gles : 1) ils ne doivent contenir que des references aux variables locales a` la
me´thode re´active, et 2) on doit faire un binding dynamique explicite pour acce´der aux champs du Ricobjs.
Les caracte´ristiques du mode`le de Ricobjs, en particulier celles de l’ajout dynamique, font penser a` la de´finition
d’un nouveau mode`le d’exe´cution de Rejo qui rend transparent l’ajout des nouveau champs tout en e´vitant
d’introduire des proble`mes de se´curite´ et en ayant une imple´mentation efficace. L’imple´mentation de l’ajout
de nouveaux champs dans un Rejo demande une analyse sur qui doit ge´rer les ajouts, soit la machine re´active
(comme le font les Reactive Scripts imple´mente´s avec les SugarCubes) soit le objet lui-meˆme (comme les Icobjs).
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Dans la suite, on va pre´senter quatre langages qui me´langent la notion d’objet avec les concepts de langage syn-
chrone a` l’Esterel. Par rapport aux travaux pre´ce´dents, ces langages utilisent une approche synchrone statique
qui empeˆche l’ajout de nouveaux champs dans l’objet a` run-time 6, par exemple des nouveaux comportements
re´actifs. Par contre, ces langages offrent la possibilite´ de ve´rifier des proprie´te´s a` l’aide d’outils automatise´s de
ve´rification.
Triveni
Triveni [COL 98] est un formalisme Java pour programmer des syste`mes concurrents en utilisant des threads
et des e´ve´nements. Le mode`le d’exe´cution de Triveni me´lange les concepts d’Alge`bre de processus, l’Approche
synchrone et la Programmation oriente´ objet. La notion principale de Triveni est celle de comportement abstrait
qui, dans un syste`me concurrent, mode´lise l’interaction du syste`me avec son environnement. La communication
est re´alise´e par des e´ve´nements qui repre´sentent les canaux de communication. Un programme Triveni est
constitue´ d’instructions dans le langage hoˆte (qui dans l’imple´mentation actuelle est Java) et de comportements
abstraits programme´s avec des combinators (des instructions re´actives inspire´es d’Esterel).
Triveni est compatible avec les threads Java et les threads POSIX (comme les pthreads); il est aussi compatible
avec les mode`le d’e´ve´nements base´s sur l’Observer pattern [GAM 95].
Le mode`le de Triveni est tre`s proche de celui d’Esterel. Parmi les fonctionnalite´s qu’offre Triveni, on trouve :
• Triveni e´tend la programmation par threads avec un ope´rateur de paralle´lisme. Les composants qui
sont mis en paralle`le peuvent eˆtre imple´mente´s se´pare´ment et Triveni garantit que toutes les branches
rec¸oivent les meˆmes e´ve´nements. Par rapport a` Esterel, Triveni offre une communication asynchrone et
une description de comportements autonomes.
• Il existe un me´canisme d’exceptions base´ sur l’ope´rateur de pre´emption (do-watching).
• Triveni dispose d’une se´mantique formelle [COL 99] constitue´e par une se´mantique ope´rationnelle (qui
garantit l’e´quite´ entre les branches paralle`les) et une se´mantique de´notationnelle base´e sur l’e´quite´ des
traces.
• Il est possible de spe´cifier des proprie´te´s de suˆrete´ en utilisant une logique temporelle (il existe un ensemble
d’outils qui automatise les tests). Le programmeur peut inse´rer des conditions (a` l’aide de l’instruction
assert) pour de´bugger ou ve´rifier le bon fonctionnement du programme. Les conditions peuvent, en
particulier, tester des se´quences d’e´ve´nements.
Objets a` controˆle re´actif
Le mode`le des objets a` controˆle re´actif, de´veloppe´ par M. Augeraud, F. Bertrand [AUG 99a], permet la con-
ception de programmes a` objets concurrents. Ce mode`le se´pare le controˆle de la concurrence de l’expression
des transformations de l’e´tat des objets. Pour cette raison, le controˆle est exprime´ dans un composant de
l’objet, le controˆleur re´actif , qui a en charge de controˆler l’exe´cution des me´thodes, entite´s dont le roˆle est
d’exprimer les transformations. Le controˆleur exprime les conditions lie´es a` l’e´tat d’exe´cution des me´thodes et il
coordonne les exe´cutions des me´thodes affectant un meˆme objet. Son objectif est de re´aliser l’ordonnancement
des me´thodes pour maintenir la cohe´rence structurelle de l’objet en assurant des proprie´te´s comme l’exclusion
mutuelle.
Le mode`le des objets a` controˆle re´actif permet une conception plus claire en se´parant les proble`mes de syn-
chronisation de ceux de la programmation des transformations. Il permet aussi une expression plus aise´e de la
synchronisation en permettant l’utilisation d’un langage de synchronisation, BDL [AUG 99b] (Behavorial De-
scription Language) de haut niveau. La se´paration re´pond aux exigences d’inde´pendance entre synchronisation
et transformation ne´cessaires a` la re´duction des anomalies d’he´ritage.
Dans BDL, il existe trois types d’entite´s : les identificateurs de me´thodes, les qualificateurs d’exe´cution de
me´thodes et les ope´rateurs d’ordonnancement. Ces ope´rateurs ont e´te´ adapte´s du langage re´actif asynchrone
Electre [CAS 95]. Le controˆleur d’exe´cution assure trois fonctions au sein d’un objet concurrent :
6En fait le langage Marvin permet l’ajout de nouveaux comportements sous certaines conditions (dans les modules comportemen-
taux d’un meˆme niveau) et le moteur d’exe´cution ve´rifie a` run-time la cohe´rence du syste`me graˆce a` un algorithme d’ordonnancement
[GON 79] qui recalcule l’ordre d’execution des modules.
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1. La gestion des exe´cutions : le controˆleur cre´e, pour chaque me´thode dont l’exe´cution est demande´e, un fil
d’exe´cution destine´ a` exe´cuter le code de la me´thode.
2. La synchronisation des exe´cutions a` partir du programme BDL associe´ au controˆleur. Pour re´aliser cela,
le controˆleur doit connaˆıtre en permanence l’e´tat d’exe´cution des me´thodes qu’il controˆle.
3. La me´morisation de demandes normales qui ne peuvent eˆtre satisfaites imme´diatement. Dans un tel cas,
la demande est me´morise´e puis re´ite´re´e lorsqu’une me´thode se termine car c’est a` cet instant que les
demandes en attente ont la possibilite´ d’eˆtre satisfaites.
Les synchronisations e´tant exprime´es par l’interme´diaire d’un langage re´actif, l’automate repre´sentant le com-
portement peut eˆtre e´ventuellement visualise´, le fonctionnement de l’objet peut eˆtre simule´ et il est possible
de ve´rifier que des proprie´te´s comportementales souhaite´es sont satisfaites. Ces proprie´te´s peuvent eˆtre des
proprie´te´s d’ordonnancement entre les me´thodes de l’objet mais e´galement des contraintes, entre me´thodes,
re´sultant de constructions comme l’he´ritage ou l’agre´gation. L’utilisation d’un langage re´actif apporte aussi
une plus grande confiance dans le processus de conception dans la mesure ou` le code produit par les langages
re´actifs et sur lequel porte la ve´rification est le meˆme que celui utilise´ lors de l’exe´cution du programme.
Les programmes BDL sont traduits en programmes Esterel qui est utilise´ comme langage cible car il offre des
structures de controˆle de haut niveau et e´galement pour la richesse de son environnement de de´veloppement
(notamment son interfac¸age avec diffe´rents outils de ve´rification). Cependant il a e´te´ conserve´ l’hypothe`se
d’asynchronisme du langage re´actif Electre en ne traitant qu’un seul e´ve´nement en entre´e a` la fois. La traduction
des ope´rateurs BDL en Esterel et la re´alisation du compilateur permettant l’obtention de ce module est de´crite
dans [BER 96].
Marvin
Marvin [RIC 01] est un langage de programmation de mondes virtuels habite´s par des agents. Le mode`le
d’exe´cution de Marvin est le mode`le INVIWO (INtuitive VIrtual WOrdls) qui se compose de trois sous-mode`les
: 1) un mode`le d’agent autonome (un ensemble minimal de composants), 2) un mode`le d’avatar (un agent a`
part entie`re, plus ou moins controˆle´), et 3) un mode`le de monde virtuel habite´ constitue´ uniquement d’agents
communicants (agents autonomes et avatars).
Marvin est fortement inspire´ de la syntaxe du langage ESTEREL, auquel ont e´te´ ajoute´es des caracte´ristiques
oriente´es-objets et oriente´es-agents permettant de de´crire a` la fois la structure et le comportement d’agents
INVIWO et les donne´es manipule´es par ces agents.
Un agent est compose´ d’un ensemble d’attributs, d’un ensemble de composants comportementaux (capteurs,
effecteurs et modules comportementaux) et d’un gestionnaire de modules comportementaux. L’agent centralise
d’une part la re´alisation des primitives d’actions concernant la modification de la structure et l’envoi de stimuli,
d’autre part la re´ception des stimuli internes, externes et utilisateurs.
Le langage Marvin est programme´ dans une architecture de se´lection de l’action, base´e sur des modules syn-
chrones concurrents et un me´canisme d’arbitrage. Le processus d’un agent est compose´ d’un ensemble de
modules comportementaux concurrents, charge´s de proposer des actions a` effectuer en fonction des stimuli
perc¸us et de l’e´tat courant de l’agent ; dans un deuxie`me temps, les arbitres choisissent les actions a` re´aliser a`
partir des propositions qui leur ont e´te´ faites.
Les agents INVIWO sont parfaitement autonomes, dans le sens ou` aucune entite´ ne peut modifier l’e´tat interne
d’un agent ou influencer son comportement sans son accord. Cela permet de de´crire des mondes comple`tement
re´partis, dans lesquels les de´cisions sont prises localement au niveau de chaque agent. En contrepartie, la
cohe´rence globale d’un monde INVIWO n’est pas garantie.
synERJY
synERJY est un environnement de programmation reactive de´veloppe´ au GMD en Allemagne. L’environnement
a e´te´ cre´e´ dans le projet SYNC (Synchronous embedded software) forme´ par R. Budde, A. Poigne et K.H. Sylla.
L’environnement de programmation propose deux langages de programmation synchrone oriente´-objets, un
e´diteur graphique de machines d’e´tats, un simulateur et un compilateur qui ge´ne`re du code en AINSI-C pour
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pouvoir l’exe´cuter sur plusieurs architectures. L’environnement peut s’inte´grer a` d’autres outils comme VIS et
SMV.
Les deux langage de programmation synchrone oriente´-objets offerts sont SynchronousEifel [Web SynEifel] et
synERJY [Web synERJY] (SYNchronous Embedded Reactive Java plus un Y pour la phone´tique). Ces lan-
gages combinent deux paradigmes : la programmation oriente´e objets pour une conception robuste et flexible
et le paradigme synchrone pour une mode´lisation pre´cise de comportements. Les deux langages soulignent
l’inte´gration des comportements re´actifs avec le mode`le de donne´es oriente´es objets.
synERJY utilise la majeur partie de la syntaxe de Java TM et il a e´te´ conc¸u pour ge´ne´rer du code efficace, en
particulier pour des microprocesseurs. synERJY inte`gre plusieurs caracte´ristiques des formalismes synchrones
comme la programmation impe´rative, la ge´ne´ration de machines d’e´tat et les e´quations de flot de donne´es.
6.7 Conclusion
Rejo est un langage de haut niveau qui permet aux programmeurs de construire facilement des syste`mes re´actifs.
Les instructions de Rejo sont traduites en un langage de bas niveau (Junior), cachant ainsi la complexite´ de
celui-ci.
Les avantages principaux de Rejo par rapport a` Junior sont les suivants :
• La complexite´ de l’utilisation des conditions re´actives (appele´es configurations en Junior) est comple`tement
cache´e en Rejo ;
• Les instructions atomiques deviennent transparentes ; le programmeur peut directement utiliser les in-
structions Java comme des instructions re´actives ;
• Les notions de me´thode et de variable re´active sont introduites en Rejo. Les variables re´actives (par
exemple les IntegerWrappers de Junior) peuvent eˆtre utilise´es de manie`re transparente en Rejo. Ainsi
Rejo offre un me´canisme d’encapsulation.
• L’inte´gration de Junior et Java est faite de telle fac¸on que l’he´ritage et le polymorphisme sont pre´serve´s.
En particulier on peut parler d’he´ritage de comportements re´actifs.
• Rejo, en tant que langage de haut niveau, permet de faire quelques optimisations sur le code ge´ne´re´ ainsi
que de de´tecter des bugs dans le moteur d’exe´cution.
En re´sume´, Rejo de´finit un mode`le d’objets re´actifs au-dessus des mode`les d’exe´cution de Java et de Junior. Ce
mode`le fait partie de la famille de mode`les d’objets re´actifs qui utilisent une approche synchrone dynamique
(comme Rhum et les Icobjs) ou le nombre d’e´ve´nements, et de comportements re´actifs n’est pas fixe. Ce mode`le
contraste avec les modele´s d’objets re´actifs qui utilisent une approche synchrone statique (comme Triveni et
synERJY) ou le trait principal est l’e´limination des problemes de concurrence par ve´rification statique.
Chapitre 7
ROS: architecture et agents
Ce chapitre pre´sente l’utilisation du mode`le re´actif dans la construction d’un Syste`me d’Agents Mobiles(SAM). Vu l’e´norme quantite´ des syste`mes d’agents mobiles qui ont e´te´ cre´e´s et les proble`mes qui subsistent
dans ce domaine, on a pre´fe´re´, au lieu de cre´er un SAM inte´grant les derniers gadgets, cre´er un SAM ”minimal”
qui servirait a` tester l’apport du mode`le re´actif dans la construction d’agents mobiles. L’ide´e est de construire
un syste`me modulaire avec un minimum de services, pour ensuite l’e´tendre en utilisant le dynamisme du mode`le
re´actif et la technologie oriente´e objet.
Le construction du SAM que l’on propose utilise Junior et Rejo. Rejo sert a` programmer les agents mobiles
et Junior a` construire la plate-forme qui les accueille. Les agents que l’on va programmer avec Rejo sont ceux
que l’on a pre´sente´ dans la section 1.2, c’est-a`-dire des entite´s autonomes qui migrent entre deux SAM. Rejo et
le SAM facilitent la programmation des agents autonomes : l’instruction Try de Rejo permet de re´cupe´rer des
erreurs d’exe´cution et le SAM relance l’exe´cution des agents lorsque la migration e´choue. La programmation de
la migration des agents se fait de fac¸on transparente car elle est de´clenche´e par la ge´ne´ration d’un e´ve´nement
particulie`re de migration. Cette fac¸on de provoquer la migration par un e´ve´nement permet de faire de la
migration reactive (l’e´ve´nement est ge´ne´re´ en dehors du corps de l’agent) ou proactive (ge´ne´ration interne). Un
des avantages de Junior pour imple´menter la migration est que l’on obtient une migration forte parce que l’on
migre e´galement l’etat des instructions re´actives.
La section 7.1 explique l’inte´reˆt d’utiliser le mode`le re´actif dans la construction d’un SAM. La section 7.2
de´taille l’architecture du syste`me construit, appele´ Ros (de l’anglais Reactive Operating System), et son API
de programmation. La section 7.3 pre´sente la structure des agents : me´canisme de controˆle et migration des
agents ; on montrera les deux fac¸ons d’imple´menter les agents 1) par un programme Rejo (me´thodes re´actives)
ou 2) graˆce a` une nouvelle instruction qui simplifie la se´mantique et ame´liore la vitesse d’exe´cution. La section
7.4 de´crit les deux applications principales qui ont e´te´ cre´e´es : un Shell re´actif (Rsh) et un environnement
graphique de programmation re´active (Ricobjs). Finalement, on de´crit dans les sections 7.5 et 7.6 les travaux
similaires et les conclusions.
7.1 Introduction
De nombreux langages permettant l’interaction entre agents existent de´ja` depuis une dizaine d’anne´es. L’association
internationale FIPA (Foundation for Intelligent Physical Agents) tente actuellement de de´finir une normalisa-
tion, appele´e ACL (Agent Communication Language). Cependant, de nos jours, des propositions de nouveaux
langages utilisant diffe´rentes approches continuent a` apparaˆıtre. Cet ensemble de langages a augmente´ beau-
coup avec l’arrive´e du langage Java parce que Java offre la facilite´ de cre´er des objets et les faire migrer en
utilisant RMI. Parmi les SAMs base´s sur Java, on peut citer, entre autres : Concordia [WEB Concordia], Aglets
[WEB Aglets] et Voyager [WEB Voyager].
Une des approches qui a montre´ sa puissance dans plusieurs domaines est l’approche re´active. Cette approche
fournit un ensemble de primitives qui permettent la construction de syste`mes, comme l’interaction entre des
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agents qui re´agissent a` des e´ve´nements. L’approche re´active offre un bon moyen pour cre´er des agents ; cepen-
dant, les langages re´actifs existant (Esterel, Signal, Lustre, etc.) ne permettent pas la migration de code. De
plus, on a besoin d’un langage qui propose des fonctions spe´cifiques pour la manipulation des agents.
Le premier essai pour construire un SAM dans le cadre re´actif a e´te´ RAMA [NIK 99]. Cependant la pro-
grammation en RAMA est de bas niveau par rapport aux besoins lie´s a` la pre´sence d’agents. Le re´sultat est
une programmation difficile qui ne cache pas les de´tails de l’imple´mentation de la plate-forme et qui laisse la
responsabilite´ de l’affectation des noms d’agents au programmeur, ce qui peut ge´ne´rer divers proble`mes, par
exemple de se´curite´.
Rejo est un nouveau langage re´actif, plus pre´cise´ment une extension a` Java pour cre´er des Objets Java Re´actifs
(REactive Java Objets). On propose d’utiliser Rejo pour construire des agents mobiles re´actifs. Les objets
re´actifs peuvent ainsi migrer de fac¸on naturelle dans le cadre re´actif et les fonctions ne´cessaires typiques d’Agent
Mobile (comme l’affectation d’un nom) sont fournis par une plate-forme appele´e ROS, de´crite dans ce chapitre.
Cette plate-forme exe´cute les objets et fournit les ope´rations typiques d’un SAM. La figure 7.1 montre la position
de Rejo parmi les diverses approches utilise´es.
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Fig. 7.1: Situation de Rejo par rapport aux objectifs
De meˆme que les langages d’agents, les SAM [FUG 98] ont e´volue´ vers des syste`mes de plus en plus complexes.
Parmi les caracte´ristiques que posse`dent les SAM, on peut identifier un ensemble basique de proprie´te´s com-
munes : mobilite´, nommage, communication (pour la collaboration), se´curite´. Il existe une analogie forte avec
les Syste`mes d’Exploitation Re´partis (SER)[TAN 95]. Un SER contient un administrateur de processus et un
administrateur de processeurs pour diriger la migration des processus. La migration des processus peut eˆtre
utilise´e pour e´quilibrer la charge du syste`me. De meˆme, dans un SAM, un agent est un processus ayant la
proprie´te´ de migration et la migration peut eˆtre utilise´e pour e´quilibrer la charge du syste`me (et e´ventuellement
celle du re´seau).
Le syste`me RAMA a montre´ que l’approche re´active est bien adapte´e a` la construction des SAM. Cependant,
l’architecture de RAMA ne permet pas d’ajouter facilement de nouvelles fonctionnalite´s. La principale raison
est que son dessin est monolithique : il me´lange l’interface graphique de l’utilisateur et la notion de groupe avec
les composants re´actifs.
Puisqu’un SAM est tre`s proche d’un syste`me d’exploitation, on a construit un syste`me, ROS, base´ sur le mode`le
actuel des SERs, c’est-a`-dire, utilisant un micro-kernel . Le micro-kernel imple´mente les fonctions basiques
dont les agents ont besoin et permet d’ajouter des nouveaux modules pour augmenter sa fonctionnalite´. Si on
a besoin d’un petit kernel (rapide et qui utilise peu de me´moire), on peut enlever certains modules.
ROS est un syste`me qui permet l’exe´cution des instructions re´actives et en particulier l’exe´cution des objets
Rejo. L’architecture de ROS est similaire a` celle d’un SER et il a e´te´ imple´mente´ avec Junior.
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On va maintenant pre´senter un des proble`mes principaux qui existent en Java pour imple´menter la migration.
Ce proble`me est qu’en Java on peut pas migrer les threads ; ceci veut dire que, lorsqu’on migre un agent, il
migre sans son e´tat d’exe´cution (migration faible). Plusieurs propositions de´crites dans la suite ont e´te´ faites
pour pouvoir e´galement migrer l’e´tat ; dans la sous-section 7.3.2, on pre´sente la migration de nos agents.
La migration en Java
Il existe principalement trois approches pour aborder le proble`me de capture et de restauration de l’e´tat des
flots Java : une approche dite explicite, une approche dite implicite se basant sur un pre-processeur de code et
une approche implicite qui e´tend la JVM.
La premie`re approche, appele´e gestion explicite, consiste a` laisser entie`rement a` la charge du programmeur de
l’application la gestion de la capture et de la reconstruction de l’e´tat de son application. Le programmeur doit
donc ajouter du code qui effectue le travail, en des points pre´cis de l’application dits points de sauvegarde. En un
point de sauvegarde, le code ajoute´ doit enregistrer l’e´tat de l’exe´cution : il note la dernie`re instruction exe´cute´e
ainsi que l’e´tat courant de l’application. Lors de la reprise de l’exe´cution, le premier traitement effectue´ est un
branchement vers le dernier point de sauvegarde enregistre´ ; ainsi, l’exe´cution peut reprendre au point ou` elle a
e´te´ interrompue. Cette solution manque de souplesse car la gestion des points de sauvegarde est entie`rement a`
la charge du programmeur. De plus, l’ajout ou la modification de points de sauvegarde induit une modification
de l’application elle-meˆme. Cette gestion explicite est utilise´e dans les applications faisant appel a` des plates-
formes a` agents mobiles [CHE 95] fournissant une migration faible tels que les Aglets [WEB Aglets] ou Mole
[WEB Mole].
Les deux autres approches, dites implicites, fournissent un service de capture/restauration de l’e´tat des flots de
controˆle. Le service fourni est inde´pendant du code de l’application et se pre´sente sous la forme d’une primitive
appele´e par l’application elle-meˆme ou par une application externe. Ces deux approches diffe`rent par leur mise
en oeuvre :
1. La premie`re approche implicite consiste a` fournir un pre´-processeur qui injecte du code dans le code de
l’application Java, soit dans le code source, soit dans le code interme´diaire Java. Lors de l’exe´cution de
l’application, le code injecte´ cre´e un objet Java, que l’on nommera backup, et l’associe a` l’application.
Au fur et a` mesure que l’application s’exe´cute, le code injecte´ sauvegarde dans l’objet backup l’e´tat de
l’exe´cution (les appels de me´thodes et les valeurs des variables locales des me´thodes). Lorsque l’application
de´sire capturer son e´tat, il lui suffit d’utiliser l’objet backup que le pre-processeur lui a associe´. Pour
restaurer l’e´tat d’une application, les informations sauvegarde´es dans l’objet backup sont utilise´es pour re-
initialiser l’e´tat de l’application : une re-exe´cution partielle de l’application est effectue´e pour reconstruire
la pile d’exe´cution et re-initialiser les valeurs des variables locales. Le principal inte´reˆt de cette approche
est qu’elle ne modifie pas la JVM. Mais son inconve´nient est que, d’une part, elle induit un sur-couˆt
non ne´gligeable des performances de l’application (du au code injecte´ par le pre´-processeur) [BOU 00c]
et que, d’autre part, le couˆt de l’ope´ration de restauration de l’e´tat est important a` cause de la re-
exe´cution partielle de l’application. [FUN 98] propose une plate-forme a` agents mobiles se basant sur
un pre´-processeur qui instrumente le code source des applications Java et [TRU 00] ou encore [SAK 00]
proposent des implantations de me´canismes de capture d’e´tat de flots de controˆle Java base´s sur un
pre´-processeur qui instrumente le code interme´diaire de l’application.
2. La seconde approche implicite consiste a` e´tendre la machine virtuelle Java pour en extraire l’e´tat des flots
et le rendre accessible par les programmes Java. Cette extension doit permettre de capturer l’e´tat courant
d’un flot et de le stocker dans un objet Java. L’extension doit e´galement permettre de cre´er un nouveau
flot et de l’initialiser avec un e´tat pre´alablement capture´. Un service de capture/restauration construit en
suivant cette approche n’est certes utilisable que sur des machines virtuelles e´tendues. Nous avons tout
de meˆme choisi cette approche pour les deux raisons suivantes :
(a) Elle re´duit le sur-couˆt induit par le service sur les performances de l’application (pas de code injecte´)
et elle re´duit le couˆt du service de capture/restauration car sa mise en oeuvre dans la machine
virtuelle Java est principalement native (en C).
(b) Du fait que ce service posse`de plusieurs domaines d’applications, nous pensons que c’est un service
de base que doit eˆtre inte´gre´ a` la JVM.
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Le me´canisme de migration que l’on va utiliser appartient, en quelque sorte, aux deux classifications ; il est du
premier type car on inse`re du code (les instructions Stops) pour sauver l’e´tat de l’agent. Le code est inse´re´ par
le programmeur et non par un pre-processeur mais le me´canisme est e´galement du deuxie`me type car il ne´cessite
une machine virtuelle spe´ciale (la machine re´active de Junior) pour exe´cuter le code et effectuer la capture de
l’e´tat (avec freezable qui place la copie dans la machine) et sa restauration (add dans la machine).
Pour plus d’information sur les me´canismes de migration de threads en Java, le lecteur peut lire [TRU 00].
7.2 Architecture
ROS a e´te´ construit en utilisant une philosophie micro-noyau. Cette philosophie a permis de construire un
prototype minimal qui est constitue´ par trois modules : le module Engine Daemon (De´mon de la machine)
qui fait re´agir la machine re´active, le moduleMigration Daemon (De´mon de migration) qui permet la charge
distante de nouveaux Rejos (des agents) dans le syste`me, et le Kernel (Noyau) qui ge`re les Rejos (les charge
localement, les e´limine, etc.). La figure 7.2 montre cette architecture.
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Fig. 7.2: Architecture de ROS
Les Rejos sont ge´re´s par une table et un identificateur local unique qui fournit un nommage local. Cet iden-
tificateur est l’e´quivalent du PID (Process Id) d’UNIX. Pour faciliter l’usage du syste`me, trois interfaces ont
e´te´ construites : l’interface API kernel qui de´crit la fac¸on d’utiliser le syste`me (ajouter et enlever des Rejos),
l’interface MigrationServ qui offre le service de migration et l’interface Agent qui de´finit un ensemble minimal
de me´thodes que doivent posse´der les Rejos pour eˆtre exe´cute´s en ROS.
De´marrage du syste`me et utilisation
Le de´marrage du syste`me ROS se fait avec un script appele´ run qui simplifie l’exe´cution en passant les bons
parame`tres, tels le CLASSPATH et la configuration du serveur RMI (voir figures 7.3).
Le syste`me Ros de´marre chaque module du syste`me ; si un des modules basiques (le kernel et le de´mon de la
machine) ne peut pas eˆtre exe´cute´, le syste`me retourne un code d’erreur a` l’utilisateur. Par contre, si le module
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de migration ne peut pas eˆtre de´marre´, le syste`me affiche un message d’erreur mais de´marre tout de meˆme, sans
le service de migration.
$ run
Reactive Operating System
Junior release: stormRR v2.1 b2
Reactive Machine
Starting EngineDaemon
Migration service
Starting MigrationDaemon
adrs:port= macaroni.inria.fr:1099
Ros name = Ros1
MigrationDaemon error 1: codebase or rmiregistry problem
〈 macaroni.inria.fr ∼ path 〉
Fig. 7.3: De´marrage du syste`me ROS
La commande run accepte quelques options qui permettent de lancer le noyau seul ou avec quelques applications.
La table 7.1 de´crit les options existantes. Si aucune option n’est donne´e, le syste`me de´marre avec les options
-k et -t, c’est-a`-dire avec le noyau et ses modules ainsi qu’une application, le Rsh, de´crite dans la section 7.4.1.
Option Signification
-k lance le Noyau
-g lance l’Interface Graphique
-r lance les Ricobjs
-t lance le Shell re´actif
Tab. 7.1: Les options de de´marrage de Ros
Finalement, ROS peut eˆtre lance´ a` l’inte´rieur d’autres programmes (embedded systems) sans proble`me car il
n’impose aucune interface graphique (comme le fait RAMA), ni la pre´sence du service de migration. ROS peut
utiliser une interface graphique en Tcl/Tk ou bien peut eˆtre inclus dans une page Web en utiliser le Browser
comme interface. Dans la sous-section 7.4.2, on pre´sente une application (les Ricobjs) qui tourne sur ROS et qui
utilise des applets pour montrer graphiquement des comportements re´actifs ; les applets peuvent eˆtre utilise´s
dans un browser comme Explorer ou par une application a` part entie`re.
API
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Fig. 7.4: Compilation et exe´cution d’un agent
Le syste`me ROS offre 4 services (de´finis dans l’interface API kernel). Ces services e´quivalent aux system calls
d’un syste`me d’exploitation et ils sont les suivants :
1. La gestion d’Agents (charge et de´charge d’agents).
int load(Agent ro);
int load(Agent ro, Output o);
int load(Agent ro, String[] args, Output o);
Charge l’agent ro dans le syste`me en lui affectant un nom. L’agent est charge´ a` l’instant d’apre`s et,
s’il a de´ja` e´te´ exe´cute´ auparavant, on charge juste son re´sidu. Le parame`tre args est une copie des
variables que rec¸oit le syste`me au de´marrage.
Lorsque le parame`tre Output est pre´sent, il est utilise´ comme une deuxie`me sortie standard. L’agent
peut l’utiliser dans le code re´actif par les deux instructions atomiques d’impression print et println
qui sont e´quivalentes aux instructions System.out.print et System.out.println. Pour pouvoir les
utiliser sur une plate-forme ROS, il faut que l’agent imple´mente l’interface Output, ce qui est toujours
le cas lorsque on compile avec l’option -ros.
void loadInst(Program i);
Charge un programme Junior dans la machine. Le programme n’a aucune structure de controˆle et
donc n’a pas de nom non plus
void unLoad(Agent ro);
Program unLoad(String name);
E´limine un agent en utilisant une chaˆıne name ou l’objet ro. L’e´limination consiste en la ge´ne´ration
de l’e´ve´nement kill et l’e´limination du tableau des agents.
Hashtable getTable();
Retourne une copie du tableau des agents du syste`me. Le tableau est de type Hashtable de Java et
il donne l’e´tat du syste`me a` l’instant i-1 (ou i est l’instant d’exe´cution), plus les agents qui ont e´te´
charge´s dans l’instant courant, avant l’appel de la me´thode.
2. Interaction avec la machine re´active. Il offre la meˆme API que la machine re´active de Junior, plus les
me´thodes suivantes :
void generate(String name);
void generate(String name, Object val);
Ge´ne`re un e´ve´nement name dans la machine. L’e´ve´nement peut eˆtre un e´ve´nement value´ qui utilise
l’objet val. Cette ge´ne´ration implique l’utilisation du StringIdentifier de´fini dans le langage Rejo.
void suspend();
void resume();
Ces me´thodes suspendent et reprennent l’exe´cution du de´mon de la machine.
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3. Quelques me´thodes pour obtenir des informations sur l´e´tat de la machine.
int getInstant();
Retourne le nombre d’instants au cours desquels la machine re´active a e´te´ active´e.
int getRejos();
Retourne le nombre d’agents pre´sents dans le syste`me.
String getName();
Retourne le nom du syste`me. Ce nom est utilise´ par le service de migration et il sert a` diffe´rencier
plusieurs syste`mes ROS tournant sur la meˆme machine physique. Ce nom est donne´ par l’utilisateur
au moment du de´marrage avec l’option -n.
4. Un service de migration offert par le de´mon de migration qui exe´cute les appels de la me´thode :
int Agent(Agent ag) throws java.rmi.RemoteException;
Cette me´thode charge l’agent ag en utilisant la me´thode load(ag, ros); ou` ros est un identifier du
syste`me ROS qui rec¸oit l’agent.
7.3 Les Agents
Un Agent en ROS n’est pas autre chose qu’un Rejo avec une structure particulie`re. Deux conditions cependant
doivent eˆtre respecte´es pour pouvoir exe´cuter un programme Rejo sur la plate-forme ROS :
1. Une des me´thodes re´actives doit s’appeler rmain. Celle-ci joue le meˆme roˆle que la me´thode main d’un
programme Java, c’est-a`-dire que c’est la me´thode a` laquelle le syste`me donne le controˆle initialement ;
2. Le programme Rejo doit imple´menter l’interface Agent. Cette interface de´finit l’API de l’agent, par
exemple c’est elle qui spe´cifie que l’agent doit posse´der la me´thode rmain mais aussi d’autres me´thodes
pour re´cupe´rer des informations indispensables comme le nom de l’agent.
La plate-forme ROS offre deux services principaux aux agents Rejo : un service de nommage local et une
structure de controˆle. La structure de controˆle permet de faire trois choses :
1. Controˆler l’exe´cution de l’agent. Le controˆle consiste a` pouvoir le tuer, le suspendre et le re´sumer.
2. Effectuer deux ope´rations sur le corps de l’agent : 1) lui ajouter un nouveau comportement en paralle`le,
et 2) sauvegarder l’e´tat d’exe´cution. En fait, il s’agit de la sauvegarde de tout l’agent, c’est-a`-dire de son
e´tat d’exe´cution et de ses donne´es.
3. Migrer l’agent. Cette ope´ration consiste a` envoyer une copie de l’agent a` un site distant et a` l’enlever
localement. La migration est explique´e dans la section suivante.
Toutes ces ope´rations sont imple´mente´es dans une me´thode re´active appele´e shell qui est exe´cute´e par le
syste`me ROS lors de la charge d’un agent, par la me´thode load. Les ope´rations de controˆle sont imple´mente´es
a` l’aide de signaux (de type String) qui utilisent la convention suivante :
nom de l′agent + ! + nom de l′ope´ration
ainsi un agent qui s’appelle toto aura les signaux de controˆle de´crits dans la figure 7.2.
Le signal de migration doit eˆtre un signal value´ dont la valeur contient l’adresse du site distant ou` l’agent veut
migrer. Les signaux kill et migra ont une se´mantique particulie`re : ils exe´cutent du code Java pour permettre
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Signal Valeur Action
”toto!susp” Suspend l’agent.
”toto!resume” Re´sume l’exe´cution de l’agent suspendu.
”toto!kill” Tue l’agent.
”toto!migra” Adresse Migre l’agent.
”toto!ser” Nom du fichier Sauve l’e´tat de l’agent.
”toto!add” Programme Ajoute un comportement re´actif a` l’agent.
Tab. 7.2: Signaux d’un agent en ROS
Signal Java Me´thode
”toto!kill” termin()
”toto!migra” freeze(): exe´cute´ avant la migration.
warmup(): exe´cute´ avant d’exe´cuter le code re´actif dans le site distant.
Tab. 7.3: Me´thode Java et sa se´mantique
que l’agent fasse une dernie`re action1, par exemple libe´rer les ressources qu’il a alloue´ (les re´initialiser ou les
de´truire). La table 7.3 montre les me´thodes Java exe´cute´es lorsque les signaux kill et migra sont ge´ne´re´s.
Etant donne´ qu’il existe 6 e´ve´nements de controˆle, la table 7.2 n’est pas suffisante pour de´crire le comportement
d’un agent. En fait, il nous faut donner une description du comportement re´actif pour chaque combinaison
possible de la ge´ne´ration de deux ou plus e´ve´nements de controˆle au cours d’un meˆme instant. La table 7.4
de´crit le comportement d’un agent comme un automate qui change d’e´tat (au cours du meˆme instant ou entre
deux instant) lorsque les diffe´rents e´ve´nements de controˆle sont ge´ne´re´s. La description est exhaustive et tre`s
compacte car plusieurs cas sont traite´s de la meˆme manie`re. Dans ce tableau, 3 caracte`res sont utilise´s pour
chaque e´ve´nement : G qui veut dire que l’e´ve´nement a e´te´ ge´ne´re´, - qui veut dire que l’e´ve´nement n’a pas
e´te´ ge´ne´re´, et x qui veut dire qu’il n’est pas important de savoir si l’e´ve´nement a e´te´ ge´ne´re´ ou pas pour
prendre la de´cision. Par exemple, la premie`re ligne indique que si l’e´ve´nement de controˆle kill est ge´ne´re´ a`
l’instant i, l’agent passera a` l’e´tat kill (e´tat final qui veut dire tue´) dans le meˆme instant ou au prochain instant.
Cette de´cision d’arreˆter le comportement est prise inde´pendamment de la pre´sence ou de l’absence des autres
e´ve´nements.
7.3.1 Imple´mentation
La structure actuelle d’un agent est trop complexe pour la pre´senter et l’expliquer dans une seule section. On
va donc pre´senter la structure par e´tapes pour faciliter sa compre´hension et s’abstraire de quelques de´tails peu
importants.
La structure de controˆle d’un agent a e´te´ code´e, principalement, avec une me´thode re´active appele´e shell.
Dans cette me´thode on peut identifier un programme re´actif comme celui donne´ dans le listing 7.1.
1 local ( ” s tep ” )
1Cette dernie`re action est similaire a` celle qui a e´te´ de´finie en SugarCubes sous le nom de Notification. En SugarCubes, il existe
des notifications pour la terminaison, le gel et le re´veil d’une instruction, ainsi que pour le de´but et la fin d’instant. Les notifications
de SugarCubes sont imple´mente´es par des instructions re´actives et non , comme en ROS, par des actions atomiques.
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Etat i susp res kill add ser migra Nouvel e´tat Action
run x x G x x x kill ( i ou i+1 ) termin()
run G x - x x x susp (i+1)
run x x - G G G freeze (i+1)
susp x x G x x x kill ( i ou i+1 ) termin()
susp x G - x x x run ( i )
susp G - - x x x susp (i+1)
freeze x x G x x x kill ( i ) ou run ( k )
sur machine distante
termin() et/ou freeze()
et warmup()
freeze x x - x x x run ( i ) ou run ( k )
sur machine distante
termin()
Tab. 7.4: Exe´cution des e´ve´nements
2 until ( ” k i l l ” )
3 par
4 {
5 loop{
6 until ( ” susp ” )
7 loop{
8 gen ” step ” ;
9 stop ;}
10 handler{
11 stop ;
12 wait ”resume” ;
13 }
14 }
15 | |
16 control ( ” s tep ” ){
17 ca l l body ( ) ;
18 gen ” k i l l ” ;
19 }
20 }
Listing 7.1: Controˆle de base d’un agent
Ce programme imple´mente les trois comportements de base : suspendre, re´sumer et tuer un comportement
re´actif. Les signaux de controˆle sont imple´mente´s de la fac¸on suivante :
• Pour tuer l’agent on utilise une instruction Until associe´e a` l’e´ve´nement kill (ligne 2).
• Pour suspendre et re´sumer l’agent, on utilise un e´ve´nement auxiliaire appele´ step. Lorsque l’e´ve´nement
est ge´ne´re´ (ligne 8), l’agent s’exe´cute un instant (ligne 16). Pour suspendre l’agent, on arreˆte de ge´ne´rer
le signal step (ligne 6). Pour re´sumer l’exe´cution, on attend la ge´ne´ration de l’ e´ve´nement resume (ligne
12) avant de recommencer a` ge´ne´rer l’e´ve´nement step a` chaque instant (lignes 5 et 7).
• Lorsque le programme re´actif termine normalement, on se de´barrasse de la structure de controˆle qui reste
(ligne 18 qui tue la premie`re branche du Par).
• Pour ne pas avoir d’interfe´rences avec l’e´ve´nement auxiliaire step, on le de´clare local (ligne 1).
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Pour exe´cuter les me´thodes Java qui ont une se´mantique spe´ciale, on les invoque dans le code pre´ce`dent ; par
exemple, la me´thode termin() est invoque´e comme un atome qui s’exe´cute lorsque l’instruction Until (ligne 2)
termine et que l’on exe´cute son handler (qui n’est pas e´crit).
Maintenant voyons comment modifier le programme pre´ce´dent pour ajouter le comportement re´actif qui per-
met la migration de l’agent. L’algorithme re´actif peut eˆtre imple´mente´ de deux fac¸ons : re´cursivement
ou ite´rativement. La figure 7.5 pre´sente l’imple´mentation re´cursive (a` gauche) et l’imple´mentation ite´rative
(a` droite) ; ces codes remplacent l’instruction Control du listing 7.1. Dans les deux cas, la migration est
imple´mente´e par deux comportements : un qui attend l’e´ve´nement de migration et qui apre`s avoir re´cupe´re´ le
re´sidu essaie d’envoyer une copie, et un autre comportement charge´ de re´-exe´cuter l’agent en cas d’e´chec. En
fait, toute la diffe´rence entre ces deux me´canismes re´side dans la fac¸on de recharger le code en cas d’e´chec. Un
e´le´ment cle´ dans la recharge est la me´thode body(), qui n’est pas une me´thode re´active code´e en Rejo mais qui
rend le programme re´actif de l’agent (stocke´ dans une variable de l’agent).
Voici une description des ces deux algorithmes :
• L’imple´mentation re´cursive utilise une me´thode re´active (la me´thode reLoad() dans la troisie`me branche
du Par) qui recharge l’agent en recre´ant la structure qui ge`le l’agent (premie`re branche de l’instruction
Par de la me´thode reLoad) et en se recre´ant elle-meˆme (deuxie`me branche de la me´thode reLoad) pour
de futures tentatives de migration.
• L’imple´mentation ite´rative re´-exe´cute l’agent en re´utilisant la meˆme structure avec une instruction Loop.
La particularite´ de cet algorithme est la fac¸on dont on termine le programme lorsque l’agent finit normale-
ment ; pour cela on utilise la variable end qui prend la valeur de true quand l’agent finit normalement et
false quand l’agent est gele´. Cette particularite´ va nous eˆtre tre`s utile dans la suite car elle va perme-
ttre d’e´liminer un proble`me qui apparaˆıt a` cause de l’instruction gen "kill"’ pre´sente dans le corps de
l’instruction Freezable de l’imple´mentation re´cursive.
Dans les deux algorithmes, on exe´cute la me´thode migrateTo() qui se charge d’envoyer une copie de l’agent
(par RMI) et la me´thode freeze() qui est exe´cute´e quand la migration a lieu sans proble`me.
Voyons maintenant comment modifier le code pour ajouter de nouveaux comportements re´actifs et pour les
se´rialiser. L’ajout dynamique et la se´rialisation vont ge´ne´rer des modifications importantes dues a` deux
proble`mes : 1) plusieurs ope´rations doivent eˆtre effectue´es sur le code de l’agent qui est en train d’eˆtre exe´cute´, et
2) ces ope´rations doivent eˆtre effectue´es dans un ordre particulier. En fait, il nous faut construire un code re´actif
de fac¸on non-structurelle, autrement dit on a besoin d’un me´canisme qui ge`re toutes les ope´rations ensemble
et pas plusieurs me´canismes ou instructions. Par exemple, l’ajout dynamique (imple´mente´ avec l’instruction
Dynapar) et la migration (imple´mente´ avec l’instruction Freezable) peuvent entrer en conflit. Voici les deux cas
possibles :
1. dynapar("eve1", freezable("eve2", body()))
lorsqu’on ajoute des nouveaux comportements re´actifs a` l’agent, on ne va pas les migrer car ils seront
en dehors de l’instruction freezable. On pourrait ajouter les comportement re´actifs avec une instruction
freezable pour les migrer, mais cela impliquerait qu’un utilisateur lambda doit connaˆıtre les de´tails de
l’imple´mentation (pour chaque version) pour migrer e´galement les ajouts (bien suˆr, si c’est ce qu’il veut
faire).
2. freezable("eve2", dynapar("eve1", body()))
lorsqu’on migre l’agent, on va migrer son corps et aussi l’instruction Dynapar qui fait partie de la structure
de controˆle. Le proble`me est que le me´canisme de migration que l’on imple´mente, migre uniquement le
code de l’agent et pas la structure de controˆle qui est recre´e´e a` chaque fois que l’agent est charge´. On a
choisi de migrer juste le code de l’agent pour 1) re´duire le temps de migration (on ne migre pas la structure
constitue´e d’a`-peu-pre`s 100 instructions re´actives), et 2) e´viter de futurs conflits a` cause de la structure
choisie ; l’agent pourrait migrer (ou eˆtre exe´cute´ a` partir de sa sauvegarde en disque) sans proble`mes entre
deux versions diffe´rentes du syste`me ROS.
Chapitre 7. ROS: architecture et agents 155
control ( ” s tep ” ){
par
{
freezable ( ”migra” ){
ca l l body ( ) ;
gen ” k i l l ” ;
}
| |
loop{
wait ”migra” , obj ;
i f ( migrateTo ( obj ) ) {
f r e e z e ( ) ;
gen ” k i l l ” ;
} else
gen ” re l oad ” ;
stop ;
}
| |
wait ” re l oad ” ;
run reLoad ( ) ;
}
}
public r e a c t i v e reLoad ( )
{
par
{
freezable ( ”migra” ){
ca l l body ( ) ;
}
| |
stop ;
wait ” re l oad ” ;
ca l l reLoad ( ) ;
}
}
control ( ” s tep ” ){
par
{
loop{
end=true ;
freezable ( ”migra” ){
ca l l body ( ) ;
}handler{
wait ” re l oad ” ;
end=fa l se ;
}
i f ( end ){
gen ” k i l l ” ;
stop ;
}
}
| |
loop{
wait ”migra” , obj ;
i f ( migrateTo ( obj ) ) {
f r e e z e ( ) ;
gen ” k i l l ” ;
} else
gen ” re l oad ” ;
stop ;
}
}
}
a) Imple´mentation re´cursive b) Imple´mentation ite´rative
Fig. 7.5: Migration
Une autre solution possible au proble`me de la migration de l’instruction Dynapar serait de l’e´liminer avant
de charger l’agent. Ceci pose le proble`me de pouvoir analyser un programme re´actif inde´pendamment de
l’imple´mentation, pour extraire le corps de l’instruction Dynapar. Jusqu’a` maintenant, il n’existe pas
d’interface de programmation pour faire ce genre de choses. Il existe aussi un autre proble`me a` re´soudre
pour distinguer si la provenance de l’agent est locale ou distante. En effet, dans le cas d’une provenance
locale, il ne faut pas e´liminer l’instruction Dynapar si elle apparaˆıt dans le corps de l’agent.
La solution adopte´e consiste a` utiliser l’instruction Freezable avec un algorithme ite´ratif et un e´ve´nement de
controˆle. Le listing 7.2 montre le code de la nouvelle imple´mentation de l’instruction Control. La premie`re
branche est la meˆme que celle que l’on a donne´ dans la figure 7.5 en changeant l’e´ve´nement de controˆle "migra"
par "ctl" (ligne 6). L’e´ve´nement de controˆle est ge´ne´re´ lorsqu’on veut faire une des ope´rations qui demande
le gel du corps de l’agent (dernie`re branche du Par, ligne 37) ; si un de ces e´ve´nements est ge´ne´re´, on ge´ne`re
e´galement l’e´ve´nement de controˆle (ligne 38) et a` l’instant d’apre`s (ligne 39) on traite tous les e´ve´nements
dans un ordre particulier. Le me´canisme pour traiter les e´ve´nements dans un ordre particulier est simple mais
volumineux ; le proble`me est l’impossibilite´ de savoir, a` partir du moteur d’exe´cution, si un e´ve´nement a e´te´
ge´ne´re´ dans l’instant pre´ce´dent. La 2e`me, 3e`me et 4e`me branches du Par servent a` de´tecter la ge´ne´ration des
e´ve´nements qui sont ensuite traite´s a` l’instant d’apre`s, par la suite d’instructions If dans la 5e`me branche du
Par. Cette suite de´finit l’ordre dans lequel on traite les e´ve´nements, autrement dit, lorsque ces e´ve´nements
sont ge´ne´re´ simultane´ment, on fait l’ajout d’abord, ensuite la se´rialisation, et a` la fin la migration. L’ordre
que j’ai choisi est base´ sur l’utilite´ des ope´rations mais a aussi un aspect arbitraire. Par exemple, il ne fait
pas de sens de migrer l’agent, puis d’ajouter un comportement a` quelque chose qui va eˆtre de´truit. Par contre,
l’ope´ration de se´rialisation peut parfaitement commuter avec l’ajout et la migration, en produisant des re´sultat
diffe´rents, Dans ces cas, il importe que ces ope´rations soient effectue´es de manie`re de´terministe. Le traitement
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des e´ve´nements finit, en ge´ne´ral, par la ge´ne´ration de l’e´ve´nement "reload" qui sert a` reprendre l’exe´cution
normale ou en cas d’e´chec dans la migration.
Pour finir, on va pre´senter le code qui est utilise´ pour re´cupe´rer les erreurs ; ce code, donne´ dans le listing 7.3,
fait partie de la structure qui imple´mente les trois ope´rations de base (on a e´crit les instructions Local et Until
de la structure). Le code sert a` :
1. Exe´cuter la me´thode warmup() si l’agent est charge´ apre`s avoir migre´.
2. Exe´cuter la me´thode termin() lorsque l’agent termine. On exe´cute aussi la me´thode unLoad() qui e´limine
alors l’agent du tableau d’agents du noyau de Ros.
3. Eviter la propagation des erreurs de l’agent. Pour cela on utilise l’instruction Try-catch qui attrape les
exceptions et qui exe´cute e´galement les me´thodes warmup() et termin().
Tous les e´ve´nements utilise´s jusqu’a` maintenant sont pre´ce´de´s du code locName()+ pour les distinguer de ceux
des autres agents. On pourrait aussi les construire on utilisant une syntaxe du type :
locName() + "!event" || groupeName() + "!event"
pour imple´menter une notion de groupe.
Les invocations des me´thodes freeze(), warmup() et termin() sont aussi pre´ce´de´es de la me´thode This()
qui est utilise´e pour distinguer le this du Rejo auxiliaire qui imple´mente la structure de controˆle, de celui qui
imple´mente le code de l’agent.
7.3.2 Migration
Tous les me´canismes de migration en Junior sont base´s sur les meˆmes principes suivants :
1. Les instructions re´actives sont imple´mente´es comme des objets Java, objets-instruction .
2. Un programme re´actif est donc un ensemble d’objets-instructions.
3. L’exe´cution d’un programme re´actif alte`re les donne´es des objets-instructions. Les donne´es des objets-
instructions peuvent eˆtre vues comme le program counter (compteur-programme) qui de´crit la prochaine
instruction a` exe´cuter.
4. La migration du code re´actif (migration forte) signifie la simple copie des objets-instructions locaux dans
la machine distante. Cette ope´ration de copie distante est faite en Java par RMI.
Les me´canismes de migration qui ont e´te´ cre´e´s en Junior et SugarCubes reposent sur ces quatre principes et
de´finissent : 1) celui qui fait la copie, l’agent lui-meˆme ou une entite´ externe, 2) quand la fait-il, inter-instant
ou intra-instant, 3) quels protocoles sont utilise´s, RMI ou sockets, plus le protocole qui demande la migration
au site d’accueil. Tous ces sujets sont traite´s dans la suite.
Pour imple´menter la migration en Junior il existe deux options :
1. Construire l’agent avec le minimum ne´cessaire pour imple´menter un me´canisme de migration quelconque.
Autrement dit, l’agent contient juste l’instruction Freezable.
2. Construire l’agent avec l’instruction Freezable et un ensemble d’instructions qui imple´mentent un me´canisme
particulier de migration : le protocole de haut niveau (qui repose sur un protocole de bas niveau comme
TCP ou RMI) entre le site distant et le site local.
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1 control ( ” s tep ” ){
2 par
3 {
4 loop{
5 end=fa l se ;
6 freezable ( ” c t l ” ){
7 ca l l body ( ) ;
8 }handler{
9 end=true ;
10 wait ” re l oad ” ;
11 }
12 i f ( ! end ){
13 gen ” k i l l ” ;
14 stop ;
15 }
16 }
17 | |
18 loop{
19 wait ”add” ;
20 adding = true ;
21 stop ;
22 }
23 | |
24 loop{
25 wait ” s e r ” ;
26 s e r i a l i z i n g = true ;
27 stop ;
28 }
29 | |
30 loop{
31 wait ”migra” ;
32 migrat ing = true ;
33 stop ;
34 }
35 | |
36 loop{
37 wait ”add” | | ” s e r ” | | ”migra” ;
38 gen ” c t l ” ;
39 stop ;
40 i f ( adding ){
41 adding ( env ) ;
42 gen ” re l oad ” ;
43 }
44
45 i f ( s e r i a l i z i n g ){
46 s e r i a l ( env ) ;
47 gen ” re l oad ” ;
48 }
49
50 i f ( migrat ing ){
51 i f ( migrateTo ( env ) ) {
52 f r e e z e ( ) ;
53 gen ” k i l l ” ;
54 } else {
55 gen ” re l oad ” ;
56 }
57 }
58 }
59 }
60 }
Listing 7.2: Code de migration, se´rialisation et ajout
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1 try{
2 i f ( migra ( ) )
3 warmup ( ) ;
4 local ( ” s tep ” )
5 until ( ” k i l l ” ){
6 . . .
7
8 }handler{
9 done=true ;
10 termin ( ) ;
11 unLoad ( This ( ) ) ;
12 }
13 }catch{
14 i f ( ! done )
15 try{
16 termin ( ) ;
17 unLoad ( This ( ) ) ;
18 }catch { ; }
19 }
20 termin ( ) ;
21 unLoad ( This ( ) ) ;
22 }
Listing 7.3: Traitement d’erreurs
Les premie`res imple´mentations de Rejo imple´mentaient la migration a` partir de la deuxie`me option car celle-ci
offre deux avantages. Elle permet de 1) Expe´rimenter facilement avec plusieurs me´canismes de migration qui
devient alors un me´canisme orthogonal a` l’exe´cution du Rejo, et 2) Migrer un Rejo qui n’a pas e´te´ conc¸u pour
migrer. L’avantage est de pouvoir re´utiliser du code qui n’a pas e´te´ cre´e´ pour la migration mais l’inconve´nient
est que pour la meˆme raison le code re´utilise´ n’est pas toujours conforme au format requis, c’est-a`-dire qu’il
n’est pas toujours se´rialisable.
Ne´anmoins, cette option s’ave`re difficile a` utiliser : l’utilisateur doit en effet cre´er son propre me´canisme de
migration ou en utiliser un de´ja` cre´e´ ; dans les deux cas il faut ajouter le programme dans la machine pour
de´clencher la migration. Pour cette raison, l’imple´mentation actuelle des agents cre´e les agents avec tout ce
qu’il faut pour migrer.
Imple´mentation
Voici maintenant un re´capitulatif de l’imple´mentation de la migration a` base de RMI. Le code de la migration
qui effectue l’appel distant se trouve dans la me´thode MigrateTo(...) donne´ dans le listing 7.3.2.
La suite d’actions pour migrer un agent est la suivante :
1. Ge´ne´ration de l’e´ve´nement qui de´clenche la migration, par exemple :
generate "toto!migre", "polka.inria.fr/Ros1";
Comme chaque Rejo a un nom unique (ici toto), on obtient une migration se´lective. L’adresse est compose´e
du nom de la machine (polka.inria.fr) plus le nom du site Ros (Ros1 par de´faut) se´pare´s par le caracte`re
”/”.
2. Gel du code de l’agent. Le gel est fait graˆce a` l’instruction re´active freezable(String) qui retire de la
machine les instructions re´actives qui restent a` exe´cuter.
3. Exe´cution du code re´actif en charge de la migration (me´thode migrateTo). On commence par la re´cupe´ration
de l’adresse de destination (lignes 5-11 de la me´thode migrateTo).
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4. Enle`vement des instructions re´actives de la machine (ligne 13 de la me´thode migrateTo). Le noyau de
ROS appelle la me´thode getFrozenIntruction (String) qui rend une copie des instructions re´actives
gele´es qui se trouvent dans la machine.
5. Gestion de quelques erreurs et pre´paration de l’agent : on stocke le code re´actif et on appelle la me´thode
setMigra(true) pour noter que l’agent est charge´ apre`s une migration.
6. Envoi d’une copie du Rejo a` la machine distante (ligne 23 de la me´thode migrateTo). On fait un appel
distant (RMI) en envoyant l’objet comme parame`tre.
7. Si la migration e´choue, l’agent est recharge´ dans le syste`me, comme explique´ dans la section pre´ce´dente.
8. Sinon, on exe´cute la me´thode freeze() et on enle`ve les instructions de controˆle du Rejo (gen "kill").
9. Chargement de l’agent dans la machine distante. Cette action est effectue´e par la me´thode Load(Agent)
qui fait partie du de´mon de migration du noyau.
1 public boolean migrateTo ( Object [ ] obj )
2 {
3 St r ing dest=”” , nameRos=”” ;
4
5 i f ( obj . l ength < 2 ){
6 System . out . p r i n t l n ( ”Unknown address ” ) ;
7 return fa lse ;
8 } else {
9 dest = ( St r ing ) obj [ 0 ] ;
10 nameRos = ( St r ing ) obj [ 1 ] ;
11 }
12
13 Program re s = ros . unLoad ( locName () + ” ! c t l ” ) ;
14 i f ( r e s == null ){
15 System . out . p r i n t l n ( ” Empty program ” ) ;
16 return fa lse ;
17 }
18 setBody ( r e s ) ;
19 setMigra ( true ) ;
20 try{
21 Migrat ionServ SendingThe =(Migrat ionServ ) lookup
22 ( ”//”+dest+”/MigrationServAt ”+ nameRos ) ;
23 i f ( SendingThe . Agent ( r e j o ) )
24 return fa lse ;
25 }catch ( Exception e ) {
26 System . out . p r i n t l n ( ”\n Migrat ion Error o f ”+locName () +
27 ” To ”+ dest +” ”+ nameRos +”\n” ) ;
28 System . out . p r i n t l n ( ” ”+ e . getMessage ( ) ) ;
29 e . pr intStackTrace ( ) ;
30 return fa lse ;
31 }
32 return true ;
33 }
La figure 7.6 illustre les e´tapes de la migration par rapport aux instants de la machine :
Si la migration se de´roule sans proble`me, elle s’effectue en deux instants et non en trois lorsque l’agent a
juste l’instruction Freezable (il faut un instant supple´mentaire pour charger le programme qui imple´mente la
migration).
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1. gen "agentName!migra", "adrs/rosId"
instant i instant i+1
2. Gel et élimination
des instructions
3. Envoi d’une copie avec RMI
If( problème ) {recharge avec run}
4. Re−exécution
instant i+2 . . .
5. Charge les instructions
instant j
machine B
machine A
2 instants
else {élimination de la structure de contrôle}
Fig. 7.6: Etapes de la migration
7.3.3 Deuxie`me imple´mentation des agents
Dans les sections pre´ce´dentes on a montre´ comment on peut imple´menter un agent mobile en utilisant Rejo ;
cette imple´mentation pre´sente cependant quelques proble`mes :
1. La structure est assez complexe et il n’est pas facile de savoir, par exemple, ce qui ce passe lorsque ont e´te´
ge´ne´re´s au meˆme instant deux ou plusieurs e´ve´nements de controˆle. La complexite´ provient en particulier
du fait que la re´action a` certains e´ve´nements prend deux instants.
2. La structure est compose´e de plusieurs instructions dont certaines sont exe´cute´es a` chaque instant. Cette
structure est donc tre`s gourmande en ressources et elle passe mal a` l’e´chelle. Par exemple, si on ne
conside`re que la structure qui permet de suspendre, re´sumer et tuer un comportement re´actif, on voit
qu’elle est compose´e de 15 instructions dont 11 sont exe´cute´es re´gulie`rement.
Dans cette section on va pre´senter une nouvelle instruction re´active, appele´e ReactiveThread, qui imple´mente
un comportement tre`s proche de celui de´fini par la me´thode shell d’un agent. L’ide´e est de de´finir une
instruction qui ait une se´mantique plus claire et qui soit plus efficace. La nouvelle instruction est de´finie
formellement en utilisant des re`gles de re´e´criture (voir la table 7.6); dans la se´mantique on utilise rth au lieu de
ReactiveThread et il y a deux instructions auxiliaires rtha et rths. L’instruction ReactiveThread est de´crite
informellement dans la suite.
L’instruction ReactiveThread de´finit une sorte de thread re´actif qui re´agit a` quatre e´ve´nements : un e´ve´nement
pour le suspendre, un e´ve´nement pour le re´sumer, un e´ve´nement pour le tuer, et un e´ve´nement pour lui ajouter un
comportement en paralle`le, qui sera aussi sous le controˆle des trois e´ve´nements pre´ce´dents. Si aucun e´ve´nement
de controˆle n’est ge´ne´re´, on exe´cute re´gulie`rement le corps du thread ; si un ou plusieurs e´ve´nements sont
ge´ne´re´s au cours d’un instant, on attend la fin de l’instant et, a` ce moment, on prend une de´cision. Vu comme
un automate, le thread re´actif change d’e´tat seulement entre les instants et non au cours d’un meˆme instant
(comme le fait un Agent en Ros). Le thread re´actif change d’e´tat en analysant tous les combinaisons possibles
(qui nous inte´ressent) ; la table 7.5 montre la table des transitions de l’automate qui de´crit le comportement
du thread re´actif.
Le thread re´actif se distingue d’un agent en Ros par les points suivants :
1. On peut ajouter des nouveau comportement re´actifs a` un thread re´actif meˆme lorsqu’il est suspendu. Cette
ope´ration est imple´mente´e par un simple test (repre´sente´ par une re`gle de re´-e´criture dans la se´mantique)
mais en Ros son imple´mentation serait beaucoup plus complexe.
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2. La terminaison d’un thread re´actif a toujours lieu a` la fin de l’instant tandis qu’un agent en ROS peut
finir instantane´ment. La terminaison instantane´e d’un agent n’est pas une caracte´ristique importante en
ROS puisqu’il est impossible de mettre en se´quence un programme re´actif avec l’agent ; tous les agents
sont exe´cute´s en paralle`le par des add dans la machine re´active.
Etat i susp res kill add Etat i+1 Action
run x x G x kill
run G x - - susp
run G x - G susp Par(body,
∑
currentValue(a))
run - x - - run
susp x x G x kill
susp x G - - run
susp x G - G run Par(body,
∑
currentValue(a))
susp x - - - susp
Tab. 7.5: Exe´cution des e´ve´nements
t,E
α−→t′,E′ α!=STOP
rth(s,r,k,a,t),E
α−→rth(s,r,k,a,t′),E′
t,E
STOP−→ t′,E′ rtha(s,r,k,a,t′),E′ α−→t′′,E′′
rth(s,r,k,a,t),E
α−→t′′,E′′
eoi=false
rtha(s,r,k,a,t),E
SUSP−→ rtha(s,r,k,a,t),E
sat(k) eoi=true
rtha(s,r,k,a,t),E
STOP−→ Nothing,E
sat( !k ∧ !s ∧ !a )
rtha(s,r,k,a,t),E
STOP−→ rth(s,r,k,a,t),E
sat( !k ∧ a ∧ !s )
rtha(s,r,k,a,t),E
STOP−→ rth(s,r,k,a,Par(t,P currentV alue(a))),E
sat( !k ∧ a ∧ s )
rtha(s,r,k,a,t),E
STOP−→ rths(s,r,k,a,Par(t,P currentV alue(a))),E sat( !k ∧ !a ∧ s )rtha(s,r,k,a,t),ESTOP−→ rths(s,r,k,a,t),E
eoi=false
rths(s,r,k,a,t),E
SUSP−→ rths(s,r,k,a,t),E
sat(k) eoi=true
rths(s,r,k,a,t),E
STOP−→ Nothing,E
sat( !k ∧ !r ∧ !a )
rths(s,r,k,a,t),E
STOP−→ rths(s,r,k,a,t),E
sat( !k ∧ !r ∧ a )
rths(s,r,k,a,t),E
STOP−→ rths(s,r,k,a,Par(t,P currentV alue(a))),E
sat( !k ∧ r ∧ a )
rths(s,r,k,a,t),E
STOP−→ rth(s,r,k,a,Par(t,P currentV alue(a))),E sat( !k ∧ r ∧ !a )rths(s,r,k,a,t),ESTOP−→ rth(s,r,k,a,t),E
Tab. 7.6: Se´mantique du Thread Re´actif
7.4 Exemples
Le but de cette section est de pre´senter quelques exemples complexes pour illustrer l’utilisation de Rejo/ROS
dans la construction d’applications plus se´rieuses.
7.4.1 Shell re´actif
Le Shell Re´actif (Rsh) fut cre´e´ avec deux objectifs : 1) faciliter l’exe´cution dynamique des programmes Rejo,
et 2) pouvoir tester les programmes re´actifs a` l’aide d’un langage interpre´te´, soit en tapant des commandes,
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soit en exe´cutant un script. Rsh est similaire aux Reactive Scripts [BOU 96a] par plusieurs aspects comme la
syntaxe et les instructions re´actives de base ; cependant, Rsh est diffe´rent par le nombre d’instructions re´actives
accepte´es (plus restreint) et par son mode`le d’exe´cution base´ sur la cre´ation d’un Rejo qui permet de controˆler
les commandes.
Lorsque le Rsh de´marre, il imprime un prompt de la forme < hostname | path actuel> et se met a` attendre
des commandes. Rsh imple´mente trois types de commandes :
1. Des instructions re´actives traduites en code Junior.
2. Des commandes atomiques pour effectuer quelques ope´rations de gestion de fichiers comme ls, cd et cat.
3. Quelques commandes pour interagir avec les agents et le syste`me.
La table 7.7 e´nume`re la liste de commandes imple´mente´es et donne une petite description pour chacune.
Comme tout langage interpre´te´, Rsh permet la cre´ation et l’exe´cution de scripts, c’est-a`-dire de commandes
stocke´es dans un fichier pour une exe´cution ulte´rieure. Les scripts doivent eˆtre sauve´s dans fichier qui a
l’extension .rs et ils sont e´galement exe´cute´s par un Rejo qui les controˆle.
L’imple´mentation de Rsh utilise un parseur et un comportement re´actif en Rejo qui imple´mente l’attente et
l’exe´cution des commandes. Lorsqu’une commande est entre´e, on ge´ne`re un e´ve´nement value´ (la commande) ;
la partie re´active analyse la commande (le parseur) et, si la commande est valide, on la traduit en code Junior
et on l’ajoute dans la machine sous la forme d’un Rejo.
Un exemple d’un script en Rsh est montre dans la figure 7.7.
〈 macaroni.inria.fr |∼〉 wait ”start”;
〉 repeat 10 times
〉 prn ”*”;
〉 stop;
〉 end;
〉 repeat 30 times stop end;
〉 ls
〈 macaroni.inria.fr |∼〉 gen ”start”
〈 macaroni.inria.fr |∼〉**********
TYPE FILE
DIR doc
DIR examples
DIR gui
DIR kernel
DIR lib
README
DIR rejo
DIR ricobj
DIR rsh
DIR tools
Version
Fig. 7.7: Exe´cution du Rsh en Ros
Ce programme attend l’e´ve´nement "start" est une fois ge´ne´re´ il imprime dix fois le caracte`re * (un par instant),
puis on laisse passer trente instants et on exe´cute la commande ls dans le re´pertoire actuel.
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Command syntaxe Description
file cre´e et charge dans le syste`me ROS le Rejo
(Instruction Atomique=IA).
file.rs exe´cute le script.
ls liste les fichier du re´pertoire actuel (IA).
cd string change de re´pertoire (IA).
cat string montre le contenu d’un fichier (IA).
ps liste les Rejo dans le syste`me (IA).
kill string tue un Agent de nom string. Cette commande
est e´quivalente a` gen ”string!kill”.
exit termine l’exe´cution du shell mais pas de la ma-
chine re´active.
logout termine l’exe´cution de tout le syste`me, ma-
chine re´active comprise.
A ; B
par A ‖ B end
stop
gen expession
wait condition
loop B end
repeat val times B end
if condition bool then A else B end
when condition then A else B end
until condition then A [ handler B ]
end
control expression then A end
local expression then A end
la se´mantique est la meˆme que celle de Junior,
c’est-a`-dire, si A et B sont deux programmes
valides A ; B est la se´quence de ces deux pro-
grammes. Les conditions peuvent contenir les
ope´rateurs AND, OR, NOT.
Tab. 7.7: Les commandes du Rsh
7.4.2 Ricobj
Une des principales applications qui a e´te´ cre´e´es avec le mode`le re´actif est les Icobjs [BOU 96c]. Les Icobjs
sont un formalisme qui a e´te´ propose´ pour ”programmer” des comportements re´actifs facilement. L’objectif
principal est de fournir une manie`re simple et e´vidente pour des non-spe´cialistes de composer des comportements
au travers de manipulations lie´es a` l’aspect graphique et a` l’animation des objets. La programmation se fait
donc graphiquement avec un me´canisme puissant de combinaison de comportements. Cette programmation
repose sur une notion d’icobj qui regroupe dans une meˆme entite´ un aspect comportemental (caracte´ristique
objet), un aspect graphique (caracte´ristique icoˆne) et un aspect animation. Cette programmation par Icobjs
permet le paralle´lisme, la communication par e´ve´nements diffuse´s ainsi que la migration a` travers le re´seau.
Pour re´sumer, un icobj c’est du comportement, plus du graphique anime´.
Il existe plusieurs versions des Icobjs. La premie`re est imple´mente´e au-dessus de Reactive Scripts (imple´mente´
en C avec l’interpre´teur de scripts re´actifs rsi-tk et construit au dessus de Tcl/Tk), et les deux dernie`res sont
imple´mente´es au-dessus de SugarCubes et de Junior (qui utilisent l’interface graphique de Java). Noter qu’a`
priori, l’utilisateur des Icobjs n’a pas a` utiliser les Reactive Scripts, SC ou Junior ni meˆme a` en connaˆıtre
l’existence. Il existe une page web [WEB Icobj] qui explique en de´tails les Icobjs et qui contient de nombreuses
de´mos.
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Parmi les travaux de recherche autour des Icobj, on peut citer celui d’A. Samarin [SAM 02] qui les a utilise´s
pour imple´menter des comportements qui obe´issent aux lois physiques. En particulier, il propose une nou-
velle technique de simulation de syste`mes dynamiques continus qui introduit un temps discret explicite dans
le processus de simulation. Il utilise 1) la notion d’instant qui est pre´sente dans le re´actif pour, par exemple,
re´soudre nume´riquement les e´quations diffe´rentielles qui de´crivent un phe´nome`ne physique, 2) la diffusion des
e´ve´nements pour faire communiquer les comportements physiques, 3) l’ajout dynamique du re´actif pour con-
struire dynamiquement des phe´nome`nes physiques sans devoir construire pre´alablement un mode`le, et 4) les
Icobjs pour montrer graphiquement les comportements physiques.
Un autre travail utilisant les Icobj est celui de C. Brunette. Celui-ci a e´tudie´ la cohe´rence dans les jeux en
re´seaux distribue´s [BRU 01] et a` l’heure actuelle il est en train de cre´er une nouvelle version des Icobjs au-
dessus de Junior [BRU 02]. La nouvelle version des Icobjs re´sout quelques proble`mes des versions pre´ce´dentes
(comme l’utilisation de la souris et le rafraˆıchissement des images) et ajoute des nouvelles notions (par exemple,
on peut construire un Icobj qui est aussi un Workspace).
Les Ricobjs
Pour imple´menter les Icobjs avec les fonctionnalite´s de Rejo/ROS, j’ai cre´e´ une version des Icobjs que j’appelle
Ricobjs. Les Ricobjs sont code´s en Rejo et sont exe´cute´s par Ros comme des agents migrants. Autrement dit,
on cherche a` :
1. Rendre la programmation des Icobjs plus simple. La cre´ation des comportements re´actifs primitifs se
fait forcement dans un langage de programmation. Les versions actuelles des Icobjs sont code´es soit en
SugarCubes soit en Junior. Rejo facilite cette programmation et, lorsque c’est utile, permet d’utiliser
l’he´ritage de comportements re´actifs.
2. Utiliser le me´canisme de migration de Ros. La simple cre´ation d’un Ricobj lui confe`re ainsi la possibilite´ de
migrer. Pour garantir cette proprie´te´, il a fallu analyser le code de tous les RIcobjs pour assurer qu’aucun
ne contenait des objets non se´rialisables.
3. Utiliser la structure de controˆle des agents. Par de´faut on ne peut que tuer les icobjs ; graˆce a` la structure
d’agent on peut les suspendre, les re´sumer, les tuer, ou bien les sauvegarder ou les migrer.
Les Ricobjs he´ritent des caracte´ristiques des Icobjs :
Un Ricobj peut eˆtre cre´e´, active´ ou bien de´truit. Le comportement d’un Ricobj est la combinaison de son
comportement propre et des influences qu’il subit de la part d’autres Ricobjs. L’exe´cution d’un Ricobj peut
changer sa repre´sentation, l’animer, changer son comportement ou encore agir sur les Ricobjs qui sont dans
sa zone d’influence (Workspace). La cre´ation d’un Ricobj ne´cessite, dans certains cas, la saisie d’informations
externes.
Un aspect essentiel des Ricobjs est la possibilite´ de composer leurs comportements. Il existe des Ricobj
appele´s cre´ateurs dont la principale fonction est de cre´er de nouveaux Ricobjs : le Ricobj Constructor, cre´e
un Ricobj par copie du comportement d’autres Ricobjs, et le Ricobj Load (qui n’existe pas dans les Icobjs),
cre´e un Ricobj a` partir d’une classe.
Les Ricobjs peuvent utiliser leurs zones d’influence pour communiquer entre eux. Ce type de communication
est lie´ au graphique et a` la proximite´, et deux Ricobjs dont les zones d’influence sont disjointes ne peuvent
communiquer par ce moyen. Les e´ve´nements fournissent un autre moyen de communication entre Ricobjs,
qui ne repose pas sur leur aspect graphique. Un e´ve´nement peut eˆtre attendu ou ge´ne´re´ par un Ricobj, lors
de son exe´cution, et il est ainsi possible de controˆler les Ricobjs par des e´ve´nements ge´ne´re´s par d’autres
Ricobjs.
La figure 7.8 illustre l’exe´cution des Ricobjs : on voit un terminal (en noir) qui lance ROS, un Workspace qui
exe´cute les Ricobjs (zone avec des Icones) et un Ricobj qui imple´mente un terminal qui exe´cute un Rsh. Le
terminal contient trois sections organise´es horizontalement : 1) la premie`re (qui se trouve tout en haut) est la
zone de capture des commandes, 2) la deuxie`me zone permet de ge´ne´rer des e´ve´nements value´s (l’e´ve´nement
et la valeur sont des Strings), et 3) la troisie`me zone, qui se trouve au fond, permet de stopper ou re´sumer
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la machine re´active (clock), de faire re´agir la machine une fois lorsqu’elle stoppe´e (step), de cre´er un nouveau
terminal (Rsh), de visualiser le nombre d’instructions exe´cute´es (inst=2119), de visualiser la hauteur de l’arbre
(height=35), et de visualiser le nombre de Rejos pre´sents dans le syste`me (rejos=14).
Fig. 7.8: Les Ricobj (Icobjs code en Rejo)
Quatre des Ricobjs qui se trouvent dans cette figure sont de´finis pour faciliter l’utilisation de l’apport de
Rejo/ROS :
Lorsqu’on active ce Ricobj, il de´tecte tous les Ricobjs qui sont dans sa zone d’influence et ge´ne`re
leurs e´ve´nements de controˆle. Par de´faut l’e´ve´nement de controˆle ge´ne´re´ est l’e´ve´nement pour suspendre
le comportement mais on peut changer l’e´ve´nement de controˆle avec les touches : k pour tuer (kill), r
pour re´sumer et s pour suspendre. La touche c sert a` mettre le Ricobj dans un e´tat dit continu dans
lequel le Rciobj ge´ne`re a` chaque instant l’e´ve´nement de controˆle.
Lorsqu’on active ce Ricobj il de´tecte tous les Ricobjs qui sont dans sa zone d’influence
et ge´ne`re leurs e´ve´nements de migration. L’e´ve´nement de migration est ge´ne´re´ avec l’adresse affiche´e
(lombard.inria.fr/Ros2). Ce Ricobj e´coute l’e´ve´nement value´ <”adrs”, ”siteRos”> pour modifier l’adresse
de migration utilise´e. La touche c sert a` mettre le Ricobj dans l’e´tat continu dans lequel le Ricobj ge´ne`re
a` chaque instant l’e´ve´nement de migration.
Lorsqu’on active ce Ricobj il de´tecte tous les Ricobjs qui sont dans sa zone d’influence et ge´ne`re
leurs e´ve´nements de se´rialisation. L’e´ve´nement de se´rialisation est ge´ne´re´ avec la valeur affiche´e (simul-
1.ser) qui est utilise´e pour sauver les Ricobjs dans un fichier qui porte ce nom. Ce Ricobj re´agit aux
touches suivantes : la touche c sert a` effacer le fichier de sauvegarde ; la touche r met le Ricobj en mode
lecture (read), lorsqu’on active le Ricobj il lit le fichier de sauvegarde et ge´ne´re une instance des Ricobjs
stocke´s ; enfin, la touche w met le Ricobj en mode e´criture (write) dans lequel il ge´ne´re l’e´ve´nement de
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se´rialisation. La se´rialisation consiste a` de´tecter les Ricobjs dans la zone d’influence et a` les ajouter a`
la fin du fichier de sauvegarde (qui doit se trouver en $ROS/lib/class/) ; lorsqu’on exe´cute les Ricobjs
dans un browser, cette fonctionnalite´ n’est pas toujours disponible a` cause des limitations dans les droits
d’acce`s.
Le Ricobj est un Ricobj expe´rimental qui affiche les noms de Ricobjs qui se trouvent dans sa zone
d’influence. Pou chacun, il affiche aussi sa hauteur (28) et son poids (29).
Les autres icoˆnes sont des Ricobjs normaux qui imple´mentent les comportements re´actifs suivants :
Lorsqu’on active ce Ricobj il cre´e un terminal qui exe´cute un shell re´actif (Rsh) comme celui que l’on
voit a` droite dans la figure 7.8.
Ce Ricobj exerce une force de gravite´ sur tous les Ricobjs qui se trouvent dans le Workspace. La force
de gravite´ est dirige´e vers la partie infe´rieure de la feneˆtre.
Ce Ricobj imple´mente un comportement de combat. Il est capable de se de´placer et de lancer de
bombes. Il est catalogue´ comme un Ricobj pre´dateur.
Ce Ricobj imple´mente un comportement de proie. Lorsqu’il est pre`s d’un Ricobj identifie´ comme
pre´dateur, il fuit. Plus il est pre`s du pre´dateur, plus la force de re´pulsion est grande.
La figure 7.9 illustre l’exe´cution d’une application, construite avec les Ricobjs de´crits pre´ce´demment, qui
imple´mente une sorte de Ping Pong, c’est-a`-dire, une entite´ qui passe son temps a` migrer entre deux sites.
La figure 7.9 contient cinq feneˆtres : les deux feneˆtres noires qui se trouvent en haut et qui lancent chacune un
site Ros, a` gauche le site s’appelle Ros1 (nom par de´faut) et a` droite le site s’appelle Ros2 (nom donne´ avec
l’option -n) ; ensuite, il y a deux feneˆtre qui repre´sentent les Workspaces de chaque site Ros, et finalement une
feneˆtre noire a` droite au fond, qui lance le Rmiregistry (un serveur de noms utilise´ pour localiser les objets
distants) auquel chaque site Ros enregistre son service de migration.
Une fois lance´, chaque site contient quatre Ricobjs : une terre, un robot, une coccinelle, et un Ricobj de
migration (qui est en e´tat continu et correctement configure´ pour migrer vers l’autre site) ; les coccinelles se
mettent a` migrer d’un site a` l’autre a` cause des diffe´rentes forces qui influent sur elles (la gravite´ et la re´pulsion
des robots, dues au positionnement initial des coccinelles, au-dessus des robots).
En conclusion, on a de´fini une notion de Ricobj avec les caracte´ristiques suivantes :
• Il n’y a pas de syntaxe des Ricobjs ; ils ne sont manipule´s que graphiquement.
• Il n’y a pas d’interme´diaire de traduction : un Ricobj peut eˆtre exe´cute´ de´s sa cre´ation (il n’y a rien a`
compiler, l’approche est interpre´te´e).
• Les Ricobjs se combinent en se´quence, en paralle`le ou en boucle de manie`re naturelle : un seul Ricobj
re´alise en fait l’ensemble de ces fonctions. Les Ricobjs sont modulaires et re´utilisables sans contrainte.
• La diffusion d’e´ve´nements pour controˆler les Ricobjs est possible, ce qui fournit un moyen puissant de
communication entre Ricobjs.
• Les Ricobj posse`dent une se´mantique claire et imme´diate sous la forme d’un programme Rejo.
• La migration de Ricobjs a` travers le re´seau est possible et simple a` re´aliser.
Un ensemble de de´mos est fourni pour montrer l’inte´reˆt de l’approche.
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Fig. 7.9: L’exemple de Ping Pong avec les Ricobjs
7.5 Travaux similaires
RAMA
RAMA est un syste`me d’agents re´actifs migrants qui a e´te´ conc¸u par Navid Nikaein [NIK 99]. RAMA a e´te´
imple´mente´ en Java et utilise les SugarCubes pour exprimer les comportements re´actifs et faire communiquer les
agents a` l’aide de la diffusion. Les proprie´te´s de RAMA sont les meˆmes que celles de Rejo/ROS, c’est-a`-dire que
le syste`me offre aux agents de la concurrence, de l’interactivite´ (communication par diffusion), de la re´activite´
(instructions re´actives), de la mobilite´, du dynamisme et une exe´cution multi-plate-forme graˆce a` Java.
Les caracte´ristique de RAMA en tant que SAM sont :
Langage de programmation Pour cre´er des agents re´actifs, RAMA avait besoin d’un langage de program-
mation qui fournisse la re´activite´ entre les agents, ainsi que d’autres proprie´te´s comme la portabilite´, la
robustesse et la se´curite´. Le langage Java fournit la plupart de ces proprie´te´s, sauf la re´activite´ ; les
SugarCubes ont e´te´ utilise´s pour combler ce manque.
Migration RAMA utilise le meˆme me´canisme de migration que Rejo/ROS, c’est-a`-dire, l’instruction freez-
able et un ensemble d’objets qui imple´mentent la migration en utilisant RMI. Autrement dit, RAMA
imple´mente un me´canisme de mobilite´ forte.
Routage RAMA a e´te´ conc¸u avec un algorithme de routage simple qui cache l’information de routage dans
chaque site, en e´tablissant un anneau bidirectionnel virtuel entre les diffe´rents sites. Graˆce a` l’anneau,
les agents peuvent parcourir tous les sites (sans connaˆıtre leurs adresse) a` l’aide de primitives du type
MigrateToNextSite.
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Communication RAMA a e´te´ conc¸u pour permettre la communication intra-groupe locale2. Graˆce au me´canisme
de diffusion instantane´e qu’offre l’approche re´active, ce type de communication est obtenu de fac¸on na-
turelle. La communication intra-groupe globale est obtenue facilement en migrant parmi les diffe´rents sites
qui forment l’anneau. La communication par diffusion en SugarCubes permet d’avoir une communication
synchrone transparente car tous les agents rec¸oivent la meˆme information a` la fin de l’instant. En plus,
RAMA offre une communication point a` point (unicast) au cas ou` l’agent en a besoin.
Services RAMA est un prototype qui offre principalement la notion de groupe et les me´canismes mentione´s
pre´ce´demment.
Comme re´sultat du me´lange de Java et SugarCubes, les agents mobiles ont tout le pouvoir expressif de Java et
des SugarCubes ; toutefois RAMA pre´sente aussi quelques de´savantages :
• RAMA n’offre pas une interface claire qui de´finit la fac¸on d’utiliser le syste`me et de le prote´ger ; la seule
chose existante, c’est la protection des donne´es et des me´thodes importantes. L’absence d’une interface
conduit a` re´ve´ler des de´tails de l’imple´mentation de RAMA qui ne sont pas importants ou qui simplement
peuvent geˆner le programmeur.
• L’architecture de RAMA est monolithique et ne permet pas d’ajouter et d’enlever de nouveaux services,
ni de modifier les services existants. Le me´canisme de routage est difficile a` modifier et donc restreint au
routage en anneau ou au point-a`-point.
• La programmation des agents est faite a` la SugarCubes, c’est-a`-dire qu’elle est de bas niveau et donc
fastidieuse et peu modifiable.
Moorea
Moorea [MOOR 00](MObile Objects, REactive Agents) est un syste`me d’agents mobiles re´actifs cre´e´ en Java.
Autrement dit, Moorea est proche du syste`me ROS mais avec de grosses diffe´rences dans le mode`le d’objet
re´actif. Il offre par ailleurs un plus grand nombre de services et d’APIs que ROS.
Moorea est un projet de grande envergure de France Te´le´com dans lequel un grand nombre de personnes ont
travaille´ dans les diffe´rents couches de la plate-forme. Moorea est constitue´ de :
1. Un moteur re´actif et un langage de programmation re´active. Le moteur re´actif est Junior et le langage de
programmation est Rhum.
2. Une plate-forme d’objets distribue´s. La plate-forme s’appelle Jonathan [Jona] et elle offre plusieurs services
et leurs interfaces (appele´es personalities). Les programmeurs ont a` leurs disposition un ensemble de
composants (protocoles, marshallers, stub factories, etc.) pour construire des nouveaux services. Jonathan
offre deux personnalite´s : David qui imple´mente un ORB (Object Request Broker) CORBA, et Jeremie
qui imple´mente l’API RMI de Java.
3. Une spe´cification de MASIF [MASIF](Mobile Agent System Interoperability Facilities). MASIF de l’OMG
(l’organisme qui ge`re la norme CORBA) est l’effort de plusieurs entreprises pour standardiser un ensemble
de caracte´ristiques des syste`mes d’agents mobiles avec l’objectif d’assurer leurs interope´rabilite´.
Si on centre l’analyse de Moorea et Ros sur leurs points communs, c’est-a`-dire sur le mode`le re´actif utilise´, on
voit que Moorea pre´sente deux diffe´rences : 1) Moorea offre des primitives spe´ciales pour cacher la mobilite´
d’un agent, et 2) le mode`le de programmation re´active est celui de Rhum.
Moorea cache la migration des agents graˆce a` un syste`me de nommage global qui permet d’envoyer des e´ve´nement
a` un agent la` il se trouve, et de garder une re´fe´rence sur un agent qui reste valide meˆme si l’agent migre.
2La communication entre agents qui appartiennent au meˆme groupe et qui sont dans la meˆme machine; la diffusion d’un message
n’atteint pas les membres du groupe qui sont sur autres machines.
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Le syste`me de nommage est imple´mente´ avec la combinaison de deux techniques pour ame´liorer les perfor-
mances : le forwarding (ou reference chain) et le relocator. Le relocator consiste a` associer le nom d’un agent
a` l’adresse du site ou` il se trouve ; l’association est mise-a`-jour a` chaque fois que l’agent migre. Le forwarding
consiste a` garder un objet de re´fe´rence dans chaque site ou` l’agent est passe´. Pour trouver un agent il suffit
de parcourir les objets de re´fe´rence. Pour ame´liorer les performances le relocator est le premier a` eˆtre utilise´,
avant le forwarding si l’agent a migre´. L’information du relocator est mise-a`-jour lorsqu’on fait plus d’un certain
nombre de sauts.
Ecomobile
Ecomobile [ROS 02] est un syste`me d’agents mobiles qui a e´te´ cre´e´ avec l’objectif d’avoir une plate-forme pour
construire des applications re´parties dans le domaine de la gestion des re´seaux, par exemple l’allocation de
ressources, le routage par contraintes ou le monitoring. Le syste`me a e´te´ construit en Java et utilise Junior
pour programmer les comportement re´actifs des agents. Le syste`me a e´te´ conc¸u pour re´soudre les proble`mes
lie´s a` l’utilisation des re´seaux optiques mais aussi les proble`mes lie´s aux comportements des agents, comme par
exemple atteindre ses objectifs et de quelle fac¸on les objectifs influencent l’agent (faut-il migrer ou pas ? quand
et vers quel site ?, etc.).
Le mode`le de programmation par objectifs est un aspect tre`s important de la plate-forme car il influence la
performance du syste`me. Les agents sont constitue´s de comportements (de coordination et navigation) et
d’objectifs ; les objectifs ne sont pas attache´s de fac¸on permanente aux agents. Ce de´couplage entre comporte-
ments et objectifs permet de 1) stocker les objectifs dans un site pour qu’un autre agent (avec un objectif
similaire) puisse les reprendre et 2) cre´er des nouveaux agents qui reprendront en charge les objectifs.
Une bonne partie de la conception du syste`me a e´te´ de´die´e a` la mise au point de toutes ces notions pour garantir
la stabilite´ du syste`me (par exemple la taille de la population) dans des topologies diffe´rentes.
Syste`mes d’agents avec des comportements re´actifs
D’autres syste`mes d’agents mobiles utilisent aussi la notion de re´action (pas celle de Junior qui est lie´e a` la
notion d’instant) pour programmer des agents mobiles ou une partie de la plate-forme de migration. Un exemple
de ces syste`mes est MARS [CAB 98]; MARS utilise l’approche re´active avec un paradigme de programmation
diffe´rent pour mettre a` jour des donne´es des agents en utilisant des e´ve´nements. Les donne´es utilise´es sont de
type Tuple Space comme celui de Linda.
7.6 Conclusions
On a pre´sente´ dans ce chapitre une nouvelle plate-forme pour l’exe´cution d’objets re´actifs appele´e ROS. ROS,
de l’anglais Reactive Operating System, est une plate-forme qui a les caracte´ristiques suivantes :
• on peut exe´cuter des objet re´actifs programme´s avec Rejo. Les Rejos sont des entite´s qui ont un nom et
une structure de controˆle pour les suspendre, les re´sumer, les tuer et les modifier en ajoutant des nouveaux
comportements en paralle`le.
• on peut se´rialiser et migrer des objets re´actifs. Ces deux ope´rations sont le point de de´part pour
imple´menter des services plus complexes, par exemple la persistance et la gestion de re´seaux. La mi-
gration des objets re´actifs est une migration forte qui peut eˆtre re´active ou proactive graˆce au me´canisme
de diffusion d’e´ve´nements.
• les syste`mes re´actifs construits montrent que le paralle´lisme de l’approche re´active est une alternative
re´elle a` l’utilisation traditionnelle de threads.
• l’architecture de ROS est une architecture modulaire et minimale (562 lignes de code) analogue a` celle
d’un syste`me d‘exploitation a` laquelle on peut ajouter et enlever des modules selon les besoins. Deux
applications ont e´te´ construites pour atteindre les fonctionnalite´s du syste`me : un shell re´actif (Rsh, 1452
lignes de code) et une interface graphique (les Ricobjs, 1197 lignes de code).
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En re´sume´, ROS ressemble a` un syste`me d’exploitation re´parti car il posse`de une interface graphique (Ricobjs),
une interface en mode texte pour l’utilisateur (Rsh), une interface de programmation (API), un ensemble des
services (se´rialisation, migration, etc.), et un micro-noyau modulaire. Le langage utilise´ pour programmer les
applications en ROS est Rejo.
Chapitre 8
Conclusion et perspectives
Les travaux pre´sente´s dans cette the`se ont e´te´ effectue´s au sein du Centre de Mathe´matiques Applique´es (CMA)
de l’Ecole de Mines de Paris, localise´ a` l’INRIA. Ils s’inscrivent dans la ligne des travaux effectue´s, principale-
ment, par Fre´de´ric BOUSSINOT, Laurent HAZARD et Jean-Ferdinand SUSINI sur l’Approche Re´active
Synchrone .
L’approche re´active synchrone reprend plusieurs notions de l’Approche Synchrone comme la notion d’instant
et la diffusion d’e´ve´nements. Ne´anmoins, l’approche re´active se distingue de l’approche synchrone par la dure´e
des instants; pour l’approche re´active cette dure´e est non-nulle. Les conse´quences de la dure´e non-nulle sont :
1) la possibilite´ des construire de syste`mes dynamiques dans lesquels le nombre d’instructions et d’e´ve´nements
utilise´s varie a` l’exe´cution, 2) la re´action a` l’absence d’un e´ve´nement est reporte´e a` l’instant suivant et, 3) la
pre´emption forte est e´limine´e, seule la pre´emption faible restant possible.
Parce que la re´action a` l’absence est reporte´e a` l’instant d’apre`s, l’approche re´active synchrone ne pre´sente
pas de proble`mes de causalite´, trait caracte´ristique des langages issus de l’approche synchrone. L’approche
synchrone a e´te´ conc¸ue pour construire des syste`mes de controˆle ; ces syste`mes sont par nature des syste`mes
re´actifs et de ce fait le nom d’approche re´active synchrone est ”mal” choisi. Ne´anmoins, on continue a` utiliser ce
nom pour des raisons historiques et chaque fois qu’il risque d’y avoir confusion on dit que l’on utilise l’approche
re´active comme l’a de´finie Fre´de´ric BOUSSINOT.
Les travaux sur l’approche re´active ont de´marre´ a` la fin des anne´es quatre-vingt avec la cre´ation deReactive-C .
Ce formalisme a engendre´ un grand nombre d’expe´rimentations (voir la figure 8.1) qui continuent jusqu’a` nos
jours. Avec l’apparition des langages base´s sur des machines abstraites et en particulier avec le succe`s de Java,
deux variantes de Reactive-C ont e´te´ cre´e´es en Java: Junior et SugarCubes.
La programmation en Reactive-C, Junior et SugarCubes est une programmation de bas niveau. Deux langages
de haut niveau qui facilitent leur programmation ont e´te´ propose´s : le langage interpre´te´ Reactive Scripts
et le langage compile´ Rhum . Rhum posse`de des me´canismes de distribution ainsi que d’autres formalismes
: Plusieurs applications re´parties qui ont e´te´ construites, DRM (Distributed Reactive Machine) qui est une
imple´mentation re´partie du moteur re´actif de SugarCubes et RAMA (Reactive Autonomous Mobile Agents),
qui est un syste`me d’agents mobiles. D’autres projets ont utilise´ Junior dans la construction de syste`mes
d’agents mobiles [MOOR 00, ROS 02].
Plusieurs de ces formalismes ont e´te´ utilise´s dans la cre´ation de l’environnement graphique des Icobjs. Les
Icobjs introduisent un nouveau style de programmation base´ sur l’utilisation de la souris pour programmer
(drag-and-click) des comportements re´actifs. Les Icobjs offrent une interface tre`s agre´able et puissante qui
facilite la construction et le debuggage d’applications. Les Icobjs ont e´te´ utilise´ dans la plate-forme PING et
dans la simulation de phe´nome`nes physiques [SAM 02].
Pour ma part, j’ai travaille´ sur plusieurs des formalismes que l’on vient de de´crire. Ces travaux ont e´te´ publie´s en
[ACO 00b], [ACO 02] et [ACO 03], et utilise´s dans la plate-forme PING et dans la simulation de vie artificielle
[LIM 01]. Une page web [WEB RejoRos] regroupe toute l’information (papiers, logiciels, etc.). Voici une
description plus de´taille´e des travaux mene´s :
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Fig. 8.1: Evolution de l’Approche Re´active Synchrone
Junior
Le travail central de cette the`se a consiste´ en la cre´ation d’un nouveau langage de programmation re´active,
Rejo. La construction de Rejo a e´te´ fortement influence´e par les SugarCubes mais surtout par Junior; Rejo est
imple´mente´ avec Junior1. C’est pour cette raison que l’on a pre´sente´ Junior dans les chapitres 2 et 3. Dans ces
chapitres, on a vu le mode`le d’exe´cution de Junior, son API de programmation, quelques exemples et on a fait
une analyse des diffe´rentes imple´mentations de Junior et des instructions re´actives.
Plusieurs des traits caracte´ristiques de Junior se retrouvent en Rejo, d’ou` l’importance d’analyser la program-
mation et les imple´mentations de Junior. L’analyse de Junior et son utilisation en Rejo nous ont permis de
de´tecter quelques proble`mes, d’ame´liorer plusieurs instructions et d’en proposer d’autres. Le travail en Junior
s’est concentre´ sur quatre aspects :
1. Analyse des instructions : on a analyse´ les instructions re´actives pour mieux les comprendre et, dans
certains cas, les ame´liorer. En particulier, on a trouve´ que :
(a) L’instruction Control, qui n’accepte aucun type de configuration, peut eˆtre e´tendue pour utiliser les
configurations And et Or. Par contre, l’instruction Freezable ne´cessite un me´canisme auxiliaire pour
les utiliser.
1Il existe une version expe´rimentale qui ge´ne`re du code en SugarCubes.
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(b) L’instruction Until a une se´mantique complique´e ; le cas plus geˆnant est l’exe´cution d’une instruction
Stop qui, lorsqu’il y a pre´emption, ne stoppe pas l’exe´cution de la branche qui la contient.
(c) Il faut faire attention a` la terminaison instantane´e qui peut ge´ne´rer des proble`mes, par exemple la
pre´emption instantane´e et la boucle instantane´e.
(d) Il manque une partie handler dans l’instruction Freezable.
2. Workbench : on a fait une se´rie de tests pour e´valuer les diffe´rentes imple´mentations de Junior. Dans
le workbench re´alise´, on a teste´ 6 imple´mentations en Java ( Rewrite, Replace, Storm, Simple, Glouton,
Rvm) et 4 imple´mentations en C (Cr, Jrc, Loft, Spirit Machine). Ce workbench nous a permis de :
(a) trouver que les instructions binaires de se´quence et de paralle´lisme ont un impact important sur le
temps d’exe´cution et sur la taille des programmes que l’on peut exe´cuter. Ces instructions imposent
des limites a` la taille de programmes re´actifs aussi bien a` la compilation (toutes les imple´mentation
partent d’un arbre) qu’a` l’exe´cution (surtout pour les imple´mentations qui gardent la structure
d’arbre pour exe´cuter le programme re´actif).
(b) analyser le proble`me de l’attente active des e´ve´nements. L’attente active se pre´sente dans les re´actions
qui s’enchaˆınent, comme dans la cascade inverse, ou dans les instructions e´ve´nementielle qui effectuent
des attentes inter-instant. Les premie`res versions de Junior (Rewrite et Replace) ne conside`rent pas
ces proble`mes ; les versions qui ont e´te´ cre´e´es apre`s souffrent du manque de se´mantique (Simple)
ou du traitement de certains cas (en Storm l’attente inter-instant n’est pas traite´e). Les nouvelles
versions (Glouton) commencent a` concilier ces deux facteurs.
(c) constater le couˆt e´leve´ qui re´sulte de la construction d’un comportement re´actif constitue´ par : 1)
des composants exe´cute´s en paralle`le, et 2) des e´ve´nements auxiliaires utilise´s pour les synchroniser.
Lorsque le comportement re´actif est utilise´ souvent (comme la structure de controˆle qui suspend,
re´sume et tue un programme re´actif), il vaux mieux de´finir et imple´menter une instruction re´active
ad-hoc de fac¸on a` ame´liorer les performances et a` avoir une se´mantique claire et compacte.
3. Propositions : on a propose´ quelques nouvelles instructions comme :
(a) L’instruction Dynapar. Cette instruction est inspire´e de l’instruction Shell de SugarCubes ; elle
permet de mettre en paralle`le des nouvelles instructions de fac¸on dynamique et se´lective. A la
diffe´rence du Shell, Dynapar utilise un e´ve´nement value´ pour l’ajout des instructions.
(b) L’instruction Run. Cette instructions est ne´e du besoin qui existait en Rejo d’exe´cuter dynamique-
ment des nouvelles instructions sans passer par les e´ve´nements et sans retarder d’un instant l’exe´cution.
L’instruction Run de´finit ainsi un me´canisme de modularite´ tre`s dynamique. Cependant, ce me´canisme
est potentiellement dangereux, par exemple lorsqu’il est combine´ avec la re´cursion.
(c) L’instruction Try. Cette instruction a e´te´ cre´e´e pour pouvoir re´cupe´rer le controˆle lorsque des excep-
tions Java sont leve´es, principalement, lors de l’exe´cution des wrappers et des atomes. L’instruction
reste dans un e´tat expe´rimental car il reste encore trois aspects a` conside´rer : 1) la de´finition
d’une se´mantique formelle qui prenne en compte l’environnement Java, 2) la de´finition d’exceptions
re´actives, par exemple une exception leve´e lorsqu’une boucle instantane´e est rencontre´e, et 3) e´tudier
les liens avec la pre´emption forte.
(d) Des instruction n-aires de se´quence et de paralle´lisme. Ces instructions rendent l’exe´cution plus
rapide mais aussi permettent d’exe´cuter des programmes re´actifs de plus grande taille.
On a donne´ une se´mantique formelle a` ces instructions et on les a imple´mente´ dans une version expe´rimentale
utilise´e en Rejo.
4. Pistes : on a explore´ quelques instructions introduisant du pattern-matching, de la QoS et introduisant
des e´ve´nements qui n’ont pas une porte´ locale. La plupart de ces proposition ne´cessitent une e´tude plus
approfondie (des sujets de recherche a` poursuivre) car certains aspects sont non convaincants : 1) les
primitives pour faire de la QoS introduisent, dans certains cas, la pre´emption forte, 2) le me´canisme de
pattern-matching fonctionne mais ne passe pas a` l’e´chelle.
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Dans les chapitres qui pre´sentent Junior, on a montre´ les avantages et les de´savantages suivants :
Avantages :
1. Se´mantique formelle. Junior dispose d’une se´mantique formelle a` base de re`gles de re´e´criture qui permet
de valider les imple´mentations et de comprendre facilement et sans ambigu¨ıte´ les programmes re´actifs.
2. Programmation concurrente. Junior de´finit un ope´rateur de paralle´lisme logique qui se pre´sente comme
une alternative a` la programmation concurrente par threads. Les threads, dans la plupart des syste`mes,
posent un proble`me de passage a` l’e´chelle et ont une se´mantique difficile a` manipuler. L’ope´rateur de
paralle´lisme de Junior a au contraire une se´mantique claire et il existe une analogie forte avec les syste`mes
coope´ratifs.
3. Vitesse d’exe´cution. La vitesse d’exe´cution a e´te´ beaucoup ame´liore´e de sorte que l’on peut maintenant
commencer a` s’inte´resser aux syste`mes temps re´el ou embarque´s. Parmi les optimisations faites, on
peut mentionner une meilleure gestion des e´ve´nements et un meilleur traitement des instructions de
composition : remplacement des instructions binaires et pour certaines imple´mentations e´limination des
instructions de paralle´lisme ou de se´quence, c’est-a`-dire rejet de l’interpre´tation de code.
De´savantages :
1. Syntaxe difficile. La syntaxe de Junior est semblable a` celle des langages fonctionnels (une paire de
parenthe`ses par ope´rateur) ; cette syntaxe se complique a` cause des ope´rateurs binaires de composition.
2. Programmation de bas niveau. Le programmeur doit de´finir des wrappers et des actions atomiques a`
chaque fois qu’il est ne´cessaire d’exe´cuter du code Java.
3. Pas de programmation par objets. L’instruction Link a e´te´ propose´e pour l’imple´menter mais le me´canisme
est de bas niveau car il faut : 1) au moins un cast pour traiter l’objet correctement, 2) prendre en compte
les exceptions lie´es aux casts, et 3) utiliser un pre´fixe (l’objet lie´) a` chaque fois que l’on utilise un champ
de l’objet ou une de ses me´thodes.
4. Se´mantique complique´e de quelques instructions. En particulier, tout ce qui concerne la terminaison
instantane´e (pre´emption instantane´e, loop instantane´e, de´-synchronisation).
5. Deux types d’exe´cution. L’exe´cution est en deux phases : tout d’abord une phase de construction d’objets
puis l’exe´cution re´active proprement dite. Par exemple, la cre´ation d’un objet re´actif doit prendre en
compte le fait que certaines donne´es ne sont disponibles qu’a` l’exe´cution, en particulier celles relatives a`
l’environnement re´actif.
6. Certains e´le´ments du langage n’ont pas de se´mantique formelle car l’exe´cution du code Java n’est pas
mode´lise´e formellement. C’est le cas par exemple pour : les me´thodes currentValues et previousValues,
l’exe´cution des wrappers, des atomes et de quelques instructions re´actives (Scanner, If, Try-catch).
7. Instructions a` e´tat. Le fait que les instructions re´actives aient un e´tat pose des proble`mes pour les exe´cuter
dans des syste`mes qui utilisent uniquement de la me´moire ROM.
Il existe quelques caracte´ristiques de Junior qui peuvent eˆtre vues a` la fois comme avantages ou de´savantages
selon les caracte´ristiques du syste`me que l’on veut construire :
1. Syste`mes coope´ratifs vs Syste`mes pre´emptifs. Les syste`mes coope´ratifs sont contraints de coope´rer pour
e´voluer ce qui rend leur utilisation difficile dans les syste`mes multiprocesseurs. D’autre part, l’effort
pour les porter sur les syste`mes pre´emptifs est important (il faut de´tecter les variables partage´es pour les
prote´ger). D’un autre cote´, les syste`mes coope´ratifs peuvent eˆtre programme´s plus efficacement que les
syste`mes pre´emptifs en e´vitant de faire des changements de contexte inutiles. Les syste`mes coope´ratifs
sont aussi plus simples a` de´bugger car le non-de´terminisme introduit par la pre´emption n’existe plus.
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De l’autre coˆte´, les syste`mes pre´emptifs sont plus robustes (le manque de coope´ration ne fait pas planter le
syste`me entier), et le me´canisme de scheduling est mieux adapte´ aux syste`mes qui font de gros calculs. Le
proble`me des syste`mes pre´emptifs se trouve dans les re´gions critiques issues de la concurrence ”sauvage” ;
les diffe´rentes techniques qui ont e´te´ propose´es pour re´soudre les conflits d’acce`s a` une ressource partage´e
(verrous, se´maphores, monitors) sont couˆteuses et pas toujours modulaires.
Pour les syste`mes a` forte interaction que l’on veut construire, l’approche coope´rative offre plus d’avantages
que d’inconve´nients.
2. De´terminisme vs Non-de´terminisme. Le choix entre ces deux types de syste`mes n’est pas simple. Les pro-
grammes Junior sont ge´ne´ralement non-de´terministes. Cependant, les premie`res versions de Junior inclu-
aient un ope´rateur de paralle´lisme de´terministe ; Rewrite et Replace (comme SugarCubes) imple´mentent
d’ailleurs encore cet ope´rateur conside´re´ comme un cas particulier de l’ope´rateur de paralle´lisme non
de´terministe de Junior. L’enjeu entre de´terminisme et non-de´terminisme se situe entre deux aspects :
1) La vitesse. Les syste`mes non-de´terministes peuvent eˆtre exe´cute´s plus rapidement que les syste`mes
de´terministes, et 2) La ve´rification. Les syste`mes de´terministes sont plus simples a` debugger et il perme-
ttent de ve´rifier des proprie´te´s.
Les syste`mes que l’on a construit ne sont pas de syste`mes critiques pour lesquels il est indispensable de
ve´rifier des proprie´te´s ; je pense que c’est cela qui justifie l’introduction du non-de´terminisme en Junior.
Dans mon expe´rience, je mettais au point mes programmes en utilisant une version de´terministe (mes
programmes ne supposaient pas le de´terminisme) et une fois corrige´s, j’utilisais la version non de´terministe
pour les exe´cuter plus rapidement.
3. Syste`mes synchrones vs Syste`mes re´actifs synchrones. Par rapport aux syste`mes synchrones, Junior offre
deux qualite´s tre`s importantes, le dynamisme et l’absence des proble`mes de causalite´. Par contre, la
ve´rification de proprie´te´s est fortement limite´e car l’ajout de nouveaux comportements re´actifs oblige a`
une ve´rification dynamique qui pourrait eˆtre couˆteuse. En ce qui concerne la vitesse entre ces deux type
des syste`mes, on ne peut rien dire car il n’y a pas eu d’e´tudes. Moi, je pense que les syste`mes synchrones
sont plus rapides que les syste`mes re´actifs synchrones (a` cause des optimisations statiques), mais ceci reste
a` ve´rifier.
Rejo
Rejo est un langage de haut niveau pour la programmation re´active. Il s’agit en fait d’une extension de Java
pour cre´er des objets re´actifs en Java (Rejo signifie REactive Java Objects ). Les instructions de Rejo sont
traduites en un langage de bas niveau (Junior), cachant ainsi la complexite´ de celui-ci.
Les travaux en Rejo se sont concentre´s sur les points suivants :
1. Programmation de haut niveau. Rejo rend l’utilisation des wrappers, des configurations, des atomes et des
instructions binaires transparentes. Dans le cas des wrappers, le programmeur ne les de´finit que lorsqu’il
utilise un type particulier d’e´ve´nement (ni des chaˆınes ni des entiers).
2. Notion d’objet re´actif. Rejo de´finit un mode`le d’objets re´actifs au-dessus des mode`les d’exe´cution de Java
et de Junior. Ce mode`le de´finit :
(a) Me´thode re´active. Rejo de´finit 18 instructions re´actives, 16 explicites et 2 implicites (la se´quence et
l’instruction Nothing). Ces instructions sont groupe´es dans des me´thode dites re´actives qui peuvent
eˆtre exe´cute´es statiquement avec Inline, ou dynamiquement avec Call. La plupart des instructions
re´actives en Rejo sont primitives et il n’y a que quelques macros.
(b) Variables re´actives. Il existe 3 types de variables en Rejo : les variables globales a` l’objet, les vari-
ables locales aux me´thodes Java et les variables locales aux me´thodes re´actives. Les variables locales
aux me´thodes re´actives existent tout au long de l’existence du Rejo ; cette existence est ne´cessaire
pour pouvoir les utiliser dans la suite d’instants pendant lesquels la me´thode est exe´cute´e (comme
les variables statiques d’une fonction en C).
Par ailleurs, on peut aussi parler des variables re´actives, des variables (globales ou locales aux
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me´thodes re´actives) qui sont exe´cute´es par des instructions re´actives. Ces variables re´actives, imple´mente´es
par des wrappers (par exemple les IntegerWrappers de Junior), ne sont lues qu’a` des points spe´cifiques
de l’exe´cution de l’instruction re´active qui les utilise ; en ge´ne´ral, elles sont lues lors de la premie`re
activation comme dans les instructions Repeat et When.
(c) He´ritage et polymorphisme. L’inte´gration de Junior et Java est faite de telle fac¸on en Rejo que
l’he´ritage et le polymorphisme sont pre´serve´s. En particulier on peut parler d’he´ritage de comporte-
ments re´actifs.
Le proble`me central de la notion d’objet est la proprie´te´ de dynamisme que l’on voudrait exprimer sous la
forme de nouveaux champs (variables et me´thodes re´actives) dans l’objet. Le programmeur peut ajouter
des nouveaux comportements re´actifs a` un Rejo, mais ceux-ci ne sont pas vus par les entite´s externes,
c’est-a`-dire qu’un autre Rejo ne peut pas faire re´fe´rence aux champs ajoute´s a` partir d’une re´fe´rence
de l’objet, par exemple obj.method added(). Le programmeur doit imple´menter son propre me´canisme
d’ajout de champs comme celui qui existe dans les Icobjs (base´ sur une table de hash).
3. Optimisation et ve´rification du code. Le compilateur de Rejo, Rejoc (construit avec JavaCC) a la capacite´
d’optimiser les actions atomiques. Ce compilateur re´alise deux phases, une pour compiler le code re´actif
en code Java, et une autre pour compiler le code Java. Pour re´duire les erreurs de traduction , on a cre´e´
une batterie de tests qui ve´rifie la syntaxe et la se´mantique des programmes Rejo. Cette batterie (enrichie
par la batterie de tests de Junior ) nous a permis de cre´er des nouvelles versions de Rejoc avec un haut
degre´ de confiance et, dans certains cas, de de´tecter des bugs dans Junior.
4. Expe´rimentation en C. On a construit une variante de Rejo en C appele´e RAUL (Reactive Algorithmes
Unified Language). RAUL nous a permis d’expe´rimenter avec les optimisations lie´es a` la construction d’un
arbre de parsing et de confronter les proble`mes lie´s a` la cre´ation d’un langage impe´ratif re´actif qui unifie les
diffe´rentes langages cre´e´s (Reactive Scripts, Rhum, Rejo, Lotf, Jrc); le garbage collector, l’utilisation des
pointeurs et la de´finition d’un mode`le a` objets sont les proble`mes les plus importants dans la conception
d’un langage qui ne de´pend pas de Java ou d’un langage a` la C. Le de´veloppement de RAUL est un des
sujets de recherche a` suivre.
5. Applications. Au de´but de la cre´ation de Rejo, sa conception fut influence´e par son utilisation dans la
construction de la plate-forme PING; Rejo a e´te´ utilise´ dans la construction de comportements re´actifs.
Rejo a e´te´ utilise´ aussi dans la re´alisation de composants d’une application de simulation de vie artificielle
[LIM 01] s’appuyant sur une plate-forme d’environnements virtuels partage´s pour : 1) coder des re`gles de
me´tabolisme et de comportements de survie, 2) de´velopper le simulateur et ve´rifier la viabilite´ du syste`me,
et 3) porter l’application sous l’environnement partage´ (Continuum).
En re´sume´, Rejo est un langage qui a les caracte´ristiques suivantes :
• Concurrence : les objets re´actifs de Rejo s’exe´cutent en concurrence (dans un mode coope´ratif). Comme
Junior, Rejo constitue donc une alternative aux threads Java ;
• Interactivite´ : les objets Rejo communiquent en utilisant des e´ve´nements diffuse´s instantane´ment ;
• Re´activite´ : les comportements des Rejos sont construits a` partir de primitives permettant de re´agir a` la
pre´sence et a` l’absence des e´ve´nements diffuse´s ;
• Dynamicite´ : les Rejos peuvent eˆtre modifie´s, ajoute´s et enleve´s du syste`me dynamiquement, en cours
d’exe´cution ;
• Multi-plates-formes : la portabilite´ est la conse´quence de l’utilisation du langage Java (byte code Java).
ROS
Dans le chapitre 7 on a pre´sente´ une nouvelle plate-forme, appele´e ROS (Reactive Operating System, pour
l’exe´cution de programmes re´actifs. ROS ressemble a` un syste`me d’exploitation car il est constitue´ par une
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interface graphique, un shell, une interface de programmation, un ensemble des services et un micro-noyau
modulaire. Le langage utilise´ pour programmer les applications en ROS est Rejo.
ROS est une plate-forme qui a les caracte´ristiques suivantes :
• SAM. ROS est un Syste`me d’Agents Mobiles (SAM); les agents de ROS sont des objets re´actifs programme´s
avec Rejo. Les agents de ROS sont constitue´s d’un nom et d’une structure de controˆle pour les suspendre,
les re´sumer, les tuer et les modifier en ajoutant des nouveaux comportements en paralle`le. La structure
de controˆle des agents est un e´le´ment crucial dans le syste`me, elle doit eˆtre imple´mente´e efficacement et
sans ambigu¨ıte´. Une premie`re structure de controˆle d’agents a e´te´ programme´e en Rejo; puis une autre a
e´te´ cre´e´e en de´finissant une nouvelle instruction re´active appele´e thread re´actif. Le thread re´actif dispose
d’une se´mantique formelle et d’une imple´mentation efficace.
• Services. ROS offre fondamentalement deux services aux agents : la se´rialisation et la migration. Ces deux
ope´rations sont le point de de´part pour imple´menter des services plus complexes, comme la persistance ou
la gestion de re´seaux. La migration des agents est une migration forte qui peut eˆtre re´active ou proactive
2 graˆce au me´canisme de diffusion d’e´ve´nements.
• Architecture. La philosophie que l’on a adopte´e dans la conception de ROS est d’avoir un syste`me minimal
que l’on puisse entretenir et modifier facilement. ROS a une architecture modulaire analogue a` celle d’un
syste`me d‘exploitation a` laquelle on peut ajouter et enlever des modules selon les besoins. ROS ressemble
a` un syste`me d’exploitation avec un micro-noyau car il offre juste la notion de processus (les agents) et
peut de´marrer sans aucun des autres modules (service de migration, shell, etc.).
• Applications. Deux applications ont e´te´ construites pour e´tendre les fonctionnalite´s du syste`me: un
shell re´actif (Rsh) et une interface graphique (les Ricobjs). Rsh permet de tester interactivement les
applications re´actives construites avec Rejo ; les Ricobjs offrent le moyen d’animer les applications en
utilisant en ensemble de routines graphiques et de simulation de comportements physiques. Rsh et les
Ricobjs sont construits avec Rejo.
Le syste`me ROS a montre´ qu’il existe trois notions de base indispensables dans les syste`mes re´actifs : une
structure de controˆle, un syste`me de nommage pour re´aliser les ope´rations de controˆle et une plate-forme qui
ge`re les deux notions pre´ce´dentes. Ces e´le´ments se retrouvent dans les Cubes, les Icobjs, les agents de RAMA
et bien entendu dans les agents de ROS. ROS a montre´ aussi que le paralle´lisme de l’approche re´active est une
alternative re´elle a` l’utilisation traditionnelle de threads car l’ope´rateur de paralle´lisme passe mieux a` l’e´chelle
et a une se´mantique claire.
Perspectives
Plusieurs axes de recherche peuvent eˆtre suivis :
1. Continuer l’e´tude du mode`le d’objet re´actif. Comme on l’a de´ja` mentionne´, le dynamisme pose des
proble`mes avec la notion d’objet re´actif. L’ide´e de pouvoir ajouter des champs dans l’objet pour ensuite
faire des ope´rations sur l’objet est une proprie´te´ souhaitable. Les instructions Dynapar et Run sont un
des premiers pas dans cette voie. Un autre aspect de cette e´tude est la relation entre les objets re´actifs
et la machine re´active. A l’heure actuelle, le moteur re´actif ne connaˆıt pas l’existence des objets re´actifs.
On pourrait construire un moteur spe´cialise´ qui effectuerait des ope´rations sur les objets re´actifs et non
uniquement sur les instructions et les e´ve´nements.
2. Cr dans le noyau de Linux. Un des sujets qui m’attire est l’utilisation du re´actif dans la construction d’un
module en Linux. Le dynamisme de l’approche re´active en fait un bon candidat pour ce genre d’ope´rations.
D’autre part, les syste`mes d’exploitation peuvent certainement profiter des atouts de l’approche re´active.
L’application de Cr dans la construction des syste`mes embarque´s est une autre voie possible.
2Parfois connues comme migration objective ou subjective, respectivement.
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3. Les SugarCubes ont eu un grand impact dans le de´veloppement de Rejo qui reprend les principales
structures de controˆle et le me´canisme de notification. D’autres aspects comme les variables re´actives,
ou l’exe´cution des sous-horloges, restent des sujets a` e´tudier. On a commence´ l’e´tude de la relation entre
Rejo et les SugarCubes par la construction d’une version expe´rimentale (utilise´e dans les workbenchs) du
compilateur de Rejo qui ge´ne`re du code en SugarCubes.
4. D’autres sujets de recherche plus ge´ne´raux sont possibles : 1) la cre´ation de syste`mes ROS synchronise´s
(comme dans le cas des machines re´actives distribue´es), 2) la cre´ation (comme dans les FairThreads) de
programmes re´actifs qui ont des composants qui ne sont pas re´actifs et qui, dans certaines conditions,
peuvent se de´tacher de la notion d’instant pour s’exe´cuter en paralle´lisme asynchrone avec les instructions
re´actives.
Annexe A
Grammaire formelle de Rejo
Cette annexe pre´sente la grammaire du langage Rejo en utilisant la syntaxe BNF de´finie dans [AHO 86]. Cette
grammaire est utilise´e comme entre´e pour le compilateur de grammaires JavaCC [WEB JavaCC] qui produit
du code Java [JavaDocs]. Les mots en majuscules repre´sentent les tokens en provenance de l’analyseur lexical.
La grammaire est pre´sente´e dans une fonte normale, cursive, pour distinguer quatre sections : la structure des
programmes Java, les expressions, les structures de controˆle et les me´thodes re´actives.
1 CompilationUnit : := ( PackageDeclarat ion ) ? ( ImportDec larat ion )∗
2 ( TypeDeclarat ion )∗ <EOF>
3
4 PackageDeclarat ion : := <PACKAGE> Name <SEMICOLON>
5
6 ImportDec larat ion : := <IMPORT> Name ( <DOT> <STAR> )? <SEMICOLON>
7
8 TypeDeclarat ion : := Cla s sDec l a ra t i on
9 | I n t e r f a c eDe c l a r a t i o n
10 | <SEMICOLON>
11
12 Cla s sDec l a ra t i on : := (<ABSTRACT>|<FINAL>|<PUBLIC>)∗ Unmodi f i edClassDec larat ion
13
14 Unmodi f i edClassDec larat ion : := <CLASS> <IDENTIFIER> ( <EXTENDS> Name ) ?
15 ( <IMPLEMENTS> NameList ) ? ClassBody
16
17 ClassBody : := <LBRACE> ( ClassBodyDeclarat ion )∗ <RBRACE>
18
19 NestedClas sDec la rat ion : := (<STATIC>|<ABSTRACT>|<FINAL>|<PUBLIC>|<PROTECTED>
20 |<PRIVATE>)∗ Unmodi f i edClassDec larat ion
21
22 ClassBodyDeclarat ion : : = I n i t i a l i z e r
23 | NestedClas sDec la rat ion
24 | Nes t ed In t e r f a c eDec l a r a t i on
25 | Const ructorDec la ra t ion
26 | MethodDeclaration
27 | RMethodDeclaration
28 | Fi e ldDec l a r a t i on
29
30 MethodDeclarationLookahead : : = ( ” pub l i c ” | ” protec ted ” | ” p r i va t e ” | ” s t a t i c ” |
31 ” abs t r a c t ” | ” f i n a l ” | ” nat ive ” | ” synchron ized ” )∗
32 ResultType ( <IDENTIFIER> | RTokens ) ” ( ”
33
34 RTokens : := <IF> | <CALL> | <WHEN> | <UNTIL> | <REPEAT>
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35 | <PAR> | <STOP> | <LINK> | <FREEZ> | <INLINE>
36 | <GEN> | <CTRL> | <WAIT> | <LOCAL> | <PRNATM>
37 | <HAND> | <LOOP> | <INOUT> | <PRNLATM>
38 | <ATOM> | <REAC> | <GENERATE>
39
40 RMethodDeclarationLookahead : : = ( ” pub l i c ” | ” protec ted ” | ” p r i va t e ” | ” s t a t i c ”
41 | ” abs t r a c t ” | ” f i n a l ” | ” nat ive ” | ” synchron ized ” )∗
42 <REAC>
43
44 In t e r f a c eDe c l a r a t i o n : := ( <ABSTRACT> | <PUBLIC> )∗ Unmod i f i ed Inte r f a ceDec la ra t i on
45
46 Nes t ed In t e r f a c eDec l a r a t i on : := (<STATIC> | <ABSTRACT> | <FINAL> | <PUBLIC>
47 | <PROTECTED> |<PRIVATE>)∗
48 Unmod i f i ed Inte r f a ceDec la ra t i on
49
50 Unmod i f i ed In te r f a ceDec la ra t i on : :=
51 <INTERFACE> <IDENTIFIER> ( ” extends ” NameList ) ?
52 <LBRACE> ( Inter faceMemberDec larat ion )∗ <RBRACE>
53
54 Inter faceMemberDec larat ion : := NestedClas sDec la rat ion
55 | Nes t ed In t e r f a c eDec l a r a t i on
56 | MethodDeclaration
57 | Fi e ldDec l a r a t i on
58
59 F i e l dDec l a r a t i on : := ( <PUBLIC> | <PROTECTED> | <PRIVATE> | <STATIC> | <FINAL>
60 | <TRANSIENT> | <VOLATILE> )∗ Type Var iab l eDec la ra to r
61 ( <COMMA> Var iab l eDec la ra to r )∗ <SEMICOLON>
62
63 Var iab l eDec la ra to r : := Var i ab l eDec l a ra to r Id ( <ASSIGN> Va r i a b l e I n i t i a l i z e r ) ?
64
65 Var i ab l eDec l a ra to r Id : := ( < IDENTIFIER> | RTokens ) ( <LBRACKET> <RBRACKET> )∗
66 V a r i a b l e I n i t i a l i z e r : : = A r r a y I n i t i a l i z e r
67 | Express ion
68
69 A r r a y I n i t i a l i z e r : := <LBRACE> ( V a r i a b l e I n i t i a l i z e r ( ” , ” V a r i a b l e I n i t i a l i z e r ) ∗ ) ?
70 ( <COMMA> )? <RBRACE>
71
72 MethodDeclaration : := ( <PUBLIC> | <PROTECTED> | <PRIVATE> | <STATIC> | <ABSTRACT>
73 | <FINAL> | <NATIVE> | <SYNCHRONIZED> )∗ ResultType
74 MethodDeclarator (<THROWS> NameList ) ? ( Block |<SEMICOLON>)
75
76 MethodDeclarator : := ( <IDENTIFIER> | RTokens ) FormalParameters
77 ( <LBRACKET> <RBRACKET> )∗
78
79 FormalParameters : := <LPAREN> ( FormalParameter (<COMMA> FormalParameter ) ∗ ) ?
80 <RPAREN>
81
82 FormalParameter : := ( <FINAL> )? Type Var i ab l eDec l a ra to r Id
83
84 Const ructorDec la ra t ion : := ( ( <PRIVATE> | <PROTECTED> | <PUBLIC> ))? <IDENTIFIER>
85 FormalParameters ( ” throws” NameList )? <LBRACE>
86 ( Exp l i c i tCons t ruc to r Invoca t i on ) ?
87 ( BlockStatement )∗ <RBRACE>
88
89 Exp l i c i tCons t ruc to r Invoca t i on : := ” t h i s ” Arguments ” ; ”
90 | ( PrimaryExpress ion ” . ” ) ? ” super ” Arguments ” ; ”
91
92 I n i t i a l i z e r : := ( <STATIC> )? Block
93
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94 Type : := ( PrimitiveType | Name ) ( <LBRACKET> <RBRACKET> )∗
95
96 PrimitiveType : := ( <BOOLEAN> | <CHAR> | <BYTE> | <SHORT> | <INT>
97 | <LONG> | <FLOAT> | <DOUBLE>)
98
99 ResultType : := <VOID> | Type
100
101 Name : := ( <IDENTIFIER> | <STOP> | <ATOM> )
102 ( <DOT> ( <IDENTIFIER> | RTokens ) ) ∗
103
104 NameList : := Name ( <COMMA> Name )∗
105 Express ion : := CondExpression ( AssignmentOperator Expres s ion )?
106
107 AssignmentOperator : : = ( ”=” | ”∗=” | ”/=” | ”\%=” | ”+=” | ”−=” | ”<<=” | ”>>=”
108 | ”>>>=” | ”&=” | ”ˆ=” | ” |=” )
109
110 CondExpression : := CondOrExpression ( <HOOK> Express ion <COLON>
111 CondExpression )?
112
113 CondOrExpression : := CondAndExpression ( <SC OR> CondAndExpression )∗
114
115 CondAndExpression : := Inc l u s i v eOrExpr e s s i on ( <SC AND> I n c l u s i v eOrExp r e s s i on )∗
116
117 I n c l u s i v eOrExp r e s s i on : := Exc lu s i v eOrExpre s s i on ( <BIT OR> Exc lu s i v eOrExpre s s i on )∗
118
119 Exc lu s i v eOrExpre s s i on : := AndExpression ( <XOR> AndExpression )∗
120
121 AndExpression : := Equa l i t yExp r e s s i on ( <BIT AND> Equa l i t yExp r e s s i on )∗
122
123 Equa l i t yExp r e s s i on : := Ins tanceOfExpre s s i on ((<EQ> | <NE>) Ins tanceOfExpre s s i on )∗
124
125 In s tanceOfExpre s s i on : := Re l a t i ona lExp r e s s i on ( <INSTANCEOF> Type )?
126
127 Re l a t i ona lExp r e s s i on : := Sh i f tE x p r e s s i o n ((<LT>|<GT>|<LE>|<GE>) S h i f t E x p r e s s i o n )∗
128
129 Sh i f tE x p r e s s i o n : := Add i t i v eExp r e s s i on ( ( <LSHIFT> | <RSIGNEDSHIFT> |
130 <RUNSIGNEDSHIFT> ) Add i t i v eExp r e s s i on )∗
131
132 Add i t i v eExp r e s s i on : := Mu l t i p l i c a t i v eE x p r e s s i o n (( <PLUS> | <MINUS>)
133 Mu l t i p l i c a t i v eE x p r e s s i o n )∗
134
135 Mu l t i p l i c a t i v eE x p r e s s i o n : := UnaryExpression ( ( <STAR> | <SLASH> | <REM> )
136 UnaryExpression )∗
137
138 UnaryExpression : := ( <PLUS> | <MINUS> ) UnaryExpression
139 | PreIncrementExpress ion
140 | PreDecrementExpression
141 | UnaryExpressionNotPlusMinus
142
143 PreIncrementExpress ion ::= <INCR> PrimaryExpress ion
144
145 PreDecrementExpression ::= <DECR> PrimaryExpress ion
146
147 UnaryExpressionNotPlusMinus : := ( <TILDE> | <BANG> ) UnaryExpression
148 | CastExpress ion
149 | Pos t f i xE xp r e s s i on
150
151 CastLookahead : := ” ( ” Pr imi t i veType
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152 | ” ( ” Name ” [ ” ” ] ”
153 | ” ( ” Name ” ) ” ( ”˜” | ” ! ” | ” ( ” | < IDENTIFIER> | ” t h i s ”
154 | ” super ” | ”new” | L i t e r a l )
155
156 Pos t f i xE xp r e s s i on : := PrimaryExpress ion ( <INCR> | <DECR> )?
157
158 CastExpress ion : := <LPAREN> Type <RPAREN> UnaryExpression
159 | <LPAREN> Type <RPAREN> UnaryExpressionNotPlusMinus
160
161 PrimaryExpress ion : := PrimaryPre f ix ( Pr imarySu f f i x )∗
162
163 PrimaryPre f ix : := L i t e r a l
164 | <THIS>
165 | <SUPER> <DOT> <IDENTIFIER>
166 | <LPAREN> Express ion <RPAREN>
167 | Al l o c a t i onExp r e s s i on
168 | Resul tType <DOT> <CLASS>
169 | Name
170
171 Pr imarySu f f i x : := <DOT> <THIS>
172 | ” . ” A l l o c a t i onExp r e s s i on
173 | <LBRACKET> Express ion <RBRACKET>
174 | <DOT> <IDENTIFIER>
175 | Arguments
176
177 L i t e r a l : := ( <INTEGER LITERAL>
178 | <FLOATING POINT LITERAL>
179 | <CHARACTER LITERAL>
180 | <STRING LITERAL>
181 | Boo l e anL i t e r a l
182 | Nu l l L i t e r a l )
183
184 Boo l e anL i t e r a l : := ” t rue ” | ” f a l s e ”
185 Nu l l L i t e r a l : := ” n u l l ”
186
187 Arguments : := <LPAREN> ( ArgumentList )? <RPAREN>
188
189 ArgumentList : := Expres s ion ( <COMMA> Express ion )∗
190
191 Al l o c a t i onExp r e s s i on : := <NEW> Primi t i veType ArrayDimsAndInits
192 | <NEW> Name ( ArrayDimsAndInits | Arguments ( ClassBody )?)
193
194 ArrayDimsAndInits : := (<LBRACKET> Express ion <RBRACKET> )+ (<LBRACKET>
195 <RBRACKET>)∗ | (<LBRACKET> <RBRACKET>)+ A r r a y I n i t i a l i z e r
196 Statement : := LabeledStatement
197 | Block
198 | EmptyStatement
199 | SwitchStatement
200 | i fS tatement
201 | StatementExpress ion <SEMICOLON>
202 | WhileStatement
203 | DoStatement
204 | ForStatement
205 | BreakStatement
206 | ContinueStatement
207 | ReturnStatement
208 | ThrowStatement
209 | SynchronizedStatement
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210 | TryStatement
211
212 LabeledStatement : := <IDENTIFIER> <COLON> Statement
213
214 Block : := <LBRACE> ( BlockStatement )∗ <RBRACE>
215
216 BlockStatement : := Loca lVar i ab l eDec l a ra t i on <SEMICOLON>
217 | Statement
218 | Unmodi f i edClassDec larat ion
219 | Unmod i f i ed Inte r f a ceDec la ra t i on
220
221 Loca lVar i ab l eDec la ra t i on : : = ( ” f i n a l ” ) ? Type Var iab l eDec la ra to r
222 ( ” , ” Var i ab l eDec la ra to r )∗
223
224 EmptyStatement : := <SEMICOLON>
225
226 StatementExpress ion : : = PreIncrementExpress ion
227 | PreDecrementExpression
228 | PrimaryExpress ion ( <INCR> | <DECR> | AssignmentOperator
229 Express ion ) ?
230
231 SwitchStatement : := <SWITCH> <LPAREN> Express ion <RPAREN> <LBRACE> ( SwitchLabel
232 ( BlockStatement )∗ )∗ <RBRACE>
233
234 SwitchLabel : := <CASE> Express ion <COLON>
235 | < DEFAULT> <COLON>
236
237 i fS tatement : := <IF> <LPAREN> Express ion <RPAREN> Statement
238 ( <ELSE> Statement ) ?
239
240 WhileStatement : := <WHILE> <LPAREN> Express ion <RPAREN> Statement
241
242 DoStatement : := <DO> Statement <WHILE> <LPAREN> Express ion <RPAREN>
243 <SEMICOLON>
244
245 ForStatement : := <FOR> <LPAREN> ( For In i t )? <SEMICOLON> ( Express ion ) ?
246 <SEMICOLON> ( ForUpdate )? <RPAREN> Statement
247
248 For In i t : : = Loca lVar i ab l eDec l a ra t i on | StatementExpress ionLis t
249
250 StatementExpress ionLis t : : = StatementExpress ion ( <COMMA> StatementExpress ion )∗
251
252 ForUpdate : := StatementExpress ionLis t
253
254 BreakStatement : := <BREAK> ( <IDENTIFIER> )? <SEMICOLON>
255
256 ContinueStatement : := <CONTINUE> ( <IDENTIFIER> )? <SEMICOLON>
257
258 ReturnStatement : := <RETURN> ( Express ion )? <SEMICOLON>
259
260 ThrowStatement : := <THROW> ( Express ion )? <SEMICOLON>
261
262 SynchronizedStatement : := <SYNCHRONIZED> <LPAREN> Express ion <RPAREN> Block
263
264 TryStatement : := <TRY> Block ( <CATCH> <LPAREN> FormalParameter
265 <RPAREN> Block )∗( <FINALLY> Block ) ?
266 RMethodDeclaration : := ( <PUBLIC> | <PROTECTED> | <PRIVATE> | <STATIC>
267 | <ABSTRACT> | <FINAL> | <NATIVE> | <SYNCHRONIZED> )∗
268 <REAC> RMethodDeclarator RMBlock
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269
270 RMethodDeclarator : := <IDENTIFIER> RFormalParameters (<LBRACKET> <RBRACKET>)∗
271
272 RFormalParameters : := <LPAREN> (RFormalParameter (<COMMA>
273 RFormalParameter ) ∗ ) ? <RPAREN>
274
275 RFormalParameter : := RType ( <FINAL> )? RVar iab leDec larator Id
276
277 RType : := ( RPrimitiveType | RName ) ( <LBRACKET> <RBRACKET> )∗
278
279 RPrimitiveType : := ( <BOOLEAN> | <CHAR> | <BYTE> | <SHORT> | <INT>
280 | <LONG> | <FLOAT> | <DOUBLE>)
281
282 RName : := <IDENTIFIER> ( <DOT> <IDENTIFIER> )∗
283
284 RVar iab leDec larator Id : := <IDENTIFIER> ( <LBRACKET> <RBRACKET> )∗
285
286 RMBlock : := <LBRACE> SeqStatements <RBRACE>
287
288 RStatementS : := RStatement | <LBRACE> SeqStatements <RBRACE>
289
290 SeqStatements : := ( RStatement )∗
291
292 RStatement : := SetOfRStatements | AtomStatement
293
294 SetOfRStatements : := I f | Cal l | When | Repeat | Generate
295 | Par | Stop | Unt i l | I n l i n e | Var iab l e s
296 | Try | Wait | Local | Nothing | Ctr lFreez
297 | Loop | Print | Scanner | Suf f ixEvent
298 | Link | Dynapar
299
300 AtomStatement : := <ATOM> <LBRACE>
301 ( StatementExpress ion <SEMICOLON> | i fS tatement
302 | DoStatement | ForStatement | BreakStatement
303 | WhileStatement | SwitchStatement
304 | ContinueStatement | Loca lVar i ab l eDec l a ra t i on
305 <SEMICOLON> )∗
306 <RBRACE>
307 | StatementExpress ion <SEMICOLON>
308
309 Var iab l e s : := RLoca lVar iab leDec larat ion <SEMICOLON>
310
311 RLoca lVar iab leDec larat ion : : = RType RVar iab leDec larator
312 (<COMMA> RVar iab leDec larator )∗
313
314 RVar iab leDec larator : : = RVar iab leDec larator Id (<ASSIGN> Va r i a b l e I n i t i a l i z e r )?
315
316 Nothing : := <SEMICOLON>
317
318 Stop : := <STOP> <SEMICOLON>
319
320 Print : := ( <PRNATM> | <PRNLATM> ) <LPAREN> SubSetOfExpression
321 <RPAREN> <SEMICOLON>
322
323 Cal l : := <CALL> MyExpression <SEMICOLON>
324
325 I n l i n e : := <INLINE> MyExpression <SEMICOLON>
326
327 Generate : := ( <GEN> | <GENERATE> ) SubSetOfExpression
328 ( <COMMA> MyExpression )? <SEMICOLON>
329
330 Wait : := <WAIT> CondExp ( <COMMA> SubSetOfExpression )? <SEMICOLON>
331
332 Suf f ixEvent : := <STRING LITERAL> ( <BANG> | <HOOK> ) <SEMICOLON>
333
334 When : := <WHEN> <LPAREN> CondExp <RPAREN>
335 RStatementS
336 ( <ELSE> RStatementS ) ?
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337
338 I f : := <IF> <LPAREN> MyExpression <RPAREN>
339 RStatementS
340 ( <ELSE> RStatementS ) ?
341
342 Try : := <TRY> RStatementS <CATCH> RStatementS
343
344 Loop : := <LOOP> RStatementS
345
346 Par : := <PAR> <LBRACE> SeqStatements ( <SC OR>
347 SeqStatements )∗ <RBRACE>
348
349 Scanner : := <SCAN> <LPAREN> SubSetOfExpression <RPAREN>
350 ( <LBRACE> ( StatementExpress ion <SEMICOLON> | i fS tatement
351 | DoStatement | ForStatement | BreakStatement
352 | WhileStatement | SwitchStatement
353 | ContinueStatement | Loca lVar i ab l eDec l a ra t i on
354 <SEMICOLON> )∗
355 <RBRACE> | AtomStatement )
356
357 Local : := <LOCAL> <LPAREN> ( <STRING LITERAL> | <INTEGER LITERAL> )
358 (<COMMA>(<STRING LITERAL>|<INTEGER LITERAL>))∗ <RPAREN>
359 RStatementS
360
361 Ctr lFreez : := ( <CTRL> | <FREEZ> ) <LPAREN> SubSetOfExpression <RPAREN>
362 RStatementS
363
364 Link : := <LINK> <LPAREN> SubSetOfExpression <RPAREN> RStatementS
365
366 Repeat : : = <REPEAT> <LPAREN> MyExpression <RPAREN> RStatementS
367
368 Unt i l : := <UNTIL> <LPAREN> CondExp <RPAREN>
369 RStatementS ( <HAND> RStatementS ) ?
370
371 Dynapar : := <DPAR> SubSetOfExpression <RPAREN> RStatementS
372
373 CondExp : := AND Exp
374
375 AND Exp : := OR Exp ( <SC AND> AND Exp ) ?
376
377 OR Exp : := Not Exp ( <SC OR> OR Exp ) ?
378
379 Not Exp : := <BANG> Parent Exp
380 | Parent Exp
381
382 Parent Exp : := <LPAREN> AND Exp <RPAREN>
383 | <ALL>
384 | SubSetOfExpression
385
386 SubSetOfExpression : : = Addit iveExpress ion
387
388 MyExpression : : = Express ion
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Re´sume´ :
Cette the`se pre´sente Rejo un nouveau langage de haut niveau pour programmer des syste`mes
re´actifs. Rejo, de l’anglais REactive Java Objets, est une extension a` Java qui permet de
de´finir des objets re´actifs, c’est-a`-dire des objets qui encapsulent des donne´es et des me´langes
d’instructions Java et d’instructions re´actives. Le mode`le d’exe´cution est celui de l’approche
re´active synchrone, dans lequel les instructions Java sont exe´cute´es d’une fac¸on atomique. Le
compilateur de Rejo ge´ne`re du code 100% Java ou` les instructions re´actives sont imple´mente´es
avec la librairie Junior. L’influence de Junior sur Rejo est tre`s importante, et les performances,
les avantages et les inconve´nients de Rejo de´coulent du mode`le et du moteur d’exe´cution de
Junior. Une e´tude approfondie de la programmation et des diffe´rentes imple´mentations de
Junior est re´alise´e.
Les objets re´actifs de Rejo peuvent eˆtre conside´re´s comme des agents mobiles car ils ont
la capacite´ de migrer en utilisant une plate-forme, appele´e ROS, qui offre les fonctionnalite´s
ne´cessaires. ROS, de l’anglais Reactive Operating System, est un Syste`me d’Agents Mobiles qui
ressemble a` un syste`me d’exploitation car il est constitue´ d’un micro-noyau modulaire et d’un
ensemble des services autour desquels on trouve une interface graphique (les Ricobjs), un shell
(Rsh) et une interface de programmation.
Mots cle´s : Re´actif, Synchrone, Java, Junior.
Abstract:
This thesis presents Rejo a new high level language for programming reactive systems. Rejo,
which means REactive Java Objets, is an extension of Java that creates Reactive Objets,
i.e., objects that encapsulate data and a mix of Java instructions and reactive instructions.
The execution model is the one of the Reactive Synchronous Approach which executes the
Java instructions in an atomic way. The Rejo compiler generates 100% Java code where re-
active instructions are implemented with the Junior library. The influence of Junior on Rejo
is important, and performance, advantages, and drawbacks are herited from the model and
implementation of Junior. Junior programming and several implementations of it are studied
in the thesis .
The Rejo reactive objects may be considered as mobile agents because they can migrate
using a platform, called ROS, that provides the functionalities they need. ROS, which means
Reactive Operating System, is a Mobile Agent System similar to an operating system because
it is based on a modular micro-kernel and on a set of services, and it provides a graphical
interface (Ricobjs), a shell (Rsh), and an API.
Keywords: Reactive, Synchronous, Java, Junior.
