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Abstract{ In this study, a prediction method for word topics is proposed. Sentences are
sometimes dicult to read if the meaning of one of more words is unknown. In such cases,
sentences become easily readable if the topics of the words are known. To solve this problem, a
topic model that divides the words by topic and chooses several words from the available topics
is used in this study to predict topics. This study suggests that the information regarding the
chosen words can be used as a topic indicator. Several experiments were conducted using the
proposed method with regard to the model, and the following two facts were established: the
proposed method which divides the words by topic, shows an accuracy of ~60% and the method
that chooses several symbolic words for topics shows an accuracy of ~90%.
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概 要:
本研究は, 文章中の単語の属する話題を推定する手法の提案を目的とする. 文章の読解において,





題ごとに分類し, (3)分類された単語群の中から代表語を選出する, という手順となっている. これ
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第1章 序論
本章では, 本研究の背景, 目標, 論文の構成を述べる.
1.1 背景
私達は現在, 書籍や新聞, Webページなどの媒体を通して, 多くの日本語の文章を読む機
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1.3 論文の構成
この節では, 本論文の次章以降の構成について記述する. 第 2章では, 本研究での根幹と
なる技術であるテキストマイニングやトピックモデルを中心とする手法, 及びその実装に
利用するツールについて説明する. 第 3章では本研究と関連する研究について説明する.
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model)である [4]. トピックモデルでは, データの集合にはその背景にあらかじめ隠れた話





BoW(Bag of Words) と呼ばれる多重集合で表現していて, その生成過程をモデル化して
いる. これにより, 単語の並びに関する情報より文章中でどのような単語が使われている
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2.2.2 LDA
トピックモデルに階層ベイズモデルを導入して, 一般化させたモデルが LDA(Latent











本研究での提案手法は, 形態素解析及び TF-IDFによる重み付けは RMeCabパッケー
ジ [3], LDAによる分類モデルの作成及び分類モデルを利用した単語の話題による分類は
MASSパッケージ [8], 単語同士のコサイン類似度の計算は proxyパッケージ [9]を利用し
て, R言語によって実装した.
5
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第3章 関連研究
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3.4 形容詞共起を用いた単語の印象推定法
清水らの研究に, 形容詞や形容動詞が持つ印象を単語同士の共起頻度から推定する研究
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2. 取得した情報から LDAによる分類モデルを作成し, 文章中の単語をトピックごとに
分類する










報を参照し, 単語と話題の情報を紐付ける. 単語が複数の文章で用いられている場合は, 重
みの値が最大となる文章が持つ話題の情報を紐付ける. 形態素解析は, 形態素解析ソフト
MeCab[2]及び R言語の RMeCabパッケージ [3]を用いて行い, TF-IDFによる重みの値
を計算する.
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て選出し, 選出された 12個の単語を推定結果として出力する. コサイン類似度の計算には
R言語の proxyパッケージ [9]を用いる.
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第5章 実験と評価
本章では, 本研究で行った提案手法の LDAによる分類モデルの作成工程に対する性能
の評価実験 (実験 1), 代表語の選出工程に対する性能の評価実験 (実験 2), 及び実験 2の評
価基準の正しさを検証する補助実験 (実験 3)の結果, 及び考察を述べる.
5.1 実験概容
提案手法の評価実験に関しては, 提案手法 4.3の LDAによる分類モデルの作成に対する
実験 1, 4.4のラベルとなる代表語を選出することに対する実験 2と実験 3に分けて行った.







語書き言葉均衡コーパス (BCCWJコーパス)を利用する [14]. このコーパスは, 書籍, 雑
誌, 新聞といった出版物をはじめ, ブログ, ネット掲示版のようなインターネット上の文章
といった, 日本語の様々なレジスターにおける日本語の書き言葉をサンプルして, 文書構造
や形態論情報を加えてTSVファイルやXMLファイルの形式で収録したものである. この




理を行い, こうして得られた文書データをそれぞれの実験に用いた. 実験 1, 実験 2と実験
3に用いたデータは, レジスターや 1件のデータにおける文章の長さが異なっている.
10
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5.2.2 実験 1に用いたデータ
実験 1では, 日本十進分類法 (NDC)の第一次区分によって分類されている書籍レジス
ターのデータのうち, 2001年から 2005年までに出版された書籍からのサンプルで, 1件に
つき 1000文字前後の固定長で収録されているデータ 9575件を使用した. 実験では, デー
タの分類記号である数字をそのままデータのジャンル情報となる IDとして利用している.
使用したデータの分類ごとの件数を表 5.1に示す.












5.2.3 実験 2, 実験 3に用いたデータ
実験 2及び実験 3では, 実験 1と同じ書籍レジスターのデータを用いるとトピックの話
題が広義的であるため, 実験としての正解となる, トピックの代表語として選出されるべき
語の設定が難しくなることを考慮して, 記事のタイトル部分を正解の候補として利用でき
る新聞レジスターのデータを使用した. 新聞レジスターのデータのうち, 2001年から 2005
年までに出版された新聞からのサンプルで, 文章の長さは可変長でデータ 1件に記事 1つ






い文章が持つ話題の情報を紐付けた. その後, 単語情報全体を 5分割し, 分割されたうちの
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の情報と一致するかどうかを正しく分類できているかどうかとして, 分類判定を行った. こ
れをテスト用データに使用する部分を入れ替えながら 5回実施する 5-fold cross-validation
によって, 提案手法における LDAによる分類モデルの分類の精度を測定した.
5.3.1 実験 1の結果
実験 1によって得られた, LDAによる分類モデルの分類精度は 0.624であった. この結
果から, 提案手法は文章中の単語を 6割程の精度で話題ごとに正しく分類することに成功
していると考えられる. 分類モデルによって分類された ID値を行, 実際に単語に紐付けら
れていた ID値を列とした対応表を表 5.2に示す.
加えて, 表 5.2から分類モデルによって分類された ID値が 9に偏っていることが伺える
ため, 詳細の調査を行った. まず, ID値 9に属している単語のデータに偏りがあるかを調
べるため, ID値 9に該当するデータを取り除いた状態で再度実験を行ったが, その分類結
果は ID値 3に偏るようになり, ID値 3も取り除いて実行すると ID値 2に偏るといった
ように, 分類結果が常にひとつの IDに偏るようになっていたため, 特定の ID値に属する
データ自体に偏りが存在する様子は見られなかった. 続けて, ラベルとして用いている ID
の数値に対して, 最大値や最小値に偏るようなアルゴリズム上の問題があるかを調べるた
め, データに割り振っていた ID値を逆順にして再度実験を行ったが, 分類結果は ID値が
逆順になっただけで分類結果の分布に変化は見られなかったため, アルゴリズムがラベル
の数値に依存している様子も見られなかった. 以上の結果から, 判別結果がひとつの ID値
に偏る原因は特定できなかったが, 実験上は問題ないことが確認できた.
表 5.2: 実験 1の分類結果の対応表 (分類モデルによって分類された ID値が行, 実際に単
語に紐付けられていた ID値が列)
　　 0 1 2 3 4 5 6 7 8 9
0 432 18 20 80 12 27 6 15 3 55
1 13 628 40 87 22 25 7 10 4 86
2 48 95 2039 177 44 53 37 38 9 247
3 64 122 181 2299 156 103 65 122 34 296
4 19 25 39 123 1037 35 15 11 5 63
5 21 16 48 118 49 952 15 20 4 70
6 13 14 31 78 29 30 381 11 3 40
7 18 43 52 88 45 35 14 957 2 95
8 11 23 34 70 26 10 4 13 263 31
9 174 283 340 490 512 471 244 359 103 2519
12
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実験 2での出力結果として, 以降に正解とみなされた例, 不正解とみなされた例 1件ずつ
において, データの概容と, 重みから選出された単語にコサイン類似度が高い 3つの単語




案手法は, "入試 学力 要項 選抜", "学力 要項 選抜 推薦", "入学 道立高校入試日程 願書
受付"といった代表語を出力し, "学力", "入試"といった記事タイトルにも含まれる単語を





"航空 同機 降下 古庄", "注意 距離 集団 太平洋", "司令 哨戒 至近 降下"といった代表語
を出力したが, 出力した代表語の中に記事タイトルにも含まれる単語はなかったので, 不






残ったので, 実験 2の正解基準の妥当性を診断するための補助実験として実験 3を行った.
実験 3では, 実験 2で使用した新聞記事の文書データから, 記事のタイトルと実験 2に
よって選出された代表語及び実験 2での正解判定の情報を取り除いた, 新聞記事の本文の
13
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した. その後, 実験 2で選出された TF-IDFによる単語の各文章における重みの合計値が
高い 3つの単語, 及び 3つの単語それぞれに対するコサイン類似度が高い 3つの単語を付








しかし, データの中には, 実験 2で正解とされていたが実験 3では不正解とされたもの,
実験 2で不正解とされていたが実験 3では正解とされたものが存在したため, 詳細を調査
した. 調査の結果, 実験 2で正解とされていたが実験 3では不正解とされた例には, "スポー
ツと健康痛みを知る体の異変知らせる危険信号"と言う記事タイトルで, "小泉内閣の構造
改革には「痛みを伴う」ことが強調されている. 手術などの苦痛と不安に耐えれば必ず健
康を回復するという見通しがあれば, 伴う痛みも我慢もできる. しかし, ～"といった記事
のタイトルと本文の大部分がスポーツの話に置き換えた例え話で, 東大教授が政治に対す
る批評を行っている記事がある. これに対し実験 2では例え話の部分から, "痛み 信号 ス
ポーツ 異変", "スポーツ 異変 信号 楽しみ", "信号 異変 見通し この世"と選出されて正
解とされていたが, 実験 3では人手で"東大, 内閣, 構造改革"と選出され, 不正解とみなさ
れた. また, 実験 2で不正解とされていたが実験 3では正解とされた例には, "水霊 (８２)
第三章 月夜とウナギ (２３)"と言う記事タイトルで, "少しずつ昭彦が身近になっていく.
なによりも彼の, 気取りのなさが詩子には好ましかった. 大学を卒業したら, いまアルバイ
トをしている会社で働くことにする. ～"といった記事のタイトルが連載されている小説
の作品や章の名前で, 記事内容はその本文であるような記事がある. これに対し実験 2に
おいて"昭彦 カカオ そうこう アイリッシュ・ウイスキー", "詩子 ひさこ 昭彦 真弓", "ボ
トル カカオ そうこう アイリッシュ・ウイスキー"と選出されて不正解とされていたもの





実験 1の結果から, 多数の文章から 6割程の精度で単語を背景に持つ話題ごとに正しい
分類に成功していることがわかった. また, 実験 2及び実験 3の結果から, 背景に持つ話題
14
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から LDAによる分類モデルを作成し, 文章中の単語をトピックごとに分類する工程, 手法
の推定結果として, 分類したトピックから, ラベルとなる代表語を選出する工程の 3つで構
成されている. このうちの LDAによる分類モデルの作成工程と代表語の選出工程の 2つ
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