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cycles e´vanescents III :
Le cas de la valeur propre 1.
par Daniel Barlet∗,
avec un appendice de Claude Sabbah†
06/09/05
Abstract.
This text is a study of the missing case in our article [B.91], that is to say
the eigenvalue 1 case. Of course this is a more involved situation because
the existence of the smooth stratum for the hypersurface {f = 0} forces to
consider three strata for the nearby cycles. And we already know that the
smooth stratum is always ”tangled” if it is not alone (see [B.84b] and the
introduction of [B.03]).
The new phenomenon is the role played here by a ”new” cohomology group,
denote by Hnc∩S(F )=1, of the Milnor’s fiber of f at the origin. It has the
same dimension as Hn(F )=1 and H
n
c (F )=1
1 and it leads to a non trivial
factorization of the canonical map can : Hnc (F )=1 → H
n(F )=1, and to a
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†Centre de Mathe´matiques Laurent Schwartz,
Ecole Polytechnique, UMR 7640 CNRS
e-mail sabbah@math.polytechnique.fr
1The case n = 2, that is to say the case of an hypersurface in C3, is analoguous but
special.
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monodromic isomorphism of variation var : Hnc∩S(F )=1 → H
n
c (F )=1. It
gives a canonical hermitian form
H : Hnc∩S(F )=1 ×H
n(F )=1 → C
which is non degenerate2. This generalizes the case of an isolated singularity
for the eigenvalue 1 (see [B.90] and [B.97] ).
The ”overtangling” phenomenon for strata associated to the eigenvalue 1
implies the existence of triple poles at negative integers (with big enough ab-
solute value) for the meromorphic continuation of the distribution
∫
X
|f |2λ
for functions f having semi-simple local monodromies at each singular point
of {f = 0}.
AMS Classification 2000 : 32-S-25, 32-S-40, 32-S-50.
KeyWords : Hypersurface, Non isolated Singularity, Vanishing Cycles,Tangling
of Strata.
Re´sume´.
Ce texte e´tudie le cas manquant de notre article [B.91], a` savoir le cas de la
valeur propre 1. C’est e´videmment un cas plus complique´ que celui d’une
valeur propre 6= 1 puisque la pre´sence de la strate des points lisses de
l’hypersurface {f = 0} oblige a` conside´rer trois strates pour les cycles
proches. Et l’on sait de´ja` que cette strate lisse est toujours ”emmeˆle´e” en
pre´sence d’une autre strate (voir [B.84b] et l’introduction de [B.03]).
Le phe´nome`ne nouveau est le roˆle joue´ ici par un ”nouveau” groupe de coho-
mologie, note´ Hnc∩S(F )=1, de la fibre de Milnor de f a` l’origine, qui est de
meˆme dimension que Hn(F )=1 et H
n
c (F )=1
3 et qui donne lieu a` une factori-
sation non triviale de l’application canonique can : Hnc (F )=1 → H
n(F )=1,
et a` un isomorphisme monodromique de variation var : Hnc∩S(F )=1 →
Hnc (F )=1. On en de´duit une forme hermitienne canonique
H : Hnc∩S(F )=1 ×H
n(F )=1 → C
2Here again the n = 2 is analoguous but special.
3Le cas n = 2, c’est a` dire le cas d’une hypersurface de C3, est analogue mais spe´cial.
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qui est non de´ge´ne´re´e4. Ceci ge´ne´ralise le cas d’une singularite´ isole´e pour la
valeur propre 1 (voir [B.90] et [B.97] ).
Le phe´nome`ne de ”suremmeˆlement” de strates pour la valeur 1 donne l’existence
de poˆles triples aux entiers ne´gatifs (assez grands en valeur absolue) pour le
prolongement me´romorphe de la distribution
∫
X
|f |2λ en pre´sence de mon-
odromies locales semi-simples pour f en chaque point du lieu singulier de
{f = 0}.
AMS Classification 2000: 32-S-25, 32-S-40, 32-S-50.
Mots Clefs : Hypersurface, Singularite´ non isole´e, Cycles E´vanescents,
Emmeˆlement de Strates.
Introduction.
0.1
Le but du pre´sent article est de comple´ter l’e´tude du phe´nome`ne
d’emmeˆlement de strates (conse´cutives) pour les cycles e´vanescents, faite
dans [B.91]5 pour une valeur propre de la monodromie diffe´rente de 1 par
l’e´tude du cas de la valeur propre 1 de la monodromie. La situation que nous
conside´rons ici est le cas d’un germe non constant de fonction holomorphe
f˜ : (Cn+1, 0)→ (C, 0) ve´rifiant la proprie´te´ suivante :
Il existe un germe de courbe (S, 0) a` l’origine de Cn+1 tel qu’en chaque
point x en dehors de cette courbe la monodromie locale de f agissant sur
la cohomologie re´duite de la fibre de Milnor de f en x ne pre´sente pas la
valeur propre 1.
Bien sur, le germe de courbe (S, 0) est ”a` priori” contenu dans le lieu
singulier de l’hypersuface f−1(0) mais ce lieu singulier sera en ge´ne´ral de
dimension plus grande que 1.
0.2
De meˆme que pour le cas d’une valeur propre 6= 1 on rencontre cette
situation de la fac¸on suivante :
4La encore le cas n = 2 est analogue mais spe´cial.
5Voir e´galement [B.03].
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On conside`re un germe non constant de fonction holomorphe
F˜ : (CN , 0)→ (C, 0)
et on denote par Σ0 ⊂ Σ1 les deux plus grosses strates du lieu singulier
de F˜−1(0) le long desquelles la valeur propre 1 de la monodromie apparait
(sur la cohomologie re´duite6). Supposons que la codimension de Σ0 soit
e´gale a` n + 1 et que celle de Σ1 soit e´gale a` n
7. Effectuons une section
plane transverse en un point ge´ne´rique de Σ0 par un plan P de dimension
n + 1. Un tel plan ”ge´ne´rique” est non caracte´ristique pour le D−module
correspondant au faisceau pervers ψF˜,1 et la restriction f˜ := F˜ |P ve´rifie
nos hypothe`ses et de´crit la situation locale pour ψF˜,1 dans un voisinage du
point ge´ne´rique de Σ0 que l’on a conside´re´
8.
0.3 Les hypothe`ses standards pour la valeur propre 1.
Soit X un voisinage ouvert de Stein connexe de l’origine dans Cn+1 et
supposons que n ≥ 29. Soit f : X → C une fonction holomorphe non
constante. Notons pour p ≥ 0 par Hp(0) le faisceau constructible sur
Y := f−1(0) donne´ par le sous-faisceau spectral de la monodromie de f
pour la valeur propre 1, agissant sur le p−ie`me faisceau de cohomologie
du complexe ψf des cycles e´vanescents. Donc le germe en chaque point
y ∈ Y de Hp(0) est le sous-espace spectral pour la valeur propre 1 de la
monodromie agissant sur le p−ie`me groupe de la cohomologie re´duite de la
fibre de Milnor de f en y.
Nous ferons les hypothe`ses suivantes :
6Ce sont donc les supports des deux premiers faisceaux de cohomologie non nuls du
complexe a` cohomologie constructible des cycles e´vanescents de F˜ relatif a` la valeur
propre 1 de la monodromie, que l’on notera ψF˜ ,1.
7C’est dans cette hypothe`se, qui est ”ge´ne´rique”, que l’adjectif ”conse´cutif” prend son
sens dans l’expression ”strates conse´cutives”: Σ0 est de codimension 1 dans Σ1.
8Grace au the´ore`me de restriction non carate´ristique (voir [B.M.89]) et a` la correspon-
dance de Riemann Hilbert (voir [K.84]).
9Dans le cas n = 1 le phe´nome`ne d’emmeˆlement de strates pour la valeur propre 1
que nous allons e´tudier n’apparaˆıt pas, meˆme pour une fonction non re´duite. Le cas ou`
n = 1 sera conside´re´ dans la suite sous l’hypothe`se plus forte d’une singularite´ isole´e pour
la valeur propre 1 (notion de´ja` e´tudie´e dans [B.90] et [B.97] ). Ce cas sera essentiel quand
on e´tudiera la situation d’une section hyperplane transverse en un point ge´ne´rique de la
courbe S.
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• (i) Le faisceau Hn(0) est concentre´ a` l’origine.
• (ii) Le faisceau Hn−1(0) est concentre´ sur une courbe S admet-
tant l’origine pour unique point singulier. De plus, chaque composante
irre´ductible de S contient l’origine et est un disque topologique.
• (iii) La restriction de Hn−1(0) a` S∗ := S \ {0} est un syste`me local.
• (iv) Pour tout i ≥ 2 on suppose que Hn−i(0) ≡ 0.
0.3.1 Remarques.
• Seule la condition (iv) est re´ellement restrictive dans notre situation
locale d’un germe a` l’origine de Cn+1 en raison de la perversite´ de
ψf,1.
• Bien sur, ces hypothe`ses sont satisfaites (quitte a` se restreindre a` un
voisinage ouvert de l’origine assez petit) de`s que le lieu singulier est
de dimension infe´rieur ou e´gal a` 1. Pour n = 2 c’est le cas de`s que
l’on conside`re un germe non constant de fonction holomorphe qui est
re´duit.
• Pour n = 3 ces hypothe`ses seront satisfaites (quitte a` nouveau a` se
restreindre ...) pour un germe re´duit de`s que les singularite´s transverses
aux composantes irre´ductibles de dimension 2 du lieu singulier sont des
courbes re´duites et irre´ductibles10.
0.4 Les re´sultats.
De´crivons les principaux re´sultats que nous obtenons. La nouveaute´ princi-
pale par rapport au cas d’une valeur propre diffe´rente de 1, traite´ dans [B.91],
est l’apparition d’une ”cohomologie interme´diaire” pour la partie spectrale
relative a` la valeur propre 1 de la monodromie, pour la fibre de Milnor
de f a` l’origine. Nous la noterons par Hnc∩S(0) et elle est introduite
10En effet, pour une courbe plane re´duite et irre´ductible, la valeur propre 1 de la mon-
odromie n’apparait pas.
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au paragraphe 4. Elle correspond a` des cycles e´vanescents dont la limite a`
l’origine rencontre le sous-ensemble analytique S suivant un compact (mais
la limite peut rencontrer le bord de f−1(0) loin de S). Ceci est pre´cise´
dans l’appendice I.
On a alors deux applications naturelles d’e´largissement de support
Hnc (0)
canc→ Hnc∩S(0)
canc∩S→ Hn(0)
dont la compose´e est l’application canonique usuelle
can : Hnc (0)→ H
n(0).
Dans le cas d’une singularite´ isole´e pour la valeur propre 1, l’application
canc∩S : H
n
c∩S(0)→ H
n(0) est un isomorphisme. Ce n’est plus le cas sous les
hypothe`ses standards pre´cise´es plus haut et nous dirons que le phe´nome`ne de
suremmeˆlement pour la valeur propre 1 se produit dans cette situation
pre´cise´ment quand cette application n’est pas un isomorphisme.
En suivant la meˆme ligne de preuve que dans [B.91] nous commencerons
par e´tablir le
0.4.1 The´ore`me 1.
Sous les hypothe`ses standards pour la valeur propre 1, on a, pour n ≥ 3, la
suite exacte :
0→ H1{0}(S,H
n−1(0))
i
→ Hnc∩S(0)
canc∩S−→ Hn(0)
θ
→ H1(S∗, Hn−1(0)).
Ce the´ore`me est prouve´ au paragraphe 4, ainsi qu’un re´sultat analogue pour
n = 2.
Maintenant l’existence d’une forme hermitienne localement constante et non
de´ge´ne´re´e sur le syste`me local Hn−1(0) de´duite de la forme hermitienne
canonique des sections hyperplanes transverses a` S∗ qui pre´sentent une
singularite´ isole´e pour la valeur propre 1 (voir [B.90]), donne l’ine´galite´11
dimH1{0}(S,H
n−1(0)) ≤ dimH1(S∗, Hn−1(0)).
11Puisque Hn−1(0) n’a pas de section non nulle a` support l’origine.
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On en de´duit l’ine´galite´
dimHnc∩S(0) ≥ dimH
n(0).
Le re´sultat le plus difficile sera de de´montrer que l’on a, en fait, toujours
e´galite´ de ces deux dimensions sous les hypothe`ses standards, pour n ≥ 3.
0.4.2 The´ore`me 2.
Sous les hypothe`ses standards pour la valeur propre 1 et pour n ≥ 3 on a
les proprie´te´s suivantes
• 1) dimHnc∩S(0) = dimH
n(0).
• 2) Il existe une application naturelle line´aire et monodromique
˜var : Hnc∩S(0) → H
n
c (0) qui est un isomorphisme d’espace vectoriels
monodromiques.
• 3) Il existe une forme hermitienne ”canonique”
H : Hnc∩S(0)×H
n(0)→ C
et elle est non de´ge´ne´re´e.
Pour n = 2 tout ceci reste vrai a` condition de remplacer H2c∩S(0) par son
quotient par j(H1(S∗,C)), ou` j est une injection naturelle qui sera de´finie
au 4.12 .
Notre preuve passe par la construction d’une application de variation, com-
patible aux monodromies
var : Hnc∩S(0)→ H
n
c (0) ,
construction qui sera mene´e a` bien au paragraphe 6. Nous prouverons ensuite
au paragraphe 8 que cette variation est injective. Ceci impliquera l’e´galite´
cherche´e puisque la dualite´ de Poincare´ sur la fibre de Milnor a` l’origine
donne l’e´galite´ des dimensions de Hnc (0) et H
n(0).
L’injectivite´ de la variation (qui est donc finalement un isomorphisme graˆce a`
l’e´galite´ des dimensions), donne e´galement la non de´ge´ne´rescence de la forme
hermitienne12 canonique ge´ne´ralise´e :
H : Hnc∩S(0)×H
n(0)→ C.
12Elle est sesquiline´aire, et (id×canc∩S)∗(H) est hermitienne sur Hnc∩S(0)×H
n
c∩S(0).
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qui est compatible aux monodromies et relie´e, comme dans le cas d’une
singularite´ isole´e (voir [Loe. 86]) et dans le cas d’une singularite´ isole´e pour
la valeur propre 1 (voir [B.97]), a` la dualite´ de Poincare´ (hermitienne),
note´e <,>, par la formule
H(e, e′) =< ˜var(e), e′ > ∀(e, e′) ∈ Hnc∩S(0)×H
n(0)
ou` ˜var = var ◦Θ , l’automorphisme Θ de Hnc∩S(0) e´tant de´fini par
Θ :=
∞∑
k=0
(−1)k
(T − 1)k
k + 1
=
Log T
T
ou` T de´note la monodromie. Ceci est montre´ au paragraphe 7.
Nous concluons en e´tendant les the´ore`mes 13 et 14 de [B.91] au cas de la
valeur propre 1. On obtient ainsi les deux the´ore`mes suivants qui, je l’espe`re,
seront suffisants pour donner une approche ”filtre´e” (donc non localise´e en
f) du phe´nome`ne d’emmeˆlement de strates dans le cas d’une fonction holo-
morphe a` lieu singulier de dimension 1, au moins dans le cas conside´re´ dans
[B.04].
0.4.3 The´ore`me 3.
Sous les hypothe`ses standards pour la valeur propre 1, conside´rons e ∈ Hn(0)
ve´rifiant N k(e) = 0 avec k ≥ k013. Alors les conditions suivantes sont
e´quivalentes :
• 1) o˜bk(e) = 0 .
• 2) Si w ∈ Γ(Y,Ker δn(k)) ve´rifie rn(k)(w) = e, pour chaque j ∈ Z,
les fonctionnelles analytiques
Pk+l
(
λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ w¯k ∧
)
sont nulles pour l ≥ 2.
De plus, pour ve´rifier 2) il suffit de le faire pour l = 2 et pour j ∈ [0, n].
13Rappelons que, par de´finition, k0 est l’ordre de nilpotence de la monodromie agissant
sur le syste`me local Hn−1(0) sur S∗.
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0.4.4 The´ore`me 4.
Sous les hypothe`ses standards pour la valeur propre 1, supposons que le pro-
longement me´romorphe de
∫
X
|f |2λ admette un poˆle d’ordre ≥ k en un
entier ne´gatif, avec k ≥ sup (k0, k1) + 2 ou` k0 et k1 sont respective-
ment les ordres de nilpotence de la monodromie agissant sur le syste`me local
Hn−1(0)|S∗ et sur l’espace vectoriel H
n(0).
Alors l’ordre des poˆles aux entiers ne´gatifs assez grand est exactement e´gal a`
k et l’on a k0 ≤ k1 = k − 2 avec o˜bk1 6≡ 0.
L’e´tude de ”re´ciproques” analogues aux the´ore`mes 15 et 16 de [B.91] n’est
pas aborde´e ici. Ces questions ne semblent pas du tout triviales a` re´soudre
pour la valeur propre 1. D’ailleurs les re´sultats de ce type dans [B.91] sont
probablement les plus de´licats de cet article.
Nous n’avons pas, non plus, aborde´ ici les raffinements de [B.91] qui sont
obtenus dans [B.03].
Nous terminons cette e´tude par deux appendices.
Le premier donne une description topologique na¨ıve (a` la Milnor) du groupe
Hnc∩S(0). Le second, e´crit par Claude Sabbah, donne une interpre´tation en
terme des complexes de cycles e´vanescents et de cycles proches des phe´nome`nes
topologiques sous-jacents a` cet article.
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Voici le plan de cet article
• 1. De´finitions et rappels.
• 2. Le cas d’une singularite´ isole´e pour la valeur propre 1.
• 3. La forme hermitienne canonique sur le syste`me local Hn−1(0)|S∗.
• 4. L’espace vectoriel monodromique Hnc∩S(0).
• 5. La suite exacte longue de J. Leray ge´ne´ralise´e.
• 6. Construction de ˜var : Hnc∩S(0)→ H
n
c (0).
• 7. La forme hermitienne canonique H : Hnc∩S(0)×H
n(0)→ C.
• 8. Injectivite´ de la variation pour n ≥ 3. Le cas n = 2.
• 9. Applications et un exemple pour conclure.
• Appendice I : Description topologique de Hnc∩S(0).
• Appendice II : Interpre´tation en termes de complexes de cycles proches
et e´vanescents par Claude Sabbah.
1 De´finitions et rappels.
1.1
Sous les hypothe`ses standards, introduisons les complexes de faisceaux (Ω•(k), δ0)
et (E•(k), δ•0). Rappelons que Ω
• (resp. E• ) de´signe le faisceau des formes
me´romorphes (resp. semi-me´romorphes) de degre´ • sur X a` poˆles dans Y
restreint (topologiquement) a` Y , que
Ω•(k) := Ω• ⊗ Ck, E•(k) := E• ⊗ Ck
et que
δ0(w) := dw −
df
f
∧ kN(w)
ou` kN ∈ End(Ck) est de´fini dans la base canonique e1, · · · , ek par
kN(ej) = ej+1, j ∈ [1, k] avec la convention ek+1 = 0 ; cet endomorphisme
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agit sur Ω•(k)
(resp. sur E•(k) ) par kN := Id⊗ kN .
Ceci se ”visualise” de la fac¸on suivante :
δ0(w) = δ0

wk
...
w2
w1
 =

dwk −
df
f
∧ wk−1
...
dw2 −
df
f
∧ w1
dw1
 .
De plus l’inclusion e´vidente de (Ω•(k), δ0) dans (E•(k), δ•0) est un quasi-
isomorphisme (voir [B.91], prop.1, p. 444.)
1.2
On a les morphismes de complexes de degre´ 0 suivants, pour tout couple
(k, k′) d’entiers :
πk+k′,k : (E
•(k + k′), δ•0) −→ (E
•(k), δ•0)
jk,k+k′ : (E
•(k), δ•0) −→ (E
•(k + k′), δ•0)
donne´s par les projections et injections e´videntes :
Ck+k
′
≃ Ck ⊕ Ck
′
→ Ck
Ck →֒ Ck+k
′
≃ Ck ⊕ Ck
′
.
Ils se ”visualisent” de la fac¸on suivante :
πk+k′,k

wk+k′
...
wk
...
w1
 =
wk...
w1
 jk,k+k′
wk...
w1
 =

wk
...
w1
0
...
0

,
ou` le dernier vecteur colonne comprend k′ ze´ros.
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1.3
On de´finit e´galement, pour k ≥ 1, le morphisme de complexe de degre´ 0 :
kN : (E
•(k), δ•0)→ (E
•(k), δ•0)
en posant kN = jk−1,k ◦ πk,k−1 ; ce qui se ”visualise” comme suit :
kN

wk
...
w2
w1
 =

wk−1
...
w1
0
 .
On a, bien sur, (kN )k = 0 sur E•(k). La monodromie est alors de´finie sur
ce complexe par T := exp(−2iπ.kN ).
1.4
Enfin nous utiliserons e´galement les morphismes de complexes14 de degre´ +1
τk,k′ : (E
•(k), δ•0)→ (E
•(k′), δ•0)
donne´s par :
τk,k′

wk
...
w2
w1
 =

0
...
0
df
f
∧ wk

}
k′.
1.5
Notons par hi(k) le i-e`me faisceau de cohomologie du complexe (E•(k), δ0).
Le morphisme de complexe
r• : (Ω•(k), δ0)→ (Ω
•
X/f [f
−1], d/f)|Y
de´fini par r˜•(w) = wk pour w ∈ Ω•(k), donne la suite exacte courte suivante,
pour tout p ≥ 1 (voir la prop.1 p. 427-428 de [B.91] et la proposition (1.9)
pour le lien entre r˜• et r•) :
0→ Hp−1(0)
/
ImN kp−1 → h
p(k)
rp(k)
→ KerN kp → 0 (1)
14En fait on a τk,k′ ◦ δ0 + δ0 ◦ τk,k′ = 0.
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ou´ −2iπNq de´signe le logarithme nilpotent de la monodromie de f agis-
sant15 sur le faisceau Hq(0) pour q ≥ 0. On prendra garde que pour q = 0
on conside`re la cohomologie re´duite (donc les ”vrais” cycles e´vanescents et
non les cycles proches.)
1.6
Sous les hypothe`ses standards la suite exacte (1) montre que les seuls fais-
ceaux de cohomologie non nuls du complexe (E•(k), δ0) sont les hi(k) pour
i = 0, 1, n− 1, n, n+ 1.
Supposons d’abord n ≥ 3. On a alors des isomorphismes monodromiques
CY ≃ h
0(k) et CY ≃ h
1(k) donne´s par
λ ∈ CY →

λ
0
.
.
.
0
 et λ ∈ CY →

0
.
.
.
0
λdf
f
 .
Le morphisme τk induit l’isomorphisme e´vident .
De plus, grace a` la nullite´ de Hn−2(0), on a un isomorphisme
rn−1(k) : hn−1(k)→ KerN kn−1 ⊂ H
n−1(0) ∀k ≥ 1
ainsi que la suite exacte pour k′ ≫ 1
0→ hn−1(k′)
τk′,k
→ hn(k)→ KerN kn → 0 ∀k ≥ 1.
Comme les faisceaux hn−1(0) et hn(0) sont a` support dans S et que Hn(0)
est a` support l’origine, on en de´duit que sur S∗ on a un isomorphisme pour
k ≫ 1
τk : h
n−1(k)|S∗ ≃ h
n(k)|S∗.
Alors, la suite exacte pour k ≫ 1
0→ Hn−1(0)
in−1
→ hn(k)
τk→ hn+1(k)→ 0
montre que hn+1(k) est a` support l’origine et isomorphe a` Hn(0) (pour
k ≫ 1).
15de fac¸on unipotente.
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1.7
Pour n = 2, on a la suite exacte
0→ h0(k)
τk→ h1(k)
r1(k)
→ KerN k1 → 0 ∀k ≥ 1.
Comme τk induit un isomorphisme sur Y \ S ( et les faisceaux hi(k)|Y \S
sont isomorphes a` CY \S, i = 0, 1 ), on aura dans ce cas des isomorphismes
monodromiques h1(k)
/
τkh
0(k) ≃ KerN k1 ⊂ H
1(0) ainsi que h0(k) ≃ CY .
Pour n = 2 on remplacera l’isomorphisme rn−1(k) : hn−1(k)→ Hn−1(0) duˆ
a` la nullite´ de l’application τk : h
n−2(k) → hn−1(k) que l’on a pour n ≥ 3
par l’isomorphisme
lim
k→∞
h1(k)→ H1(0)
qui re´sulte de l’isomorphisme monodromique (plus concret) pour k ≥ k0
r1(k + 1) : jk,k+1(h
1(k))→ H1(0).
Comme l’application τk n’est pas compatible a` la limite inductive sur k,
il sera plus commode d’utiliser directement l’isomorphisme lim
k→∞
h1(k) →
H1(0) que la suite exacte
0→ h0(k)
τk→ h1(k)
r1(k)
→ KerN k1 → 0 ∀k ≥ 1.
Ce point est important puisqu’il permettra de traiter le cas n = 2 de
fac¸on assez analogue au cas ”ge´ne´ral” n ≥ 3.
1.8
On de´duit alors facilement de la constructibilite´ des faisceaux hi(k) et de
la contractibilite´ de Y la proprie´te´ suivante16 :
Hn(Y, (E•(k), δ•))
/
τk
(
Hn−1(Y, (E•(k), δ•))
)
≃ KerN kn ⊂ H
n(0)
Nous allons e´tablir directement une assertion analogue pour les supports com-
pacts ; cette approche directe s’applique e´galement aux supports ferme´s. Par
16Nous omettrons dore´navant l’indice de la diffe´rentielle δ = δ0.
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contre la de´ge´ne´rescence de la suite spectrale e´voque´e dans ce cas n’est plus
vraie pour les supports compacts. Par ailleurs ceci motivera notre de´finition
de l’espace vectoriel monodromique Hnc∩S(0) et rendra ”e´vidente” les ap-
plications ”naturelles” Hnc (0)→ H
n
c∩S(0) et H
n
c∩S(0)→ H
n(0).
1.9 Proposition.
Pour chaque k ≥ 1, on a une application surjective
rnc (k) : H
n
c (Y, (E(k)
•, δ•))→ KerN kn,c ⊂ H
n
c (0)
dont le noyau contient τk H
n−1
c (Y, (E(k)
•, δ•)).
Ces applications ve´rifient rnc (k)◦ kN = Nn,c◦r
n
c (k) et elles sont compatibles
aux applications jk,k+k′.
De plus, ces applications induisent un isomorphisme compatible aux mon-
odromies entre
lim
k→∞
Hnc (Y, (E(k)
•, δ•))
et Hnc (0).
Preuve. En fait il est plus facile de de´finir l’application
r˜nc (k) : H
n
c (Y, (E(k)
•, δ•))→ KerN kn,c ⊂ H
n
c (0)
qui est relie´e a` rnc (k) par la formule r
n
c (k) = exp(−Nn,c.Log(s0)) ◦ r˜
n
c (k),
ou` F := f−1(s0) est la fibre de Milnor de f a` l’origine, et ou` s0 ∈ D∩R+∗
est un point base (et on a fixe´ Log(s0) ∈ R.)
Comme exp(−Nn,c.Log(s0)) est un automorphisme de Hnc (0) compatible
avec la monodromie Tc = exp(−2iπ.Nn,c) il suffit de prouver la proposition
pour l’application r˜nc (k)
17.
Pour w ∈ Γc/f(X, E
n(k)) ∩Ker δ posons
r˜nc (k)[w] = [wk|F ] ∈ H
n
c (0). (2)
En effet, la relation δw = 0 donne dwk =
df
f
∧ wk−1 ce qui montre que la
restriction de w a` F est bien d-ferme´e (et a` support compact).
17Pour une discussion plus de´taille´e de la relation entre rn(k) et r˜n(k) on pourra
consulter la Remarque/Erratum qui suit le Corollaire 1 du The´ore`me 1 de [B.02].
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Pour voir la surjectivite´, il suffit de constater que si e ∈ Hnc (0) ve´rifie
N kc (e) = 0 alors ε :=
∑k−1
0
(Logs)j
j!
N jc (e) est une section uniforme du fibre´
de Gauss-Manin a` support propre de f qui se calcule a` l’aide du complexe
(E•, δ•) (voir [B.91] Prop.1 p.444) ce qui permet de trouver un ante´ce´dent a`
e de la meˆme fac¸on que dans le cas a` support ferme´.
Pour de´montrer la relation rnc (k) ◦ kN = Nn,c ◦ r
n
c (k) nous devons montrer
que, si δw = 0 on a [wk−1|F ] = Nc([wk|F ]).
Soit X˜ := X×
D
H ou` H
exp
→ D∗ est le reveˆtement universel . D’apre`s Milnor
[Mi.68] on a un isomorphisme C∞ au dessus de D∗ Φ : X˜ → F ×H . La
n-forme C∞
Ω :=
k−1∑
0
(−1)j
j!
.(ζ − Log(s0))
j.w˜k−j
ou` w˜h = ((Φ)
−1)∗(wh) ve´rifie dΩ = 0 sur F ×H . Elle ve´rifie e´galement
Ω|F×{Log(s0)} = wk|F . On en de´duit que
Tc(wk|F ) = exp(−2iπ.Nc)(wk|F ) =
k−1∑
0
(−1)j
j!
(2iπ)jwk−j|F .
On obtient alors facilement (par re´currence) la relation de´sire´e.
La compatibilite´ des applications rnc (k) avec les morphismes jk,k+k′ est
imme´diate.
Nos assertions sur le noyau se de´duisent facilement du lemme suivant.
1.10 Lemme.
On utilise les notations introduites ci-dessus. Soit w ∈ Γc(Y, En(k))∩Ker δ.
Supposons que l’on ait rnc (k)([w]) = 0 et qu’il existe v ∈ Γc(Y, E
n−1(k))
ve´rifiant kN (w) = δv. Alors
jk,k+1(w) =

wk
...
w1
0
 ∈ δΓc(Y, En−1(k + 1)).
Preuve. Commenc¸ons par traiter le cas k = 1. La condition sur Nc(w) est
vide, et on a seulement dw1 = 0 et [w1|F ] = 0. Mais alors w1 est une
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section horizontale du fibre´ de Gauss-Manin a` support propre de f qui est
nulle en s0. Elle est donc nulle, et on peut e´crire
w1 =
df
f
∧ α + dβ
ou` α, β ∈ Γc/f (X, En−1(1)). On a alors
df
f
∧ dα = 0, ce qui montre que
α est une section du fibre´ de Gauss-Manin a` support propre de f de degre´
n− 1. Mais ce fibre´ (me´romorphe) est nul, car on a Hn−1c (F ) = 0 puisque
F est une varie´te´ de Stein de dimension n. On peut donc e´crire
α =
df
f
∧ γ + dξ
ou` γ, ξ ∈ Γc/f(X, En−2(1)). On a donc
w1 =
df
f
∧ dξ + dβ = d(β −
df
f
∧ ξ).
On obtient alors w1 = δβ˜ ou` β˜ ∈ Γc/f(X, E
n−1(1)).
Passons au cas ge´ne´ral. La relation kN (w) = δv donne
wk−1 = dvk −
df
f
∧ wk−2
et δw = 0 donne dwk =
df
f
∧ wk−1. On aura donc dwk =
df
f
∧ dvk. La n-
forme semi-me´romorphe wk+
df
f
∧vk est donc d−ferme´e a` support f−propre
et induit 0 dans Hnc (0). D’apre`s le cas k = 1 on peut e´crire
wk = −
df
f
∧ vk + dβ˜.
On aura alors
jk,k+1(w) =

wk
wk−1
...
w1
0
 = δ

β˜
vk
...
v2
v1

ce qui ache`ve la preuve du lemme et de la proposition (1.9). 
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1.11 Remarque.
Comme on a jk,k+k′ ◦ τk = 0 pour k′ ≥ k il est inutile de quotienter par
τk
(
Hn−1c (Y, (E
•(k), δ•))
)
avant de prendre la limite inductive sur k .
1.12
Nous conside´rerons e´galement le complexe de faisceaux sur Y note´ (F•(k), δ•0),
de´fini pour n ≥ 3 comme suit :
(F•(k), δ•0) := E
0(k)
δ0→ Ker δ10 → 0→ 0 · · ·
On a une inclusion naturelle de complexes (F(k)•, δ•0)→ (E
•(k), δ•0)
Nous noterons par (Eˇ•(k), δ•0) le complexe quotient ; ce qui donne de fac¸on
explicite :
(Eˇ•(k), δ•0) := 0→ E
1(k)/Ker δ10
δ0→ E2(k)
δ0→ E3(k)
δ0→ · · ·
Le complexe (Eˇ•(k), δ•0) n’aura sur Y
∗ que deux faisceaux de cohomologie
donc nuls, comme c’e´tait le cas pour le complexe (E•(k), δ•u) pour une valeur
propre diffe´rente de 1. Ceci nous permettra d’utiliser sur S∗ la proposition
2 p. 435 de [B.91].
Pour n = 2 nous de´finirons le complexe (F•(k), δ•0) en remplac¸ant dans la
de´finition pre´ce´dente le faisceau Ker δ10 par le sous-faisceau
δ0E
0(k) + τkh
0(k) →֒ Ker δ10(k).
De meˆme nous remplacerons dans la de´finition de (Eˇ•(k), δ•0) le quotient
E1(k)/Ker δ10 par
E1(k)
/
δ0E
0(k) + τkh
0(k).
Ceci conduit a` nouveau au fait que le complexe (Eˇ•(k), δ•0) ait deux faisceaux
de cohomologie non nuls sur Y ∗ isomorphes a` h1(k)/τk(h
0(k) et h2(k) en
degre´s n− 1 = 1 et n = 2 respectivement.
Le quotient E1(k)
/
δ0E
0(k) + τkh
0(k) n’ a pas la cohomologie sur S∗ en
degre´s positifs. En effet, on a
δ0E
0(k) ∩ τk(h
0(k)) ≃ 0
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On en de´duit facilement que ∀i ≥ 1
H i(S∗, E1(k)
/
δ0E
0(k) + τkh
0(k)) ≃ H i+1(S∗, h0(k))⊕H i+1(S∗, δ0E
0(k)) ≃ 0.
On pourra donc encore utiliser sur S∗ la proposition 2 p. 435 de [B.91] pour
de´crire l’hypercohomologie sur S∗ du complexe (Eˇ•(k), δ•0).
2 Le cas d’une singularite´ isole´e pour la valeur
propre 1 .
Conside´rons ici le cas ou` on a n ≥ 1 et ou` l’on suppose que les faisceaux
Hp(0) sont tous nuls pour p 6= n. Quitte a` choisir le repre´sentant de Milnor
de notre germe assez petit on peut e´galement supposer que le faisceau Hn(0)
est concentre´ a` l’origine. On a alors les re´sultats suivants.
2.1 The´ore`me.(voir [B.90]).
Soit f˜ : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe pre´sentant
une singularite´ isole´e a` l’origine pour la valeur propre 1 de la monodromie18.
Il existe une forme hermitienne h sur Hn(0), non de´ge´ne´re´e, invariante
par la monodromie, de´finie de la fac¸on suivante :
Soient e, e′ ∈ Hn(0) ve´rifiant N k(e) = N k(e′) = 0 ou` on a note´ par
−2iπ.N le logarithme nilpotent de la monodromie (unipotente) agissant sur
Hn(0). Soient w,w′ ∈ Hn(Γ(X, E•(k)), δ•0) ve´rifiant r
n(k)(w) = e et
rn(k)(w′) = e′. Alors on a
(2iπ)n+1.h(e, e′) = P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k
)
pour ρ ∈ C∞c (X) ve´rifiant ρ ≡ 1 pre`s de l’origine.
On a note´ P2(λ = 0, F (λ)) le coefficient de
1
λ2
dans le de´veloppement de
Laurent en λ = 0 de la fonction me´romorphe F.
18Donc Hp(0) = 0 pour p 6= n puisque, par perversite´, seul le faisceau Hn(0) peut
avoir un support de dimension 0.
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On utilisera dans cet article, comme on l’a de´ja` fait dans [B.97], les com-
plexes (Ω•(k), δ•0) pour le cas me´romorphe et (E
•(k), δ•0) pour le cas
semi-me´romorphes au lieu de ceux correspondants a` la differentielle δ•1 de
la diffe´rentielle (utilise´s dans [B.90]) ce qui explique que l’e´nonce´ ci-dessus
diffe`re de celui de [B.90] (en particulier par ” λ = 0 ”). Nous renvoyons
a` [B.91], aux rappels donne´s dans [B.97] paragraphe 2 ou au paragraphe 1
ci-dessus pour plus de pre´cisions sur ces complexes et sur l’application rn(k).
La forme hermitienne de´finie ci-dessus dans le cas d’une singularite´ isole´e
pour la valeur propre 1 de la monodromie sera appele´e la forme hermitienne
canonique.
2.2
Dans le cas d’une singularite´ isole´e, la forme hermitienne canonique a e´te´
introduite dans [B.85]. Franc¸ois Loeser [Loe.86] a montre´ dans ce cas, en
utilisant des re´sultats de the´orie de Hodge, comment construire la forme her-
mitienne canonique a` partir de la variation et de la dualite´ (hermitienne) de
Poincare´ sur la fibre de Milnor. Ceci a e´te´ ge´ne´ralise´ au cas d’une singularite´
isole´e pour la valeur propre 1 (sans the´orie de Hodge, car elle ne semble pas
facilement applicable dans ce contexte plus ge´ne´ral) dans [B.97]. Rappelons
les e´nonce´s correspondants.
2.3 The´ore`me. (voir [B.97]).
Soit f˜ : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe pre´sentant
une singularite´ isole´e a` l’origine pour la valeur propre 1 de la monodromie. Il
existe une application line´aire ”naturelle” de variation var : Hn(0)→ Hnc (0)
ve´rifiant les proprie´te´s suivantes :
• 0) Si la singularite´ de f est isole´e19, on retrouve la variation ”clas-
sique” (voir [A.V.G.]).
• 1) L’application ”var” est topologique et on a
can ◦ var = T − 1 sur Hn(0)
var ◦ can = Tc − 1 sur H
n
c (0)
19Au sens ”usuel”, c’est a` dire que l’on a dfx 6= 0 pour x 6= 0.
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ou` can : Hnc (0) → H
n(0) est l’application d’oubli de support et ou`
T (resp. Tc) de´signe la monodromie agissant sur H
n(0) (resp. sur
Hnc (0) ).
• 2) L’application ”var” est bijective, T−invariante (c’est a` dire que
Tc ◦ var = var ◦ T ), et auto-adjointe pour la dualite´ (hermitienne)
de Poincare´ I : Hn(0)×Hnc (0)→ C donne´e par
I(a, b) =
1
(2iπ)n
∫
F
a ∧ b¯.
ou` F de´signe la fibre de Milnor de f en 0.
• 3) Soit Θ :=
∑∞
k=0(−1)
k (T−1)
k
k+1
. C’est un automorphisme de Hn(0)
puisque T est unipotent. Posons ˜var := var ◦Θ. Alors on a
∀e, e′ ∈ Hn(0), h(e, e′) = I( ˜var(e), e′).
On de´duit facilement des proprie´te´s ci-dessus que l’on a
Im can = Im (T − 1) dans Hn(0)
et Ker can = Ker (Tc − 1) dans H
n
c (0).
2.4
Comme nous aurons besoin plus loin de construire une ge´ne´ralisation de
l’application de variation, nous allons rappeler ici brie`vement l’expression
de l’application ˜var donne´e dans [B.97] en terme de formes diffe´rentielles
semi-me´romorphes.
Soit donc e ∈ Hn(0) ve´rifiant N k(e) = 0. Soit w ∈ Γ(Y, En(k)) satisfaisant
δ0(w) = 0 et r
n(k) = e. L’hypothe`se de singularite´ isole´e pour la valeur
propre 1 permet alors de trouver u ∈ Γ(Y ∗, En−1(k)) ve´rifiant
kN w|Y ∗ = δ0 u.
Soit ρ ∈ C∞c/f (X) ve´rifiant ρ ≡ 1 pre`s de l’origine. Posons ξ = (1− ρ).u .
Alors on a ξ ∈ Γc(Y, En−1(k)) et v = kN w−δ0 ξ est dans Γc(Y,Ker δn0 (k)).
On a donc, pour j ∈ [1, k], avec la convention w0 = 0 = ξ0 :
wj−1 = vj + dξj −
df
f
∧ ξj−1 ;
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et comme δ0w = 0 implique dwk =
df
f
∧ wk−1 on aura
d(wk +
df
f
∧ ξk) =
df
f
∧ vk.
Choisissons maintenant une fonction σ ∈ C∞c/f (X) ve´rifiant σ ≡ 1 sur un
ouvert de Y contenant (Supp v) ∩ Y . Alors le the´ore`me de Leray ge´ne´ralise´
au cas d’une hypersurface non ne´cessairement lisse mais ne pre´sentant pas la
valeur propre 1 pour la monodromie20, permet d’e´crire au voisinage du bord
de la boule de Milnor
dσ ∧ (wk +
df
f
∧ ξk) =
df
f
∧ η + ω + dα
avec η et ω d-ferme´es et C∞ a` support f−propres de degre´s respectifs
n et n+ 1, et ou` α est semi-me´romorphe de degre´ n a` poˆles dans Y et
a` support f−propre. On obtient alors que la section V (w) ∈ Γc(Y, En(k))
de´finie par
V (w)k = vk + η
V (w)j = vj pour j ∈ [1, k − 1]
est δ0−ferme´e et on a rn(k)(V (w)) = ˜var(e). Pour plus de de´tails, on
consultera [B.97], ou bien la construction de la variation ge´ne´ralise´e donne´e
au paragraphe 6.
3
L’objectif de ce troisie`me paragraphe est de ge´ne´raliser a` notre situation la
proposition 11 de [B.91].
3.1 La forme hermitienne canonique sur le syste`me lo-
cal Hn−1(0)|S∗.
3.1.1
Conside´rons donc le syste`me local Hn−1(0) sur S∗. Sa fibre en chaque
point σ ∈ S∗ s’identifie au sous-espace spectral pour la valeur propre 1 du
20Ce point est de´taille´ dans [B.97] ; il sera repris et ge´ne´ralise´ plus loin; voir le 5.
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(n − 1)−ie`me groupe de cohomologie de la fibre de Milnor de la restriction
de f a` une section hyperplane transverse a` S∗ en σ. Comme la restriction
de f a` un tel hyperplan a une singularite´ isole´e pour la valeur propre 1 en
σ, ce sous-espace spectral pour la valeur propre 1 de ce (n−1)−ie`me groupe
de cohomologie est muni d’une forme hermitienne canonique qui est non
de´ge´ne´re´e et invariante par la monodromie de f . Ceci permet, en raisonnant
comme dans [B.91] p.456, de munir le syste`me local (d’espaces vectoriels
monodromiques) Hn−1(0)|S∗ d’une forme hermitienne localement constante,
non de´ge´ne´re´e et invariante par la monodromie21. Nous la noterons par
h : Hn−1(0)|S∗ ×H
n−1(0)|S∗ → CS∗ .
On montre comme au lemme 1 de [B.91] p.456 que cette forme hermitienne
est intrinse`que. La proposition suivante se de´montre de fac¸on analogue a` la
proposition 1 de [B.91] p.457.
3.1.2 Proposition.
On se place sous les hypothe`ses standards pour la valeur propre 1. Soit V
un ouvert de X∗ := X \ {0} et soient w et w′ deux sections sur V du
faisceau En−1(k) ve´rifiant δ(w) = δ(w′) ≡ 0. Notons par e et e′ les
sections correspondantes de Hn−1(0) sur U := V ∩ S∗ (via le morphisme
rn−1(k)). Alors la fonction h(e, e′) est localement constante sur U . Pour
chaque forme diffe´rentielle ϕ ∈ C∞(V ) de degre´ 2 ve´rifiant :
• i) Suppϕ ∩ S∗ est compact,
• ii) dϕ = 0 au voisinage de U dans X∗,
on aura la formule :
(2iπ)n
∫
U
h(e, e′).ϕ = P2
(
λ = 0,
∫
X
|f |2λwk ∧ w¯′k ∧ ϕ ∧
df
f
∧
d¯f
f¯
)
.
21On prendra garde qu’a` l’origine, cette construction n’a, a` priori, pas de sens.
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3.1.3
Quitte a` remplacer la formule (1) p.409 de [B.91] donnant l’expressions de
la forme (hermitienne) d’intersection comme re´sidu dans le prolongement
analytique de la distribution |f |2λ par la formule du the´ore`me (0.6), la
preuve de cette proposition est analogue a` celle de la proposition 1 de [B.91]
p.457-460 .
3.1.4 Remarque.
Pour n = 2 il n’est pas a` priori automatique de pouvoir repre´senter une sec-
tion sur U := V ∩ S∗ du faisceau H1(0) par un e´le´ment de Γ(V,Ker δ1(k))
pour k ≫ 1, car cela ne´cessite la surjectivite´ des applications
H0(V,Ker δ1(k))→ H0(V, h1(k))→ H0(V,H1(0)).
L’isomorphisme h1(k)
/
τk(h
0(k)) → H1(0) pour k ≫ 1, montre que l’on
a une obstruction a` la surjectivite´ de la seconde fle`che. En fait le de´calage
sur k suffit a` lever cette obstruction puisque lim
k→∞
h1(k) → H1(0) est un
isomorphisme.
La surjectivite´ de la premie`re fle`che est realise´e de`s que l’on a H1(V, δE0(k)) =
0, ce qui sera toujours vrai quitte a` prendre pour V un voisinage ouvert
assez petit de U , car on a H1(V, δE0(k)) ≃ H2(V, h0(k)) ≃ H2(U,C) = 0.
3.1.5
En utilisant le cycle fondamental de S∗ qui est l’e´le´ment de H1(S
∗,Z)
obtenu en coupant S∗ par une sphe`re centre´e a` l’origine de rayon assez
petit, on obtient, un accouplement sesquiline´aire non de´ge´ne´re´
h˜ : H0(S∗, Hn−1(0))×H1(S∗, Hn−1(0)→ C.
Pour donner une formule analytique donnant le nombre h˜(e, e′) analogue
a` la proposition 11 de [B.91], nous devons commencer par de´finir l’analogue
des applications θ˜k et o˜bk de loc. cit.
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3.2 Les applications θ˜k et o˜bk.
3.2.1
De´finissons l’entier k0 comme l’ordre de nilpotence de la monodromie agis-
sant sur le syste`me local Hn−1(0)|S∗22.
3.2.2
De´finition.
Sous les hypothe`ses standards pour la valeur propre 1 et pour n ≥ 3, notons
par −2iπNn le logarithme nilpotent de la monodromie agissant sur H
n(0).
Pour chaque k ≥ k0 on a deux applications line´aires naturelles
o˜bk : KerN
k
n → H
1
{0}(S,H
n−1(0))
θ˜k : KerN
k
n → H
1(S∗, Hn−1(0)) ≃ H2{0}(S,H
n−1(0))
qui sont de´finies de la fac¸on suivante :
• La compose´e
Hn(Y, (E•(k), δ•))→ Hn(S∗, (Eˇ•(k), δ•))
obk→ H0(S∗, Hn−1(0))
∂
→ H1{0}(S,H
n−1(0))
passe au quotient par τk H
n−1(Y, (E•(k), δ•)) et donne ˜obk
23.
• La compose´e
Hn(Y, (E•(k), δ•))→ Hn(S∗, (Eˇ•(k), δ•))
θk→ H1(S∗, Hn−1(0))
passe e´galement au quotient par τk H
n−1(Y, (E•(k), δ•)) et donne θ˜k.
Ces re´sultats sont analogues a` ceux des pages 410 et 411 de [B.91], le com-
plexe (Eˇ•(k), δ•)) ayant les meˆmes proprie´te´s dans notre cas que le complexe
22Comme l’application de restriction Γ(S,Hn−1(0)) → Γ(S∗, Hn−1(0)) est injective
(perversite´), k0 majore e´galement l’ordre de nilpotence de la monodromie agissant sur la
fibre a` l’origine de Hn−1(0).
23Grace aux isomorphismes rappele´s plus haut ; voir (1.8).
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”usuel” pour une valeur propre diffe´rente de 1 (puisqu’il n’a que deux fais-
ceaux de cohomologie non nuls sur Y ∗, et on a l’acyclicite´ sur S∗ des
faisceaux Eˇ•(k).)
On prendra garde qu’ici a` nouveau les applications θ˜k sont compatibles
quand k augmente, alors que l’on a o˜bk+1 = o˜bk ◦ Nn.
Nous de´finirons alors l’application θ : Hn(0) → H2{0}(S,H
n−1(0)) comme
e´tant θ˜k pour k ≫ 1.
3.2.3 Remarque.
Toujours en supposant n ≥ 3, le faisceau Eˇ1(k) ≃ E1(k)
/
Ker δ1 n’a pas de
cohomologie en degre´ positif sur S∗. En effet on a les suites exactes
0→ Ker δ1 → E1(k)→ Eˇ1(k)→ 0
0→ Im δ0 → Ker δ1 → h1(k)→ 0
0→ h0(k)→ E0(k)→ Im δ0 → 0
qui donnent successivement les annulations pour tout k ≥ 1
H i(S∗, Im δ0(k)) = 0, ∀i ≥ 1
Hj(S∗, Ker δ1(k)) = 0, ∀j ≥ 2
H l(S∗, Eˇ1(k)) = 0, ∀l ≥ 1
On a donc la de´ge´ne´rescence de la premie`re suite spectrale donnant l’hypercohomologie
sur S∗ du complexe (Eˇ•(k), δ•) et donc un isomorphisme
Hn(S∗, (Eˇ(k)•, δ•)) ≃ Hn(Γ(S∗, Eˇ(k)•), δ•).
Nous pouvons e´tendre la de´finition des applications θ˜k et o˜bk aux e´le´ments
δ−ferme´s de Γ(S∗, En(k)) pour k ≥ k0 : ils induisent des classes dans
Hn(S∗, (Eˇ(k)•, δ•)) qui s’envoie dans Hn(Y ∗, (Eˇ(k)•, δ•)) ≃ Hn(S∗, (Eˇ(k)•, δ•))
puisque les faisceaux de cohomologie non nuls du complexe (Eˇ(k)•, δ•) sont a`
supports dans S. Pour e´viter toute confusion, nous noterons ces applications
par
ôbk : Γ(S
∗, En(k)) ∩Ker δ → H0(S∗, Hn−1(0))
et par
θ̂k : Γ(S
∗, En(k)) ∩Ker δ → H1(S∗, Hn−1(0)).
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On notera que ôbk est simplement donne´e par la compose´e des morphismes
de faisceaux sur S∗
(τk)
−1 : hn(k)→ hn−1(k) →֒ Hn−1(0).
3.2.4 Le cas n = 2.
La de´finition des applications o˜bk et θ ne pose pas de proble`me se´rieux
pour n = 2. Une manie`re de le voir directement (sans utiliser [B.91]) est de
transformer l’e´criture locale
w|Xσ = τk(ασ) + δβσ
correspondant a` la surjection sur S∗ τk; h
1(k)→ h2(k), en
jk,2k(w)|Xσ = δ
(
βσ
ασ
)
.
Alors (
βσ − βσ′
ασ − ασ′
)
induira un e´le´ment de H1(S∗, h1(2k)) dont l’image dans H1(S∗, H1(0))
(pour k ≫ 1 ) sera θ([w]). La cochaˆıne ασ donnant une section globale
sur S∗ du faisceau quotient h1(k)
/
τk(h
0(k) ≃ H1(0) pour k ≥ k0, ce qui
de´finit o˜bk([w]).
Donnons maintenant l’analogue de la proposition 11 de [B.91].
3.2.5 The´ore`me.
Sous les hypothe`ses standards pour la valeur propre 1, conside´rons des entiers
k ≥ k0 et k
′ ≥ k0. Soient v ∈ Γ(S
∗, En(k))∩Ker δ et w ∈ Γ(S∗, En(k))∩
Ker δ. Notons par e := ôbk(v) ∈ H0(S∗, Hn−1(0)) et par η := θ̂k(w) ∈
H1(S∗, Hn−1(0)). Alors on a
(2iπ)n+1.h˜(e, η) =
k0∑
a=1
(−1)aPa+1
(
λ = 0,
∫
X
|f |2λ
df
f
∧ w¯′k′ ∧ va ∧ γ
)
ou` γ est une forme C∞ de degre´ 1 au voisinage de S∗ ve´rifiant24
24Comme dans [B.91], si ρ ∈ C∞c (X) vaut identiquement 1 pre`s de l’origine, γ = dρ
convient.
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• i) Supp γ ∩ S∗ est compact ;
• ii) dγ = 0 au voisinage de S∗ ;
• iii) γ induit la classe du cycle fondamental de S∗ dans H1c (S
∗,C).
3.2.6 Corollaire 1.
Sous les hypothe`ses du the´ore`me pre´ce´dent, supposons que v et w soient
restrictions a` S∗ d’ e´le´ments de Γ(S, En(k))∩Ker δ. Alors on a h˜(e, η) = 0.
Ce corollaire est analogue au corollaire 1 de la proposition 11 de [B.91].
3.2.7 Corollaire 2.
Soient k, k′ ≥ k0 et soient w ∈ Hn((Γ(Y, E•(k)), δ)) et w′ ∈ Hn((Γ(Y, E•(k′)), δ)).
Posons e := rn(k)(w) et e′ := rn(k′)(w′). Alors on a
(2iπ)n+1.h˜(o˜bk(e), θ(e
′)) = (−1)kPk+2
(
λ = 0,
∫
X
|f |2λ
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k′
)
.
Ce corollaire est analogue au corollaire 2 de la proposition 11 de [B.91].
3.2.8 Corollaire 3.
Sous les hypothe`ses standards, l’image de θ est contenue dans l’orthogonal
pour h˜ du sous-espace H0(S,Hn−1(0)) de H0(S∗, Hn−1(0)).
Ce dernier corollaire est analogue a` la premie`re partie de la proposition 12
de [B.91]. Il se de´duit imme´diatemment du corollaire 1 (voir la preuve du
corollaire 1 de la proposition 11 de [B.91] p.466).
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3.2.9 Remarque.
Soient k ≥ k0 , et e ∈ KerN kn tels que o˜bk(e) 6= 0. Pour conclure
grace au corollaire 2 que l’on aura alors un poˆle d’ordre k + 2 aux entiers
ne´gatifs dans le prolongement me´romorphe de |f |2λ (voir le the´ore`me 13 de
[B.91] et notre the´ore`me 3), il est essentiel d’avoir l’e´galite´ entre l’image de
θ dans H1(S∗, Hn−1(0)) et l’orthogonal pour la forme hermitienne h˜ de
H0(S,Hn−1(0)). C’est a` dire de savoir que l’inclusion donne´e au corollaire 3
est en fait une e´galite´. Ce qui revient a` montrer que h˜ e´tablit une dualite´
hermitienne entre H1{0}(S,H
n−1(0)) et Im θ. Ceci sera notre objectif dans
ce qui suit. Il demandera encore beaucoup de travail puisqu’il ne sera atteint
qu’ a` la fin du paragraphe 8.
Ce re´sultat sera e´galement la clef de la non-de´ge´ne´rescence de la forme her-
mitienne canonique ”ge´ne´ralise´e” que nous allons introduire plus loin.
4 L’espace vectoriel monodromique Hnc∩S(0).
4.1
Introduisons sur X et Y les familles paracompactifiantes de supports
suivants
• c/f la famille des ferme´s f−propres de X . Elle donne par restriction
a` Y la famille des compacts de Y que nous noterons simplement ”c”.
• c ∩ S la famille des ferme´s de X (ou de Y ) qui rencontrent S
suivant un compact.
• modS la famille des ferme´s de X (ou de Y ) qui ne rencontrent pas
S.
Nous utiliserons e´galement ces familles de supports pour un ouvert de X ou
de Y .
Interaction de strates III. 30
4.2
Comme les faisceaux E•(k) sont fins et la famille c ∩ S paracompactifiante,
le j−ie`me groupe de cohomologie du complexe(
Γc∩S(Y, E
•(k)), δ•
)
est isomorphe a` l’hypercohomologie
H
j
c∩S(Y, E
•(k)), δ•).
Comme τk est un morphisme de complexe de degre´ +1 il induit une fle`che
τk : H
j−1
c∩S(Y, E
•(k)), δ•)→ Hjc∩S(Y, E
•(k)), δ•).
Mais l’e´galite´25
jk,k+k′ ◦ τk = τk+k′ ◦ (k+k′N
k′) ◦ jk,k+k′, (@)
entre morphismes de faisceaux h•(k)→ h•(k + k′) permet de voir qu’il est
inutile de passer au quotient par τk
(
H
j−1
c∩S(Y, E
•(k)), δ•)
)
et l’on considerera
donc simplement le syste`me inductif(
H
j
c∩S(Y, E
•(k)), δ•), jk,k+k′
)
De plus les endomorphismes de complexes kN de´duit des endomorphismes
kN ∈ End(C
k) sont compatibles avec les jk,k+k′.
4.3 De´finition.
Pac¸ons-nous sous les hypothe`ses standards pour la valeur propre 1. Nous
de´finirons l’espace vectoriel Hjc∩S(0) comme la limite inductive quand k →
∞ du syste`me inductif ci-dessus. L’action de kN sur ce syste`me induc-
tif permet de de´finir une action monodromique (unipotente) sur sa limite
inductive qui sera donne´e par Tc∩S = exp(−2iπ.Nc∩S).
25En fait le lemme 2 p. 442 de [B.91] donne une homotopie tk : E•(k) → E•(k)
ve´rifiant τk ◦k N −k N ◦ τk = δ ◦ tk − tk ◦ δ qui, combine´e avec l’e´galite´ e´vidente (dans
Hom(E•(k), E•(k + k′) ) :
jk,k+k′ ◦ τk = (k+k′N
k′ ) ◦ τk+k′ ◦ jk,k+k′
permet de raisonner directement et redonne (@).
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4.4
Les limites inductives
lim
k→∞
Hnc (Y, E
•(k), δ•)
et
lim
k→∞
Hn(Y, E•(k), δ•))
sont respectivement isomorphes a` Hnc (0) et H
n(0) (voir (1.8) et (1.9) ) ce
qui nous fournit des applications C−line´aires monodromiques ”naturelles”
canc∩Sc : H
n
c (0)→ H
n
c∩S(0) et canc∩S : H
n
c∩S → H
n(0)
dont la compose´e est l’application usuelle d’oubli de support
can : Hnc (0)→ H
n(0).
On remarquera que si la singularite´ de f est isole´e pour la valeur propre 1
(et donc S = {0}), alors Hnc∩S(0) est isomorphe a` H
n(0) via canc∩S.
4.5
Notre premier re´sultat va montrer que pour n ≥ 3 le noyau Ker θ est
simplement l’image de l’application Hnc∩S(0)
canc∩S−→ Hn(0) que nous avons
introduite plus haut.
Le cas n = 2 sera traite´ se´pare´ment au (4.12).
4.6 The´ore`me 1.
Sous les hypothe`ses standarts, on a, pour n ≥ 2, la suite exacte :
0→ H1{0}(S,H
n−1(0))
i
→ Hnc∩S(0)
canc∩S−→ Hn(0)
θ
→ H1(S∗, Hn−1(0)).
Preuve.
Nous utiliserons les lemmes suivants :
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4.7 Lemme.
Supposons n ≥ 2 et les hypothe`ses standards ve´rifie´es pour la valeur propre
1 de la monodromie de f . Alors on a
Hj(S∗, δE i(k)) = 0, ∀i ∈ [0, n− 2], ∀j ≥ 1 (3)
Hj(S, δE i(k)) ≃ Hj(Y, δE i(k)) = 0, ∀i ≥ 0, ∀j ≥ 1 (4)
Preuve. Nous utiliserons les annulations suivantes pour les faisceaux de co-
homologie hj(k) du complexe (E•(k), δ•) qui sont non nuls seulement pour
j = 0, 1, n− 1, n, n+ 1 et qui sont de´crits au (1.2) :
Hq(S∗, hj(k)) = 0, ∀j ≥ 0, ∀q ≥ 2 (5)
Hp(S, hj(k)) ≃ Hp(Y, hj(k)) = 0, ∀j ≥ 0, ∀p ≥ 1. (6)
Pour i = 0 conside´rons la suite exacte de faisceaux :
0→ h0(k)→ E0(k)→ δE0(k)→ 0. (A0(k))
Comme E0(k) est un faisceau fin, on obtient (3) et (4) pour i = 0.
Pour i = 1 on conside`re la suite exacte de faisceaux :
0→ δE0(k)→ Ker δ1(k)→ h1(k)→ 0. (B1(k))
Elle donne Hq(S∗, Ker δ1(k)) = 0, ∀q ≥ 2 ainsi que l’annulation de
Hp(S,Ker δ1(k)) et de Hp(Y,Ker δ1(k)), ∀p ≥ 1, grace a` (3) et (4)
pour i = 0.
La suite exacte de faisceaux :
0→ Ker δ1(k)→ E1(k)→ δE1(k)→ 0 (A1(k))
donne alors les annulations (3) et (4) pour i = 1 puisque E1(k) est fin.
Supposons que l’on a montre´ les annulations (3) et (4) pour i ∈ [1, n− 3] ;
nous allons en de´duire ces meˆmes annulations pour i + 1, ce qui prouvera
par re´currence les annulations (3) et (4) pour i ∈ [0, n− 2].
Conside`rons la suite exacte de faisceaux :
0→ δE i(k)→ E i+1(k)→ δE i+1(k)→ 0.
Elle permet de conclure aux annulations (3) et (4) pour i + 1 grace a` la
finesse du faisceau E i+1(k).
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Pour prouver les annulations (4) pour i ≥ n − 1 on utilise successivement
les suites exactes :
0→ δE q−1(k)→ Ker δq(k)→ hq(k)→ 0 (Bq(k))
0→ Ker δq(k)→ E q(k)→ δE q(k)→ 0 (Aq(k))
pour q ≥ n− 1. 
4.8 Lemme.
Sous les hypothe`ses standarts avec n ≥ 4 et k ≫ 1 la fle`che naturelle
ek :=
H0(S∗, Ker δn−1(k))
H0(S,Ker δn−1(k)) + δH0(S∗, En−2(k))
→ H1{0}(S,H
n−1(0))
est un isomorphisme d’espaces vectoriels monodromiques.
Pour n = 3 la fle`che analogue est surjective et de noyau isomorphe a`
H1(S∗, h1(k)).Donc on obtient encore un isomorphisme monodromique, quitte
a` passer a` la limite inductive sur k26.
Pour n = 2 la fle`che analogue, apre`s passage a` la limite inductive, est encore
surjective et a un noyau isomorphe a` H1(S∗,C).
Preuve. Comme on a suppose´ n ≥ 3 l’application
rn−1(k) : hn−1(k)→ Hn−1(0)
est un isomorphisme pour k ≫ 1 d’apre`s (1.6). La suite exacte
0→ δEn−2(k)→ Ker δn−1(k)→ hn−1(k)→ 0 (Bn−1(k))
donne, puisque H1(S∗, δEn−2(k)) = 0 d’apre`s (4.7), la surjectivite´ de la
fle`che q : H0(S∗, Ker δn−1(k))→ H0(S∗, hn−1(k)), d’ou` une fle`che naturelle
et surjective
H0(S∗, Ker δn−1(k))→ H1{0}(S,H
n−1(0))
puisque l’on a
H1{0}(S,H
n−1(0)) ≃
H0(S∗, Hn−1(0))
H0(S,Hn−1(0))
26En fait, de fac¸on plus pre´cise, l’application jk,k+1 induit 0 sur h
1(k).
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graˆce a` l’annulation de H1(S,Hn−1(0))27.
Il nous reste donc a` identifier le noyau de cette surjection pour conclure la
preuve. Comme les espaces H0(S,Ker δn−1(k)) et δH0(S∗, En−2(k)) ont
des images qui sont clairement dans le noyau, il suffit de montrer que tout
e´le´ment α ∈ H0(S∗, Ker δn−1(k)) dont l’image dans H0(S∗, hn−1(k)) se
prolonge a` H0(S,Hn−1(0)) est de cette forme. Comme l’application
H0(S,Ker δn−1(k))→ H0(S, hn−1(k))
est surjective28 il existe β ∈ H0(S,Ker δn−1(k)) dont l’image dans H0(S, hn−1(k))
prolonge a` S l’image de α dans H0(S∗, hn−1(k)). Donc la restriction de
β a` S∗ est e´gale a` α modulo le noyau H0(S∗, δEn−2(k)). On conclut pour
n ≥ 4 en remarquant que l’e´galite´ Ker δn−2(k) = δEn−3(k) (qui est vraie
pour n ≥ 4) donne, grace a` l’annulation de H1(S∗, δEn−3(k)) montre´e au
(4.7), la surjectivite´ de l’application naturelle
δ : H0(S∗, En−2(k))→ H0(S∗, δEn−2(k))
d’ou` notre assertion.
Pour n = 3 la suite exacte de cohomologie de la suite exacte de faisceaux :
0→ Ker δ1(k)→ E1(k))→ δE1(k))→ 0 (A1(k))
montre que le conoyau de la fle`che
δ : H0(S∗, E1(k))→ H0(S∗, δE1(k))
est e´gal a` H1(S∗, Ker δ1(k)) qui est isomorphe a` H1(S∗, h1(k)) comme
on le constate en utilisant la suite exacte longue de cohomologie de la suite
exacte :
0→ δE0(k)→ Ker δ1(k))→ h1(k)→ 0 (B1(k))
et (4.7). D’ou` notre assertion pour n = 3, puisque lim
k→∞
h1(k) = 0 dans ce
cas.
Pour n = 2 on a lim
k→∞
h1(k) ≃ H1(0) et la suite exacte
0→ δE0(k)→ Ker δ1(k)→ h1(k)→ 0
27Rappelons que Hn−1(0) est un syste`me local sur S∗.
28Grace a` l’annulation de H1(S, δEn−2(k)) qui est prouve´e au (4.7).
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donne la surjectivite´ de H0(S∗, Ker δ1(k))→ H0(S∗, h1(k)) puisque
H1(S∗, δE0(k)) ≃ H2(S∗, h0(k)) ≃ 0.
Donc la fle`che lim
k→∞
(ek) est surjective.
Son noyau va eˆtre e´gal a` la limite inductive du quotient
H0(S∗, δE0(k))(
H0(S,Ker δ1(k)) + δH0(S∗, E0(k))
)
∩H0(S∗, δE0(k))
.
Mais on a H0(S,Ker δ1(k)) ∩ H0(S∗, δE0(k)) ≃ H0{0}(S, h
1(k)) qui a une
limite inductive nulle29; la limite inductive du de´nominateur co¨ıncide donc
avec celle de δH0(S∗, E0(k)). La suite exacte
0→ h0(k)→ E0(k))→ δE0(k))→ 0
montre alors que le noyau est isomorphe a`
lim
k→∞
H0(S∗, δE0(k))
δH0(S∗, E0(k))
≃ lim
k→∞
H1(S∗, h0(k)) ≃ H1(S∗,C).
D’ou` notre assertion pour n = 2. 
4.9 Construction de l’application i.
Comme nous supposons n ≥ 3 il nous suffit, d’apre`s le lemme 4.8 , de
construire une application line´aire monodromique
H0(S∗, Ker δn−1(k))→ Hnc∩S(0)
et de ve´rifier que son noyau co¨ıncide avec δH0(S∗, En−2(k))+H0(S,Ker δn−1(k))30
et que son image co¨ıncide avec Ker canc∩S.
Soit donc α ∈ H0(S∗, Ker δn−1(k)) et fixons une fonction χ ∈ C∞(X) qui
ve´rifie χ ≡ 1 pre`s de S \ B(0, r) et qui est nulle de`s que l’on s’e´loigne
de S \ B(0, r) de sorte que Supp (dχ) ∩ S∗ soit compact. Posons alors
i(α) := dχ∧α = δ(χ.α). Il est imme´diat de ve´rifier que la classe ainsi de´finie
29Car H1(0) n’a pas de section non nulle a` support l’origine.
30quitte a` passer a` la limite inductive sur k pour n = 3.
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dans Hnc∩S(0) ne de´pend ni de r ∈]0, ε[
31 ni du choix de χ. De plus, si on
a α = δβ, avec β ∈ H0(S∗, En−2(k)), on aura
δ(χ.α) = δ(−dχ ∧ β)
et dχ ∧ β est a` support dans c ∩ S.
Si α est la restriction a` S∗ de α˜ ∈ H0(S,Ker δn−1(k)) on aura δ(χ.α) =
δ((1 − χ).α˜) et (1 − χ).α˜ est a` support dans c ∩ S. Ceci montre que
l’application i est bien de´finie pour n ≥ 3. Elle est monodromique car on
a
dχ ∧ N (α) = N (dχ ∧ α).
Pour montrer l’injectivite´ de i, conside´rons α ∈ H0(S∗, Ker δn−1(k)) tel
que i(α) = δ(χ.α) = δβ avec β ∈ Γc∩S(Y, En−1(k))32. Alors χ.α − β
est dans Γ(Y,Ker δn−1(k)) et on obtient ainsi un prolongement de α a`
H0(S,Ker δn−1(k)).
Pour identifier l’image de i commenc¸ons par remarquer que canc∩S ◦ i = 0.
En effet, par de´finition, i(α) = δ(χ.α) et χ.α ∈ Γ(Y, En−1(k)). D’ou`
l’inclusion de l’image de i dans Ker canc∩S. Re´ciproquement, soit u dans
Γ(Y, En−1(k)) telle que le support de δu soit dans c ∩ S. On a donc un
compact K de S tel qu’au voisinage de S \K on ait δu = 0. Alors u
de´finit un e´le´ment de
H0(S \K, hn−1(k)) ≃ H0(S∗, Hn−1(0))
pour k ≫ 1. L’image par i de cette classe est repre´sente´e par δ(χ.u). Mais
δu − δ(χ.u) = δ((1 − χ).u) et on a (1 − χ).u ∈ Γc∩S(Y, En−1(k)) , ce qui
montre que la classe initiale δu est bien dans l’image de i.
4.10 Le noyau de l’application θ.
Rappelons maintenant comment calculer de l’application θ. D’apre`s [B.91]
p. 428 on a la suite exacte de faisceaux suivante, pour k ≫ 1
hn−2(k)
τk→ hn−1(k)
τk→ hn(k)→ Hn(0)→ 0
31Ou` ici ε est le rayon de la boule de Milnor X que l’on conside`re.
32Quitte a` choisir k ≫ 1.
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Soit w ∈ Γ(Y,Ker δn(k)). On peut donc e´crire, localement le long de S∗,
puisque le faisceau Hn(0) est concentre´ a` l’origine,
w|Xσ = τk(ασ) + δβσ
avec δασ = 0 (comparer avec [B.91] p.439). On obtient, comme dans loc. cit.
que les ασ se recollent
33 pour donner une section sur S∗ du faisceau hn−1(k)
dont l’image dans H1{0}(S, h
n−1(k)) est inde´pendante des choix effectue´s. En
utilisant ce qui pre´ce`de, on peut trouver α ∈ Γ(S∗, Ker δn−1(k)) telle que
w − τk(α) soit localement δ−exacte le long de S∗. A partir des e´critures
locales
w − τk(α)|Xσ = δβσ
on de´finit θ(w) par la classe dans
H1(S∗, hn−1(k)) ≃ H1(S∗, Hn−1(0))
pour k ≫ 1, du 1-cocycle βσ − βσ′ . On ve´rifie facilement que ceci est
inde´pendant des choix effectue´s.
Nous voulons montrer maintenant que le noyau de θ est l’image de canc∩S.
D’abord si w a son support dans c ∩ S on peut choisir pour chaque
σ ∈ S \K,ασ = 0 ainsi que βσ = 0. La section α sera donc nulle sur S \K
et comme Hn−1(0) est un syste`me local sur S∗, on aura α = 0 et donc
θ[w] sera nul dans H1(S \K,Hn−1(0)). A nouveau le fait que Hn−1(0) soit
un syste`me local sur S∗ donne la nullite´ de θ[w].
Re´ciproquement, supposons que θ[w] = 0. Utilisons maintenant un k
assez grand pour assurer que o˜bk ≡ 034. Cela signifie que l’on peut e´crire
globalement sur S∗
w = δβ
avec β ∈ Γ(S∗, En−1(k)). Soit χ ∈ C∞(Y ) ve´rifiant χ ≡ 1 pre`s de
S \B(0, r) et s’annulant identiquement de`s que l’on s’e´loigne de S \B(0, r).
Alors w − δ(χ.β) est un repre´sentant de la classe de w qui est a` support
dans c ∩ S. Donc cette classe est bien dans l’image de canc∩S.
Ceci ache`ve la preuve du the´ore`me 4.6. 
33Pour n ≥ 4 ; pour n = 3 le recollement a lieu seulement dans H2(0).
34Comme on l’a de´ja fait remarquer plus haut la formule o˜bk+k′ = o˜bk ◦ N
k′ de [B.91]
est encore valable ici ; donc pour k assez grand on a o˜bk ≡ 0.
Interaction de strates III. 38
4.11
Une conse´quence importante mais imme´diate pour n ≥ 3 du the´ore`me 4.6
et du corollaire 3 du the´ore`me 3.3.1 est l’e´galite´ de la codimension de Im(θ)
dans l’orthogonal pour h˜ de H0(S,Hn−1(0)) avec dimHnc∩S(0)−dimH
n(0).
Ceci montre de´ja que la dimension de l’espace vectoriel Hnc∩S(0) est au moins
e´gale a` celle de Hn(0). Notre objectif va eˆtre maintenant de montrer que l’on
a en fait e´galite´ de ces deux dimensions. Ceci n’est pas e´vident et sera obtenu
via la construction d’une application de variation injective (pour n ≥ 3 au
moins) commutant aux monodromies :
var : Hnc∩S(0)→ H
n
c (0).
On en de´duira alors que dimHnc∩S(0) ≤ dimH
n
c (0) = dimH
n(0) pour
n ≥ 3 cette dernie`re e´galite´ re´sultant de la dualite´ de Poincare´ sur la fibre
de Milnor de f a` l’origine. On en conclura, toujours pour n ≥ 3, que,
de plus, cette application de variation est bijective, ce qui sera la clef de la
non-de´ge´ne´rescence de la forme hermitienne canonique ”ge´ne´ralise´e” :
H : Hnc∩S(0)×H
n(0)→ C
qui sera de´finie plus loin.
Ceci montrera e´galement que Im(θ) co¨ıncide avec l’orthogonal dans H1(S∗, Hn−1(0))
pour h˜ de H0(S,Hn−1(0)).
4.12 Le cas n = 2.
4.12.1
De´finissons sous les hypothe`ses standards pour la valeur propre 1 et pour
n = 2
K := lim
k→∞
H0(S∗, Ker δ1(k))
H0(S,Ker δ1(k)) + δH0(S∗, E0(k))
.
Il re´sulte du Lemme (4.8) que l’on a une suite exacte monodromique :
0→ H1(S∗,C)
j
→ K
e
→ H1{0}(S,H
1(0))→ 0
obtenue par passage a` la limite inductive sur k.
On remarquera que le sous-espace H1(S∗,C) est dans la partie invariante
par la monodromie de K. Ceci re´sulte du fait que la monodromie agit comme
l’identite´ sur les faisceaux h0(k).
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4.12.2 The´ore`me 1, cas n = 2.
Sous les hypothe`ses standarts pour la valeur propre 1, on a pour n = 2 la
suite exacte monodromique :
0→ K
i
→ H2c∩S(0)
canc∩S−→ H2(0)
θ
→ H1(S∗, H1(0))
ou` l’application i est de´duite du lemme (4.8).
La preuve est tout a` fait analogue a` celle donne´e dans le cas n ≥ 3 modulo
les adaptations que l’on vient de faire pour tenir compte du re´sultat diffe´rent
du lemme (4.8) dans ce cas, et modulo les modifications suivantes :
• Pour montrer que Ker canc∩S ⊂ Im(i) on conside`re u ∈ Γ(Y, E1(k))
qui est telle que le support de δu soit dans c ∩ S. On a donc un
compact K de S tel qu’au voisinage de S \K on ait δu = 0. Alors
u de´finit un e´le´ment de H0(S \K,Ker δ1(k)). Comme on a
H0(S \K,H1(0)) ≃ H0(S∗, H1(0))
son image dans H0(S \K,H1(0)) donne une section de H0(S∗, H1(0))
ce qui nous fournit une section v ∈ H0(S∗, h1(k)) qui prolonge
l’image de u dans H0(S \ K, h1(k)) pour k ≫ 1. Comme on a
H1(S∗, δE0(k)) = 0 d’apre`s le lemme (4.8), on en de´duit l’existence de
u1 ∈ H0(S∗, Ker δ1(k)) dont la restriction a` S \ K est e´gale a` u.
Comme on a H0(S \K, h0(k)) ≃ H0(S∗, h0(k)) on peut modifier u1
pour que sa restriction a` S \K soit exactement e´gale a` u. On conclut
alors comme dans le cas n ≥ 3.
• Pour l’e´tude du noyau de θ, on doit remplacer la suite exacte conside´re´e
pour n ≥ 3 par la suite exacte :
0→
h1(k)
τkh0(k)
→ h2(k)→ H2(0)→ 0.
et utiliser l’isomorphisme sur S∗ : h
1(k)
τkh0(k)
≃ H1(0).
Localement pre`s de σ ∈ S∗ on a encore une e´criture
w|Xσ − τk(ασ) = δβσ
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avec δ(ασ) = 0. Mais maintenant le recollement des ασ n’a lieu
sur S∗ que dans le quotient h
1(k)
τkh0(k)
. On ne peut donc, en ge´ne´ral,
trouver un e´lement α ∈ Γ(S∗, Ker δ1(k)) tel que w − τk(α) soit
localement δ−exact le long de S∗. Mais ceci ne change rien a` la
preuve de l’inclusion Im(canc∩S) ⊂ Ker θ.
• Pour voir que Ker θ ⊂ Im(canc∩S) l’argument permettant d’e´crire
w = δβ globalement pre`s de S∗ avec β ∈ Γ(S∗, E1(k)) n’est plus
correct. L’annulation de o˜bk pour k ≫ 1 reste valable, mais donne
seulement l’existence, pour k ≫ 1, de γσ ∈ Γ(Xσ, Ker δ0(k)), ve´rifiant
ασ = τk(γσ) dans Γ(Xσ, Ker δ
1(k)) quitte a` modifier le choix des βσ.
Mais quitte a` changer k en k + 1 en appliquant jk,k+1, on rend
τk(γσ) δ−exact, et donc jk,k+1(w) devient localement δ−exacte le
long de S∗. Alors l’argument du cas n ≥ 3 s’applique et permet de
conclure a` l’e´galite´ Ker θ = Im(canc∩S).
4.12.3
Montrons que dans le cas n = 2 le the´ore`me 1 permet de prouver une
ine´galite´ de dimension analogue a` celle du cas n ≥ 335
dimC H
2
c∩S(0) ≥ dimC H
2(0) + dimC H
1(S∗,C).
En effet la suite exacte du the´oreme donne
dim H2c∩S(0) + dim Im(θ) = dim K + dim H
2(0)
et la suite exacte du (4.12.1) donne
dim H1(S∗,C) + dim H1{0}(S,H
1(0)) = dim K.
L’inclusion de Im(θ) dans l’orthogonal pour h˜ de H0(S,H1(0)) donne,
puisque H0(S∗, H1(0)) est le dual de H1(S∗, H1(0)), l’ine´galite´
dim Im(θ) + dim H0(S,H1(0)) ≤ dim H1(S∗, H1(0)).
D’ou` notre assertion, puisque
H1{0}(S,H
1(0)) ≃
H0(S∗, H1(0))
H0(S,H1(0))
.
35En fait, dans le cas n = 2 on doit syste´matiquement remplacer l’espace H2c∩S(0)
par son quotient par H1(S∗,C) et donc K par son quotient par H1(S∗,C) pour avoir
les meˆmes re´sultats que pour n ≥ 3.
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5 La suite exacte longue de J. Leray ge´ne´ralise´e.
Le premier ingre´dient dans la construction de notre variation sera une ge´ne´ralisation
encore un peu plus sophistique´e que celle de [B.97] du re´sidu de J. Leray.
5.1 The´ore`me.
Soit Z une varie´te´ complexe connexe de dimension n+ 1 et soit Y une
hypersurface ferme´e d’inte´rieur vide dans Z. Soit S un sous-ensemble an-
alytique ferme´ et d’inte´rieur vide de Y tel qu’en chaque point y de Y \S,
l’hypersurface Y admette une e´quation locale re´duite fy dont la mon-
odromie n’admet pas la valeur propre 1 (dans son action sur la cohomologie
re´duite de la fibre de Milnor de fy en y ).
Notons par modS la famille (paracompactifiante) des ferme´s de Z qui ne
rencontrent pas S.
Alors on a la suite exacte longue ” de Leray” a` supports modS :
· · · → HqmodS(Z,C)
iq
→ Hqmod S(Z\Y,C)
Resq
→ Hq−1modS(Y,C)
∂q
→ Hq+1modS(Z,C)→ · · ·
Si on dispose d’une e´quation glabale re´duite f ∈ O(Z) de Y dans Z,
pour toute classe [w] ∈ Hqmod S(Z \ Y,C) repre´sente´e par une forme semi-
me´romorphe d-ferme´e w, a` poˆles dans Y et a` support dans modS, il existe
un voisinage ouvert W de Y dans Z et des formes η ∈ C∞(W)q−1 et
ω ∈ C∞(W)q d-ferme´es sur W a` supports dans modS|W et une forme
semi-me´romorphe α de degre´ q − 1 a` poˆles dans Y et a` support dans
modS|W ve´rifiant :
w =
df
f
∧ η + ω + dα sur W \ Y (@)
La classe [η|Y ] ∈ H
q−1
modS(Y,C) est alors l’image par Res
q de la classe
[w] ∈ Hqmod S(Z \ Y,C).
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5.2 Remarque.
Le seul point non trivial dans la suite exacte ci-dessus est bien sur l’identification
du groupe de cohomologie a` support Hq+1Y,modS(Z,C) avec le groupe H
q−1
modS(Y,C)
qui est analogue a` ce qui se passe dans le cas d’une hypersurface lisse.
La pre´sence de la famille de supports modS est relativement anodine
puisqu’elle est paracompactifiante et que sa restriction a` Y est constitue´e
des ferme´s de Y qui sont dans modS. On notera cependant que cet e´nonce´
peut s’appliquer en pre´sence d’un lieu singulier pour l’hypersurface Y qui
est bien plus gros que S.
5.3 De´monstration.
La preuve repose sur deux faits :
• 1) Le quasi-isomorphisme, duˆ a` A. Grothendieck (voir [Gr. 65]) :
Rj∗j
∗CZ ≃ (C
∞
Z [∗Y ]
•, d•)
qui montre que le complexe des formes semi-me´romorphes a` poˆles dans
Y donne une incarnation ”fine” du complexe Rj∗j
∗CZ .
• 2) La de´ge´ne´rescence de la suite spectrale :
Ep,q2 := H
q
modS(Z,H
p
Y (C))
qui re´sulte du fait que, sur Z \ S, on a HpY (C) = 0 pour p 6= 2 et
H2Y (C) ≃ CY .
df
f
, combine´ avec le fait que si le faisceau F est nul sur
Z \ S alors on a Hpmod S(Z,F) = 0, ∀p ≥ 0.
Le calcul de HpY (C) sur Z\S vient de l’absence de la valeur propre 1 pour la
monodromie locale (voir la remarque finale de [B.97] ) d’une e´quation locale
re´duite f de Y , qui donne l’annulation des groupes H i(D∗, Rjf∗(CZ))
pour tout i ≥ 0 quand j 6= 0.
La suite exacte longue de Leray en re´sulte alors d’apre`s [Go.58] th. 4.10.1
puisque la de´ge´ne´rescence de la suite spectrale donne les isomorphismes
Hq+1Y,modS(Z,C) ≃ H
q−1
modS(Y,C).
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Pour prouver (@) repre´sentons Resq[w] ∈ Hq−1modS(Y,C) par une forme
η ∈ C∞ de degre´ q − 1 d-ferme´e a` support dans modS36 sur un voisinage
ouvert W de Y assez petit. Alors la classe [w− df
f
∧η] ∈ Hqmod S(W\Y,C)
aura un re´sidu nul d’apre`s la suite exacte de Leray sur W. On en de´duit
l’existence de ω ∈ C∞modS(W)
q ve´rifiant dω = 0 et dont la restriction a`
Z \ Y induit la classe [w − df
f
∧ η] ∈ HqmodS(W \ Y,C). On en alors de´duit
l’existence de α donnant (@). 
6 Construction de v˜ar : Hnc∩S(0) → H
n
c (0).
6.1
Conside´rons donc, pour k ≥ 1 donne´, w ∈ Γc∩S(Y, En(k))∩Ker δ. Notons
par X ′ la trace sur X d’une boule centre´e a` l’origine et de rayon ε′ < ε
mais assez proche de ε pour avoir Supp(w) ∩ S ⊂ Y ′ ou` Y ′ := Y ∩X ′.
Notons alors par Z un voisinage ouvert de Y \ Y¯ ′. Sur Z, le morphisme
de complexe
(F•modS(k), δ
•)→ (E•modS(k), δ
•)
est un quasi isomorphisme37. Comme la monodromie agit comme l’identite´38
sur les faisceaux de cohomologies du complexe (F•modS(k), δ
•) on peut trou-
ver u ∈ ΓmodS(Z, En−1(k)) ve´rifiant
kN (w) = δu sur Z.
Soit ρ ∈ C∞c/f(X) valant identiquement 1 au voisinage de X¯
′. Alors posons
ξ := (1− ρ).u et v :=k N (w)− δξ. On a alors v ∈ Γc/f(Y, E
n(k)) ∩Ker δ.
Cela donne explicitement
wj−1 = vj + dξj −
df
f
∧ ξj−1 ∀j ∈ [1, k]
36Ceci est possible grace a` [Go.58] th. 4.11.1 et a` de Rham.
37On a note´ ici par GmodS le sous faisceau du faisceau G des sections qui sont nulles
au voisinage de S. On a donc, par de´finition la suite exacte courte :
0→ GmodS → G → j!j
∗(G)→ 0
ou` j : X \ S →֒ X de´signe l’inclusion.
38L’ope´rateur kN est nul sur h0(k) et, en dehors de S, sur h1(k). Attention, pas
sur S pour n = 2 !
Interaction de strates III. 44
avec la convention w0 = 0 = ξ0. On aura en particulier, puisque δw = 0
d(wk +
df
f
∧ ξk) =
df
f
∧ vk.
Choisissons maintenant une boule centre´e a` l’origine de rayon ε′′ ∈]ε′, ε[ et
assez proche de ε pour que la trace X ′′ de cette boule sur X contienne
Supp (v). Posons alors Y˜ := Y \ Y¯ ′′. Alors la forme semi-me´romorphe
wk +
df
f
∧ ξk de degre´ n est d−ferme´e sur un voisinage ouvert assez petit
Z˜ de Y˜ et a un support qui ne rencontre pas S ∩ Y˜ . On peut donc lui
appliquer le the´ore`me (5.1) et l’e´crire sur Z˜, quitte a` localiser autour de
f−1(0) :
wk +
df
f
∧ ξk =
df
f
∧ η + ω + dα (@@)
ou` les formes C∞ η et ω sont C∞ sur un voisinage ouvert V(Y˜ ) de Y˜
dans Z˜, de degre´s respectifs n− 1 et n, ve´rifient :
• i) dη = 0, dω = 0
• ii) Supp η ∩ S = ∅, Supp ω ∩ S = ∅.
et ou` la (n− 1)−forme semi-me´romorphe α sur V(Y˜ ), est a` poˆles dans Y˜
et a` support modS. Soit maintenant σ ∈ C∞c/f (X) valant identiquement
1 au voisinage de X¯ ′′. Alors la forme semi-me´romorphe de degre´ n + 1 a`
poles dans Y˜ et a` support f−propre dans Z˜
W := dσ ∧ (wk +
df
f
∧ ξk)
est e´gale sur Z˜, grace a` (@@), a`
W = −
df
f
∧ (dσ ∧ η) + dσ ∧ ω − d(dσ ∧ α)
ou` les formes dσ∧ η et dσ∧ω sont C∞ sur un voisinage ouvert V(Y˜ ) de
Y˜ dans Z˜, de degre´s respectifs n et n + 1, a` supports f−propres dans
V(Y˜ ) ve´rifient ”a` fortiori”
• i) d(dσ ∧ η) = 0, d(dσ ∧ ω) = 0
• ii) Supp(dσ ∧ η) ∩ S = ∅, Supp(dσ ∧ ω) ∩ S = ∅.
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et ou` la n−forme semi-me´romorphe dσ ∧ α sur V(Y˜ ), est a` poˆles dans Y˜
et a` support f−propre ∩modS e´galement.
Nous de´finirons alors
2iπ.v˜ar([w]) := rnc (k)(v˜) avec
v˜k := vk + dσ ∧ η, et v˜j := vj ∀j ∈ [1, k − 1].
Il reste e´videmment a` ve´rifier que tout ceci de´finit bien une application
line´aire
v˜ar : Hnc∩S(0)→ H
n
c (0)
commutant aux monodromies.
6.2
Commenc¸ons par remarquer que si l’on change w par son image par jk,k+k′
le re´sultat de notre construction ne change pas.
Supposons maintenant que w = δ(β) avec β ∈ Γc∩S(Y, En−1(k)). Alors on
peut choisir u = N (β) et on aura
wk +
df
f
∧ ξk = dβk − ρ
df
f
∧ βk−1.
Sur Z˜ on aura donc wk+
df
f
∧ ξk = dβk. Ceci montre que l’on peut prendre
η = 0, ω = 0 et α = βk. Comme on a v = δ(ρ.N (β)) qui induit la classe
nulle dans Hnc (0), ceci montre bien que la modification de w par un cobord
ne change pas le re´sultat de notre construction.
On en de´duit imme´diatement que si w = τk(γ) avec γ ∈ Γc∩S(Y,Kerδn−1(k)),
alors on trouve 0 dans Hnc (0). En effet, on peut remplacer wk par
jk,k+k′(wk) d’apre`s ce qui pre´ce`de, et alors on aura d’apre`s l’e´galite´ (@) du
(4.2)
jk,k+k′(τk(γ)) = τk+k′(k+k′N
k′(jk,k+k′(γ)))
ce qui est dans δ
(
Γc∩S(Y, En−1(k + k′)
)
pour k′ ≥ k.
Les changements de choix des fonctions ρ et σ sont laisse´s en exercice au
lecteur.
Le changement du choix de η consiste, d’apre`s le the´ore`me (5.1) a` remplacer
η par η + dθ ou` θ ∈ C∞modS(Z˜)
n−2. Mais on ajoute alors a` v˜ le cobord
δ(j1,k(dσ ∧ θ) = j1,k(−dσ ∧ dθ)
Interaction de strates III. 46
ce qui ne change pas l’image dans Hnc (0).
Il nous reste a` voir l’action de la monodromie. Si on part de kN (w) on
peut prendre kN (u) et donc kN (ξ) dans notre construction. On doit alors
prendre l’image de kN (v˜) = kN (v) dans Hnc (0) ce qui donne bien le
re´sultat attendu. En effet, l’e´galite´
wk−1 +
df
f
∧ ξk−1 = vk + dξk
permet de voir que sur Z˜, on a wk−1+
df
f
∧ξk−1 = dξk. On peut donc choisir
η = 0, ω = 0 et α = ξk. Ceci termine nos ve´rifications sur cette construction.
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7 La forme hermitienne canonique
H : Hnc∩S(0)×H
n(0) → C.
Nous adopterons ici le point de vue de [B.90] qui est repris dans [B.97].
7.1 The´ore`me-De´finition.
Sous les hypothe`ses standards de´finissons la forme hermitienne canonique
H : Hnc∩S(0)×H
n(0)→ C
de la fac¸on suivante : pour e ∈ Hnc∩S(0) et e
′ ∈ Hn(0) repre´sente´s par
w ∈ Γc∩S(Y, En(k)) ∩Ker δ et w′ ∈ Γ(Y, En(k)) ∩Ker δ ve´rifiant [w] = e
et rn(k)(w′) = e′ posons
H(e, e′) =
1
(2iπ)n+1
P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k
)
ou` ρ ∈ C∞c (X) vaut identiquement 1 au voisinage du compact Suppw ∩ S.
Notons par I : Hnc (0) × H
n(0) → C la dualite´ (hermitienne) de Poincare´
sur la fibre de Milnor F de f  l’origine, donne´e par
I(a, b) :=
1
(2iπ)n
∫
F
a ∧ b¯.
Alors on a H(e, e′) = I(v˜ar(e), e′) ou` l’application
v˜ar : Hnc∩S(0)→ H
n
c (0)
a e´te´ construite plus haut.
7.2 Remarque.
Une conse´quence imme´diate du the´ore`me (7.1) sera l’e´quivalence entre les
deux proprie´te´s suivantes :
• La variation est bijective (ou bien v˜ar est bijective).
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• La forme hermitienne canonique est non de´ge´ne´re´e.
Nous prouverons la premie`re de ces assertions pour tout n ≥ 3 a` la fin du
paragraphe 8, ce qui donnera donc e´galement la non de´ge´ne´rescence de H.
Pour n = 2 la forme hermitienne canonique H passe au quotient par le
sous-espace (T-invariant) j(H1(S∗,C) de H2c∩S(0) et induit une dualite´
hermitienne entre H2c∩S(0)
/
j(H1(S∗,C) et H2c∩S(0). Donc, a` nouveau, on
a un re´sultat analogue au cas n ≥ 3 quitte a` remplacer H2c∩S(0) par son
quotient par j(H1(S∗,C).
La de´monstration du the´ore`me (7.1) occupera le reste de ce paragraphe 7.
7.3
Commenc¸ons par ve´rifier que le nombre H(e, e′) est bien de´fini, c’est a` dire
est inde´pendant des divers choix effectue´s.
• Inde´pendance du choix de ρ
Soit donc ρ′ ∈ C∞c (X) valant aussi identiquement 1 au voisinage du
compact Suppw ∩ S. Alors on a Supp (ρ − ρ′) ∩ S = ∅. Donc le
prolongement me´romophe de∫
X
|f |2λ(ρ− ρ′).
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k
n’a, au pire, qu’un poˆle simple en λ = 0, ce qui donne l’inde´pendance
de´sire´e.
• Inde´pendance du choix de w′ repre´sentant e′
Il s’agit en fait de montrer que si on a w′ = δv′ avec v′ ∈ Γ(Y, En−1(k))
alors on a
P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ wk ∧
d¯f
f¯
∧ δ¯v
′
k
)
= 0.
Comme on a df
f
∧ w′k = −d(
df
f
∧ v′k) ceci va re´sulter de la formule
de Stokes et du fait que Supp dρ ∩ Suppw ∩ S = ∅, le prolongement
me´romorphe de |f |2λ sur X \S n’ayant, au pire, que des poˆles simples
aux entiers ne´gatifs.
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• Inde´pendance du choix de w repre´sentant e
Comme ci-dessus, il s’agit en fait de montrer que si on a w = δv avec
v ∈ Γc∩S(Y, En−1(k)) alors on a
P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ δvk ∧
d¯f
f¯
∧ w¯′k
)
= 0.
La preuve est analogue au cas pre´ce´dent, en choisissant la fonction ρ
de fac¸on qu’elle soit identiquement e´gale a` 1 sur un voisinage ouvert de
Supp v ∩ S. Ceci est possible grace a` la condition de support sur v
et a` l’inde´pendance du choix de ρ prouve´e ci-dessus.
7.4
Montrons maintenant l’invariance de H par la monodromie, c’est a` dire que
l’on a
H(N (e), e′) = H(e,N (e′)) ∀e ∈ Hnc∩S(0), ∀e
′ ∈ Hn(0)
ou` −2iπ.N de´signe le logarithme (nilpotent) de la monodromie agissant
sur Hnc∩S(0) ou bien sur H
n(0). Compte tenu des inde´pendances de choix
prouve´s ci-dessus, ceci revient a` e´tablir la formule :
P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ wk−1 ∧
d¯f
f¯
∧ w¯′k
)
=
P2
(
λ = 0,
∫
X
|f |2λρ.
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k−1
)
puisque kN (w) et respectivement kN (w′) induisent N (e) et N (e′) dans
Hnc∩S(0) et H
n(0).
Mais pour ℜ(λ)≫ 0 on a
d
(
|f |2λρ.(
df
f
+
d¯f
f¯
) ∧ wk ∧ w¯
′
k
)
=
|f |2λ.dρ ∧ (
df
f
+
d¯f
f¯
) ∧ wk ∧ w¯
′
k +
−|f |2λρ.(
df
f
+
d¯f
f¯
) ∧ dwk ∧ w¯
′
k +
(−1)n+1|f |2λρ.(
df
f
+
d¯f
f¯
) ∧ wk ∧ dw¯
′
k.
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Comme on a Supp dρ ∩ Suppw ∩ S = ∅ le prolongement me´romorphe
du premier terme du membre de droite de l’e´galite´ ci-dessus n’aura, au pire,
qu’un poˆle simple en λ = 0. Par ailleurs le fait que w et w′ soit δ−ferme´es
donne
dwk =
df
f
∧ wk−1 et dw
′
k =
df
f
∧ w′k−1.
La formule de Stokes et le prolongement analytique donnent alors la formule
de´sire´e.
7.5
Il nous reste a` prouver la formule
H(e, e′) = I(v˜ar(e), e′)
pour achever la preuve du the´ore`me (7.1).
Reprenons les notations utilise´es en (6.1) lors de la construction de v˜ar(e).
Pour ℜλ≫ 0 on aura
d
(
(|f |2λσ.(wk +
df
f
∧ ξk) ∧
d¯f
f¯
∧ w¯′k
)
= λ.|f |2λσ.
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k
+ |f |2λdσ ∧ (wk +
df
f
∧ ξk) ∧
d¯f
f¯
∧ w¯′k
+ |f |2λ
df
f
∧ vk ∧
d¯f
f¯
∧ w¯′k
puisque d(wk +
df
f
∧ ξk) =
df
f
∧ vk et σ.vk = vk.
D’apre`s la formule de Stokes, l’inte´grale du membre de gauche n’aura aucun
poˆle, et, par prolongement analytique, la nullite´ du re´sidu en λ = 0 du
membre de droite donnera la relation
−P2
(
λ = 0,
∫
X
|f |2λσ.
df
f
∧ wk ∧
d¯f
f¯
∧ w¯′k
)
= Res
(
λ = 0,
∫
X
|f |2λW ∧
d¯f
f¯
∧ w¯′k
)
+Res
(
λ = 0,
∫
X
|f |2λ
df
f
∧ vk ∧
d¯f
f¯
∧ w¯′k
)
.
Mais on a
W = −
df
f
∧ (dσ ∧ η) + dσ ∧ ω − d(dσ ∧ α).
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Montrons qu’alors
Res
(
λ = 0,
∫
X
|f |2λdσ ∧ ω ∧
d¯f
f¯
∧ w¯′k
)
= 0
Res
(
λ = 0,
∫
X
|f |2λd(dσ ∧ α) ∧
d¯f
f¯
∧ w¯′k
)
= 0.
Pour le premier re´sidu c’est conse´quence du fait que la forme ω est C∞ et
donc qu’il n’y a pas de puissance ne´gative de f dans cette inte´grale. On
conclut en utilisant que les racines du polynoˆme de Bernstein de f sont
strictement ne´gatives ([K.76]).
Pour montrer que le second re´sidu est nul, on utilise a` nouveau la formule de
Stokes et le prolongement analytique pour obtenir
Res
(
λ = 0,
∫
X
|f |2λd(dσ∧α)∧
d¯f
f¯
∧w¯′k
)
= P2
(
λ = 0,
∫
X
|f |2λσ.
df
f
∧dα∧
d¯f
f¯
∧w¯′k
)
.
Mais comme le support de dα ne rencontre pas S le membre de droite est
nul. Il nous reste donc finalement l’e´galite´ :
(2iπ)n+1.H(e, e′) = −Res
(
λ = 0,
∫
X
|f |2λ
df
f
∧ (vk + dσ ∧ η) ∧
d¯f
f¯
∧ w¯′k
)
.
Mais la fonction
s→
( i
2π
)n ∫
f=s
(vk + dσ ∧ η) ∧ w¯
′
k
est un polynoˆme de degre´ au plus k−1 en Log(| s
s0
|2) dont le terme constant
est I(v˜ar(e), e′).
Par transformation de Mellin on obtient la formule de´sire´e. 
8 Injectivite´ de la variation.
8.1
Pour montrer que la variation est injective il nous suffit, d’apre`s le the´ore`me
(7.1) de montrer que pour toute classe non nulle e ∈ Hnc∩S(0) il existe
e′ ∈ Hn(0) telle que l’on ait H(e, e′) 6= 0. En fait, comme la variation
Interaction de strates III. 52
commute a` la monodromie, on peut se contenter de montrer cela pour une
classe e qui est invariante par la monodromie.
Soit donc v ∈ Γc∩S(Y, En(k)) ∩ Ker δ de´finissant la classe e conside´re´e.
Comme on suppose que T (e) = e, ce qui e´quivaut a` N (e) = 0, on pourra
trouver, quitte a` choisir k assez grand, u ∈ Γc∩S(Y, En−1(k)) ve´rifiant
kN (v) = δu ce qui se traduit par les e´galite´s :
vj−1 = duj −
df
f
∧ uj−1 ∀j ∈ [1, k] avec v0 = u0 = 0.
On en de´duit que l’on a dwˆ = 0 ou` l’on a pose´ wˆ = vk +
df
f
∧ uk−1. De plus
on a l’ e´galite´
j1,k+1(wˆ) = jk,k+1(v)− δu˜
ou` l’on de´finit u˜k+1 = 0 et u˜j = uj ∀j ∈ [1, k]. Ceci montre que la classe
e est repre´sente´e par la forme semi-me´romorphe d−ferme´e wˆ qui a son
support dans c ∩ S.
Remarquons par ailleurs que l’image dans Hn(0) de la classe e peut
e´galement eˆtre repre´sente´e par une forme me´romorphe d−ferme´e w ∈ Γ(Y,Ωn)
graˆce au quasi-isomorphisme (Ω•(k), δ•) ≃ (E•(k), δ•) pour k = 1. On aura
alors l’existence de γ ∈ Γ(Y, En−1(1)) ve´rifiant w = w˜ + dγ au voisinage
de Y .
La ge´ne´ralisation suivante du re´sultat de contribution ”sureffective” de´montre´e
dans [B.84 b] va nous permettre de conclure dans le cas ou` l’image de la classe
e dans Hn(0) est non nulle. Nous traiterons le cas ou` cette image est nulle
a` la fin du paragraphe 8 (voir (8.10) a` (8.22)).
8.2 The´ore`me.
Soit f : X → D un repre´sentant de Milnor d’un germe non constant de
fonction holomorphe a` l’origine de Cn+1. Soit Y = f−1(0) et soit S1 un
sous-ensemble analytique ferme´ de Y tel qu’en chaque point y de Y \ S1
la monodromie locale de f en y agissant sur la cohomologie (re´duite) de
la fibre de Milnor de f en y ne pre´sente pas la valeur propre 1.
On suppose que l’on a Hn(X \ S1,C) = 0.
Soit w un n-forme me´romorphe d-ferme´e sur X a` poˆles dans Y induisant
une classe non nulle dans Hn(F,C) ou` F de´signe la fibre de Milnor de f
en 0. Supposons qu’il existe des formes semi-me´romorphes w˜ et γ sur
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X a` poˆles dans Y de degre´s respectifs n et n−1 ve´rifiant les conditions
suivantes
• i) Supp w˜ ∩ S1 = K est un compact de X ;
• ii) On a sur X \ Y w = w˜ + dγ.
Alors il existe ω ∈ Γ(X,Ωn+1) et j ∈ [1, n] tels que le prolongement
me´romorphe de l’inte´grale∫
X
|f |2λf¯−j
df
f
∧ w˜ ∧ ρ.ω¯
ait en λ = 0 un poˆle d’ordre ≥ 2 ou` ρ ∈ C∞c (X) vaut identiquement 1
au voisinage de K.
8.3 Remarques.
• 1) La conclusion du the´ore`me est, bien sur, inde´pendante du choix de
la fonction ρ ∈ C∞c (X) valant identiquement 1 au voisinage de
K puisque si σ ∈ C∞c (X) vaut identiquement 0 au voisinage de
K le support de σ.w˜ ne rencontre plus S1 ce qui implique que
le prolongement me´romorphe de |f |2λ.σ, w˜ ne pre´sente que des poˆles
d’ordre ≤ 1 aux entiers.
• 2) Si la dimension du sous-ensemble analytique (ferme´) S1 de Y est
≤ p avec 2p < n + 1 alors la condition Hn(X \ S1,C) = 0 est
automatiquement re´alise´e39.
Nous utiliserons essentiellement le cas p = 1 et n ≥ 2 de ce the´ore`me.
39On peut s’en convaincre en montrant par re´currence sur p que pour un sous-ensemble
analytique ferme´ de dimension p de Cn+1 les faisceaux de cohomologie a` support HqS(C)
sont nuls pour q < 2n− 2p+ 1.
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8.4
De´monstration. Posons pour j ∈ N :
T n,0j := Res(λ = 0,
∫
X
|f |2λf¯−jw∧) + P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧γn−1,0∧)
et montrons de´ja que l’on a d′T n,0j = 0 sur V := X \K pour tout j ∈ N.
On a
d′Res(λ = 0,
∫
X
|f |2λf¯−jw ∧) = P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ w ∧)
puisque dw = d′w = 0. Par ailleurs
d′P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧γn−1,0∧) = −P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧d′γn−1,0∧)
ce qui donne notre assertion puisque les poˆles aux entiers ne´gatifs du pro-
longement me´romorphe de |f |2λ sont simples au plus le long de Y \ S1 et
que l’on a w − d′γn−1,0 = w˜n,0 = 0 au voisinage de V ∩ S1.
Supposons maintenant que pour j = n le courant T n,0n soit d
′−exact sur
V . C’est a` dire qu’il existe un courant Un−1,0n de type (n − 1, 0) sur V
ve´rifiant
T n,0n = d
′Un−1,0n sur V.
Alors, comme on a
f¯ .T n,0j+1 = T
n,0
j ∀j ∈ N
on obtient, en posant Un−1,0j = f¯
n−j.Un−1,0n ∀j ∈ [1, n]
T n,0j = d
′Un−1,0j sur V ∀j ∈ [1, n].
Montrons qu’alors les courants sur V de´finis pour j ∈ [1, n− 1]
T n−1,1j := d
′′Un−1,0j + j.df¯ ∧ U
n−1,0
j+1 +
− P2(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧ γn−1,0 ∧) +
+ P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ γn−2,1 ∧)
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sont d′−ferme´s sur V . Pour cela calculons d′′T n,0j + j.df¯ ∧T
n,0
j+1. On trouve
d′′T n,0j + j.df¯ ∧ T
n,0
j+1 = P2(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧ w ∧)+
+ P3(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧
df
f
∧ γn−1,0 ∧)+
− P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ d′′γn−1,0 ∧)
Utilisons maintenant les relations w = d′γn−1,0 et d′′γn−1,0 + d′γn−2,1 = 0
valables au voisinage de V ∩ S1. Elles donnent, puisque l’on a
d′P2(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧ γn−1,0 ∧) =
− P2(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧ d′γn−1,0 ∧)+
− P3(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧
df
f
∧ γn−1,0 ∧)
ainsi que
d′P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧γn−2,1∧) = −P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧d′γn−2,1∧)
l’e´galite´
d′′T n,0j + j.df¯ ∧ T
n,0
j+1 =− d
′P2(λ = 0,
∫
X
|f |2λf¯−j
d¯f
f¯
∧ γn−1,0 ∧) +
+ d′P2(λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ γn−2,1 ∧)
ce qui prouve bien la d′−fermeture sur V des courants T n−1,1j pour
j ∈ [1, n− 1].
Comme on a l’annulation des groupes Hp+1(V,Ωq) pour tout p ∈ [0, n−2] et
tout q ∈ N, on peut trouver un courant Un−2,1n−1 sur V ve´rifiant d
′Un−2,1n−1 =
T n−1,1n−1 . Posons U
n−2,1
j := f¯
n−j−1.Un−2,1n−1 pour j ∈ [1, n − 1]. Alors les
hypothe`ses du Lemme suivant sont ve´rifie´es pour p = 0, a = 1, b = n− 1.
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8.5 Lemme.
On suppose donne´s sur V des courants Un−p−1,pj pour j ∈ [a, b + 1] et
Un−p−2,p+1j pour j ∈ [a, b] ou` les U
n−p−1,p
j ve´rifient f¯ .U
n−p−1,p
j+1 = U
n−p−1,p
j
pour j ∈ [a, b] et ou` les courants Un−p−2,p+1j ve´rifient f¯ .U
n−p−2,p+1
j+1 =
Un−p−2,p+1j pour j ∈ [a, b− 1].
Supposons e´galement donne´e sur V une forme semi-me´romorphe γ de
degre´ n− 1 a` poˆles dans {f = 0} telle que dγ soit de type (n, 0).
Supposons que l’on ait sur V les e´galite´s de courants suivantes pour j ∈ [a, b]
T n−p−1,p+1j := d
′′Un−p−1,pj + j.d¯f ∧ U
n−p−1,p
j+1 +
− P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γn−p−1,p ∧)+
P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ γn−p−2,p+1 ∧)
= d′Un−p−2,p+1j
Alors les courants
T n−p+2,p+2j := d
′′Un−p−2,p+1j + j.d¯f ∧ U
n−p−2,p+1
j+1 +
− P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γn−p−2,p+1 ∧)+
+ P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ γn−p−3,p+2 ∧)
sont d′−ferme´s sur V pour j ∈ [a, b− 1].
8.6 Preuve du lemme.
On a pour j ∈ [a, b] :
d′
(
d′′Un−p−2,p+1j
)
= −d′′
(
d′Un−p−2,p+1j
)
= −d′′
(
j.d¯f ∧ Un−p−1,pj+1
)
+
+ d′′
(
P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γn−p−1,p ∧)
)
− d′′
(
P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ γn−p−2,p+1 ∧)
)
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et donc
d′
(
d′′Un−p−2,p+1j
)
= j.d¯f ∧ d′′Un−p−1,pj+1 (1)
− P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ d′′γn−p−1,p ∧) (2)
− P3(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧
df
f
∧ γn−p−2,p+1 ∧) (3)
j.P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧
df
f
∧ γn−p−2,p+1 ∧) (4)
+ P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ d′′γn−p−2,p+1 ∧) (5)
puisque l’on a
d′′
( ∫
V
|f |2λf¯−j
df
f
∧ γn−p−2,p+1 ∧
)
=
(λ− j).
∫
V
|f |2λf¯−j
d¯f
f¯
∧
df
f
∧ γn−p−2,p+1 ∧ +
−
∫
V
|f |2λf¯−j
df
f
∧ d′′γn−p−2,p+1 ∧
Ensuite on a
d′
(
j.d¯f ∧ Un−p−2,p+1j+1
)
= −j.d¯f ∧ d′′Un−p−1,pj+1 + (6)
− j.d¯f ∧ P2(λ = 0,
∫
V
|f |2λf¯−j−1
df
f
∧ γn−p−2,p+1 ∧) ; (7)
puis
− d′P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γn−p−2,p+1 ∧) =
− P3(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧
d¯f
f¯
∧ γn−p−2,p+1 ∧) (8)
+ P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ d′γn−p−2,p+1 ∧) (9)
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puisque
d′
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γn−p−2,p+1 ∧ =
λ.
∫
V
|f |2λf¯−j
df
f
∧
d¯f
f¯
∧ γn−p−2,p+1 ∧ +
−
∫
V
|f |2λf¯−j
d¯f
f¯
∧ d′γn−p−2,p+1 ∧.
Et enfin
d′
(
P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ γn−p−3,p+2 ∧)
)
=
− P2(λ = 0,
∫
V
|f |2λf¯−j
df
f
∧ d′γn−p−3,p+2 ∧) (10)
Maintenant les relations
d′′γn−p−1,p + d′γn−p−2,p+1 = 0
d′′γn−p−2,p+1 + d′γn−p−3,p+2 = 0
qui re´sultent de notre hypothe`se sur γ ainsi que les e´galite´s
(1) + (6) = 0, (2) + (9) = 0, (3) + (8) = 0, (4) + (7) = 0, (5) + (10) = 0
permettent de conclure. 
8.7 Remarque.
Pour peu que l’on ait Hp+2(V,Ωn−p+2) = 0 on peut trouver, sous l’hypothe`se
du Lemme, un courant Un−p+1,p+2b−1 sur V ve´rifiant d
′Un−p+1,p+2b−1 =
T n−p+2,p+2b−1 et poser U
n−p+1,p+2
j = f¯
b−j−1.Un−p+1,p+2b−1 pour j ∈ [a, b− a− 1]
et se retrouver a` nouveau dans l’hypothe`se du Lemme pour p+1, a et b− 1.
8.8 Fin de la de´monstration du the´ore`me (8.2).
Puisque l’on dispose de l’annulation de Hp+1(V,Ωq) pour tout p ∈ [0, n−2]
et tout q ∈ N, la remarque ci-dessus permet de continuer a` appliquer le
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Lemme (n− 1)−fois (pour p ∈ [0, n− 2]) et d’obtenir un courant d′−ferme´
de type (0, n)
T 0,n1 :=d
′′U0,n−11 + d¯f ∧ U
0,n−1
2 +
− P2(λ = 0,
∫
V
|f |2λf¯−j
d¯f
f¯
∧ γ0,n−1 ∧).
Donc T 0,n1 est une forme antiholomorphe de degre´ n sur V . De plus on a
d′′T 0,n1 +
d¯f
f¯
∧ T 0,n1 = 0
sur V \Y car d′′γ0,n−1 = 0 montre que P2(λ = 0,
∫
V
|f |2λf¯−j d¯f
f¯
∧γ0,n−1∧)
est annule´ par ∧d¯f et d. Par Hartogs, elle se prolonge en une forme
antiholomorphe Ω¯1 sur X ve´rifiant d(f.Ω1) = 0 sur X .
De plus on aura des courants U et V sur V de degre´ n − 1 ve´rifiant
l’e´galite´ suivante sur V \ S1 = X \ S140 :
T n,01 − Ω¯1 = dU + d¯f ∧ V.
Remarquons de´ja que la n−forme holomorphe d−ferme´e Ω0 := f.Ω1 est
d−exacte sur X . Donc elle induit la classe nulle dans Hn(F,C). Il en
sera donc de meˆme pour Ω1 et pour une n−forme holomorphe A ve´rifiant
dA = df ∧ Ω1, d’apre`s le the´ore`me de positivite´ de Malgrange (voir [M.74]
ou l’appendice de [B.84 b]).
Posons
T := Pf(λ = 0,
∫
X
|f |2λw ∧).
Montrons que l’on a dT = d¯f ∧ T n,01 sur X . En effet, on a
d′T = Res(λ = 0,
∫
X
|f |2λ
df
f
∧ w ∧) = 0
car l’absence de puissance de f¯ en de´nominateur montre que la fonction
me´romorphe dont on prend le re´sidu a` l’origine n’a pas de poˆles en ce point41.
40Rappelons que les supports des parties polaires d’ordre ≥ 2 aux entiers du prolonge-
ment me´romorphes de |f |2λ sont contenus dans S1.
41On utilise a` nouveau le fait que les racines du polynoˆme de Bernstein de f sont
strictement ne´gatives ! Voir [K.76]
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De plus on a
d′′T = Res(λ = 0,
∫
X
|f |2λ
d¯f
f¯
∧ w ∧)
ce qui co¨ıncide bien avec d¯f ∧ T n,01 car on a
P2(λ = 0,
∫
X
|f |2λ
d¯f
f¯
∧
df
f
∧ γn−1,0 ∧) =
d′′Res(λ = 0,
∫
X
|f |2λ
df
f
∧ γn−1,0 ∧) +
+Res(λ = 0,
∫
X
|f |2λ
df
f
∧ d′′γn−1,0 ∧)
= 0
car a` nouveau les residus a` l’origine sont nuls pour la meˆme raison que ci-
dessus.
On obtient donc l’e´galite´ suivante de courants sur X \ S1
d
(
T − A¯+ d¯f ∧ U
)
= 0
Comme on a, par hypothe`se, Hn(X \ S1,C) = 0 on en conclut a` l’existence
d’un courant W de degre´ n− 1 sur X \ S1 tel que
T = A¯+ d¯f ∧ U + dW.
Alors le Lemme (D) de [B.84 a] donne que w induit la classe nulle dans
Hn(F,C) contredisant notre hypothe`se.
Donc le courant T n,0n n’est pas d
′−exact sur V . La dualite´ entre
Hn(X \ K,O) et Γ(K,Ωn+1)42 et la densite´ de l’image de la restriction
Γ(X,Ωn+1) → Γ(K,Ωn+1) permettent alors de trouver une forme holomor-
phe ω ∈ Γ(X,Ωn+1) telle que l’on ait < T n,0n , d
′ρ ∧ ω¯ > 6= 0 ce qui donne
Res(λ = 0,
∫
X
|f |2λf¯−nw ∧ d′ρ ∧ ω¯) +
P2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ γn−1,0 ∧ d′ρ ∧ ω¯) 6= 0
42On peut choisir pour K la trace sur S1 d’une boule assez grosse.
Interaction de strates III. 61
Mais on a
d
(
|f |2λf¯−n.w ∧ ρ.ω¯) =λ|f |2λf¯−n.
df
f
∧ w ∧ ρ.ω¯ +
(−1)n|f |2λf¯−n.w ∧ d′ρ ∧ ω¯
ce qui donne :
Res(λ = 0,
∫
X
|f |2λf¯−nw ∧ d′ρ ∧ ω¯) =
(−1)n+1P2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ w ∧ ρ.ω¯)
Comme on a
P2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ γn−1,0 ∧ d′ρ ∧ ω¯) =
(−1)nP2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ d′γn−1,0 ∧ ρ .ω¯)
on obtient finalement
P2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ (w − d′γn−1,0) ∧ ρ .ω¯) 6= 0
c’est a` dire, vus les types
P2(λ = 0,
∫
X
|f |2λf¯−n
df
f
∧ w˜ ∧ ρ .ω¯) 6= 0.
Ceci ache`ve la preuve du the´ore`me (8.2). 
8.9
Pour conclure a` l’injectivite´ de la variation dans le cas ou` l’image de la classe
e ∈ Hnc∩S(0) dans H
n(0) n’est pas nulle, il suffit de remarquer que si
l’on e´crit ω = df
f
∧ w′ la de´composition dans le syste`me de Gauss-Manin
(localise´) en degre´ n de f de la forme me´romorphe w
′
fn
va fournir une
classe e′ ∈ Hn(0) ve´rifiant H(e, e′) 6= 0. En effet, les formes me´romorphes
induisant des classes dans les sous espaces spectraux de la monodromie pour
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des valeurs propres diffe´rentes de 1 ne donneront pas de poˆles doubles
aux entiers ne´gatifs, pas plus que les formes du type df
f
∧ du ou` u est
me´romorphes de degre´ n− 1 dans le prolongement me´romorphe de∫
X
|f |2λρ
df
f
∧ w˜ ∧ ¯.
8.10
Le cas plus de´licat est celui ou` la classe e conside´re´e est dans le noyau de
l’application canc∩S : H
n
c∩S(0) → H
n(0). D’apre`s le the´ore`me 1 du (4.6)
il existe [α] ∈ H1{0}(S,H
n−1(0)) ve´rifiant i([α]) = e. De plus, comme
l’application i est injective, on peut supposer que l’on a T ([α]) = [α] dans
H1{0}(S,H
n−1(0)).
Les lemmes suivants vont nous fournir un repre´sentant de la classe [α] con-
side´re´e qui met en e´vidence la proprie´te´ d’invariance par la monodromie.
8.11 Lemme.
Supposons n ≥ 3. Soit [α] ∈ H1{0}(S,H
n−1(0)) ve´rifiant T (i([α])) = i([α])
dans Hnc∩S(0). Alors, pour k assez grand, il existe un repre´sentant
αˆ ∈ Γ(S∗, Ker δn−1(k + 1)) tel que l’on ait
N (αˆ) ∈ Γ(Y,Ker δn−1(k + 1))
et dont l’image dans H1{0}(S,H
n−1(0)) est [α].
Preuve. Pour k ≫ 1 on a un isomorphisme rn−1(k) : hn−1(k) → Hn−1(0).
Puisque l’on a H1(S,Hn−1(0)) = 0 et l’annulation de H1(S∗, δEn−2)
prouve´e au lemme (4.7), on peut relever [α] en une section α′ ∈ Γ(S∗, Ker δn−1(k)).
Grace a` l’annulation de H1(Y, δEn−2) prouve´e au lemme (4.7), l’hypothe`se
T [α] = [α] dans H1{0}(S,H
n−1(0)) permet de trouver β ∈ Γ(Y,Ker δn−1(k))
et Γ ∈ Γ(S∗, δEn−2(k)) ve´rifiant
Nα′ = β + Γ au voisinage de S∗.
Ceci se de´duit d’une ”chasse” facile sur le diagramme commutatif exact
d’espaces vectoriels monodromiques :
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0
H1{0}(S,H
n−1(0))
OO
H0(S∗, δEn−2(k)) // H0(S∗, Ker δn−1(k)) // H0(S∗, Hn−1(0)) //
OO
0
H0(Y, δEn−2(k)) //
OO
H0(Y,Ker δn−1(k)) //
OO
H0(Y,Hn−1(0)) //
OO
0
La suite exacte
0→ Ker δn−2(k)→ En−2(k)→ δEn−2(k)→ 0
donne, pour n ≥ 4 la surjectivite´ de la fle`che
δ : H0(S∗, En−2(k))→ H0(S∗, δEn−2(k))
puisque, pour n ≥ 4, on a Ker δn−2(k) ≃ δEn−3(k) et que l’annulation du
H1(S∗, δEn−3(k)) est donne´e par (4.7). On peut donc trouver
γ ∈ Γ(S∗, En−2(k)) ve´rifiant Γ = δγ. Pour n = 3 on a H1(S∗, Ker δ1(k)) ≃
H1(S∗, h1(k)) 6= 0. Mais l’application
jk,k+1 : H
1(S∗, h1(k))→ H1(S∗, h1(k + 1))
est nulle (voir (1.6)) et quitte a` changer k en k+1 on peut lever l’obstruction
et trouver e´galement γ ∈ Γ(S∗, En−2(k + 1)) ve´rifiant Γ = δγ.
De´finissons alors αˆ ∈ Γ(S∗, Ker δn−1(k + 1)) en posant
αˆk+1 = α
′
k +
df
f
∧ γk et αˆj = βj ∀j ∈ [1, k].
L’e´galite´ δαˆ = 0 est imme´diate et on a N (αˆ) = jk,k+1(β) ce qui ache`ve la
preuve. 
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8.12 Variante pour n = 2.
Si α ∈ K ve´rifie N ([α]) = 0 dans H1{0}(S,H
1(0)), il existe k ≫ 1 et
αˆ ∈ Γ(S∗, Ker δ1(k)) tel que N (αˆ) soit la restriction a` S∗ d’un e´le´ment
de Γ(Y, ,Ker δ1(k)), et induisant la classe de α dans
K
H1(S∗,C)
≃ H1{0}(S,H
1(0)).
Preuve. Pour k ≫ 1 on peut repre´senter α par α˜ ∈ Γ(S∗, Ker δ1(k) ; de
plus on peut e´galement trouver β ∈ Γ(S,Ker δ1(k)) et Γ ∈ Γ(S∗, δE0(k)
ve´rifiant
N (α˜) = β + Γ.
Comme lim
k→∞
h1(k) ≃ H1(0) est a` support dans S, on peut supposer
e´galement que β est la restriction a` S de β˜ ∈ Γ(Y,Ker δ1(k).
Comme la monodromie est l’identite´ sur H1(S∗,C), on peut trouver γ ∈
Γ(S∗, E0(k)) ve´rifiant N (Γ) = δγ. On aura alors
Γ˜ :=

Γk +
df
f
∧ γk
0
...
0
 =

Γk
Γk−1
...
0
− δ

0
γk
...
γ1
 .
Donc, quitte a` ajouter un cobord (et a` changer k en k+1) on peut supposer
que
α˜ = β˜ + Γ˜
avec Γj = 0 pour j 6= k.
Posons alors αˆk+1 = αk − Γ˜k et αˆj = βj ∀j ∈ [1, k]. Alors αˆ ve´rifie bien
les proprie´te´s requises. 
8.13 Lemme.
Dans la situation du lemme (8.11) ci-dessus, il existe (quitte a` restreindre
X ) une n−forme semi-me´romorphe wˆ qui est de´finie et d−ferme´e dans
X∗ = X \ {0} et a` support dans modS, qui, restreinte a` X \ X¯ ′ \Y , induit
l’image de la restriction de i[α] dans Hnmod S(X \ X¯
′ \ Y,C).
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Preuve. Fixons un voisinage ouvert W de S∗ dans X∗ et supposons
que, quitte a` restreindre le disque de centre 0 dans C qui de´finit X , la
section β construite au lemme (8.11) est de´finie et δ−ferme´e sur X . Soit
χ ∈ C∞(W) valant identiquement 1 pre`s de S∗ et identiquement nulle pre`s
de ∂W . Nous la prolongerons par 0 sur X∗. Posons alors
wˆ = dχ ∧ αˆk+1 − (1− χ)
df
f
∧ βk
β ′j = βj ∀j ∈ [1, k] et β
′
k+1 = 0.
On a alors
dχ ∧ αˆ = j1,k+1(w˜) + δ((1− χ).β
′).
Comme (1−χ).β ′ est a` support dans modS , on en de´duit que la n−forme
semi-me´romorphe wˆ ve´rifie les proprie´te´s demande´es. 
Remarque importante.
Si la classe de´finie par wˆ dans Hnmod S(X
∗\Y ∗,C) est nulle, on peut trouver
une (n − 1)−forme semi-me´romorphe ε sur X∗ a` poˆles dans Y ∗ et a`
support dans modS43 et ve´rifiant
wˆ = dε sur X∗.
Posons alors
γ := χ.αˆ− (1− χ).β ′ − j1,k+1(ε).
Comme δγ = 0 cela de´finit une classe dans
Hn−1(X∗, (E•(k + 1), δ•)
qui s’identifie au (n − 1)−ie`me groupe de cohomologie de la fibre de Mil-
nor de f a` l’origine. On a donc un e´le´ment de H0(S,Hn−1(0)). Mais
ceci montre, puisque ε et (1 − χ) sont nulles au voisinage de S∗ que la
section correspondante sur S du faisceau Hn−1(0) prolonge la section ”ini-
tiale” α ∈ H0(S∗, Hn−1(0)). Ceci montre que la nullite´ de wˆ dans l’espace
HnmodS(X
∗ \Y ∗,C) implique celle de la classe de α dans H1{0}(S,H
n−1(0)).
43ce qui signifie que l’adhe´rence de son support dans X∗ ne rencontre pas S∗.
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8.14 Variante pour n = 2.
L’e´nonce´ est ici le meˆme qu’en (8.13) sauf que l’on obtient dans l’espace
H2modS((X \ X¯
′) \ Y,C) qu’une e´galite´ modulo l’image dans cet espace du
sous-espace i ◦ j(H1(S∗,C)).
La preuve est analogue.
La remarque importante qui suit le (8.13) est valable pour n = 2. Dans ce
cas, elle donne que la classe initiale de K dont on part, est dans j(H1(S∗,C))
de`s que la classe de wˆ dans HnmodS(X
∗ \ Y ∗,C) est nulle.
On remarquera que l’image dans H2c∩S(0) de j(H
1(S∗,C)) (modulo laquelle
on travaille) est l’image par la restriction naturelle de H2modS(X
∗,C). Ceci
re´sulte de notre construction et de l’isomorphisme
H2modS(X
∗,C) ≃ H1(S∗,C)
qui de´coule facilement des annulations des H i(X∗,C) pour i = 1, 2.
8.15
Notre strate´gie, pour terminer la preuve de l’injectivite´ de la variation pour
n ≥ 3, consiste a` conside´rer le diagramme commutatif suivant dont les lignes
sont exactes d’apre`s le the´ore`me (5.1)44 :
Hnmod S(X
∗) // Hnmod S(X
∗ \ Y ∗)
r

Res // Hn−1modS(Y
∗)
r′

// Hn+1modS(X
∗)
· · · //Hnmod S(X \ X¯
′ \ Y )
Res′ // Hn−1modS(Y \ Y¯
′)
∂

// · · ·
Hnc (0)
et a` montrer les proprie´te´ suivantes qui permettent facilement de conclure
que si ∂ ◦Res′ annule l’image de wˆ dans Hnmod S(X \ X¯
′ \ Y ) alors c’est
que cette image est de´ja nulle ; mais alors l’image de dχ ∧ α˜ est e´galement
nulle dans ce meˆme espace. Le the´ore`me (4.6) donne alors que la classe de
α ∈ H1{0}(S,H
n−1(0)) est nulle. Ceci ache`ve donc la preuve de l’injectivite´ de
la variation pour n ≥ 3, modulo la de´monstration des assertions suivantes:
44Touts ces groupes de cohomologie sont a` valeurs dans C.
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• 1) La restriction de wˆ est dans l’image de l’application de restriction
note´e r .
• 2) L’application de re´sidu Res est un isomorphisme, grace a` l’annulation
des groupes H imodS(X
∗) pour i = n, n + 1 pour n ≥ 3.
• 3) La compose´e ∂ ◦ r′ est injective.
Les lemmes (8.11) et le (8.13) donnent de´ja la proprie´te´ 1).
Montrons donc les annulations qui donnent la seconde proprie´te´ pour n ≥ 3.
Comme on a H i(X∗) = 0 pour i = n, n+1 il nous suffit de montrer que
si ψ ∈ C∞(X∗) est de degre´ n−1 ou n et a une diffe´rentielle identiquement
nulle au voisinage de S∗ il existe χ ∈ C∞modS(X
∗) telle que dχ = dψ sur
X∗. Comme on a n ≥ 3 on a une base de voisinages ouverts W de S∗
dans X∗ qui ve´rifient H i(W) = 0 pour i ≥ 2. Ceci permet aise´ment de
conclure.
8.16
Il nous reste a` montrer l’injectivite´ de la fle`che
∂ ◦ r′ : Hn−1modS(Y
∗)→ Hnc (0)
qui est de´finie comme suit : a` ψ ∈ C∞modS(V(Y
∗)) ve´rifiant dψ = 0 on
associe la restriction a` {f = s} pour s assez voisin de 0 de la forme
dρ ∧ ψ ou` ρ ∈ C∞c (X) vaut identiquement au voisinage de l’origine.
Cette injectivite´ va re´sulter d’un the´ore`me ge´ne´ral.
8.17 The´ore`me.
Notons respectivement par Hpc(k) et H
p
c∩S(k) les groupes d’hypercohomologie
a` supports Hpc(Y, E(k)
•, δ•) et Hpc∩S(Y, E(k)
•, δ•). Alors on a, pour chaque
k ≥ 1 la suite exacte longue d’espaces vectoriels monodromiques :
→ Hp−1mod S(∂Y, E
•(k), δ•)
j
→ Hpc(k)
canc,S
−→ Hpc∩S(k)
η
→ Hpmod S(∂Y, E
•(k), δ•)→
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ou` l’on a note´ par Hpmod S(∂Y, E
•(k), δ•) la limite inductive quand ε′ → ε
de Hpmod S(Y \ Y¯
′, E•(k), δ•) avec Y ′ = Y ∩ X ′ ou` X ′ est la trace sur X
de la boule de centre 0 et de rayon ε′45.
8.18 De´monstration.
Commenc¸ons par de´finir l’application j. Fixons X ′ := B(0, ε′) ∩ f−1(D) ⊂
X = B(0, ε) ∩ f−1(D), ε − ε′ ≪ ε ≪ 1. Soit ϕ une section de Ep−1(k)
sur X \ X¯ ′ identiquement nulle au voisinage de S et δ−ferme´e. Soit,
de plus, ρ ∈ C∞(X), une fonction identiquement e´gale a` 1 au voisinage de
X¯ ′ et a` support f−propre. Alors j(ϕ) = dρ ∧ ϕ = δ((ρ − 1).ϕ) est dans
Γc(Y,Ker δ ∩ Ep(k)); elle de´finit donc un e´le´ment de Hpc(k). Montrons que
ceci de´finit bien une application line´aire
j : Hp−1modS(∂Y, E
•(k), δ•)→ Hpc(k).
Si ϕ est l’image par δ d’une section ψ ∈ ΓmodS(∂Y, Ep−2(k)) alors on aura
dρ ∧ δψ = δ(−dρ ∧ ψ).
ou` l’on a dρ ∧ ψ ∈ Γc(Y, Ep−1(k)), en prolongeant par 0.
On a clairement j ◦k N =k N ◦ j ce qui montre l’aspect monodromique de
l’application line´aire j.
On remarquera que pour k = 1 cette application est bien compatible avec
l’application ∂ conside´re´e plus haut.
Identifions le noyau de j ; si on a dρ ∧ ϕ = δγ ou` γ ∈ Γc(Y, Ep−1(k)), on
aura, quitte a` augmenter la taille de X ′, que la restriction γ˜ de γ a` X \X¯ ′
sera dans ΓmodS(∂Y, Ep−1(k)) et ve´rifiera dρ∧ϕ = δγ˜. Alors γ + (1− ρ).ϕ
de´finira un e´le´ment de Hp−1c∩S(Y, E
•(k), δ•). La construction de l’analogue η
en degre´ (p − 1) de l’application η que nous allons de´finir maintenant
montrera que le noyau de j est bien l’image de Hp−1c∩S(k) par η.
La construction de l’application η est tre`s simple.
Si w ∈ Γc∩S(Y,Ker δ∩Ep(k)) pour un choix de X ′ assez gros, la restriction
de w a` Y ∩ (X \ X¯ ′) est a` support dans modS et donne une classe
dans Hpmod S(∂Y, E
•(k), δ•). On ve´rifie imme´diatement que ceci passe au
45Rappelons que X est l’intersection de la boule de centre 0 et de rayon ε avec
f−1(Dη), η ≪ ε.
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quotient. L’application est donc bien de´finie et elle est clairement line´aire et
monodromique.
De plus, il est clair que si w est a` support compact, son image par η est
nulle.
Re´ciproquement, si η[w] = 0, alors on peut e´crire sur ∂Y :
w = δv
avec v ∈ ΓmodS(∂Y, Ep−1(k)). Alors pour ρ ∈ C∞c/f(X) valant identiquement
sur X¯ ′ avec X ′ assez gros, on aura w′ := w−δ((1−ρ).v) qui repre´sentera
la classe [w] ∈ Hpc∩S(0) et sera a` support compact sur Y . Donc [w] est
bien dans l’image de canc,S.
Pour achever la de´monstration il nous reste a` montrer que le noyau de
l’application
canc,S : H
p
c(k)→ H
p
c∩S(k)
est bien l’image de j. Soit donc v ∈ Γc∩S(Y,Ker δ∩Ep−1(k)) tel que w = δv
soit a` support compact dans Y . Alors v de´finit par restriction a` ∂Y un
e´le´ment [v] de Hp−1modS(∂Y, E
•(k), δ•). Pour calculer j([v]) choisissons ρ
comme ci-dessus46. Alors on aura j([v]) = [dρ∧ v] = δ((ρ− 1).v). Mais on a
δv − δ(ρ.v) = δ((1− ρ).v)
avec (1 − ρ).v ∈ Γc(Y, Ep−1(k)) et donc la classe de j([v]) dans Hpc(k)
co¨ıncide bien avec celle de w = δv. 
Pour terminer la preuve de l’injectivite´ de la variation (c’est a` dire pour
de´duire l’assertion 3) du (8.15) du the´ore`me (8.17)), il nous suffit de montrer
que pour n ≥ 3 la fle`che η en degre´ n − 1 de la suite exacte longue de
(8.17) est nulle, ce qui re´sulte de la proposition suivante.
8.19 Proposition.
Sous les hypothe`ses standards pour n ≥ 3 l’application canonique
canc,S : lim
k→∞
Hn−1c (k)→ lim
k→∞
Hn−1c∩S(k)
est un isomorphisme. De plus, pour n ≥ 4 ces deux groupes sont nuls.
Preuve. Commenc¸ons par montrer le lemme suivant
46et tel que l’on ait Supp(dρ) ∩ Supp(δv) = ∅.
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8.20 Lemme.
Pour n ≥ 4 on a Hn−1c∩S(Y,C) = 0. Pour n = 2, 3 on a l’isomorphisme
Hn−1c∩S(Y,C) ≃ H
n−1
{0} (S,C).
Preuve. Comme on peut remplacer Y par la limite inductive de ses voisi-
nages ouverts, on peut calculer Hn−1c∩S(Y,C) a` l’aide du complexe de de
Rham des germes de formes diffe´rentielles a` support dans c ∩ S. Soit donc
ϕ un tel germe d-ferme´ de degre´ n− 1. Comme Hn−1(Y,C) = 0 puisque
Y est contractible, on peut trouver un germe ψ de degre´ n− 2 ve´rifiant
dψ = ϕ. Si K est un compact de S assez gros, on aura dψ = 0 au
voisinage de S \K. On constate alors que si la classe de cohomologie de´finie
par ψ dans Hn−2(S \K,C) est nulle pour n ≥ 3 ou prolongeable a` S
pour n = 2 alors la classe de´finie par ϕ est nulle dans Hn−1c∩S(Y,C). Ceci
permet alors de construire un isomorphisme Hn−1c∩S(Y,C) ≃ H
n−1
{0} (S,C) ce
qui ache`ve la preuve puisque pour n ≥ 4 le groupe Hn−1{0} (S,C) est nul. 
8.21 Preuve de la proposition (8.19).
Supposons maintenant n ≥ 3 et notons par Φ une famille paracompactifi-
ante de ferme´s de Y e´gale soit a` c ou bien a` c ∩ S. Comme les faisceaux
E•(k) sont fins, on aura
Hn−1Φ (Y, E
•(k), δ•) ≃ ΓΦ(Y,Ker δ
n−1(k))
/
δΓΦ(Y, E
n−2(k)).
Soit maintenant w ∈ ΓΦ(Y,Ker δn−1(k)). Alors si K est un compact de
Y assez gros, w est identiquement nulle au voisinage de S \ K. La suite
exacte
0→ δEn−2(k)→ Ker δn−1 → Hn−1(0)→ 0.
donne alors
0→ ΓΦ(Y, δE
n−2(k))→ ΓΦ(Y,Ker δ
n−1)
r
→ ΓΦ(Y, h
n−1(k))→ H1Φ(Y, δE
n−2(k)) · · ·
Et comme, pour n ≥ 3 le faisceau hn−1(k) est a` support dans S, on aura
r(w)|S\K ≡ 0 dans ΓΦ(S \K, h
n−1(k)) ≃ ΓΦ(Y \K, h
n−1(k)).
Comme, de plus, hn−1(k) est un syste`me local sur S∗ et n’admet pas de
section non nulle a` support l’origine, on aura r(w) = 0 et on en conclut que
w ∈ ΓΦ(Y, δEn−2(k)).
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Les suites exactes
0→ δE q−1(k)→ E q(k)→ δE q(k)→ 0
pour 2 ≤ q ≤ n − 2 conduisent aux isomorphismes, puisque les faisceaux
E q(k) sont fins et la famille de supports Φ est paracompactifiante
ΓΦ(Y, δE
n−2(k))
/
δΓΦ(Y, E
n−2(k)) ≃ H1Φ(Y, δE
n−3(k)) ≃ · · · ≃ Hn−3Φ (Y, δE
1(k)).
Bien sur pour n = 3 on doit remplacer Hn−3Φ (Y, δE
1(k)) par son quotient
par δH0Φ(Y, E
1(k)).
La suite exacte
0→ Ker δ1(k)→ E1(k)→ δE1(k))→ 0
donne alors l’isomorphisme Hn−3Φ (Y, δE
1(k)) ≃ Hn−2Φ (Y,Ker δ
1(k)).
Les suites exactes
0→ δE0(k)→ Ker δ1(k)→ h1(k)→ 0
0→ h0(k)→ E0(k)→ δE0(k)→ 0
combine´es avec le fait que jk,k+1 : h
1(k)→ h1(k + 1) est nulle, donnent un
isomorphisme
lim
k→∞
Hn−1Φ (k) ≃ lim
k→∞
Hn−2Φ (Y,Ker δ
1(k)) ≃ lim
k→∞
Hn−2Φ (Y, δE
0(k))
≃ lim
k→∞
Hn−1Φ (Y, h
0(k)) ≃ Hn−1Φ (Y,C).
Pour terminer la preuve de la proposition (8.17), il suffit donc de voir que
l’application canonique
Hn−1c∩S(Y,C)→ H
n−1
c (Y,C)
est un isomorphisme pour n ≥ 3, et entre groupes nuls pour n ≥ 4.
Ceci re´sulte du lemme (8.20). 
Ceci ache`ve donc la preuve de l’injectivite´ de la variation pour n ≥ 3.
On a donc e´galement e´tabli la non de´ge´ne´rescence de la forme hermitienne
canonique (voir (7.1)) et l’e´galite´ de dimension
dimC
(
Im θ
)
= dimC
(
H1{0}(S,H
n−1(0))
)
.
Cette e´galite´ implique que Im θ co¨ıncide avec l’orthogonal dans H1(S∗, Hn−1(0))
du sous espace H0(S,Hn−1(0)) de H0(S∗, Hn−1(0)) pour l’accouplement
non de´ge´ne´re´ de´duit de la forme hermitienne canonique sur le syste`me local
Hn−1(0)) (voir (3.1)).
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8.22 Le cas n = 2.
Nous allons montrer que les re´sultats pre´ce´dents s’e´tendent ”mutadis mu-
tandis” au cas n = 2 quitte a` remplacer l’espace vectoriel monodromique
H2c∩S(0) par le quotient
H2c∩S(0)
H1(S∗,C)
ou` l’inclusion j de H1(S∗,C)47a e´te´ de´finie au Lemme (4.8) (voir aussi
(4.12.1)).
Nous allons seulement pre´ciser les points de la de´monstration du cas n ≥ 3
qui sont a` modifier de fac¸on significative dans ce cas.
8.22.1
Commenc¸ons par remarquer que toute la premie`re partie de la preuve de
l’injectivite´ de la variation, a` savoir les sections (8.1) a` (8.10), reste valable
telle quelle48
Il n’en n’est pas de meˆme pour la seconde partie de cette preuve.
• 1) Les lemmes (8.11) et (8.13) doivent eˆtre remplace´s par les variantes
(8.12) et (8.14) qui les suivent.
• 2) L’assertion 2) de (8.15) doit eˆtre remplace´e par l’assertion suivante:
L’application Res est surjective et son noyau a pour image par
r l’image injective par la restriction a` (X \ X¯ ′) \ Y du sous espace
j(H1(S∗,C)) de H2c∩S(0).
Ceci est une conse´quence facile de la remarque qui conclut le (8.14)
• 3) On a pour n = 2, H1c (0) ≃ 0 et H
1
c∩S(0) ≃ H
1
{0}(S,C). De plus,
un e´le´ment de K
/
j(H1(S∗,C) invariant par la monodromie donne
une classe nulle par l’application Res du diagramme de (8.17) si et
seulement si cet e´le´ment est nul.
47muni de la monodromie triviale, c’est a` dire e´gale a` l’identite´.
48Grace, entre autres, au fait que le sous-espace j(H1(S∗,C)) de H2c∩S(0) est forme´
de vecteurs invariants par la monodromie.
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8.22.2 Preuve de l’assertion 3).
L’annulation de H1c (0) re´sulte du fait que la fibre de Milnor F de f a`
l’origine est une varie´te´ de Stein de dimension 2 ; donc H3(F,C) ≃ 0 et par
dualite´ de Poincare´ on a H1c (F,C) ≃ 0.
L’isomorphisme
H0(S∗,C)
H0(S,C)
≃ H1{0}(S,C)→ H
1
c∩S(Y,C)
est donne´ par la fle`che
ε : H0(S∗,C)→ H1c∩S(Y,C)
de´finie de la fac¸on suivante : a` la fonction localement constante ϕ au voisi-
nage de S∗ on associe la classe [ϕ.dχ] ou` χ ∈ C∞(Y ) vaut identiquement
au voisinage de ∂S et s’annule identiquement de`s que l’on s’e´loigne de ∂S.
On constate facilement que ceci ne de´pend pas du choix de la fonction χ et
passe au quotient par H0(S,C)49.
L’application induite par ε est injective : si ϕ.dχ = dψ ou` ψ ∈ C∞c∩S(Y ),
on aura d(ψ−χ.ϕ) = 0 sur Y , et donc ψ−χ.ϕ sera localement constante
(donc constante) sur Y . Comme ψ est nulle et χ vaut identiquement 1
pre`s de ∂S, ceci montre que ϕ se prolonge en une constante sur Y et donc
induit la classe nulle dans H1{0}(S,C).
L’application induite par ε est surjective : si α ∈ C∞c∩S(Y )
1 est d−ferme´e,
on peut l’e´crire, puisque Y est contractible, α = dβ avec β ∈ C∞(Y )0.
On en de´duit que β est localement constante au voisinage de ∂S. Soit ϕ
la fonction localement constante au voisinage de S∗ qu’elle de´finie. Alors
l’e´galite´ α−d(χ.ϕ) = d
(
(1−χ).β
)
montre, puisque (1−χ).β est a` support
dans c ∩ S que l’on a ε([ϕ]) = [α].
Il nous reste a` montrer que l’application e´vidente
H1c∩S(Y,C)→ H
1
c∩S(0)
est un isomorphisme.
49Si ϕ est constante au voisinage de S on peut prolonger la constante a` Y et alors
ϕ.dχ = d
(
(1 − χ).ϕ
)
montre que la classe [ϕ.dχ] est nulle dans H1c (0).
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Elle est injective : si α ∈ C∞c∩S(Y )
1 est d−ferme´e et si j1,k(α) = δβ avec
β ∈ Γc∩S(Y, E0(k)), on a
α = dβk −
df
f
∧ βk−1
et dβj −
df
f
∧ βj−1 = 0 ∀j ∈ [1, k − 1]
avec la convention β0 := 0. Alors dβ1 = 0 et donc β1 = 0 puisque c’est une
fonction localement constante et nulle pre`s de ∂S. On en de´duit de meˆme
que les βj sont nulles pour j ∈ [1, k − 1]. Il nous reste alors seulement
l’e´quation sur Y
α = dβk.
Mais une fonction semi-me´romorphe dont la diffe´rentielle est C∞ est C∞50.
On a donc [α] = 0 dans H1c∩S(Y,C).
Elle est surjective : si γ ∈ Γc∩S(Y,Ker δ1(k)), comme on a la nullite´ de
H0c∩S(Y,H
1(0)) ainsi que l’isomorphisme lim
k→∞
h1(k) ≃ H1(0), quitte a`
augmenter k, on peut supposer que α ∈ Γc∩S(Y, δE0(k)). Mais la suite
exacte
0→ h0(k)→ E0(k)→ δE0(k)→ 0
montre que l’on a un isomorphisme
∂ :
Γc∩S(Y, δE0(k))
δΓc∩S(Y, E0(k))
→ H1c∩S(Y, h
0(k)) ≃ H1c∩S(Y,C).
On ve´rifie alors facilement que l’application conside´re´e co¨ıncide avec ∂−1.
Ve´rifions enfin la dernie`re partie de l’assertion 3). On doit donc examiner le
cas ou` la 2− forme ferme´e wˆ peut eˆtre choisie C∞ sur X∗. Mais comme
on a, H2modS(X \ X¯
′,C) ≃ H1(S∗,C), cela signifie que l’on peut choisir
wˆ = dχ ∧ ϕ ou` ϕ est une 1−forme C∞ et d−ferme´e au voisinage de
S∗ et ou` la fonction χ est identiquement e´gale a` 1 pre`s de S∗. Mais alors
la classe initiale est dans j(H1(S∗,C) d’apre`s la remarque importante du
(8.13) et de sa variante dans (8.14)
Terminons ce paragraphe 8 en redonnant l’e´nonce´ de notre re´sultat :
50On se rame`ne au cas me´romorphe par Dolbeault (local) et on conclut par le lemme
de de Rham holomorphe.
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8.23 The´ore`me 2.
Sous les hypothe`ses standards pour n ≥ 3 on a les proprie´te´s suivantes
• 1) dimHnc∩S(0) = dimH
n(0).
• 2) La variation var : Hnc∩S(0)→ H
n
c (0) est un ismorphisme d’espace
vectoriels monodromiques.
• 3) La forme hermitienne canonique
H : Hnc∩S(0)×H
n(0)→ C
est non de´ge´ne´re´e.
Pour n = 2 tout ceci reste vrai a` condition de remplacer H2c∩S(0) par son
quotient par j(H1(S∗,C)).
9 Applications et un exemple pour conclure.
Il n’est pas difficile de de´duire les analogues pour la valeur propre 1 des
the´ore`mes 13 et 14 de [B.91] de l’e´galite´ entre Im(θ) et l’orthogonale pour
h˜ de H0(S,Hn−1(0)) dans H1(S∗, Hn−1(0)). On obtient les the´ore`mes
suivants dont la ligne de de´monstration, maintenant que l’on sait que Im(θ)
est exactement l’orthogonal de H0(S,Hn−1(0)) dans H1(S∗, Hn−1(0)) pour
h˜, suit pas a` pas celle de [B.91].
9.1 The´ore`me 3.
Sous les hypothe`ses standards pour la valeur propre 1, conside´rons e ∈ Hn(0)
ve´rifiant N k(e) = 0 avec k ≥ k051. Alors les conditions suivantes sont
e´quivalentes :
• 1) o˜bk(e) = 0 .
• 2) Si w ∈ Γ(Y,Ker δn(k)) ve´rifie rn(k)(w) = e, pour chaque j ∈ Z,
les fonctionnelles analytiques
Pk+l
(
λ = 0,
∫
X
|f |2λf¯−j
df
f
∧ w¯k ∧
)
51Rappelons que, par de´finition, k0 est l’ordre de nilpotence de la monodromie agissant
sur le syste`me local Hn−1(0) sur S∗.
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sont nulles pour l ≥ 2.
De plus, pour ve´rifier 2) il suffit de le faire pour l = 2 et pour j ∈ [0, n].
9.2 The´ore`me 4.
Sous les hypothe`ses standards pour la valeur propre 1, supposons que le pro-
longement me´romorphe de
∫
X
|f |2λ admette un poˆle d’ordre ≥ k en un
entier ne´gatif, avec k ≥ sup (k0, k1) + 2 ou` k0 et k1 sont respective-
ment les ordres de nilpotence de la monodromie agissant sur le syste`me local
Hn−1(0)|S∗ et sur l’espace vectoriel H
n(0).
Alors l’ordre des poˆles aux entiers ne´gatifs assez grand est exactement e´gal
a` k et l’on a k0 ≤ k1 = k − 2 avec o˜bk1 6≡ 0.
9.3 Exemple.
Conside´rons la fonction f(x, y, z) = x2.(x2+y2)+z4. Comme cet exemple est
tre`s similaire a` celui e´tudie´ en de´tail a` la fin de [B.91], nous allons seulement
esquisser son e´tude.
Tout d’abord l’homoge´ne¨ıte´ de f nous assure que la monodromie agit de
fac¸on semi-simple sur H2(0). Cependant, nous allons montrer que le pro-
longement me´romorphe de∫
X
|f |2λρ.|z|2dx ∧ dx¯ ∧ dy ∧ dy¯ ∧ dz ∧ dz¯
admet en λ = −1 un poˆle triple, si ρ ∈ C∞c (X) vaut identiquement 1 pre`s
de l’origine. Pour cela il suffit, par transformation de Mellin complexe, de
montrer que le de´veloppement asymptotique, quand |s| → 0 de l’inte´grale∫
f=s
ρ.|z|2
dx ∧ dy
z2
∧
dx¯ ∧ dy¯
z¯2
commence par un terme non nul en (Log|s|)2, puisque l’on a sur {f = s}
4.z.dx ∧ dy ∧ dz
/
df =
dx ∧ dy
z2
.
En remplac¸ant la fonction de troncature ρ par la fonction caracte´ristique
du polydisque (|x| ≤ 1) ∩ (|y| ≤ 2) (voir [B.91] pour justifier que cela ne
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modifiera pas le poˆle triple cherche´) on est ramene´ a` e´tudier le premier terme
du de´veloppement asymptotique de la fonction
ϕ(s) =
∫
(|x|≤1)∩(|y|≤2)
dx ∧ dx¯ ∧ dy ∧ dy¯
|s− x2(x2 + y2)|
.
Apre`s le changement de variable x = u.s
1
4 , y = t.u.s
1
4 on trouve
ϕ(s) = c.
∫
(|u|≤|s|−
1
4 )∩(|t.u|≤2.|s|−
1
4 )
|u|2.du ∧ du¯ ∧ dt ∧ dt¯
|1− u4.(1 + t2)|
ou` c est une constante non nulle.
Pour u fixe´, on a∫
(|t.u|≤2.|s|−
1
4 )
dt ∧ dt¯
|1− u4.(1 + t2)|
≃ c′.|u|−4.Log(|u.s
1
4 |)
ce qui donne
ϕ(s) ≃ c′′.(Log|s|)2
avec c′ et c” des constantes non nulles.
Ceci montre que l’on a bien un poˆle triple.
Il est facile de donner un e´le´ment non nul de H1{0}(S,H
1(0)) dans cet
exemple: Fixons 0 < α≪ ε. Pre`s d’un point du cercle {x = z = 0 ; |y| = α},
on peut choisir comme coordonne´es locales ξ = x.
√
y2 + x2, y, z de sorte
que la fonction f dans ces coordonne´es se re´duit a` ξ2 + z4. Posons
v := 2x.dξ − ξ.dx.
Alors la forme diffe´rentielle holomorphe z.v, ve´rifie d(z.v) = df
f
∧ z.v et elle
induit une section globale, uniforme et non nulle52du syste`me local H1(0)
le long de ce cercle. Le lecteur se convaincra facilement qu’elle n’est pas
prolongeable a` l’origine et donne donc un e´le´ment non nul de H1{0}(S,H
1(0)).
52puisque le monoˆme z n’est pas dans l’ide´al jacobien de ξ2 + z4.
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Appendice I : Description topologique de Hnc∩S(0).
Soit H
exp(2ipi.)
−→ D∗ le reveˆtement universel du disque pointe´, et posons
Xˆ := X ×
D
H.
Pour chaque voisinage ouvert U de S ∩ ∂X notons par Uˆ l’image
re´ciproque sur Xˆ de U . De´finissons la famille paracompactifiante Φ de
ferme´s de Xˆ en posant
G ∈ Φ ssi ∃ U ⊃ S ∩ ∂X / G ∩ Uˆ = ∅.
On remarquera que cette famille de supports est invariante par l’action de
l’automorphisme de monodromie de Xˆ induite par l’automorphisme
ζ → ζ + 1 du demi-plan H. Nous allons montrer la
Proposition.
On a un isomorphisme ”naturel” d’espaces vectoriels monodromiques
ε : Hnc∩S(0)→ H
n
Φ(Xˆ,C)=1.
De´monstration. Commenc¸ons par remarquer que l’on a un diffe´omorphisme
compatible a` f 53, grace a` J. Milnor [Mi.68]
Xˆ → F ×H
ou` F de´note la fibre de Milnor de f a` l’origine. En particulier on a un
isomorphisme ”naturel” d’espaces vectoriels monodromiques Hn(Xˆ,C) ≃
Hn(F,C) qui donne, pour la valeur propre 1 l’isomorphisme monodromique
Hn(Xˆ,C)=1 ≃ Hn(0).
De´finissons ε. Soit donc w ∈ Γc∩S(Y, En(k)) ∩ Ker δ et de´finissons sur Xˆ
la n−forme C∞
W :=
k−1∑
j=0
(−ζ)j
j!
.p∗(wk−j)
53Ou` f est de´finie sur Xˆ comme la compose´e de la projection sur H avec la fonction
exp(2iπ.).
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ou` p : Xˆ → X est la projection et ou` ζ ∈ H.
On a dW = 0 car on a suppose´ que δw = 0, et on a sur Xˆ l’e´galite´
p∗(df
f
) = dζ. De plus, le fait que le support de w rencontre S suivant un
compact montre que W est a` support dans Φ. On en de´duit facilement
que l’application ε est bien de´finie en posant
ε([w]) = [W ].
Pour ve´rifier que ε commute aux monodromies, il nous suffit alors d’e´tablir
la relation
ε(N (w)) = −
∂W
∂ζ
(@)
puisque d’apre`s la formule de Taylor, on a pour un polynoˆme P
exp(
∂
∂ζ
)(P )(ζ) = P (ζ + 1).
La ve´rification de (@) est imme´diate. On en conclut que la classe [W ] est
bien dans HnΦ(Xˆ,C)=1.
Montrons maintenant l’injectivite´ de ε. Il suffit de conside´rer le cas d’une
classe [w] invariante par la monodromie qui donne 0 dans HnΦ(Xˆ,C)=1,
grace a` l’aspect monodromique de ε. Mais dans ce cas, l’image par l’application
d’oubli de support de [W ] dans Hn(Xˆ,C)=1 ≃ Hn(0) montre que [w]
est dans le noyau de canc∩S. On a donc seulement a` traiter le cas ou`
[w] = i([α]) = [α˜ ∧ dχ] avec α ∈ H1{0}(S,H
n−1(0)) d’apre`s le the´ore`me 154
Soit donc une telle classe invariante [w] = [α˜ ∧ dχ] ve´rifiant ε([w]) = 0.
Ceci signifie que l’on peut trouver une (n− 1)−forme v ∈ C∞Φ (Xˆ) ve´rifiant
dv = p∗(w). Fixons U un voisinage ouvert de S ∩ ∂X assez petit pour
que l’on ait Supp(v) ∩ Uˆ = ∅.
Supposons maintenant que [w] 6= 0 dans Hnc∩S(0) et n ≥ 3. Comme on
sait que [w] = i[α] le choix de la fonction χ55 permet de supposer que l’on
a Supp(wˆ) ∩ S ⊂ U ou` wˆ = α˜ ∧ dχ est e´galement un repre´sentant de la
classe [w].
La forme sesquiline´aire H e´tant non de´ge´ne´re´e, on peut trouver une classe
[w′] ∈ Hn(0) telle que l’on ait
P2
(
λ = 0,
∫
X
|f |2λ
df
f
∧
d¯f
f¯
∧ w ∧ w¯′k
)
6= 0.
54L’adaptation de ceci pour n = 2 ne pre´sente pas de difficulte´ et elle est laisse´e au
lecteur.
55voir la de´finition de l’application i au (4.9).
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Soit σ ∈ C∞c (U) valant identiquement 1 au voisinage de S ∩ Supp(w).
Remarquons que, quitte a` choisir U plus petit, on peut toujours supposer
que Supp(σ) ∩ U = ∅. La formule de Stokes et le prolongement analytique
donne alors
P1
(
λ = 0,
∫
X
|f |2λdσ ∧
d¯f
f¯
∧ w ∧ w¯′k
)
6= 0.
ce qui signifie que dans le de´veloppement asymptotique en s = 0 de
l’inte´grale fibre
s
∂
∂s
∫
f=s
σ.w ∧ w¯′k
le terme constant est non nul. Mais ceci est absurde car p∗(w) = dv et
Supp(σ) ⊂ U montrent que l’ inte´grale∫
f=s
σ.w ∧ w¯′k = −
∫
f=s
dσ ∧ v ∧ w¯′k
est C∞ pre`s de s = 056 puisque Supp(v) ∩ Uˆ = ∅.
Terminons la preuve de l’injectivite´ de ε pour n = 2. Il suffit de voir que
j(H1(S∗,C)) s’injecte dans H2Φ(Xˆ,C)=1. Si ϕ est d−ferme´e au voisinage
de S∗ et χ ≡ 1 pre`s de S∗ et s’annule de`s que l’on s’e´loigne, on a
j[ϕ] = [dχ ∧ ϕ] et ε[dχ ∧ ϕ] = [p∗(dχ ∧ ϕ)]. Mais si p∗(dχ ∧ ϕ) = dλ
ou` λ ∈ C∞Φ (Xˆ)
n−1 on aura p∗(χ.ϕ) − λ qui sera d−ferme´e et localement
d−exacte pre`s de ∂S. La classe qu’elle de´finie dans Hn−1(F,C) est donc
nulle57. On en conclut que ϕ est globalement d−exacte au voisinage de ∂S
et donc induit la classe nulle de H1(S∗,C).
Montrons maintenant la surjectivite´ pour n ≥ 2, en montrant par re´currence
sur k ≥ 1, que si [W ] ∈ HnΦ(Xˆ,C)=1 ve´rifie (T − 1)
k[W ] = 0, elle est bien
dans l’image de ε.
Pour k = 1, on a T [W ] = [W ] et on peut trouver une (n − 1)−forme
V ∈ C∞Φ (Xˆ) qui ve´rifie −
∂
∂ζ
W = dV. On e´crit alors58 V = − ∂
∂ζ
U avec
U ∈ C∞Φ (Xˆ)
n−1. Alors W −dU est un repre´sentant T−invariant de la classe
56Plus exactement, la partie dans
∑n
j=0 C[[s, s¯]].(Log|s|
2)j de son de´veloppement
asymptotique en s = 0 est en fait dans C[[s, s¯]].
57Car une section globale du faisceau Hn−1(0) qui est nulle pre`s de ∂S est nulle.
58C’est toujours possible : on utilise ici le complexe (E•[Log f ], d•) ou` −2iπ.ζ = Log f
sur Xˆ, pour calculer la partie spectrale pour la valeur propre 1 de la monodromie des
cycles e´vanescents de f .
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[W ] et il existe une forme w ∈ C∞c∩S(X \ f
−1(0))n ve´rifiant dw = 0 et
p∗(w) = W − dU. On conclut en utilisant le the´ore`me de A.Grothendieck
[Gr.65] pour trouver une n−forme semi-me´romorphe d−ferme´e w˜ a` poˆles
dans f−1(0) et a` support c ∩ S induisant la meˆme classe que w dans
Hnc∩S(X \ f
−1(0),C).
Supposons maintenant le re´sultat montre´ pour k ≤ k0 avec k0 ≥ 1 et
montrons-le pour k = k0 + 1. Alors d’apre`s l’hypothe`se de re´currence, on
peut e´crire − ∂
∂ζ
W = W˜ + dV ou` [W˜ ] est dans l’image de ε et ou`
V ∈ C∞Φ (Xˆ)
n−1. On e´crit a` nouveau V = − ∂
∂ζ
U avec U ∈ C∞Φ (Xˆ)
n−1 et
arrive a` − ∂
∂ζ
(W − dU) = W˜ = ε(w˜). Mais alors la n−forme∫ ζ
0
W˜ (z).dz + (W − dU)
est invariante par la monodromie. Elle est donc image re´ciproque d’une forme
C∞ et d−ferme´e sur X \ f−1(0) a` support dans c ∩ S. On conclut alors
facilement graˆce au meˆme argument que dans le cas k = 1, en inte´grant
terme a` terme la formule donnant ε(w˜). 
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Appendice II : Interpre´tation en termes de
complexes de cycles proches et e´vanescents.
Par Claude Sabbah.
Soit f : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe (n ≥ 1). Soit
ψfQ (resp. φfQ) le complexe des cycles proches (resp. e´vanescents) de f
pour le faisceau constant Q (voir [D. 73] et aussi [K.S. 90]). Il est muni
d’un ope´rateur de monodromie T . A` un de´calage de n pre`s, c’est un faisceau
pervers (voir [Br. 86] et aussi [K.S. 90]). Il admet une de´composition suivant
les valeurs propres
ψfQ = ⊕u∈Q∩[0,1[ψf,exp(−2ipiu)Q resp. φfQ = ⊕u∈Q∩[0,1[φf,exp(−2ipiu)Q
dans la cate´gorie des faisceaux pervers (voir loc. cit.). L’ope´rateur T −
exp(−2iπu) Id est nilpotent sur ψf,exp(−2ipiu)Q (resp. φf,exp(−2ipiu)Q).
Pour chaque u, on dispose d’un morphisme “canonique”
can : ψf,exp(−2ipiu)Q −→ φf,exp(−2ipiu)Q
et d’un morphisme “variation”
var : φf,exp(−2ipiu)Q −→ ψf,exp(−2ipiu)Q
dont les compose´s var ◦ can et can ◦ var sont e´gaux a` T − Id sur les com-
plexes correspondants. En un point x de f−1(0), le germe en x du fais-
ceau de cohomologie Hp(u) := Hpψf,exp(−2ipiu)Q est l’espace propre ge´ne´ralise´
Hp(Fx,Q)exp(−2ipiu) de la monodromie, si Fx est la fibre de Milnor (d’un bon
repre´sentant) de f en x.
Lorsque u 6= 0, ces deux morphismes sont des isomorphismes, et on iden-
tifie ψf,exp(−2ipiu)Q et φf,exp(−2ipiu)Q via can, de sorte que var devient e´gal a`
T − Id.
Soit if−1(0) : {f = 0} →֒ C
n+1 l’inclusion. Lorsque u = 0, on a un triangle
de la cate´gorie de´rive´e des complexes borne´s a` cohomologie constructible sur
f−1(0):
i−1f=0Q −→ ψf,1Q −→ φf,1Q
+1
−−−→ (∗)
qui dit que les faisceaux de cohomologie de φf,1Q sont les faisceaux de coho-
mologie re´duite de ψf,1Q.
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Hypothe`se. Fixons une valeur propre exp(−2iπu) (u ∈ [0, 1[∩Q). Nous faisons
l’hypothe`se que le complexe de faisceaux φf,exp(−2ipiu)Q est a` support sur une
courbe (S, 0). Nous noterons
i : {0} →֒ S, j : S \ {0} →֒ S, iS : S →֒ {f = 0},
les inclusions. Pour simplifier, nous noterons ψf,exp(−2ipiu), φf,exp(−2ipiu) les
complexes ψf,exp(−2ipiu)Q, φf,exp(−2ipiu)Q.
1. La perversite´ de φf,exp(−2ipiu) implique que φf,exp(−2ipiu) n’a de cohomologie
qu’en degre´ n et n − 1. Le faisceau Hnφf,exp(−2ipiu), note´ Hn, est a` support
l’origine, et le faisceau Hn−1φf,exp(−2ipiu), note´ H
n−1, est a` support sur S.
On en de´duit (sans hypothe`se si u 6= 0 et sous l’hypothe`se n ≥ 2 si u = 0,
en utilisant le triangle (∗)) que,
• Hn est la partie correspondant a` la valeur propre exp(−2iπu) du n-ie`me
groupe de cohomologie de la fibre de Milnor de f en 0,
• Hn−1 est le faisceau analogue pour la cohomologie en degre´ n− 1.
Comme le faisceau constant Q sur Cn+1 est auto-dual (par dualite´ de
Poincare´-Verdier) a` de´calage pre`s de 2(n+1), on de´duit, puisque le foncteur
des cycles e´vanescents commute a` la dualite´ a` un de´calage de 1 pre`s (voir
[Br. 86] et [K.S. 90]), que φf,exp(−2ipiu) est dual de φf,exp(2ipiu) a` un de´calage
de 2n pre`s. D’un autre coˆte´, le foncteur i−1 est transforme´ en i! = RΓ0 a` un
de´calage de 2 pre`s.
Le complexe i−1φf,exp(−2ipiu) est un complexe d’espaces vectoriels ayant
deux groupes de cohomologie Hn et Hn−10 := i
−1Hn−1 (dans les degre´s in-
dique´s).
Par dualite´ de Poincare´-Verdier, on en de´duit que i!φf,exp(2ipiu) n’a que
deux groupes de cohomologie, qui sont
Hn(i!φf,exp(2ipiu)) ≃ H
n∨ et Hn+1(i!φf,exp(2ipiu)) ≃ H
n−1
0
∨
(ou` ∨ de´signe le dual des espaces vectoriels). En particulier, on a un accou-
plement non de´ge´ne´re´ Hn(i!φf,exp(2ipiu))⊗Hn → Q.
2. Puisque φf,exp(−2ipiu) n’a que deux faisceaux de cohomologie, on a un tri-
angle
Hn−1φf,exp(−2ipiu)[−(n− 1)] −→ φf,exp(−2ipiu) −→ H
n[−n]
+1
−−−→
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et donc, en appliquant i!, on a un triangle correspondant, qui donne une suite
exacte longue
0→ H10 (S,H
n−1)→ Hn(i!φf,exp(−2ipiu))→H
n → H20 (S,H
n−1)
→Hn+1(i!φf,exp(−2ipiu))→ 0
avec 0 aux deux bouts puisque Hn est a` support l’origine. Pour la meˆme
raison, le morphisme du milieu can : Hn(i!φf,exp(−2ipiu)) → H
n est le Hn
du morphisme de complexes i!φf,exp(−2ipiu) → i
−1φf,exp(−2ipiu) (oubli des sup-
ports).
3. Interpre´tation de Hn(i!φf,exp(−2ipiu)). J’interpre`te le groupe H
n
c∩S(u)
comme le groupe de cohomologie de degre´ n du complexe i!i−1S ψf,exp(−2ipiu).
Si u 6= 0, on a donc Hn(i!φf,exp(−2ipiu)) = H
n
c∩S(u).
Supposons maintenant que u = 0. Apre`s application de i−1S , le triangle
(∗) devient, puisque φf,1 est a` support dans S (donc i
−1
S φf,1 = φf,1)
QS −→ i
−1
S ψf,1 −→ φf,1
+1
−−−→
et, apre`s application de i!,
i!QS −→ i
!i−1S ψf,1 −→ i
!φf,1
+1
−−−→ .
La cohomologie du complexe i!QS = RΓ0QS n’existe qu’en degre´ 2. Donc
Hn(i!φf,1) =
{
Hnc∩S(0) si n ≥ 3,
Hnc∩S(0)/image
(
H20 (QS)
)
si n = 2,
ou` H20 (QS) ≃ H
1(S∗,Q).
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