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ABSTRACT 
Uncertainties associated with the assessment of diagenesis or aging effects on soil 
liquefaction are investigated in this dissertation. Liquefaction-induced ground failure is a 
major cause of damage during earthquakes. Current liquefaction triggering evaluation 
procedures are primarily based on field case histories where liquefaction occurred in soil 
deposits that are less than a few thousand years old. Without correction for diagenesis, 
these evaluation procedures can provide excessively conservative predictions, often 
resulting in unnecessary and costly ground improvements in natural and older man-made 
soils.  
The assessment includes a comprehensive review of several field case histories 
indicating greater resistance to liquefaction in aged soils than in young uncemented soils 
during earthquakes, a discussion of the mechanisms that increase liquefaction resistance 
with time, an evaluation of proposed methods for quantifying the influence of diagenesis 
on liquefaction resistance (KDR), and an evaluation of proposed predictor variables for KDR. 
The published literature indicates that physical diagenetic processes tend to dominate the 
nature of interactions at the grain-to-grain contacts of sand deposits in the absence of 
sufficient cementing agents, while chemical processes tend to dominate where sufficient 
cementing agents are present. Variables proposed for predicting KDR include: time since 
deposition or last critical disturbance; ratio of measured to estimated small-strain shear 
wave velocity (MEVR); ratio of small-strain shear modulus to cone tip resistance (Gmax/qc); 
adjusted Gmax/qc (KG); and ratio of measured to estimated adjusted Gmax/qc (MEKG). MEVR, 
Gmax/qc, KG and MEKG are shown to be ratios of measured to estimated or reference shear 
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wave velocity. MEVR appears to be a more robust predictor of KDR than time, Gmax/qc, KG 
and MEKG. Time should only be used at sites where deposit age can be accurately 
determined. 
The influence of diagenesis on liquefaction resistance of Holocene and Pleistocene 
soils near Christchurch, New Zealand is evaluated in this dissertation. Many Holocene 
alluvial and marine deposits in and around Christchurch experienced minor to severe 
liquefaction during the 2010-2011 Canterbury earthquake sequence. Liquefaction and 
permanent ground deformations were most severe in the city during the 22 February 2011 
event. Permanent horizontal ground displacements up to 0.35 m also occurred at several 
locations in moderately sloping Pleistocene loess-colluvium in the Port Hills area, but no 
sand/silt boil has been connected to those deposits. Values of MEVR determined for the 
critical layers in Holocene deposits in four different areas agree well with the study by 
McGann et al. (2015) and are similar to ratios of about 1.0 computed for recently liquefied 
deposits in other areas of the world. On the other hand, MEVR values determined for the 
loess-colluvium typically range from 1.0 to 5.0, with the zone of lowest values occurring 
below the groundwater table and above a depth of 6.5 m. Average KDR values determined 
for the Holocene and Pleistocene deposits are in good agreement with the MEVR-based 
relationship developed by Hayati and Andrus (2009) from a global database. These 
findings support the use of MEVR and KDR for accurate site-specific liquefaction 
assessment in aged soil deposits. 
The liquefaction resistance of the 200,000- to 240,000-year-old Ten Mile Hill beds 
sands (Qts) near Charleston, South Carolina is also characterized. The characterization 
iv 
includes an evaluation of relative liquefaction susceptibility using MEVR and liquefaction 
potential index (LPI), an assessment of liquefaction potential in terms of liquefaction 
probability curves, and a back-calculation of KDR.  Computed MEVR and LPI indicate that 
there is no significant spatial trend in the liquefaction susceptibility of Qts with respect to 
distance to the source zone of the 1886 Charleston earthquake. Without correction for 
diagenesis, liquefaction potential based on the 1886 Charleston earthquake is over 
predicted. Average back-calculated KDR for Qts deposits is consistent with MEVR-KDR data 
and relationships by Hayati and Andrus (2009). 
The evaluations at the New Zealand and South Carolina sites provide strong 
supporting evidence for the conclusion that MEVR yields more robust predictions of the 
effects of diagenetic processes on liquefaction resistance, than using time since deposition 
or last critical disturbance. Analysis of additional KDR case histories based on laboratory 
and field tests further indicates that MEVR is a better predictor of KDR followed by the ratio 
of small-strain shear modulus (Gmax/qc). The adjusted Gmax/qc (KG) and the ratio of 
measured to estimated adjusted Gmax/qc (MEKG) are the least robust predictors of KDR. 
v 
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1.1  Background 
A major cause of damage during earthquakes are ground failures caused by the 
structural collapse of saturated granular soils, commonly known as soil liquefaction. 
Earthquake-induced soil liquefaction and its associated damage to the natural and built 
environments are now well documented worldwide. Examples of earthquakes that have 
caused significant liquefaction failures include: 1811-1812 New Madrid earthquakes in 
Arkansas, Missouri and Tennessee; 1886 Charleston, South Carolina earthquake; 1925 
Santa Barbara, California earthquake; 1964 Alaskan earthquake; 1964 Niigata, Japan 
earthquake; 1971 San Fernando, California earthquake; 1989 Loma Prieta, California 
earthquake; 1995 Hyogo-Ken Nambu, Japan earthquake; 2008 Wechuan, China 
earthquake; 2010-2011 Canterbury, New Zealand earthquake sequence; and 2011 Tohoku-
oki, Japan earthquake. 
Earthquake-related physical damage and service disruption often translate into 
enormous economic losses. According to the New Zealand Treasury’s 2013 budget policy 
statement, the capital cost of the 2010-2011 Canterbury earthquake sequence was estimated 
to be about NZ$40 billion, or approximately 20% of New Zealand’s Gross Domestic 
Product (Potter et al. 2015). The March 2011 Tohoku-oki earthquake and tsunami is 
estimated to have resulted in direct damage to buildings, lifeline utilities and social 
infrastructure equivalent to ¥16.9 trillion, or US$211 billion (Kajitani et al. 2013).  
Earthquake recovery and reconstruction efforts require a better understanding of the 
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mechanisms leading to earthquake-induced ground failures, and accurate procedures for 
assessing their influence on the soil’s capacity to resist such failures. 
Although considerable effort has been made over the past two decades to improve 
methodologies for evaluating liquefaction resistance, these procedures are based on 
predominantly field case histories of liquefaction in soil deposits that are typically less than 
a few thousand years old. This limitation presents a significant problem for practicing 
engineers and scientists assessing liquefaction hazards in older man-made fills and natural 
sediments.   
Previous studies have shown that the current liquefaction evaluation procedures 
often over-predict failures in aged soil deposits, resulting in unnecessary and costly ground 
improvements. Accordingly, procedures to account for aging effects on liquefaction 
resistance have been proposed in the literature. However, great uncertainties still exist in 
the proposed procedures and there is no general consensus among scientists and engineers 
on the best approach, which has prevented some designers from relying on this component 
of liquefaction resistance in practice.  
In the recent National Academies of Sciences, Engineering and Medicine report 
(NASEM 2016, p. 98), it states: “Significant uncertainty remains regarding the physical 
mechanisms that increase the liquefaction resistance with time, although secondary 
compression and biogeochemical processes may be involved.  Additionally, the effect of 
aging on the liquefaction resistance of field deposits has been studied in only a few 
geographic areas (e.g., Charleston, South Carolina, and Christchurch, New Zealand).  
Further research is needed to understand fully the effects of aging on liquefaction resistance 
 3 
and to develop rational and defensible methods for taking it into account.”  The purpose of 
this dissertation is to begin the work of reducing the large uncertainty associated with 
quantifying the influence of aging processes or diagenesis on soil liquefaction resistance. 
The simplified procedure originally proposed by Seed and Idriss (1971) is 
commonly used to evaluate liquefaction potential of soil. As discussed by Youd et al. 
(2001), this procedure involves estimation of the seismic demand on a soil layer, expressed 
in terms of the cyclic stress ratio (CSR), and the capacity of the soil to resist liquefaction, 
expressed in terms of the cyclic resistance ratio (CRR). Field methods, such as the standard 
penetration test (SPT), the cone penetration test (CPT), and shear wave velocity (VS) are 
typically used for estimating CRR because of the complexities associated with undisturbed 
sampling and laboratory testing. A limitation of commonly used charts for estimating CRR 
is that they are based largely on field case histories involving soils less than a few thousand 
years old and there are no generally accepted guidelines for applying them to older deposits 
(Youd et al. 2001; Idriss and Boulanger 2008; NASEM 2016). 
Although older soils generally perform better during strong earthquake shaking, 
several cases of Holocene liquefaction-induced ground failure occurring in Pleistocene 
sediments have been reported (e.g., Andrus and Youd 1987; Martin and Clough 1990; 
Lewis et al. 1999; Blum et al. 2000; Andrus et al. 2004a; Tuttle et al. 2006; Porat et al. 
2007; Hayati and Andrus 2008; Heidari and Andrus 2010, 2012; Li et al. 2013; Jacoby et 
al. 2015). For example, liquefaction-induced ground failures occurred in Pleistocene beach 
deposits during the 1886 Charleston, South Carolina earthquake (Martin and Clough 1990; 
Lewis et al. 1999; Heidari and Andrus 2012). Another example is the liquefaction and 
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lateral spreading that occurred in late Pleistocene distal alluvial fan sediments during the 
1983 Borah Peak, Idaho earthquake (Andrus and Youd 1987; Andrus et al. 2004a).  It is 
thus important to assess the liquefaction hazard of Pleistocene sediments. 
1.2  Objectives 
The overall objective of this dissertation is to investigate methods for reducing the 
uncertainty in liquefaction assessment of aged soil deposits. The specific objectives 
include: 
1. Compile field case histories that indicate Holocene liquefaction occurring in 
Pleistocene deposits. 
2. Review the mechanisms involved in diagenesis that change mainly the nature 
of interactions at the soil’s grain-to-grain contacts after deposition. 
3. Review proposed methods for quantifying the effect of aging or diagenesis on 
liquefaction resistance. 
4. Review and compare proposed predictor variables for the effect of diagenesis 
on liquefaction resistance, and make recommendations for best practice. 
5. Identify future research needs for improved interpretation of liquefaction case 
histories and for more reliable assessment of the aging or diagenesis effect on 
liquefaction resistance and its consequences.  
6. Characterize the effect of diagenesis on liquefaction resistance of Holocene and 
Pleistocene deposits shaken by the 2010-2011 Canterbury earthquake sequence, 
back-calculate liquefaction resistance correction factors (KDR), and compare 
back-calculated KDR values with published predictive relationships. 
 5 
7. Characterize liquefaction resistance of the 200,000- to 240,000-year-old Ten 
Mile Hill beds sands (Qts) near Charleston, and back-calculate an average KDR 
value for Qts based on shaking during the 1886 Charleston earthquake. 
8. Compile additional case histories from Japan and South Carolina to validate the 
proposed KDR predictor variables. 
1.3  Organization 
This dissertation is organized in eight chapters, including the introduction presented 
in Chapter 1. Chapter 2 presents a discussion of field case histories that provide significant 
evidence of Holocene and/or Recent liquefaction occurring in deposits of Pleistocene age. 
Chapter 3 provides a thorough review and discussion of the current state of the art in the 
assessment of aging effects on soil liquefaction. It includes a summary of several field case 
histories indicating greater resistance to liquefaction in aged soils than in young 
uncemented soils during earthquakes, a discussion of the mechanisms that increase 
liquefaction resistance with time, an evaluation of proposed methods for quantifying the 
influence of aging or diagenetic processes on liquefaction resistance (KDR), and an 
evaluation of proposed predictor variables for KDR.  
Chapter 4 presents an assessment of the influence of age on liquefaction resistance 
of Holocene alluvial and marine soils in Christchurch and Kaiapoi, New Zealand based on 
published results of investigations in four areas, including Kilmore Street, Gainsborough 
Reserve, Riccarton Road, and Kaiapoi area. Chapter 5 presents a liquefaction resistance 
analysis of Pleistocene loess-colluvium deposits at the base of the Port Hills, New Zealand. 
Chapter 6 is a reevaluation of the liquefaction resistance of Qts surficial deposits near 
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Charleston, South Carolina based on cone penetration and small-strain shear wave velocity 
measurements. It includes an assessment of relative liquefaction susceptibility using the 
ratio of measured small-strain shear wave velocity to estimated small-strain shear wave 
velocity (MEVR) and the liquefaction potential index (LPI), an assessment of liquefaction 
potential in terms of liquefaction probability curves, an estimation of the peak horizontal 
ground accelerations for an equivalent 1886 earthquake, and a back-calculation of KDR. 
Chapter 7 presents a thorough analysis of seven new case histories of KDR based on 
laboratory and field tests, and an initial validation of the proposed predictor variables of 
KDR. Lastly, Chapter 8 summarizes the major findings of this dissertation and 





HOLOCENE LIQUEFACTION IN PLEISTOCENE DEPOSITS 
 
Although the majority of liquefaction case histories described in the literature 
involve soils of Holocene age, several cases of Holocene liquefaction occurring in 
Pleistocene deposits have been reported. Summarized in Table 2.1 are 12 cases of 
earthquake-induced liquefaction occurring in Pleistocene deposits during the Holocene. 
These field case histories are located in Argentina, China, Israel, Lithuania, Republic of 
Karelia, and the United States of America. The case histories presented in Table 2.1 involve 
liquefaction in mainly alluvial/fluvial, beach and lacustrine sediments. The liquefying 
deposits are predominantly sands, as well as some silts and silty sands. Sand boils/blows 
were observed at nearly all sites. 
The estimated deposit age ranges from ten thousand years to over one million years 
old. The liquefying earthquake events occurred from a few years to about 15,000 years 
ago. The time difference between the inferred deposit age and any documented liquefying 
event is however greater than 10,000 years, implying very old deposits at the time of 
liquefaction. Some areas (e.g., in South Carolina) have experienced liquefaction during 
multiple events, as indicated by the liquefaction age. 
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Presented in Figure 2.1 is a world map showing the geographical locations of the 
liquefaction sites summarized in Table 2.1. Six of the twelve case histories are located in 
the United States, half of which are located in South Carolina. The other six cases are 
evenly distributed in the continents of Asia, Europe, and South America. Almost all sites 
are located within a few hundred kilometers from the coast or major surface water system. 
 




Presented in Figures 2.2(a) and 2.2(b) are histograms of the cases histories grouped 
according to deposit type and age, respectively. As seen in Figure 2.2, 54% of the 
liquefaction cases occurred in alluvial/fluvial deposits and 23% of the cases are reported in 
each of the other two deposit types. Therefore, the likelihood of earthquake-induced 
liquefaction occurring in these deposits appears to be twice more likely in alluvial/fluvial 
deposits than any other individual deposit type. About 70% of the cases involved deposits 
that were less than 100k years old, and 30% with age between 200k to 500k years old at 
the time of liquefaction. This observation suggests that liquefaction potential varies 
significantly within Pleistocene deposits, often reducing as time since deposition increases. 
In terms of assessing liquefaction hazards, it is very unlikely that the great variation 
in liquefaction potential will be adequately captured by liquefaction triggering procedures 
that broadly categorize deposits as either Holocene or Pleistocene. It is thus important to 
move beyond such grouping of case histories, and use more robust predictors of aging 
effects on liquefaction resistance. 
The twelve field case histories discussed in this chapter provide strong evidence of 
Holocene and/or recent liquefaction occurring in twelve deposits of Pleistocene age. These 
case histories also indicate that the likelihood of liquefaction occurrence in Pleistocene 
deposits reduces with increasing deposit age. These findings support the need for 




Figure 2.2. Case histories of Holocene liquefaction in Pleistocene deposits grouped by: (a) 



































STATE OF THE ART IN THE ASSESSMENT OF AGING EFFECTS ON SOIL 
LIQUEFACTION 1 
3.1  Introduction 
As granular soils age, they tend to gain stiffness, strength and, hence, liquefaction 
resistance.  Table 3.1 presents a summary of several field cases where observed ground 
behavior following earthquakes indicates greater liquefaction resistance in older soils than 
in younger soils.  For some of the field cases, the investigators noted that measured 
penetration resistance or small-strain shear wave velocity were similar in both older and 
younger soil deposits.  The cases summarized in Table 3.1 provide strong support for the 
need to consider the effects of aging when compiling case histories of liquefaction, as well 
as the need to account for the effects of aging on the triggering of liquefaction and its 
consequences in engineering practice. 
Complicating the interpretation of field case histories and the assessment of 
liquefaction in practice is the observation that all or part of the age-induced gain in 
resistance can be erased by the subsequent occurrence of liquefaction (Seed 1979; Youd 
1984; Hayati et al. 2008; Andrus et al. 2009; Heidari and Andrus 2012; Dobry and Abdoun 
2017).  In addition, the processes producing the aging effect and the reliability of age-
induced gain in resistance are poorly understood. 
  
                                                 
1 A similar version of this chapter is presented in the research report to Professor Yousef Bozorgnia of the 
Pacific Earthquake Engineering Research Center (Bwambale and Andrus 2018), and is being prepared for 
publication in ASCE Journal of Geotechnical and Geoenvironmental Engineering; Bwambale, B., and 
Andrus, R. D. (2018). “State of the art in the assessment of aging effects on soil liquefaction.” 
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Several earthquakes:  Pleistocene and pre-
Pleistocene deposits exhibited lower liquefaction 
susceptibility than Holocene and Recent 
deposits.  Even within the Holocene, 
susceptibility diminished with age. 
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August 31, 1886 Charleston earthquake:  
Moderate to severe surface manifestations of 
liquefaction occurred in the fills and Silver Bluff 
sand deposits on the peninsula of Charleston, but 
none occurred in the older Wando Formation 
sand deposits with similar penetration resistance. 
 




> 120 October 17, 1989 Loma Prieta earthquake:  
Moderate to severe surface manifestations of 
liquefaction occurred in the loosely dumped 
sandy fills and uncompacted hydraulic sand fills 
placed between 1870 and 1912, whereas no 
surface manifestations of liquefaction occurred 
in natural alluvial deposits. 
 
Arango et al. (2000) Gillibrand 
Quarry, Tapo 
Canyon, CA 
1,000,000 January 17, 1994 Northridge earthquake:  Failure 
occurred at a water-retaining dam in the quarry, 
but no surface manifestations of liquefaction 
were observed in the natural sand deposit. 
 
Hamada et al. 
(1996); Wakamatsu 







January 17, 1995 Hyogoken-Nabu (Kobe) 
earthquake:  Extensive sand boils and 
liquefaction-induced ground failures occurred in 
unimproved reclaimed areas, and few ground 
failures occurred in the northern section of the 
old coastline. No sand boils were observed in 
natural soils of the inland region. 
 
Longwei et al. 







May 12, 2008 Wechuan earthquake:  Extensive 
sand boils, ejected gravel, and water ejection 
features occurred in the Holocene alluvium, but 
only a few sand boils were observed in the 
surrounding Pleistocene and older deposits. 
 
Dobry et al. (2015); 
El-Sekelly et al. 






103 April 4, 2010 El Mayor-Cucupah earthquake:  
Only small pore pressure was generated in a 
geologically young, natural silty sand at 
Wildlife.  Estimated liquefaction resistance of 
natural silty sand is twice that of recent 
uncompacted clean and silty sand fills with 









Earthquake and Observations 
Cubrinovski et al. 
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February 22, 2011 Christchurch earthquake:  
Extensive sand boils were observed in 
alluvial/marine deposits, but none occurred in 
adjacent loess and loess-colluvium deposits with 
low penetration resistance. 
 
Kokusho et al. 
(2012); Tohwata et 
al. (2014, 2017) 
Tokyo Bay, 
Japan 
50-13,000 March 11, 2011 Tohoku earthquake:  
Liquefaction occurred in manmade lands 
constructed after 1960s, but no liquefaction 
occurred in adjacent older fills and natural 




The capacity of the soil to resist earthquake-induced liquefaction is often expressed 
by the cyclic resistance ratio (CRR). CRR can be determined from laboratory cyclic tests 
conducted on high quality undisturbed specimens, or from semi-empirical charts based on 
field tests [e.g., cone penetration test (CPT), standard penetration test (SPT) or shear wave 
velocity (Vs)] and laboratory index tests (e.g., fines content, plasticity).  Because it is 
difficult to obtain undisturbed samples and to accurately reproduce in situ stress conditions 
in the laboratory, semi-empirical charts based on field case history data are more 
commonly used to estimate CRR. 
Most SPT-, CPT-, and/or Vs-based CRR curves estimate cyclic resistance for 
shallow, level ground, saturated, uncemented, young soil deposits with an initial 
overburden stress of 1 atmosphere (~100 kPa) and an earthquake of moment magnitude 
(Mw) of 7.5.  Thus, correction factors are required to apply the curves to different 
conditions.  The corrected CRR (CRRcorrected) can be given by: 
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corrected S DRCRR K K K K CRR     (3.1) 
where Kσ is the correction factor for effective overburden stress; Kα is the correction factor 
for sloping ground or initial static shear stress; KS is the correction factor for unsaturated 
conditions below the groundwater table; and KDR is the correction factor for the effect of 
aging or diagenesis.  This chapter deals with quantifying and predicting KDR. 
3.2  Diagenesis of Sands 
The structure of sands can be divided into two parts (e.g., Holtz et al. 2011):  1) the 
geometric arrangement and shape of individual soil grains; and 2) the nature of interactions 
at the grain-to-grain contacts.  Robertson (2016) referred to these two parts of structure as 
macrostructure and microstructure, respectively.  Macrostructure depends on grain shape, 
grain size distribution, and grain packing, and may also include features such as joints, 
fissures, layering, etc.  Microstructure depends on grain shape, soil mineralogy, pore water 
chemistry, temperature, and pressure.  The diagenesis of sands is the post-deposition and 
pre-metamorphism physical, chemical and biological processes that alter the sand’s 
structure. 
Diagenesis can be grouped into three main regimes (Worden and Burley 2003; 
Boggs 2006):  early diagenesis (eogenesis); burial diagenesis (mesogenesis); and uplift-
related diagenesis (telogenesis).  Eogenesis takes place at shallow depths, ranging from a 
few meters to tens of meters below the ground surface, where the depositional environment 
mostly controls the pore water chemistry.  Mesogenesis occurs at greater burial depths 
(typically >100 m) under conditions of increasing temperature and pressure, and changed 
pore water chemistry.  Telogenesis involves changes due to uplift of previously buried 
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sediments and exposure to surface water that is not related to the depositional environment 
of the original sediment.  Telogenetic processes mostly occur within the first few meters to 
tens of meters below the ground surface.  
Physical processes (e.g., rearrangement and interlocking of soil particles, particle 
crushing, asperity shearing, etc.) dominate changes in the microstructure if conditions are 
not favorable for cementation (Mesri et al. 1990; Chester et al. 2004; Wichtmann et al. 
2005; Kiyota et al. 2009, 2015; Towhata et al. 2017).  The degree of change due to physical 
processes depends on:  depth or effective stress; soil particle texture, size, shape, sorting, 
and mineralogy; time; and repeated cyclic loading (e.g., earthquake shaking).  For example, 
Boggs (2006) indicated that only slight particle rearrangement and compaction occurs at 
very small effective overburden stress, possibly due to lack of particle fracturing and 
crushing (Chuhan et al. 2003).  The results of experimental compaction of sands (e.g., 
Chuhan et al. 2002, 2003; Fawad et al. 2011) indicate that at the same level of effective 
stress, greater compaction occurs in coarse, angular sands than in fine sands with similar 
mineralogy due to greater particle fracturing.  Other studies (e.g., Bjerrum 1973; Finn et 
al. 1970; Seed et al. 1977; El-Sekely et al. 2017) have shown that repeated shaking can be 
a significant factor contributing to higher liquefaction resistance in seismic regions (e.g., 
Imperial Valley, California). 
Chemical processes can involve the formation of pyrite (reducing environment) or 
iron oxides (oxidizing environment), and precipitation of quartz and feldspar overgrowths, 
carbonate cements, kaolinite or chlorite (Boggs 2006; Morad et al. 2010).  The most 
common cementing agents in sandstones are carbonate and silica cements, with calcite and 
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quartz overgrowths being the dominant carbonate and silica cements, respectively (Worden 
and Burley 2003; Boggs 2006).  The extent and rate of cementation depend on the 
availability and amount of cementing agents, pore water chemistry, temperature, grain 
contact area, time, and depositional environment (Clough et al. 1981; Boggs 2006; Morad 
et al. 2010).  For example, carbonate cementation is accelerated by increased concentration 
of calcium carbonate in the pore waters and increasing burial temperature, and is retarded 
by increased levels of carbon dioxide in the pore waters, which may be a result of 
decomposition of organic matter in the sediments (Boggs 2006).  Quartz cementation is 
accelerated by increased concentration of silica in the pore waters and low temperatures.   
Biological processes can involve the organic reworking of sediments 
(bioturbation), aerobic and anaerobic bacterial oxidation of organic matter, and subsequent 
reduction of nitrate, sulphate, and carbonate, as well as bacterial fermentation (Irwin et al. 
1977; Hesse 1986; Worden and Burley 2003; Boggs 2006).  Bioturbation often results in 
disturbance of the original sedimentary structure and the formation of mottled bedding, 
burrows, and trails.  Bacterial activity is common in marine environments with abundant 
organic matter, and results in formation of new minerals, such as pyrite, carbonate cements, 
glauconite, illite, and smectite.  
Based on the above, physical diagenetic processes tend to dominate the 
microstructure of sands when conditions are not favorable for cementation, while chemical 
diagenetic processes tend to dominate the microstructure of sands with sufficient 
cementing agents.  The contribution of diagenesis to liquefaction resistance depends on the 
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combined results of these processes, which can vary significantly even between locations 
within the same soil deposit. 
3.3  Quantifying Effect of Diagenesis on Liquefaction Resistance 
The methods reported in the literature for quantifying the effect of diagenesis on 
liquefaction resistance can be grouped into three general categories or approaches based 
on the information used:  1) laboratory test results; 2) laboratory and field test results; and 
3) field test results and ground behavior observations.  A brief summary of various 
proposed methods is given below. 
3.3.1  Laboratory Test Results 
The most used approach to quantifying the effect of diagenesis on liquefaction 
resistance is based on laboratory cyclic triaxial or cyclic simple shear tests (Seed 1979; 
Ladd 1982; Ishihara 1985; Tatsuoka et al. 1988; Troncoso et al. 1988; Arango and Migues 
1996; Chen and You 2004; Moss et al. 2008; Hayati and Andrus 2009; Kiyota et al. 2009; 
Kokusho et al. 2012; Taylor 2015; Bwambale et al. 2017).  The correction factor KDR from 







     (3.2) 
where CRRundisturbed is the CRR for a high-quality undisturbed laboratory specimen; and 
CRRreconstituted is the CRR for a freshly reconstituted laboratory specimen prepared at the 
same density and macrostructure, using the same material.  CRR in laboratory cyclic tests 
is generally taken as the cyclic stress ratio (CSR) corresponding to 3-5% double-amplitude 
strain in 15 loading cycles, which is assumed to represent a 7.5 Mw earthquake. 
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There are at least five significant assumptions made when determining KDR from 
laboratory cyclic test results.  First, it is assumed that the undisturbed specimen is not 
disturbed during sampling, transportation, storage, trimming, handling, and test setup.  
Disturbance will result in partial remolding of the specimen, often leading to lower values 
of KDR.  Second, it is assumed that the macrostructure of the reconstituted specimen 
matches that of the undisturbed specimen. Third, it is assumed that the degree of saturation 
is the same in both undisturbed and reconstituted specimens.  Fourth, it is assumed that 
liquefaction triggering is adequately represented by the criterion of 3-5% double-amplitude 
strain, and the effects of test stress conditions cancel out in Equation 3.2.  Fifth, the 
reconstituted specimen is assumed as reference.  Reconstituted specimens are typically 
tested 1 to a few days after preparation, depending on the back-pressure saturation and 
consolidation procedures followed.  Thus, KDR based on Equation 3.2 should be adjusted 
before direct comparison with other approaches or when used to correct field CRR curves. 
3.3.2  Laboratory and Field Test Results 
The second general approach to quantifying the effect of diagenesis on liquefaction 
resistance is based on laboratory and field tests, and involves using an existing CRR curve 
(Arango et al. 2000; Hayati and Andrus 2009; Bwambale et al. 2017) or deriving a new 
CRR curve (Roy 2008; Amoly et al. 2015). 
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3.3.2.1  Existing Cyclic Resistance Ratio Curve 
Arango et al. (2000) studied natural soil deposits at the Savannah River Site in 
South Carolina and the Tapo Canyon in southern California.  They adjusted the 
CRRundisturbed obtained from laboratory tests to field stress conditions before comparing 
them with field-based deterministic CRR curves.  Hayati and Andrus (2009) recommended 
that the 50% probability of liquefaction triggering curves should be used as reference 
instead of deterministic curves, because laboratory test measurements are evenly 
distributed above and below the mean.  The correction factor KDR based on a 50% 








    (3.3) 
where CRRundisturbed, corrected is the CRR for a high-quality undisturbed specimen corrected to 
field conditions [e.g., CRRundisturbed, corrected = 0.9 Cr CRRundisturbed, where Cr is a correction 
factor to account for differences in initial stress conditions between the cyclic triaxial test 
and the field, commonly assumed to be (1+2K0)/3 in which K0 is the coefficient of at-rest 
lateral earth pressure (Seed 1979)]; and  CRRfield, 50% probability is the CRR based on 
companion field tests (e.g., CPT, SPT, Vs) and the curve for 50% probability of liquefaction 
triggering. 
Figures 3.1(a) and 3.1(b) present some proposed CRR curves for 50% probability 
of liquefaction triggering and Mw = 7.5 based on SPT blow count and CPT tip resistance, 
respectively, along with the middle-of-range curves assumed by Hayati and Andrus (2009).  
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The middle-of-range curve in Figure 3.1(b) was also assumed by Bwambale et al. (2017) 
to determine KDR values at three sites in Christchurch, New Zealand. 
There are at least five significant assumptions made when determining KDR from 
Equation 3.3 and the field-based CRR curves shown in Figure 3.1.  First, it is assumed that 
the undisturbed specimens are not disturbed. Second, it is assumed that the undisturbed 
specimens are 100.0% saturated, because case histories used to develop the curves shown 
in Figure 3.1 are based on mainly saturated deposits (Hossain et al. 2013). Third, it is 
assumed that liquefaction triggering is adequately represented by the laboratory criterion 
of 3-5% double-amplitude strain, and the laboratory-to-field CRR correction is valid.  
Fourth, it is assumed that the middle-of-range 50% probability of liquefaction triggering 
curves provide an adequate reference CRR value.  Fifth, no diagenesis correction is made 
to penetration resistance. 
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Figure 3.1.  Selected CRR curves for 50% probability of liquefaction triggering based on 
(a) standard penetration resistance, and (b) cone tip resistance (Hayati and 
Andrus 2009). Curves derived using Bayesian mapping techniques are 
denoted as BM; and logistic regression techniques are denoted as LR. (With 




2.3.2.2  New Cyclic Resistance Ratio Curve 
Using 45 data pairs compiled from the literature, Roy (2008) derived two 
relationships between CRR obtained from laboratory cyclic tests on undisturbed specimens 
and the ratio of CPT tip resistance (qc) to small-strain shear modulus (Gmax) obtained from 
field measurements.  One relationship was based on 34 data pairs from Holocene sandy 
soil deposits.  The other relationship was based on 11 data pairs from Pleistocene sandy 
soil deposits.  Values of qc for 18 of the data pairs (11 Holocene, 7 Pleistocene) were 
estimated from SPT blow counts.  The two relationships indicate that CRR can be two or 
more times higher in Pleistocene soils than in Holocene soils.  In an effort to validate the 
relationships, Roy (2008) compared them with field case history data (169 Holocene and 
25 Pleistocene cases of liquefaction) compiled from the literature and found that the 
Holocene relationship provided “satisfactory” predictions, but the Pleistocene relationship 
was “poorly constrained.” 
In another study, Amoly et al. (2015) developed two relationships between CRR 
from laboratory cyclic tests on undisturbed specimens and the normalized Vs determined 
from both laboratory and field measurements in young and old deposits.  Of the 13 data 
pairs for young soils, 7 were from liquefied alluvium or fills at the Asahi site and 6 were 
from liquefied dam tailings at the Ohya mine site, both in Japan.  The 28 data pairs for old 
soils included 24 from un-liquefied alluvium at the Asahi site and 4 from the un-liquefied 
tailings at the Ohya mine site.  Fines content ranged from 1 to 52% for the alluvium and 
fills, and 15 to 92% for the tailings.  The two relationships, which were drawn to best fit 
the data pairs, compared well with the best-fit relationship proposed by Tokimatsu and 
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Uchida (1990).  Unexpectedly, however, the CRR relationship for the young deposits is 
about 1.3 times higher than the relationship for the old deposits. 
A major challenge with developing new, age-specific CRR curves is obtaining 
enough data to accurately define them.  Another challenge is sorting out the diagenetic 
processes that occur at varying rates within deposits of the same age. 
3.3.3  Field Test Results and Ground Behavior Observations  
The third general approach to quantifying the effect of diagenesis on liquefaction 
resistance involves field tests and ground behavior observations.  Methods developed based 
on this approach include:  1) developing a new CRR curve (Dobry et al. 2015); 2) 
comparing factor of safety values computed for sites that did and did not liquefy (Towhata 
et al. 2014, 2017); and 3) comparing computed liquefaction potential index with an 
estimated threshold for surface manifestations of liquefaction (Hayati and Andrus 2008; 
Heidari and Andrus 2010; Maurer et al. 2014; Bwambale et al. 2017; Bwambale and 
Andrus 2017). 
3.3.3.1  New Cyclic Resistance Ratio Curve  
Dobry et al. (2015) re-evaluated the Vs–based case history database compiled by 
Andrus et al. (2003) and proposed the two CRR relationships shown in Figure 3.2 for 
natural sands (solid curve based on the 11 liquefaction and 26 no liquefaction case histories 
plotted in the figure) and recent uncompacted fills (dashed curve based on 32 liquefaction 
and 7 no liquefaction case histories not plotted in the figure). Only case histories involving 
clean sand and non-plastic silty sand were considered.  Dobry et al. (2015) indicated that 
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the Vs-based CRR curves separating liquefaction and no liquefaction are lines of constant 
threshold cyclic strain required to trigger liquefaction for the Vs range of 100 to 200 m/s.  
The position of the curve for uncompacted fills was further supported by 8 laboratory large-
scale centrifuge shaking tests.  As seen in Figure 3.2, values of CRR defining the 
relationship for natural soils is about twice that of values defining the relationship for 
uncompacted fills. 
Limitations of the CRR curves presented in Figure 3.2 include:  1) they are discrete, 
limited to either recent uncompacted fills or natural soils; 2) the natural soil curve is based 
on a limited number of cases from the high-seismicity Imperial Valley of southern 
California; and 3) the cyclic shear strain range for the natural soils curve is based on an 





Figure 3.2.  Constant cyclic shear strain liquefaction chart proposed by Dobry et al. (2015) 
for natural silty sands (solid curve) and clean and silty uncompacted sandy 
fills (dashed curve).  Plotted data points are the supporting field case histories 




3.3.3.2  Factor of Safety 
Towhata et al. (2014, 2017) calculated the factor of safety against triggering of 
liquefaction (FL = CRR/CSR) using SPT blow counts at sites with and without surface 
manifestations of liquefaction in the Kanto, Japan region following the 2011 Tohoku Mw 
9.0 earthquake and tsunami.  Figure 3.3 presents a plot of FL values grouped by deposit 
age.  The natural alluvium includes soils deposited before 1600 A.D. (about 400 – 13,000 
years ago).  The boundary separating FL values for liquefaction and no liquefaction cases 
in Figure 3.3 suggests that liquefaction resistance is over 2 times higher in fills created 
before 1600 than in fills created after 1971. 
Assumptions made in creating Figure 3.3 are clearly discussed in Towhata et al. 
(2017).  These assumptions include:  1) values of FL are the minimums from liquefied sites 
and the maximums from un-liquefied sites; 2) un-liquefied sites are locations with no 
observed surface manifestations of liquefaction; 3) cases of liquefaction in excavated and 
backfilled areas for lifelines are not shown; 4) any influence of shaking and liquefaction 
events prior to 2011 is ignored; 5) acceleration records used are obtained at K-Net sites 
where liquefaction did not occur; 6) FL values are reduced by 20% to account for the 
significant number of cycles in the main event and that of a smaller aftershock; 7) FL values 
are reduced by another 10% to adjust from using the largest component of east-west and 
north-south peak accelerations to the bi-directional shaking condition; and 8) FL values at 
liquefaction sites are further reduced by 25% to account for likely greater accelerations on 
the softer soils. 
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Large uncertainty is associated with the boundary separating FL values for 
liquefaction and no liquefaction cases.  This uncertainty may be explained, at least in part, 




Figure 3.3.  Influence of deposit age on the boundary separating factor of safety (FL) values 
for sites that did and did not exhibit surface manifestations of liquefaction 
during the 2011 Tohoku, Japan earthquake (Towhata et al. 2017). (With 
permission from Géotechnique.) 
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3.3.3.3  Liquefaction Potential Index 
The liquefaction potential index (LPI) was proposed by Iwasaki et al. (1978, 1982) 
for predicting the severity of surface manifestations of liquefaction at level ground sites.  
Required inputs in the calculation of LPI include an earthquake loading (i.e., Mw and peak 
horizontal ground surface acceleration), a profile of penetration resistance or Vs in the 
topmost 20 m, a profile of fines content or soil behavior type index in the topmost 20 m, 
and a liquefaction triggering procedure (e.g., Youd et al. 2001; Idriss and Boulanger 2008).  
The threshold LPI separating no liquefaction and liquefaction (LPIt) is often assumed to be 
4-6 for sands (e.g., Iwasaki et al. 1982; Toprak and Holzer 2003; Maurer et al. 2015) and 
10.5-15.5 for silts (Maurer et al. 2015), depending on the liquefaction triggering procedure 
employed. 
Hayati and Andrus (2008) and Heidari and Andrus (2010) studied 100,000-year-
old beach sand deposits on the peninsula of Charleston, South Carolina and in Mount 
Pleasant, South Carolina, respectively, and found that KDR values of 1.8 and 1.45 are 
needed to obtain LPIt = 5 to match the no to little surface manifestations of liquefaction 
observed during the 1886 Charleston earthquake.  Maurer et al. (2014) found that a KDR 
value of 0.78 is required to obtain an LPIt of 7.5 in Holocene alluvium to match the 
observed minor to moderate manifestations of liquefaction that occurred in Kaiapoi, New 
Zealand following the February 2011 Christchurch earthquake.  Moderate to severe 
liquefaction had occurred at the Kaiapoi sites five months earlier.  Bwambale and Andrus 
(2017) studied loess-colluvium deposits at the base of the Port Hills near Christchurch and 
found that an average KDR value of 2.4 is required to obtain LPIt = 15.5 to match the 
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observation of no sand/silt boils in these deposits.  Although the ages and deposit types 
differ between South Carolina and New Zealand, there is good consistency between the 
results, as will be discussed in the next section. 
One limitation of the LPI method is the degree to which the LPI criteria correctly 
account for the effects of nonliquefiable surface layers.  The method also depends on the 
accuracy of the earthquake loading inputs (i.e., Mw and peak ground acceleration) and the 
assumed LPIt for surface manifestations of liquefaction, which must be calibrated for the 
triggering prediction procedure being used.  The LPI method for estimating KDR is 
generally limited to areas where no or minor surface manifestations of liquefaction are well 
documented. 
3.4  Predictor Variables for Diagenesis Correction Factor (KDR) 
It is desirable to move beyond grouping case history data into broad categories, 
such as Holocene and Pleistocene or fills and natural soils, and use more robust predictor 
variables for KDR.  Predictor variables that have been proposed in the literature include:  
time (Seed 1979; Troncoso et al. 1988; Arango et al. 2000; Hayati et al. 2008; Hayati and 
Andrus 2009; Maurer et al. 2014; Bwambale et al. 2017; Bwambale and Andrus 2017); the 
ratio of measured to estimated Vs (Andrus et al. 2009; Hayati and Andrus 2009; Bwambale 
et al. 2017; Bwambale and Andrus 2017); the ratio of small-strain shear modulus to cone 
tip resistance, Gmax/qc (Rix and Stokoe 1991; Eslaamizaad and Robertson 1996; Schneider 
et al. 2004); the adjusted Gmax/qc (Schneider and Moss 2011); and the ratio of measured to 
estimated adjusted Gmax/qc (Robertson 2015). 
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3.4.1  Time 
The age of a soil deposit is often assumed as the time since deposition (i.e., the end 
of soil particle transportation and the start of grain-to-grain contact formation).  Diagenetic 
processes begin modifying the grain-to-grain contacts once deposition occurs.  Some or all 
of the effect of diagenesis can be erased by a major disturbance to the grain-to-grain 
contacts, such as liquefaction during strong earthquake shaking (Seed 1979; Youd 1984; 
Hayati et al. 2008; Andrus et al. 2009; Heidari and Andrus 2012; Dobry and Abdoun 2017) 
or excavation and backfilling during the construction of underground utilities (Towhata et 
al. 2017).  “Resetting of the soil’s aging clock” is a general phrase sometimes used when a 
major disturbance to the grain-to-grain contacts occurs.  
Figure 3.4 presents six time-KDR relationships reported in the literature.  Three of 
the six relationships (i.e., Seed 1979; Arango et al. 2000; Hayati and Andrus 2009) are 
based on, at least in part, a reference CRR determined from laboratory tests on freshly 
deposited or reconstituted specimens (i.e., KDR = 1 at t ≈ 10
-2 years).  The other three 
relationships (i.e., Hayati et al. 2008; Hayati and Andrus 2009; Towhata et al. 2017) use a 
reference CRR based on field case histories (i.e., KDR = 1 at t ≈ 10
1 to 102 years).  Seed 
(1979) proposed one of the first relationships between time and cyclic strength gain using 
laboratory cyclic simple shear tests and Equation 3.2.  The Arango et al. (2000) relationship 
is based on the Seed (1979) relationship, other studies (i.e., Arango and Migues 1996; 
Lewis et al. 1999), and laboratory and field test results for a 30 million-year-old sand at the 
Savannah River Site, South Carolina.  Hayati et al. (2008) and Hayati and Andrus (2009) 
used data from several previous studies to develop their time-based relationships shown in 
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Figure 3.4.  The relationship by Towhata et al. (2017) is based on field data from Japan, as 
well as previous laboratory- and/or field-based studies.  All six relationships exhibit 
generally similar increases in KDR with time. 
 
Figure 3.4.  Summary of proposed time-KDR relationships for predominantly silica-based 
sands (modified from Hayati and Andrus 2009). 
 
Figures 3.5(a) and 3.5(b) present the time-KDR relationships recommended by 
Hayati and Andrus (2009) along with their supporting data.  The data plotted in Figure 
3.5(a) are based on the laboratory test results approach.  The data plotted in Figure 3.5(b) 
are mainly based on the laboratory and field test results approach.  The relationships 
suggest reference ages (i.e., time when KDR = 1.0) of about 2 days and 23 years, 
respectively.  Here, age is given in time since initial deposition or last critical disturbance.  
The relatively similar slopes of the relationships suggest similar rates of increase in KDR 
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Figure 3.5.  Time-KDR relationships proposed by Hayati and Andrus (2009) based on (a) 
laboratory cyclic tests, (b) laboratory and field measurements with data from 
New Zealand (Bwambale et al. 2017; Bwambale and Andrus 2017) added. 
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Also plotted in the Figures 3.5(a) and 3.5(b) are the time-KDR data pairs from 
Holocene alluvial and marine soils in Christchurch and Kaiapoi, New Zealand (Bwambale 
et al. 2017), and from Pleistocene loess-colluvium soils in the Port Hills, New Zealand 
(Bwambale and Andrus 2017).  The New Zealand Holocene points are generally consistent 
with the data points and relationships by Hayati and Andrus (2009) in Figures 3.5(a) and 
3.5(b); but the New Zealand Pleistocene point (the range indicated by the two connected 
diamonds) plots significantly above the relationship in Figure 3.5(b).  Estimates of KDR 
based on the work of Towhata et al. (2017) using FL (see Figure 3.3) would also plot 
significantly above the Hayati and Andrus (2009) relationship plotted in Figure 3.5(b). 
The large scatter observed in the data plotted in Figures 3.5(a) and 3.5(b) may be 
explained, in part, by the uncertainty in estimating deposit age, in addition to the 
assumptions associated with methods used to quantify KDR previously discussed.  
Estimating the age of a natural deposit can be challenging (e.g., Andrus et al. 2009, Hayati 
and Andrus 2009, Bwambale et al. 2017), and the assumption that the aging clock is 
completely reset during a major disturbance may not always be true.  For example, in most 
field cases, the soil is said to have liquefied if sand boils are observed.  However, it is 
difficult to ascertain whether or not liquefaction occurred where liquefiable layers are too 
thin to generate surface manifestations, and/or where very thick capping layers inhibit 
travel of liquefied material to the ground surface.  In such cases, some investigators have 
assumed major disturbance to occur when FS < 1 (e.g., Bwambale and Andrus 2017). 
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Figure 3.6 presents the time-KDR data pairs from Japan (shaded rectangles) 
compiled by Towhata et al. (2017) based on the field test results and ground behavior 
observation approach, along with data pairs compiled from previous studies based on all 
three approached discussed in Section 3.3.  Considering the lower bound of the data, 
Towhata et al. (2017) proposed a design KDR of 1.4 for soils older than 400 years. 
 
Figure 3.6.  Quantitative illustration by Towhata et al. (2017) of the increase of liquefaction 




3.4.2  Ratio of Measured to Estimated Small-Strain Shear Wave Velocity (Vs) 
The ratio of measured Vs to estimated Vs (MEVR) is a promising alternative to time 






       (3.4) 
where Vs,M is the Vs computed directly from field measurements; and Vs,E is the Vs estimated 
from CPT tip resistance or SPT blow count.  Andrus et al. (2009) and Hayati and Andrus 
(2009) recommended that the overburden stress-corrected clean-sand equivalent shear 
wave velocity (Vs1cs) be used in Equation 3.4 to be consistent with the liquefaction 
triggering procedures and because it provided the better time-MEVR relationship.  












     (3.5) 
where Kcs is a correction factor for fines content; Pref is a reference stress equal to 100 kPa; 
and
'
0v  is the initial in situ vertical effective stress.  Juang et al. (2002) proposed the 
following for determining Kcs: 
0.1csK    for FC < 5 %   (3.6a) 
TFCKcs )5(1    for 5 % < FC < 35 %  (3.6b) 
TKcs 301   for FC > 35 %   (3.6c) 
and 
   
2
1 10 009 0 0109 100 0 0038 100s sT . . V . V     (3.7) 
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The estimated Vs1cs (Vs1cs,E) can be computed from the following relationships 
(Andrus et al. 2004b, 2009): 
 
0.231
1 , 162.6s cs E c NcsV q      (3.8) 
 
0.253
1 , 1 60,
87.6s cs E csV N
 
 
    (3.9) 
where qc1Ncs is the overburden stress-corrected clean-sand equivalent cone tip resistance; 
and (N1)60,cs is the overburden stress-corrected clean-sand equivalent SPT blow count.  
Here, qc1Ncs and (N1)60,cs are obtained from (Youd et al. 2001):  
  1 0'
n
c Ncs c c ref ref vq K q P P     (3.10) 
   1 160, 60csN N       (3.11) 
where n is an exponent that depends on soil type (typically, 0.5 for sands and 1.0 for clays); 
Pref is a reference stress equal to 100 kPa; (N1)60 is the corrected SPT blow count; Kc, α, 
and β are coefficients accounting for the influence of fines content.  Analysis of the Vs-
penetration resistance data pairs indicates that Equations 3.10 and 3.11 are most 
appropriate for uncemented sand deposits that are about 6 years old (Andrus et al. 2009). 
Figure 3.7 presents the MEVR-KDR relationship and data of Hayati and Andrus 
(2009) with additional data from Bwambale and Andrus (2017) and Bwambale et al. 
(2017).  It can be seen that the data plotted in Figure 3.7 based on MEVR are less scattered 
than the data plotted in Figure 3.5 based on time, as indicated by the coefficient of 
regression (r2) values.  In addition, the New Zealand data compiled by Bwambale et al. 
(2017) and Bwambale and Andrus (2017) are better predicted by the Hayati and Andrus 
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(2009) MEVR-based relationship.  These observations provide strong evidence for the 
conclusion that MEVR is a more robust predictor of KDR than time. 
Advantages of using MEVR include:  1) it is based on measured soil properties; 2) 
it can be used with both qc and SPT blow count; and 3) it has an easy to understand physical 
meaning (i.e., the amount measured Vs is greater than Vs of a 6-year-old, uncemented clean 
sand deposit with the same penetration resistance).  Limitations of MEVR include:  a) it 
requires both penetration resistance and Vs measurements; b) its accuracy depends on 
Equations 3.8 and 3.9, which are based on mainly silica-based sandy soils; and c) it requires 
inputs of unit weight for the overburden correction and fines content (or CPT soil behavior 
type index) for the clean-sand equivalent correction. 
 
Figure 3.7.  MEVR-KDR relationship proposed by Hayati and Andrus (2009) based on 
laboratory and/or field measurements with data from Christchurch, New 
Zealand added. 
 
KDR = 1.08MEVR - 0.08

























Measured to Estimated Shear Wave 
Velocity Ratio, MEVR
Bwambale et al. (2017)
Hayati & Andrus (2009)
95% confidence interval
Bwambale & Andrus (2017)
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3.4.3  Ratio of Small-Strain Shear Modulus to Cone Tip Resistance (Gmax/qc) 
The ratio of small-strain shear modulus to cone tip resistance (Gmax/qc) is another 
promising index for predicting KDR.  Here, both Gmax and qc are the measured values (in the 
same units), with qc corrected only for pore water pressures acting behind the cone tip if it 
is measured by piezocone.  Rix and Stokoe (1991) observed that relationships between 
Gmax/qc and normalized cone tip resistance varied for different uncemented, quartz sands.  
They attributed these differences to variations in fines content, particle angularity, and 
particle mineralogy.  Later, Eslaamizaad and Robertson (1996), Schneider et al. (2004) and 
Schnaid (2009) observed that soils with significant cementation or aging exhibit greater 
Gmax/qc. 
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   (3.12) 
where Gmax is the small-strain shear modulus; qc is the cone tip resistance (corrected for 
pore pressure if a piezocone is used); γ is the total unit weight of the soil; and g is the 
acceleration due to gravity. 
Because Gmax/qc is a dimensionless variable, there is a reference Vs relationship 










     (3.13) 
Advantages of using Gmax/qc include:  1) it is based on measured soil properties; 
and 2) it requires less calculations and inputs than MEVR.  Limitations of Gmax/qc include:  
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a) it requires both qc and Vs measurements; b) it requires unit weight information; c) it 
cannot be used with SPT blow count; d) its physical meaning is not as clear as MEVR; and 
e) its ability to consistently capture soil behavior depends on Equation 3.13, particularly 
the exponent on qc.  The author was not aware of any Gmax/qc-KDR relationship published 
in the literature, at the writing of this dissertation. 
3.4.4  Adjusted Gmax/qc 
Because Gmax/qc is influenced by relative density and effective vertical stress 
(Fahey et al. 2003; Schneider et al. 2004), Schneider and Moss (2011) proposed that an 
adjusted Gmax/qc be used to represent the effect of aging or diagenesis.  Schneider and Moss 
(2011) defined adjusted Gmax/qc (KG) by (after Rix and Stokoe 1991): 
 
 
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  (3.14) 
where qc1N is the stress-normalized cone tip resistance using a median sand overburden 
stress exponent of 0.5; and m is an empirical exponent typically taken as 0.75 (e.g., Rix 
and Stokoe 1991; Schneider et al. 2004).  Schneider and Moss (2011) showed that values 
of KG typically range between 110-330 with median of 215 for Holocene sands, and 330-
1100 for aged, cemented and calcareous sands. 
Because KG is a dimensionless variable, there is an implied reference Vs relationship 
assumed in Equation 3.14.  This implied reference Vs relationship, assuming m = 0.75, is 
expressed as:   
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  (3.15) 
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Advantages of using KG include: 1) it is based on measured soil properties; and 2) 
it considers effects of overburden stress.  Limitations of KG include: a) it requires both qc 
and Vs measurements; b) it requires unit weight information; c) it cannot be used with SPT 
blow count; d) its physical meaning is not as clear as MEVR; and e) its accuracy depends 
on the accuracy of Equation 3.15, particularly the exponent on qc. The author was not aware 
of any KG-KDR relationship published in the literature, at the writing of this dissertation. 
3.4.5  Ratio of Measured to Estimated Adjusted Gmax/qc 
Robertson (2015) considered the approach of MEVR, updated the expression for 
qc1N, and recommended using a measured to estimated KG ratio (MEKG) defined by: 
, ,
, 200






         (3.16) 
where KG,M is KG based on measured Vs and qc; and KG,E is KG estimated for very young, 
unbonded soil.  Robertson (2015) suggested using a KG,E value of 200 to represent very 
young, unbonded soil.  Because MEKG is KG,M divided by a constant, its ability to predict 
KDR should be the same as KG.  Using the updated expression for qc1N (designated by 
Robertson as Qtn), MEKG can be expressed as: 
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 (3.17) 
The implied reference Vs relationship in Equation 3.17, assuming m = 0.75 and n = 
0.5, is expressed as:  
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  (3.18) 
 44 
where 
0v  is the initial in situ vertical total stress.  
Advantages and limitations of using MEKG are the same as for using KG, except 
MEKG accuracy also depends on the accuracy of Equation 3.18.  The author was not aware 
of any MEKG-KDR relationship published in the literature, at the writing of this dissertation. 
3.5.  Discussion 
3.5.1  Comparison of Estimated or Reference Vs Relationships 
Figure 3.8 presents a comparison of the estimating or reference Vs relationships 
defined by Equations 3.8, 3.13, 3.15, and 3.18.  Total unit weights of 15 kN/m3 and 20 
kN/m3 are assumed in the plotting of reference Vs relationships for Gmax/qc, KG and MEKG.  
The groundwater table is assumed to be at the ground surface in the plotting of the qc-Vs,R 
relationship for MEKG. 
The position and shape of each curve plotted in Figure 3.8 are controlled by 
equation coefficients, exponents on the cone tip resistance term, and assumed unit weights.  
The exponents and unit weights, however, are particularly significant in the prediction of 
KDR.  From published studies, Piratheepan (2002) reported exponents of 0.12-0.32 for sands 
and 0.22-0.63 for clays.  The exponent in the qc-Vs relationship assumed in MEVR (i.e., 
0.231) is within the range of published values for both sands and clays.  The exponent in 
the qc-Vs relationship assumed in Gmax/qc (i.e., 0.5) is within the range for clays, but above 
the range for sands.  The exponent in the qc-Vs relationships assumed in KG and MEKG (i.e., 




Figure 3.8.  Comparison of estimated or reference Vs relationships assumed in MEVR, 
Gmax/qc, KG and MEKG. 
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3.5.2  Effectiveness of Predictor Variables for KDR 
An evaluation of the ability of the four predictor variables is possible using selected 
data plotted in Figure 3.7.  These selected data are summarized in Table 3.2.  Cases 12A to 
12G are from Hayati and Andrus (2009), and are based on laboratory and field test results 
reported by Robertson et al. (2000).  The Gainsborough, Kilmore Christchurch Formation 
(Ch. Fm.), Kilmore Springston Formation (Sp. Fm.) and Riccarton cases are from 
Bwambale et al. (2017), and are based on laboratory and field test results reported by 
Taylor et al. (2013a,b) and Taylor (2015), Stringer et al. (2015a,b) and Beyzaei et al. 
(2015).  The Port Hills case is from Bwambale and Andrus (2017), and is based on the 
matching of computed LPI with LPIt for the observed ground behavior.  Cases 2, 5A, 5B, 
6, 7, 10, 13A, 13B, 15A and 15B from Hayati and Andrus (2009) are not included in Table 
3.2 because the exact location of undisturbed sampling with respect to cone testing could 
not be ascertained, qc values are based on a mechanical cone, and CRR is based on 2 loading 
cycles (Case 2); the CPT data are not available (Cases 5A-10); the plasticity index is too 
high to be liquefiable (Cases 13A-13B); or the available information did not allow for 
determination of Gmax/qc, KG and MEKG (Cases 15A-15B). 
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Gmax/qc KGM MEKG KDR 
12A 16.42 0.73 10 19.5 71 91 233 156 156 0.86 108 6.59 161 0.81 1.14 
12B 5.727 0.40 5 19.5 51 53 174 168 168 1.07 60 10.53 202 1.01 0.96 
12C 8.476 0.37 5 19.5 66 68 198 177 177 1.06 78 9.16 212 1.06 0.76 
12D 1.485 0.87 15 19.5 19 57 108 127 127 0.86 23 15.74 144 0.72 0.92 
12E 3.86 0.41 8 19.5 37 39 152 153 153 1.08 46 11.83 177 0.88 1.38 
12F 5.044 0.38 10 19.5 42 44 151 141 141 0.99 46 9.04 150 0.75 1.28 
12G 5.013* NA 7 18.7 45* 45 197 185 185 1.2 74 14.71 256 1.28 1.22 
Gainsborough 4.297 0.52 32 16.4 50 70 128 142 152 0.91 27 6.39 121 0.60 1.19 
Kilmore Ch. Fm. 7.69 0.63 3 17.8 69 86 175 168 169 0.97 55 7.18 172 0.86 1.07 
Kilmore Sp. Fm. 4.07 0.70 35 16.8 53 74 133 154 155 0.92 31 7.50 147 0.74 0.91 
Port Hills† 2.98 1.64 NA‡ 17.1 33 70 278 289 409 2.48 135 45.38 639 3.20 2.41 
Riccarton 3.16 1.07 66 16.8 37 73 140 154 157 0.93 34 10.61 158 0.79 1.37 
*Values estimated from qc1Ncs based on overburden stress normalization and fines content (FC) correction procedures of Youd et al. (2001). 
†All values for Port Hills are weighted averages based on measurements at 6 SCPTu sites.  KDR for the Port Hills is the lower value reported by 
     Bwambale and Andrus (2017), because it is more representative of the silty loess-colluvium soils. 
‡NA = Not available. 
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Figure 3.9 presents a comparison of the data summarized in Table 3.2 with the 
estimating or reference Vs relationships assumed in MEVR, Gmax/qc, KG and MEKG.  Several 
of the Vs1cs-based data points (denoted by solid circles) plot close to the qc1Ncs-Vs1cs 
relationship assumed in MEVR.  The one solid circle that plots significantly above the 
qc1Ncs-Vs1cs relationship corresponds to the oldest site (Port Hills), which also has the 
highest KDR value.  The Vs-based data points (denoted by open circles) trend at a steeper 
slope than the Vs1cs-based data points, which is closest to the slope of the qc-Vs relationship 
assumed in Gmax/qc. 
 
Figure 3.9.  Comparison of data summarized in Table 3.2 with the estimating or reference 
Vs relationships assumed in MEVR, Gmax/qc, KG and MEKG. 
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Figures 3.10(a) to 3.10(d) present the data listed in Table 3.2 based on MEVR, 
Gmax/qc, KG and MEKG, respectively, plotted versus KDR.  Also plotted are the best-fit 
regression lines.  All four regression lines exhibit similar r2 values (ranging from 0.71 to 
0.77) and similar root mean square error (RMSE) values (ranging 0.21 to 0.24).  Because 
r2 and RMSE values are similar, the complexity of adjusting Gmax/qc to KG and to MEKG 
may not be justified.  The limited data at higher values of MEVR (> 1.2), Gmax/qc (> 15), 




Figure 3.10.  KDR relationships based on (a) MEVR, (b) Gmax/qc, (c) KG, and (d) MEKG. 
KDR = 0.83MEVR + 0.30
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3.6  Summary 
Based on the literature review and the discussion presented in this chapter, the 
following conclusions can be made concerning the assessment of aging effects on soil 
liquefaction: 
1. Aging processes (or diagenesis) change the soil’s structure and liquefaction 
resistance with time.  Physical diagenetic processes tend to dominate the changes 
at the grain-to-grain contacts where conditions are not favorable for cementation.  
Chemical diagenetic processes tend to dominate where there are sufficient 
cementing agents.  The effects of biological processes are often relatively small 
compared to the effects of physical and chemical processes, but new minerals 
resulting from bacterially activated processes (common in marine environments 
with abundant organic matter) can lead to chemical cementation.  The rate and 
degree of diagenesis is typically highly variable, even within the same deposit.   
2. Proposed methods for quantifying the effect of diagenesis on liquefaction resistance 
can be grouped into three general approaches based on the information used:  
laboratory test results; laboratory and field test results; and field test results and 
ground behavior observations.  A limitation of all methods is the assumed reference 
age.  The reference age of laboratory reconstituted specimens is often 1 day to a 
few days.  The reference age of field-based methods is typically 1 year to several 
years.  Care should be taken not to mix data based on different reference ages. 
3. Proposed predictor variables for the CRR diagenesis correction factor KDR include:  
time since initial deposition or last critical disturbance; ratio of measured to 
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estimated small-strain shear wave velocity (MEVR); ratio of small-strain shear 
modulus to cone tip resistance (Gmax/qc); adjusted Gmax/qc (KG); and ratio of 
measured to estimated adjusted Gmax/qc (MEKG).  It was shown that the latter four 
variables involve dividing measured Vs by an estimated or reference Vs.  An 
advantage of MEVR to predict KDR is that it can be used with either qc or SPT blow 
count.   
4. Time is the least robust of the five predictor variables for KDR.  Thus, in engineering 
practice, the use of time should be limited to regions where the time rate of change 
in a given soil formation is well established. 
5. Based on limited data, regression relationships between MEVR, Gmax/qc, KG or 
MEKG and KDR presented in Figure 3.10 provided similar values of r
2 (0.71 to 0.77) 
and RMSE (0.21 to 0.24).  The ability of each relationships to accurately predict 
KDR depends on, at least in part, the exponent on the qc term in the assumed 
estimating or reference qc-Vs relationship.  More data are needed to validate the 
relationships, particularly at higher values of MEVR (> 1.2), Gmax/qc (> 15), KG (> 





LIQUEFACTION RESISTANCE OF HOLOCENE AND ALLUVIAL MARINE 
SOILS IN CHRISTCHURCH AND KAIAPOI, NEW ZEALAND2 
4.1  Introduction 
During the 2010-2011 Canterbury earthquakes, over half of the Christchurch area 
experienced minor to severe surface manifestations of liquefaction. The most damaging 
earthquakes occurred on 4 September 2010 (moment magnitude, Mw 7.1), 22 February 
2011 (Mw 6.2), 13 June 2011 (Mw 6.0), and 23 December 2011 (Mw 5.9). Presented in Figure 
4.1 is a map of liquefaction severity interpreted from aerial photography taken after the 
February 2011 earthquake. Regions were classified as moderate to severe liquefaction if 
roads had ejected material and/or wet patches wider than a typical vehicle width, and/or if 
more than two ejected material boils were observed within properties or parks. Regions 
were classified as minor liquefaction if roads had ejected material and/or wet patches 
narrower than a typical vehicle width, and/or if two or less ejected material boils were 
observed within properties or parks. 
Also shown in Figure 4.1 are the locations of four investigation areas underlain by 
Holocene alluvial and marine deposits considered in this study. The areas are: 1) Kilmore 
Street investigated by Taylor et al. (2013a, 2013b) and Taylor (2015); 2) Gainsborough 
Reserve investigated by Stringer et al. (2015a, 2015b); 3) Riccarton Road investigated by 
                                                 
2 A similar version of this chapter is published in the Proceedings of the 3rd International Conference on 
Performance-based Design in Earthquake Geotechnical Engineering (PBD-III); Bwambale, B., Andrus, R. 
D., and Cubrinovski, M. (2017). “Influence of age on liquefaction resistance of Holocene alluvial and marine 
soils in Christchurch and Kaiapoi, New Zealand,” Paper No. 203. 
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Beyzaei et al. (2015); and 4) Kaiapoi investigated by Maurer et al. (2014). Based on maps 
(CGD 2013), minor to severe surface manifestations of liquefaction occurred at Kilmore 
Street during the September 2010, February 2011, June 2011 and December 2011 
earthquakes. The Gainsborough Reserve area was mapped as minor manifestations 
following only the February 2011 earthquake. The Riccarton Road area also was mapped 
as minor manifestations following only the June 2011 earthquake. Beyzaei et al. (2015), 
however, reported that no surface manifestation occurred at Riccarton Road during any of 
the events. In the Kaiapoi area, moderate to severe manifestations were mapped following 
the September 2010 event; and minor to moderate manifestations following the February 
2011 event. Maurer et al. (2014), however, reported that only minor manifestations 
occurred in Kaiapoi in February 2011. Field investigations data from the Christchurch and 
Kaiapoi sites are presented in Appendix A. 
Liquefaction resistance of soils is commonly expressed in terms of the cyclic 
resistance ratio (CRR) estimated from semi-empirical charts based on the simplified 
procedures originally proposed by Seed and Idriss (1971) using penetration resistance 
and/or shear wave velocity measurements. Most CRR charts were established with field 
case histories from relatively young soil deposits.  To extend the charts to older deposits, 
CRR can be adjusted as follows (Seed 1979; Arango et al. 2000; Hayati and Andrus 2009): 
CRRK = CRR × KDR     (4.1) 
 
where CRRK is the corrected cyclic resistance ratio; and KDR is a correction factor to capture 
the influence of aging processes on CRR, including interlocking of grains, cementation, 
and stress history. 
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Figure 4.1.  Map of Christchurch and Kaiapoi showing regions of surface manifestations 
of liquefaction as interpreted from aerial photography after the 22 February 
2011 earthquake (Cubrinovski et al. 2012; CGD 2013) and the four 
investigation areas considered in this study. 
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4.2  KDR from Laboratory Cyclic Tests 
One approach to determining KDR is to divide the CRR of an intact laboratory test 
specimen by the CRR of a reconstituted laboratory test specimen with matching density, 
herein denoted as KDR,LL. Summarized in Table 4.1 are the results of cyclic triaxial tests 
conducted by Taylor et al. (2013a) and Taylor (2015) on soil specimens obtained from the 
Kilmore Street area, which is located within the Christchurch central business district. 
 



















Laboratory CRR KDR,LLb 










2/2011c 8/2011 0.46 0.243 3 138 0.273 0.250 1.09 
aTime between last prior liquefaction event and intact sampling.   
bD50 = median grain size; FC = fines content (material < 0.075 mm); σ'c = average effective confining 
stress; and KDR,LL  = deposit resistance correction factor based on laboratory cyclic tests on intact and 
reconstituted specimens. 
cBased on the procedure by Idriss and Boulanger (2008), the factor of safety against triggering of liquefaction 
(FS) at depths of 11.5-12.8 m is < 1.0 (FS = 0.67) for only the February 2011 event. 
 
The near-surface geology at Kilmore Street consists of 8 m of fluvial non-plastic 
silty sand (SM) to sandy silts (ML) belonging to the Springston Formation, overlying 
marine poorly-graded clean sands (SP) of the Christchurch Formation (Taylor 2015).  
Average values of the coefficient of uniformity (Cu) for these materials are 3.0 and 2.7, 
respectively. The sands consist of about 65% quartz and 35% albite minerals, with trace 
amounts of kaolinite and muscovite. The particle shapes are sub-angular to moderately 
spherical, with finer particles tending to be more angular, elongated and plate-like for the 
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Springston Formation; and sub-angular to sub-rounded for the Christchurch Formation. 
Because ejected material onto the ground surface exhibited high fines content (~30%), it 
most likely came from the Springston Formation (Taylor 2015). Applying the liquefaction 
triggering assessment procedure by Idriss and Boulanger (2008) using cone penetration test 
(CPT) measurements, liquefaction is predicted in the Springston Formation during all four 
major events, which agrees with field observations; and in the Christchurch Formation 
during only the February 2011 event. 
The intact test specimens from Kilmore Street were obtained by the gel-push 
sampling method (i.e., Osterberg fixed-piston sampler with a closing-core catcher and gel 
lubrication) at borehole K-1 in early August 2011. As described by Taylor (2015), intact 
samples were generally of good to excellent quality, except at depths of 4, 6 and 6.4 m 
where “liquefaction holes”, minor cracks and center crack, respectively, were observed. 
The top-most sand sample obtained at 11 m depth also had cracks progressing towards the 
base. Assuming the time between the last prior liquefaction event and intact sampling, the 
geotechnical ages of the specimens are 0.14 years and 0.46 years for the depths of 4-6.4 m 
and 11.5-12.8 m, respectively. 
The reconstituted specimens were formed by the moist tamping method (Taylor 
2015). Typical ages of reconstituted specimens are 1 to several days, depending on back-
pressure saturation and consolidation times. 
Values of CRR presented in Table 1 are taken from the cyclic strength curves of 
Taylor (2015, Figures 12.4 and 12.5) at 15 loading cycles. It can be seen in Table 1 that the 
intact specimens from the shallower silty sand layer exhibit slightly lower CRR than the 
 57 
corresponding reconstituted specimens. On the other hand, the intact specimens from the 
deeper clean sand layer exhibit slightly higher CRR than corresponding reconstituted 
specimens. 
Presented in Figure 4.2 are the time-KDR,LL data pairs for the Kilmore Street sands 
(denoted by triangles) compared with the relationship developed by Hayati and Andrus 
(2009) for predominantly silicate sands. The data points for Kilmore Street are in good 
agreement with the Hayati and Andrus (2009) relationship. 
 
Figure 4.2. Time-KDR data pairs for the Kilmore Street sands based on laboratory cyclic 
testing (Taylor 2015) compared with the relationship by Hayati and Andrus 
(2009). 
  
KDR,LL = 0.12 log(t) + 1.28
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4.3  KDR from Laboratory and Field Tests 
A second approach to determining KDR is to divide the CRR of an intact laboratory 
test specimen adjusted to field conditions (CRRfield) by the CRR obtained from commonly 
used field-based charts, denoted herein as KDR,LF. Laboratory CRR can be adjusted to field 
conditions by applying the criteria proposed by Seed (1979) and the stress normalization 
relationship suggested by Idriss and Boulanger (2008). This adjustment is expressed as: 
CRRfield = 0.9Cr × CRR / Kσ    (4.2) 
 
Cr = (1 + 2K0) / 3     (4.3) 
 
where Cr is the initial stress condition adjustment coefficient; Kσ is the overburden stress 
correction factor; and K0 is the at-rest earth pressure coefficient. 
Summarized in Table 4.2 are the results of laboratory cyclic triaxial tests on intact 
specimens and field CPTs for Kilmore Street, Gainsborough Reserve and Riccarton Road. 
Values of CRRfield for Kilmore Street intact specimens are taken from the curves presented 
in Taylor (2015, Figure 13.5) for 5% double-amplitude strain at 15 loading cycles. Taylor 
(2015) assumed a K0 value of 0.5. The normalized, clean sand-corrected cone tip resistance 
(qc1Ncs) is used to estimate the CRR from the middle-range CPT-based curve for 50% 
probability of liquefaction (PL) presented in Hayati and Andrus (2009). The distance 
between the CPT and the sample borehole is ~5 m. Values of KDR,LF for Kilmore Street are 
slightly lower than values of KDR,LL presented in Table 4.1.  
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Table 4.2. Average properties of Kilmore Street (Taylor 2015), Gainsborough Reserve (Stringer et al. 2015a, 2015b; CGD 2015) 

























Kilmore Street 4.0-6.4 6/2011 8/2011 0.14 0.088 35 0.215 0.118 Z1-B4 7/2011 74 0.129 0.91 
Kilmore Street 11.5-12.8 2/2011d 8/2011 0.46 0.243 3 0.273 0.172 Z1-B4 7/2011 86 0.161 1.07 
Gainsborough Reserve 4.6-6.2; 7.9-9.5 6/2011e 6/2014 3 0.109 32 0.250 0.146 36417 12/2013 70 0.122 1.19 
Riccarton Road 6.2-8.5 12/2011f 6/2014 2.5 0.064 66 0.260 0.177 36420 12/2013 73 0.129 1.37 
aTime between last prior liquefaction event and intact sampling.   
bD50 = median grain size; FC = fines content (material < 0.075 mm); qc1Ncs = CPT tip resistance corrected for fines content and overburden pressure 
based on procedure of Youd et al. (2001); and KDR,LF  = deposit resistance correction factor based on laboratory and field tests. 
cEstimated from CRR middle-of-range curve for 50% probability of liquefaction based on CPT (Hayati and Andrus 2009). 
dBased on the procedure by Idriss and Boulanger (2008), the factor of safety against triggering of liquefaction (FS) at depths of 11.5-12.8 m is < 1.0 (FS 
= 0.67) for only the February 2011 event. 
eMinor surface manifestations of liquefaction were observed at site only in February 2011. However, FS is < 1.0 for both the February 2011 (FS = 0.4) 
and June 2011 (FS = 0.9) events. 
fNo surface manifestation of liquefaction occurred at site during any 2010-2011 event (Beyzaei et al. 2015). However, FS is < 1.0 for the February 2011 





For Gainsborough Reserve, soil in the critical layer is predominantly non-plastic 
silty sand (SM) with an average Cu of 3.3 (Stringer et al. 2015b). Laboratory CRR values 
are taken from the cyclic resistance curves presented in Stringer et al. (2015a, Figure 5b) 
for 5% double-amplitude strain at 15 loading cycles. The values are converted to CRRfield 
assuming K0 of 0.52, which is based on CPT and dilatometer test (DMT) measurements 
and the relationship by Hossain and Andrus (2016) with the over-consolidation ratio 
estimated using the relationship by Monaco et al. (2014). Intact samples were obtained 
using both the gel-push sampling method and the Dames & Moore hydraulic fixed-piston 
sampler at boreholes GP1, GP3 and DM1. The CPT, DMT, and intact sampling were 
conducted within a distance of 4 m from each other. 
For Riccarton Road, soil in the critical layer classifies as sandy silty clay (CL – 
ML), with average Cu and plasticity index of 7.1 and 6, respectively. The laboratory CRR 
value is obtained from the curve presented in Beyzaei et al. (2015, Figure 6) for 5% double-
amplitude strain at 15 loading cycles. Beyzaei et al. (2015) applied a K0 value of 0.63 to 
adjust the laboratory CRR value to CRRfield. Intact samples were obtained using the Dames 
& Moore hydraulic fixed-piston sampler at borehole DM-1. The distance between CPT and 
intact sampling was ~2.5 m. 
No corrections for unsaturated conditions below the groundwater table are made to 
the values of CRR listed in Table 4.2. Soils with compression wave velocity (Vp) < 1,400 
m/s are considered unsaturated and resistance to liquefaction can be higher than if they 
were saturated (Hossain et al. 2013). Based on available data (CGD 2015; van Ballegooy 
et al. 2015), Vp is > 1,400 m/s below the depth of 4.4 m at Gainsborough Reserve and 
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Riccarton Road. Presented in Figure 4.3 is a summary of Vp conditions below the 
groundwater table in Christchurch. It can be seen in Figure 4.3(a) that > 85% of the test 
sites have depths to the top of Vp > 1,400 m/s less than 4 m, which supports the assumed 
saturation condition at Kilmore Street. In Figure 4.3(b), the thicknesses of zones below the 
groundwater table with Vp < 1,400 m/s and < 900 m/s are shown. 
 
 
Figure 4.3. Histograms summarizing unsaturated soil conditions in Christchurch based on 
data in CGD (2015) - (a) depth to top of groundwater table or Vp > 1,400 m/s, 
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Plotted in Figure 4.4 are the Christchurch time-KDR,LF data pairs based on laboratory 
and field testing (denoted by triangles) compared with the relationship developed by Hayati 
and Andrus (2009). Opposite to the observation in Figure 4.2, all four Christchurch data 
pairs shown in Figure 4.4 plot above the Hayati and Andrus (2009) relationship. 
There are several possible explanations for why all Christchurch data points plot 
above the Hayati and Andrus (2009) relationship shown in Figure 4.4.  Four possible 
explanations are: 1) Error in the laboratory-to-field correction of CRR. Values of Kσ and 
K0 must be assumed to adjust laboratory CRR to equivalent field values. If K0 of 0.5 is 
assumed, the value of KDR,LF for Riccarton Road would decrease by about 10%, which 
explains some but not all of the difference. 2) Error in the FC correction applied to the cone 
tip resistance. Studies (e.g., Maurer et al. 2015a; Robertson 2015) have indicated that the 
FC corrections recommended by Youd et al. (2001) and Idriss and Boulanger (2008) yield 
low estimates of CRR, which in turn result in high estimates of KDR,LF. Values of KDR,LF 
given in Table 4.2 would reduce by about 20% if the modified fines correction relationship 
proposed by Robertson (2015) is assumed. 3) Error in the CRR curve for 50% probability 
of liquefaction. The accuracy of the probability curve depends on the field case history data 
and the mathematical model applied to the data. 4) Error in the assumption that the aging 
clock is reset completely when FS < 1.0.  If the aging clock is not reset completely, the 




Figure 4.4. Time-KDR data pairs for Christchurch and Kaiapoi based on laboratory cyclic 
testing and/or field penetration testing compared with the relationship by 
Hayati and Andrus (2009). 
 
4.4  KDR from Field Tests 
A third approach to estimating KDR is by back-calculation through a comparison of 
the computed liquefaction potential index (LPI, Iwasaki et al. 1982) with an LPI threshold 
based on observed ground behavior, herein denoted as KDR,F. Given in Table 4.3 are the 
LPI thresholds based on the calibration study of Maurer et al. (2015) and the liquefaction 
severity criteria for Christchurch developed by Green et al. (2014) using the Idriss and 
Boulanger (2008) liquefaction assessment procedure. The LPI thresholds separating cases 
of minor and moderate-severe surface manifestations of liquefaction is 6-8 for sandy soil 
sites and 8-15.5 for silty soil sites. 
 
KDR = 0.13 log(t) + 0.82
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Table 4.3. LPI thresholds based on Maurer et al. (2015). 
Liquefaction manifestation All sites Sites with Ic10 < 2.05a Sites with Ic10 ≥ 2.05a 
None < 6 < 6 < 15.5 
Minor 6-8 6 15.5 
Moderate-severe > 8 > 6 > 15.5 
aIc10 = average CPT soil behavior type index in the top 10 m. 
 
Maurer et al. (2014) applied this third approach to the results from cone testing at 
8 CPT sites in Kaiapoi (Figure 4.1) where moderate to severe manifestations of liquefaction 
occurred in September 2010; and minor to moderate manifestations occurred in February 
2011. Using the Idriss and Boulanger (2008) assessment procedure and assuming an LPI 
threshold of 7.5 for the February 2011 event, Maurer et al. (2014) obtained a median KDR,F 
value of 0.78. Considering that the CPTs were conducted in November 2010, a KDR,F of 
0.78 would plot very close to the best-fit line in Figure 4.4 at an age of 0.47 years. 
To better understand the Kaiapoi case history, the back-calculation of KDR,F is 
repeated in this study using the same 8 CPT profiles analyzed by Maurer et al. (2014) and 
the LPI thresholds separating minor and moderate-severe liquefaction surface 
manifestations given in Table 4.3. Presented in Table 4.4 is a summary of mean properties 
for the 8 CPTs. Because all 8 CPTs terminate in materials with high cone tip resistance, FS 
> 1 is assumed below the termination depth. Peak horizontal ground acceleration (PGA) at 
each site is estimated from the conditional median PGA contours developed by Bradley 
(2014). Because a zone of low Vp measurements below the groundwater table exists at a 
nearby site (VsVp-36464 located about 200 m from CPT-1273, CGD 2015), an 
unsaturation correction factor (KS) is applied to CRR in the calculation of KDR,F values listed 
in Table 4.4.  
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LPI = 8 LPI = 6 or 15.5 
1268 9/2010 11/2010 2/2011 0.47 6.1 1.5 2.18 22 87 0.188 0.73 0.50c 
1270 9/2010 11/2010 2/2011 0.47 7.3 0.9 1.77 10 108 0.186 1.03 1.17d 
1272 9/2010 11/2010 2/2011 0.47 9.2 1.0 1.83 10 138 0.188 0.80 0.87d 
1273 9/2010 11/2010 2/2011 0.47 10.6 1.3 2.01 15 97 0.19 0.83 0.90d 
1275 9/2010 11/2010 2/2011 0.47 11.0 1.0 1.89 10 132 0.192 0.86 0.93d 
1278 9/2010 11/2010 2/2011 0.47 10.2 0.5 1.86 13 124 0.19 0.81 0.90d 
1291 9/2010 11/2010 2/2011 0.47 8.0 1.9 1.76 8 107 0.185 0.68 0.76d 
1292 9/2010 12/2010 2/2011 0.47 10.3 1.1 2.00 16 101 0.19 1.02 1.10d 
          Average = 0.85 0.89 
aAge = time between last prior liquefaction and cone testing. 
bGWT = groundwater table; Ic10 = average Ic in the top 10 m; FC = fines content estimated from Ic-FC relationship of Robertson and Wride (1998); qc1Ncs 
= CPT tip resistance corrected for fines content and overburden pressure based on procedure of Idriss and Boulanger (2008); PGA = peak horizontal 
ground acceleration; and KDR,F  = deposit resistance correction factor based on field tests. 
cKDR,F based on LPI threshold = 15.5. 




Shown in Figure 4.5 are selected cone profiles for Kaiapoi CPT-1278. It can be 
seen in Figures 4.5(a), 4.5(b) and 4.5(c) that the soil transitions from silty sand (low qt; 
friction ratio, FR > 1 and Ic > 2.0) to clean sand (higher qt; FR < 1 and Ic < 2.0) at a depth 
of 3.8 m. Values of qt continue to increase and likely represent the top of the denser 
Riccarton Gravel below the depth of 8 m. The unsaturation correction presented in Figure 
4.5(e) is applied to all 8 CPT profiles.  It is based on Vp measurements at the VsVp-36464 
site and the relationship by Hossain et al. (2013). Profiles of CRR and the cyclic stress ratio 
(CSR), which represents the loading on the soil, based on the Idriss and Boulanger (2008) 
procedure are presented in Figure 4.5(f). A plot showing the cumulative contributions to 
LPI with depth is shown in Figure 4.5(g). It can be seen in Figure 4.5(g) that LPI remains 
constant below the depth of 6 m, where FS is > 1. 
KDR,F is back-calculated by adjusting the correction applied to each profile until the 
assumed LPI threshold is obtained. Computed average values of KDR,F applying the 
unsaturation correction are 0.85 or 0.89, depending on the assumed LPI threshold. Without 
the unsaturation correction, average values of KDR,F are 0.88 and 0.93, respectively. The 
difference between KDR,F values with and without the unsaturation correction is small 
because layers below 3.3 m are contributing significantly to LPI. In both cases, KDR,F values 
computed in this study are slightly higher than the median value of 0.78 obtained by Maurer 
et al. (2014). This difference may be the result of different assumed PGAs. Nevertheless, 
as seen in Figure 4.4, the back-calculated KDR,F for Kaiapoi (denoted by a square) is in 




Figure 4.5.  CPT profile from testing at CPT-1278 in Kaiapoi. 
 
4.5  Measured to Estimated Shear Wave Velocity Ratio 
The ratio of measured small-strain shear wave velocity (VS) to estimated VS based 
on penetration resistance (MEVR) is a promising proxy variable for the influence of aging 
processes on soils (Hayati and Andrus 2008; Andrus et al. 2009; Hayati and Andrus 2009).  
Listed in Table 4.5 are measured and estimated VS adjusted to a clean sand equivalent and 
a reference overburden pressure of 100 kPa (VS1cs) for Kilmore Street, Gainsborough 
Reserve and Riccarton Road. Values of MEVR given in Table 4.5 agree with the study of 
Christchurch by McGann et al. (2015), and are similar to ratios computed for recently 
liquefied deposits in other areas of the world. 
Presented in Figure 4.6 are the four Christchurch MEVR-KDR data pairs compared 
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relationship, and the other two plot within the scatter of the data compiled by Hayati and 
Andrus (2009). Thus, the four cases and the previously published relationship compare 
well. The KDR values of 0.91 and 1.07 for Kilmore Street support the young ages assumed 
in Tables 4.1 and 4.2 and in Figures 4.2 and 4.4. 
 
Table 4.5. MEVR-KDR data pairs for Christchurch cases. 
Area Measured Vs1csa qc1Ncsb Estimated Vs1cs
c MEVR KDR,LFd 
Kilmore Street 155 74 169 0.92 0.91 
Kilmore Street 169 86 175 0.97 1.07 
Gainsborough Reserve 152 70 167 0.91 1.19 
Riccarton Road 157 73 169 0.93 1.37 
aDownhole testing at Kilmore Street near sample borehole (Taylor 2015); crosshole testing at 
Gainsborough Reserve (VsVp-38176) and Riccarton Road (VsVp-38170) (CGD 2015). 
bClean sand correction based on procedure of Youd et al. (2001). 
cEstimated Vs1cs = 62.6(qc1Ncs)0.231 (Andrus et al. 2004b). 
dKDR,LF  = deposit resistance correction factor based on laboratory and field tests. 
 
 
Figure 4.6.  MEVR-KDR data pairs for Christchurch compared with the relationship by 
Hayati and Andrus (2009). 
 
KDR = 1.08MEVR - 0.08
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4.6  Summary 
The influence of age on liquefaction resistance of Holocene alluvial and marine 
soils in Christchurch and Kaiapoi was assessed using three approaches. The approaches 
involved: 1) a comparison of CRR values from laboratory testing of intact and remolded 
specimens; 2) a comparison of CRR values from laboratory testing of intact specimens and 
charts based on field CPT; and 3) a comparison of computed LPI with an LPI threshold 
based on observed ground behavior. The possible influence of unsaturated conditions was 
considered. All three approaches provided results consistent with the soil age correction 
factors proposed by Hayati and Andrus (2009). The results for the Holocene alluvial and 
marine soils indicate behavior similar to deposits that are less than a few years old, which 
may be explained by disturbance caused during recent liquefaction prior to the field 




LIQUEFACTION RESISTANCE OF PLEISTOCENE LOESS-COLLUVIUM3 
5.1  Introduction 
During the 2010-2011 Canterbury, New Zealand earthquake sequence, 
liquefaction-induced permanent ground deformations caused extensive damage to 
residential houses and infrastructure in many areas in and around Christchurch. Shown in 
Figure 5.1 is the extent of surficial manifestations of liquefaction within Holocene deposits 
beneath Christchurch (Cubrinovski et al. 2012) and ground deformations in the Port Hills 
(Massey et al. 2013) caused by the 22 February 2011 earthquake. Ground deformations in 
the Port Hills have been attributed to various factors, including cliff collapse and boulder 
roll, ridge and crest slope failure, toe slumping, incipient slide or quasi-topple, as well as 
retaining wall and fill failure (Dellow et al. 2011; Tonkin and Taylor 2015; White 2016). 
This section deals with the incipient slides or quasi-topples in Pleistocene loess-colluvium 
deposits located at the base of the Port Hills, identified in Figure 5.1 as Class II mass 
movement. Massey et al. (2013) defined Class II mass movements as those that have the 
capacity to cause severe damage to infrastructure. 
                                                 
3 A similar version of this chapter is published in the Proceedings of the 3rd International Conference on 
Performance-based Design in Earthquake Geotechnical Engineering (PBD-III); Bwambale, B., and Andrus, 
R. D. (2017). “Liquefaction resistance of Pleistocene loess-colluvium deposits near Christchurch, New 
Zealand,” Paper No. 206. 
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Figure 5.1. Map of the Christchurch-Port Hills area showing zones of surface 
manifestations of liquefaction generated by the 22 February 2011 earthquake 
(Cubrinovski et al. 2012), areas of ground cracking and mass movement 
(Massey et al. 2013), and six sites of seismic piezocone testing (CGD 2015). 
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Investigations conducted by various researchers within the Class II mass movement 
areas include: field mapping, cone penetration testing with pore pressure and shear wave 
velocity measurements (SCPTu), subsurface drilling, sampling, and laboratory testing. 
Data collected during some of these investigations are available at the New Zealand 
Geotechnical Database (NZGD 2016), formerly known as the Canterbury Geotechnical 
Database (CGD 2015). Plotted on the map shown in Figure 5.1 are locations of six SCPTu 
sites. Five of the six SCPTu sites plot within the Class II mass movement zone. The other 
site (SCPTu 14651) plots 6 m downslope of the Class II mass movement zone. Detailed 
SCPTu profiles and borehole data are presented in Appendix B. 
5.2  Geologic and Seismologic Setting  
The Port Hills are part of the Banks Peninsula, an area defined by two overlapping, 
eroded and partially submerged volcanic cones. Volcanic activity between 11 and 8 million 
years ago resulted in the formation of the Lyttelton and Akaroa volcanic cones (Brown et 
al. 1995; Forsyth et al. 2008). During the Pleistocene, silt-size materials generated from 
glacial grinding of the Southern Alps were first carried by glacier water flows and 
deposited on the fluvio-glacial outwash fans, and then carried by winds and accumulated 
as loess on the slopes and valleys of the eroded volcanic complex (Bell and Trangmar 1987; 
Brown et al. 1995). Subsequent freezing/thawing actions and erosion resulted in re-
deposition of the loess further downslope forming the loess-colluvium deposits at the base 
of Port Hills and other foot-slope areas of Banks Peninsula (Griffiths 1973; 1974). 
Based on the surficial geology map by Forsyth et al. (2008), the areas of Class II 
mass movement plotted in Figure 5.1 generally correspond to the interface between the 
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valley alluvium with age up to 12,000 years and the loessial deposits with age of 12,000 to 
524,000 years. The loess-colluvium deposits in the foot-slope areas of Port Hills typically 
extend to more than 20 m depths. 
As characterized by Bell and Trangmar (1987), the loess-colluvium is composed of 
sub-angular silts and fine sands mixed with about 10% volcanic fragments. The silt to sand-
sized particles are primarily composed of greater than 50% quartz and about 20% feldspars. 
The loess-colluvium generally classifies as non-plastic to low-plasticity sandy silt. A trace 
amount of carbonaceous material is noted at a depth of 2.5 m in the log for borehole 
BH_9534, located 8 m from SCPTu 14543. However, there is no mention of carbonaceous 
material at any other depth in the borehole log or in the logs of other boreholes within 100 
m of all six SCPTu sites. 
The 2010-2011 Canterbury earthquake series included moderate to strong ground 
shaking on 4 September 2010 (moment magnitude, Mw 7.1), 22 February 2011 (Mw 6.2), 
13 June 2011 (Mw 6.0), and 23 December 2011 (Mw 5.9). These four earthquakes occurred 
on different fault segments underlying the Canterbury plains and the Port Hills (Gledhill et 
al. 2011; Holden et al. 2011; Brackley 2012; Kaiser et al. 2012). Ranges of peak horizontal 
ground accelerations (PGA) generated by these four earthquakes at the six SCPTu sites 
were 0.25-0.32, 0.54-0.74, 0.25-0.53 and 0.17-0.35 g, respectively (Bradley 2014). The 
February 2011 earthquake generated the highest PGAs and was the most destructive, as it 
occurred closest to the city of Christchurch, trending east-northeast near the base on the 
Port Hills. 
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The Port Hills loess-colluvium deposits experienced permanent downslope 
movements up to 0.35 m at several locations during the February 2011 event. Some 
downslope movement also occurred near SCPTu sites 14552 and 14556 during the 
September 2010 event. Dellow et al. (2011) and Tonkin and Taylor (2015) attributed the 
movement to strong ground shaking, sloping ground, weak loess-colluvium soils, and 
temporary loss of supporting strength by alluvial deposits at the base of the slopes. The 
movement resulted in tension cracks with small amounts of vertical displacement in the 
head-scarp areas and bulging of the ground near the toe areas. Presented in Figures 5.2(a) 
and 5.2(b) are photographs of the terrain at SCPTu 14540 and 14651, respectively. Based 
on a review of available reports, no sand/silt boil has been connected to the loess-colluvium 






   Figure 5.2. Photographs showing terrain at (a) Bridle Path Road, and (b) Centaurus Park 
on 16 February 2016. 
154 Bridle Path Road 
(a) 




5.3  Field Data 
Presented in Table 5.1 is a summary of conditions at the six SCPTu sites. Average 
ground slopes range from 8 to 16 degrees, estimated using Google Earth (2016) online 
software. Measured depths to the groundwater table (GWT) vary from 3.9 m within the 
zone of mass movement to 1.3 m just below the compressional zone. Distances to mapped 
liquefaction are based on Figure 5.1. The mapped surface manifestations at 426 Port Hills 
Road are likely the result of liquefaction in the Holocene alluvium. 
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Table 5.1. Summary of the six SCPTu sites. 
Location 
































LPI = 6 LPI = 15.5 
79 Landsdowne Terrace 
(14538b) 
15 531 11/2012 24 3.85 2.34 29 86 3.32 0.54 2.39 1.66 
154 Bridle Path Road 
(14540b) 
12 784 10/2012 25 3.70 2.38 33 61 2.92 0.74 3.97 2.83 
426 Port Hills Road 
(14543b,c) 
16 3 10/2012 18 2.00 2.40 31 63 3.39 0.63 4.59 3.31 
62 Vernon Terrace 
(14552b) 
8 451 10/2012 24 1.52 2.47 32 75 1.88 0.60 3.16 2.26 
44 Vernon Terrace 
(14556b) 
8 363 10/2012 20 1.61 2.62 37 66 1.67 0.60 2.89 1.80 
17 Ramahana Road 
(14651d) 
9 126 11/2012 25 1.33 2.47 32 70 1.67 0.58 3.53 2.59 
          Average = 3.42 2.41 
aGWT = groundwater table; Ic10 = average cone soil behavior type index in top 10 m; FC = fines content based on relationship of Robertson and Wride 
(1998); qt1Ncs = cone tip resistance corrected for fines content and overburden pressure based on Idriss and Boulanger (2008); PGA = peak horizontal 
ground acceleration from Bradley (2014); and KDR = correction factor to account for aging processes. 
bSite within Class II mass movement area.  
cSite within area of mapped minor liquefaction.  
dSite below Class II mass movement area. 
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Shown in Figure 5.3 is the SCPTu profile obtained from 17 Ramahana Road. The 
tip resistance (qt) profile shown in Figure 5.3(a) has been corrected for pore water pressure 
acting behind the cone tip; and the friction ratio (FR) in Figure 5.3(b) is the ratio of sleeve 
resistance (fs) to qt expressed in percentage. Low qt and high FR often indicate silts and 
clays, while high qt and low FR often indicate sandy soils. The hydrostatic pore water 
pressure (u0), which is taken as the product of depth below GWT and unit weight of water, 
and the cone pore water pressure (u2) measured just above the cone tip are shown in Figure 
5.3(c). Freely draining soils do not generate a lot of excess cone pore water pressures and, 
thus, u2 and u0 values at a given depth are similar in sands. On the other hand, low 
permeability soils generate higher excess pore water pressures and, hence, exhibit greater 
differences between u0 and u2 at a given depth. Negative u2 can be the result of either an 
unsaturated pore pressure transducer or dilative material. The shear wave velocity (Vs) 
profile in Figure 5.3(c) indicates increasing small-strain stiffness with depth, which agrees 
with the overall trend in increasing high-strain qt. 
Shown in Figure 5.3(e) is an interpretive soil profile for the 17 Ramahana Road site. 
The upper 10 m of the profile consists of clayey silt to silt with sand (ML), based on 
borehole BH_10235 located 8 m away from SCPTu 14651. The lower 10 m is based on 
borehole BH_10234 located 40 m away from SCPTu 14651 (CGD 2015), and consists of 
sandy clay (CL). 
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Figure 5.3. SCPTu profile from 17 Ramahana Road and interpretive soil profile based on 
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5.4  Measured to Estimated Shear Wave Velocity Ratio 
The ratio of measured Vs to estimated Vs based on penetration resistance and a 
reference-age deposit (MEVR) is a promising index for quantifying the influence of aging 
processes in soil (Andrus et al. 2009). The estimated Vs for a sand deposit of about 6 years 
can be calculated using the relationship of Andrus et al. (2004b) based on the dimensionless 
equivalent clean sand cone tip resistance corrected for overburden pressure (qt1Ncs). 
Shown in Figure 5.4 are profiles of MEVR for the six SCPTu sites. MEVR ranges 
from 0.9 to 1.9, with average of 1.32, above a depth of 6.5 m. Below a depth of 6.5 m, 
MEVR ranges from 1.3 to over 4.0, with average of 2.77. These averages do not include 
the three points where estimated uncertainty associated with Vs measurements is > 34% 
(noted with * in Figure 5.4). The zone of lower MEVR above a depth of 6.5 m likely 
experienced the highest shearing strains during the February 2011 earthquake. 
Summarized in Table 5.2 are average values of MEVR for selected layers compiled 
for comparison with the relationship by Andrus et al. (2009). The criteria for selecting 
layers include: 1) the layer is below groundwater table; 2) qt, FR, Vs and cone soil behavior 
type index (Ic) are fairly uniform within the layer; 3) average Ic ≤ 2.60 within the layer; 4) 
the layer is at least 2 m thick for depths ≤ 10 m and at least 3 m thick for depths > 10 m; 
and 5) at least 80% of the Vs measurement interval is within the layer. Criterion 4 is adopted 
because the strength of stress waves decreases with depth in downhole Vs testing, affecting 
the quality of travel time measurements as depth increases. 
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Figure 5.4. MEVR profiles for the six SCPTu sites. 
 




















Measured to estimated 
shear wave velocity 
ratio, MEVR 
14540 5.0-7.0 1.44 0.91 158 2.57 1.04 
14540 9.3-13.2 2.55 1.16 347 2.51 3.11 
14543 2.0-4.0 2.49 1.34 215 2.32 1.34 
14543 6.0-12.0 1.83 0.71 317 2.45 2.56 
14552 2.1-4.0 2.81 1.13 221 2.22 1.34 
14651 3.0-5.0 1.19 1.77 143 2.59 0.90 
14651 13.0-16.0 3.71 2.18 350 2.56 3.08 
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Compared in Figure 5.5 are the values of MEVR for selected loess-colluvium layers 
tabulated in Table 5.2 (denoted with diamonds) and the data compiled by Andrus et al. 
(2009) (denoted with circles). An approximate age of 12,000 years is assumed in the 
plotting of the loess-colluvium points. The loess-colluvium points that plot closest to the 
best-fit relationship by Andrus et al. (2009) are from layers < 7 m deep, where the largest 
shearing strains likely occurred during the February 2011 event. The loess-colluvium 
points for depths > 7 m plot well above the best-fit relationship, regardless of the assumed 
age. MEVR values for the loess-colluvium below 7 m are much higher than values < 1.0 
obtained for the Holocene alluviual/marine deposits in Christchurch (McGann et al. 2015). 
In addition to lower strain levels, another possible explanation for high MEVR below 7 m 
is the influence of greater fines content on aging processes. As indicated in Figure 5.3, the 
loess-colluvium at 17 Ramahana Road contains a greater amount of fines below 9 m. 
Additional study is needed to better understand the influence of fines content on MEVR. 
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Figure 5.5. Time-MEVR data pairs from the loess-colluvium compared with data and 
relationship by Andrus et al. (2009). 
 
5.5  Liquefaction Potential and Back-Calculated Correction Factor 
The liquefaction potential index (LPI) method of Iwasaki et al. (1982) is applied to 
the six SCPTu profiles to assess liquefaction potential of the loess-colluvium. The LPI 
method links factor of safety against liquefaction (FS) to potential for ground damage at a 
level ground site. LPI is a cumulative index that considers proximity of the liquefiable layer 
to the ground surface, layer thickness, and extent to which FS is < 1.0 within the top 20 m. 
Thicker liquefiable layers closer to the ground surface tend to exhibit higher LPI. LPI of 0 
and 100 are obtained when FS is > 1 and FS is < 1, respectively, everywhere in the topmost 
20 m. 
Presented in Figure 5.6 is a summary of LPI calculations for the 17 Ramahana Road 
SCPTu site. Summary calculations for the other SCPTu sites are presented in Appendix B. 
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Profiles of the cone tip resistance normalized to an overburden pressure of 100 kPa (qt1N) 
and the equivalent clean-sand normalized tip resistance (qt1Ncs) estimated based on the 
procedure of Idriss and Boulanger (2008) are plotted in Figure 5.6(a). The Ic profile is 
plotted in Figure 5.6(b). Soils with Ic > 2.60 are generally considered to be too rich in clay 
to liquefy (Robertson and Wride 1998; Youd et al. 2001) and, thus, are screened out of the 
LPI calculations. The profile of cyclic stress ratio (CSR) presented in Figure 5.6(d) denotes 
the amount of seismic loading exerted on the soil, which depends on Mw and PGA. PGAs 
are estimated from the conditional contours developed by Bradley (2014). The capacity of 
the soil to resist liquefaction is represented by the cyclic resistance ratio (CRR). CSR and 
CRR are computed using the procedure of Idriss and Boulanger (2008). FS is defined as 
CRR divided by CSR. Plotted in Figure 5.6(f) are the cumulative LPI profiles computed 
with and without a correction factor to account for the influence of aging processes on CRR 
(KDR), including interlocking of grains, cementation, and stress history. Without a 
correction for aging processes (i.e., KDR = 1.0), LPI for the 17 Ramahana Road site is 38. 
Similar high LPI values (ranging from 25 to 48) are obtained for the other five sites, which 
incorrectly suggest severe liquefaction. 
As indicated in Table 4.3, the LPI threshold separating level-ground areas of 
Holocene deposits in Christchurch with no surface manifestations of liquefaction from 
those with surface manifestations is 6 when all sites are considered and 15.5 when just silty 
soil sites (Ic10 ≥ 2.05) are considered. Assuming LPI thresholds of 6 and 15.5 for the loess-
colluvium, average back-calculated KDR values of 3.42 and 2.41, respectively, are obtained 
as summarized in Table 5.1. 
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Figure 5.6. Determination of liquefaction potential for the 17 Ramahana Road SCPTu 
















































5.6  Comparison with Relationships by Hayati and Andrus 
Presented in Figure 5.7 are average back-calculated KDR values for the loess-
colluvium (denoted with diamonds) compared with the relationships by Hayati and Andrus 
(2009) developed from results of testing at 26 sites with FC < 25% in the United States, 
Canada, Japan and Taiwan (denoted with circles). The upper and lower diamonds 
correspond to the assumed LPI thresholds of 6 and 15.5, respectively. The vertical line 
connecting the two points indicates a range of possible average KDR values, depending on 
the assumed threshold. Given that a threshold of 15.5 is more appropriate for silty sites 
with no to minor surface manifestations of liquefaction (Maurer et al. 2015a), the lower 
diamond in Figures 5.7(a) and 5.7(b) is likely closer to the actual average KDR value. The 
average MEVR value used in the plotting of the loess-colluvium points in Figure 5.7(b) is 
an average of the weighted values listed in Table 5.1, computed according to the relative 
contribution to LPI of each Vs measurement interval.  
As shown in Figure 5.7(a), the loess-colluvium KDR values exceed the time-KDR 
relationship by Hayati and Andrus (2009) for all possible ages. Because the loess-
colluvium range plots well above the relationship, there is likely one or more other factors, 
in addition to time, contributing to the high liquefaction resistance. 
As shown in Figure 5.7(b), there is good agreement with the loess-colluvium 
average KDR values and the extrapolated MEVR-KDR relationship of Hayati and Andrus 
(2009). This observation supports the conclusion that the back-calculated KDR values are 
not in error as much as Figure 5.7(a) might suggest, and there is at least one other factor 




Figure 5.7. Back-calculated KDR for the loess-colluvium compared with relationships by 
Hayati and Andrus (2009) based on (a) time, and (b) MEVR. 
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The influence of fines content on the rate of aging processes is one factor that might 
explain high KDR obtained for the loess-colluvium. Although an LPI threshold of 15.5 
accounts for the influence of fines content on liquefaction resistances observed in 
Christchurch Holocene silty soils, it does not explain the relatively high values of Vs, MEVR 
and KDR obtained for the loess-colluvium. More work is needed to better understand the 
influence of fines on aging processes. 
Another factor that might explain the high KDR values is unsaturated conditions 
below the groundwater table. Laboratory cyclic test results indicate that liquefaction 
resistance can be significantly higher in soils with degree of saturation < 100.0% (Ishihara 
et al. 1998; Hossain et al. 2013). Field test results that indicate the degree of saturation, 
such as compression wave velocity measurements, were not available at the time of this 
study. If the loess-colluvium is unsaturated below the groundwater table, back-calculated 
values of KDR could be lower.  
5.7  Summary 
Permanent horizontal ground displacements up to 0.35 m occurred at several 
locations in the moderately sloping Port Hills loess-colluvium deposits during the 2010-
2011 Canterbury, New Zealand earthquake sequence. However, no sand/silt boil has been 
connected to these deposits and it is generally believed that they did not liquefy during any 
of the Canterbury earthquakes. If no correction is made for aging processes, severe 
liquefaction is incorrectly predicted for the loess colluvium. Back-calculated correction 
factors necessary for correctly predicting behavior ranged from 2.4 to 3.4.  Results indicate 
that MEVR is a more robust predictor of KDR than time.  
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CHAPTER 6 
LIQUEFACTION CHARACTERIZATION OF A 200,000-YEAR-OLD BEACH 
DEPOSIT NEAR CHARLESTON, SOUTH CAROLINA4 
6.1  Introduction 
The August 31, 1886 Charleston earthquake is the largest historic event ever 
experienced on the east coast of the United States with significant physical damage to 
homes and infrastructure (Bollinger 1977; Côté 2006).  Much of the damage in the greater 
Charleston, South Carolina region has been associated with liquefaction-induced ground 
failures (Dutton 1889). As indicated by Dutton (1889) and Heidari and Andrus (2012), 
several of the mapped ground failures occurred in the 200,000- to 240,000-year-old Ten 
Mile Hill beds sand facies (Qts). 
Heidari and Andrus (2012) studied the liquefaction potential of Qts deposits as part 
of a broader liquefaction potential characterization of four major Pleistocene beach sand 
deposits covering the greater Charleston area.  Their study involved an analysis of seismic 
piezocone penetration measurements at 13 sites within Qts.  Eleven of the Qts seismic 
piezocone sites studied by Heidari and Andrus (2012) are located within a distance of 5 to 
15 km from Woodstock fault zone, the assumed source of the 1886 earthquake. Eight of 
the eleven sites were part of an investigation that targeted areas of liquefaction during the 
1886 Charleston earthquake.   
                                                 
4 A similar version of this chapter is being prepared for publication in ASCE Journal of Geotechnical and 
Geoenvironmental Engineering; Bwambale, B., Andrus, R. D., Gathro, J., Heidari, T., and Cramer, C. H. 
(2018). “Liquefaction characterization of a 200,000-year-old beach deposit near Charleston, South Carolina.” 
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 The purpose of this chapter is to reevaluate the liquefaction potential of Qts 
deposits based on seismic piezocone and seismic cone penetration measurements at 46 sites 
located 5 to 30 km from Woodstock fault. This chapter also includes a back-calculation of 
an average correction factor to account for the effect of aging processes or diagenesis on 
liquefaction resistance of Qts, using estimates of peak horizontal ground accelerations for 
the 1886 earthquake. 
6.2  Geology and Seismology 
As shown on the surficial geologic map presented in Figure 6.1, the Ten Mile Hill 
beds clean sand facies (Qts) is one of seven dominant surficial Quaternary beach deposits 
covering the greater Charleston area. Surficial deposits of Qts are mostly found within a 
nearly 2 to 7 km wide band, extending in the northeast direction parallel to the Atlantic 
coast, at elevations ranging from 10 to 15 m (Weems and Lemon 1988, 1993). Estimates 
of the age of Qts vary from 200,000 to 240,000 years. Qts is generally underlain by the Ten 
Mile Hill beds clayey sand to clay facies and, to a lesser extent, the fossiliferous sand facies 
of the Ten Mile Hill beds and the Daniel Island beds. Below these Quaternary deposits lay 
the Tertiary Goose Creek limestone and the Ashley Formation of the Cooper Group, 
commonly known as Cooper Marl. 
Also shown on the map in Figure 6.1 is the trace of Woodstock fault zone as 
inferred by Durá-Gómez and Talwani (2009) from post 1886 Charleston earthquake 
macroscopic observations, analysis of instrumentally recorded seismic data between 1974 
and 2004, and a geomorphic study of displaced river channels. The Woodstock fault zone 
is a complex system of faults consisting of a nearly 50 km long N30ºE oriented, northwest 
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dipping, right-lateral strike slip fault, and three short northwest-southeast striking, inward 
dipping, reverse faults.  The Woodstock fault is divided into two steeply dipping north and 




Figure 6.1. Map of surficial beach sand deposits in the greater Charleston area and the 
inferred trace of the Woodstock fault zone (modified from Weems et al. 2014; 
Heidari and Andrus 2012). Plotted on the map are sites within Qts of 
conspicuous craterlets, horizontal displacements, areas of observed 
disturbance along railway lines, and SCPT and SCPTu. 
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The August 31, 1886 Charleston earthquake has been associated with the 
Woodstock fault. Extensive ground failures occurred near the fault zone, as well as in 
surrounding areas. Estimates of moment magnitude (Mw) for this earthquake based on the 
analysis of ground shaking intensity and liquefaction case history data, range between 6.6 
and 7.3 (Bakun and Hopper 2004; Hayati and Andrus 2008; Talwani and Gassman 2008; 
Heidari and Andrus 2010; Cramer and Boyd 2014).  
Although Qts is one of the older geologic units, it experienced the most ground 
failures of the seven dominant beach deposits (Dutton 1889; Heidari and Andrus 2012).  
Plotted on the map in Figure 6.1 are sites of major conspicuous craterlets (symbolized by 
solid circles) and horizontal ground displacements (symbolized by hollow circles) within 
Qts deposits mapped by Earle Sloan following the 1886 Charleston earthquake (Dutton 
1889). Also shown on the map are locations of ground disturbances along railroads based 
on field notes by Earle Sloan and W. J. McGee, which are summarized in Table 6.1 (Dutton 
1889; Peters and Hermann 1986). Presented in Figures 6.2 and 6.3 are photographs 
showing ground failures at site numbers 5 and 6, respectively.  It is observed that all 
mapped ground failures in Qts occurred within a distance less than 15 km from the inferred 
Woodstock fault.  
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Table 6.1. Ground behavior in Qts along railroads during the 1886 Charleston earthquake 
(adapted from field notes by Earl Sloan and W. J. McGee as cited by Dutton 












Description of Disturbance 
Charleston and Savannah Railroad 
1 22.7 32.766956 -80.217870 --- End of continuous sinuous flexures; higher and 

















North of track 460 m, a 600-m-long fissure 
occurred with series of craterlets trending 
S80ºW 









Road depressed 460 mm over 90 m length 





















Road undermined by craterlet (2.4 m x 1.8 m 
and 3 m deep); adjacent ditches blocked with 
expelled sand from craterlets 
Slight strain southward 
Slight depression of 100 mm 
 --- --- --- --- Disturbances were rare between mile points 
27.57 and 28.71 
South Carolina Railroad 
5 9.23 32.895391 -80.025498 6.02 Kink in track; train derailed and wrecked to the 
east; craterlets increasing in size and number 
6 10.0 32.904402 -80.033925 7.62 Superstructure jammed to the south; craterlets 














Track severely distorted to the southeast 
Roadbed depressed 460 mm under 18 m chord 

















Superstructure shifted 100 mm to the east 
Long flexure with 100 mm ordinate to the east 
Borrow pit excavation 1.8 m deep with many 

















Fish-plates broken; rails parted 220 mm 
Sliding frog (switch) sheared and shifted 200 
mm to the south; craterlets abundant 




Figure 6.2.  Derailed north-bound locomotive near Ten Mile Hill, mile point 9.23 on the 
South Carolina Railroad (Dutton 1889). 
 
 
Figure 6.3.  View of craterlet at Ten Mile Hill on the South Carolina Railroad. (Photograph 
from “George L. Cook’s Earthquake Views”; courtesy of the South 
Caroliniana Library Archives, University of South Carolina, Columbia, 
South Carolina). 
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Based on an analysis of information along the railway lines in Table 6.1, 
approximately 8 – 11% of the area covered by Qts along the railway lines experienced 
moderate to severe surface manifestations of liquefaction, 5 – 8% experienced minor 
liquefaction-related ground failures, and 83 – 84% did not show any liquefaction surface 
manifestations. It is assumed that areas within a radius of 80 meters (0.05 mile) from 
observed craterlets were classified as moderate to severe liquefaction. Areas were 
classified as minor liquefaction if fissures and depressions were present, and no 
liquefaction if there were no observed disturbances or craterlets along the railway lines. 
Presented in Figure 6.4 is a histogram showing distribution of mapped ground 
failures (Dutton 1889) within Qts deposits relative to Woodstock fault. The ground failures 
include nine horizontal displacements and fourteen conspicuous craterlets. Although Qts 
deposits extend to about 40 km from the fault, mapped ground failures occurred only within 
15 km from the fault. Also plotted are ground disturbances observed along the three railway 
lines. The farthest point measured from the fault, on the railway lines within Qts deposits 
is about 11.4 km, and the combined length of the railway lines is approximately 17.8 km. 
It is noted that the observed ground failures along the railway lines are within regions where 




 Figure 6.4.  Frequency of mapped ground failures during the 1886 Charleston earthquake 
presented in Dutton (1889), relative to Woodstock fault. 
 
6.3  Cone Penetration Test Database 
Thirty seismic cone penetration test (SCPT) profiles and 17 seismic piezocone 
penetration test (SCPTu) profiles are used in this study to characterize the liquefaction 
probability of Qts deposits. The SCPT profiles are from the United States Geologic Survey 
online database (earthquake.usgs.gov/research/cpt/data/charleston/) compiled by Thomas 
Holzer and his colleagues. Four of the 17 SCPTu profiles are from the database compiled 
by Mohanan (2006), and nine from Heidari (2011). The other four SCPTu profiles are from 






























Distance from Woodstock Fault, df (km)
Cooper River
Extent of Qts deposits
A A' A''
Ground failure in Qts along railway lines
III. Northeastern railway line
I. Charleston and Savannah railway line
II. South Carolina railway line
Length   % Ground failure in Qts along
in Qts          railway line
(km)      None   Minor   Moderate-severe
I.      9.5          83 9 8
II.    4.3           84 5 11
III.   4.0           83 8 9
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30 SCPT sites (open triangles) and 17 SCPTu sites (solid triangles) are shown on the map 
in Figure 6.1. 
Presented in Figure 6.5 is a sample SCPTu profile. The cone tip resistance (qc) in 
Figure 6.5(a) is corrected to account for the influence of pore-water pressure behind the 
cone. The friction ratio (FR) in Figure 6.5(b) is the sleeve friction divided by qc multiplied 
by 100%. Shown in Figure 6.5(c) are the hydrostatic pressure (u0) and the pore-water 
pressure (u2) measured by a transducer behind the cone tip. The shear wave velocity (Vs) 
in Figure 6.5(d) is based on the Snell’s Law refracted ray path method (Kim et al. 2004). 
The ratio of measured Vs to estimated Vs (MEVR) in Figure 6.5(e) is based on the method 
recommended by Andrus et al. (2009), where estimated Vs is determined from normalized 
qc and an empirical relationship for a 6-year-old clean sand deposit. The depth to top of 
Cooper Marl in Figure 6.5(f) is inferred from qc, FR, u2, Vs and MEVR profiles using the 
following general criteria: 1) qc is fairly constant; 2) FR is fairly constant and less than 2.0; 
3) u2 is at least 1000 kPa; (4) Vs is at least 300 m/s; and (5) MEVR is greater than or equal 
to 2.0.  
The Snell’s Law refracted ray path method was employed to calculate (and in some 
cases re-calculate) values of Vs, where sufficient information was available for the 
calculation.  Sufficient information was available for all 30 SCPT and many of the SCPTu 
profiles. Kim et al. (2004) recommended the Snell’s law ray path method because the 
simple straight ray path method can provide unreliable values of Vs, particularly near the 
ground surface where a great stiffness contrast exists between two adjacent layers. For the 
available Qts data, both methods generally give estimates of Vs that are within 2% of each 
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other below the depth of 3-4 times the source-to-hole offset, depending on the offset 
distance and Vs measurement interval depth. Slightly larger differences were observed for 
deeper layers where greater layer stiffness contrasts exist. A more detailed discussion of 
the Snell’s law ray path method is presented in Appendix C. Also presented in Appendix 
C are summary tables showing the results of the calculation or recalculation of Vs. 






























































Figure 6.6 shows two-dimensional profiles of the ground surface elevation, the top 
of Cooper Marl elevation, and the groundwater table elevation along alignment A-A'-A'' 
shown in Figure 6.1. Ground surface elevation information was available for 35 of the 47 
sites. For the other 12 sites, ground surface elevations were estimated using Google Earth 
online software (accessed July 2017). Computed elevations of the top of Cooper Marl 
generally agree with elevations indicated in the geologic cross sections provided in  Weems 
and Lemon (1988, 1993). It can be seen in Figure 6.6 that ground surface elevations in Qts 
range from 9 m to 18 m; groundwater table elevations range from 7 to 12 m, but may be 
deeper in areas of active pumping; and top of Cooper Marl elevations range from 7 m to 
15 m. The net result is a general thickening of Quaternary sediments going from A to A''.  
 
Figure 6.6. Variation in elevations of the ground surface, the top of Cooper Marl and the 
























Top of Cooper Marl





Figure 6.7 shows the variation of average MEVR for selected Qts layers with 
distance from Woodstock fault (df) and depth to center of layer (z). The layers were selected 
using the following criteria: (1) layer is below groundwater table; (2) qc, FR, Vs, and soil 
behavior type index are fairly constant within the layer; (3) layer is at least 2 m thick; and 
(4) at least 80% of the Vs measurement interval is within the selected layer. For sites where 
enough information was not available to recalculate Vs using the Snell’s law ray path 
method, layers were selected below 3 m to offset the limitation of poor Vs estimates in the 
near surface layers using the straight ray path method. The very small R2 associated with 
the best-fit regression line suggests that there is no significant relationship between MEVR 
and distance from Woodstock fault. The relatively strong correlation (r2 = 0.32) obtained 
with the Heidari and Andrus (2012) data could be the result of bias in the sampling of 
liquefaction sites and limited data. About 80% of the Heidari and Andrus (2012) data points 
were obtained from sites where investigations targeted areas of surface manifestations of 
liquefaction.  Thus, it is concluded that no strong correlation exists between MEVR and 




Figure 6.7. Average MEVR for selected layers versus distance from Woodstock fault (df) 












Distance from Woodstock Fault, df (km)
z = 5 m
Heidari & Andrus (2012)
MEVR = 0.0073df + 1.07
r2 = 0.32
Heidari & Andrus (2012)
This Study
z = 8 m
MEVR = 0.0057df - 0.0274z + 1.34
R2 = 0.07
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6.4  Liquefaction Susceptibility Assessment 
Liquefaction susceptibility is the relative likelihood a soil would liquefy during 
intense earthquake shaking. The degree of susceptibility for a given soil depends on several 
factors, including grain size and plasticity (e.g., Youd and Hoose 1977; Seed and Idriss 
1982; Robertson and Wride 1998; Youd et al. 2001; Bray et al. 2004; Boulanger and Idriss 
2006), depositional environment and deposit age or degree of diagenesis (e.g., Youd and 
Hoose 1977; Youd and Perkins 1978; Seed 1979; Hayati and Andrus 2009), groundwater 
table depth and degree of saturation (e.g., Youd and Hoose 1977; Cox 2006; Okamura et 
al. 2006; Hatanaka and Masuda 2008; Hossain et al. 2013), and density (e.g., Seed and 
Idriss 1971; Boulanger and Idriss 2006). Soils that are above the groundwater table or too 
clay-rich or very dense are generally considered to be non-susceptible to liquefaction. 
A comparison of relative overall liquefaction susceptibility between sites within 
Qts is possible using the liquefaction potential index (LPI) and assuming the same amount 
of ground shaking at all sites.  Iwasaki et al. (1982) defined LPI by: 
20
0
( )LPI Fw z dz       (6.1) 
where F is a function of factor of safety (FS) given by F = 1 – FS for FS ≤ 1 and F = 0 for 
FS >1; w(z) is a depth weighting factor given by w(z) = 10 – 0.5z; and z is depth below the 
ground surface in meters. As indicated by Equation 6.1, LPI is a cumulative index that 
considers layers in the topmost 20 m and the proximity of liquefiable layers to the ground 
surface. 
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Figure 6.8 shows a summary of the LPI calculations for SCPTu Qts36 based on Mw 
of 7.0 and a peak horizontal ground acceleration (amax) of 0.25g. The two profiles shown 
in Figure 6.8(a) are cone tip resistances normalized to an overburden stress of 1 atmosphere 
(qc1N) and corrected for the influence of fines content (qc1Ncs) based on the procedures by 
Youd et al. (2001) and the stress exponent relationship recommended by Robertson (2009).  
The soil behavior type index (Ic) in Figure 6.8(b) was determined using the relationships 
of Robertson and Wride (1998) and the update of Zhang et al. (2002). Soils with Ic > 2.6 
are assumed in this study to be too clay-rich to liquefy. The age correction factor (KDR) 
profile shown in Figure 6.8(c) is derived from MEVR [see Figure 6.5(e)] and the 
relationship recommended by Hayati and Andrus (2009), where KDR = 1.08 MEVR – 0.08. 
 
Figure 6.8. Example calculation of liquefaction potential index (LPI) for SCPTu Site No. 


















































The cyclic stress ratio (CSR) and cyclic resistance ratio (CRR) shown in Figure 
6.8(d) were estimated using the CPT-based triggering procedure of Boulanger and Idriss 
(2016), assuming the 15% probability of liquefaction curve. CRRK is the CRR multiplied 
by KDR. As shown in Figure 6.8(e), FS (or CRR/CSR) without KDR correction is less than 
1.0 for most of the profile below the groundwater table, including the Cooper Marl. The 
Cooper Marl classifies as silty clay to clayey silt, and is generally considered non-
susceptible to liquefaction (Li et al. 2007; Hayati and Andrus 2008). With a KDR correction, 
FS is correctly predicted to be above 1.0 within the Cooper Marl. This observation provides 
additional strong support for a KDR correction for accurate prediction of liquefaction 
behavior. 
Figure 6.8(f) shows profiles of computed LPI without KDR correction (i.e., KDR = 
1.0), and with KDR correction (i.e., KDR ≠ 1.0). LPI for Site Qts36 with the assumed ground 
shaking is 20.1 without KDR correction.  With KDR correction, LPI reduces to 14.7. 
Because the Cooper Marl is assumed to be non-susceptible to liquefaction, LPI is 
computed down to either the top of Cooper Marl or 20 m depth, whichever is shallower.  
SCPT measurements at 7 of the 47 sites do not extend into the Cooper Marl or 20 m. For 
the five sites where SCPT profiles extend within 2 m above the Cooper Marl based on 
available 1:25,000 scale geologic maps, the missing portion of the data is assumed similar 
to the last 2 m of the profile for LPI calculations. Site Qts20, which extends down to 18 m 
has high Vs and/or MEVR values below 14 m, resulting in zero contribution to LPI.  Hence, 
this site is used in the LPI calculations as it is.  Site Qts41 is not used in the LPI calculations 
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because there are no Vs data above 3 m, which makes it difficult to compute MEVR-based 
KDR. 
Figure 6.9 shows the variation of computed LPI values based on constant seismic 
loading with distance from Woodstock fault, the likely source area of the 1886 earthquake.  
The sites assessed by Heidari and Andrus (2012) are denoted by open triangles, and the 
remaining sites are denoted by open circles. Overall, the plotted values of LPI exhibit 
significant scatter and only a slight decreasing trend with increasing distance from the fault.  
This result is different from the strong trend exhibited by the sites first considered by 
Heidari and Andrus (2012), where eleven of the thirteen sites lie within a distance of 5 to 
10 km from the fault and eight are the results of investigations that targeted sites of 
liquefaction in 1886. Another factor contributing to the weak trend with respect to distance 
to the fault is the thickening of Quaternary sediments at distances from the fault over 15 
km (see Figure 6.6), which would likely result in higher LPI values. 
Figure 6.10 presents the frequency distribution of computed LPI values, and the 
probability density function (PDF) derived by assuming LPI is lognormally distributed.  
For the plotted data based on the assumed uniform loading, the mean, median and standard 




Figure 6.9. Variation of LPI with distance from Woodstock fault for Qts sites assuming 
amax = 0.25g and Mw = 7.0. 
 
 
Figure 6.10. Distribution of LPI for Qts assuming amax = 0.25g and Mw = 7.0. 
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6.5  Liquefaction Potential Assessment 
Liquefaction potential is the likelihood that triggering of liquefaction will occur in 
a susceptible soil for a given seismic loading. Liquefaction potential, therefore, depends on 
the level of earthquake loading, often represented by the cyclic stress ratio (CSR), and the 
site conditions or the soil’s ability to resist earthquake loading, often represented by the 
cyclic resistance ratio (CRR). Triggering of liquefaction is assumed to occur when CSR 
exceeds CRR or when factor of safety against liquefaction (FS), which is defined as CRR 
divided by CSR, drops below the value of 1.0.  Liquefaction potential can be evaluated by 
linking computed FS to field observations during earthquakes, such as ejection of liquefied 
material, ground deformations, or absence of surficial manifestations of liquefaction. 
Frameworks that relate field observations to FS exist, including the commonly used 
liquefaction potential index (Iwasaki et al. 1982), probability of liquefaction (Chen and 
Juang 2000), liquefaction severity number (van Ballegooy et al. 2012), and the most 
recently proposed Ishihara-inspired liquefaction potential index (Maurer et al. 2015b). The 
liquefaction potential index (LPI) framework proposed by Iwasaki et al. (1982) is adopted 
in this study to evaluate liquefaction potential of Qts. 
The threshold LPI separating no liquefaction and liquefaction surface 
manifestations (LPIt) is often assumed to be 4-6 for sands (e.g., Iwasaki et al. 1982; Toprak 
and Holzer 2003; Maurer et al. 2015a) and 10.5-15.5 for silts (Maurer et al. 2015a), 
depending on the liquefaction triggering procedure employed.  Based on the triggering 
procedure by Idriss and Boulanger (2008) and the liquefaction severity criteria for 
Christchurch developed by Green et al. (2014), Maurer et al. (2015a) reported LPIt of 6 for 
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sandy soils (i.e., Ic10 < 2.05), and 15.5 for predominantly silty soils (i.e., Ic10 ≥ 2.05).  Ic10 
is defined as the average Ic in the topmost 10 m of the SCPT profile. For Qts sites (based 
on the top 10 m and above Marl), Ic10 ranges between 1.78 and 2.59, with mean of 2.13 and 
standard deviation of 0.19.  Because only discrete values of LPIt are available (i.e., LPIt = 
6 for Ic10 < 2.05, and LPIt = 15.5 for Ic10 ≥ 2.05), LPIt values of either 6 or 15.5 based on 
Ic10 for each site are averaged to provide a weighted threshold of 12 for Qts. 
A very rough initial validation of the LPIt of 12 for Qts is possible based on amax 
estimates of the 1886 earthquake at Qts sites and reported observed ground behavior during 
the 1886 earthquake. Figure 6.11(a) shows profiles of amax inferred from the study of Silva 
et al. (2003) and the results of a hard rock ground motion prediction and a hard rock-to-
ground surface SHAKE analysis performed by Professor Chris Cramer at the University of 
Memphis for this study. The SHAKE analysis values of amax were estimated based on the 
southeast segment of Woodstock fault (see Figure 6.1) and the ground motion prediction 
equation suite and weights from the 2014 USGS national seismic hazard mapping project 
model (Petersen et al. 2014). The median site amplification factors were determined from 
the soil response models based on mean Vs profiles for Qts and the South Carolina dynamic 
soil properties (G/Gmax curves) presented in Zhang et al. (2005, 2008). The amax values 
based on SHAKE analysis are lower than values based on Silva et al. (2003).  This 
discrepancy is likely a result of differences in the assumed Vs profiles, attenuation 





Figure 6.11. Variation of: (a) estimated amax, and (b) LPI based on liquefaction assessment 
procedure of Boulanger and Idriss (2016), assuming KDR = 1.08MEVR – 0.08, 
with distance from Woodstock fault. 
 
Figure 6.11(b) shows profiles of LPI based on amax in Figure 6.11(a) and the 
liquefaction triggering procedure of Boulanger and Idriss (2016), assuming the MEVR-
based age correction factors proposed by Hayati and Andrus (2009). Repeating the 
calculations using the procedure of Idriss and Boulanger (2008) results in LPI values that 
are on average 5 – 15% greater than values obtained using the Boulanger and Idriss (2016) 
procedure. Considering sites on the western side of the Cooper River plotted in Figure 
6.11(b) (excluding seven targeted sites of liquefaction in 1886), 36% of the sites have LPI 
Silva et al. (2003); Mw = 7.3
amax = -0.0108df + 0.523
SHAKE Analysis; Mw = 7.0
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greater 12 based on amax values from Silva et al. (2003), and 7% of these sites have LPI 
greater 12 when amax values from the SHAKE analysis are considered. Predicted 
liquefaction based on amax values from the SHAKE analysis are closer to observed ground 
behavior during the 1886 earthquake (i.e., 8 – 11% of the area along the railway lines within 
Qts experienced moderate to severe liquefaction), than predicted liquefaction based on amax 
values from Silva et al. (2003). 
6.6  Liquefaction Probability Curves 
As proposed by Holzer et al. (2006, 2009), liquefaction potential of a given surficial 
geologic unit can be assessed in terms of probability of surface manifestations of 
liquefaction based on computed LPI exceeding a threshold LPI value. The probability that 
computed LPI will equal or exceed an assumed threshold value is calculated assuming 
different earthquake loading scenarios and a liquefaction probability curve is generated by 
plotting probability as a function of earthquake loading. Holzer et al. (2011) used this 
approach to develop liquefaction probability curves for fourteen different surficial geologic 
units within the United States, and Heidari and Andrus (2012) applied a similar approach 
in their evaluation of the liquefaction potential of four beach sands near Charleston, South 
Carolina, including Qts, with fewer sites. 
Figure 6.12 presents liquefaction probability curves for Qts, with and without 
correction for the effect of diagenesis on liquefaction resistance, based on a weighted 
threshold LPI of 12.  LPI values were computed for a given earthquake magnitude and amax 
ranging from 0.1 to 0.7g at increments of 0.02g up to 0.3g, and increments of 0.1g 
thereafter.  The process was then repeated for the Mw range of 5 to 9 at 0.5 increments. The 
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probability of LPI ≥ 12  12LPIP   was calculated assuming LPI is lognormally distributed.  
Although it has been argued that the lognormal distribution assumption may not be 
appropriate for lower Mw and amax values where LPI of zero are obtained (Heidari and 
Andrus 2012), results indicate that computing probabilities based on experimental 
cumulative distribution for cases with zero LPI values does not make any significant 
difference in the resulting probability curve. Thus, the lognormal distribution was assumed 
throughout the calculations. 
 
 
Figure 6.12. Liquefaction probability curves for Qts with and without correction for the 
effect of diagenesis, assuming LPI values are lognormally distributed, 
measured groundwater table depths, and a cutoff Ic of 2.60 for non-






































The probability curves plotted in Figure 6.12 can be estimated using a two-













    (6.2) 
where MR is the magnitude ratio given by 7.5/Mw; and coefficients a and b are the model 
parameters. As shown in Figure 6.12, significantly greater probabilities are obtained when 
correction for aging or diagenesis is not applied. In addition, the rate at which probability 
of liquefaction increases with increasing earthquake loading is higher without aging 
correction, as shown by the steeper slope of the curve. 
Liquefaction probability curves were also developed for Qts varying the depth to 
top of Cooper Marl (C) and the depth to top of groundwater table (W). Shown in Figure 
6.13 are probability curve fittings of Equation 6.2, assuming a depth to Marl of 15 m and 
various depths to the groundwater table. It is observed that liquefaction potential decreases 
as depth to groundwater table increases. The curves for W ≤ 2 m are nearly parallel to each 
other, with probability increasing at almost the same rate as amax increases. However, at 
greater groundwater table depths (i.e., W > 2 m), the slope of the probability curves 
decreases indicating greater reduction in liquefaction potential as W increases. Similar 
curves were developed for depths to Marl ranging from 2.5 m to 20 m at 2.5 m increments 
(see Appendix E). Presented in Table 6.2 are the curve fitting parameters for all groups of 
depth to Marl and groundwater table. These liquefaction probability curves can be used to 




Figure 6.13. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
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Table 6.2. Logistic model parameters for fitted liquefaction probability curves. 
Depth to Top 
of Marl, C (m) 
Depth to Groundwater Table, W (m) 
0 1 2 4 6 8 
Parameter a 
2.5 1.161 NA NA NA NA NA 
5 0.490 0.707 0.978 NA NA NA 
7.5 0.344 0.445 0.528 0.938 NA NA 
10 0.266 0.319 0.359 0.482 0.912 NA 
12.5 0.261 0.305 0.340 0.424 0.598 1.163 
15 0.263 0.303 0.334 0.400 0.537 0.880 
17.5 0.246 0.277 0.301 0.353 0.445 0.686 
20 0.248 0.279 0.303 0.353 0.438 0.673 
Parameter b 
2.5 -3.34 NA NA NA NA NA 
5 -4.34 -3.98 -3.26 NA NA NA 
7.5 -5.21 -4.66 -4.14 -3.05 NA NA 
10 -5.49 -5.04 -4.79 -3.99 -2.99 NA 
12.5 -6.08 -5.70 -5.49 -4.93 -3.95 -3.11 
15 -7.19 -6.29 -5.97 -5.40 -4.52 -3.55 
17.5 -8.28 -7.69 -7.66 -7.36 -6.62 -4.50 





6.7  Back-Calculated KDR Based on 1886 Earthquake 
The effect of diagenesis on liquefaction resistance can be quantified by comparing 
computed LPI with an estimated threshold LPI for surface manifestations of liquefaction 
at sites with known earthquake loading and well documented field observations during an 
earthquake (e.g., Hayati and Andrus 2008; Heidari and Andrus 2010; Maurer et al. 2014; 
Bwambale et al. 2017; Bwambale and Andrus 2017). The correction factor for diagenesis 
(KDR) is obtained by adjusting the value applied to CRR until computed LPI matches an 
assumed threshold value. 
As indicated in Figures 6.1 and 6.4, liquefaction-induced ground failures within Qts 
during the 1886 Charleston earthquake occurred closest to the fault, and none have been 
reported on the eastern side of the Cooper River. It is therefore assumed that none-to-minor 
surface manifestations of liquefaction occurred beyond 15 km from the fault during the 
1886 earthquake. Thus, LPI values at sites located on the eastern side of the Cooper River 
are expected to be less than the estimated threshold separating none-to-minor and 
moderate-to-severe surface manifestations of liquefaction. The weighted threshold LPI for 
Qts based on the Ic10-calibration of Maurer et al. (2015a) is 12. 
Figure 6.14(b) presents computed LPI at all Qts sites without correction for the 
effect of diagenesis. Based on amax values from Silva et al. (2003), 68% of the sites have 
LPI greater than the assumed threshold. Based on amax from the SHAKE analysis 
performed for this study, 44% of the sites have LPI values that exceed the threshold. These 
findings incorrectly suggest that moderate to severe surface manifestations of liquefaction 






Figure 6.14. Variation of: (a) estimated amax, and (b) LPI based on liquefaction assessment 
procedure of Boulanger and Idriss (2016), (c) back-calculated KDR based on 
a threshold LPI of 12, and (d) weighted median MEVR, with distance from 
Woodstock fault. 
Silva et al. (2003); Mw = 7.3
amax = -0.0108df + 0.523
SHAKE Analysis; Mw = 7.0
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To match predicted liquefaction with field observations, KDR is back-calculated for 
sites where liquefaction is over-predicted. The back-calculated KDR values plotted in Figure 
6.14(c) range between 1.02 and 1.19, with average of 1.11 and standard deviation of 0.06, 
assuming amax from SHAKE analysis. An average KDR of 1.32 and standard deviation of 
0.17 are obtained when amax values based on Silva et al. (2003) are assumed. It is important 
to note that this approach estimates the minimum possible KDR value because LPI for sites 
with none-to-minor surface manifestations of liquefaction can be any number less than the 
assumed threshold value.  
Plotted in Figure 6.14(d) are weighted median MEVR values. Median MEVR at each 
site is weighted according to relative contribution of each Vs measurement interval to LPI. 
Thus, MEVR values for layers with zero LPI are not used to compute median MEVR. The 
MEVR plotted in Figure 6.14(d) range between 1.24 and 2.45, with a median value of 1.69. 
Figure 6.15 shows a comparison of the back-calculated KDR for Qts with published 
relationship and data by Hayati and Andrus (2009). The open square represents the MEVR-
KDR data pair based on amax values from Silva et al. (2003). The open diamond represents 
the MEVR-KDR data pair based on amax values from the SHAKE analysis. Although the Qts 
points plot below the Hayati and Andrus (2009) relationships, they are within the 
foreseeable scatter of the data. The MEVR-KDR data pairs for Qts plotted in Figure 6.15 
depend on: ability of the LPI criteria to correctly account for effects of nonliquefiable 
surface layers, accuracy of the earthquake loading inputs (i.e., Mw and amax), and the 




Figure 6.15. Back-calculated KDR for Qts compared with relationship and data by Hayati 
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6.8  Summary 
The liquefaction resistance of the Ten Mile Hill beds surficial beach deposits in the 
Charleston area was characterized based on seismic cone penetration testing at 46 sites 
located 5 to 28 km from the Woodstock fault. The Snell’s Law refracted ray path method 
was employed to calculate (and in some cases re-calculate) values of small-strain shear 
wave velocity (Vs), where sufficient information was available for the calculation. 
Computed ratios of measured to estimated Vs (MEVR) for selected layers, and liquefaction 
potential index (LPI) values computed for all sites showed no strong spatial variation in 
the liquefaction susceptibility of Qts. This finding is different from the conclusion of 
Heidari and Andrus (2012) using fewer sites many of which were targeted liquefaction. 
Liquefaction potential of Qts was evaluated in terms of liquefaction probability 
curves, expressed as a function of amax/MR and a weighted LPI threshold at which surface 
manifestations of liquefaction occur. Several probability curves were developed for 
different depths to the top of Cooper Marl and groundwater table combinations. It was 
observed that liquefaction potential decreases as depth to the groundwater table increases 
for a given depth to Cooper Marl. 
Without a correction for the influence of diagenesis (KDR), liquefaction potential 
within 15 km of the Woodstock fault where some surface manifestations of liquefaction 
occurred during the 1886 Charleston earthquake was over predicted. However, predicted 
liquefaction was consistent with observed ground behavior when the MEVR-based KDR 
correction factors were applied. The average back-calculated KDR for Qts is within the 
scatter of the published data. 
 122 
CHAPTER 7 
INITIAL VALIDATION OF KDR PREDICTOR VARIABLES 
7.1  Introduction 
This chapter presents an initial effort to validate the variables used to predict 
diagenesis correction factors (KDR) discussed in Chapter 3. Seven new KDR values derived 
from case histories of laboratory and field testing are discussed. The case histories include 
four cases from Japan (i.e., Yodo River, Tone River, Edo River, and Meike Elementary 
School), and three cases from South Carolina (i.e., Four Hole Swamp, Hollywood Ditch, 
and Sampit). The Meike Elementary School site was studied by Hayati and Andrus (2009) 
based on results of laboratory cyclic tests and field standard penetration test (SPT). It is 
denoted as Case 5B in Hayati and Andrus (2009). This case is reevaluated in this chapter 
using field cone penetration test (CPT) data. 
Field testing and sampling at the natural sand/gravel sites along Yodo River, Tone 
River and Edo River were conducted by the Public Works Research Institute of the 
Ministry of Land, Infrastructure and Transportation, and the Japan Geotechnical 
Consultants Association (Mimura 2003). This effort was part of the demonstration testing 
program of sounding and sampling methods assessing the liquefaction resistance of natural 
sandy and gravelly ground project. High quality undisturbed samples were obtained from 
the sites using the ground freezing technique. Results of laboratory cyclic triaxial tests and 
CPT profiles at the sites are presented in Mimura (2003).  
High quality undisturbed samples at the Meike Elementary School (MES) site were 
obtained by Tokyo Soil Research Co. Ltd using the in situ freezing method in January 
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1986, and the corresponding cone penetration and shear wave velocity measurements were 
conducted in 1987. Results of laboratory cyclic triaxial tests and CPT at the site are 
presented in Yoshimi et al. (1989) and Shogaki et al. (2006), respectively. It important to 
note that Shogaki et al. (2006) repeated CPT measurements at the Meike Elementary 
School (MES) site in 2000 and obtained cone tip resistance values similar to those from 
the 1987 testing. 
Seismic cone penetration test (SCPT) and CPT soundings were conducted in July 
2007 at the Hollywood Ditch (HWD) and Sampit (SAM) sites, and in December 2007 at 
the Four Hole Swamp (FHS) site. Undisturbed samples from all three sites were obtained 
in April 2010 using the fixed piston sampling technique. Detailed results of field and 
laboratory testing at the three paleoliquefaction sites are presented in the dissertations by 
Hossain (2014) and Hasek (2016).  
7.2  Description of the Sites 
The soil profile at Yodo River site consists of fill material in the topmost 3 m, 
overlying a 1 m thick clay layer, and a fine to coarse-grained sand with relatively uniform 
cone tip resistance below the depth of about 4 m from the ground surface (Mimura 2003). 
The sediments at the site which largely originate from a granite-dominated basin consist of 
63.0% quartz, 20.1% feldspar, 9.5% rock fragment, and 7.4% mica. Sands at the sampling 
depths had a median particle diameter (D50) of 0.32-0.82 mm with average of 0.59 mm, 
specific gravity (Gs) of 2.63-2.64 with average of 2.63, and fines content (FC) of 0.2-2.1% 
with average of 1.42% (Mimura 2003). Samples were obtained from the Holocene stratum 
(Yamashita et al. 2003). 
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At the Tone River site, the soil profile is predominantly fine sand with a silt layer 
between approximately 1.8 to 3.2 m from the ground surface. The mineralogy of the soil 
is influenced by Palaeozoic and Mesozoic igneous rocks and Quaternary volcanoes that 
dominate the upstream of Tone River. Samples obtained from the site consisted of 50.0% 
rock fragment, 28.4% quartz, 13.4% feldspar, 4.1% mica, and 4.1% volcanic glass. Sands 
at the sampling depth had an average D50 of 0.18 mm, Gs of 2.68 and FC of 3.78% (Mimura 
2003). The topmost 10 m of the profile where frozen sampling occurred is considered to 
be of Holocene age, and the sediments below 10 m are of Pleistocene age (Mimura 2003). 
The topmost 2.7 m of the soil profile at Edo River site consists of alternating silt 
and clay layers overlying a 2.5 m thick layer of clean fine sand where sampling occurred, 
and silty sand up to a depth of approximately 8.0 m. The silty sand layer is underlain by a 
fine sand up to 14 m below which is a gravely sand. Because the Edo River separates from 
the Tone River, the sediments at the two sites have similar mineralogy. Samples obtained 
from the Edo River site consisted of 50.8% rock fragment, 18.5% quartz, 26.1% feldspar, 
1.5% mica, and 3.1% volcanic glass. Sands at the sampling depth had an average D50 of 
0.29 mm, Gs of 2.68 and FC of 0.42% (Mimura 2003). The clean sand layer where 
sampling was conducted is considered to be of Holocene age (Mimura 2003). 
The soil profile at the Meike Elementary School site consists of thin layers of fine 
sand, sandy clay, humic soil and fine sand with humic soil in the topmost 3 m, underlain 
by a dune sand layer at a depth of 3 - 7 m where sampling occurred, and an alluvial fine 
sand below 7 m. Sands at the sampling depth had an average D50 of 0.23 mm, Gs of 2.74 
and FC of 0.20% (Yoshimi et al. 1989). 
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The soil profile at the Four Hole Swamp site generally consists of about 1.5 m of 
clayey sand, underlain by 2.5 m of sand and silty sand, followed by 0.8 m of sandy clay, 
and 3.2 m of silty sand (Hasek 2016). The distance between SCPT (FHS-SCPT-1) and 
undisturbed sampling (FHS-BH/FPT) was 2.7 m. Split-spoon samples obtained from SPT 
(FHS-SPTE-1) located 2.7 m from the undisturbed sampling borehole (FHS-BH/FPT) at 
similar depths classified as poorly-graded sand (SP) to poorly-graded clayey sand (SP-SC). 
Samples had FC range of 8.11 to 13.43% with average of 9.72%, Gs of 2.65 to 2.67 with 
average of 2.66, and D50 of 0.08 to 0.26 with average of 0.17 mm. An optical petrographic 
microscopic analysis of the specimens indicated a mineral composition of approximately 
98.5% quartz, < 1.5% opaque minerals, < 1% feldspar, and no calcium carbonate (Hasek 
2016). The geologic age of the sediments at the site is about 1,400,000 – 1,600,000 years 
(Weems and Lemon 1988). The age estimate of the sand blow near the FHS site was 1660 
years old (Rajendran and Talwani 1993). 
The soil profile at the Hollywood Ditch site generally consists of about 0.3 m of 
sand with organic matter, underlain by 3.7 m of sand, 3.4 m of silty sand, followed by 
mixtures of clayey sand, silty sand and sandy silt (Hasek 2016). The distance between CPT 
(HWD-CPT-4) and undisturbed sampling (HWD-BH/FPT) was 2.7 m. Split-spoon 
samples obtained from SPT (HWD-SPTE-1) located 2.7 m from the undisturbed sampling 
borehole (HWD-BH/FPT) at similar depths classified as poorly-graded sand (SP), silty 
sand (SM) and poorly-graded silty sand (SP-SM). The fines content of the samples varied 
from 8.11 to 13.43% with average of 11.52%, Gs of 2.66 to 2.68 with average of 2.67, and 
D50 of 0.09 to 0.10 with average of 0.11 mm. An optical petrographic microscopic analysis 
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of the specimens indicated a mineral composition of 94% quartz, 1% feldspar, 3% clay, 
2% mica, < 1% opaque minerals, and no calcium carbonate (Hasek 2016). The geologic 
age of the sediments at the site is about 200,000 - 240,000 years (Weems and Lemon 1988). 
The estimated ages of sand blows along the channel at the site ranged from 467 to 4185 
years (Talwani and Cox 1985). 
The soil profile at the Sampit site generally consists of about 6.7 m of sand and silty 
sand, underlain by 2.7 m of silty clay, and mixtures of silty sand, silty clay, clayey silt, and 
clayey sand layers below the depth of 9.4 m. (Hasek 2016). The distance between SCPT 
(SAM-SCPT-1) and undisturbed sampling (SAM-BH/FPT) was 2.7 m. Split-spoon 
samples obtained from SPT (SAM-SPTE-1) located 2.7 m from the undisturbed sampling 
borehole (SAM-BH/FPT) at similar depths classified as poorly-graded sand (SP). Values 
of FC varied from 2.21 to 9.69% with average of 4.10%, Gs from 2.58 to 2.65 with average 
of 2.64, and D50 from 0.14 to 0.30 with average of 0.17 mm. The mineral composition of 
the specimens based on optical petrographic microscopic analysis was about 96% quartz, 
2.5% feldspar, 1% clay, < 1% mica, < 1% opaque minerals, and no calcium carbonate 
(Hasek 2016). The geologic age of the sediments at the site is about 450,000 years (Weems 
and Lemon 1984). The estimated ages of sand and blows near the site ranged from 521 to 
2471 years (Talwani et al. 1999; Amick 1990). 
7.3  Laboratory and Field Data 
Values of laboratory cyclic resistance ratio (CRR) for Yodo River, Tone River and 
Edo River were taken from the cyclic stress curves presented in Mimura (2003, Figures 19 
and 20) for 5% double-amplitude strain at 15 loading cycles. Matsuo and Tsutsumi (1998) 
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assumed an at-rest lateral earth pressure coefficient (K0) of 0.5 for the Japanese natural 
sands. Due to insufficient information required to estimate K0, a value of 0.5 was assumed 
to adjust the laboratory CRR to equivalent field values (CRRfield). Laboratory CRR for 
Meike Elementary School was taken from the cyclic stress curve presented in Yoshimi et 
al. (1989, Figure 6c) for 5% double-amplitude strain at 15 loading cycles. Yoshimi et al. 
(1989) assumed a K0 range of 0.5 to 1.0 for the site, and Hayati and Andrus (2009) assumed 
a value of 0.75 in their analysis. A K0 of 0.75 was thus used to adjust the laboratory CRR 
to CRRfield.  
Laboratory CRR values for Four Hole Swamp, Hollywood Ditch, and Sampit were 
taken directly from Hasek (2016, Table 4.72) for 2.5% double-amplitude strain at 15 
loading cycles. Hasek (2016) estimated average K0 values of 0.6, 0.5, and 0.8 for the Four 
Hole Swamp, Hollywood Ditch and Sampit sites, respectively. These values were used to 
adjust the laboratory CRR to CRRfield. An additional correction was applied to CRR values 
for all sites (both Japan and South Carolina) to account for the influence of overburden 
stress (Kσ) using the relationship of Idriss and Boulanger (2008). 
Cone tip resistance (qc) values for Yodo River, Tone River and Edo River were 
scaled from the CPT profiles presented in Mimura (2003, Figure 22), and qc for Meike 
Elementary School was scaled from the CPT profile presented in Shogaki et al. (2006, 
Figure 2). Values of qc corresponding to depths of undisturbed sampling at Four Hole 
Swamp, Hollywood Ditch and Sampit were taken directly from Hasek (2016, Table 5.15). 
The procedure of Youd et al. (2001) was used to convert qc values to equivalent 
overburden stress normalized, clean sand-corrected cone tip resistance (qc1Ncs), for 
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consistency with other case histories compiled by Hayati and Andrus (2009). Values of 
qc1Ncs were then used to estimate the reference CRR from the middle-of-range CPT-based 
curve for 50% probability of liquefaction (PL) presented in Hayati and Andrus (2009).  
Values of small-strain shear wave velocity (Vs) and small-strain shear modulus 
(Gmax) for Yodo River, Tone River and Edo River were obtained from data presented in 
Matsuo and Tsutsumi (1998), Yamashita et al. (2003) and Mayne (2006). The Vs data from 
crosshole testing at Four Hole Swamp, Hollywood Ditch and Sampit sites presented in 
Hossain (2014) were used. Only data from crosshole measurements involving the dynamic 
cone source were used because of their very good quality.  
Measured Vs values were corrected for overburden stress using the normalization 
procedure recommended by Youd et al. (2001). For soils with fines content greater than 
5%, the overburden stress-corrected Vs was adjusted to equivalent clean sand values using 
the correction factors proposed by Juang et al. (2001).   
The average properties of the soils at all sites based on laboratory and field 
measurements are summarized in Table 7.1. The diagenesis correction factor based on 
laboratory and field tests (KDR,LF) is obtained by dividing CRRfield by estimated CRR from 
the middle-of-range curve for 50% probability of liquefaction. The KDR,LF value for Meike 
Elementary School obtained in this study based on cone tip resistance is similar to the value 
obtained by Hayati and Andrus (2009) based on SPT blow count.  
Because a KDR value of 1.0 represents behavior of a deposit that is about 23 years 
old (Hayati and Andrus 2009), the values in Table 7.1 suggest that the soils from selected 
layers at all sites, except at the Edo River site, behave like very young deposits. Although 
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no known manifestation of liquefaction was reported at the natural sands sites in Japan 
prior to testing and sampling, it is possible that previous earthquakes such as the 1964 
Niigata earthquake significantly disturbed the soils. The geologic age of the sediments at 
all three paleoliquefaction sites in South Carolina is greater than 200,000 years. However, 
as discussed earlier, age-dating of sand blows obtained in the vicinity of the sites suggest 
that these sediments experienced multiple liquefying earthquakes prior to field testing and 
sampling. This explains, in part, the low KDR values obtained for the sites. 
 
















Yodo 8.0-12.85 2.1 0.59 3.13 0.353 0.215 131 0.345 0.62 
Tone 7.05-7.6 1.4 0.18 2.00 0.451 0.262 110 0.244 1.08 
Edo 3.7-4.0 2.1 0.29 2.20 0.406 0.229 88 0.169 1.36 
MES (5B) 5.0-7.0 2.0 0.23 1.60 0.263 0.192 120 0.287 0.67 
FHS 2.35-4.27 1.85 0.17 NA 0.151 0.093 68 0.122 0.76 
HWD 2.59-5.18 1.9 0.11 1.90 0.168 0.094 99 0.204 0.46 
SAM 2.99-5.64 1.9 0.17 1.73 0.171 0.126 79 0.141 0.89 
aGWT = depth to groundwater table; D50 = median grain size; cu = uniformity coefficient. 
bqc1Ncs = CPT tip resistance corrected for fines content and overburden stess based on procedure of Youd et 
al. (2001). 
cEstimated from CRR middle-of-range curve for 50% probability of liquefaction based on CPT (Hayati and 
Andrus 2009). 




7.4  KDR Predictor Variables 
 As discussed in Chapter 3, KDR can be predicted using the ratio of measured to 
estimated small-strain shear wave velocity (MEVR), ratio of small-strain shear modulus to 
cone tip resistance (Gmax/qc), adjusted Gmax/qc (KG), and ratio of measured to estimated 
adjusted Gmax/qc (MEKG). To evaluate the effectiveness of these variables to predict KDR, 
seven new case histories are added to the database compiled by Hayati and Andrus (2009), 
Bwambale et al. (2017) and Bwambale and Andrus (2017), presented in Table 3.2 of this 
dissertation. The new case history data are summarized in Table 7.2. MEVR, Gmax/qc, KG, 
and MEKG were determined for the new cases using the procedures discussed in Chapter 
3. The combined database has nineteen case histories.  
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Gmax/qc KGM MEKG KDR 
Yodo 14.255 1.68 NA 131 131 210 202 202 1.04 72.3 5.07 197 0.97 0.62 
Tone 9.906 4.08 NA 110 110 192 203 203 1.09 59.7 6.03 205 1.02 1.08 
Edo 6.176 0.24 NA 88 88 137 164 164 0.93 34 5.51 158 0.79 1.36 
MES 10.588 0.20 19.03 120 120 150 141 141 0.75 43.6 4.12 149 0.74 0.67 
FHS 3.653 9.72 18.41 58 68 177 140 141 0.85 59.1 16.17 341 1.69 0.76 
HWD 5.208 11.52 17.61 80 99 175 142 143 0.79 55.1 10.58 282 1.40 0.46 
SAM 5.783 4.10 18.83 79 79 261 223 223 1.30 130.7 22.59 600 2.97 0.89 
Qts* NA NA NA NA NA NA NA NA 1.69 NA NA NA NA 1.13 
†NA = Not available. 
*KDR was back-calculated based on field tests and observed ground behavior. Values of KDR and MEVR are weighted averages of  





Figure 7.1 shows KDR plotted against MEVR, Gmax/qc, KG, and MEKG. Also plotted 
are the linear regression lines of the data. The coefficient of determination (r2) of the linear 
regression represents the proportion of the variation in data explained by the model. The 
proportion of the variation not explained by the model is often attributed to random error. 
As shown in Figures 7.1(a) to 7.1(d), the MEVR-KDR data pairs show the strongest 
relationship (r2 = 0.61) followed by the Gmax/qc-KDR (r
2 = 0.43). The KG-KDR and MEKG-
KDR data pairs show very weak relationships (r
2 = 0.14).  
Less scatter in the data is observed with MEVR than the other three predictor 
variables. The uncertainty associated with the linear models represented by the estimated 
standard deviation of the random error or root mean square error (RMSE) observed in the 
KG-KDR and MEKG-KDR relationships (i.e., RMSE = 0.40) is higher than that observed in 
the MEVR-KDR and Gmax/qc-KDR relationships (i.e., RMSE = 0.27 and 0.33, respectively). 
Based on the r2 and RMSE values for this dataset, MEVR is the better predictor of 
KDR followed by Gmax/qc. KG and MEKG are the least robust predictors of KDR. Due to 
insufficient data at higher values of MEVR (>1.3), Gmax/qc (>25), KG, (>350), and MEKG 
(>1.7), greater uncertainty still exists in the coefficients of all four regression relationships. 
More data are therefore needed to obtained regression coefficients that are significantly 




Figure 7.1. KDR relationships based on (a) MEVR, (b) Gmax/qc, (c) KG, and (d) MEKG. 
KDR = 0.92MEVR + 0.12
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CONCLUSIONS AND RECOMMENDATIONS 
8.1  Conclusions 
This dissertation presents the initial steps to addressing the greater uncertainty 
associated with assessing liquefaction resistance of aged man-made fills and natural 
sediments. The field case histories of Holocene and/or recent liquefaction in Pleistocene 
deposits discussed in Chapter 2 of this study provide strong support for the need to evaluate 
liquefaction resistance of aged soils, and to accurately quantify the effect of diagenesis on 
liquefaction resistance. It is observed that the likelihood of liquefaction occurrence in a 
given deposit reduces with age. A summary of field case histories indicating greater 
resistance to liquefaction in aged soils than in young uncemented soils during earthquakes 
is presented in Chapter 3. 
The published literature indicates that aging processes or diagenesis change the 
soil’s structure and liquefaction resistance with time. Physical diagenetic processes tend to 
dominate the nature of interactions at the grain-to-grain contacts of sand deposits in the 
absence of sufficient cementing agents, while chemical processes tend to dominate where 
sufficient cementing agents are present.  
The methods for quantifying the effect of diagenesis on liquefaction resistance can 
be grouped into three general approaches based on the information used: 1) laboratory test 
results; 2) laboratory and field test results; and 3) field test results and ground behavior 
observations. A limitation of all methods is the assumed reference age which can be 1 day 
to a few days for laboratory-based methods, and 1 year to several years for field-based 
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methods. Therefore, great care should be taken not to mix data based on different reference 
ages. 
Variables proposed for predicting a diagenesis correction factor (KDR) include: 1) 
time since deposition or last critical disturbance; 2) ratio of measured to estimated small-
strain shear wave velocity (MEVR); 3) ratio of small-strain shear modulus to cone tip 
resistance (Gmax/qc); 4) adjusted Gmax/qc (KG); and 5) ratio of measured to estimated 
adjusted Gmax/qc (MEKG). MEVR, Gmax/qc, KG and MEKG are shown to be ratios of 
measured to estimated or reference shear wave velocity. MEVR appears to be a more robust 
predictor of KDR than time, Gmax/qc, KG and MEKG. Time should only be used at sites where 
deposit age can be accurately determined and where chemical and biological diagenetic 
processes are not active. 
The influence of diagenesis on liquefaction resistance of Holocene alluvial and 
marine soils in Christchurch and Kaiapoi, New Zealand was characterized in Chapter 4 
using published results of investigations in four areas (i.e., Kilmore Street, Gainsborough 
Reserve, Riccarton Road, and Kaiapoi). Much of Christchurch and Kaiapoi experienced 
minor to severe liquefaction during the 2010-2011 Canterbury earthquake sequence. 
MEVR values determined for the critical layers in the four areas are similar to values 
computed for recently liquefied deposits in other areas of the world. KDR values determined 
for the four areas also compared well with factors determined for deposits in other areas of 
the world. These findings support the use of MEVR and KDR for accurate site-specific 
liquefaction assessment and performance-based design. 
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The liquefaction resistance of Pleistocene loess-colluvium deposits at the base of 
the Port Hills, New Zealand where permanent horizontal ground displacements up to 0.35 
m occurred during the 22 February 2011 Christchurch earthquake was evaluated in Chapter 
5. Although sand/silt boils formed in the level-ground Holocene alluvium, none has been 
connected to the adjacent loess-colluvium. Computed MEVR values are generally much 
greater than 1.0 for the loess-colluvium, which is higher than values obtained for the 
Holocene alluvial/marine sediments beneath Christchurch. Computed values of 
liquefaction potential index (LPI) without correction for diagenesis ranged from 25 to 48, 
which incorrectly suggest severe liquefaction in the loess-colluvium. The correction factor 
necessary to match predicted and observed ground behavior ranged from 2.4 to 3.4. These 
results are in good agreement with the MEVR-based correction relationships developed by 
Hayati and Andrus (2009) from a global database. 
Liquefaction resistance of the 200,000- to 240,000-year-old Ten Mile Hill beds 
sands (Qts) near Charleston, South Carolina was characterized using 46 cone penetration 
test profiles with shear wave velocity measurements. The characterization involved an 
evaluation of relative liquefaction susceptibility using MEVR and LPI, an assessment of 
liquefaction potential in terms of liquefaction probability curves, and a back-calculation of 
KDR. Computed values of MEVR and LPI indicated that there is no strong spatial variation 
in the liquefaction susceptibility of Qts, otherwise suggested by previous results of Heidari 
and Andrus (2012). Without correction for diagenesis, liquefaction potential based on the 
1886 Charleston earthquake is over-predicted. Average back-calculated KDR for Qts 
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deposits is consistent with published MEVR-KDR data and relationships of Hayati and 
Andrus (2009). 
8.2  Recommendations 
Although great progress has been made during the past decade and in this study to 
better understand and predict aging-induced gains in liquefaction resistance, additional 
research is needed.  The research needs can be organized under the following five headings:  
1) methods for determining KDR; 2) predictor variables for KDR; 3) procedures for 
engineering projects; 4) field liquefaction case histories and paleoliquefaction studies; and 
5) laboratory studies on soil aging. 
8.2.1  Methods for Determining KDR 
Improved and new methods for determining KDR are needed, particularly field-
based methods. This needed work includes a careful re-examination of the KDR values 
derived from current case histories and the addition of new case histories, such as from the 
Next Generation Liquefaction database (Stewart et al. 2016). Continued work on the 
methods for determining KDR based on factor of safety, liquefaction potential index, and 
other site indices should be encouraged. The development of new regional liquefaction 
charts should be also encouraged, if enough data are available.   
The author agrees with the recommendation of Dobry and Abdoun (2017) that “a 
systematic effort be started by the profession to measure directly the cyclic shear strain in 
the field during earthquakes as the sand layers build up pore pressures and trigger 
liquefaction using buried arrays of accelerometers and piezometers.  The technology exists, 
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and several groups have already shown how this can be done using system identification 
techniques (Zheghal and Elgamal 1994; Elgamal et al. 1995; Zeghal et al. 1995; Chang et 
al. 2007; Cox et al. 2009).”  Results from these efforts may provide better methods for 
determining KDR. 
8.2.2  Predictor Variables for KDR 
More data are needed to further validate the relationships shown in Figure 7.1, 
particularly at MEVR > 1.3, Gmax/qc > 25, KG > 350, and MEKG > 1.7.  There is also a need 
to better understand the scatter in the plotted data.  Some of the data scatter may be 
explained by the predictor variable not accounting for all factors influencing soil 
microstructure and/or the different types of diagenetic processes involved. Robertson 
(2015) postulated that it is likely the effects of cementation could be different from the 
effects of physical processes, and there is a threshold strain at which the benefits of 
cementation could be lost, especially in lightly cemented sands. Further studies are 
warranted to understand the influence of different mechanisms, how strong shaking and 
liquefaction change the soil structure, and the threshold shaking (or straining) at which all 
aging effect is lost. 
Some of the scatter in the data in Figure 7.1 may be also due to the less-than-perfect 
estimation or reference Vs relationships, as well as limitations to the measurements 
themselves. Karray and Hussein (2017a,b) compiled data from sites of Holocene 
uncemented soils in North America, Europe and Asia, and found that the relationship 
between the stress-normalized qc and the stress-normalized Vs depends on the mean 
effective particle diameter. El-Sekelly et al. (2016) presented centrifuge test results that 
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indicate Vs is insensitive to preshaking. More work is needed to better understand factors 
that influence penetration resistance and Vs relationships. 
8.2.3  Procedures for Engineering Projects 
Liquefaction hazard assessments for engineering projects involving new and 
existing structures commonly include a liquefaction triggering procedure and field 
measurements of soil properties (e.g., qc, SPT blow count, Vs). For these projects, the 
relationships presented in Figures 3.7, 7.1(a) and 7.1(b) are recommended for estimating 
KDR. No age or diagenesis corrections to qc or SPT blow count should be made when 
applying these relationships to current CRR charts, to be consistent with the development 
of KDR values. On the other hand, Andrus et al. (2009) recommended a diagenesis 
correction to Vs using MEVR when applying Vs-based CRR charts, to provide assessments 
consistent with the penetration resistance-based methods.  
The recommendation to use MEVR or Gmax/qc is consistent with recommendations 
of several investigators (e.g., Roy 2008; Hayati and Andrus 2009; Schnider and Moss 2011; 
Robertson 2015; Dobry and Abdoun 2017), who encouraged the use of both qc and Vs.  
Dobry and Abdoun (2017) did not recommend using MEVR or Gmax/qc, however, but 
recommended giving preference to a Vs-based CRR chart for a silty sand known to be an 
uncompacted recent fill. For older fills or natural sands with a well-known 
loading/preshaking history, they recommended using either a CPT- or Vs-based regional 
CRR chart valid for soils of similar geologic age that has been calibrated by enough case 
histories. If no regional CRR chart is available, Dobry and Abdoun (2017) recommended 
using a CPT-based CRR chart, because it is “more likely than Vs to pick up the effects of 
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the unknown loading and preshaking history on the liquefaction resistance of the soil.” A 
concern with using just penetration resistance-based CRR charts, however, is that they can 
be excessively conservative in aged soil deposits (e.g. Hayati and Andrus 2008: Heidari 
and Andrus 2010; Bwambale and Andrus 2017; Towhata et al. 2017). More work is needed 
to evaluate the effectiveness of the various proposed approaches. 
8.2.4  Field Liquefaction Case Histories and Paleoliquefaction Studies 
Most liquefaction case histories used in the development of CRR charts involve 
penetration resistance or Vs measurements conducted several days to tens of years after the 
liquefying earthquake. Penetration resistance and Vs, however, can be altered significantly 
by strong earthquake shaking. Thus, it is important that case histories be clearly designated 
as based on pre- or post-liquefaction measurements in refinements to existing and 
development of new CRR charts (Stewart et al. 2016). Greater preference should be given 
to case histories based on pre-liquefaction measurements in the development of new charts. 
The consequence of ignoring the influence of earthquake shaking and liquefaction on pre-
earthquake penetration resistance or Vs measurements is, in part, mitigated with the use of 
the relationships shown in Figure 7.1, which represent a calibration of current CRR charts.  
That is, the predictor variable corresponding to KDR = 1.0 represents the average state for 
the CRR chart.   
If the time between the earthquake and post-earthquake measurements is long, 
some researchers have used relationships (e.g., Skempton 1986; Kulhawy and Mayne 
1990; Mesri et al. 1990; Andrus et al. 2007) to correct penetration resistance or Vs 
measurements to immediately-after-earthquake values. Leon et al. (2006) and Gheibi 
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(2016) employed this approach in their paleoliquefaction studies of sites in the South 
Carolina Coastal Plain where they adjusted penetration resistance and Vs measurements to 
“freshly deposited” (i.e., time = 3 to 30 days) values, because current CRR charts are almost 
exclusively based on measurements conducted shortly after the earthquake (Olson et al. 
2005). Guidelines are needed to identify when it is appropriate (and not appropriate) to 
make these corrections. 
8.2.5  Laboratory Studies on Soil Aging 
Laboratory studies, in which aging is accelerated, have the potential to provide 
useful insights into the effects of different soil aging mechanisms. For example, mixing in 
a small amount of Portland cement (e.g., Kokusho et al. 2012; Sasaoka and Kokusho 2017) 
or introducing certain microorganisms with the right nutrients (e.g., DeJong et at. 2006; 
Burbank et al. 2011) can simulate cementation; applying cyclic loads can simulate soil 
grain rearrangement and interlocking as well as preshaking (e.g., El-Sekely et al. 2017); 
and overconsolidating can replicate burial and uplift (e.g., Ishihara and Takatsu 1979; 
Bhatia 1982).   
Laboratory studies also have the potential to provide improvements to the KDR 
correction, if the KDR predictor variables (e.g., MEVR, Gmax/qc) are determined for the aged 
and unaged specimens. This would require laboratory measurements of both Vs and qc (or 
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FIELD DATA FROM CHRISTCHURCH AND KAIAPOI SITES 
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Appendix A.1  Kilmore Street Site Field Data 
 
 





Figure A-2. Shear wave velocity profile from testing at Kilmore Street (Taylor 2015). 
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Figure A-3. Borehole BH K-1 log from drilling at Kilmore Street (Taylor 2015). 
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Appendix A.2  Gainsborough Reserve Site Field Data 
 
 
























Figure A-5. Shear and compression wave velocity profiles from testing at Gainsborough 




Table A-1. Shear and compression wave velocity data from testing at VsVp 38176 site at 
Gainsborough Reserve (CGD 2015). 
Project:   Christchurch 2011 Earthquake - TRex Ground Improvement Trials 
XHole ID 
Code: 
 HNH-TCR01-XH02    
T&T Ref:  52020.02     
Location:  Hoon Hay     
XHole ID No:  2     
Date:  12/7/2013     
Comments:  Gainsborough Reserve #1: S1 to R; Unimproved ground. 
Located By:  Survey GPS     
Operator:  The University of Texas    
Max Depth:  6 m below ground level   
Coord. System:  NZTM (Options = 'NZTM' or 'NZMG')   
Vertical Datum:  LVD37 (Options = 'LVD37' or 'CDD')   
Instrument ID  R1 S1 S2   
Easting:  1567850.759 1567849.593  mE 
Northing:  5176515.711 5176514.767  mN 
Elevation:   9.97 9.97   mRL 











0.4 238 113 3.4 630 107 
0.6 256 111 3.6 577 108 
0.8 251 116 3.8 720 105 
1.0 213 112 4.0 961 105 
1.2 224 112 4.2 1210 104 
1.4 266 109 4.4 1535 104 
1.6 256 107 4.6 1592 112 
1.8 259 109 4.8 1634 117 
2.0 282 112 5.0 1638 120 
2.2 1342 109 5.2 1641 127 
2.4 1192 109 5.4 1645 135 
2.6 1339 105 5.6 1649 133 
2.8 1164 106 5.8 1653 128 
3.0 906 115 6.0 1647 127 




Table A-2. DMT data from testing at SDMT 37390 site at Gainsborough Reserve (CGD 
2015). 
Project:   Christchurch 2011 Earthquake - EQC Ground Investigations 
SDMT ID No:  SDMT1     
Location:  Site 2, Gainsborough Reserve    
Date:  12/20/2013     
Latitude:  -43.563617 WGS 1984    
Longitude:  172.601883 WGS 1984    
Elevation:  9.97 mRL (Lyttelton Datum)   
Located By:  Survey GPS     
Operator:  AT & SA     
Pre-Drill:  0 m below ground level   
Assumed GWL:  2.5 m below ground level   
Max Depth:  10 m below ground level   
Comments:   Natural Soil      













0.40 219 703 5.20 241 640 
0.60 204 473 5.40 251 411 
0.80 174 452 5.60 263 480 
1.00 98 165 5.80 493 1188 
1.20 125 182 6.00 231 609 
1.40 156 243 6.20 237 607 
1.60 140 231 6.60 244 354 
1.80 380 640 6.80 222 486 
2.00 153 250 7.00 224 526 
2.20 142 203 7.20 260 491 
2.40 161 249 7.40 316 659 
2.60 168 463 7.60 300 467 
2.80 186 331 7.80 295 589 
3.00 173 367 8.00 424 1403 
3.20 167 229 8.20 304 1079 
3.40 168 219 8.40 338 898 
3.60 206 274 8.60 391 1003 
3.80 172 203 8.80 387 1221 
4.00 205 248 9.00 297 797 
4.20 176 222 9.20 263 536 
4.40 186 208 9.40 268 373 
4.60 200 407 9.60 259 307 
4.80 266 1085 9.80 316 550 




Appendix A.3  Riccarton Road Site Field Data 
 
 


























Figure A-7. Shear and compression wave velocity profiles from testing at VsVp 38170 site 
at Riccarton Road (CGD 2015). 
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Table A-3. Shear and compression wave velocity data from testing at VsVp 38170 site at 
Riccarton Road (CGD 2015). 
Project:   
Christchurch 2011 Earthquake - TRex Ground Improvement 
Trials 
XHole ID Code: RIC-TCR01-XH01    
T&T Ref:  52020.02     
Location:  Riccarton     
XHole ID No:  1     
Date:  12/7/2013     
Comments:  85 Riccarton Road: S1 to R; Unimproved ground 
Located By:  Survey GPS     
Operator:  The University of Texas    
Max Depth:  6 m below ground level   
Coord. System:  NZTM (Options = 'NZTM' or 'NZMG')   
Vertical Datum:  LVD37 (Options = 'LVD37' or 'CDD')   
Instrument ID  R1 S1 S2   
Easting:  1567973.084 1567971.596  mE 
Northing:  5180276.488 5180276.306  mN 
Elevation:   9.09 9.09   mRL 











0.4 1020 169 3.4 1134 126 
0.6 978 170 3.6 1199 126 
0.8 1190 175 3.8 1318 121 
1.0 1392 177 4.0 1020 114 
1.2 1395 176 4.2 1182 113 
1.4 1413 176 4.4 1452 133 
1.6 1527 167 4.6 1552 127 
1.8 1585 168 4.8 1533 125 
2.0 1609 173 5.0 1608 131 
2.2 1624 167 5.2 1662 122 
2.4 1621 158 5.4 1659 122 
2.6 1627 158 5.6 1666 121 
2.8 1633 159 5.8 1768 120 
3.0 1594 132 6.0 1764 128 




Appendix A.4  Kaiapoi Area Field Data 
 
 
Figure A-8. Shear and compression wave velocity profiles from testing at VsVp 36464 site 
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Table A-4. Shear and compression wave velocity data from testing at VsVp 36464 site in 
Kaiapoi (CGD 2015). 
Project:   Christchurch 2011 Earthquake - TRex Ground Improvement Trials 
XHole ID Code: KAI-TCR01-XH01    
T&T Ref:  52020.02     
Location:  Kaiapoi     
XHole ID No:  43     
Date:  5/9/2013     
Comments:  S1 to R: Unimproved ground. 
Located By:  Survey GPS     
Operator:  The University of Texas    
Max Depth:  3.9 m below ground level   
Coord. System:  NZTM (Options = 'NZTM' or 'NZMG')   
Vertical Datum:  LVD37 (Options = 'LVD37' or 'CDD')   
Instrument ID  R1 S1 S2   
Easting:  1573130.3 1573131.6  mE 
Northing:  5196242.1 5196242.8  mN 
Elevation:   1.02 1.09   mRL 











0.15 217 83 2.40 1063 137 
0.30 258 87 2.55 1288 142 
0.45 299 87 2.70 1205 141 
0.60 316 90 2.85 1288 134 
0.75 355 95 3.00 1287 130 
0.90 431 107 3.15 1370 135 
1.05 576 104 3.30 1427 142 
1.20 642 108 3.45 1446 144 
1.35 709 106 3.60 1464 150 
1.50 777 110 3.75 1464 154 
1.65 777 115 3.90 1464 154 
1.80 850 122     
1.95 983 127     
2.10 914 130     
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Figure B-7. Log for borehole BH_9534 located 8 m from SCPT 14543 at 426 Port Hills 
Road (CGD 2015). 
 193 
 
Figure B-7. Log for borehole BH_9534 located 8 m from SCPT 14543 at 426 Port Hills 
Road (CGD 2015), continued. 
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Figure B-8. Log for borehole BH_10235 located 8 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015). 
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Figure B-8. Log for borehole BH_10235 located 8 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
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Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015). 
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Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
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Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
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Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
 200 
 
Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
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Figure B-9. Log for borehole BH_10234 located 40 m from SCPT 14651 at 17 Ramahana 
Road (CGD 2015), continued. 
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Shear wave velocities from downhole testing are commonly evaluated using the 
interval (or pseudo interval) method. However, studies (e.g. Kim et al. 2004) have indicated 
that the interval method yields very poor estimates of Vs especially where there are great 
interlayer stiffness contrasts. Kim et al. (2004) proposed the modified interval and Snell’s 
law ray path methods in an attempt to improve Vs estimated from downhole data. In the 
modified interval method, adjusted shear wave travel distance and travel time along a 
straight ray path are evaluated based on shear wave velocities of the upper layers and the 
arrival time at the lower receiver of the layer under consideration. The Snell’s law ray path 
method considers shear wave propagation along a refracted ray path based on Snell’s law. 
The direct ray path is assumed for the first layer, and refracted ray paths for subsequent 
layers.  
A simplified Snell’s law ray path method is proposed in this study for use where 
the Snell’s law method would be practically cumbersome to apply, especially for profiles 
involving over ten Vs measurement intervals. This approach assumes a straight ray path in 
the upper layers and a refracted ray path in the layer under consideration. The procedure 
involves two steps as follows: 
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where tt and tb are travel times to top and bottom receivers, respectively, zt and zb are depths 
to top and bottom receivers, respectively, D is source-to-hole horizontal offset, and D1 is 
horizontal distance from the source to the point where refraction occurs at the top of layer.  
Kim et al. (2004) recommended the Snell’s law ray path method for reliable Vs 
estimates from downhole test data. However, for the available Qts data, all four approaches 
generally give estimates that are within 2% of each other after 3-5 layers depending on 
source-to-hole offset and Vs measurement interval depth. Slightly larger differences are 
observed for deeper layers where greater layer stiffness contrasts exist. The Snell’s law ray 
path method was adopted in this study for Qts sites where shear wave travel times and 
source-to-hole offset distance data were available. For sites where shear wave travel times 
were not given, but with known source-to-hole distances, travel times were back-calculated 
from given Vs assuming the interval method and Snell’s law method was then used to 
recalculate Vs. 
Presented in Figure C-1 are composite shear wave velocity profiles above the 
Cooper Marl for Qts sites grouped according to their relative distance from Woodstock 
fault. The mean Vs profiles are summarized in Table C-1. As seen in Figures C-1(a) – (c), 
mean Vs is about 200 m/s in the top 2 m regardless of distance from the fault. However, 
mean Vs is generally lower between 2 m and 8 m depths for sites within 5 – 11 km from 
the fault compared with other sites. This lower Vs zone may be the result of greater 





Figure C-1. Composite velocity profiles above the Cooper Marl for Qts sites grouped by 














Shear Wave Velocity, 
VS (m/s)
Mean Vs
(a) df =5-11 km 
n = 21




(b) df =11-20 km 
n = 8
699





(c) df =20-28 km 
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Table C-1. Summary of shear wave velocity (Vs) measurements above the Cooper Marl for 



























Distance to Fault, df = 5 – 11 km Distance to Fault = df = 20 – 28 km 
0-0.42 12 171 0.235 0-0.75 18 186 0.080 
0.42-0.75 12 175 0.229 1.75-3.75 18 261 0.206 
0.75-1.42 12 172 0.234 3.75-5.75 18 209 0.299 
1.42-1.75 20 194 0.336 5.75-7.75 18 180 0.133 
1.75-2.75 20 187 0.245 7.75-9.75 18 179 0.133 
2.75-3.75 21 172 0.251 9.75-11.75 18 225 0.237 
3.75-4.75 21 164 0.226 11.75-13.75 18 306 0.456 
4.75-5.75 21 177 0.406 13.75-15.75 17 379 0.420 
5.75-6.75 18 183 0.349 15.75-17.75 17 424 0.378 
6.75-7.75 17 184 0.323 17.75-19.75 16 369 0.368 
7.75-8.75 15 221 0.374  
8.75-9.75 8 269 0.257     
9.75-10.75 6 269 0.384     
10.75-11.75 6 257 0.413     
11.75-12.75 3 240 0.120     
Distance to Fault = df = 11 – 20 km     
0-0.75 7 162 0.270     
0.75-1.75 7 170 0.199     
1.75-2.75 8 248 0.285     
2.75-3.75 8 292 0.204     
3.75-4.75 8 245 0.302     
4.75-5.75 8 300 0.449     
5.75-6.75 8 238 0.425     
6.75-7.75 8 225 0.409     
7.75-8.75 8 203 0.262     
8.75-9.75 7 209 0.242     
9.75-10.75 7 224 0.247     
10.75-11.75 7 232 0.186     
11.75-12.75 5 227 0.326     
12.75-13.75 3 203 0.088     
13.75-14.75 3 218 0.129     
14.75-15.75 3 232 0.083     
15.75-16.75 3 212 0.083     
16.75-17.75 3 233 0.220     
17.75-18.75 3 233 0.191     




Ratios of measured Vs to estimated Vs (MEVR) based on cone tip resistance were 
computed for each profile. Shown in Figure C-2 are MEVR profiles for all sites grouped by 
distance from Woodstock fault. It can be seen that MEVR generally increases with depth 
suggesting an increasing liquefaction resistance with depth. There appears to be a lower 
MEVR zone between 3 m and 6 m depths for sites within a distance of 5 – 11 km from the 
fault, consistent with the lower Vs zone observed in Figure C-1. This zone may have 
liquefied and/or experienced the highest straining during the 1886 Charleston earthquake. 
 
    
Figure C-2. Composite MEVR profiles for all Qts sites grouped by distance from 
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To further investigate possible variations in MEVR with distance from the fault, 
critical layers were selected based on the following criteria: (1) layer is within Qts, below 
groundwater table and above the Cooper Marl, (2) cone tip resistance, friction ratio, shear 
wave velocity, and soil behavior type index are fairly uniform within the layer, (3) layer is 
at least 2 m thick, and (4) at least two Vs measurements for sites where Vs is taken at 1 m 
intervals, and at least 80% of the velocity measurement interval is within the selected layer 
for sites where Vs is taken at 2 m intervals. The extent of Qts (depth to bottom of Qts unit) 
was inferred from cone tip resistance, friction ratio and cross sectional profiles from the 
geologic maps of the Greater Charleston area (Weems and Lemon 1988, 1993). For sites 
where enough information was not available to recalculate shear wave velocity using 
Snell’s law ray path method, layers were selected below 3 m to offset the limitation of poor 
Vs estimates in the near surface layers using the interval or pseudo interval method. 
A summary of selected layers is presented in Table C-2, and shown in Figure C-3 
is the variation of average MEVR for selected layers with distance from Woodstock fault 
(df). The slope of the best fit regression line for data in Figure C-3 is very small with a 
negligible r2 value, suggesting that there is no significant correlation between MEVR and 
distance from Woodstock fault. The relatively strong relationship (r2 = 0.32) observed in 
the Heidari and Andrus (2012) data could be a result of bias in the sampling of sites. 80% 
of the Heidari and Andrus (2012) data points were obtained from sites where targeted field 
measurements were conducted due to existence of liquefaction features. These sites likely 
liquefied during the 1886 Charleston earthquake. On the other hand, the additional sites 




Figure C-3. Average MEVR for selected layers versus distance from Woodstock fault (df). 
  











Distance from Woodstock Fault, df (km)
Heidari & Andrus (2012)
MEVR = 0.0073df + 1.07
r2 = 0.32
Heidari & Andrus (2012)
This Study
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Qts1 23.346 2.2 - 5.8 4 2.04 1.17 Good 
Qts2 23.671 3.8 - 7.6 5.7 1.94 1.36 Good 
Qts3 9.314 2.2 - 5.8 4 1.87 1.52 Fair to Good 
Qts5 7.603 3.8 - 5.8 4.8 1.97 1.59 Fair to Good 
Qts6 10.681 2.2 - 5.4 3.8 2.03 1.86 Fair to Good 
Qts7 24.117 2.2 - 7.2 4.7 1.83 1.27 Good 
Qts10 17.755 2.2 - 5.8 4 1.64 1.66 Fair to Good 
Qts11 18.672 3.8 - 9.6 6.7 2.10 1.42 Good 
Qts12 18.859 5.8 - 9.7 7.75 1.94 1.12 Good 
Qts13 22.661 4.0 - 14 9 2.07 1.04 Very Good 
Qts14 20.566 5.0 - 16 10.5 1.78 0.97 Very Good 
Qts16 22.830 3.8 - 7.8 5.8 2.03 1.32 Good 
Qts19 26.043 2.2 - 5 3.6 1.83 1.36 Fair 
Qts20 26.621 3.8 - 7.5 5.65 1.72 1.30 Good 
Qts21 27.017 5.8 - 7.8 6.8 1.85 1.39 Fair 
Qts23 18.245 3.8 - 13.8 8.8 2.05 1.78 Good 
Qts25 26.292 3.8 - 7.0 5.4 2.15 1.14 Fair to Good 
Qts26 27.645 5.8 - 9.8 7.8 2.15 1.11 Good 
Qts31 6.761 3.5 - 6.0 4.75 2.07 1.16 Fair 
Qts32 18.216 9.5 - 13.5 11.5 2.24 1.22 Good 
Qts33 7.406 4.2 - 8.0 6.1 2.03 1.07 Fair to Good 
Qts34 9.098 3.4 - 5.3 4.35 1.89 1.20 Fair to Good 
Qts35 10.021 3.7 - 12 7.85 2.08 1.21 Very Good 
Qts36 18.862 4.0 - 8.6 6.3 1.85 1.35 Good 
Qts43 6.41 3.2 - 6.8 5 2.04 1.03 Very Good 
Qts44 6.38 3.2 - 6 4.6 2.02 1.02 Good 
Qts45 6.36 3.2 - 6 4.6 2.04 1.01 Good 
Qts46 6.33 3.2 - 5.8 4.5 2.08 1.07 Good 
Qts47 6.31 3.2 - 5.7 4.45 2.2 1.04 Good 
Very Good = Both cone tip resistance, friction ratio and shear wave velocity are relatively uniform, 
and the layer consists of at least two shear wave velocity measurements 
Good = Two of cone tip resistance, friction ratio and shear wave velocity are relatively uniform, and 
the layer consists of at least two shear wave velocity measurements 
Fair to Good = Two of cone tip resistance, friction ratio and shear wave velocity are relatively 
uniform 
Fair = One of cone tip resistance, friction ratio and shear wave velocity are relatively uniform 
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to Top of 
Cooper Marl (m) 
Average Ic in 
Top 10 m or 
above Marl 
West of the Cooper River 
Qts30 32.9117813 -80.0680237 14 NA 20.00 5.525 0.458 15? 2.57 
Qts29 32.8982201 -80.0603714 17 NA 20.10 6.864 1.265 15.5? 2.59 
Qts31 32.9002700 -80.0595000 11 3.04 12.88 6.761 1.337 11.5 2.03 
Qts47 32.9154000 -80.0549000 13† 2.30 9.04 6.310 1.663 11.2* 2.34 
Qts46 32.9152000 -80.0548000 14† 2.30 9.02 6.330 1.674 11.2* 2.30 
Qts45 32.9149000 -80.0547000 14† 2.30 9.08 6.360 1.685 11.2* 2.16 
Qts44 32.9146000 -80.0545000 14† 3.00 9.03 6.380 1.706 11.2* 2.05 
Qts38 32.9306390 -80.0296630 12.5 2.13 17.60 6.39 1.707 13.8 2.34 
Qts43 32.9143000 -80.0544000 15† 3.00 9.03 6.410 1.717 11.2* 2.03 
Qts37 32.9083140 -80.0254540 10.97 3.35 30.45 6.404 1.719 8.8 2.26 
Qts33 32.9124300 -80.0432300 11† 3.81 18.08 7.406 2.774 > 18 2.20 
Qts5 32.9170494 -80.0391388 17.9 NA 19.80 7.603 3.12 16.6 2.39 
Qts4 32.9166412 -80.0322571 15.8 NA 20.50 8.184 3.765 9.6 2.41 
Qts34 32.9037500 -80.0283900 11† 1.52 10.88 9.098 4.234 7.2 2.05 
Qts3 32.9042816 -80.0267487 17 NA 20.50 9.314 4.364 9.7 2.09 
Qts39 32.8910000 -80.0255000 9† 1.50 9.16 10.020 4.57 6.0 2.07 
Qts40 32.8912000 -80.0253000 9† 1.50 9.15 10.030 4.572 6.1 1.95 
Qts35 32.9182080 -79.9042650 13.72 1.83 12.19 10.021 4.592 > 12 2.04 
Qts41ꜞ 32.8914000 -80.0251000 9† 1.50 12.16 10.030 4.609 6.2 1.93 
Qts6 32.8994484 -80.0130310 17.3 NA 20.50 10.681 5.677 14? 2.19 
Qts28 32.9118195 -80.0070572 14.9 NA 15.40 10.481 6.151 8.4 2.11 
Qts27 32.9114800 -79.9854736 14 NA 20.20 12.285 8.169 9.0 2.15 
‡ Elev. = Elevation; GWT = Depth to top of groundwater table; NA = Not available; †Elevation estimated from Google Earth online software. 
ꜝLow groundwater table due to dewatering (Heidari 2011); *Depth to top of Cooper Marl estimated by Heidari (2011). 
ꜞSite not used in liquefaction potential index (LPI) calculations due to missing shear wave velocity data in top 3 m 
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to Top of 
Cooper Marl (m) 
Average Ic in 
Top 10 m or 
above Marl 
East of the Cooper River 
Qts10 32.9045982 -79.9237366 12.2 NA 20.00 17.755 14.149 11.3 1.87 
Qts32 32.9042000 -79.9170000 12† 8.00ꜝ 27.94 18.216 14.782 26.0 2.00 
Qts23 32.9087296 -79.9150696 14.3 NA 33.00 18.245 15.069 > 29.5 2.09 
Qts42 32.9055000 -79.9108000 12† 4.00 28.21 19.120 15.318 24.8 1.96 
Qts36 32.8948590 -80.0267220 13.41 2.01 22.87 18.862 15.337 12.5 1.97 
Qts11 32.9149818 -79.9061432 14.6 NA 20.20 18.672 16.167 >20 2.11 
Qts12 32.9233704 -79.8988190 11.9 NA 20.20 18.859 17.266 ≥ 13 1.97 
Qts13 32.9442787 -79.8385010 14 NA 20.00 22.661 23.201 18? 2.12 
Qts14 32.9619598 -79.8529968 11.3 NA 20.20 20.566 23.243 18? 1.79 
Qts17 32.9652596 -79.8342590 13.1 NA 20.40 21.914 24.88 ≥ 17.5 2.41 
Qts15 32.9542809 -79.8171234 13.1 NA 20.20 23.918 25.472 16? 2.12 
Qts16 32.9682198 -79.8210220 15.8 NA 20.00 22.830 26.078 ≥ 17.3 2.02 
Qts1 32.9703293 -79.8134689 14.9 NA 19.65 23.346 26.779 ≥ 17.5 2.25 
Qts2 32.9757385 -79.8062363 14.3 NA 20.50 23.671 27.682 ≥ 19 2.04 
Qts7 32.9804306 -79.7976227 13.1 NA 20.20 24.117 28.644 ≥ 18 1.97 
Qts8 32.9841385 -79.7865830 15.3 NA 20.50 24.834 29.82 > 20 2.43 
Qts9 32.9899406 -79.7798462 11.9 NA 20.30 25.083 30.594 > 20 2.11 
Qts18 32.9950295 -79.7711182 11.9 NA 20.20 25.504 31.623 > 20 2.11 
Qts20 32.9928093 -79.7589569 11.3 NA 20.20 26.621 32.38 > 20 1.78 
Qts19 32.9999199 -79.7625122 9.1 NA 20.00 26.043 32.607 > 20? 2.19 
Qts21 33.0020104 -79.7485504 11.9 NA 20.10 27.017 33.764 > 20 1.86 
Qts22 33.0122299 -79.7406616 12.2 NA 20.20 27.107 35.087 ≥ 17? 2.13 
Qts24 33.0215607 -79.7329865 14 NA 20.00 27.243 36.206 > 20 2.08 
Qts25 33.0356712 -79.7361832 13.1 NA 20.00 26.292 36.88 > 20 2.37 
Qts26 33.0326691 -79.7212067 14.9 NA 18.00 27.645 37.822 > 18 2.13 
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Table C-4. Shear wave velocity data for USGS site BKY001 (Qts1). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts1  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 10/22/2004  Organization Test ID:   
Latitude: 32.97032929  Source-to-Hole Offset (m): 0.96 
Longitude: -79.81346893  
Elevation 
(m):  14.90 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    175 175 175 175 
1.75 11.41         
    182 181 181 181 
3.75 21.72         
    179 179 179 179 
5.75 32.65         
    185 185 185 185 
7.75 43.36         
    149 149 149 149 
9.75 56.72         
    168 168 168 168 
11.75 68.59         
    521 515 512 512 
13.75 72.42         
    854* 553* 551* 554* 
15.75 72.42         
    1188 591 589 595 
17.75 75.78         
    457 456 455 457 
19.25 79.06         
*The same shear wave travel time is reported at depths of 13.75 and 15.75 m. Averages of Vs values 




Table C-5. Shear wave velocity data for USGS site BKY002 (Qts2). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts2  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 10/22/2004  Organization Test ID:   
Latitude: 32.97573853  Source-to-Hole Offset (m): 0.96 
Longitude: -79.80623627  
Elevation 
(m):  14.30 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    222 222 222 222 
1.75 8.98         
    436 401 398 398 
3.75 13.28         
    235 237 237 237 
6 22.65         
    207 208 208 208 
7.75 31.01         
    143 144 143 144 
9.75 44.92         
    180 180 180 180 
11.75 56.01         
    201 201 201 201 
13.75 65.93         
    532 529 527 528 
15.75 69.68         
    609 606 604 605 
17.75 72.96         
    506 505 505 505 




Table C-6. Shear wave velocity data for USGS site CHN032 (Qts3). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts3  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/3/2004  Organization Test ID:   
Latitude: 32.90428162  Source-to-Hole Offset (m): 0.96 
Longitude: -80.02674866  
Elevation 
(m):  17.00 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    182 182 183 182 
1.75 10.94         
    289 275 274 274 
3.75 17.42         
    194 195 195 195 
5.75 27.50         
    133 134 133 133 
7.75 42.42         
    303 301 301 301 
9.75 48.98         
    448 444 442 443 
11.75 53.43         
    359 358 358 358 
13.75 58.98         
    464 462 462 462 
15.75 63.28         
    532 531 530 531 
17.75 67.03         
    421 420 420 421 




Table C-7. Shear wave velocity data for USGS site CHN033 (Qts4). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts4  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/3/2004  Organization Test ID:   
Latitude: 32.91664124  Source-to-Hole Offset (m): 0.96 
Longitude: -80.03225708  
Elevation 
(m):  15.80 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    222 222 222 222 
1.75 8.98         
    300 291 290 290 
3.75 15.23         
    159 161 160 160 
5.75 27.58         
    155 155 155 155 
7.75 40.39         
    274 273 272 273 
9.75 47.65         
    380 338 377 378 
11.75 52.89         
    473 470 469 470 
13.75 57.11         
    492 490 489 490 
15.75 61.17         
    336 336 336 336 
17.75 67.11         
    525 523 523 523 




Table C-8. Shear wave velocity data for USGS site CHN034 (Qts5). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts5  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/3/2004  Organization Test ID:   
Latitude: 32.91704941  Source-to-Hole Offset (m): 0.96 
Longitude: -80.03913879  
Elevation 
(m):  17.90 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    236 237 237 237 
1.75 8.44         
    211 213 213 213 
3.75 17.34         
    246 245 245 245 
5.75 25.31         
    157 158 158 158 
7.8 38.20         
    176 176 176 176 
9.75 49.22         
    236 236 236 236 
11.75 57.65         
    277 277 277 277 
13.75 64.84         
    196 196 196 197 
15.75 75.00         
    582 579 577 577 
17.75 78.43         
    426 425 425 425 




Table C-9. Shear wave velocity data for USGS site CHN035 (Qts6). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts6  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/3/2004  Organization Test ID:   
Latitude: 32.89944840  Source-to-Hole Offset (m): 0.96 
Longitude: -80.01303101  
Elevation 
(m):  17.30 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    187 187 187 187 
1.75 10.70         
    245 238 238 238 
3.75 18.36         
    285 282 281 282 
5.75 25.23         
    133 134 134 134 
7.75 40.15         
    276 275 275 275 
9.75 47.34         
    386 384 383 384 
11.75 52.50         
    308 307 307 307 
13.75 58.98         
    412 411 411 411 
15.75 63.82         
    448 447 446 447 
17.75 68.28         
    499 498 498 498 




Table C-10. Shear wave velocity data for USGS site BKY003 (Qts7). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts7  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/5/2004  Organization Test ID:   
Latitude: 32.98043060  Source-to-Hole Offset (m): 0.96 
Longitude: -79.79762268  
Elevation 
(m):  13.10 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    185 185 185 185 
1.75 10.78         
    243 236 236 236 
3.75 18.51         
    197 198 198 198 
5.75 28.44         
    194 194 194 194 
7.75 38.67         
    168 169 169 169 
9.75 50.47         
    206 206 206 206 
11.75 60.15         
    182 182 182 182 
13.75 71.09         
    774 764 757 757 
15.75 73.67         
    609 605 603 605 
17.75 76.95         
    485 484 483 484 




Table C-11. Shear wave velocity data for USGS site BKY004 (Qts8). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts8  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/5/2004  Organization Test ID:   
Latitude: 32.98413849  Source-to-Hole Offset (m): 0.96 
Longitude: -79.78658295  
Elevation 
(m):  15.20 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    157 157 157 157 
1.75 12.73         
    400 350 345 345 
3.75 17.42         
    482 464 460 467 
5.75 21.48         
    205 205 205 206 
9.75 40.86         
    166 166 166 166 
11.75 52.89         
    266 266 266 266 
13.75 60.39         
    281 280 280 281 
15.75 67.50         
    556 554 553 554 
17.75 71.09         
    445 444 444 445 




Table C-12. Shear wave velocity data for USGS site BKY005 (Qts9). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts9  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/5/2004  Organization Test ID:   
Latitude: 32.98994064  Source-to-Hole Offset (m): 0.96 
Longitude: -79.77984619  
Elevation 
(m):  11.90 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    206 206 206 206 
1.75 9.69         
    370 345 343 343 
3.75 14.76         
    179 181 181 181 
5.75 25.70         
    146 147 146 147 
7.75 39.29         
    229 229 229 229 
9.75 47.97         
    184 184 184 184 
11.75 58.82         
    211 211 211 211 
13.75 68.28         
    253 253 253 253 
15.75 76.17         
    158 158 158 158 
17.75 88.82         
    163 163 163 163 




Table C-13. Shear wave velocity data for USGS site BKY006 (Qts10). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts10  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/6/2004  Organization Test ID:   
Latitude: 32.90459824  Source-to-Hole Offset (m): 0.96 
Longitude: -79.92373657  
Elevation 
(m):  12.20 
Location: North Charleston, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    218 218 218 218 
1.75 9.14         
    308 297 296 296 
3.75 15.23         
    237 237 237 237 
5.75 23.51         
    166 167 166 166 
7.75 35.47         
    161 162 162 162 
9.75 47.81         
    304 303 302 303 
11.75 54.37         
    381 379 379 379 
13.75 59.61         
    399 398 398 398 
15.75 64.61         
    434 433 433 433 
17.75 69.21         
    482 481 481 481 




Table C-14. Shear wave velocity data for USGS site BKY007 (Qts11). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts11  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/6/2004  Organization Test ID:   
Latitude: 32.91498184  Source-to-Hole Offset (m): 0.96 
Longitude: -79.90614319  
Elevation 
(m):  14.60 
Location: North Charleston, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    159 159 159 159 
1.75 12.58         
    264 249 248 248 
3.75 19.69         
    224 223 223 223 
5.75 28.44         
    262 260 260 260 
7.75 36.01         
    229 229 229 229 
9.75 44.68         
    250 250 250 250 
11.75 52.65         
    179 179 179 179 
13.75 63.82         
    208 208 208 208 
15.75 73.43         
    266 266 266 266 
17.75 80.93         
    243 243 242 242 




Table C-15. Shear wave velocity data for USGS site BKY008 (Qts12). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts12  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/6/2004  Organization Test ID:   
Latitude: 32.92337036  Source-to-Hole Offset (m): 0.96 
Longitude: -79.89881897  
Elevation 
(m):  11.90 
Location: North Charleston, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    184 184 184 184 
1.75 10.86         
    421 377 373 373 
3.75 15.31         
    199 201 200 201 
5.75 25.15         
    163 164 164 164 
7.8 37.58         
    188 188 188 188 
9.75 47.89         
    296 295 295 296 
11.75 54.61         
    393 392 391 392 
13.75 59.68         
    426 424 424 424 
15.75 64.37         
    413 412 411 412 
17.75 69.21         
    396 395 395 396 




Table C-16. Shear wave velocity data for USGS site BKY009 (Qts13). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts13  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/6/2004  Organization Test ID:   
Latitude: 32.94427872  Source-to-Hole Offset (m): 0.96 
Longitude: -79.83850098  
Elevation 
(m):  14.00 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    175 175 175 175 
1.75 11.41         
    261 250 249 249 
3.75 18.59         
    224 223 223 224 
5.75 27.34         
    189 189 189 190 
7.75 37.81         
    178 178 178 178 
9.75 48.98         
    214 241 214 214 
11.75 58.28         
    196 197 197 197 
13.75 68.43         
    170 170 170 170 
15.75 80.15         
    208 208 208 208 
17.75 89.76         
    287 287 287 287 




Table C-17. Shear wave velocity data for USGS site BKY010 (Qts14). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts14  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/6/2004  Organization Test ID:   
Latitude: 32.96195984  Source-to-Hole Offset (m): 0.96 
Longitude: -79.85299683  
Elevation 
(m):  11.30 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    189 189 189 189 
1.75 10.55         
    222 219 219 219 
3.75 18.98         
    190 190 190 190 
5.75 29.30         
    185 185 185 185 
7.75 40.00         
    193 193 193 193 
9.75 50.31         
    199 199 199 199 
11.75 60.31         
    215 215 215 215 
13.75 69.60         
    236 236 236 236 
15.75 78.04         
    433 432 431 431 
17.75 82.65         
    390 389 389 389 




Table C-18. Shear wave velocity data for USGS site BKY011 (Qts15). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts15  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/8/2004  Organization Test ID:   
Latitude: 32.95428085  Source-to-Hole Offset (m): 0.96 
Longitude: -79.81712341  
Elevation 
(m):  13.10 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    189 189 189 189 
1.75 10.55         
    264 255 245 254 
3.75 17.66         
    264 262 262 262 
5.75 25.08         
    159 160 160 160 
7.75 37.50         
    171 171 171 171 
9.75 49.14         
    268 268 268 268 
11.75 56.56         
    568 563 560 561 
13.75 60.07         
    532 529 528 529 
15.75 63.82         
    419 418 417 418 
17.75 68.59         
    408 407 407 407 




Table C-19. Shear wave velocity data for USGS site BKY012 (Qts16). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts16  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/8/2004  Organization Test ID:   
Latitude: 32.96821976  Source-to-Hole Offset (m): 0.96 
Longitude: -79.82102203  
Elevation 
(m):  15.80 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    179 179 179 179 
1.75 11.17         
    276 263 262 262 
3.75 17.97         
    206 206 206 206 
5.75 27.50         
    201 201 201 201 
7.75 37.34         
    160 160 160 160 
9.75 49.76         
    234 233 233 234 
11.75 58.28         
    656 648 643 644 
13.75 61.32         
    691 685 681 684 
15.75 64.21         
    655 651 649 652 
17.75 67.26         
    638 636 635 637 




Table C-20. Shear wave velocity data for USGS site BKY013 (Qts17). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts17  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/8/2004  Organization Test ID:   
Latitude: 32.96525955  Source-to-Hole Offset (m): 0.96 
Longitude: -79.83425903  
Elevation 
(m):  13.10 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    187 187 187 187 
1.75 10.70         
    296 281 280 280 
3.75 17.03         
    169 171 171 171 
5.75 28.59         
    132 133 133 133 
7.75 43.59         
    149 149 149 149 
9.75 56.95         
    255 254 254 254 
11.75 64.76         
    399 396 395 396 
13.75 69.76         
    691 684 679 681 
15.75 72.65         
    521 519 518 520 
17.75 76.48         
    304 304 304 304 




Table C-21. Shear wave velocity data for USGS site BKY014 (Qts18). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts18  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/8/2004  Organization Test ID:   
Latitude: 32.99502945  Source-to-Hole Offset (m): 0.96 
Longitude: -79.77111816  
Elevation 
(m):  11.90 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    182 182 182 182 
1.75 10.94         
    394 356 353 353 
3.75 15.70         
    152 154 154 154 
5.75 28.59         
    163 164 166 164 
7.75 40.70         
    257 256 256 257 
9.75 48.43         
    257 257 257 257 
11.75 56.17         
    204 204 204 204 
13.75 65.93         
    208 208 208 208 
15.75 75.54         
    217 217 217 217 
17.75 84.76         
    197 197 197 197 




Table C-22. Shear wave velocity data for USGS site BKY015 (Qts19). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts19  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/8/2004  Organization Test ID:   
Latitude: 32.99991989  Source-to-Hole Offset (m): 0.96 
Longitude: -79.76251221  
Elevation 
(m):  9.10 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    203 203 203 203 
1.75 9.84         
    224 222 222 222 
3.75 18.20         
    211 211 211 211 
5.75 27.50         
    175 175 175 175 
7.75 38.83         
    191 191 191 191 
9.75 49.22         
    185 185 185 185 
11.75 60.00         
    182 183 183 183 
13.75 70.93         
    241 241 241 241 
15.75 79.21         
    237 236 236 236 
17.75 87.65         
    243 242 242 242 




Table C-23. Shear wave velocity data for USGS site BKY0106 (Qts20). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts20  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/9/2004  Organization Test ID:   
Latitude: 32.99280930  Source-to-Hole Offset (m): 0.96 
Longitude: -79.75895691  
Elevation 
(m):  11.30 
Location: Cainhoy, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    198 198 198 198 
1.75 10.08         
    240 235 235 235 
3.75 17.89         
    204 204 204 204 
5.75 27.50         
    206 206 206 206 
7.8 37.34         
    152 153 153 153 
9.75 50.07         
    404 401 400 400 
11.75 55.00         
    387 386 385 386 
13.75 60.15         
    473 471 470 471 
15.75 64.37         
    492 490 490 490 
17.75 68.43         
    448 447 447 447 




Table C-24. Shear wave velocity data for USGS site BKY017 (Qts21). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts21  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/9/2004  Organization Test ID:   
Latitude: 33.00201035  Source-to-Hole Offset (m): 0.96 
Longitude: -79.74855042  
Elevation 
(m):  11.90 
Location: Ocean Bay, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    168 168 168 168 
1.75 11.87         
    264 251 250 250 
3.75 18.98         
    230 229 229 229 
5.75 27.50         
    228 228 228 228 
7.75 36.17         
    177 177 177 177 
9.75 47.42         
    183 184 184 184 
11.75 58.28         
    248 428 248 248 
13.75 66.32         
    304 303 303 303 
15.75 72.89         
    281 281 281 281 
17.75 79.99         
    227 227 227 227 




Table C-25. Shear wave velocity data for USGS site BKY018 (Qts22). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts22  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/9/2004  Organization Test ID:   
Latitude: 33.01222992  Source-to-Hole Offset (m): 0.96 
Longitude: -79.74066162  
Elevation 
(m):  12.20 
Location: Ocean Bay, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    177 177 177 177 
1.75 11.25         
    289 274 273 273 
3.75 17.73         
    184 185 185 185 
5.75 28.36         
    148 149 149 149 
7.8 42.03         
    202 202 202 202 
9.75 51.64         
    283 282 282 282 
11.75 58.67         
    243 243 243 243 
13.75 66.87         
    275 274 274 274 
15.75 74.14         
    465 464 463 463 
17.75 78.43         
    439 438 438 438 




Table C-26. Shear wave velocity data for USGS site BKY019 (Qts23). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts23  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/9/2004  Organization Test ID:   
Latitude: 32.90872955  Source-to-Hole Offset (m): 0.96 
Longitude: -79.91506958  
Elevation 
(m):  14.30 
Location: North Charleston, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0.00           
    139 139 139 139 
1.75 14.37         
    279 255 254 254 
3.75 21.09         
    234 232 232 233 
5.75 29.45         
    478 466 463 465 
7.75 33.59         
    166 167 167 167 
9.75 45.54         
    207 207 207 208 
11.75 55.15         
    179 179 179 179 
13.75 66.32         
    261 260 260 260 
15.75 73.98         
    188 188 188 188 
18 85.93         
    311 311 311 311 
19.8 91.71         
    203 203 203 203 
21.75 101.32         
    324 324 324 324 
23.75 107.49         
    324 324 324 317 
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Table C-26. Shear wave velocity data for USGS site BKY019 (Qts23) continued. 
25.75 113.66         
    272 272 272 277 
27.75 121.01         
    346 346 346 346 
29.75 126.79         
    416 416 416 416 
31.8 131.71         
    320 320 320 320 




Table C-27. Shear wave velocity data for USGS site BKY020 (Qts24). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts24  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/14/2004  Organization Test ID:   
Latitude: 33.02156067  Source-to-Hole Offset (m): 0.96 
Longitude: -79.73298645  
Elevation 
(m):  14.00 
Location: Ocean Bay, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    177 177 177 177 
1.75 11.25         
    258 248 247 247 
3.75 18.51         
    202 202 202 203 
5.75 28.20         
    166 166 166 166 
7.75 40.15         
    164 164 164 164 
9.75 52.26         
    257 257 257 257 
11.75 60.00         
    690 681 675 676 
13.75 62.89         
    608 604 602 604 
15.75 66.17         
    753 748 745 749 
17.75 68.82         
    729 726 724 726 




Table C-28. Shear wave velocity data for USGS site BKY021 (Qts25). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts25  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/14/2004  Organization Test ID:   
Latitude: 33.03567123  Source-to-Hole Offset (m): 0.96 
Longitude: -79.73618317  
Elevation 
(m):  13.10 
Location: Ocean Bay, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    201 201 201 201 
1.75 9.92         
    216 215 215 215 
3.75 18.59         
    200 201 201 201 
5.75 28.36         
    172 173 173 173 
7.75 39.84         
    170 170 170 170 
9.75 51.56         
    268 268 268 268 
11.75 58.98         
    510 506 504 504 
13.75 62.89         
    522 520 518 519 
15.75 66.71         
    708 704 701 703 
17.75 69.53         
    502 501 500 501 




Table C-29. Shear wave velocity data for USGS site BKY022 (Qts26). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts26  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/14/2004  Organization Test ID:   
Latitude: 33.03266907  Source-to-Hole Offset (m): 0.96 
Longitude: -79.72120667  
Elevation 
(m):  14.90 
Location: Ocean Bay, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    185 185 185 185 
1.75 10.78         
    243 236 236 236 
3.75 18.51         
    179 180 180 180 
5.75 29.45         
    192 192 192 192 
7.75 39.76         
    193 193 193 193 
9.75 50.07         
    243 242 242 242 
11.75 58.28         
    297 296 296 296 
13.75 65.00         
    399 398 397 397 
15.75 70.00         
    657 653 650 651 




Table C-30. Shear wave velocity data for USGS site BKY023 (Qts27). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts27  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/19/2004  Organization Test ID:   
Latitude: 32.91147995  Source-to-Hole Offset (m): 0.96 
Longitude: -79.98547363  
Elevation 
(m):  14.00 
Location: North Charleston, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    216 216 216 216 
1.75 9.22         
    381 356 355 355 
3.75 14.14         
    405 398 398 399 
5.75 18.98         
    109 110 110 110 
7.75 37.11         
    286 285 285 286 
9.75 44.06         
    405 402 402 403 
11.75 48.98         
    258 258 258 258 
13.75 56.72         
    419 418 418 418 
15.75 61.48         
    492 490 490 491 
17.75 65.54         
    356 356 356 356 




Table C-31. Shear wave velocity data for USGS site BKY024 (Qts28). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts28  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/19/2004  Organization Test ID:   
Latitude: 32.91181946  Source-to-Hole Offset (m): 0.96 
Longitude: -80.00705719  
Elevation 
(m):  14.90 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    198 198 198 198 
1.75 10.08         
    195 195 195 195 
3.75 19.69         
    161 162 162 162 
5.75 31.87         
    288 285 284 285 
7.75 38.75         
    322 320 320 320 
9.75 44.92         
    319 318 317 318 
11.75 51.17         
    393 391 391 391 
13.75 56.25         
    381 380 380 380 




Table C-32. Shear wave velocity data for USGS site CHN064 (Qts29). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts29  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/19/2004  Organization Test ID:   
Latitude: 32.89822006  Source-to-Hole Offset (m): 0.96 
Longitude: -80.06037140  
Elevation 
(m):  17.00 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    130 130 130 130 
1.75 15.39         
    185 178 177 177 
3.75 25.55         
    150 150 150 150 
5.75 38.59         
    237 234 234 234 
7.75 46.95         
    411 404 402 403 
9.75 51.79         
    374 372 371 372 
11.75 57.11         
    595 589 586 589 
13.75 60.46         
    433 431 431 432 
15.75 65.07         
    500 499 498 499 
17.75 69.06         
    471 470 470 471 




Table C-33. Shear wave velocity data for USGS site CHN065 (Qts30). 
Surface 
Geology: Qts   Performing Organization: USGS 
CU Site Code: Qts30  
Operator 
Name:  Tom Noce 
Test Type: SCPT  
Project 
Name:    
Date of Test: 11/19/2004  Organization Test ID:   
Latitude: 32.91178131  Source-to-Hole Offset (m): 0.96 
Longitude: -80.06802368  
Elevation 
(m):  14.00 
Location: Ladson, SC Quadrangle Seismic Source Type:   
Data Source: https://earthquake.usgs.gov/research/cpt/data    
Comments:            



















0           
    162 162 162 162 
1.75 12.34         
    133 136 135 135 
3.75 26.40         
    133 134 134 134 
5.75 41.09         
    329 321 319 319 
7.75 47.11         
    378 373 371 373 
9.8 52.50         
    508 502 499 502 
11.75 56.32         
    542 537 535 538 
13.75 60.00         
    594 590 588 591 
15.75 63.36         
    532 531 530 531 
17.75 67.11         
    441 440 440 441 




Table C-34. Shear wave velocity data for WPC site CHS2-01-292 (Qts31). 
Surface 
Geology: Qts   Performing Organization: WPC 
CU Site Code: Qts31  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  CHS2-01-292 
Date of Test: 11/6/2001  Organization Test ID: SCPT1 
Latitude: 32.90027  Source-to-Hole Offset (m): N/A 
Longitude: -80.05950  
Elevation 
(m):  11 
Location: Ladson, SC Quadrangle  Seismic Source Type: 
  Data Source: 
Mohanan (2006), Data Rep. to the USGS, Award No. 
05HQGR0037 
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.1  NA 219  NA  NA NA 
2.1  NA 218  NA  NA NA 
3.10  NA 154  NA  NA NA 
4.10  NA 195  NA  NA NA 
5.11  NA 154  NA  NA NA 
6.09  NA 156  NA  NA NA 
7.10  NA 177  NA  NA NA 
8.10  NA 262  NA  NA NA 
9.10  NA 207  NA  NA NA 
10.10  NA 173  NA  NA NA 
11.10  NA 226  NA  NA NA 




Table C-35. Shear wave velocity data for WPC site CHS2-02-104 (Qts32). 
Surface 
Geology: Qts   Performing Organization: WPC 
CU Site Code: Qts32  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  CHS2-04-104 
Date of Test: 4/9/2002  Organization Test ID: SC1 
Latitude: 32.90420  Source-to-Hole Offset (m): 0.5 
Longitude: -79.91700  
Elevation 
(m):  N/A 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: 
Mohanan (2006), Data Rep. to the USGS, Award No. 
05HQGR0037 
Comments:  Travel times not given in data source, but back-calculated with interval method. 



















0.00           
    199 199 199 199 
0.52 3.63         
    178 181 181 181 
1.52 8.56         
    196 195 195 195 
2.52 13.51         
    280 277 276 277 
3.52 17.03         
    280 279 278 279 
4.52 20.57         
    267 266 266 267 
5.52 24.30         
    299 298 298 298 
6.52 27.63         
    280 280 280 280 
7.52 31.19         
    280 280 280 280 
8.52 34.76         
    328 328 328 328 
9.52 37.80         
    241 241 241 241 
10.52 41.95         
    211 211 211 211 
11.52 46.68         
    211 211 211 211 
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Table C-35. Shear wave velocity data for WPC site CHS2-02-104 (Qts32) continued. 
12.52 51.42         
    211 211 211 211 
13.52 56.15         
    195 195 195 195 
14.52 61.28         
    223 223 223 223 
15.52 65.76         
    226 226 226 226 
16.52 70.18         
    312 312 312 312 
17.52 73.38         
    203 203 203 203 
18.52 78.31         
    208 208 208 208 




Table C-36. Shear wave velocity data for WPC site CHS2-04-320 (Qts33). 
Surface 
Geology: Qts   Performing Organization: WPC 
CU Site Code: Qts33  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  CHS2-04-320 
Date of Test: 8/31/2004  Organization Test ID: SCPT1 
Latitude: 32.91243  Source-to-Hole Offset (m): 0.5 
Longitude: -80.04323  
Elevation 
(m):  N/A 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: 
Mohanan (2006), Data Rep. to the USGS, Award No. 
05HQGR0037 
Comments:  Travel times not given in data source, but back-calculated with interval method. 



















0.0           
    218 218 218 218 
0.42 2.99         
    203 206 206 206 
1.42 7.20         
    117 120 120 120 
2.42 15.42         
    206 204 204 205 
3.42 20.20         
    134 134 134 134 
4.42 27.61         
    156 156 156 156 
5.42 33.98         
    170 170 170 170 
6.42 39.85         
    204 204 204 204 
7.42 44.74         
    177 177 177 177 
8.42 50.38         
    241 241 241 241 
9.42 54.52         
    185 185 185 185 
10.42 59.91         
    177 177 177 177 
11.42 65.55         
    206 206 206 206 
 254 
Table C-36. Shear wave velocity data for WPC site CHS2-04-320 (Qts33) continued. 
12.42 70.40         
    329 329 328 329 
13.42 73.44         
    550 548 547 547 
14.42 75.26         
    324 324 324 324 
15.42 78.34         
    397 396 396 396 




Table C-37. Shear wave velocity data for WPC site CHS2-05-043 (Qts34). 
Surface 
Geology: Qts   Performing Organization: WPC 
CU Site Code: Qts34  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  CHS2-05-043 
Date of Test: 2/9/2005  Organization Test ID: SC1 
Latitude: 32.90375  Source-to-Hole Offset (m): N/A 
Longitude: -80.02839  
Elevation 
(m):  N/A 
Location: Ladson, SC Quadrangle  Seismic Source Type: 
  Data Source: 
Mohanan (2006), Data Rep. to the USGS, Award No. 
05HQGR0037 
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















0.2  NA 154  NA  NA NA 
0.9  NA 191  NA  NA NA 
1.92  NA 158  NA  NA NA 
2.92  NA 143  NA  NA NA 
3.92  NA 135  NA  NA NA 
4.92  NA 188  NA  NA NA 
5.92  NA 201  NA  NA NA 
6.92  NA 497  NA  NA NA 
7.92  NA 353  NA  NA NA 




Table C-38. Shear wave velocity data for S&ME site 1131-05-287 (Qts35). 
Surface 
Geology: Qts   Performing Organization: S&ME 
CU Site Code: Qts35  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  1131-05-287 
Date of Test: 3/24/2005  Organization Test ID: C-2 
Latitude: 32.918208  Source-to-Hole Offset (m): 2.59 






SC  Seismic Source Type: 
Wood Beam 
With Steel 
Plates Data Source: S&ME    
Comments:            



















0.0           
    131 131 131 131 
3.68 34.34         
    232 196 193 193 
5.06 39.44         
    203 190 189 191 
6.10 44.08         
    214 206 205 206 
9.04 57.07         
    165 165 165 165 




Table C-39. Shear wave velocity data for S&ME site 1131-09-537 (Qts36). 
Surface 
Geology: Qts   Performing Organization: S&ME 
CU Site Code: Qts36  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  1131-09-537 
Date of Test: 11/10/2009  Organization Test ID: C-1 
Latitude: 32.89486  Source-to-Hole Offset (m): 1.37 
Longitude: -80.02672  
Elevation 
(m):  13.41 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: S&ME    
Comments:            



















0.00           
    76 76 76 76 
0.94 22.03         
    211 120 117 117 
1.91 25.28         
    140 126 126 128 
2.99 31.97         
    238 205 198 202 
3.95 35.73         
    131 130 130 132 
4.92 42.75         
    428 374 349 359 
5.88 44.93         
    232 226 224 229 
6.97 49.52         
    205 203 202 204 
7.93 54.12         
    121 121 121 121 
8.90 62.03         
    237 235 234 236 
9.86 66.03         
    113 114 114 114 
10.83 74.50         
    191 190 190 190 
11.79 79.52         
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Table C-39. Shear wave velocity data for S&ME site 1131-09-537 (Qts36) continued. 
    675 649 623 636 
13.07 81.40         
    373 368 365 370 
13.85 83.49         
    396 391 389 393 
14.81 85.91         
    365 362 361 364 
15.78 88.53         
    412 409 407 410 
16.74 90.85         
    344 342 341 343 
17.84 94.04         
    655 648 642 648 
20.72 98.43         
    337 336 336 337 




Table C-40. Shear wave velocity data for S&ME site 1131-09-543 (Qts37). 
Surface 
Geology: Qts   Performing Organization: S&ME 
CU Site Code: Qts37  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  1131-09-543 
Date of Test: 11/5/2009  Organization Test ID: C-1 
Latitude: 32.908314  Source-to-Hole Offset (m): 1.37 
Longitude: -80.025454  
Elevation 
(m):  10.97 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: S&ME    
Comments:            



















0.0           
    92 92 92 92 
0.63 16.47         
    344 162 159 159 
2.24 19.72         
    306 250 242 248 
3.32 22.88         
    170 169 169 171 
4.29 28.21         
    161 161 161 162 
5.23 33.85         
    203 201 200 202 
6.22 38.56         
    266 260 259 260 
7.18 42.11         
    317 309 307 309 
8.26 45.45         
    381 372 369 371 
9.22 47.96         
    277 275 275 276 
10.19 51.41         
    351 347 345 347 
11.15 54.12         
    448 441 439 441 
12.23 56.53         
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Table C-40. Shear wave velocity data for S&ME site 1131-09-543 (Qts37) continued. 
    438 433 431 433 
13.18 58.67         
    490 485 482 485 
14.14 60.63         
    494 490 488 490 
15.11 62.57         
    527 522 520 523 
16.17 64.57         
    461 458 457 459 
17.13 66.66         
    425 423 423 424 
18.10 68.92         
    413 411 411 412 
19.12 71.40         
    476 474 473 474 
20.07 73.39         
    556 553     
21.04 75.13         
    499 497     
23.07 79.20         
    542 540     
24.04 80.98         
    562 560     
25.10 82.86         
    419 419     
26.06 85.16         
    574 573     
27.02 86.83         
    435 435     
27.98 89.03         
    421 420     
28.95 91.32         
    392 392     
29.92 93.79         
*Because both methods yield similar values below about 8 times the source-to-hole offset, Vs below 20 




Table C-41. Shear wave velocity data for S&ME site 1131-11-060 (Qts38). 
Surface 
Geology: Qts   Performing Organization: S&ME 
CU Site Code: Qts38  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  1131-11-060 
Date of Test: 3/4/2011  Organization Test ID: C-5 
Latitude: 32.930639  Source-to-Hole Offset (m): 1.37 
Longitude: -80.029663  
Elevation 
(m):  12.5 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: S&ME    
Comments:            



















0.0           
    213 213 213 213 
1.37 9.08         
    166 178 178 178 
2.33 13.72         
    241 232 232 232 
3.30 17.31         
    143 148 147 148 
4.26 23.65         
    146 149 148 149 
5.23 29.98         
    139 141 140 141 
6.19 36.74         
    225 222 222 222 
7.16 40.95         
    249 246 246 246 
8.13 44.77         
    182 182 182 183 
9.22 50.68         
    258 256 256 256 
10.19 54.41         
    270 268 267 268 
11.24 58.28         
    162 162 162 162 
12.20 64.20         
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Table C-41. Shear wave velocity data for S&ME site 1131-11-060 (Qts38) continued. 
    241 241 240 241 
13.18 68.22         
    510 502 497 499 
14.15 70.11         
    449 444 443 444 
15.12 72.26         
    504 499 496 498 
16.08 74.17         
    522 517 515 517 
17.05 76.02         
 
Table C-42. Shear wave velocity data for site B96-Ten01 (Qts39). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts39  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.89100  Source-to-Hole Offset (m):   
Longitude: -80.02550  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.83  NA 229  NA NA NA 
2.74  NA 134  NA  NA NA 
3.73  NA 126  NA  NA NA 
4.58  NA 167  NA  NA NA 
5.49  NA 225  NA  NA NA 
6.41  NA 310  NA  NA NA 
7.32  NA 349  NA  NA NA 




Table C-43. Shear wave velocity data for site B96-Ten02 (Qts40). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts40  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.89120  Source-to-Hole Offset (m):   
Longitude: -80.02530  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.85  NA 451 NA NA NA 
2.74  NA 165 NA  NA NA 
3.66  NA 112 NA  NA NA 
4.58  NA 121 NA  NA NA 
5.50  NA 184  NA  NA NA 
6.41  NA 305  NA  NA NA 
7.33  NA 449  NA  NA NA 




Table C-44. Shear wave velocity data for site B96-Ten03 (Qts41). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts41  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.89140  Source-to-Hole Offset (m):   
Longitude: -80.02510  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















3.68  NA 137  NA  NA NA 
4.58  NA 133  NA  NA NA 
5.58  NA 159  NA  NA NA 
6.40  NA 237  NA  NA NA 
7.33  NA 333  NA  NA NA 
8.24  NA 383  NA  NA NA 
9.15  NA 392  NA  NA NA 
10.15  NA 404  NA  NA NA 




Table C-45. Shear wave velocity data for S&ME site 1131-03-172 (Qts42). 
Surface 
Geology: Qts   Performing Organization: S&ME 
CU Site Code: Qts42  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:  1131-03-172 
Date of Test: 5/13/2003  Organization Test ID: B-4 
Latitude: 32.90550  Source-to-Hole Offset (m): N/A 
Longitude: -79.91080  
Elevation 
(m):  N/A 
Location: North Charleston, SC Quadrangle  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times, and source-to-hole offset distance not given in data 
source. 
      



















2.12  NA 230  NA  NA NA 
3.0  NA 383  NA  NA NA 
3.97  NA 352  NA  NA NA 
5.01  NA 699  NA  NA NA 
6.05  NA 419  NA  NA NA 
7.09  NA 323  NA  NA NA 
8.13  NA 251  NA  NA NA 
9.14  NA 196  NA  NA NA 
10.16  NA 224  NA  NA NA 
11.18  NA 193  NA  NA NA 
12.19  NA 225  NA  NA NA 
13.22  NA 221  NA  NA NA 
14.25  NA 205  NA  NA NA 
15.28  NA 216  NA  NA NA 
16.31  NA 225  NA  NA NA 
17.33  NA 216  NA  NA NA 
18.36  NA 207  NA  NA NA 
19.38  NA 227  NA  NA NA 
20.38  NA 638  NA  NA NA 
21.45  NA 606  NA  NA NA 
22.53  NA 341  NA  NA NA 
23.57  NA 390  NA  NA NA 
24.61  NA 316  NA  NA NA 
25.66  NA 240  NA  NA NA 
26.70  NA 235  NA  NA NA 
27.71  NA 303  NA  NA NA 
 266 
Table C-46. Shear wave velocity data for site B96-Ten10 (Qts43). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts43  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.91430  Source-to-Hole Offset (m):   
Longitude: -80.05440  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.83 NA 220 NA  NA NA 
2.75 NA 219 NA  NA NA 
3.66 NA 179 NA  NA NA 
4.57 NA 151 NA  NA NA 
5.49 NA 143 NA  NA NA 
6.40 NA 149 NA  NA NA 
7.32 NA 159 NA  NA NA 
8.24 NA 150 NA  NA NA 
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Table C-47. Shear wave velocity data for site B96-Ten09 (Qts44). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts44  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.91460  Source-to-Hole Offset (m):   
Longitude: -80.05450  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.85  NA 197  NA NA NA 
2.74  NA 195  NA NA NA 
3.67  NA 174  NA NA NA 
4.58  NA 150  NA NA NA 
5.56  NA 135  NA NA NA 
6.41  NA 131  NA NA NA 
7.32  NA 137  NA NA NA 




Table C-48. Shear wave velocity data for site B96-Ten08 (Qts45). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts45  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.91490  Source-to-Hole Offset (m):   
Longitude: -80.05470  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.83  NA 215  NA  NA NA 
2.75  NA 177  NA  NA NA 
3.66  NA 158  NA  NA NA 
4.59  NA 145  NA  NA NA 
5.49  NA 145  NA  NA NA 
6.41  NA 140  NA  NA NA 
7.32  NA 138  NA  NA NA 




Table C-49. Shear wave velocity data for site B96-Ten07 (Qts46). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts46  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.91520  Source-to-Hole Offset (m):   
Longitude: -80.05480  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.84  NA 288  NA NA NA 
2.76  NA 208  NA NA NA 
3.66  NA 173  NA NA NA 
4.58  NA 143  NA NA NA 
5.55  NA 133  NA NA NA 
6.47  NA 125  NA NA NA 
7.33  NA 129  NA NA NA 




Table C-50. Shear wave velocity data for site B96-Ten06 (Qts47). 
Surface 
Geology: Qts   Performing Organization:   
CU Site Code: Qts47  
Operator 
Name:    
Test Type: SCPTu  
Project 
Name:    
Date of Test: 9/26/1996  Organization Test ID:   
Latitude: 32.91540  Source-to-Hole Offset (m):   
Longitude: -80.05490  
Elevation 
(m):    
Location: 
Ten Mile Hills, 
SC  Seismic Source Type: 
  Data Source: Heidari (2011), PhD. Dissertation   
Comments:  
Test intervals, travel times and source-to-hole offset distance not given in data 
source. 
      



















1.84 NA 112 NA  NA NA 
2.75 NA 162 NA  NA NA 
3.68 NA 153 NA  NA NA 
4.58 NA 145 NA  NA NA 
5.50 NA 141 NA  NA NA 
6.42 NA 130 NA  NA NA 
7.32 NA 131 NA  NA NA 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure E-1. Variation of average Ic in Top 10 m or above Marl with LPI for Qts sites 










Average Ic in Top 10 m or above Marl
East of Cooper River
West of Cooper River
Threshold between liquefaction 
and no liquefaction





Figure E-2. Distribution of LPI assuming Mw = 7.0, amax values from Silva et al. (2003) and 
SHAKE Analysis, and KDR = 1.08MEVR – 0.08 for Qts located: (a) West of 































Figure E-3. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
2.5 m, and depth to groundwater table (W) of 0 m. 
 
 
Figure E-4. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
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Figure E-5. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
7.5 m, and depths to groundwater table (W) of 0, 1, 2, and 4 m. 
 
 
Figure E-6. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
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Figure E-7. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
12.5 m, and depths to groundwater table (W) of 0, 1, 2, 4, 6, and 8 m. 
 
 
Figure E-8. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
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Figure E-9. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
17.5 m, and depths to groundwater table (W) of 0, 1, 2, 4, 6, and 8 m. 
 
 
Figure E-10. Liquefaction probability curves assuming depth to top of Cooper Marl (C) of 
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