Abstract. If p > 1 + 2/n then the equation ut − ∆u = u p , x ∈ R n , t > 0, possesses both positive global solutions and positive solutions which blow up in finite time. We study the large time behavior of radial positive solutions lying on the borderline between global existence and blow-up.
Introduction
In this paper we consider positive classical solutions of the Cauchy problem (1) u t − ∆u = u p x ∈ R n , t > 0,
with p > p F := 1 + 2/n and u 0 ∈ BC + \ {0}, where BC denotes the space of bounded continuous functions in R n and BC + := {φ ∈ BC : φ ≥ 0}. We will study the large-time behavior of solutions lying on the borderline between global existence and blow-up. Positive solutions of (1) which blow up in finite time exist for all p > 1. For such p, the assumption p > p F is necessary and sufficient for the existence of positive global solutions. In addition to the exponent p F we will often work with the following critical exponents: , where L p−1 := 2 (p − 1) 2 (n − 2)p − n , is a singular steady state of (1) . Notice that L = L(n, p) → 0 as p → p sg +; we set L = L(n, p) := 0 if p ≤ p sg . If p ≥ p S then for each α > 0 there exists a unique positive radially symmetric and radially decreasing steady state u α of (1) satisfying u α (0) = α. These solutions intersect each other (and the singular steady state u * ) if and only if p < p JL . It was shown in [7] that the following is true: Proposition 1. (i) Let p ∈ [p S , p JL ) and α > 0. If u 0 ≥ u α and u 0 ≡ u α then the solution of (1) blows up in finite time. If u 0 ≤ u α and u 0 ≡ u α then the solution of (1) exists globally and u(·, t) ∞ → 0 as t → ∞.
(ii) Let p ≥ p JL and α > 0. If u 0 ≥ λu α for some λ > 1 then the solution of (1) blows up in finite time. If u 0 ≤ λu α for some λ ∈ (0, 1) then the solution of (1) exists globally and u(·, t) ∞ → 0 as t → ∞. On the other hand, the solution u α is stable in a suitable weighted Lebesgue space, and, in particular, the properties in (i) do not hold.
Inspired by this result we say that a solution u * of (1) with initial data u * 0 is a threshold solution if the following is true: If u 0 ≥ λu * 0 for some λ > 1 then the solution of (1) blows up in finite time; if u 0 ≤ λu * 0 for some λ < 1 then the solution of (1) exists globally. We say that a solution u * of (1) with initial data u * 0 is a strong threshold solution if the following holds: If u 0 ≥ u * 0 , u 0 ≡ u * 0 then the solution of (1) blows up in finite time; if u 0 ≤ u * 0 , u 0 ≡ u * 0 then the solution of (1) exists globally. If u * is a threshold solution but not a strong threshold solution then we say that it is a weak threshold solution. Hence, in particular, the steady states u α are strong or weak threshold solutions if p ∈ [p s , p JL ) or p ≥ p JL , respectively.
Threshold solutions have been intensively studied. It is well known that their behavior strongly depends on the exponent p and the spatial decay of the initial data; we recall some of the corresponding results below. On the other hand, the question, whether the threshold solution is weak or strong, has attracted much less attention. Even the fact that for any p > p F there exists both weak and strong threshold solutions (which will be an easy consequence of our results) does not seem to be known.
The existence of weak threshold solutions for any p > p F follows from the following theorem. Theorem 1. Given p > p F there exists L * = L * (n, p) > 0 with the following properties: Let u 0 ∈ BC + and let u denote the solution of (1) .
In fact, taking u 0 such that
Theorem 1 guarantees that u is a weak threshold solution. In addition, this solution decays to zero as t → ∞ if p < p JL . On the other hand, it is known that this solution may decay to zero (i.e. lim u(·, t) ∞ → 0 as t → ∞), converge to a positive steady state, grow up (i.e. lim u(·, t) ∞ → ∞ as t → ∞), or exhibit a more complicated behavior if p ≥ p JL , see [8, 7, 20] . [17] .
The existence and behavior of strong threshold solutions are much less understood. If p > p S then [21, Lemma 2] shows that any radially symmetric threshold solution with u 0 ∈ BC + ∩ H 1 (R n ) is a strong threshold solution, and it is also known that such solutions blow up in finite time, see [14, 15, 13, 27] . On the other hand, the only known global strong threshold solutions seem to be the steady states u α for p ∈ [p S , p JL ). In order to study the existence and properties of strong threshold solutions we will restrict ourselves to the initial data u 0 ∈ X, where
X is the set of nonnegative, continuous, radially symmetric and radially nonincreasing functions in R n .
The main technical tool in our study will be the following characterization of strong threshold solutions. Theorem 2 guarantees, in particular, that any threshold solution with initial data u 0 ∈ X ∩ L 1 (R n ) is a strong threshold solution. However, we will mainly use this theorem to study strong threshold solutions with slow spatial decay, satisfying lim |x|→∞ u 0 (x)|x| 2/(p−1) = L * , for example. We will show that (in addition to the above mentioned strong threshold solutions which blow up in finite time if p > p S , and the strong threshold steady states for p S ≤ p < p JL ), for any p > p F there exist global strong threshold solutions (GSTS for short) with initial data in X. In particular,
) is a strong threshold solution if and only if for each
• if p F < p < p JL then there exists a GSTS u which decays to zero, • if p ≥ p JL then there exists a GSTS u which grows up, • if p = p S then there exists a non-stationary GSTS u which converges to a positive steady state, • if p = p S and n = 3 then there exists a GSTS u which grows up, • if p > p S then there exists a GSTS u such that
Global solutions with large-time behaviors just mentioned have mostly been known (see [21] in the case of (4) and p S < p < p JL , for example), but it is not clear whether those solutions are strong threshold solutions. On the other hand, we often use those solutions or the methods of proofs of their existence in order to prove the existence of a GSTS with the same large-time behavior. It is known that if p ≥ p JL then the singular steady state u * is a strong threshold singular solution in a suitable sense (see [6] ). The following theorem shows that an analogous result is true in the case p < p JL . We summarize known (and our) results on the behavior of weak/strong threshold solutions with initial data in X in Table 1 : If a cell contains just "YES", for example, then this means that there exist both weak and strong threshold solutions with the designated property; in the row "Convergence to a positive steady state" we only consider non-stationary solutions. The results in Table 1 for p < p S follow from [10, 19] and Theorems 1, 2, global existence of all threshold solutions if p = p S or all weak threshold solutions if p > p S (i.e. "NO" for blow-up) follows from [6] Table 2 . Possible behavior of threshold solutions of (5) with Ω = {x ∈ R n : |x| < R} and u 0 ∈ C(Ω) being radially symmetric and radially nonincreasing, u 0 = 0 on ∂Ω.
It should be mentioned that the corresponding notions of threshold and strong threshold solutions coincide in the case of the Cauchy-Dirichlet problem
where Ω is a smooth bounded domain in R n and u 0 ∈ C 1 (Ω), u 0 ≥ 0, u 0 = 0 on ∂Ω. In addition, the behavior of threshold solutions of (5) is well understood if Ω is a ball and u 0 is radially symmetric and radially nonincreasing (see Table 2 ), and the results remain true in a more general situation. In fact, let Ω ⊂ R n be bounded, smooth, and let u 0 ∈ L ∞ (Ω), u 0 ≥ 0. If p < p S then any threshold solution of (5) Let us also mention that the behavior of non-radial threshold solutions of the Cauchy problem (1) is open even in the subcritical case: If p F < p < p S then the global existence and decay of such solutions is only known under the additional assumption p < n(n + 2)/(n − 1) 2 or n ≤ 2, see [19, 24] , or for exponentially decaying initial data, see [10] or [26, Theorem 28.9] ; global existence (without decay) is also known for
On the other hand, if p > p S and the (non-radial) initial data u 0 ∈ BC + are continuously differentiable and satisfy either
then the threshold solution blows up in finite time, see [27] .
Preliminaries
We will consider classical solutions of (1) of the form u(x, t) = U (|x|, t). In particular, u * (x, t) = U * (|x|, t) and u α (x, t) = U α (x, t), where u * and u α are the singular and regular steady states defined in the Section 1.
By z we denote the zero number functional on the interval [0, ∞). More precisely, given ϕ ∈ C([0, ∞)), we set z(ϕ) = 0 if ϕ does not change sign, and
and notice that u 0 ∈ X if and only if u 0 (x) = Φ(|x|) for some Φ ∈ X 1 . The proof of the following lemma is obvious.
Then the corresponding solution of (1) is a threshold solution if and only if for each
exists globally, the solution with initial data Φ + ε (|x|) blows up in finite time, and
Definition 1. Assume u 0 (x) = Φ(|x|) for some Φ ∈ X 1 . We say that the corresponding solution u of (1) is an L 1 -threshold solution if for each ε > 0 there exist Φ + ε , Φ − ε ∈ X 1 such that (7) is true and 
Proof. We have u(x, t) = U (|x|, t) with U (r, 0) = Φ(r).
First assume Φ(0) < U β (0) and z(Φ − ε − U β ) = 1 for each ε small. Assume on the contrary that U (0, t 0 ) ≥ U β (0) for some t 0 ∈ (0, T ). Then the zero number properties (see [22, Proposition 2.6] ) and the maximum principle guarantee z(U (·, t) − U β ) = 0 and U (·, t) > U β for t > t 0 . Fixing such t, the continuous dependence on initial values guarantees the existence of ε > 0 small such that the solution v − ε (x, t) = V − ε (|x|, t) of (1) with initial data
denote the solution of (1) with initial data V + ε (r, 0) = Φ + ε Then similarly as above we obtain the existence of ε > 0 and t > t 0 such that V + ε (·, t) < U β . Since v + ε blows up in finite time, Proposition 1 yields a contradiction.
Proof. Since the function t → z(V t (·, t)) is finite and nonincreasing for t > t 0 , and it drops whenever V t (0, t) = 0 (see [22, Proposition 2.6] ), there exists t 1 > t 0 such that V t (0, t) does not change sign for t > t 1 . Therefore,
) is finite for t ∈ (t 0 , t 0 + ε) and drops at any t ∈ (t 0 , t 0 + ε), which yields a contradiction, cf. [11, Corollary 2.9]. Consequently, V ∞ (·, t) = U β for each t.
Proof of Theorem 2
In this section we will prove Theorem 2 by showing that each L 1 -threshold solution is a strong threshold solution.
(i) Assume that u 0 (x) + φ(|x|) and u 0 (x) + ψ(|x|) are radially nonincreasing. Let u φ or u ψ be the solution of (1) with initial data u 0 (x) + φ(|x|) or u 0 (x)+ ψ(|x|), respectively. Fix M > u φ (0, 0) and assume that u ψ (0, t) < M for t < t 0 and u ψ (0, t 0 ) = M for some t 0 > 0. Then u φ (0, t) = M for some t ≤ t 0 .
(ii) Assume that u 0 (x) − φ(|x|) and u 0 (x) − ψ(|x|) are nonnegative and radially nonincreasing, Let u φ or u ψ be the solution of (1) with initial data
Proof. We will only prove (i); the proof of (ii) is analogous. As above, we will write u φ , u ψ in the form u φ (x, t) = U φ (|x|, t) and u ψ (x, t) = U ψ (|x|, t).
Assume on the contrary u φ (0, t) < M for t ≤ t 0 . We have
and
The zero number properties guarantee the existence of
we have f (0) > 0 and f (t 1 ) ≤ 0. Given t ∈ (0, t 1 ), let r t be the unique zero of U φ (·, t) − U ψ (·, t) , i.e. U φ (r t , t) = U ψ (r t , t). Set c t := pU φ (r t , t) p−1 . Since u φ , u ψ are radially nonincreasing, we have
where we used U θ (r, t) ≥ U ψ (r, t) ≥ U ψ (r t , t) = U φ (r t , t) if r ≤ r t and, similarly, U θ (r, t) ≤ U φ (r t , t) if r ≥ r t . We also have
where a(x, t) := pu
hence f (t) ≥ f (0) > 0 for t ≤ t 1 , which yields a contradiction.
Remark 1. Assumption φ(0) > ψ(0) in Proposition 2 can be replaced by the following assumption: There exist r ≥ 0 such that φ(r) > ψ(r) and φ ≥ ψ on [0, r]. In fact, this more general assumption guarantees that the more restrictive assumption will be satisfied after a time shift. Proof. Let Φ ± ε be from Definition 1,ũ 0 := u(·, t 0 ). If ε is small enough then the continuous dependence of solutions of (1) 
ε (x, t 0 ) satisfy the conditions in Definition 1 (with u 0 and ε replaced byũ 0 andε).
, and the following is true:
(i) The solution of (1) with initial data u 0 (x) + φ 1 (|x|) blows up in finite time.
(ii) If Φ(r) < Φ(0) for r > 0 then Φ − φ 2 ∈ X 1 and the solution of (1) with initial data u 0 (x) − φ 2 (|x|) exists globally.
Proof. Let Φ ± ε be from Definition 1. (i) Fix δ > 0 small and φ ∈ X 1 satisfying δ ≥ φ(0) > 0 = φ(δ). Consider ε > 0 small and choose ϕ ε ∈ X 1 such that ε = ϕ ε (0) = ϕ ε (δ) > ϕ ε (2δ) = 0. SetΦ ε := max(Φ + ε , Φ + ϕ ε ) and notice thatΦ ε = Φ + ε on [0, δ]. If ε is small enough then the functions φ and ψ :=Φ ε − Φ satisfy the assumptions in Proposition 2(i). Since the solution u ψ with initial data u 0 (x) + ψ(|x|) =Φ ε (|x|) ≥ Φ + ε (|x|) blows up in finite time, Proposition 2(i) and the radial monotonicity of u ψ guarantee that the solution of (1) with initial data u 0 (x) + φ(|x|) blows up in finite time.
(ii) Assume that Φ(r) < Φ(0) for r > 0. Choose δ > 0 small and r 0 ∈ (0, δ) such that Φ(0) − Φ(r 0 ) < δ. Set φ(r) := max(0, Φ(r) − Φ(r 0 )). If ε > 0 is small enough then the functions φ and ψ := Φ − Φ − ε satisfy either ψ ≤ φ or the assumptions in Proposition 2(ii). Since the solution with initial data u 0 (x) − ψ(|x|) = Φ − ε (|x|) exists globally, the comparison principle or Proposition 2(ii) and the radial monotonicity guarantee that the solution of (1) with initial data u 0 (x) − φ(|x|) exists globally. Fix t 0 > 0 small and notice that the solutionũ(x, t) =Ũ (|x|, t) with initial data u 0 (x) +ψ(|x|) satisfiesũ(0, t 0 ) > u(0, t 0 ) by the strong comparison principle. Consider δ ∈ (0, r 1 /2) and let φ 1 be the function from Lemma 5. The continuous dependence on initial data guarantees that choosing δ small enough, the solution u φ 1 (x, t) = U φ 1 (|x|, t) with initial data u 0 (x) + φ 1 (|x|) satisfies U φ 1 (0, t 0 ) <Ũ (0, t 0 ). Since U φ 1 (0, 0) >Ũ (0, 0) and z(U φ 1 (·, 0) − U (·, 0)) = 1, we haveŨ (·, t) ≥ U φ 1 (·, t) for t ≥ t 0 . Since u φ 1 blows up in finite time,ũ blows up as well, and, consequently, the solution with initial data u 0 (x) + ψ(|x|) also blows up.
The proof of global existence for the initial data u 0 (x)−ψ(|x|) is analogous if Φ(r) < Φ(0) for r > 0. If this assumption fails then one can choose t 0 > 0 small and replace u 0 and ψ withũ 0 := u(·, u 0 ) andψ :=ũ 0 − u ψ (·, t 0 ) where u ψ is the solution with initial data u 0 (x) − ψ(|x|). Thenũ 0 radially decreasing, and it is an L 1 -threshold solution due to Lemma 4 so that one use the above arguments to show the global existence of u ψ .
Theorem 4. Any L 1 -threshold solution is a strong threshold solution.
Proof. Let u be an L 1 -threshold solution with initial data u 0 (x) := Φ(|x|). Let ϕ : R n → [0, ∞) be bounded and continuous, ϕ ≡ 0. We want to prove that the solution u ϕ of (1) 
Examples of strong threshold solutions
In this section we provide examples of various global strong threshold solutions. In addition, we also discuss possible behavior of strong threshold solutions with initial data Φ(|x|) satisfying z(Φ − U * ) < ∞. Set alsoΦ m (r) := min(m, W (r)) for m > 0 and notice that Φ 0 =Φ 1 . If α > 0 is small then the solution u (α) with initial data Φ α exists globally due to Proposition 2 (with u 0 (x) := Φ 0 (|x|), φ :=Φ m − Φ 0 , m > 1, ψ := Φ α − Φ 0 ). On the other hand, u (α) blows up in finite time if α is large enough. Therefore, the threshold value α * := sup{α > 0 : u (α) is global} satisfies α * ∈ (0, ∞) and Theorem 4 shows that the solution u * with initial data Φ α * is a strong threshold solution. Fix β > 1 large enough such that the steady state U β satisfies U β (r) < W (r) for r ≥ r 1 . Then z(Φ α − U β ) = 1 and Lemma 2 guarantees u * (0, t) < U β (0) for all t > 0, hence u * is global and bounded. Now Lemma 3 shows that u * either converges to a positive steady state or decays to zero. Since z(Φ α * − U * ) = 1 and z(U γ − U * ) > 1 for any γ > 0, we see that u * cannot converge to u γ , hence it decays to zero.
Example 2. Let p = p S . Fix β ∈ (0, 1) and let r 0 be the (only) zero of
and consider the solution u (α) (x, t) = U (α) (|x|, t) with initial data Φ α (|x|). Then z(Φ α − U 1 ) = z(Φ α − U β ) = 1 and z((U (α) ) t (·, t)) < ∞ for α ∈ (0, 1) and t > 0. Proposition 1 and the continuous dependence on initial data guarantee that u (α) blows up in finite time if α is close 1, while u (α) exists globally if α is close to 0. Fix α * = sup{α : u (α) exists globally}. Then the corresponding threshold solution u (α * ) exists globally and U (α * ) (0, t) ∈ (U β (0), U 1 (0)) for all t, due to Lemma 2 and the radial monotonicity of U (α * ) . Since z(
If p = p S and n ≥ 7 then a more detailed description of the asymptotic behavior of solutions converging to a positive steady state (and having initial data close to this steady state in the energy spaceḢ 1 ) can be found in [3] .
Example 3. Let p ≥ p JL . We will construct global strong threshold solutions which grow up. Fix 0 < m <m, let R,R be defined by U * (R) = m, U * (R) =m, and Φ(r) := min(m, U * (r)). Given α ≥ 0, set also (10) The above arguments do not guarantee the existence of a strong threshold solutions with grow-up for p = p JL and, in addition, they are based on a nontrivial result from [12] . In order to overcome these drawbacks let us provide a more complicated construction which -in some sense -combines the above arguments and suitable modifications of the ideas in [21] (cf. also Example 4 below).
Fix m 1 ∈ (0, 1), set Φ 
The continous dependence on initial data guarantees the existence of m 3 ∈ (0, min(m 2 , 1/3)) such that the solution u of (1) exists on [0,
Next consider initial data of the form Φ
where α > 0, and proceed as above. If the process does not stop at any final step then we find sequences
for all j > k, and the solutions with initial data u (k) (·, 0) + v k blow up in finite time. It is now easy to see that the solution u * with initial data u * 0 := lim k→∞ u (k) (·, 0) is a global strong threshold solution which grows up. In fact, the estimate u * 0 ≤ u (k) (·, 0) + m k+1 for each k guarantees that u * is global. Since the solutions with initial data max(u * (·, 0), u (k) (·, 0) + v k ) ∈ X blow up in finite time for each k, Theorem 2 guarantees that u * is a strong threshold solution. The comparison principle and [26, Theorem 29.1] guarantee that this solution grows up.
Assume p ≥ p JL . If u is a threshold solution with compactly supprted initial data in X then u is a strong threshold solution due to Theorem 4, and it is also known that such solution blows up. Example 3 shows that a strong threshold solution of (1) with initial data in X can grow up, and Example 4 will show that it can also satisfy (4). In the following proposition we show that if a strong threshold solution with initial data u 0 ∈ X neither blows up nor grows up then u 0 has to intersect the singular steady state infinitely many times. Proof. Since z(Φ−U * ) < ∞ there exists r 0 > 0 such that either Φ(r) ≥ U * (r) for all r ≥ r 0 or Φ(r) ≤ U * (r) for all r ≥ r 0 . In the former case, the conclusion follows from the comparison principle and [26, Theorem 29.1]. In the latter case, fix m 1 ∈ (0, min(1, Φ(0), U * (r 0 ))) and let r 1 > r 0 be defined by U * (r 1 ) = m 1 . Example 3(iii) guarantees the existence of a growingup strong threshold solution u G with radially nonincreasing initial data u G (x, 0) = Φ G (|x|) satisfying Φ G (r) = m 1 for r ≤ r 1 , Φ G (r) ≥ U * (r) for r > r 1 , Φ G ≡ U * on (r 1 , ∞). Since both Φ, Φ G are initial data of strong threshold solutions,
and Φ is nonincreasing on [0, r 1 ], we have Φ(0) > Φ G (0) and z(Φ − Φ G ) = 1. Fix δ > 0 such that Φ > Φ G on [0, δ], and fix also ϕ ∈ X 1 \ {0} with support in [0, δ]. Then the solution u (α) with initial data (Φ + αϕ)(|x|) blows up in finite time for any α > 0, and z(Φ + αϕ − Φ α * ) = 1. The same arguments as in Lemma 2 imply (11) u(0, t) > u G (0, t) for all t < T , where T denotes the maximal existence time of u. In fact, assume on the contrary u(0, t 0 ) ≤ u G (0, t 0 ) for some t 0 < T . Then u < u G for t > t 0 by the zero number properties. Fixing t 1 ∈ (t 0 , T ), there exists α > 0 small such that u (α) (0, t 1 ) < u G (0, t 1 ), hence u (α) < u G for t ≥ t 1 . Since u (α) blows up and u G is global, this yields a contradiction. Since u G (0, t) → ∞ as t → ∞, the conclusion follows from (11).
Example 4. Assume p > p S . We will use modifications of the arguments in [21] in order to find strong threshold solutions satisfying (4). Given ε, R > 0, set
Scaling and comparison with solutions of the Cauchy-Dirichlet problem in a ball show that, fixing ε > 0, the solution u = u ε,R of (1) with initial data u 0 (x) = ϕ ε,R (|x|) blows up in finite time if R is large enough. In addition, there exists ε 1 ∈ (0, 1) small such that the solution u R 1 := u ε 1 ,R exists globally if R is small enough. Set R * 1 := sup{R > 0 : u R 1 exists globally}. Then u R * 1 1 is a strong threshold solution with compact support, hence it blows up in a finite time T * 1 , see [12, Theorem 5.15] , for example. Fix
1 with initial data u (1) 0 (x) = ϕ ε 1 ,R 1 (|x|) exists globally and decays to zero (see [12, Theorem 5.15] ), hence there existsT 1 > max(T 1 , 1) such that u (1) (·,T 1 ) ∞ < 1. The continuous dependence on initial data in L ∞ guarantees the existence of ε 2 ∈ (0, min(ε 1 , 1/2)) such that the solution of (1) exists on [0,T 1 ] and satisfies u(·,T 1 ) ∞ < 1 whenever its initial data u 0 satisfy 0 ≤ u 0 ≤ u (1) (·, 0) + ε 2 .
Next consider solutions u R 2 with initial data of the form
Since these solutions exists globally if R is close to R 1 + ε 1 − ε 2 and blow up in finite time if R is large, there exists a threshold value R * 2 > R 1 + ε 1 − ε 2 . The corresponding strong threshold solution u R * 2 2 blows up in a finite time T * 2 >T 1 . As above, we find R 2 ∈ (R 1 , R * 2 ) and T 2 ∈ (T 1 , T * 2 ) such that the solution u
2 exists globally and decays to zero, hence there existsT 2 > max(T 2 , 2) such that u (2) (·,T 2 ) ∞ < 1/2. The continuous dependence on initial data in L ∞ guarantees the existence of ε 3 ∈ (0, min(ε 2 , 1/3)) such that the solution of (1) exists on [0,T 2 ] and satisfies u(·,T 2 ) ∞ < 1/2 whenever its initial data u 0 satisfy 0 ≤ u 0 ≤ u (2) (·, 0) + ε 3 .
Next we consider solutions with initial data
and proceed as above. By induction we find a nondecreasing sequence of global solutions u (k) and sequences
, and the solutions with initial data u (k) (·, 0) + v k ∈ X blow up in finite time for suitable v k satisfying v k < 1/k. Let u * be the solution with initial data u * 0 := lim k→∞ u (k) (·, 0) ∈ X. Since u * 0 ≤ u (k) (·, 0) + ε k+1 for each k, the solution u * exists globally. Since the solutions with initial data max(u * (·, 0), u (k) (·, 0) + v k ) ∈ X blow up in finite time for each k, Theorem 2 guarantees that u * is a global strong threshold solution. Obviously, u * satisfies (4). suggests that if the initial data behave like |x| −γ as |x| → ∞, then the threshold solution u * should grow up if n = 3 and γ > 1 (or n = 4 and γ > 2). A rigorous result for n = 3 has recently been obtained in [4] . More precisely, if n = 3 and p = p S then the results in [4] guarantee the existence of radially symmetric initial data u G 0 ∈ BC + such that the corresponding solution u G of (1) satisfies lim t→∞ u G (0, t) = ∞. Let us show that this implies the existence of a strong threshold solution (with initial data in X) which grows up. In fact, set M := u G 0 ∞ and let u G 0 (x) = U G 0 (|x|). Taking δ small, the solution of (1) with initial data satisfying 0 ≤ u 0 (x) ≤ 3M if |x| ≤ 2δ, u 0 (x) = 0 if |x| > 2δ, exists globally and decays to zero, see [26, Theorem 20.15] . Set r 0 := min{r ∈ (0, 2δ] : U G 0 (r) = 4M − 2M r/δ} and notice that r 0 > δ. Given r ∈ (r 0 , 2δ), setŨ G 0 (r) :
Set also
Then Φ ∈ X 1 and the solution of (1) with initial data u(x, 0) = Φ(|x|) exists globally and decays to zero. This fact and the definition of Φ also imply
for all α and the solution of (1) with initial data u 0 (x) = Φ α (|x|) exists globally or blows up in finite time if α is small or large, respectively. Let u * (x, t) denote the corresponding (strong) threshold solution. The global existence of threshold solutions (for p = p S and initial data in X) and the proof of (11) guarantee u * (0, t) > u G (0, t) for all t > 0. Since u G (0, t) → ∞ as t → ∞, u * has to grow up.
(ii) Arguments in (i) suggest that if p = p S and n = 3 (or n = 4) then threshold solutions with compactly supported initial data in X grow up. If this is true and if, in addition, the corresponding sub-threshold solutions decay to zero as t → ∞ (which is also plausible) then one can easily modify the arguments in Example 4 in order to find a strong treshold solution satisfying (4).
Proofs of Theorem 1 for p < p JL and Theorem 3
In this section we will prove Theorem 1 for p < p JL and Theorem 3. Given ℓ, m > 0, set (12) Φ ℓ (r) = Φ ℓ (r; m) := min(m, ℓr −2/(p−1) ) and notice that
Fix m > 0. The scaling invariance of (1), (13) and [26, Theorem 20.6] guarantee that the solution u (ℓ) with initial data Φ ℓ exists globally. On the other hand, u (ℓ) blows up in finite time if ℓ is large enough, due to scaling arguments and [26, Theorem 17.1]. Set ℓ * := sup{ℓ : u (ℓ) is global} and let [28] and that ℓ * is independent of m due to the scaling invariance of (1) and (13) . If p < p S then the universal bounds in [19] and continuous dependence on initial data guarantees that u [m] is global and decays to zero as t → ∞. If p ∈ [p S , p JL ) then choosing ℓ 1 ∈ (L, ℓ * ) and β > m large enough we have U β (r) < ℓ 1 r −2/(p−1) for all r ≥ r 1 , where r 1 is defined by m = ℓ 1 r −2/(p−1) 1 . Consequently, z(Φ ℓ − U β ) = 1 for all ℓ close to ℓ * , and the same arguments as in Example 1 guarantee that u [m] is global and decays to zero as t → ∞. The uniqueness result for singular solutions of (14) in [25] , (15) and (16) guarantee that w is bounded. The boundedness of w (for both p < p S and p ≥ p S ) guarantees that w ∈ C 2 ([0, ∞)) and w satisfies the initial condition w ′ (0) = 0 (see [25] ). In addition, w is nonincreasing. Since ℓ(w) := lim r→∞ r 2/(p−1) w(r) is well defined for any bounded solution w of (14)) due to [9] , (15) implies ℓ(w) ≥ ℓ * . It is known (see [17] and the references therein) that there exists a unique bounded solution w * of (14) for which the value ℓ(w * ) is maximal. Then v(x, t) := (t + 1)
is a global solution of (1) with positive initial data v 0 (x) = w * (|x|) so that the choice of ℓ * guarantees (17) ℓ * ≥ ℓ(w * ). Now ℓ * ≤ ℓ(w) ≤ ℓ(w * ) and (17) imply ℓ(w * ) = ℓ * , hence w = w * . Let u 0 ∈ BC + and let u denote the solution of (1). First assume u 0 (x)|x| 2/(p−1) ≤ ℓ * . Choose m > 0 such that u 0 (x) ≤ Φ ℓ * (|x|; m). Then u(x, t) ≤ u
[m] (x, t) ≤ũ(x, t) = t −1/(p−1) w(|x|/ √ t), x ∈ R n , t > 0, hence u exists globally and u(·, t) ∞ ≤ Ct −1/(p−1) . Next assume A := lim inf |x|→∞ u 0 (x)|x| 2/(p−1) > ℓ * . Then there exists R > 0 such that u 0 (x)|x| 2/(p−1) > (A+ℓ * )/2 for |x| ≥ R. Setû 0 (x) =Φ(|x|), w(·, t) has to converge to a bounded steady state lying above w, which contradicts the nonexistence of such steady states. Next assume p ≥ p S and notice that z(ŵ 0 − U * ) = 1 if p = p S and ε is small enough. Since (18) possesses neither bounded nor unbounded steady states above w due to [25] , there exists r 0 > 0 such thatŵ(r 0 , t) → ∞ as t → ∞. Sinceŵ r ≤ 0, we have inf 0<r<r 0ŵ (r, t) =ŵ(r 0 , t) → ∞ as t → ∞, and comparison with the corresponding boundary value problem in (0, r 0 ) (with boundary conditions w r (0, t) = w(r 0 , t) = 0) and a Kaplan-type argument easily guarantee blowup ofŵ, which concludes the proof.
