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Solving satisfiability by statistical estimation
Michel Feldmann
∗
Abstract
We propose to solve any algorithm on discrete variables by a technique of statistical
estimation using deterministic convex analysis. In this framework, the variables are repre-
sented by their probability and the distinction between the complexity classes vanishes. The
method is illustrated by solving the 3-SAT problem in polynomial time.
1 Introduction
Statistical estimation is a technique usually employed to evaluate unknown parameters based
on experimental data [1, 2]. The method consists in processing the data as a prior knowledge
in the framework of the Bayesian inference theory [3] and then infer the most likely value of
the unknown parameters. Now we propose to use the same technique to solve the satisfia-
bility problem of a set of Boolean formulas, compelled by hypothesis to satisfy deterministic
truth values. To this end, we regard the hypothesis as a prior information and then infer
by optimization the best assignment to the logical variables, which constitutes in fact the
solution of the satisfiability problem. While using probability, this is in no way a randomized
algorithm: Simply, we takes advantage of the tools of inference theory to reformulate and
eventually solve any discrete algorithm by a strictly deterministic procedure.
As a matter of fact, based especially on the works by J. M. Keynes [4] and R. T. Cox [5],
probability theory can be construed as an extension of the Aristotelian logic to cases where
the variables are not wholly definite. Logical rules are thoroughly retained but they are
expressed with real-valued probabilities instead of logical symbols and next processed by
convex analysis [2]. Therefore, this technique can be an alternative to standard algorithms
involving Boolean formulas, with the crucial advantage of being a powerful tool of opti-
mization in the real-valued domain, which naturally bypasses the intractable combinatorial
searches that plague discrete algorithms.
The implementation of the method leads to construct a linear programming (LP) problem
with two fundamental features: First, the dimension of the system can be polynomial in
the size of the data set, irrespective of the complexity of any potential discrete algorithm.
Second, the deterministic solutions can be computed in polynomial time in the dimension
of the system. As a result, the overall algorithm runs in polynomial time in the size of the
input set. In other words, in this framework, the distinction between the complexity classes
P and NP turns out to be irrelevant. We will eventually address the so-called 3-SAT problem
as emblematic of the NP-complexity class.
2 Background
2.1 Computational problem
Algorithms are well defined procedures to derive an unknown output from a countable set
of input data. A precise definition of deterministic algorithms was proposed by R. Karp [6].
From the Church-Turing thesis, any such computational issues can be formulated in terms
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of language recognition problems accepted by some Turing machine. When the machine
terminates after a finite number of steps the final state is either the accepting state or the
rejecting state. The theory of algorithmic complexity [7], due especially to S. Cook [8], L.A.
Levin [9] and R. Karp [6] delimits different complexity classes, in particular the classes P and
NP. Informally, class P is the ensemble of solving languages recognizable in polynomial time
by a deterministic Turing machines, while class NP is the ensemble of solving languages that
can be associated with a checking language itself of class P. It is easy to show that P ⊆ NP.
2.2 General satisfiability
We aim to solve the satisfiability problem on a finite ensemble of logical equations. Therefore,
there is at least one possible solving language, namely, the force brute algorithm. This
implies that this solving language is guaranteed to terminate, i.e., that the problem is
decidable. We consider a set of Boolean formulas defined on a finite set of discrete binary
variables, so that each variable Xi : {0, 1} → {0, 1} with i ∈ J1, NK can store just one bit of
information. We adopt the gauge “1” for “valid” or “TRUE” and “0” for “invalid” or “FALSE”.
For the sake of generality, we can accept at the outset a number N of variables greater than
the number Nin of input variables so that N = Nin + Naux, meaning that Naux auxiliary
variables are allowed to store intermediate results, e.g. intermediate outputs or carry bits in
addition or multiplication. However, we will only solve completely the case where Naux = 0,
corresponding to the standard problem of satisfiability. For clarity we will call “general
satisfiability problem” the case Naux > 0 and “strict satisfiability problem” when Naux = 0.
2.3 Assignments, requirements, states
We note Xi the negation ¬Xi of a variable Xi, and call literal Yi ∈ {Xi,Xi} a variable or its
negation. A logical formula (or Boolean function) is a mapping from {0, 1}N → {0, 1}. Let
T denote the set of Boolean functions. Given two logical formulas f1 and f2, it is convenient
to note (f1; f2) (with a semicolon) the conjunction f1 ∧ f2 and (f1, f2) (with a comma) the
disjunction f1 ∨ f2. We name complete assignment, x ∈ {0, 1}
N , a full assignment of 0 or
1 to the N variables and partial assignment an assignment to less than N variables. We
will especially use the conjunctions of literals as unknowns. Thus, we find convenient to
name partial requirement a conjunction of ℓ < N literals, for instance, (Xi1 ;Xi2 ; . . . ;Xiℓ) in
{0, 1}ℓ, and complete requirement ω, or state, a conjunction of N literals in {0, 1}N , e.g.,
ω = (X1;X2; . . . ;XN ). A partial requirement is satisfiable by a partial assignment and a
complete requirement ω by a complete assignment xω , e.g., (1; 0; . . . ; 1). Clearly, there are
2N different complete assignments and therefore 2N complete requirements. Let Ω
(def)
= {ω}
denote the set of complete requirements (or states).
On the other hand, with up to N variables, it is possible to construct card(T ) = 22
N
different Boolean functions, described, e.g., as full disjunctive normal forms, i.e., disjunction
of complete requirements. Thus, any Boolean function f is represented by a disjunction
(ω1, ω2, . . . , ωk) of 0 ≤ k ≤ 2
N states ωi and f = ∅ if and only if k = 0.
General satisfiability and strict satisfiability problems can be formulated in the same
basic form, irrespective of the status of the variables, either input variables or auxiliary
variables. However, the crucial difference is that the truth table have only 2Nin < 2N entries
in the first case. Of course, it would be possible in principle to formulate the problem with
just the input variables but in general the size of the data set would increase exponentially.
In standard form, we aim to solve the following computational problem:
Problem : General satisfiability defined on a set of N = Nin+Naux variables, composed
of Nin input variables and Naux auxiliary variables.
Input: A set of n requirements with at most ℓmax literals per requirement over the set
of N variables, a set of m disjunctions of distinct requirements from the n requirements.
Property: Them disjunctions of requirements are each compelled to satisfy a particular
truth value.
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We will first pose the problem of general satisfiability irrespective of Naux, next we will
completely solve the problem of strict satisfiability with Naux = 0 and eventually detail this
last issue specifically for the 3-SAT problem.
2.4 Probability space
Let us now formulate the logical problem in terms of probability. Given by hypothesis that
a logical prior, say (Λ), has to be satisfied, the probability of any event will be conditional
on (Λ). For instance, in the conventional binary addition of two integers U and V , the prior
(Λ) is the statement that the two integers U and V sum to a third integer S, which can
be translated into a set of logical formulas between the binary digits, namely input, output
and auxiliary variables, i.e. carry bits. In a strict satisfiability problem, the prior is the
statement that a single logical formula is valid, which require only input variables. As an
example, we will explicit in Sec. (5.2) below the particular prior of the 3-SAT problem of
strict satisfiability.
The basic sample set is the ensemble Ω = {ω} of all 2N states ω, labeled by the 2N com-
plete assignments xω . Since the cardinality of Ω is finite, the power set P(Ω), of cardinality
22
N
, is a sigma-algebra identical to the ensemble of all Boolean functions T . Therefore,
the set of events is the ensemble of Boolean functions. Next, we have to define a probabil-
ity measure P on T conditional on (Λ). This will be performed in Sec. (3). Finally, the
Kolmogorov probability space associated with the prior (Λ) is (Ω, T ,P).
In general, there is a number of probability distributions P compatible with a prior
(Λ), while we search specifically for the deterministic solutions. Compared to a discrete
algorithmic approach, the difficulty is now shifted to the determination of these solutions.
We will tackle the problem by optimization when needed.
2.5 Notation
Throughout this paper, we will specifically name unknowns the conditional probability of
complete or partial requirements, not to be confused with variables or Boolean functions
subject to randomness. Except when mentioned otherwise, we will use a shorthand to
describe the unknowns, namely P(i) for P(Xi = 1|Λ), P(−i) for P(¬Xi = 1|Λ), P(i;−j) for
P(Xi ∧ ¬Xj = 1|Λ), P(i,−j) for P(Xi ∨ ¬Xj = 1|Λ), etc. (for i, j · · · ∈ J1, NK). Similarly,
we will use P(ω) for P(ω = 1|Λ). We will call partial probability the probability of an
unknown with less than N literals, e.g. P(i;−j) and complete probability the probability
of an unknown P(ω) with N literals. An unknown labeled k without further detail will be
denoted by pk, e.g., we may have pk = P(i;−j). An array of unknowns will be denoted by
p = (pk).
2.6 Universal equations.
The rules of logic reflected in the probability laws [5], can especially be expressed in the
following universal relations:
P(i1; i2; . . . ; iℓ) ≥ 0 (1)
P(i1, i2, . . . , iℓ) = 1− P(−i1;−i2; . . . ;−iℓ) (2)
P(i) + P(−i) = 1 (3)
P(i1; i2; . . . ; iℓ) = P(i1; i2; . . . ; iℓ; iℓ+1) + P(i1; i2; . . . ; iℓ; iℓ;−iℓ+1) (4)
where i, i1, i2, . . . iℓ are signed integers and |i1|, |i2|, . . . , |iℓ| ∈ J1, NK are distinct. It is easy
to establish that we have
(
N
1
)
= N distinct equations like Eq. (3), 4
(
N
ℓ
)
distinct equations
like Eq. (4) with ℓ = 2 or 12
(
N
ℓ
)
equations with ℓ = 3, etc. Accounting for Eqs. (3, 4), Eq.
(1) implies that
P(i1; i2; . . . ; iℓ) ≤ 1. (5)
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Also, from Eq. (4), the normalization equation of one literal Eq. (3) can be formulated for
a conjunction of ℓ distinct literals P(i1; i2; . . . ; iℓ) as a sum of 2
ℓ terms as∑
2ℓ terms
P(±i1;±i2; . . . ;±iℓ) = 1. (6)
A deterministic distribution P is characterized by a state ω0 ∈ Ω in the sample set so that
P(ω) =
{
1 if ω = ω0
0 otherwise
(7)
Then the probability of all Boolean functions f in the sigma-algebra T is deterministic, i.e.,
equal to 0 or 1. As a result, the probability distribution of any requirement is separable, i.e
a joint combination of independent distributions, as expressed by the following proposition.
Proposition 1. The probability P(i1; i2; . . . ; iℓ) of any requirement regarded as a joint dis-
tribution is always separable in the deterministic realm, i.e.,
P(i1; i2; . . . ; iℓ) = P(i1) · P(i2) . . .P(iℓ) (8)
where i1, i2, . . . iℓ are signed integers and |i1|, |i2|, . . . |iℓ| ∈ J1, NK are distinct.
Proof. For a deterministic distribution, each partial probability is only 0 or 1. Define
X−|ik| as the negation of X|ik|. Then, the two expressions are equal to 1 if and only if all
literals Xik are TRUE, otherwise they are both equal to 0. ✷
3 Formulation of the statistical problem
Assume that we are given a formal description of a specific logical problem, i.e., a specific
set of Boolean functions compelled to be valid or invalid. We call this set of hypothesis
the “prior” (Λ). When the problem is well posed, the hypothesis are unambiguous and the
prior is deterministic. The statistical estimation of the variables at issue is to decide how
the knowledge of this deterministic prior affects the probability distribution satisfying to the
hypothesis, and next to select the deterministic solutions when possible.
3.1 Specific equations
An initial set of logical equations is directly derived from the hypothesis. Technically, the
prior is incorporated by assigning a probability of 1 to events (or logical formulas) compelled
to be valid and a probability 0 to events compelled to be invalid. It turns out that any logical
constraint in (Λ) is naturally encoded as a linear specific equation. For instance, a partial
requirement (Xi;Xj ;Xk), compelled to be valid or invalid in the Boolean algebra, is trivially
encoded as P(i;−j; k) = 1 or 0 respectively. A disjunction of disjoint expressions can be
encoded as a sum of probabilities.
It is convenient to consider the set of unknowns as composed only of partial probability,
i.e, probability of partial requirements as opposed to a mixing of conjunctions and disjunc-
tions. A conjunction of expressions compelled to be valid may optionally be broken down
into many distinct expressions compelled separately to be valid. If necessary, we can switch
a valid (resp. invalid) event to its negation, which is then compelled to be invalid (resp.
valid). For instance, from Eq. (2), the probability of the disjunction P(i, j, k) = 1 can be
switched to the probability of the conjunction (or partial requirement) P(−i;−j;−k) = 0.
Definition 1 (Specific equations). The specific equations are the set of linear equations
reflecting the Bayesian prior in terms of partial probabilities.
There are many ways to express the prior in terms of probability. Ultimately, any Boolean
function defined as a disjunction of states f = (ω1, ω2, . . . , ωk) and compelled to be valid or
invalid in the Boolean algebra could be encoded as
∑
i P(ωi) = 1 or 0, because the states,
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ωi, are disjoint. However, it is crucial to formulate the problem by using a minimum set
of unknowns and a minimum of literals per unknown. Starting from the input data set
we simply encode each logical expression. Nevertheless, we need to add some additional
unknowns for consistency. This is detailed in the following section (3.2).
3.2 Working unknowns
Assume that the prior has been translated into an ensemble of specific equations involving
a set of partial probabilities with a maximum of ℓmax literals per requirement. We need
to ensure that these unknowns depict genuine probabilities, i.e., that the universal links
between the partial probabilities hold. This generally requires increasing the initial number
of unknowns, leading to construct a set of “working unknowns”.
Indeed, each initial unknown, for instance P(i), entails the logical consequence P(i) +
P(−i) = 1. We will name P(−i) a variant of P(i). Similarly, the initial unknown P(i; j)
entails the logical consequence P(i) = P(i; j) + P(i;−j) and we will also name P(i) and
P(i;−j) variants of P(i; j). It is convenient to call “positive unknown”, e.g. P(i; j; k) with
ℓ = 3 literals and i, j, k > 0, an unknown composed of “positive variables”. Clearly, there
are 2ℓ variants with the same number ℓ of literals, i.e in the example, P(±i,±j,±k). Next,
there are
(
ℓ
ℓ−1
)
= ℓ positive variants with ℓ− 1 literals, etc.
In practice, starting from an initial unknown involved in a specific equation, we derive
the positive variant and obtain the other positive variants by removing one or several literals.
We obtain other variants by switching any literal into its negation. For example, for each
initial unknown of 3 literals P(i; j; k), the variants are P(±i;±j;±k), P(±i;±j), P(±j;±k),
P(±k;±i), P(±i), P(±j), P(±j). i.e. 23 +
(
3
2
)
× 22 +
(
3
1
)
× 21 = 33 − 1 = 26 variants.
More generally, for each working unknown of ℓ literals we have 3ℓ − 1 variants. This
number is then independent of the number N of variables but exponential in the number
of literals used in the specific equations. From the list of partial probabilities involved in
all specific equations, we can list all the variants. At last, we have naturally to remove the
duplication.
It is crucial to have a maximum of ℓmax literals per unknown irrespective of N . For
instance, this maximum is ℓmax = 3 in the 3-SAT problem. The total number of working
unknowns is then polynomial in the size of the input data.
Definition 2 (Working unknowns). The working unknowns are the distinct partial probabil-
ities involved in the specific equations and the distinct variants of these partial probabilities.
Proposition 2. When the maximum number of literals ℓmax involved in the individual initial
unknowns is independent of N , the total number of working unknowns is polynomial in the
size of the input data.
We will show that this set of working unknowns is sufficient to ensure the consistency of
the formulation, as expressed by Proposition (5) below.
Labeling. When all the variants have been derived we need to label the working unknowns
in a single sequence {pk}, where for example pk may stand for P(2;−3) when k is the label
of P(2;−3). This is a seemingly easy but actually tedious task.
3.3 Consistency equations
To ensure consistency, we need to explicit the logical link between the working unknowns,
specifically between the initial unknowns and their variants. This requires to add the cor-
responding universal equations. They are conveniently derived from the list of all working
positive unknowns, and depend on the number ℓ of literals involved. For instance, for each
working positive unknown of 3 literals P(i; j; k), the consistency equations read
P(±i;±j) = P(±i;±j; k) + P(±i;±j;−k)
P(±j;±k) = P(±j;±k; i) + P(±j;±k;−i)
P(±k;±i) = P(±k;±i; j) + P(±k;±i;−j)
(9)
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The number of equations is
(
3
2
)
× 22 = 3× 4 = 12. More generally, for each working positive
unknown of ℓ literals we have
(
ℓ
ℓ−1
)
× 2ℓ−1 = ℓ× 2ℓ−1 consistency equations.
Definition 3 (Consistency equations). The consistency equations are the universal equa-
tions Eq.(3, 4) which link the working unknowns.
For a fixed maximum ℓmax of the number of literals in the partial probabilities of the
prior, the number of consistency equations is polynomial in the size of the input data. The
total number of consistency equations is obtained after removing the possible duplication.
Proposition 3. When the maximum number of literals ℓmax involved in the individual initial
unknowns is independent of N , the total number of consistency equations is polynomial in
the size of the input data.
Again, this set of consistency equations is sufficient to ensure the consistency of the
formulation, as expressed by Proposition (5) below.
4 Resolution of the satisfiability problem
Collecting both the specific equations and the consistency equations, the prior is translated
into a linear system. Let n be the number of working unknowns an m the total number of
equations.
4.1 Linear programming formulation
We obtain a linear programming (LP) problem in stack variables [10] defined in a convenient
real-valued space Rn in the form,
Ap = b
subject to p ≥ 0
(10)
where p = (pi) (with i ∈ J1, nK) is a real unknown vector, A = (aj,i) (with j ∈ J1,mK) a real
matrix of n columns and m rows, and finally b = (bj) a real vector, while p ≥ 0 stands for
∀i, pi ≥ 0. From Propositions (2, 3), n and m are polynomial in the size of the input, i.e. in
general, in the number of variables N .
Usually, for non trivial problems, the rank of the matrix A is less than n and thus, there
is a continuous set of solutions. This arises specifically when the problem accepts several
solutions. Now, we need to complete the computation by solving the LP problem.
A feasible solution is a real-valued vector of unknowns, p, that satisfies the prior (Λ),
that is Eq.(10), and therefore defines a probability distribution P on the set of working
unknowns. The only genuine solutions are of course deterministic. Let us show that a
deterministic solution on the set of working unknowns is also a deterministic solution on the
full sigma-algebra T .
4.2 Deterministic solutions
From Proposition (1), deterministic solutions on the full sigma-algebra T are separable.
Thanks to the consistency equations, it turns out that a deterministic solution restricted to
the set of working unknowns is separable as well.
Proposition 4. A deterministic distribution over the set of working unknowns is separable.
Proof. Consider a feasible solution of Eq. (10) in which all working unknowns are
deterministic, i.e., equal to 0 or 1. Let us show that they are also separable, i.e., that Eq.
(8) holds specifically over the set of working unknowns. Taking into account the consistency
equations, we proceed by induction on the number ℓ of literals per unknown, for 1 ≤ ℓ ≤ ℓmax.
If ℓ = 1, the proposition is trivial.
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Assume that Eq. (8) holds up to ℓ literals per unknown, i.e., P(i1; . . . ; iℓ) = P(i1) . . .P(iℓ).
Suppose that P(i1; . . . ; iℓ; iℓ+1) is also a working unknown of ℓ+ 1 literals. Then by consis-
tency, P(i1; . . . ; iℓ) is the sum of two non-negative terms, P(i1; . . . ; iℓ;±iℓ+1) ≥ 0:
P(i1; . . . ; iℓ) = P(i1; . . . ; iℓ; iℓ+1) + P(i1; i2; . . . ; iℓ;−iℓ+1) (11)
From Eq. (11), if P(i1; . . . ; iℓ) = 0 then the two terms P(i1; . . . ; iℓ;±iℓ+1) = 0 as well, so
that Eq. (8) holds for ℓ + 1 literals. If P(i1; . . . ; iℓ) = 1 then P(i1) = 1, . . . , P(iℓ) = 1
which leaves two possibilities, either P(i1; . . . ; iℓ; iℓ+1) = 0 and P(i1; . . . ; iℓ;−iℓ+1) = 1 or
vice versa. Since iℓ+1 is a signed integer, suppose for definiteness that the first possibility
applies. A priori, we have still four cases
case P(i1; . . . ; iℓ) P(iℓ+1) P(i1; . . . ; iℓ; iℓ+1)
1 1 1 0
2 1 1 1
3 1 0 0
4 1 0 1
For the two cases 2 and 3, Eq. (8) holds for ℓ+ 1 literals.
Let us show that cases 1 and 4 are ruled out by the consistency equations. We have
P(i2; . . . ; iℓ; iℓ+1) = P(i2) . . .P(iℓ) ·P(iℓ+1) = P(i1; i2 . . . ; iℓ; iℓ+1) +P(−i1; . . . ; iℓ; iℓ+1) (12)
where the first equality holds from the induction hypothesis for ℓ literals.
In case 4, Eq. (12) reads 0 = 1 + P(−i1; i2 . . . ; iℓ; iℓ+1) which is impossible.
In case 1, still from Eq. (12), P(−i1; i2 . . . ; iℓ; iℓ+1) = P(iℓ+1) = 1. Similarly we obtain,
P(i1;−i2; . . . ; iℓ; iℓ+1) = 1, etc. This contradicts the normalization, Eq. (6),∑
2ℓ+1terms
P(±i1;±i2; . . . ;±iℓ;±iℓ+1) = 1
Therefore, only the two cases 2 and 3 are possible, so that Eq. (8) always holds for ℓ+1
literals. ✷
This proves that the distribution is consistently separable over the set of working un-
knowns. This can be extended to the complete sigma-algebra T .
Proposition 5. Any deterministic solution on the set of working unknowns induces a de-
terministic distribution on the sigma-algebra T .
Proof. In general, all unknowns of one literal, P(±i) with i ∈ J1, NK are included in the
set of working unknowns. As an exception, some unknowns P(i0) may be absent, meaning
that their values are indifferent. In this case we can assign whatever deterministic truth
value to Xi0 for definiteness. Then, the truth value of any state ω in the sample set Ω can
be computed by Eq. (8) and next the truth value of any event in the full sigma-algebra T
as well. By construction, this distribution is identical to the distribution already defined on
the set of working unknowns. ✷
Proposition (5) has a corollary in the case of strict satisfiability problems, where all
variables are input variables that can be independently assigned to a truth value. Then the
prior is a single Boolean function which determines the LP system, Eq. (10). Conversely,
from Proposition (5), the Boolean function is uniquely determined by the system Eq. (10),
or precisely, the complete truth table of the Boolean function over the complete sample set
Ω is uniquely determined by the system Eq. (10).
Proposition 6. In a problem of strict satisfiability, the LP system Eq. (10) determines the
single Boolean function of the prior.
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Proof. We can assign any deterministic truth value to all unknowns of one literal. This
determines the truth value to all working unknowns and to all states ω of the sample set Ω
as well. Now, for each such assignment, if the m equations of the linear system are satisfied,
the truth value of the Boolean function in the prior is TRUE by Proposition (5). Otherwise,
this truth value is FALSE. Therefore, we obtain in principle the complete truth table of the
single Boolean function that acts as the prior. When the truth table is identically FALSE,
this Boolean function is equal to ∅ by definition. ✷
4.3 General satisfiability
In a conventional problem of statistical estimation, the relevant solution is the most likely
distribution obtained by maximizing the Shannon entropy. By contrast, in the present model
we are not interested in the most likely distribution but in the deterministic solutions.
If the problem was well-posed and admits a valid solution, the LP system must provide a
deterministic solution. If the problem was inconsistent, the system is unfeasible. It remains
the case of LP problems that do not accept deterministic solutions but are nevertheless
feasible. In a general problem, this circumstance is in no way exceptional. Then, the lack of
deterministic solution means as well that there is no valid solution, just as complex-valued
solutions are simply irrelevant in an everyday mathematical problem, which does not call
for a more subtle interpretation.
Therefore, in a general problem of satisfiability, the existence of deterministic solutions
must be checked by optimization with a convenient objective function. Compared to the
conventional problem of statistical estimation, two differences arise. First, the Shannon
entropy should be replaced by a “pseudo-entropy”, because the partial probabilities does not
sum to 1 in general. Second, this entropy must be minimized and not maximized, because
the entropy of deterministic solutions is zero. As a result we would have to compute the
minimum of a concave function, or in standard form, the maximum of a convex function [11]
which is a priori quite more difficult. Therefore, the method is instead to optimize a set
of linear objective functions and ignore the entropy. We will not elaborate further on this
subject which is beyond the main scope of this paper. Indeed, it turns out that this difficulty
is completely bypassed in problems of strict satisfiability.
4.4 Strict satisfiability
When the prior is just a single logical formula, f = 1, compelled to be valid the problem
is specifically a strict problem of satisfiability. This means that the N variables can be
independently assigned to a truth value, i.e., the N variables are all input variables as
opposed to output and auxiliary variables. In particular, this is the case of the 3-SAT
problem.
Proposition 7 (Strict satisfiability). When the prior is just a single Boolean function
compelled to be valid the problem accept a deterministic solution if and only if the LP system
Eq. (10) is feasible.
Proof Assume that the prior depicts a single logical formula compelled to be valid, f = 1.
At least in principle, the truth table of f can be directly computed from Proposition (6).
Therefore, if f 6= ∅, the system Eq. (10) accept a deterministic solution. Otherwise, f = ∅
and there is no probability distribution compatible with P(f) = P(∅) = 1, so that the LP
system is unfeasible. ✷
In other words, checking the existence of deterministic solutions does not require any
optimization procedure. This is specifically the case of the 3-SAT problem.
5 Polynomial time resolution of the 3-SAT problem
We will now apply the present method to the resolution of the 3-SAT problem, as emblematic
of the NP complexity class [6, 8].
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5.1 Description
The 3-SAT problem is to determine whether a logical function, defined as a conjunction of
M disjunctions (or clauses) with at most three literals per clause, is or not satisfiable. For
instance, a particular clause Cr may be
Cr
(def)
= (Xir ,Xjr ,Xkr ) (13)
where ir, jr, kr ∈ J1, NK are distinct, r ∈ J1,MK. With our terminology, this is a problem of
strict satisfiability of the conjunction of the M clauses.
5.2 Specific equations
In order to account for the prior, each clause must be transcribed into a linear equation.
For example, the clause Eq. (13) compelled to be valid is transcribed as
P(ir,−jr, kr) = 1
so that the conjunction of the M clauses is translated into a system of M linear equations.
It is convenient to use rather the negation of each clause, Eq. (2), to obtainM equations
in terms of partial probability. For instance, the validity of Eq. (13) is retranscribed as
P(−ir; jr;−kr) = 0, (14)
and we have by construction M similar equations.
The 3-SAT problem is completely defined by M specific equations like Eq.(14). This
number of equations M is always bounded by Mmax = 8
(
N
3
)
and generally for non trivial
problems, M is of the magnitude of N .
5.3 Working unknowns
The working unknowns are derived from the M clauses. Due to possible duplication, we
have a maximum ofM positive unknowns of 3 literals, bounded by
(
N
3
)
. As a result we have
a maximum of 3M positive unknowns of 2 literals, bounded by
(
N
2
)
and a maximum of 3M
positive unknowns of 1 literals, bounded by
(
N
1
)
= N .
Still due to possible duplication, the total number n of working unknowns is ≤ 26M . In
any cases, this number is polynomial in N with a maximum of 8
(
N
3
)
+4
(
N
2
)
+2
(
N
1
)
= O(N3)
and generally n = O(N) for non trivial problems.
5.4 Consistency equations
The consistency equations are derived from the positive unknowns. The maximums are 12M
bounded by 4
(
N
3
)
for 3 literals, 12M bounded by 2
(
N
2
)
for 2 literals and 3M bounded by(
N
1
)
for 1 literal, i.e., a total of 27M with possible duplication so that m ≤ 27M . Again, this
number is polynomial in N with a maximum of 4
(
N
3
)
+ 2
(
N
2
)
+
(
N
1
)
= O(N3) and generally
m = O(N) for non trivial problems.
5.5 Satisfiability
3-SAT is clearly a strict satisfiability problem. As a result, Proposition (7) holds.
Proposition 8 (3-SAT satisfiability). The 3-SAT problem accepts a deterministic solution
if and only if the LP system Eq. (10) is feasible.
Since the dimension of the LP system is polynomial in the number of variables, we get
the conclusion [12, 13]:
Theorem. In the framework of the statistical estimation theory the 3-SAT problem can be
computed in polynomial time in the number of variables.
9
In other words, in the framework of the statistical estimation theory, 3-SAT is in P. Now,
in the theory of algorithmic complexity [8, 9], the 3-SAT problem is NP-complete [6, 8],
meaning that any NP language can be reduced to the 3-SAT problem in polynomial time.
Eventually, we have the major achievement:
Corollary. In the framework of the statistical estimation theory, P = NP.
5.6 Search of the deterministic solutions
A particular solution can be computed by checking the feasibility of N successive LP systems
of decreasing dimension. The initial LP system of dimension n checks the overall feasibility.
If feasible, assign the truth value 1 to XN and check the feasibility of the new system of
dimension less or equal to n. Then, if this new system is still feasible, keep the assignment,
otherwise, change to the truth value 0. In any cases, this step provides both the truth value
of XN for a particular solution and a feasible system to determine the truth values of the
N − 1 other variables. The complete solution is eventually obtained by iteration.
6 Conclusion
The complexity of algorithms is due to the long combinatorial searches which occur in the
calculation, as a consequence of the discrete nature of the variables. The technique of
statistical estimation proves to be an effective loophole to circumvent this problem because
real-valued parameters, namely probabilities, are substituted for discrete variables, allowing
to replace the intractable loops by a smooth optimization process.
A similar situation is found in quantum computing where variables are also replaced
by their probability defined in a convenient space. However, most quantum programs are
quite sophisticated and use randomized algorithms unlike statistical estimation. Indeed, in
the present framework the various algorithms usually required to solve various problems are
replaced by a single technique of estimation.
In the framework of statistical estimation, the distinction between the various complexity
classes is irrelevant. The only significant parameters are the size of the data set and the status
of the variables as inputs or auxiliary parameters. Therefore, there is no difference between
P and NP problems and any decidable problem of class NP can be solved in polynomial time.
However, the counterpart is that even simple issues require at the outset a fairly complex
apparatus, so that in practice the interest of the method appears only for large or even very
large systems.
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