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Введение. Реконструкция или реверсивная ин-
женерия систем – это процесс вывода струк-
турных и динамических характеристик изу-
чаемой системы на основании наблюдений за 
ее поведением и определенных знаний в соот-
ветствующей предметной области. Сегодня 
реконструкция играет важнейшую роль в био-
логии, как один из основных инструментов 
моделирования биологических систем и их 
взаимодействий, имеющих ключевое значение 
для понимания механизмов их функциониро-
вания [1]. Одним из наиболее широко распро-
страненных приложений методологии рекон-
струкции в биологии есть идентификация ген-
ных регуляторных сетей (ГРС) [2]. Наличие и 
характер взаимодействий между генами ГРС 
принципиально для создания новых лекарст-
венных препаратов. Реконструкция помогает 
исследователям найти ответы на ряд вопросов, 
среди которых можно выделить следующие: 
 какие процессы в организме регулирует 
исследуемый ген; 
 какие гены оказывают влияние на иссле-
дуемый ген; 
 каким образом взаимодействуют гены; 
 какие гены несут ответственность за тот или 
иной вид заболеваний; 
 какие лекарственные препараты будут 
иметь эффект их применения в случае того или 
иного заболевания и т. д. 
Технология ДНК-микрочипов [3] значитель-
но облегчает изучение поведения ГРС, но за-
дача реконструкции остается трудноразреши-
мой, так как содержит большое количество не-
известных. 
Существует ряд моделей и методов рекон-
струкции ГРС. Наиболее популярны из них: 
булевы модели [4], в которых взаимодействие 
между генами задано в форме булевых опера-
ций; линейные модели [5], где используется 
линейная взвешенная сумма уровней экспрес-
сии генов; системы дифференциальных урав-
нений [6] – нелинейные и наиболее точные 
модели; ассоциативные и байесовские сети [7–
9], с использованием статистического подхода 
при описании связей между генами; модели 
нейронных сетей [10–14], где нейроны ассо-
циируются с отдельными генами; гибридные 
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модели [11], комбинирующие несколько вы-
числительных парадигм. 
В статье в качестве модели ГРС выбрана 
классическая система обыкновенных диффе-
ренциальных уравнений (ОДУ) в форме S-
системы, для идентификации которой предло-
жен гибридный алгоритм клонального отбора 
и дифференциальной эволюции. 
Постановка проблемы 
Реконструкция ГРС включает в себя выбор 
математической модели и разработку метода 
ее идентификации. Все существующие модели 
ГРС обладают своими достоинствами и недос-
татками. К основным характеристикам моде-
лей можно отнести их способность обрабаты-
вать зашумленные данные, учитывать нели-
нейности генных взаимодействий, точно опи-
сывать характер, взаимодействий. Сюда также 
относится вычислительная сложность проце-
дур, необходимых для идентификации моде-
ли. S-система – одна из наиболее популярных 
моделей, используемых для описания ГРС [12]. 
Она нелинейна и поэтому способна очень точ-
но воспроизвести поведение генной сети. С 
другой стороны, ее структура позволяет одно-
значно и достаточно просто преобразовать ма-
тематическую форму записи в топологию, тра-
диционно представленную в виде взвешенного 
ориентированного графа. Вершины графа со-
ответствуют генам сети, а дуги определяют свя-
зи между этими генами. Таким образом S-сис-
тема представляет компромисс между точно-
стью и математической гибкостью. 
S-система – разновидность системы ОДУ 
следующего вида: 
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где N – количество генов) в генной регулятор-
ной сети;  ix t  – переменная, выражающая из-
менение уровня экспрессии i-го гена во време-
ни; показатели степени gij и hij обуславливают 
направление воздействия и силу связи гена xj с 
геном xi; i, i – коэффициенты, принимающие 
неотрицательные значения. С учетом биохими-
ческой инженерии параметры i, i носят на-
звание констант скорости, а gij, hij называются 
кинетическими порядками. 
Данный формализм удобен своей структурой, 
которая выражает динамический баланс между 
воздействиями, приводящими к увеличению 
уровня экспрессии ix (уменьшаемое), и воздей-
ствиями, приводящими к уменьшению уровня 
экспрессии ix (вычитаемое). При этом поло-
жительные значения ijg , к примеру, говорят 
об активирующем воздействии гена j на ген i. 
Графически это можно изобразить в виде дуги, 
направленной от j  к i . Такая очевидная и 
простая графическая интерпретация обуслови-
ла высокую популярность S-системы. 
Идентификация S-системы предполагает по-
иск оптимальных значений параметров из 
множества  , , ,v g h   . Анализируя выраже-
ние (1) отметим, что данная задача не триви-
альна ввиду высокой размерности. Для сети, 
состоящей из N генов, количество параметров, 
которые необходимо найти, определяется вы-
ражением 2N(N + 1). Высокая вычислительная 
сложность задачи не позволяет решать ее ана-
литическими методами. В связи с этим разра-
ботка эффективного метода идентификации S-
системы – актуальна. 
Искусственные иммунные системы 
Современные исследования в области им-
мунологии позволили сформировать особый 
взгляд на естественную иммунную систему 
животных и человека и рассматривать ее как 
мощную вычислительную структуру. Согласно 
этим исследованиям естественные иммунные 
механизмы высших существ обладают призна-
ками, свойственными системам распознавания 
образов. Они способны обучаться распозна-
вать чужеродные агенты, наносящие вред ор-
ганизму. Иммунные механизмы робастны к 
небольшим мутациям распознаваемых антиге-
нов. Дальнейшее развитие иммунной вычисли-
тельной парадигмы привело к созданию целого 
ряда методов под общим названием – искусст-
венные иммунные системы (ИИС) [13, 14]. В 
ИИС популяция индивидуумов (вариантов ре-
шений) из поколения в поколение подвергает-
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ся воздействию иммунных операторов. В об-
щем случае эти операторы – мутация и селек-
ция. Популяция решений, первоначально гене-
рируемая случайным образом, под воздействи-
ем мутации и селекции, в каждом новом поко-
лении улучшает свои характеристики. Оценка 
популяции в количественном выражении про-
водится посредством присвоения индивидуу-
мам значений аффинности. На основании оце-
нок индивидуумы могут покидать популяцию 
или переходить в новое поколение. Способно-
сти к обучению и запоминанию сделали им-
мунную систему пригодной для решения задач 
оптимизации. 
В работе [15] иммунная система рассматри-
вается с учетом механизма клональной селек-
ции. На основании принципа клональной се-
лекции в [16] предложен алгоритм оптимиза-
ции CLONALG, широко используемый в на-
стоящее время как одна из разновидностей ИИС. 
В клональном алгоритме значения аффинности 
выражают меру близости индивидуума к опти-
мальному решению и вычисляются на основа-
нии целевой функции задачи. Пошаговое описа-
ние алгоритма представлено ниже. 
Ш а г  1. Поколение = 0. 
Ш а г  2. Случайным образом создать на-
чальную популяцию решений ( 0Ab ). 
Ш а г  3. Провести оценку популяции 0Ab  
на основании целевой функции f. 
Цикл пока условие останова e = false. 
Ш а г  4. Сохранить лучшее решение в те-
кущем поколении. 
Ш а г  5. Выбрать антитела из 0Ab  с наи-
большей аффинностью. 
Ш а г  6. Создать клоны cAb  выбранных ан-
тител в количестве n  f. 
Ш а г  7. Провести мутацию клонов с интен-
сивностью pm!  f. 
Ш а г  8. Провести оценку популяции cAb  
на основании целевой функции f. 
Ш а г  9. Выбрать клоны с наибольшей аф-
финностью из cAb  и перенести их в 0Ab . 
Ш а г  10. Заменить d худших антител в 0Ab  
новыми случайно созданными. 
Ш а г  11. Провести оценку новых антител в 
0Ab . 
Ш а г  12. Поколение = Поколение + 1. 
Конец цикла пока 
Ш а г  13. Вывод: лучшее решение в теку-
щем поколении. 
В CLONALG, в зависимости от типа задачи, 
можно использовать различные способы пред-
ставления решений. Наиболее часто использу-
ются бинарное и вещественное представления. 
Также условия и цели задачи есть определяю-
щими при выборе способа представления им-
мунных операторов, вида функции аффиннос-
ти, значений параметров алгоритма. 
При вычислении аффинности основной по-
пуляции создаются условия для отбора тех 
клеток, которые максимально полно (на дан-
ном этапе) входят во взаимодействие с антиге-
ном, т.е. образуют минимумы целевой функ-
ции. В процессе активации отобранные анти-
тела увеличивают свое представительство в про-
странстве решений путем клонирования. Клет-
ки, чья аффинность выше, создают большее ко-
личество клонов, но меньше подвержены му-
тации. Мутация в CLONALG имеет высокую 
интенсивность, так как это главная движущая 
сила эволюции. В процессе замены, клетки с 
низкой аффинностью удаляются из основной 
популяции, на их место приходят новые слу-
чайно сгенерированные индивидуумы. Это по-
зволяет избегать локальных экстремумов и ис-
следовать всю целевую поверхность. 
Сравнительные исследования производитель-
ности классического клонального алгоритма, 
проведенные авторами в [17], показали, что в 
контексте решения задачи реконструкции ГРС, 
CLONALG обладает недостатком, связанным с 
низкой эффективностью оператора мутации. В 
клональном алгоритме используется простая 
мутация, которая случайным образом (с задан-
ной вероятностью) изменяет значение каждого 
элемента строки индивидуума: 
   rand ,если rand 1, 1,2, ,, в противном случае
m
ij
ij
Init Event p
Ab j L
Ab
  
  (2) 
где ijAb  – элемент строки i-го индивидуума 
популяции в бинарном или вещественном 
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представлении; L – длина строки индивидуу-
ма; pm – интенсивность мутации; rand Init () – 
функция случайной инициализации элемента 
строки индивидуума; rand Event () – бинарная 
функция генерации случайного события с за-
данной вероятностью. 
При увеличении количества параметров за-
дачи растет L, что приводит к ухудшению ра-
боты мутации. В [17] эта проблема частично 
решается при помощи предложенной процеду-
ры трансформации пространства решений. В 
статье предлагается способ повышения эффек-
тивности оператора мутации путем гибридиза-
ции с методом дифференциальной эволюции. 
Дифференциальная эволюция 
Алгоритм дифференциальной эволюции 
(ДЭ) – разновидность эволюционных алгорит-
мов [18, 19]. Обладая высокой эффективно-
стью, ДЭ нашла применение во многих пред-
метных областях, как метод глобальной опти-
мизации. Существует несколько вариантов ДЭ, 
отличающихся деталями реализации эволюци-
онных операторов. В статье используется ва-
риант, представленный в [18]. Краткое описа-
ние метода ДЭ приведено далее. 
Рассматривается задача минимизации целе-
вой функции: 
    1min, , , ,nf x x x x    (3) 
где x – вектор параметров задачи, на основа-
нии которого строятся индивидуумы популя-
ции решений , 1, ,Gix i P  ; P – размер попу-
ляции решений; G – текущее поколение. 
Основное отличие алгоритма ДЭ от других 
эволюционных алгоритмов заключается в реа-
лизации оператора мутации. ДЭ-мутация вы-
глядит следующим образом: 
  1 3 1 2G G G Gi r r rv x F x x    , (4) 
где 1Giv  , 1, ,i P   – индивидуум, полученный 
в результате мутации; 1, 2, 3 1, ,r r r P   – ин-
дексы индивидуумов, которые выбираются 
случайно из популяции решений в текущем 
поколении такие, что 1 2 3r r r i   ; F – мас-
штабный коэффициент 0F  . 
Компоненты индивидуумов Gix  частично 
заменяются соответствующими компонентами 
векторов 1Giv   с образованием популяции кан-
дидатов  1 1 11 , ,G G Gi iu u u    . Формирование 
вектора 1Giu   происходит по следующему вы-
ражению: 
 11
1
,если rand 1 , 1,2, , ,, в противном случае
G
ij DEG
ij G
ij
v Event p j k
u j n
x



    
 (5) 
где  1, ,k n  – случайный индекс параметра, 
выбираемый однажды для каждого индиви-
дуума, смысл которого в том, чтобы гаранти-
ровать переход хотя бы одного компонента 
вектора 1Giv   в вектор 1Giu  ; DEp  – вероятность 
перехода j-го компонента вектора 1Giv   в век-
тор 1Giu  . Так как выражение (5) ассоциируется 
с оператором кроссинговера в эволюционных 
алгоритмах, DEp  называют вероятностью крос-
синговера. Отметим, что выражение (5) очень 
похоже на выражение (2), поэтому DEp  назва-
на интенсивностью ДЭ-мутации. 
Популяция следующего поколения форми-
руется из популяции текущего поколения и 
популяции кандидатов посредством ДЭ-селек-
ции: 
    1 11 ,если ,
, в противном случае
G G G
i i iG
i G
i
u f u f x
x
x
 
   
 (6) 
т.е. каждый индивидуум из популяции канди-
датов сравнивается с соответствующим инди-
видуумом из текущей популяции. Если канди-
дат обладает меньшим значением целевой 
функции, он переходит в новое поколение. 
Иначе в новое поколение переходит текущий 
индивидуум. 
Предлагаемый гибридный алгоритм 
Идея объединения различных вычислитель-
ных методов и образования гибридов основыва-
ется на предположении о том, что полученный в 
результате объединения новый вычислительный 
метод должен обладать более высокой произво-
дительностью, чем входящие в него составляю-
щие. Эта идея привела к созданию технологии 
гибридизации, позволяющей синтезировать це-
лые классы алгоритмов, способных к решению 
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сложных задач на качественно новом уровне. 
Согласно данной технологии, сильные стороны 
методов, участвующих в гибридизации, форми-
руют комбинированный результат, характери-
зующий основные преимущества гибридного 
подхода, такие как получение более качествен-
ных решений; получение решений за меньшее 
время; решение задач большой размерности. 
В статье предложен гибридный клональный 
алгоритм, в котором фаза мутации расширена 
операторами, взятыми из алгоритма диффе-
ренциальной эволюции. Пошаговое описание 
алгоритма представлено ниже. 
Ш а г  1. Поколение = 0. 
Ш а г  2. Случайным образом создать на-
чальную популяцию решений ( 0Ab ). 
Ш а г  3. Провести оценку популяции 0Ab  
на основании целевой функции f. 
Цикл пока условие останова e = false. 
Ш а г  4. Сохранить лучшее решение в те-
кущем поколении. 
Ш а г  5. Выбрать антитела из 0Ab  с наи-
большей аффинностью. 
Ш а г  6. Создать клоны cAb  выбранных ан-
тител в количестве n  f. 
Ш а г  7. Провести мутацию клонов с веро-
ятностью pc!  f  и интенсивностью pm!  f  по 
формуле (2). 
Ш а г  8. Провести ДЭ-мутацию клонов с 
интенсивностью pDE!  f по формулам (4) и (5) 
и записать результаты в популяцию кандида-
тов tAb . 
Ш а г  9. Провести оценку популяции tAb  
на основании целевой функции f. 
Ш а г  10. Провести ДЭ-селекцию кандида-
тов по формуле (6). 
Ш а г  11. Выбрать кандидаты с наибольшей 
аффинностью из tAb  и перенести их в 0Ab . 
Ш а г  12. Заменить d худших антител в 0Ab  
новыми случайно созданными. 
Ш а г  13. Провести оценку новых антител в 
Ab0. 
Ш а г  14. Поколение = Поколение + 1. 
Конец цикла пока 
Ш а г  15. Вывод: лучшее решение в теку-
щем поколении. 
Шаг 7 оставлен для того, чтобы предотвра-
тить преждевременную сходимость алгоритма. 
В отличие от классического CLONALG в дан-
ном случае мутации подвергаются не все кло-
ны, а лишь часть из них, что управляется па-
раметром pc. При этом значения вероятности pc 
и интенсивности pm – предмет исследования. 
Кроме этого, авторами проведены исследова-
ния влияния интенсивности ДЭ-мутации pDE, 
масштабного коэффициента F и ДЭ-селекции 
на качество работы алгоритма, результаты ко-
торых представлены далее. 
В предложенном алгоритме реализовано 
вещественное кодирование антител, проводи-
мое по схеме, изображенной на рис. 1. 
Для расчета аффинности индивидуумов вы-
брана относительная квадратическая ошибка 
аппроксимации данных временных рядов экс-
прессии генов, представленная следующим 
выражением [20]: 
2
0 0
1 1 0
( ) ( )MIN ( )
MN T
i i
i j i
x t j t x t j tf
x t j t 
          ,   (7) 
где t0 – момент времени начала измерения 
концентрации продуктов экспрессии; t – ин-
тервал времени между последовательными из-
мерениями концентрации продуктов экспрес-
сии; T – количество измерений;  0Mix t j t   – 
значения концентрации, полученные моде-
лированием, т.е. решением системы (1); 
 0ix t j t   – наблюдаемые значения концен-
трации, полученные при помощи измерений. 
Значения концентрации Mix получены ре-
шением системы ОДУ (1) одним из методов 
численного интегрирования (в данном случае 
методом Рунге–Кутты) с начальными усло-
виями  0ix t . 
g11 g1Nα1 β1 h11 h1N αi βi gi1 giN hi1 hiN... ... ... ... ... αN βN gN1 gNN hN1 hNN... ......  
Рис. 1. Структура антитела, кодирующего S-систему 
46 ISSN 0130-5395, УСиМ, 2017, № 6 
Исследования 
Эксперименты включают исследования, со-
стоящие из двух этапов. На первом этапе рас-
сматривается задача реконструкции искусствен-
ной ГРС, состоящей из двух генов [20]. Рекон-
струкция проводится для сети с фиксированной 
и с нефиксированной структурой. Фиксирован-
ная структура сети в отличие от нефиксирован-
ной предполагает наличие информации о связях 
между генами (т.е. матрица связей считается кон-
стантой), что упрощает решение, так как алго-
ритм занимается поиском только весов сущест-
вующих связей. На втором этапе рассматривает-
ся ГРС, состоящая из четырех генов [21]. В дан-
ном случае исследуется сеть с фиксированной 
структурой. Для сравнения результатов исследо-
ваний выбран классический [16] и модифициро-
ванный [22] алгоритм клонального отбора. 
Общие параметры алгоритма реконструк-
ции, которые не меняются на протяжении всех 
экспериментов, приведены в табл. 1. 
Т а б л и ц а  1. Параметры алгоритма реконструкции для всех 
экспериментов 
Название параметра Значение параметра 
Способ кодирования индивидуумов Вещественный 
Размер основной популяции антител 300 
Размер популяции клонов 900 
Коэффициент отбора 1,0 (n = 300) 
Тип отбора Турнирный 
Размер турнира 4 
 
Значение коэффициента отбора, равное 1,0, 
автоматически отключает шаги 12 и 13 гибрид-
ного алгоритма, т.е. подпитка новыми случай-
ными индивидуумами не проводится. Такая ус-
тановка позволяет получить более точные ре-
зультаты исследования влияния параметров pc и 
pm, так как функция шага 7 в разработанном ме-
тоде очень похожа на функцию шагов 12 и 13. 
Для проведения экспериментов использова-
лась информационная система реконструкции 
ГРС, объектно-ориентированная архитектура 
которой представлена в [22]. 
Реконструкция ГРС, состоящей из двух 
генов 
В данном эксперименте исследовано влия-
ние параметров pDE, pc, pm и оператора ДЭ-се-
лекции на качество работы гибридного алго-
ритма, где используется фиксированная струк-
тура ГРС. 
Параметры S-системы для двухгенной ГРС 
(N = 2) представлены в табл. 2. При построе-
нии временного ряда наблюдаемых данных 
экспрессии, необходимых для проведения экс-
периментов, система (1) решена с настройка-
ми, взятыми из табл. 2. Решение S-системы 
осуществлялось методом Рунге–Кутты четвер-
того порядка с количеством временных отсче-
тов T = 50 и начальными условиями (x1(t0), 
x2(t0)) = (1,0; 1,5). 
Т а б л и ц а  2. Параметры S-системы ГРС, состоящей из двух 
генов 
i i i gi1 gi2 hi1 hi2 
1 
2 
3,0 
3,0 
3,0 
3,0 
0,0 
2,5 
–2,5 
0,0 
–1,0 
0,0 
0,0 
2,0 
 
Параметры алгоритма реконструкции, ис-
пользуемые в данном эксперименте, представ-
лены в табл. 3. В первом случае авторы иссле-
довали влияние оператора ДЭ-селекции, по-
этому значения остальных исследуемых пара-
метров зафиксированы. 
Т а б л и ц а  3. Параметры алгоритма реконструкции в экспе-
рименте с двухгенной ГРС 
Название параметра Значение  параметра 
Начальные промежутки значений для пара-
метров  и  [0,0; 5,0] 
Начальные промежутки значений для пара-
метров g и h [-3,0; 3,0] 
Количество поколений (условие останова e) 1500 
Вероятность простой мутации pc  0,1 
Интенсивность простой мутации pm  0,05 
Интенсивность ДЭ-мутации pDE  0,5 
Масштабный коэффициент F 0,8 
 
Для проверки влияния ДЭ-селекции авторы 
провели по 10 пусков алгоритма с участием и 
без участия ДЭ-селекции, а результаты усред-
нили и свели в табл. 4. 
Результат позволяет сделать однозначный 
вывод и отказаться от ДЭ-селекции во всех по-
следующих экспериментах. 
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Т а б л и ц а  4. Сравнительная таблица ошибок модели при 
исследовании влияния оператора ДЭ-селекции 
Ошибка модели (f) ДЭ-селекция  включена 
ДЭ-селекция  
выключена 
Минимальная 
Максимальная 
Средняя 
0,00024 
0,0572 
0,0149 
6,87·10-10 
1,31·10-6 
3.,2·10-7 
 
Влияние масштабного коэффициента иссле-
довалось на интервале значений параметра 
[0,2; 1,4], разделенного на 13 отсчетов. Для 
каждого отсчета проведено по 10 пусков алго-
ритма с последующим усреднением результа-
тов (рис. 2). 
 
Рис. 2. Диаграмма ошибок модели при исследовании влияния 
множителя F 
Диаграмма, представленная на рис. 2, со-
стоит из средних ошибок модели (жирная ли-
ния) и двух полочек в каждом отсчете. Полоч-
ки соответствует максимальному (верхняя по-
лочка) и минимальному (нижняя полочка) зна-
чению ошибки модели. Как видно из рисунка, 
результат F = 0,8 оказался оптимальным, так 
как минимизирует значение ошибки. 
Для проверки влияния интенсивности ДЭ-
мутации интервал значений данного параметра 
[0,01; 1,0] разделили на 11 отсчетов с 10 пус-
ками алгоритма на каждый отсчет и после-
дующим усреднением результатов (рис. 3). 
Результат, свидетельствующий о том, что 
операция кроссинговера, которая проводится 
по выражению (5), в данном случае несет ско-
рее негативный, чем позитивный эффект. Тем 
не менее авторы продолжили эксперименты с 
фиксированным значением pDE = 0,5 . 
 
Рис. 3. Диаграмма ошибок модели при исследовании влияния 
параметра pDE 
На рис. 4 и 5 показаны результаты исследо-
вания влияния вероятности и интенсивности 
простой мутации. Для каждого из параметров 
выбрано по 12 отсчетов в интервалах, соответ-
ственно [0,0; 1.0] и [0,01; 1,0]. Как и в преды-
дущих исследованиях, здесь для каждого от-
счета проведены по 10 пусков алгоритма ре-
конструкции. 
 
Рис. 4. Диаграмма ошибок модели при исследовании влияния 
параметра pc 
Результаты говорят о том, что простая му-
тация в исследуемом алгоритме должна быть 
достаточно низкой как по вероятности, так и 
по интенсивности, но не нулевой. В более 
сложных задачах отсутствие простой мутации 
будет приводить к преждевременной сходимо-
сти алгоритма и невозможности отыскания 
глобального оптимума. 
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Рис. 5. Диаграмма ошибок модели при исследовании влияния 
параметра pm  
Сравнение результатов работы трех ИИС, 
основанных на клональной селекции, приме-
нительно к задаче реконструкции двухгенной 
ГРС, представлено в табл. 5. 
Т а б л и ц а  5. Сравнительная таблица ошибок модели при 
исследовании трех методов, основанных на 
клональной селекции 
Ошибка  
модели (f) 
Исследуемый 
гибридный 
алгоритм 
Модифици-
рованный 
клональный 
алгоритм [17] 
Классический 
клональный 
алгоритм [16] 
Минимальная 
Максимальная 
Средняя 
6,87·10–10 
1,31·10–6 
3,32·10–7 
4,275·10–7 
0,0035 
6,0·10–4 
0,0027 
0,541 
0,154 
 
Авторы также провели исследование каче-
ства реконструкции двухгенной ГРС при не-
фиксированной структуре. При этом опера-
ция кроссинговера исключалась из алгоритма, 
т.е. pDE = 1,0. В результате всех 10 пусков ал-
горитм выдавал минимально возможное (огра-
ничения связаны с программной реализацией) 
значение ошибки модели, равное 2,36502·10–10. 
Сравнение вычисленных параметров S-системы 
с аналогичными результатами, представлен-
ными в работе [20], показано в табл. 6. 
Испытания проводились с использованием 
аппаратного обеспечения Intel Core i3-3110M 
(2.4 ГГц). При этом было задействовано только 
одно ядро процессора. В последнем испытании 
среднее время работы гибридного алгоритма 
до получения минимальной ошибки составило 
53 секунды. 
Т а б л и ц а  6. Сравнительная таблица значений параметров  
S-системы в эксперименте с нефиксированной 
структурой ГРС 
i i i gi1 gi2 hi1 hi2 
Исследуемый гибридный алгоритм 
1
2
3,0003 
3,0001 
3,0003 
3,0001 
0,00 
2,4999 
–2,4998 
0,00 
–0,9999 
0,00 
–0,0001 
1,9999 
Алгоритм реконструкции, описанный в [20] 
1
2
3,71 
2,93 
3,74 
3,00 
0,00 
2,58 
-1,91 
0,00 
-0,77 
0,00 
0,00 
1,88 
 
График сходимости алгоритма в последнем 
испытании показан на рис. 6. 
 
Рис. 6. График сходимости предложенного алгоритма при ре-
конструкции двухгенной ГРС с нефиксированной 
структурой (в логарифмическом масштабе) 
Реконструкция ГРС, состоящей из четы-
рех генов 
На данном этапе авторы увеличили слож-
ность задачи, выбрав регуляторную сеть, со-
стоящую из четырех генов (N = 4). В табл. 7 
приведены параметры ГРС, используемые для 
генерирования временных рядов данных экс-
прессии генов. Временные ряды генерируются 
решением S-системы (1) с начальными усло-
виями (x1(t0), x2(t0), x3(t0), x4(t0),) = (1,4; 2,7; 1,2; 
0,4) и количеством измерений T = 26. 
Т а б л и ц а  7. Параметры S-системы для ГРС, состоящей из 
четырех генов 
i i i gi1 gi2 gi3 gi4 hi1 hi2 hi3 hi4 
1 
2 
3 
4
12,0 
8,0 
3,0 
2,0 
10,0 
3,0 
5,0 
6,0 
0,0 
0,5 
0,0 
0,5 
0,0 
0,0 
0,75 
0,0 
–0,8 
0,0 
0,0 
0,0 
0,0 
0,0 
0,0 
0,0 
0,5 
0,0 
0,0 
0,0 
0,0 
0,75 
0,0 
0,0 
0,0 
0,0 
0,5 
0,0 
0,0 
0,0 
0,2 
0,8 
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Параметры алгоритма реконструкции, ис-
пользуемые в данном эксперименте, пред-
ставлены в табл. 8. Исследование проводи-
лось при фиксированной структуре ГРС. Ре-
зультаты усреднялись на основании 10 пус-
ков алгоритма. 
Т а б л и ц а  8. Параметры алгоритма реконструкции в экспе-
рименте с четырехгенной ГРС 
Название параметра Значение параметра 
Начальные промежутки значений 
для параметров  и  [0,0, 15,0] 
Начальные промежутки значений 
для параметров g и h [–1,0, 1,0] 
Количество поколений (условие 
останова e) 3000 
Вероятность простой мутации pc  0,1 
Интенсивность простой мутации pm 0,05 
Интенсивность ДЭ-мутации pDE 1,0 
Масштабный коэффициент F 0,8 
 
Сравнение результатов работы трех ИИС, ос-
нованных на клональной селекции, примени-
тельно к задаче реконструкции ГРС, состоящей 
из четырех генов, представлено в табл. 9. 
Следует отметить, что в данном испытании 
из 10 пусков в 60 процентах случаев алгоритм 
сходился к минимально возможной ошибке ап-
проксимации 1,634·10–10, а в 40 процентах слу-
чаев – к ошибке 0,00068, после чего начиналась 
стагнация. Стагнация – явление, свойственное 
дифференциальной эволюции [23]. Оно требует 
проведения дополнительных исследований, 
которые выходят за рамки статьи. 
Вычисленные параметры S-системы в испы-
тании с минимальной ошибкой модели, пока-
заны в табл. 10. 
Как видно из таблицы, рассчитанные значе-
ния практически совпадают с оригинальными 
значениями в табл. 7. График сходимости ал-
горитма в испытании с лучшим результатом 
показан на рис. 7. 
Т а б л и ц а  9. Сравнительная таблица ошибок модели при 
исследовании трех методов, основанных на 
клональной селекции 
Ошибка моде-
ли (f) 
Исследуе-
мый гибрид-
ный алго-
ритм 
Модифициро-
ванный кло-
нальный алго-
ритм [17] 
Классический 
клональный 
алгоритм [16]
Минимальная 
Максимальная 
Средняя 
1,634·10–10 
0,00068 
0,000272 
0,00112 
0,0089 
0,00466 
0,03 
1,021 
0,6 
       f 
 
Рис. 7. График сходимости предложенного алгоритма при ре-
конструкции ГРС, состоящей из четырех генов (в лога-
рифмическом масштабе) 
Заключение. Предложен гибридный метод 
реконструкции ГРС, позволяющий увеличить 
скорость сходимости и точность алгоритма оп-
тимизации при решении задачи идентифика-
ции S-системы. В основе метода лежит техно-
логия гибридизации, объединяющая искусст-
венную иммунную систему в форме алгоритма 
клонального отбора, и алгоритм дифференци-
альной эволюции. Для проверки эффективно-
сти предложенного подхода проведены экспе-
рименты по реконструкции искусственных 
ГРС. Во время экспериментов исследовалось 
влияние различных параметров гибридного 
алгоритма на качество решения задачи рекон-
Т а б л и ц а  10. Рассчитанные параметры S-системы для ГРС, состоящей из четырех генов 
i i i gi1 gi2 gi3 gi4 hi1 hi2 hi3 hi4 
1 
2 
3 
4 
11,9999 
7,9997 
2,9987 
1,9999 
9,9999 
2,9997 
4,9996 
6,0001 
0,0 
0,50003 
0,0 
0,50002 
0,0 
0,0 
0,75027 
0,0 
-0,80002 
0,0 
0,0 
0,0 
0,0 
0,0 
0,0 
0,0 
0,50001 
0,0 
0,0 
0,0 
0,0 
0,75005 
0,0 
0,0 
0,0 
0,0 
0,50028 
0,0 
0,0 
0,0 
0,20021 
0,80003 
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струкции S-системы, а также проводилось 
сравнение с другими вычислительными мето-
дами. Эксперименты показали негативный эф-
фект от применения операторов дифференци-
альной эволюции, таких как селекция и крос-
синговер. С другой стороны, существенный по-
ложительный эффект показал оператор ДЭ-му-
тации. Результаты сравнительных эксперимен-
тов подтвердили преимущества разработанно-
го гибридного метода и алгоритма перед ана-
логичными вычислительными методами. 
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Reconstruction of the S-System by the Hybrid Algorithm of the Clonal Selection and Differential Evolution 
Keywords: gene regulatory networks, reverse engineering, gene expression, ordinary differential equations, S-system, clonal selection 
algorithm, differential evolution, structural-parametric identification, convergence of the algorithm. 
Introduction. Reconstruction or reverse engineering is a process of a conclusion of the structural and dynamic 
characteristics of the system under study on the basis of the observations of its behavior and its specific knowledge in the 
subject domain. Now days, many different models and methods of gene regulatory reconstruction have been developed, 
which have both advantages and disadvantages. At the choice of descriptive model it is necessary to consider the fact that the 
mathematical models, as a rule, have their own structure and a number of parameters which need to be identified. Different 
algorithms have been used so far to address the problem of finding the gene regulatory network. Most of them are 
evolutionary approaches or swarm based approaches. Genetic algorithms, genetic programming, memetic algorithm, clonal 
algorithm, membrane algorithms, evolution strategy, differential evolution, self adaptive differential evolution, particle 
swarm optimization are some of the widely used techniques. These algorithms are population-based search algorithms. Most 
of them starts with the random solutions and try to improve it using the multiple iterations. 
Purpose. The aim of this work is to develop an effective hybrid method for the reconstruction of the gene regulatory 
networks, which will increase the rate of convergence in solving the problem of the S-system optimizing. 
Method. We propose a hybrid method for reconstructing the GRN. This method is based on the hybridization technology, 
which allows combining the best qualities of the algorithm of clonal selection and the algorithm of differential evolution. 
Results. We propose a hybrid method of reconstruction GRN, allowing to increase the convergence rate and accuracy of 
the optimization algorithm to solve the problem of identification S-system. The S-system was applied, as a computational 
model. Parameters and structure were calculated by using the clonal selection algorithm and algorithm differential evolution. 
The gene expression profiles are used as input data. They were represented by time series of changes in the expression 
products concentration. The experiments have shown the negative effect of the differential evolution operators application 
such as selection and crossover. On the other hand, a significant positive effect of mutation operator is shown, which is used 
in the algorithm of the differential evolution. 
Conclusion. The comparative experiments results confirmed the advantages developed a hybrid method and an algorithm 
similar to the computational methods. The developed method and algorithm allowed to increase the speed of algorithms 
optimization convergence and simultaneously to increase their accuracy in solving the problem of the S-system 
reconstruction. It can be used to modify evolutionary algorithms or artificial immune systems. 
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