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1. CHAPITRE I : CONTEXTE &
PROBLÉMATIQUE
1.1 INTRODUCTION
Dans une entreprise, les systèmes d’information (SI) sont exploités par les décideurs
pour diriger l’entreprise. Ces systèmes sont alimentés par des données des systèmes de
production internes et de l’environnement externe de l’entreprise. Néanmoins, l’exploitation de
ces informations réparties et hétérogènes à des fins décisionnelles nécessite leur transformation
sous une forme adaptée à l’analyse [Kimball, 1996]. C’est pourquoi, afin de permettre aux
décideurs d’optimiser leurs choix, les systèmes d’aide à la prise de décision ont été mis en place
au sein des entreprises. Ces systèmes facilitent le stockage et le traitement synthétique de grands
volumes de données consolidées [Inmon, 1996] en proposant des modèles et des techniques de
manipulation des données. La plupart de ces systèmes repose sur une approche OLAP « On
Line Analytical Processing » facilitant l’analyse interactive et la synthèse des données [Codd et
al., 1993].
Plan du chapitre. Ce chapitre présente le contexte de la thèse et les systèmes d’aide à
la prise de décision. La section 2 présente le contexte de ces systèmes, leur architecture et les
outils qui les composent. La section 3 expose notre problématique en utilisant un exemple de
motivation. Enfin, la section 4, présente le plan du mémoire de thèse.
1.2 LES SYSTÈMES D’AIDE À LA DÉCISION
Le rôle d’un système d’aide à la décision est de fournir aux décideurs l’infrastructure
nécessaire pour avoir une vision globale des informations et des activités d’une entreprise afin
de piloter l’entreprise. Ces systèmes sont de véritables interfaces entre les utilisateurs (décideurs
avec différents niveaux de responsabilité) et les sources des données (Figure 1). Ils ont pour but
de simplifier l’accès aux données, de masquer l’hétérogénéité des sources et de faciliter
l’interrogation des données par les décideurs [Codd et al., 1993], [Kimball, 1996].
L’approche adoptée pour atteindre ces objectifs est de regrouper les données
(hétérogènes et distribué), après les avoir pré-traitées, dans un unique espace de stockage et de
les analyser grâce à des outils d’analyse interactive.
Définition 1. Un système d’aide à la décision (système décisionnel) est l’ensemble des
outils informatiques (logiciels et matériels) qui accompagne un ou plusieurs décideurs pour
piloter une entreprise. Après avoir transformé, regroupé et stocké les données issues du système
d’information, le système décisionnel facilite leur analyse et manipulation en offrant des outils
d’analyse, d’interrogation et de restitution.
1.2 LES SYSTÈMES D’AIDE À LA DÉCISION 2
1.2.1 Architecture des systèmes d’aide à la décision
Le système décisionnel consiste à extraire les données pertinentes pour la prise de
décision de plusieurs sources, à les recopier dans un espace de stockage centralisé et à répondre
aux requêtes des décideurs concernant un thème, un métier ou une analyse spécifique. Ainsi,
trois catégories d’outils sont employées (Figure 1) :
− Les outils d’extraction, de transformation et de chargement ou ETL (Extract,
Transform, Load) des données afin d’alimenter le système décisionnel.
− Les outils de stockage qui doivent permettre à la fois de gérer efficacement un
grand volume de données (intégration des sources) et de définir des sous-ensembles
de données adaptés à des classes de décideurs ou à des usages particuliers. Aussi,
un système décisionnel repose sur une dichotomie d’espaces de stockage :
l’entrepôt et les magasins de données [Ravat et al., 1999], [Ravat & Teste, 2000],
[Teste, 2000].
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Figure 1 : Architecture d’un système d’aide à la décision
Comme l’illustre la Figure 1, l’architecture de systèmes d’aide à la décision est
composée de trois niveaux :
− L’entrepôt de données : est une base de données spécifique entièrement dédiée aux
décideurs [Teste, 2009]. Il est le premier niveau de stockage où les données sont
regroupées, restructurées, centralisées, historialisées et matérialisées [Baril, 1999].
Le modèle de l’entrepôt doit supporter des structures complexes [Pedersen T.B. &
Jensen, 1998] et supporter l’évolution des données [Pedersen T.B. & Jensen, 1999],
[Yang & Widom, 2000], [Teste, 2000], [Bellahsène, 2002], [Mendelzon &
Vaisman, 2003].
− Les magasins de données : constituent le deuxième niveau de stockage. Un magasin
est un extrait de l’entrepôt destiné à une classe particulière de décideurs où il
représente tout ou partie des données de l’entrepôt selon les besoins des décideurs.
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Les données des magasins sont structurées via une modélisation
multidimensionnelle et gérées par des bases de données multidimensionnelles
(BDM) [Kimball, 1996]. Les magasins de données visent à supporter efficacement
les processus d’interrogation et d’analyse [Ravat et al., 2001].
− La restitution et l’analyse : les données issues des magasins sont restituées aux
décideurs via des outils d’analyse spécifiques : requêteurs, tableurs, outils de fouille
de données et outils d’analyse OLAP (ces derniers sont les plus couramment
utilisés). Ces outils permettent d’interroger et manipuler les données au travers
d’interfaces graphiques.
Les modules d’extraction (ETL) permettent d’extraire les données des sources pour
alimenter et rafraîchir l’entrepôt de données [Vassiliadis et al., 2002]. Les données sont souvent
hétérogènes et distribuées. Elles viennent des bases de données de l’entreprise et de sources
externes (sites web, emails,…). Les données sont transformées en données décisionnelles,
intégrées et chargées dans l’entrepôt de données. L’évolution des données contenues dans les
sources, tant au niveau des valeurs qu’au niveau de leur structure, est répercutée régulièrement
dans l’entrepôt.
Dans la suite, nous détaillons les espaces de stockage, à savoir, l’entrepôt de données et
les magasins.
1.2.2 Entrepôt de données
Les entrepôts de données constituent une solution adéquate pour construire un système
d’aide à la décision [Widom, 1995], [Inmon, 1996]. Selon Bill Inmon, l’entrepôt de données est
« une collection de données intégrées, orientées sujet, non volatiles et historisées, organisées
pour le support d’un processus d’aide à la décision » [Inmon, 1996]. D’après cette définition, les
données sont :
− Intégrées : les données proviennent de plusieurs sources. Afin de les entreposer
suivant une vision homogène, il faut les nettoyer, reformater et fusionner pour
réduire leur hétérogénéité.
− Orientées sujet : les données sont regroupées et organisées en accord avec des
thèmes ou des sujets d’analyse.
− Non volatiles : les données de l’entrepôt sont stables, c’est-à-dire, que les données
déjà intégrées sont peu modifiées mais il est toujours possible d’ajouter des
nouvelles données.
− Historisées : l’entrepôt garde une trace de l’historique des données.
Définition 2. Un entrepôt de données (ED) « data warehouse » est l’espace de stockage
centralisé où les données extraites des sources et pertinentes pour prendre des décisions, sont
stockées, intégrées et historisées. Son organisation assure la gestion efficace des données et la
conservation des évolutions.
1.2.3 Magasin de données
Les données de l’entrepôt sont restructurées dans des magasins de données.
Définition 3. Un magasin de données (MD) « data mart » est un extrait de l’entrepôt de
données. Il regroupe les données utiles pour une classe de décideurs ou un usage particulier. Le
magasin de données est organisé selon un modèle spécifique afin de faciliter l’interrogation et
l’analyse décisionnelle.
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Il existe classiquement deux approches pour la modélisation des magasins de données
multidimensionnelles [Pedersen T.B. et al., 2001], [Torlone, 2003], [Abelló et al., 2006] :
[1] une approche reposant sur la métaphore du cube de données suivant laquelle le
magasin est représentée par des cubes [Vassiliadis & Sellis, 1999].
[2] une approche dite de modélisation multidimensionnelle où le magasin est décrit par
un schéma en étoile ou en constellation [Kimball, 1996].
Ces types de modélisation considèrent la donnée à analyser comme un point dans un
espace à plusieurs dimensions [Gray et al., 1996], [Chaudhuri & Dayal, 1997], [Choong et al.,
2003].
1.2.3.1 Métaphore du cube de données
Selon cette approche, les cellules du cube contiennent les données du sujet d’analyse.
Les arêtes du cube représentent les axes d’analyse. Le nombre d’axes n’est pas limité à trois
mais il peut aller jusqu’à plusieurs dizaines formant ainsi un hyper-cube. Elles comportent
plusieurs niveaux de granularité qui permettent d’obtenir une vision plus ou moins détaillée lors
des analyses [Agrawal et al., 1995], [Li & Wang, 1996], [Gyssens et al., 1996], [Agrawal et al.,



































































DATES: Mois = ‘Nov.’(2005)
MAGASINS: Ville = ‘Paris’
PRODUITS: Produit = ‘Sun Ultra’
Montant
Valeur d’une Cellule du Cube
Figure 2 : Exemple de cube de données [Tournier, 2007]
La Figure 2 représente un exemple de cube tiré de [Tournier, 2007]. Dans cet exemple
on analyse les ‘Quantités’ et les ‘Montants’ (indicateurs d’analyse) de ‘Ventes’ (sujet d’analyse)
des produits informatiques en fonction de trois dimensions : les ‘Magasins’ où ont été effectuées
les ventes, les ‘Dates’ correspondantes aux ventes et les ‘Produits’ vendus. Chaque dimension a
plusieurs graduations (ville, pays, continent…).
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La métaphore du cube souffre de plusieurs limites [Torlone, 2003] :
− Une séparation équivoque entre les éléments de structure et les valeurs.
− Une modélisation des axes d’analyse peu expressive notamment en raison de la
difficulté à représenter l’organisation hiérarchique des données.
− Intégration d’un seul sujet d’analyse.
Afin de pallier ces limites, des structures avancées ont été définies (modélisation
multidimensionnelle).
1.2.3.2 Modélisation multidimensionnelle
Cette approche permet de modéliser des sujets d’analyse appelés faits, et des axes
d’analyse appelés dimensions [Kimball, 1996], [Abelló et al., 2001a], [Abelló et al., 2001b].
Chaque fait comprends des indicateurs d’analyse appelés mesures. Les dimensions sont
composées d’attributs, appelés paramètres, organisés dans des hiérarchies. Les paramètres
modélisent les différents niveaux de granularité sur les axes d’analyse. Ils peuvent être reliés à
des attributs informationnels appelés attributs faibles. Si le modèle du magasin de données est
constitué d’un fait et ses dimensions associées, alors le schéma s’appellera schéma en étoile
[Kimball, 1996]. Une généralisation possible du schéma en étoile est le schéma en constellation









































Figure 3 : Exemple de schéma en étoile
La Figure 3 représente le schéma en étoile correspondant à l’exemple précédent en
utilisant les formalismes définis dans [Golfarelli et al., 1998a], [Ravat et al., 2001]. Le modèle
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multidimensionnel présente mieux les différents niveaux de granularité (paramètres) et leur
organisation dans les hiérarchies.
Les données des magasins sont exploitées, manipulées, interrogées et analysées par les
décideurs pour prendre des décisions. Afin d’offrir cette possibilité aux décideurs, les systèmes
décisionnels utilisent des outils de restitution et d’analyse décisionnelles adaptés.
1.2.4 Analyse et restitution de données
Les décideurs utilisent des outils spécifiques pour analyser les données. Les systèmes
OLAP sont considérés comme les plus adaptés pour faciliter les prises de décisions [Kimball,
1996]. Les données sont interrogées au travers d’outils graphiques ou de langages textuels
(MDX, OLAP SQL) [Ravat et al., 2007b], [Ravat et al., 2008]. Une requête OLAP est une
requête analytique sur les données d’un magasin de données permettant d’agréger les données
d’une ou de plusieurs mesures d’un fait suivant les paramètres d’une ou de plusieurs dimensions
[Jerbi, 2012]. Généralement, une table bidimensionnelle est utilisée pour afficher les données
résultantes de la requête [Lehner, 1998], [Tournier, 2007].
1.2.4.1 Structure de visualisation
Les décideurs manipulent et visualisent un extrait des cubes de données (généralement
une tranche) au travers de tableaux à deux dimensions (ligne et colonne) [Gyssens &
Lakshmanan, 1997] (Figure 4). Le choix de ces tableaux est justifié par leur simplicité
d’interprétation et leur précision [Gyssens & Lakshmanan, 1997]. A partir de cette structure,
appelée table multidimensionnelle (TM), le décideur peut interagir au travers d’opérations de
manipulation [Ravat et al., 2007b].
Définition 4. Une table multidimensionnelle (TM) « multidimensional table » est une
structure de visualisation d’une tranche de données à deux dimensions. Plus précisément, elle
présente des instances de mesures d’un fait, en fonction des instances des paramètres des
dimensions représentées en lignes et colonnes.
Continent Amérique N.
Pays France Angleterre USA
Type Produit
Dell PowerEdge 3 2 7
IBM SystemX 1 0 9
Alienware  Aurora 3 7 0












































Figure 4 : Table multidimensionnelle (Visualisation d’une ‘tranche’ du cube)
La TM est utilisée en tant que source ou cible d’un opérateur d’une algèbre orientée
décideur pour expliciter les processus d’analyse en ligne OLAP.
1.2.4.2 Opérations de manipulation OLAP
De nombreux travaux concernent la définition des opérateurs de manipulation OLAP
[Gray et al., 1996], [Li & Wang, 1996], [Gyssens & Lakshmanan, 1997], [Agrawal et al., 1997],
[Cabibbo & Torlone, 1997], [Cabibbo & Torlone, 1998], [Lehner, 1998], [Marcel, 1998],
[Pedersen T.B. & Jensen, 1999], [Datta & Thomas, 1999], [Pedersen T.B. et al., 2001], [Abelló
et al., 2003], [Franconi & Kamble, 2004], [Messaoud, 2006], [Ravat et al., 2008], [Boukraa et
al., 2010], [Bimonte et al., 2012], [Golfarelli & Rizzi, 2013]. Malgré l’absence d’accord sur un
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noyau d’opérateurs de manipulation OLAP, nous trouvons, dans la majorité des propositions,
les trois groupes d’opérations suivants :
− Opérations de forage. Ces opérations consistent à modifier le niveau de granularité
des données observées en navigant au moyen de la structure hiérarchique des axes
d’analyses. Le forage vers le bas « DrillDown » consiste à changer le niveau de la
granularité des données visualisées vers un niveau plus fin (plus détaillé). L’inverse,
le forage vers le haut « RollUp » modifie le niveau de la granularité vers un niveau
plus agrégé (mois détaillé).
− Opérations de rotation. Ces opérations permettent de réorienter l’analyse en
remplaçant un axe d’analyse en cours par un autre (rotation de dimension).
− Opérations de restriction. Ces opérations permettent de restreindre l’ensemble des
données analysées. « Slice » consiste à exprimer une restriction sur les données
d’un axe d’analyse. « Dice » consiste à exprimer une restriction sur les données
d’un indicateur d’analyse.
1.3 PROBLÉMATIQUE
Pour illustrer notre problématique, nous utiliserons un exemple d’analyse tiré de la
météo.
1.3.1 Exemple de motivation
Dans cet exemple, les décideurs analysent les températures minimales, maximales et
moyennes ainsi que les précipitations. Ces analyses sont réalisées en fonction d’informations
temporelles et géographiques. La France comprend plusieurs régions et chaque région se
compose de plusieurs départements. Chaque département comporte un ensemble de villes. Nous
considérons qu’à proximité des villes, il y a des stations météo qui mesurent la température
plusieurs fois par jour. Ces stations mesurent aussi le niveau des précipitations quotidiennement.
Nous considérons également que chaque ville a un niveau administratif selon lequel elle peut
être une préfecture d’un département (niveau administratif = 1), une capitale régionale (niveau
administratif = 2) ou une capitale du pays (niveau administratif = 3). Si une ville n’est ni
préfecture, ni capitale régionale, ni capitale du pays, alors son niveau administratif est zéro.
Les décideurs peuvent souhaiter analyser les températures selon deux
méthodes différentes.
La première, simple, suit la même méthode utilisée par les sites de météo : pour
présenter la température d’un département ou d’une région (même la température maximale et
minimale), on choisit une ville représentative du département (préfecture) ou de la région
(capitale régionale).
Exemple 1. La Figure 5 présente quelques captures d’écran du site de météo France1.
Dans la Figure 5 (a), on voit la température de la région ‘Midi-Pyrénées’ le 23 octobre 2013 à
15h00. Nous remarquons que le site indique explicitement que la température utilisée est la
température enregistrée à la station de ‘Toulouse’ (le rectangle rouge en pointillé) à 14h00 en
sachant que ‘Toulouse’ est la capitale régionale de ‘Midi-Pyrénées’.
1 www.meteofrance.com.
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Exemple 2. Les températures minimales (14° C) et maximales (24° C) de l’après-midi
du 23 octobre 2013 dans la région ‘Midi-Pyrénées’ sont affichées dans la Figure 5 (b).
Cependant, si l’on regarde les températures à un niveau plus détaillé (Figure 5 (c)), c’est-à-dire
au niveau du département, on remarque que les températures affichées (14° et 24°) au niveau de
région sont identiques aux températures du département ‘Haute-Garonne’ même s’il y a une
température plus petite (10°) dans le département ‘Ariège’. De la même manière, nous trouvons
que les températures minimales et maximales du département ‘Haute-Garonne’ sont les
températures de la ville ‘Toulouse’ malgré une température plus petit (9°) à ‘Juzet-de-Luchon’
(Figure 5 (d)). Ainsi, les températures minimales et maximales de ‘Toulouse’ sont utilisées pour
représenter celles du département ‘Haute-Garonne’ et de la région ‘Midi-Pyrénées’, parce que




Figure 5 : Exemple de météo
La deuxième méthode, plus scientifique, consiste à calculer les températures d’un
département, d’une région ou d’un pays en tenant compte de toutes les villes, de tous les
départements ou de toutes les régions. Les météorologues ont plusieurs façons pour effectuer
cette méthode d’analyse [Jones & Hulme, 1996]. Pour calculer la température dans une région
[Christy et al., 2006], ils s’appuient sur un modèle de graphe orienté où les nœuds représentent
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les stations météo et les arcs relient ces nœuds. Chaque arc est associé à cinq paramètres
statistiques :
− La moyenne quotidienne des températures.
− Le nombre de mesures quotidiennes.
− L’écart-type des températures.
− L’autocorrélation des températures.
− L’erreur-type des températures.
D’autres météorologues préfèrent des modèles plus simples [Jones et al., 1986], [Jones
& Hulme, 1996]. Le modèle le plus simple est d’interpoler les mesures des stations météo à une
grille régulière. En s’appuyant sur ce modèle, le calcul de la température moyenne peut être
effectué par une moyenne pondérée [Jones & Hulme, 1996] :
(É1)
Où
− (Tik) est la température pendant la période (k) à la station (i) sur un échantillon de N
stations.
− (Wi) est le poids de la station (i).
− (T) est la température moyenne dans le territoire considéré pendant la période (k).
Contrairement aux météorologues, qui utilisent une grille basée sur la latitude et la
longitude et pour simplifier, nous utiliserons les divisions administratives. Par ailleurs, les
stations sont pondérées par la superficie afin de ne pas donner aux stations avoisinantes autant
de poids que celles qui sont isolées [Jones & Hulme, 1996].
Pour analyser les précipitations, nous considérons seulement la méthode scientifique.
Elle est similaire à l’analyse scientifique de la température [Jones & Hulme, 1996] sauf que l’on




























Figure 6 : Modèle multidimensionnel de l’exemple de météo
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La Figure 6 décrit conceptuellement le modèle en constellation de la BDM [Golfarelli et
al., 1998a], [Ravat et al., 2001] de l’exemple présenté au-dessus pour analyser la météo en
France. Cette BDM vise à analyser les mesures de météo : températures moyenne ‘Tem_Moy’,
maximale ‘Tem_Max’ et minimale ‘Tem_Min’ et la précipitation ‘Précip’. Ces mesures sont
organisées dans deux faits : ‘Température’ et ‘Précipitation’. Le fait ‘Précipitation’ est lié à
deux dimensions : ‘Géographie’ et ‘Dates’. Le fait ‘Température’ est associé, en plus, à la
dimension ‘Temps’ parce que les températures sont mesurées plusieurs fois par jour.
La dimension ‘Géographie’ comporte deux hiérarchies : ‘Hgéo_Simp’ et ‘Hgéo_Scien’
qui correspondent respectivement aux deux méthodes pour analyser les températures ‘simple’ et
‘scientifique’. Sur cette dimension, chaque ville est associée à son niveau administratif
‘Niveau_administratif’ (ville standard (niveau zéro), préfecture, capitale régionale ou capitale
du pays). Les départements et les régions sont associés à leur superficie : ‘D_Superficie’ et
‘R_Superficie’ respectivement.
La dimension ‘Temps’ comprend une hiérarchie ‘HTemps’ qui organise les niveaux des
granularités horaires. La dimension ‘Dates’ se compose de plusieurs hiérarchies ‘Hsaisons’,
‘Hsemaines’ et ‘Hmois’ qui ordonnent les niveaux des granularités de la journée.
1.3.2 Illustration du problème
Ce schéma permet par exemple d’obtenir les températures moyennes (Figure 7 (a)) et
les précipitations (Figure 7 (b)) par ville et jour.
Région
Département
Ville Toulouse Juzet-de-Luchon Tarascon-sur-Ariège Porta
Dates| Année MoisN JourN
2013-10 29/10/2013 12 9 9 3
2013-10 30/10/2013 11 9 9 2
2013-10 31/10/2013 9 8 8 4
Région
Département
Ville Toulouse Juzet-de-Luchon Tarascon-sur-Ariège Porta
Dates| Année MoisN JourN
2013-10 29/10/2013 3 4 4 6
2013-10 30/10/2013 0 0 0 0








Géographie.Région = ‘Midi-Pyrénées’ and Dates.ALL= ‘all’ and Temps.ALL= ‘all’









Figure 7 : TM visualisant les moyennes des températures et les précipitations
1.3.2.1 Problème d’agrégations multiples
Les bases de données multidimensionnelles classiques envisagent d’utiliser la même
fonction d’agrégation pour calculer les valeurs d’une mesure à tous les niveaux de granularité
dans l’espace multidimensionnel. Par exemple, pour calculer les températures moyennes par
mois ou par année (É2), on utilise la même fonction d’agrégation ‘AVG’
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(É2)
L’utilisation de cette fonction pour agréger la température sur la dimension
‘Géographie’ donne un résultat incorrect car elle ne prend pas en compte les méthodes d’analyse
(simple et scientifique) souhaitées par les analystes. En effet, sur la hiérarchie ‘Hgéo_Simp’, les
températures moyennes par département, région ou par pays sont les températures de leur ville
représentative (É3).
(É3)
Par contre, les températures moyennes sur la hiérarchie ‘Hgéo_Scien’ sont calculées en
utilisant la formule (É1). Afin d’adapter cette formule à notre exemple, nous considérons que :
− Le poids de chaque ville est ( ) où N est le nombre de villes dans le département,
− Le poids de chaque département est la superficie du département divisée par la
superficie de sa région,
− Le poids de chaque région est la superficie de la région divisée par la superficie du
pays.
Ainsi, la température moyenne d’un département est la moyenne des températures de
ses villes (É4), tandis que les températures moyennes par région ne sont pas calculées à partir
des températures des villes mais sont obtenues à partir des températures des départements par
une moyenne pondérée en prenant en compte les superficies des départements (É5). De la même
manière, les températures moyennes du pays (niveau ‘AllGéographie’) sont obtenues à partir des




En outre, la précipitation est agrégée sur la dimension ‘Géographie’ de manière
similaire à l’agrégation de la température moyenne en utilisant des formules similaires aux
formules (É3), (É4), (É5) et (É6). Par ailleurs, la précipitation annuelle ou mensuelle est le total
des précipitations quotidiennes (É7), tandis que la précipitation générale (niveau ‘AllDates’) est la
moyenne des précipitations annuelles (É8).
(É7)
(É8)
1.3.2.2 Problème d’ordre entre agrégations
Un échantillon de données compatible avec notre exemple est présenté dans le Tableau
1. La température est mesurée quotidiennement, une fois en Ariège et deux fois en Haute-
Garonne. Ces données simplifiées servent à analyser les températures moyennes des
départements en fonction du temps selon la méthode scientifique, c’est-à-dire sur la hiérarchie
‘Hgéo_Scien’.
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Tableau 1 : Températures moyennes des départements par jour et temps
Région Département D_Superficie (km2) Date Temps Tem_Moy
Midi-Pyrénées Haute-Garonne 6309 29/10/2013 00h00 9
Midi-Pyrénées Haute-Garonne 6309 29/10/2013 12h00 14
Midi-Pyrénées Ariège 4890 29/10/2013 12h00 12
Midi-Pyrénées Haute-Garonne 6309 30/10/2013 00h00 7
Midi-Pyrénées Haute-Garonne 6309 30/10/2013 12h00 14
Midi-Pyrénées Ariège 4890 30/10/2013 12h00 11
Si le décideur souhaite observer, à partir des données du Tableau 1, les températures
moyennes mensuelles des régions, alors deux fonctions d’agrégation doivent s’appliquer pour
effectuer cette analyse :
− La moyenne pondérée de la formule (É5) pour obtenir les températures moyennes
régionales à partir des températures moyennes des départements.
− La moyenne de la formule (É2) pour obtenir les températures moyennes par mois à
partir des températures quotidiennes.
Si on applique la moyenne pondérée de la formule (É5) d’abord, on aura les
températures moyennes régionales par jour et temps (Tableau 2). Ensuite, si on exécute la
fonction moyenne de la formule (É2), on obtiendra les températures moyennes régionales
mensuelles demandées (Tableau 3).
Tableau 2 : Températures moyennes des régions par jour et temps
Région Date Temps Tem_Moy
Midi-Pyrénées 29/10/2013 00h00 9
Midi-Pyrénées 29/10/2013 12h00 13.1
Midi-Pyrénées 30/10/2013 00h00 7
Midi-Pyrénées 30/10/2013 12h00 12.7
Tableau 3 : Températures moyennes des régions par mois (1)
Région Tem_Moy
Midi-Pyrénées 10.45
Par contre, si on exécute d’abord la fonction moyenne de la formule (É2), on obtiendra
les températures moyennes départementales mensuelles (Tableau 4). Puis, si on calcule la
moyenne pondérée de la formule (É5), on aura les températures moyennes régionales par mois
(Tableau 5).
Tableau 4 : Températures moyennes des départements par mois
Région Département D_Superficie (km2) Tem_Moy
Midi-Pyrénées Haute-Garonne 6309 11
Midi-Pyrénées Ariège 4890 11.5
Tableau 5 : Températures moyennes des régions par mois (2)
Région Tem_Moy
Midi-Pyrénées 11.22
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Le résultat du Tableau 3 est différent de celui du Tableau 5 à cause de la non-
commutativité entre les deux fonctions : la moyenne et la moyenne pondérée. Cela exige
l’utilisation d’un ordre d’exécution des fonctions d’agrégation unique afin d’éviter d’avoir des
résultats incorrects en raison de la non-commutativité.
1.3.3 Résumé
Les bases de données multidimensionnelles classiques, qui considèrent une seule
fonction pour agréger une mesure à tous les niveaux de granularité, souffrent de plusieurs
limites :
− Variabilité de la fonction d’agrégation. On ne peut pas faire évoluer la fonction
d’agrégation suivant les axes d’analyse, les hiérarchies ou les niveaux de
granularité.
 Changement avec les dimensionnes : dans notre exemple, la fonction qui agrège
les températures moyennes sur la dimension ‘Dates’ (É2) est différente des
fonctions utilisées pour calculer les températures moyennes sur la dimension
‘Géographie’ (É3, É4, É5, É6).
 Changement avec les hiérarchies : la fonction d’agrégation, qui calcule les
températures moyennes sur la dimension ‘Géographie’, varie en fonction des
hiérarchies : (É3) pour la hiérarchie ‘Hgéo_Simp’ et (É4, É5, É6) pour la
hiérarchie ‘Hgéo_Scien’.
 Changement avec les niveaux de granularité : sur la dimension ‘Dates’, la
fonction calculant la précipitation générale (É8) est différente de celle qui
calcule la précipitation aux autres niveaux (É7).
Avec l’utilisation de plusieurs fonctions d’agrégation, il faut prendre en compte
l’éventuelle non-commutativité entre elles.
− Contraintes d’agrégations. Les BDM classiques considèrent que l’on peut
toujours obtenir les valeurs d’une mesure à n’importe quel niveau d’agrégation à
partir du niveau de base. Mais dans notre exemple, selon la méthode d’analyse
scientifique (hiérarchie ‘Hgéo_Scien’), les températures moyennes des régions et du
pays ne peuvent pas être calculées directement à partir des températures des villes
(niveau de base) ; il est nécessaire de calculer les températures moyennes
intermédiaires par département (É4) afin de pouvoir calculer les températures
moyennes régionales (É5) pour enfin obtenir les températures moyennes du pays
(É6). De la même manière, la précipitation totale sur la dimension ‘Dates’ est
obtenue à partir du calcul des précipitations annuelles ; c’est pourquoi il faut
d’abord calculer la précipitation annuelle (É7) pour ensuite obtenir la précipitation
totale (É8).
Notre objectif est donc de proposer un modèle multidimensionnel suffisamment
expressif pour pallier ces limites et donner la possibilité d’utiliser plusieurs fonctions
d’agrégation pour la même mesure en prenant en compte la non-commutativité entre elles. Ce
modèle devrait de plus aborder les cas où on ne peut pas calculer une mesure à partir du niveau
de base.
1.4 ORGANISATION DU MÉMOIRE
Ce mémoire s’articule de la manière suivante.
Le chapitre 2 est consacré à l’état de l‘art. Il commence par présenter les modélisations
conceptuel et logique des données multidimensionnelles. Il poursuit sur les opérations
d’interrogation et d’analyse OLAP. Enfin, le chapitre se termine sur un comparatif des travaux
de l’intégration des fonctions d’agrégation dans les modèles multidimensionnels.
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Le chapitre 3 présente un modèle conceptuel multidimensionnel adapté pour utiliser
plusieurs fonctions d’agrégation pour la même mesure et les changer en fonction des
dimensions, des hiérarchies et des niveaux de granularité. Ce chapitre détaille les concepts
fondamentaux pour ce modèle multifonctions avec leurs formalismes graphiques gardant la
lisibilité et la compréhensibilité aux utilisateurs. Le chapitre se termine par l’introduction d’un
mécanisme pour effectuer les analyses dans ce contexte multifonctions.
Le chapitre 4 étudie les impacts de l’utilisation de plusieurs fonctions d’agrégation
pour la même mesure sur le stockage de données de base (faits et dimensions) et de données
d’optimisation (vues matérialisées) au niveau logique.
Le chapitre 5 détaille la spécification de la TM et du langage d’interrogation de
données multidimensionnelles adaptés au modèle multifonctions. Ce langage propose d’étendre
les opérateurs OLAP afin de considérer l’utilisation de plusieurs fonctions d’agrégation pour la
même mesure.
Le chapitre 6 valide nos travaux à travers la réalisation d’un prototype. Ce prototype
permet d’assister le concepteur à intégrer graphiquement les fonctions d’agrégation dans le
schéma multidimensionnel. Il permet également d’assister l’analyste à spécifier graphiquement
les analyses souhaitées. Ce prototype sert de plateforme expérimentale dont le chapitre détaille
les expériences menées.
2.CHAPITRE II : ETAT DE L’ART
Ce chapitre présente l’état de l’art des travaux liés à ce mémoire de thèse. La première
section présente les modèles conceptuels et logiques des données multidimensionnelles. Nous
nous focalisons sur les opérations d’interrogation et d’analyse OLAP dans la deuxième section.
En ce qui concerne la troisième section, elle détaille les travaux pour intégrer les fonctions
d’agrégation dans les modèles multidimensionnels.
2.1 MODÉLISATION DES DONNÉES MULTIDIMENSIONNELLES
Plusieurs modèles ont été proposés dans la littérature pour modéliser les données
multidimensionnelles. Ces modèles sont étudiés au travers des trois niveaux d’abstraction
classiquement utilisés dans la conception des bases de données [Giraudin et al., 2001] :
− Niveau conceptuel : qui consiste à décrire la vision de l’utilisateur de la base de
données multidimensionnelle indépendamment des choix technologiques
d’implantation ;
− Niveau logique : qui consiste à décrire le modèle multidimensionnel en utilisant une
technologie particulière (relationnel, objet…) ;
− Niveau physique : qui consiste à implanter le modèle logique en utilisant une plate
forme spécifique (Orale, SQL Server…).
Dans la suite, nous présentons les niveaux conceptuel et logique. Le niveau physique ne
se situe pas dans le cadre de nos études.
2.1.1 Niveau conceptuel
Un modèle conceptuel représente des concepts indépendamment des contraintes de
plateformes d’implantation logiques ou physiques. Dans la littérature, plusieurs modèles
multidimensionnels ont été proposés. Un état de l’art détaillé se trouve dans [Teste, 2009]. Les
premières propositions [Agrawal et al., 1995], [Li & Wang, 1996], [Gyssens et al., 1996],
[Agrawal et al., 1997], [Gyssens & Lakshmanan, 1997] se basent sur la métaphore du cube de
données (cf. § 1.2.3.1).
Cette approche a une faiblesse dans la modélisation des constellations de faits et de
dimensions partagées, pas de modélisation de l’organisation hiérarchique des données, une
séparation ambiguë entre les valeurs et la structure [Torlone, 2003].
Afin de surmonter ces inconvénients, une seconde approche dite modélisation
multidimensionnelle est apparue. Cette approche se base sur des concepts plus riches : faits,
mesures, dimensions, hiérarchies et paramètres (cf. § 1.2.3.2). Nous pouvons classifier les
modèles de cette approche en fonction du paradigme utilisé en trois catégories :
− Modèles basés sur le paradigme entité/association : [Sapia et al., 1998], [Tryfona et
al., 1999], [Hahn et al., 2000], [Hüsemann et al., 2000], [Malinowski et al., 2006],
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et [Malinowski et al., 2008]. Ces modèles représentent une dimension par un
ensemble d’entités où les niveaux de granularité (paramètres) correspondent à des
entités reliées par des associations. Les faits sont représentés par des associations
entre les différentes dimensions.
− Modèles basés sur le paradigme objet : [Buzydlowski et al., 1998], [Trujillo et al.,
1998], [Nguyen et al., 2000], [Pedersen T.B., 2000], [Pedersen T.B. et al., 2001],
[Bruckner et al., 2001], [Abelló, 2002], [Trujillo et al., 2003], [Luján-Mora, 2005],
[Annoni et al., 2006], [Luján-Mora et al., 2006], [Abelló et al., 2006]. Ces modèles
reposent sur les concepts d’objet et de classe en utilisant les notations d’UML ou
d’ODMG. Ils emploient la composition, l’agrégation et l’héritage pour représenter
les relations entre les concepts dimensionnels.
− Modèles multidimensionnels spécifiques : [Golfarelli et al., 1998a], [Cabibbo &
Torlone, 1998], [Cabibbo & Torlone, 2000], [Ravat et al., 2001], [Schneider, 2003],
[Tournier, 2007], [Schneider, 2008]. Ces modèles séparent les éléments structurels
(faits, dimensions et hiérarchies (cf. § 1.2.3.2)) des valeurs. Leurs avantages sont la
simplicité des notations et la proximité de la vision des décideurs. Par contre, leurs
notations sont spécialisées et ne s’appuient pas sur des notations standards [Torlone,
2003].
Les formalismes et les concepts utilisés dans la modélisation multidimensionnelle
conceptuelle souffrent de l’absence d’un consensus standardisé [Rizzi et al., 2006].
2.1.2 Niveau logique
Plusieurs modèles sont utilisés pour implanter les schémas multidimensionnels au
niveau logique :
− Modèle R-OLAP (Relational - On Line Analytical Processing) : ce modèle est le
plus courant. Il se base sur l’implantation des schémas multidimensionnels dans un
environnement relationnel [Kimball, 1996], [Dinter et al., 1998], [Mangisengi &
Tjoa, 1998]. Ce modèle a plusieurs avantages : la réutilisation des mécanismes de
gestion des données éprouvés, la capacité à gérer des volumes de données
importants. Il transforme chaque fait et chaque dimension du modèle
multidimensionnel conceptuel au niveau logique en une table relationnelle
[Kimball, 1996].
− Modèle M-OLAP (Multidimensional - On Line Analytical Processing) : ce
modèle permet de stocker les données sous une forme nativement
multidimensionnelle (dans des cubes de données, des matrices ou des vecteurs à n
dimensions) [Agrawal et al., 1997], [Vassiliadis, 1998], [Dinter et al., 1998]. Ce
modèle se caractérise par des performances élevées grâce à la réduction des temps
d’accès aux données et d’exécution des requêtes d’analyse. [Kimball, 1996]. Par
contre, ce modèle nécessite de changer complètement et spécifiquement le système
de gestion de données. En outre, il souffre d’une capacité limitée à gérer des
volumes importants de données [Teste, 2009].
− Modèle H-OLAP (Hybrid - On Line Analytical Processing) : ce modèle réunit
les avantages des deux modèles M-OLAP et R-OLAP en diminuant leurs
inconvénients. Il est utilisé surtout dans les outils commerciaux (Oracle Application
Server, Microsoft Analysis Services). Il consiste à stocker les données détaillées
dans des tables relationnelles (comme le modèle R-OLAP), tandis qu’il stocke les
données agrégées sous une forme multidimensionnelle (comme le modèle M-
OLAP).
Par ailleurs, les systèmes d’aide à la décision impliquent des requêtes complexes sur
très grandes bases de données. Étant donné que le temps de réponse doit être quelques minutes
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au maximum [Harinarayan et al., 1996], l’optimisation des requêtes est essentielle. Cette
optimisation consiste à pré-calculer et stocker (matérialiser) les agrégations nécessaires aux
décideurs lors de leurs analyses. Les pré-agrégations sont modélisées par un treillis de pré-
agrégats [Harinarayan et al., 1996] où chaque nœud représente un pré-agrégat et chaque arc
représente le chemin des calculs d’agrégation.
De nombreux travaux concernent la matérialisation des pré-agrégats [Harinarayan et al.,
1996], [Yang et al., 1997], [Baralis et al., 1997], [Gupta, 1997], [Theodoratos & Sellis, 1997],
[Huyn, 1997], [Zhuge et al., 1997], [Zhuge et al., 1998], [Han et al., 1998], [Gupta & Mumick,
1999], [Kotidis & Roussopoulos, 1999], [Agrawal et al., 2000], [Yang & Widom, 2000], [Labio
et al., 2000], [Liang et al., 2001], [Lee & Hammer, 2001], [Kotidis & Roussopoulos, 2001],
[Kalnisa et al., 2002], [Yu et al., 2003], [Li et al., 2005], [Yu et al., 2005], [Lawrence & Rau-
Chaplin, 2006], [Nandi et al., 2011], [Hanusse et al., 2011], [Kerkad et al., 2013], [Boukorca et
al., 2013]. Ces travaux se rapportent à la sélection et la maintenance des données matérialisées.
Nous constatons que ces travaux ne considèrent pas l’utilisation de plusieurs fonctions
d’agrégation pour agréger la même mesure. Il est nécessaire ainsi de réétudier le treillis
d’optimisation dans un contexte multifonctions.
2.2 MANIPULATION OLAP
La manipulation OLAP consiste à aider les décideurs à analyser les données
entreposées. Les premières propositions de la manipulation OLAP s’appuyaient sur les
opérateurs de l’algèbre relationnelle [Gray et al., 1996], [Li & Wang, 1996], [Agrawal et al.,
1997], [Gyssens & Lakshmanan, 1997],[Datta & Thomas, 1999]. En raison de l’absence de
convenance de l’algèbre relationnelle dans le contexte de la manipulation multidimensionnelle,
plusieurs travaux ont proposé des opérateurs afin de spécifier et manipuler un cube [Cabibbo &
Torlone, 1997], [Cabibbo & Torlone, 1998], [Teste, 2000], [Pedersen T.B. et al., 2001], [Abelló
et al., 2003], [Franconi & Kamble, 2004], [Ravat et al., 2007b], [Ravat et al., 2008].
Malgré l’absence d’un consensus sur les opérateurs OLAP [Ravat et al., 2007b] et
l’existence de plusieurs travaux sur la visualisation OLAP [Lee & Ong, 1995], [Sifer, 2003],
[Choong et al., 2003], [Maniatis et al., 2005], [Techapichetvanich & Datta, 2005], [Hanrahan et
al., 2007], [Cuzzocrea et al., 2007], [Cuzzocrea & Mansmann, 2009], [Ordonez et al., 2011], la
plupart des travaux s’appliquent sur un cube ou une table multidimensionnelle.
2.2.1 Table multidimensionnelle
Une table multidimensionnelle est une structure utilisée pour afficher des données d’un
fait et deux de ses dimensions associées, une dimension par ligne et une dimension par colonne
[Gyssens & Lakshmanan, 1997] (cf. § 1.2.4.1). Grâce à sa simplicité, la table
multidimensionnelle est la pierre angulaire de la manipulation OLAP où tous les opérateurs
OLAP s’appliquent sur une table multidimensionnelle.
2.2.2 Opérateurs OLAP
Les opérateurs OLAP permettent aux décideurs d’analyser les données, où les analyses
sont réalisées par des séquences d’opérateurs qui manipulent les composants de la table
multidimensionnelle. Ainsi, chaque opérateur prend en entrée une table multidimensionnelle
source produit en sortie une table multidimensionnelle résultat. Donc, la fermeture des
opérateurs est assurée.
De nombreux travaux définissent des opérateurs de manipulation OLAP [Gray et al.,
1996], [Li & Wang, 1996], [Agrawal et al., 1997], [Gyssens & Lakshmanan, 1997], [Cabibbo &
Torlone, 1997], [Thomas & Datta, 1997], [Cabibbo & Torlone, 1998], [Lehner, 1998], [Datta &
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Thomas, 1999], [Vassiliadis, 2000], [Pedersen T.B., 2000], [Pedersen T.B. et al., 2001], [Abelló
et al., 2003], [Franconi & Kamble, 2004], [Abelló et al., 2006], [Ravat et al., 2008], [Boukraa et
al., 2010]. Les opérateurs OLAP définis dans ces travaux peuvent être classés selon leurs
fonctionnalités en huit groupes : opérateurs de forage, de sélection, de rotation, de modifications
du sujet d’analyse, de modifications d’une dimension, d’ordonnancements, d’agrégation et
opérateurs binaires.
Opérateurs de forage : les forages vers le haut (ROLLUP) et vers le bas
(DRILLDOWN) consistent à naviguer sur une dimension dans une TM afin de changer le
niveau de granularité des données visualisées vers un niveau moins ou plus détaillé
respectivement.
Opérateurs de rotation : ces opérateurs permettent de réorienter l’analyse par
échanger un axe d’analyse contre un autre dans une TM (DROTATE). Ils peuvent être utilisés
pour remplacer une hiérarchie par une autre appartenant à la même dimension (HROTATE). Ils
permettent également de permuter un fait par un autre (FROTATE) en gardant les deux
dimensions visualisées dans la TM initiale.
Opérateurs de sélection : ces opérateurs suppriment les données qui ne satisfont pas
une condition (SELECT). Cette condition peut s’exprimer sur les valeurs d’un paramètre
(Slice), ainsi que sur les valeurs de mesure (Dice). Ils permettent également d’annuler toutes ces
sélections de fait et des dimensions (UNSELECT).
Opérateurs de modifications du sujet d’analyse : ces opérateurs permettent la
modification de l’ensemble des mesures analysées par ajouter (ADDM) et supprimer (DELM)
des mesures.
Opérateurs de modifications d’une dimension : ces opérateurs consistent à combiner
les paramètres des dimensions avec les mesures. L’opérateur (PUSH) convertit les paramètres
en mesures. L’opérateur (PULL) est l’inverse, il convertit les mesures en paramètres. Ces
opérateurs permettent également d’insérer un paramètre d’une dimension non-affichée dans une
dimension affichée (NEST) afin d’analyser les données dans la TM selon plusieurs dimension.
Opérateurs d’ordonnancements : ces opérateurs permettent de permuter deux valeurs
d’un paramètre (SWITCH) ou bien ordonner toutes ses valeurs dans un ordre croissant ou
décroissant (ORDER) avec répercussion sur les valeurs des paramètres de granularité
inférieure.
Opérateurs d’agrégation : ces opérateurs permettent d’ajouter dans la TM une ligne
ou une colonne agrégeant ses valeurs (AGGREGATE). Ils permettent également d’annuler
cette agrégation en supprimant la ligne ou la colonne ajoutée (UNAGGREGATE).
Opérateurs binaires : avec ces opérateurs nous pouvons effectuer une union, une
intersection, une opération de différence ou une jointure de deux TMs. Il convient d’indiquer
que ces opérateurs nécessitent une forte compatibilité des deux TMs source.
Autres opérateurs : nous trouvons dans la littérature des opérateurs additionnels, nous
présentons certains d’entre eux :
− BLEND : [Hubert & Teste, 2009] propose cet opérateur afin de permettre de
regrouper lors de l’analyse les valeurs des mesures entre deux niveaux de
granularité dans un seul nouveau niveau sans changer les stockage physique de
données ou le modèle multidimensionnel ;
− SHRUNK : cet opérateur proposé par [Golfarelli & Rizzi, 2013] est applicable à un
cube de données résultant d’une requête OLAP lancée. Il vise à équilibrer la
précision avec la taille des données visualisées dans une TM. Il fusionne des
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tranches de données similaires et il les remplace par une seule tranche
représentative, jusqu’à ce que le résultat soit inférieur à un seuil donné ;
− Opérateurs orientés sur les cellules : ils visent à modifier les valeurs des cellules
de la TM sans changer ses composants [Lehner, 1998]. Par exemple, calculer les
valeurs absolues ou bien multiplier les cellules de la TM par (-1) ;
− Opérateurs spécifique : certains opérateurs spécifiques correspondants au contexte
particulier dans lequel ils s’appliquent ont été proposés dans la littérature. Comme
les opérateurs (SPACIAL DRILL) et (ZOOM) proposés par [Bimonte et al., 2012]
pour les entrepôts de données spatiales. SPACIAL DRILL permet de naviguer sur
une hiérarchie spatiale. ZOOM permet de modifier l’échelle ou le niveau de détail
de carte de dimensions spatiales.
2.2.3 Bilan
Tableau 6 compare les travaux de recherche sur les opérateurs OLAP. Dans ce tableau,
nous remarquons que [Gray et al., 1996] n’aborde pas tous les aspects d’analyse OLAP. Il
propose seulement un opérateur d’agrégation afin d’afficher les données agrégées dans une
nouvelle ligne ou colonne dans la TM. En ce qui concerne les autres travaux de recherche, nous
trouvons qu’ils supportent tous l’opérateur ROLLUP sauf [Franconi & Kamble, 2004] qui
propose au lieu de cet opérateur de définir, dès le début de la création de l’entrepôt de données,
toutes les agrégations nécessaires et les stocker dans des faits agrégés.
Tableau 6 : Synthèse des travaux sur les opérateurs OLAP
Opérateurs
Travaux de recherche


















































































[Gray et al., 1996] 
[Li & Wang, 1996]      
[Agrawal et al., 1997]           
[Gyssens & Lakshmanan, 1997]            
[Cabibbo & Torlone, 1997],
[Cabibbo & Torlone, 1998]    
[Lehner, 1998]     
[Thomas & Datta, 1997],
[Datta & Thomas, 1999]          
[Vassiliadis, 2000]   
[Pedersen T.B., 2000],
[Pedersen T.B. et al., 2001]      
[Abelló et al., 2003],
[Abelló et al., 2006]      
[Franconi & Kamble, 2004]      
[Ravat et al., 2008]                 
[Lenz & Thalheim, 2009]       
[Boukraa et al., 2010]             
[Pardillo et al., 2010]             
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Les opérateurs DRILDOWN et Union sont supportés par la majorité des travaux et
l’opérateur SLICE par quasiment tous les travaux. Nous remarquons également que les
opérateurs d’agrégation et de rotation sont les moins supportés dans les travaux de recherche.
Aucune proposition ne supporte tous les opérateurs de manipulation OLAP.
Dans le cadre de l’analyse multifonctions, il est nécessaire de reformuler la table
multidimensionnelle et ces opérateurs afin de supporter l’utilisation de plusieurs fonctions
d’agrégation pour agréger la même mesure dans l’espace multidimensionnelle.
2.3 FONCTIONS D’AGRÉGATION
La notion d’agrégation multidimensionnelle est apparue avec les bases de données
statistiques2 [Özsoyoglu et al., 1985], [Özsoyoglu et al., 1987]. La discision autour cette notion
a repris avec les premiers modèles de cube de données [Li & Wang, 1996], [Agrawal et al.,
1997], [Gyssens & Lakshmanan, 1997]. Par la suite, avec l’utilisation des hiérarchies organisant
les données des axes d’analyse, de nouvelles propositions ont émergé [Jagadish et al., 1999],
[Pourrabas & Rafanelli, 2000], [Pourrabas & Rafanelli, 2003].
Les fonctionnalités d’analyse OLAP sont basées sur les fonctions d’agrégation. Ainsi,
les fonctions d’agrégation appliquées à un cube de données doivent être bien définies afin
d’obtenir des résultats valides. Ceux-ci doivent tenir compte les dépendances entre les
dimensions, et doivent obéir aux lois de l’associativité et de la commutativité [Lenz &
Thalheim, 2006].
2.3.1 Classification des fonctions d’agrégation
Les fonctions d’agréation ont été classifiées dans la littérature selon des points de vue
différents.
2.3.1.1 Du point de vue du mécanisme d’agrégation
Selon cette classification, les fonctions d’agrégations appartiennent à trois catégories
différentes [Gray et al., 1996] :
− La première correspond aux fonctions distributives qui calculent les valeurs
agrégées à un niveau de granularité à partir des valeurs déjà agrégées au niveau de
granularité directement inférieur. Formellement, une fonction d’agrégation f est
distributive s’il existe une fonction g où :
f (x1 x2 … xn) = g( f (x1), f (x2), …, f (xn))
Les fonctions COUNT, MIN, MAX et SUM sont distributives où (g = SUM) pour la
fonction COUNT et (f = g) pour les autres. Par exemple, la somme (f = SUM) d’un
montant par année peut se calculer à partir de la somme (g = SUM) des montants par
semestre ;
− La deuxième correspond aux fonctions algébriques qui calculent les valeurs
agrégées à partir de résultats intermédiaires stockés. Formellement, une fonction
d’agrégation f est algébrique s’il existe deux fonctions g et h où :
2 Plus de détailles sur les bases de données statistiques se trouvent dans [Rafanelli & Ricci, 1983], [Lenz &
Shoshani, 1997], [Shoshani, 2003].
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f (x1 x2 … xn) = g(h(x1), h(x2), …, h(xn))
Les fonctions COVARIANCE, AVG et ÉCART-TYPE sont algébriques. Par exemple,
pour la moyenne (f = AVG), la fonction h enregistre les sommes (SUM) et les
nombres (COUNT) des occurrences des sous-ensembles. La fonction g calcule
d’abord les totaux des sommes et des nombres, puis elle fait la division pour
produire la moyenne globale ;
− La troisième correspond aux fonctions holistiques qui ne peuvent pas être calculées
à partir de résultats intermédiaires. Dans ce cas, il faut calculer les valeurs agrégées
à partir des valeurs de base correspondant au niveau de granularité le plus bas.
MEDIAN, MAIN et RANK sont des exemples de fonctions holistiques.
2.3.1.2 Du point de vue de l’additivité
Cette classification est une simplification de la classification précédente. Les fonctions
d’agrégation font partie de deux groupes [Abelló et al., 2006], [Boulil et al., 2011] :
− Le premier contient les fonctions «Transitives» qui garantissent l’additivité
«Summarizability» ;
− Le deuxième contient les fonctions «Non-Transitives» qui impliquent que
l’agrégation doit toujours se calculer à partir du niveau de base.
2.3.1.3 Du point de vue de la mesure (données)
[Rafanelli & Ricci, 1983], [Lenz & Shoshani, 1997], [Golfarelli et al., 1998a], [Lehner,
1998], [Pedersen T.B. et al., 2001] distinguent trois types de fonctions d’agrégation :
− Le premier type est applicable aux données :
 Additives : cela signifie que la fonction somme peut être utilisée pour agréger
les mesures sur toutes les dimensions. Par exemple, le montant de ventes,
 Semi-additives : cela signifie que la mesure n’est pas additive sur une ou
plusieurs dimensions. Par exemple, toutes les analyses qui mesurent un niveau
tel qu’un niveau de stock qui n’est pas additif sur la dimension (dates), mais il
est additif sur les dimensions (produits) et (magasins).
Les fonctions SUM, COUNT, AVG, MIN et MAX sont de ce type ;
− Le deuxième type est applicable aux données qui peuvent être utilisées pour les
calculs de moyenne. Par exemple les températures, puisque l’addition de deux
températures n’a pas de sens. Les fonctions COUNT, AVG, MIN et MAX sont
classifiées dans ce type ;
− Le troisième type est applicable aux données constantes, c’est-à-dire qu’elles ne
peuvent être que dénombrées. La fonction COUNT appartient à ce type.
2.3.1.4 Du point de vue de l’utilisation
Les fonctions sont réparties dans deux groupes [Tournier, 2007] :
− Les fonctions classiques : qui sont supportées par les SGBD relationnels. Elles
prennent en entrée un ensemble des valeurs numériques et donnent en sortie une
seule valeur numérique. Les fonctions SUM, COUNT, MIN, MAX, AVG sont parmi
les fonctions le plus connues de ce groupe. Ce groupe comprend également des
fonctions statistiques, par exemple, Covariance, Écart-type, Median ;
− Les fonctions spécifiques (avancées) : il s’agit de fonctions d’agrégation utilisées
dans des contextes spécifiques :
 Entrepôt de données spatiales où les données géographiques sont présentées
sous forme de points, lignes et polygones. Des fonctions spécifiques adaptées
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sont nécessaires pour agréger ces éléments. Par exemple, trouver le barycentre
de plusieurs points ou calculer la surface moyenne de plusieurs polygones
[Camossi et al., 2006], [Silva et al., 2008], [Bimonte et al., 2012]
 Entrepôt de document où les données à analyser sont principalement des textes
et des mots. Par exemple, les fonctions AVG_KW [Ravat et al., 2007a],
TOP_KEYWORD [Park et al., 2005] qui sont conçues pour agréger des
ensembles de mots-clés ;
 La fouille de données, par exemple la fonction SKYLINE [Börzsönyi et al., 2001]
qui cherche une solution maximale ou minimale pour un problème à au moins
deux variables (Vector Maximisation Problem) [Kung et al., 1975].
2.3.1.5 Du point de vue de la méthode de calcul
Les fonctions d’agrégation sont de deux types [Bertinoa et al., 2003] :
− Le premier « Sélectif » : une fonction de ce type retourne en sortie une valeur
sélectionnée parmi ses entrées. Formellement, une fonction d’agrégation f est
sélective si :
f {x1, x2, …, xn} = xi | i  {1, 2, …, n}
Les fonctions FIRST et LAST sont de ce type ;
− Le deuxième « Agrégat » : les résultats des fonctions de ce type sont calculés en
agrégeant au moins deux valeurs d’entrée {x1, x2, …, xn}. Par exemple, les
fonctions SUM, AVG.
2.3.1.6 Du point de vue de la complexité de calcul
[Lenz & Thalheim, 2005] étend la notion de fonction d’agrégation pour inclure des
opérations d’analyse qui demandent des agrégations complexes. Ainsi, les fonctions
d’agrégation selon cette classification sont de deux catégories :
− La première simple où les fonctions réalisent des agrégations élémentaires comme
calculer la somme totale (SUM) ou trouver la valeur maximale (MAX) ou minimale
(MIN) ;
− La deuxième complexe où les fonctions sont utilisées pour effectuer des
agrégations qui relient des sous-ensembles des données à d’autres sous-ensembles
ou sur-ensembles. Par exemple, la fonction d’agrégation qui calcule le pourcentage
des ventes de chaque client contribue au chiffre d’affaires total.
2.3.1.7 Bilan
Malgré l’existence de six points du vue pour classifier les fonctions d’agrégation [Gray
et al., 1996], [Lenz & Shoshani, 1997], [Bertinoa et al., 2003], [Lenz & Thalheim, 2005],
[Abelló et al., 2006], [Tournier, 2007], nous pouvons regrouper ces points du vue dans deux
catégories différentes :
− Classification selon le calcul des fonctions d’agrégation (le mécanisme
d’agrégation [Gray et al., 1996], l’additivité [Abelló et al., 2006] et la méthode de
calcul [Bertinoa et al., 2003]).
− Classification selon le contexte correspondant à l’emploi des fonctions (les données
[Lenz & Shoshani, 1997], le contexte de l’utilisation [Tournier, 2007] et la
complexité de calcul [Lenz & Thalheim, 2005]).
Toutes ces classifications existantes estiment que l’on peut calculer l’agrégation d’une
mesure pour tous les niveaux de granularité possibles à partir du niveau de base. Notre but est
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d’ajouter le moyen de traiter le cas contraire (quand il n’est pas possible d’agréger la mesure à
partir du niveau de base) en utilisant des contraintes d’agrégation.
2.3.2 Fonctions d’agrégation dans la modélisation multidimensionnelle
Plusieurs propositions existantes [Sapia et al., 1998], [Tryfona et al., 1999], [Nguyen et
al., 2000], [Tsois et al., 2001], [Ravat et al., 2001], [Luján-Mora et al., 2006], [Chen et al.,
2006], [Ravat et al., 2008], [Midouni et al., 2009], [Oliveira et al., 2011] considèrent qu’une
mesure est associée à une fonction d’agrégation qui sera utilisée à tous les niveaux d’agrégation
modélisés (paramètres). Cette fonction calcule la même agrégation pour toutes les combinaisons
de tous les paramètres modélisés. Dans la suite, nous désignerons ce type de fonction par le
terme fonction générale.
D’autres travaux traitent l’agrégation des mesures dans l’espace multidimensionnel
différemment : les fonctions d’agrégation peuvent être intégrées dans la modélisation
multidimensionnelle à plusieurs niveaux.
Nous présentons dans la suite, ces différentes approches ainsi que l’agrégation dans les
outils commerciaux. Nous analysons ces propositions à travers l’étude de plusieurs points liés à
notre problématique :
− Comment les propositions réalisent l’intégration des fonctions d’agrégation dans
la modélisation multidimensionnelle ;
− Multifonctions : si les travaux autorisent l’utilisation de plusieurs fonctions
d’agrégation pour la même mesure ;
− Fonctions dimensionnelles : si les propositions offrent la possibilité de changer la
fonction d’agrégation avec les dimensions ;
− Fonctions hiérarchiques : si nous pouvons changer les fonctions d’agrégation
selon des hiérarchies ;
− Fonctions différenciées : si les propositions permettent d’utiliser une fonction
d’agrégation spécifique pour chaque niveau de granularité ;
− Si les travaux traitent le cas des fonctions commutatives et non-commutatives ;
− Si les propositions abordent le cas des agrégations contraintes, c’est-à-dire lorsque
la mesure doit être calculée à partir d’un niveau différent du niveau de base.
En outre, afin de présenter les limites de ces propositions, nous allons essayer de les
appliquer à notre exemple de météo (exemple de motivation cf. § 1.3.1).
2.3.2.1 Pré-agrégations & agrégations au cours de l’interrogation
Modèles du cube de données
La plupart des modèles du cube [Li & Wang, 1996], [Gyssens & Lakshmanan, 1997],
[Agrawal et al., 1997], [Thomas & Datta, 1997], [Datta & Thomas, 1999], [Vassiliadis &
Skiadopoulos, 2000], [Pardillo et al., 2010] ne précisent pas les fonctions d’agrégation pour
agréger les mesures dans l’espace multidimensionnel. Seul [Lehner, 1998] précise le type de
fonctions d’agrégation applicable selon le type de mesures (additives, pouvant être utilisées
pour les calculs de moyenne ou constantes (cf. § 2.3.1.3)). Tous les travaux précédents laissent
la possibilité d’utiliser, pour chaque mesure, plusieurs fonctions d’agrégation au cours de
l’interrogation. Cela donne une grande flexibilité, mais laisse la possibilité de commettre des
erreurs en utilisant des fonctions inappropriées.
Dans la suite, nous prenons [Vassiliadis & Skiadopoulos, 2000] comme exemple de ces
travaux afin de détailler leurs limites ; en effet les auteurs précisent les fonctions d’agrégation
utilisées pour calculer chaque cube de données. Ainsi, au cours de la navigation ‘nav’ (forage
vers le haut RollUp), nous pouvons définir des nouveaux cubes calculés à partir d’autre cubes
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en utilisant différentes fonctions d’agrégation. Par exemple, le cube qui calcule les mesures
‘Tem_Moy’, ‘Tem_Max’ et ‘Tem_Min’ du fait ‘Température’ au niveau le plus bas ‘JourN’,
‘Ville’ et ‘Toutes_les_3_heures’ est le suivant :
Cube0 = ([JourN, Ville, Toutes_les_3_heures, Tem_Moy, Tem_Max, Tem_Min],
AVG(Tem_Moy), MAX(Tem_Moy), MIN(Tem_Moy ))
Les températures moyennes, maximales et minimales des villes par mois et toutes les
trois heures peuvent être calculées en se basant sur le cube0 selon (É2) :
Cube1 = nav3(Cube0, [MoisN, Ville, Toutes_les_3_heures, Tem_Moy_mois,
Tem_Max_mois, Tem_Min_mois], AVG(Tem_Moy), MAX(Tem_Max), MIN(Tem_Min))
L’analyse de ces mesures selon l’agrégation simple (cf. § 1.3.1) peut être effectuée en
s’appuyant sur le même cube0. Par exemple, les températures des départements par jour et toute
les trois heures selon (É3) :
Cube2 = nav(Cube0, [JourN, Département, Toutes_les_3_heures, Tem_Moy_départe,
Tem_Max_départe, Tem_Min_départe], SELECT_CENTER(Niveau_Administratif, Tem_Moy),
SELECT_CENTER(Niveau_Administratif, Tem_Max), SELECT_CENTER(Niveau_Administratif,
Tem_Min))
La fonction SELECT_CENTER(I, M) prend deux paramètres numériques. Elle rend la
valeur M qui correspond au Max(I). Par exemple, si on applique SELECT_CENTER(
Niveau_Administratif, Tem_Moy) au niveau région ou département, elle rend les températures
de la capitale régionale ou de la préfecture (ville ayant le niveau administratif maximal).
En outre, le cube qui réalise l’analyse des températures quotidiennes des départements
toutes les trois heures selon l’agrégation scientifique (cf. § 1.3.1) est calculé selon (É4) à partir
de Cube0 :
Cube3 = nav(Cube0, [JourN, Département, Toutes_les_3_heures, Tem_Moy_départe,
Tem_Max_départe, Tem_Min_départe], AVG(Tem_Moy), MAX(Tem_Max), MIN(Tem_Min))
De la même façon, les températures des régions par jour et toutes les trois heures selon
l’agrégation scientifique (É5) sont calculées à partir de Cube3 mais en utilisant une autre
fonction d’agrégation :
Cube4 = nav(Cube3, [JourN, Région, Toutes_les_3_heures, Tem_Moy_région,
Tem_Max_région, Tem_Min_région], AVG_W(Tem_Moy_départe, D_Superficie),
MAX(Tem_Max_départe), MIN(Tem_Min_départe))
La fonction AVG_W (X, Y) prend deux entrées numériques. Elle retourne la moyenne
des valeurs X pondérée par Y ; autrement dit, la moyenne pondérée :
AVG_W (X, Y) =
A partir de ces cubes déjà calculés, des analyses plus avancées et plus complexes
peuvent être réalisées. Par exemple les températures régionales mensuelles par demi-journée
sont directement calculables de Cube4 :
3 Nous avons simplifié la définition de l’opération de navigation ‘nav’ qui correspond à un forage vers le
haut (RollUp), présenté dans [Vassiliadis & Skiadopoulos, 2000].
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Cube5 = nav(Cube4, [MoisN, Région, demi-journée, Tem_Moy_rég_M,
Tem_Max_rég_M, Tem_Min_rég_M], AVG(Tem_Moy_région), MAX(Tem_Max_région),
MIN(Tem_Min_région))
De la même manière, nous pouvons réaliser (É6), (É7) et (É8).
Ainsi, en intégrant les fonctions d’agrégation dans l’analyse OLAP, nous pouvons, en
changeant les fonctions entre les opérations RollUp, effectuer toutes les analyses souhaitées.
Donc, nous pouvons changer les fonctions d’agrégation avec les dimensions, les hiérarchies et
les niveaux de granularité. Dans le cas de deux fonctions d’agrégation (analyse sur deux
dimensions), nous pouvons profiter de la commutativité des fonctions en calculant n’importe
quelle fonction avant l’autre. Par contre, avec cette méthode, il n’y a aucune contrainte pour
respecter un ordre précis si les fonctions sont non-commutatives ou bien pour forcer le calcul à
partir d’un niveau spécifique si les mesures ne peuvent pas s’agréger à partir de niveau de base.
Par exemple, les fonctions AVG_W et AVG sont non-commutatives, il n’y a aucune obligation
qui impose le calcul du Cube5 à partir de Cube4 et qui interdit de le calculer à partir du Cube1 ce
qui donne un résultat erroné (cf. § 1.3.2.2).
Au lieu de changer la fonction d’agrégation avec les opérations RollUp, [Franconi &
Kamble, 2004] propose d’éviter l’utilisation du RollUp. Par contre, il faut définir toutes les
agrégations nécessaires dans des faits agrégés. Comme ces faits agrégés sont définis dès le
début de la création de l’entrepôt de données, toutes les contraintes des fonctions non-
commutatives et le calcul à partir d’un niveau spécifique peuvent être respectés. Mais avec cette
solution, nous ne profitons pas de la commutativité entre les fonctions. En outre, il est difficile
de déterminer toutes les agrégations si l’exemple à traiter est compliqué. Par exemple, le
nombre de toutes les agrégations possibles pour les températures et les précipitations selon notre
exemple malgré sa simplicité est de 312 agrégations.
Modèle Dimensionnel (MD)
Un Modèle Dimensionnel (MD) est proposé dans les travaux [Cabibbo & Torlone,
1998]. Il diffère des propositions précédentes car il ne se base pas sur la métaphore du cube de
données mais sur la méthode de modélisation multidimensionnelle (cf. § 1.2.3.2). Le fait f-table
relie les dimensions avec les mesures. Les paramètres sont organisés en niveaux hiérarchiques
dans les dimensions.
Le schéma de ce modèle qui fait appel à notre exemple, est présenté dans la Figure 8.
Les faits sont décrits par des rectangles, les mesures par des cercles en gras liés aux faits et les
dimensions par un sous-graphe encerclé en gras qui a pour titre le nom de la dimension. Chaque
dimension contient un ensemble des nœuds ordonné par des flèches. Ces nœuds représentent les
niveaux de granularité des hiérarchies. Les attributs faibles sont représentés par des
parallélogrammes associés aux différents niveaux.
Le formalisme de ce modèle ne donne pas un nom à chaque hiérarchie, ce qui peut
causer des confusions entre les parties communes à plusieurs hiérarchies. En ce qui concerne
l’agrégation, ce modèle n’est pas différent des modèles de cube précédents, il ne précise pas les
fonctions dans le modèle. Donc, il a les mêmes limites avec les ordres d’exécution des fonctions
non-commutatives et le calcul à partir d’un niveau spécifique (agrégation contrainte).




























Figure 8 : Modèle MD [Cabibbo & Torlone, 1998]
2.3.2.2 Multifonctions générales
Extended Multidimensional Data Model (EMDM)
Les travaux [Pedersen T.B. & Jensen, 1999], [Pedersen T.B., 2000], [Pedersen T.B. et
al., 2001] fournissent un modèle basé sur les concepts d’objet et de classe. Ils proposent
également un langage de requête algébrique. Ce modèle utilise pour chaque fait un schéma qui
relie la classe du fait avec les classes des dimensions correspondantes. Chaque dimension
contient une ou plusieurs hiérarchies qui organisent les niveaux de granularité du niveau le plus
détaillé ( ) au niveau le plus général ( ).
Ce modèle traite les mesures et les dimensions d’une manière identique. Il utilise un fait
sans mesures et il considère que tous les concepts qui caractérisent le fait sont des dimensions,
même les attributs qui sont considérés comme mesures dans d’autres modèles. Ainsi, les
mesures sont représentées par des dimensions.
Dans ce modèle, la sémantique d’agrégation est supportée en précisant pour chaque
niveau de granularité (paramètre) de chaque dimension un type d’agrégation : pour les calculs
additifs, pour les calculs de moyenne ou pour compter seulement (cf. § 2.3.1.3). Ce type lie à
chaque niveau un ensemble de fonctions qui ne comprend que les fonctions valides. Néanmoins,
chaque fonction est utilisée uniformément pour agréger les valeurs du niveau (comme si elle
était une mesure) concerné sur toutes les dimensions et tous les niveaux des hiérarchies.
La Figure 9 présente le schéma modélisant notre exemple. Le formalisme graphique de
ce modèle ne supporte pas les modèles en constellation, il faut utiliser un schéma différent pour
chaque fait (la Figure 9 (a) pour le fait ‘Température’ et la Figure 9 (b) pour le fait
‘Précipitation’). Nous remarquons que les trois mesures des températures ‘Tem_Moy’,
‘Tem_Max’ et ‘Tem_Min’ et la mesure des précipitions ‘Précip’ sont gérées comme une
dimension comportant un seul paramètre ‘Tem’ et ‘Précip’ consécutivement. Ce modèle ne
permet pas de définir des attributs faibles (‘Niveau_Administratif’, ‘D_Superficie’ et
‘R_Superficie’) ce qui empêche l’utilisation des fonctions (AVG_W et SELECT_CENTER) qui
prennent ces attributs comme entrées (É3), (É5) et (É6).
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Pour lier à chaque niveau de granularité un type d’agrégation, les auteurs adoptent une
fonction AGGTYPE :
AGGTYPE : P  {∑, Φ, ϲ}
− P est l’ensemble des paramètres de schéma ;
− ∑ = {SUM, COUNT, AVG, MIN, MAX} est l’ensemble des fonctions utilisées pour les
calculs additifs ;
− Φ = {COUNT, AVG, MIN, MAX}, est l’ensemble des fonctions utilisées pour les
calculs de moyenne ;






























Figure 9 : Modèle EMDM [Pedersen T.B. & Jensen, 1999]
L’un des inconvénients de cette approche est qu’elle ne prend en compte que les
fonctions d’agrégation SQL standard. Donc, le modèle EMDM supporte partiellement
l’utilisation de plusieurs fonctions pour une seule mesure. Dans notre exemple :
AGGTYPE(Précip) =∑, AGGTYPE(Tem) =Φ, AGGTYPE(Ville) = ϲ, AGGTYPE(JourN) = ϲ,
AGGTYPE(Toutes_les_3_heures) = ϲ, AGGTYPE(Département) = ϲ, AGGTYPE(MoisN) = ϲ, …
Le niveau ‘Tem’ est lié au type Φ, donc il peut être agrégé selon les fonctions AVG,
MIN, MAX pour calculer les trois mesures ‘Tem_Avg’, ‘Tem_Max’ et ‘Tem_Min’ de notre
exemple. Le niveau ‘Précip’ est lié au type ∑, donc nous pouvons appliquer les fonctions SUM,
AVG pour réaliser (É7) et (É8). Mais il n’y a aucune contrainte qui indique que la fonction SUM
doit être appliquée sur la dimension ‘Dates’ et pas sur la dimension ‘Géographie’ et de manière
inversée pour la fonction AVG. Autrement dit, les fonctions associées à un niveau ne sont
spécifiques ni à une dimension, ni à une hiérarchie, ni à un niveau de granularité. Cependant les
auteurs supposent qu’elles vont être utilisées uniformément dans tout l’espace
multidimensionnel. Par ailleurs, le modèle EMDM ne tient pas compte des cas qui nécessitent
des agrégations à partir d’un niveau précis autre que le niveau de base (agrégation contrainte).
2.3.2.3 Agrégations multiples dimensionnelles
Modèle Dimensionnel des Faits (DF)
Un modèle conceptuel graphique pour les entrepôts de données a été proposé dans les
travaux [Golfarelli et al., 1998a], [Golfarelli et al., 1998b] appelé modèle Dimensionnel des
Faits (DF). Ces travaux proposent également une méthodologie semi-automatisée pour
construire le modèle DF à partir des schémas Entité-Association décrivant un système
d’information opérationnel.
2.3 FONCTIONS D’AGRÉGATION 28
Le modèle DF se base sur une structure arborescente des faits, dimensions et hiérarchies
(Figure 10). D’autres caractéristiques qui peuvent être représentées sur les schémas sont les
additivités des mesures sur les dimensions. Ce modèle distingue trois types de mesures (cf.
§ 2.3.1.3) : additives, semi-additives, non-additives. Dans ce modèle, les mesures sont additives
sur toutes les dimensions par défaut. La semi-additivité est explicitement représentée en
associant chaque mesure semi-ou non-additive aux dimensions sur lesquelles les valeurs ne
peuvent pas s’ajouter. Si une fonction d’agrégation (autre que SUM) peut être utilisée, elle est
























Figure 10 : Modèle DF [Golfarelli et al., 1998a]
Selon le formalisme graphique de ce modèle, nous pouvons simplifier notre exemple en
utilisant un seul fait ‘Météo’ ayant deux mesures ‘Précip’ et ‘Tem’ (Figure 10). La mesure
‘Tem’ peut être agrégée sur les trois dimensions en utilisant les trois fonctions d’agrégation
(AVG, MAX, MIN) pour calculer les trois mesures de notre exemple (‘Tem_Moy’, ‘Tem_Max’ et
‘Tem_Min’) afin d’effectuer (É2) et (É4). Nous pouvons également associer la fonction
SELECT_CENTER aux mesures ‘Tem’ et ‘Précip’ pour effectuer (É3). Selon (É7), la mesure
‘Précip’ est additive sur la dimension ‘JourN’, c’est pourquoi elle n’y est pas associée par une
ligne pointillée. Selon notre exemple, cette mesure n’est pas agrégée sur la dimension
‘Toutes_les_3_heures’, donc il existe un lien entre les deux concepts sans fonction d’agrégation.
Malgré la simplicité de l’exemple de la Figure 10 (un fait avec deux mesures), nous
remarquons que la présentation de l’additivité de toutes les mesures avec les éléments
structurels (les dimensions et le fait) surcharge le schéma et réduit la lisibilité. Par exemple, il
existe trois liens entre le fait et les mesures d’un côté, et chacune des deux dimensions ‘Ville’ et
‘Toutes_les_3_heures’ de l’autre, avec une liste de trois ou même quatre fonctions d’agrégation
parfois.
En outre, le modèle ne donne pas de noms aux hiérarchies, ce qui ne permet pas de les
distinguer et peut causer des confusions entre les niveaux des parties communes à plusieurs
hiérarchies. Nous ne pouvons pas définir deux types d’agrégation différentes ‘Simple’ et
‘Scientifique’ sur la dimension ‘Ville’. D’autre part, même pour les parties non-communes aux
hiérarchies, ce modèle ne donne pas la possibilité de changer les fonctions d’agrégation ni avec
les hiérarchies ni avec les niveaux de granularité. Par exemple, nous ne pouvons ni définir des
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fonctions spécifiques aux niveaux ‘Région’, ‘AllGéographie’ et ‘AllDates’ pour effectuer (É5), (É6),
(É8), ni préciser que la fonction AVG pour la mesure ‘Tem’ peut s’appliquer au niveau ‘Ville’ et
pas au niveau ‘Région’.
Il convient de noter que ce modèle permet l’utilisation de plusieurs fonctions pour la
même analyse. Par contre, il ne propose rien pour traiter le cas des fonctions non-commutatives.
Finalement, le modèle ne permet pas l’agrégation d’une mesure à partir d’un niveau spécifique
(agrégation contrainte).
Yet Another Multidimensional Model (YAM2)
Les travaux [Abelló, 2002], [Abelló et al., 2002], [Abelló et al., 2006] proposent un
modèle conceptuel multidimensionnel O-O (Orienté Objet) appelé YAM². Ce modèle a été
développé comme une extension du méta-modèle de diagramme de classe UML « Unified
Modeling Language » pour faciliter sa réutilisation et tenter de combler l’absence d’un modèle
standard. Il se base sur six types de nœuds :
− Niveau : il représente les paramètres de l’analyse. Il hérite de la classe ‘Class’ du
méta-modèle d’UML ;
− Descripteur : qui modélise les attributs faibles. Il hérite de la classe ‘Attribute’ ;
− Dimension : c’est un graphe orienté qui regroupe les niveaux et les descripteurs. Il
s’agit d’une spécialisation de la classe ‘Classifier’ ;
− Cellule : qui définit un ensemble des instances d’un fait pour une combinaison de
niveaux des dimensions. Elle hérite de la classe ‘Class’ ;
− Mesure : c’est un attribut d’une cellule représentant les données à analyser. Elle est
une spécialisation de la classe ‘Attribute’ ;
− Fait : il est un graphe orienté qui regroupe les ‘Cellules’ pour toutes les
combinaisons de niveaux des dimensions. Il hérite de la classe ‘Classifier’.
Ces nœuds se relient par des relations (arcs) orientées objet tels que l’association,
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Figure 11 : Modèle YAM2 (niveaux haut et intermédiaire) [Abelló et al., 2002]
Les différents éléments de modélisation dans YAM2 ont été définis à trois niveaux
(haut, intermédiaire et bas), de sorte qu’ils soient successivement décomposés. La définition de
ces niveaux de détails permet à l’utilisateur de se concentrer sur le niveau d’abstraction désiré.
Les six types de nœuds sont regroupés en trois paires. Faits et dimensions sont au niveau haut
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(Figure 11 (a)). Au niveau intermédiaire, il y a les cellules et les niveaux (Figure 11 (b)). En ce
qui concerne le niveau bas, il comprend les mesures et les descripteurs (Figure 12). De plus, à ce
niveau, les auteurs définissent « KindOfMeasure » afin d’exécuter correctement les fonctions
d’agrégation en indiquant comment les mesures doivent être agrégées au long de chaque
dimension. Le schéma YAM2 à ce niveau permet également d’indiquer si un niveau est une
source invalide pour le calcul d’une mesure.
La Figure 11 montre les niveaux haut (a) et intermédiaire (b) de notre exemple. YAM2
permet la modélisation de plusieurs faits en constellation. Par contre, il ne permet pas de
distinguer les parties communes à plusieurs hiérarchies.
La Figure 12 montre le niveau bas où en utilisant « KindOfMeasure », nous pouvons
définir une fonction d’agrégation pour une ou plusieurs dimensions. Par exemple, pour la
mesure ‘Tem_Moy’, la fonction AVG est définie sur les dimensions ‘Dates’ et ‘Temps’ pour
effectuer (É2). Egalement pour la mesure ‘Précip’, « KindOfMeasure » précise la fonction SUM
pour la dimension ‘Dates’ afin d’effectuer (É7). Cependant, nous ne pouvons pas définir
plusieurs fonctions (chacune pour une hiérarchie différente) pour la même mesure sur la même
dimension, c’est pourquoi nous précisons sur la dimension ‘Géographie’ soit la fonction
SELECT_CENTER (pour les mesures ‘Tem_Moy’, ‘Tem_Max’ et ‘Tem_Min’) afin d’effectuer



















1 : {Dates > SUM(Précip)}







{Dates, Temps > AVG(Tem_Moy)}
{Géographie > SELECT_CENTER(Niveau_Administratif, Tem_Moy)}
<<KindOfMeasure>>
Tem_Min
{Dates, Temps > MIN(Tem_Moy)}
{Géographie > SELECT_CENTER(Niveau_Administratif, Tem_Moy)}
<<KindOfMeasure>>
Tem_Max
{Dates, Temps > MAX(Tem_Moy)}
{Géographie > SELECT_CENTER(Niveau_Administratif, Tem_Moy)}
Figure 12 : Modèle YAM2 (niveau bas) [Abelló et al., 2002]
En outre, nous ne pouvons pas préciser que la fonction AVG pour la mesure ‘Précip’
doit être appliquée au niveau ‘Ville’ et pas aux autres niveaux. Autrement dit, ce modèle n’offre
pas la possibilité de spécifier une fonction d’agrégation pour chaque niveau de granularité ce qui
empêche la réalisation de (É5), (É6), (É8).
Par ailleurs, l’exécution des fonctions non-commutatives est ordonnée. Par exemple,
pour agréger la mesure ‘Précip’, il faut d’abord appliquer la fonction SUM (liée à la valeur 1)
avant la fonction AVG (liée à la valeur 2). Le modèle aborde également la commutativité par
l’absence de nécessité d’ordonner les fonctions si elles sont commutatives. Par exemple, les
fonctions des mesures ‘Avg_Moy’, ‘Avg_Min’ et ‘Avg_Max’ ne sont pas ordonnées. Par
contre, le modèle ne tient pas compte de l’agrégation d’une mesure à partir d’un niveau
spécifique (agrégation contrainte).
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2.3.2.4 Agrégations multiples dimensionnelles et différenciées
Modèle Spatio-Temporal ODMG (ST_ODMG)
La série de travaux [Camossi et al., 2006], [Camossi et al., 2008], [Bertinoa et al.,
2009], [Camossi et al., 2009a], [Camossi et al., 2009b] définit une extension spatio-temporelle
multi-granulaire (appelée ST_ODMG) du modèle de données ODMG (Object Data
Management Group), la norme pour les bases de données orientées objet. Ce modèle se base sur
les notions d’objet et de classe. Il réalise la capacité de représentation des données à différents
niveaux de détail en utilisant des granularités qui représentent les paramètres. Le modèle




finer list = <>
coarser list = <Saison, Semaine, MoisN>
All_Dates: Granularity
graName = All_Dates
finer list = <AnnéeN>
coarser list = <>
Saison: Granularity
graName = Saison
finer list = <JourN>
coarser list = <AnnéeN>
AnnéeN: Granularity
graName = AnnéeN
finer list = <Saison, Semaine, MoisN>
coarser list = <All_Dates>
Toutes_les_3_heures: Granularity
graName = Toutes_les_3_heures
finer list = <>
coarser list = <quart-jour>
All_Temps: Granularity
graName = All_Temps
finer list = <demi-journée>
coarser list = <>
Quart-jour: Granularity
graName = quart-jour
finer list = <Toutes_les_3_heures>
coarser list = <demi-journée>
Demi-journée: Granularity
graName = demi-journée
finer list = <quart-jour>




finer list = <>
coarser list = <Département>
All_Géographie: Granularity
graName = All_Géographie
finer list = <Région>




finer list = <Ville >




finer list = <Département>




finer list = <JourN>
coarser list = <AnnéeN>
Semaine: Granularity
graName = Semaine
finer list = <JourN>
coarser list = <AnnéeN>
(c : dimension Dates)(a : dimension Géograpgie) (b : dimension Temps)
Figure 13 : Modèle ST_ODMG [Camossi et al., 2006]
Des conversions de granularité sont fournies afin de représenter les données au niveau
de détail le plus approprié pour une tâche spécifique, c’est-à-dire d’augmenter ou de réduire le
niveau de détail utilisé pour la représentation des données. La conversion des caractéristiques
géométriques multi-granulaires est obtenue par la composition des opérateurs orientés modèle et
des opérateurs de la généralisation de cartographique. Le modèle fournit également des
opérateurs pour la conversion des valeurs des mesures quantitatives, spatiales et temporelles.
Ces conversions sont classées selon la sémantique de l’opération effectuée: la sélection et
l’agrégation (cf. § 2.3.1.5) qui convertissent les valeurs vers une représentation moins détaillée.
Leurs fonctions inverses sont la restriction (RESTR) et la fragmentation (SPLIT) qui
convertissent les valeurs des mesures vers une représentation plus fine d’après la propriété
héréditaire vers le bas4 ou selon une distribution de probabilité5 respectivement.
4 La propriété héréditaire vers le bas signifie que si une granularité g a une valeur v, la valeur v réfère
également à n’importe quelle granularité g' inférieure incluse dans g.
5 Une distribution de probabilité divise chaque valeur v d’une granularité g entre les granularités inférieures
incluses dans g uniformément (c’est-à-dire, toutes les valeurs les plus fines seront les mêmes) ou en fonction d’une
distribution non-uniforme.
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Les objets représentant les granularités, qui réalisent les dimensions de notre exemple,
sont illustrés dans la Figure 13. Les granularités sont liées par les attributs ‘finer list’ et ‘coarser
list’. Les granularités de base ont une liste ‘finer list’ vide, également les granularités les plus
supérieurs ont une liste ‘coarser list’ vide. les attributs faibles sont définis par l’attribut ‘attr’.
Selon les spécifications du modèle ST_ODMG, la classe ‘Météo’ qui décrit les mesures
de notre exemple est définie comme suit :
class Météo (…){
attribute DatesJourN(TempsToutes_les_3_heures(GéographieVille(float))) Tem_Moy{
<AVGVille → Département,AVG_W(Tem_Moy,D_Superficie)Département → Région,
AVG_W(Tem_Moy, R_Superficie)Région → All_Géographie,
RESTRAll_Géographie → Ville>,
<AVGToutes_les_3_heures → All_Temps, RESTRAll_Temps → Toutes_les_3_heures>,
<AVGJourN → All_Dates, RESTRAll_Dates → JourN> };
attribute GéographieVille(DatesJourN(TempsToutes_les_3_heures(float))) Tem_Min{
<MINToutes_les_3_heures → All_Temps, RESTRAll_Temps → Toutes_les_3_heures>,
<MINJourN → All_Dates, RESTRAll_Dates → JourN>,
<MINVille → All_Géographie, RESTRAll_Géographie → Ville> };
attribute GéographieVille(DatesJourN(TempsToutes_les_3_heures(float))) Tem_Max{
<MAXToutes_les_3_heures → All_Temps, RESTRAll_Temps → Toutes_les_3_heures>,
<MAXJourN → All_Dates, RESTRAll_Dates → JourN>,
<SELECT_CENTERVille → All_Géographie, RESTRAll_Géographie → Ville> };
attribute GéographieVille(DatesJourN(int)) Précip{
<SUMJourN → AnnéeN, AVGAnnéeN → All_Dates, RESTRAll_Dates → AnnéeN,
SPLITAnnéeN → JourN>,
<SELECT_CENTERVille → All_Géographie, RESTRAll_Géographie → Ville> };
};
Donc, chaque mesure (attribut) est associée à un ensemble de fonctions qui
convertissent (vers le haut et vers le bas) ses représentations. Les fonctions peuvent se changer
d’une granularité à l’autre ou bien peuvent être appliquées entre plusieurs granularités
successives. Ainsi, il suffit de définir une fonction entre les granularités la plus basse et la plus
générale pour que cette fonction soit appliquée sur toute la dimension.
Comme la classe ‘Météo’ précédente le montre, cette possibilité de changer la fonction
avec les granularités rend possible l’application de toutes les opérations demandées pour notre
exemple (É2), (É4), (É5), (É6), (É7), (É8) et l’équivalent de (É3) qui est associé aux mesures
‘Tem_Max’ et ‘Précip’. Mais, comme ce modèle ne distingue pas les parties communes à
plusieurs hiérarchies, il ne permet pas d’agréger la même mesure selon des fonctions différentes
pour la même granularité sur des hiérarchies différentes. Donc, pour une même mesure, nous ne
pouvons pas associer à la fois la fonction de l’agrégation simple (É3) et les fonctions de
l’agrégation scientifique (É4), (É5) et (É6). Par exemple, dans la classe ‘Météo’, nous associons
aux granularités ‘Ville’, ‘Département’ et ‘Région’ soit l’agrégation simple (pour la mesure
‘Précip’) soit l’agrégation scientifique (pour la mesure ‘Tem_Moy’).
Par ailleurs, l’ordre d’exécution des fonctions dépend de l’ordre dans lequel les
dimensions sont ordonnées lors de la déclaration des mesures. L’exécution commence sur la
dimension qui est dans les parenthèses les plus internes. Par exemple, selon la classe ‘Météo’
l’agrégation de la mesure ‘Tem_Moy’ commence sur la dimension ‘Géographie’ ensuite la
dimension ‘Temps’ et finalement la dimension ‘Dates’. Par contre, le modèle ST_ODMG
n’exprime pas la commutativité entre les fonctions. Par exemple, l’exécution des fonctions des
mesures ‘Tem_Max’ et ‘Tem_Min’ est ordonnée bien que leurs fonctions sont commutatives.
En outre, ce modèle permet de définir partiellement des agrégations calculées à partir
des niveaux spécifiques autres que les niveaux de base (agrégation contrainte). Il offre la
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possibilité de définir des agrégations successives, c’est-à-dire, chaque agrégation est réalisée à
partir des résultats de l’agrégation précédente. Par exemple, la température moyenne régionale
(‘Tem_Moy’ à la granularité ‘Région’) est calculée à partir des températures moyennes à la
granularité ‘Département’ qui sont à leur tour calculées à partir des températures à la granularité
‘Ville’. Cependant, le modèle ne permet pas de définir dans la même hiérarchie deux
agrégations (avec deux fonctions différentes) calculées à partir de la même granularité pour
deux granularités différentes.
Modèle de cube de données spatiales
[Salehi, 2009] propose un cadre théorique pour identifier des contraintes d’intégrité (CI)
dans les cubes de données spatiales. Afin d’interdire les agrégations erronées et proposer des
agrégations correctes, l’auteur propose un ensemble de CIs d’additivité « summarizability ».
Chaque CI d’additivité est définie par une combinaison d’une mesure, une fonction
d’agrégation, une dimension, un niveau inférieur « from level » (la base de calcul), un niveau
supérieur « to level » (le paramètre concerné) et un ensemble de mesures existantes au niveau
inférieur « measure(s) at from level » (pour calculer les mesures dérivées).
En utilisant cette combinaison, nous pouvons définir toutes les agrégations demandées
pour notre exemple comme le Tableau 7 le montre :
Tableau 7 : Définition des agrégations [Salehi, 2009]
Mesure et
Agrégation CI
Tem_Moy :É2 measure:"Tem_Moy", aggregation function:"AVG", dimension:"Dates"
Tem_Moy :É4 measure:"Tem_Moy", aggregation function:"AVG", dimension:"Géographie", fromlevel:"Ville", to level:"Département"
Tem_Moy :É5 measure:"Tem_Moy", aggregation function:"AVG_W(Tem_Moy,D_Superficie)",dimension:"Géographie", from level:"Département", to level:"Région"
Tem_Moy :É6 measure:"Tem_Moy", aggregation function:"AVG_W(Tem_Moy, R_Superficie)",dimension:"Géographie", from level:"Région", to level:"All"
Tem_Max :
Equivalent d’É2





dimension:"Géographie", measure(s) at from level:"Tem_Moy"
Précip :É7 measure:"Précip", aggregation function:"SUM", dimension:"Dates", to level:"AnnéeN"
Précip :É8 measure:"Précip", aggregation function:"AVG", dimension:"Dates", from level:
"AnnéeN", to level:"All"
D’un côté, cette combinaison permet de définir ou d’interdire des fonctions
d’agrégation :
− Pour chaque dimension (Tableau 7 : É2 et équivalent d’É3),
− Pour chaque paramètre (Tableau 7 : É4, É5, É6, É8),
− Indépendamment des dimensions (Tableau 7 : équivalent d’É2).
Elle permet également de définir des agrégations à partir des niveaux spécifiques
(agrégation contrainte). Cela se fait à l’aide du niveau inférieur « from level ». Par exemple, les
CIs précédentes indiquent que les températures moyennes régionales (É5) et les précipitations
générales (É8) sont calculées à partir des températures départementales et des précipitations
annuelles respectivement.
D’autre part, elle ne distingue pas les parties communes à plusieurs hiérarchies. Donc,
nous ne pouvons pas définir deux agrégations différentes au même paramètre pour la même
mesure. Par exemple, Tableau 7 défini sur la dimension ‘Géographie’ soit l’agrégation
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simple pour la mesure ‘Tem_Max’ (Equivalent d’É3) soit l’agrégation scientifique pour la
mesures ‘Tem_Moy’ (É4, É5 et É6). L’inconvénient le plus important de cette proposition est
qu’elle n’aborde pas la composition des fonctions d’agrégation, ce qui peut produire des
résultats erronés si les fonctions sont non-commutatives.
2.3.2.5 Agrégations multiples dimensionnelles et hiérarchiques, et différenciées
Modèle d’agrégations statiques et dynamiques
Afin de tenir compte des caractéristiques statiques et dynamiques de l’agrégation, les
travaux [Prat et al., 2010], [Prat et al., 2011] proposent de les représenter avec des objets
(diagrammes de classes UML) et des règles (en langue PRR « Production Rule
Representation »). Les agrégations statiques sont représentées dans les diagrammes de classes
UML, combinées avec les règles de PRR qui représentent les agrégations dynamiques (c’est-à-
dire comment choisir les fonctions d’agrégations et comment elles peuvent être effectuées en
fonction du contexte).
Les auteurs distinguent quatre types d’agrégation (cf. § 2.3.1.3) : dans le premier type,
toutes les fonctions d’agrégation peuvent être utilisées. Dans le deuxième, la fonction SUM ne
peut pas être utilisée. Le troisième ne permet que la fonction COUNT. Le quatrième est consacré
à des mesures qui ne peuvent pas être agrégées. Autrement dit, aucune fonction n’est autorisée.
Premièrement, le schéma du diagramme de classe de ce modèle permet au concepteur
de l’entrepôt de données de spécifier des ensembles des fonctions d’agrégation [Prat et al.,
2010] ou des types d’agrégation [Prat et al., 2011] applicables à une mesure :
− Indépendamment des dimensions et des hiérarchies,
− Pour toutes les hiérarchies d’une dimension,
− Pour une hiérarchie spécifique,
− Pour une sous-hiérarchie.
Deuxièmement, les règles d’agrégation proposées dans ce modèle sont de quatre types :
− Les règles d’agrégation sémantiques sont basées sur la sémantique des éléments
(dimensions, mesures, les fonctions d’agrégation…) du modèle multidimensionnel.
Par exemple, les mesures du type ‘stock’6 ne sont pas additives sur les dimensions
temporelles ;
− Les règles d’agrégation syntaxiques expriment les propriétés mathématiques des
fonctions d’agrégation (commutativité, distributivité, composition des
fonctions…) ;
− Les préférences de l’utilisateur qui indiquent quelles sont les agrégations
préférables dans le cas où plusieurs fonctions d’agrégation sont applicables ;
− Les règles d’exécution d’agrégation qui indiquent comment une fonction
d’agrégation doit être exécutée une fois qu’elle a été choisie. Ces règles sont
nécessaires pour faire face aux hiérarchies non-standard. Elles peuvent aussi
expliquer comment les valeurs nulles sont prises en compte dans le calcul de
l’agrégation.
6 Une mesure de type stock enregistre l’état à des points spécifiques dans le temps.
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La Figure 14 illustre le diagramme de classes correspondant à notre exemple. Selon le
formalisme graphique de ce modèle, les hiérarchies sont construites sur des relations ‘RollUp’
entre les niveaux de granularité ‘DimensionLevel’. Chaque niveau de granularité comprend un
paramètre identifiant (indiqué par ‘{id}’) et un ensemble d’attributs faibles.
Figure 14 : Schéma conceptuel [Prat et al., 2011]
Bien que les auteurs proposent d’intégrer les fonctions dans le schéma conceptuel
multidimensionnel (Figure 14), ils préfèrent les présenter séparément dans un tableau. Le
Tableau 8 représente la définition des agrégations statiques liées à trois mesures ‘Tem_Moy’,
‘Tem_Max’ et ‘Précip’ qui effectuent toutes les opérations (É2), (É3), (É4), (É5), (É6), (É7) et
(É8). Chaque niveau de granularité de la dimension ‘Géographie’ est lié à deux fonctions : une
pour réaliser l’analyse scientifique (AVG ou AVG_W) et l’autre pour l’analyse simple
(SELECT_CENTER). Les niveaux de granularité des autres dimensions sont liés à une fonction
d’agrégation correspondante à la mesure concernée. Les agrégations de la mesure ‘Tem_Min’
sont identiques à celles de la mesure ‘Tem_Max’ sauf qu’elles utilisent MIN au lieu de MAX.
Tableau 8 : Définition des agrégations statiques [Prat et al., 2011]
Mesure Niveaux de Dimension Fonctions Définies
Tem_Moy
Toutes_les_3_heures → Quart-jour → Demi-journée →All
JourN → MoisN → AnnéeN → All
JourN → Semaine → AnnéeN → All
JourN → Saison → AnnéeN → All
Ville → Département








Toutes_les_3_heures → Quart-jour → Demi-journée →All
JourN → MoisN → AnnéeN → All
JourN → Semaine → AnnéeN → All
JourN → Saison → AnnéeN → All







JourN → MoisN → AnnéeN
JourN → Semaine → AnnéeN
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AnnéeN → All
Ville → Département




Les règles d’agrégation sont des règles générales, c’est-à-dire, qu’elles ne sont pas liées
forcement à l’exemple traité. Si une règle ne convient pas à l’exemple, les auteurs proposent de
la désactiver. Les règles syntaxiques indiquent la séquence correcte des fonctions d’agrégation,
sur une dimension ou entre les différentes dimensions. Par exemple, ces règles précisent si nous
pouvons appliquer la fonction SUM après la fonction AVG ou calculer la moyenne des moyennes
(AVG après AVG).
La Tableau 9 résume les règles syntaxiques qui peuvent être définies pour notre
exemple. Il indique si les fonctions en colonnes peuvent s’appliquer (Oui) ou pas (Non) après
les fonctions en lignes. Par exemple, selon la première ligne du tableau, après l’application de la
fonction SUM pour calculer les précipitations mensuelles, nous pouvons appliquer soit la
fonction SUM pour calculer les précipitations annuelles (É7), soit les fonctions AVG et AVG_W
afin de réaliser l’analyse scientifique sur la dimension ‘Géographie’ (équivalant de (É4), (É5) et
(É6)), soit la fonction SELECT_CENTER afin de réaliser l’analyse simple sur la dimension
‘Géographie’ (équivalant de (É3)).
Dans ce tableau, nous trouvons trois cas (indiqués par un point d’interrogation) où les
règles syntaxiques ont du mal à préciser la séquence correcte des fonctions :
− L’application d’AVG après AVG doit être autorisée pour pouvoir calculer les
températures moyennes mensuelles (É2) après avoir commencé une analyse
scientifique (É4). Par contre, elle doit être interdite afin d’éviter le calcul de la
moyenne (É2) des moyennes (É2) sur la dimension ‘Dates’ ;
− L’application d’AVG_W après AVG doit être autorisée pour continuer une analyse
scientifique (calculer les températures régionales (É5) après avoir calculé les
températures départementales (É4)). Cependant, elle doit être interdite afin d’éviter
des résultats erronés à cause de la non-commutativité (cf. § 1.3.2.2) si nous
calculons les températures régionales après avoir calculé les températures moyennes
mensuelles ;
− L’application de SELECT_CENTER après AVG doit être autorisée pour réaliser
l’analyse scientifique (É3) après calcul des températures moyennes mensuelles
(É2). Et elle doit être interdite afin d’éviter une analyse simple (É3) après avoir
commencé une analyse scientifique (É4).
Tableau 9 : Définition des agrégations dynamiques [Prat et al., 2011]
Est applicable après SUM AVG AVG_W SELECT_CENTER MAX MIN
SUM Oui Oui Oui Oui Non Non
AVG Non ? ? ? Non Non
AVG_W Non Oui Oui Non Non Non
SELECT_CENTER Oui Oui Non Oui Oui Oui
MAX Non Non Non Oui Oui Non
MIN Non Non Non Oui Non Oui
Ainsi, bien que le modèle supporte les changements des fonctions d’agrégation entre les
dimensions, les hiérarchies et les paramètres, il aborde partiellement les fonctions non-
commutatives. Par contre, il ne permet de définir que partiellement des agrégations à partir des
niveaux spécifiques autres que les niveaux de base (agrégation contrainte) où les agrégations
devraient être successives. Par ailleurs, il convient de noter que, après l’exécution des règles de
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choix de fonctions, l’ensemble des fonctions candidates peut être vide, terminant ainsi le
processus d’agrégation. Par exemple, s’il y avait ‘Non’ au lieu de tous les points d’interrogation
dans le Tableau 9, aucune agrégation ne serait possible après une application d’une fonction
AVG. Il est également possible que plusieurs fonctions restent candidates, ce qui nécessite une
interaction de l’analyste pour qu’il en choisisse une parmi les candidates.
Modèle et contraintes pour les entrepôts de données spatiales
Un modèle conceptuel spatio-multidimensionnel basé sur UML étendu par un modèle
d’agrégation est proposé par [Boulil et al., 2011]. Le modèle d’agrégation permet aux
utilisateurs de définir des règles d’agrégation et il vérifie leur cohérence par rapport à des
contraintes d’additivité sémantiques générales exprimées en OCL et valables pour tous les
entrepôts de données.
Selon le méta-schéma proposé dans ce travail (Figure 15), l’utilisateur peut exprimer
cinq types de règles d’agrégation :
− AggRule : définit les fonctions d’agrégation « Aggregator » possibles « allowed »
et interdites « forbidden » pour l’ensemble des mesures d’un fait « involvedFact » ;
− MeasureAggRule : définit les fonctions possibles et interdites pour une mesure,
indépendamment des dimensions ;
− DimensionAggRule : définit les fonctions possibles et interdites pour une mesure,
sur une dimension ;
− HierarchyAggRule : définit les fonctions possibles et interdites pour une mesure,
sur une hiérarchie ;
− 2LevelsAggRule : définit les fonctions possibles et interdites qui agrègent une
mesure entre deux paramètres « fromLevel » et « toLevel » d’une hiérarchie.
Selon l’attribut « distributive », les règles d’agrégation et les fonctions peuvent être
distributives ou pas.
Figure 15 : Méta-modèle d’agrégation [Boulil et al., 2011]7
Les contraintes d’additivité sémantiques de cette proposition sont équivalentes aux
règles d’agrégation sémantiques et syntaxiques proposées dans le modèle d’agrégations
statiques et dynamiques [Prat et al., 2010], [Prat et al., 2011] où elles expriment les
compatibilités entre les mesures, les dimensions et les fonctions d’agrégation. Elles peuvent
également préciser l’ordre d’exécution des fonctions d’agrégation en fonction de leurs
7 Ce méta-schéma est simplifié. Nous ne présentons que la partie qui concerne l’agrégation. Pour plus de
détails le lecteur est invité à consulter [Boulil et al., 2011].
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dépendances sémantiques. D’autres types de contraintes d’additivité (de schéma et
d’exhaustivité de données) sont proposés pour traiter les hiérarchies non-standard.
De manière similaire au modèle d’agrégations statiques et dynamiques [Prat et al.,
2010], [Prat et al., 2011], les contraintes d’additivité sémantiques ont des limites pour aborder
les fonctions non-commutatives (cf. Tableau 9). En outre, cette proposition permet de définir
partiellement des agrégations calculées à partir des niveaux autres que les niveaux de base
(agrégation contrainte). Cela se fait en utilisant « fromLevel » pour une règle
« 2LevelsAggRule ». Mais dans ce cas, les agrégations devraient être successives. Plus
précisément, cette proposition n’offre pas la possibilité de définir deux agrégations (avec deux
fonctions différentes), pour deux paramètres différents « toLevel » situés dans la même
hiérarchie et calculés à partir du même paramètre « fromLevel ».
2.3.2.6 Les outils commerciaux
En ce qui concerne les outils commerciaux, nous présentons comment les agrégations
sont supportées par « Business Objects » [BO XI 3.1 SP3, 2010], [BO XI 3.1 SP6, 2013] et «
Analysis Services de Microsoft » [Harinath et al., 2012] qui sont parmi les outils les plus
utilisés.
« Business Objects »
« Business Objects » utilise une seule fonction d’agrégation pour chaque mesure [BO
XI 3.1 SP3, 2010], [BO XI 3.1 SP6, 2013]. Cela rend difficile la possibilité de réaliser des
agrégations compliquées et composées telles que celles demandées dans notre exemple. Ainsi,
« Business Objects » ne permet ni de changer la fonction d’agrégation avec les dimensions, les
hiérarchies ou les paramètres ni de réaliser des agrégations calculées à partir des niveaux autres
que les niveaux de base (agrégation contrainte).
« Analysis Services de Microsoft »
« Analysis Services » associe normalement une fonction d’agrégation à chaque mesure
mais il offre également la possibilité de plusieurs techniques d’agrégation pour traiter des cas
d’agrégation particuliers [Cameron, 2009], [Smith et al., 2009], [Harinath et al., 2009],
[Harinath et al., 2012].
Premièrement, l’agrégations par-compte « By-account » : parfois une seule mesure
devrait être agrégée différemment selon les valeurs correspondantes d’un paramètre (type de
compte). Par exemple, le montant d’un compte de revenus devrait s’ajouter sur la dimension de
temps, mais le montant d’un compte d’inventaire ne le devrait pas. L’agrégation par-compte
nous permet d’avoir des définitions d’agrégation différentes en fonction des types de compte
différents pour la même mesure.
Dans notre exemple, nous pouvons supposer que les températures moyennes sont
agrégées différemment dans les régions. Par exemple dans certaines régions, les températures
sont calculées comme moyennes des températures départementales (AVG) et dans d’autres
régions comme moyennes pondérées par la superficie des départements (AVG_W). Pour définir
ce type d’agrégation, il faut d’abord déterminer la dimension ‘Géographie’ comme dimension
de type ‘compte’, ensuite préciser la fonction d’agrégation (AVG ou AVG_W) correspondante à
chaque région (‘type de compte’). Finalement, nous avons besoin d’appliquer la fonction
d’agrégation BYACCOUNT à la mesure concernée (‘Tem_Moy’).
L’inconvénient de ce type d’agrégation est que la fonction utilisée dans chaque région
va intervenir sur toutes les dimensions et pas seulement entre les paramètres ‘Département’ et
‘Région’. En outre, nous ne pouvons pas définir une autre agrégation ‘par-compte’ différente
sur la même dimension pour une autre mesure. Autrement dit, toutes les mesures utilisant la
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fonction d’agrégation BYACCOUNT utilisent les mêmes fonctions définies pour chaque ‘type de
compte’.
Deuxièmement, les mesures semi-additives : les dimensions de date sont traitées
spécialement par « Analysis Services » où certaines mesures (semi-additives) sont agrégées
différemment par des fonctions d’agrégation telles que BYACCOUNT, FIRSTNONEMPTY,
LASTNONEMPTY, FIRSTCHILD, LASTCHILD, AVERAGEOFCHILDREN, ou NONE. Malgré le fait
que les mesures pourraient être semi-additives sur une autre dimension, la dimension de date est
la seule que « Analysis Services » prenne en charge [Cameron, 2009]. Donc, « Analysis
Services » permet de changer partiellement les fonctions d’agrégation entre les dimensions.
Troisièmement, RollUp personnalisé « Custom RollUp » : l’outil « Analysis
Services » offre la possibilité d’appliquer des Rollup personnalisés à une hiérarchie de plusieurs
façons [Cameron, 2009], [Smith et al., 2009], [Harinath et al., 2009], [Harinath et al., 2012] :
− Par l’utilisation de la propriété « CustomRollupExpression » qui contient une
expression MDX (Multidimensional Expressions) qui remplace le « RollUp » par
défaut pour un paramètre ;
− Par l’utilisation de la propriété « CustomRollupColumn » qui indique, à une
colonne dans une table relationnelle dans la base de données, où sont stockées les
expressions MDX pour les membres (instances) d’un paramètre ;
− Par l’utilisation des opérateurs unaires avec la propriété « UnaryOperatorColumn »
qui sont utilisés pour résoudre le problème de l’agrégation sur un type particulier de
hiérarchie (hiérarchie d’attributs parent-enfant). Une hiérarchie parent-enfant est
construite à partir d’un seul attribut parent. Un attribut parent décrit une relation de
jointure réflexive dans une table de dimension principale. Un opérateur unaire est
un opérateur qui prend un seul argument (instance d’un paramètre) et agrège sa
valeur à son parent. Les opérateurs unaires permettent de spécifier des fonctions
d’agrégation de base : ajouter, soustraire, multiplier, multiplier par un facteur,
diviser et un cas particulier (sans agrégation). Comme pour
« CustomRollupColumn », les opérateurs unaires doivent être stockés sous forme
de colonne dans une table relationnelle.
Les deux dernières approches (« CustomRollupColumn » et les opérateurs unaires)
représentent des fonctions d’agrégation mais elles ne sont liées ni à une dimension, ni à une
hiérarchie, ni à un paramètre. Elles sont liées à un membre (une instance) d’un paramètre, c’est-
à-dire, à une ligne dans la table de la dimension. Cela peut :
− Augmenter l’espace de stockage,
− Entraîner des difficultés en ce qui concerne la mise-à-jour des données,
− Diminue la performance [Harinath et al., 2009], [Harinath et al., 2012].
En outre, bien que « CustomRollupExpression » associe une fonction d’agrégation à un
paramètre (fonction différenciée), « Analysis Services » supporte partiellement le changement
des fonctions d’agrégation entre les paramètres parce que RollUp personnalisé affecte une seule
dimension et toutes les mesures qui l’utilisent. Autrement dit, RollUp personnalisé agrège toutes
les mesures uniformément.
Par ailleurs, une autre technique alternative est utilisée pour effectuer des agrégations
personnalisées. Cette technique se base sur les mesures calculées (dérivées). Nous pouvons
créer une mesure calculée à partir d’une mesure stockée cachée (l’utilisateur ne voit que la
mesure calculée). L’expression MDX de la mesure calculée peut contrôler si elle doit effectuer
ou non une combinaison d’une agrégation avec la fonction d’agrégation de la mesure de base.
Les inconvénients de cette technique sont, d’une part, qu’elle ne profite pas de la commutativité
entre les fonctions. D’autre part, qu’elle a besoin d’ajouter une nouvelle mesure calculée pour
chaque agrégation différente. Enfin, il faut la combiner avec les autres mesures calculées. Cela
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rend complexe l’expression MDX associée. En effet, si les agrégations utilisent des fonctions
non-standard comme AVG_W et SELECT_CENTER de notre exemple, il faut définir cinq mesures
combinées pour les températures moyennes et six pour les précipitations pour effectuer toutes
les agrégations demandées (É2, É3, É4, É5, É6, É7, É8).
Le langage MDX permet la construction d’ensembles de données (qui seront regroupées
par des fonctions d’agrégation) à l’aide des fonctions : PeriodsToDate, YTD, QTD, MTD,
Crossjoin, Cousin, Descendants, Children, Hierarchize, Dimension, Hierarchy, Level et
Members. Toutefois, cette possibilité n’est pas liée à notre problème : changer la fonction
d’agrégation selon l’axe d’analyse, la hiérarchie et le paramètre.
Lorsque plusieurs calculs sont spécifiés pour une mesure, « Analysis Services » utilise
un ordre spécifique pour évaluer les calculs. Il calcule d’abord la fonction régulière de la
mesure. Ensuite, si les dimensions ont des Rollup personnalisés et des opérateurs unaires, tous
les opérateurs unaires sont appliqués, suivis par les Rollup personnalisés selon l’ordre des
dimensions dans le cube. Ainsi, « Analysis Services » aborde les fonctions non-commutatives
mais il ne profite pas de la commutativité entre les fonctions et la capacité du concepteur à
contrôler l’ordre d’exécution des fonctions est limitée.
Finalement, en ce qui concerne le calcul des mesures à partir d’un niveau précis
(agrégation contrainte), « Analysis Services » permet de le réaliser en utilisant les Rollup
personnalisés qui vont être appliqués à toutes les mesures uniformément.
2.3.2.7 Bilan
Le Tableau 10 résume les travaux sur les agrégations multidimensionnelles.
− La première colonne ‘Intégration des fonctions d’agrégation’ montre comment les
propositions intègrent les fonctions d’agrégation dans la modélisation
multidimensionnelle ;
− La deuxième colonne ‘Multifonctions’ précise si les propositions offrent la
possibilité d’agréger la même mesure avec plusieurs fonctions d’agrégation ;
− Les colonnes ‘Dimension’, ‘Hiérarchie’ et ‘Niveau’ montrent si les propositions
permettent de changer les fonctions d’agrégation avec les dimensions (fonction
multiple dimensionnelle), les hiérarchies (fonction multiple hiérarchique) et les
paramètres (fonction différenciée) ;
− Les colonnes ‘Commutativité’ et ‘Non-Commutativité’ présentent si les travaux
abordent le cas des fonctions commutatives et non-commutatives ;
− La colonne ‘Agrégation contrainte’ précise si les travaux traitent le cas où la mesure
doit être agrégée à partir d’un niveau spécifique autre que le niveau de base.
Le symbole ‘✓’ est utilisé pour exprimer le fait que la proposition supporte
parfaitement la caractéristique concernée tandis que le symbole ‘~’ exprime un support partiel.
Nous avons utilisé le symbole ‘✕’ pour montrer que dans les travaux [Pedersen T.B. & Jensen,
1999], [Pedersen T.B. et al., 2001], parce que les niveaux de granularité sont considérés comme
des mesures, les fonctions sont utilisées uniformément dans tout l’espace multidimensionnel
même si elles sont définies pour des niveaux de granularité spécifiques (cf. § Extended
Multidimensional Data Model (EMDM)).
Aucune proposition ne supporte l’ensemble des caractéristiques. [Golfarelli et al.,
1998a], [Golfarelli et al., 1998b], [Abelló et al., 2002], [Abelló et al., 2006] sont les seuls qui
présentent les fonctions d’agrégation aux utilisateurs dans le modèle conceptuel. Toutes les
propositions offrent la possibilité de plusieurs fonctions d’agrégation pour la même mesure sauf
« Business Objects » et le modèle EMDM de [Pedersen T.B. & Jensen, 1999], [Pedersen T.B. et
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al., 2001]. Ce dernier offre cette possibilité partiellement parce qu’il ne supporte que les
fonctions standards. Tous les autres travaux permettent de changer les fonctions d’agrégations
entre les dimensions. Ce changement peut être différent d’une mesure à l’autre sauf dans «
Analysis Services de Microsoft » où il est uniforme pour toutes les mesures.
Nous remarquons que tous les travaux qui ne prédéfinissent pas les fonctions
d’agrégation en les intégrant au cours de l’interrogation permettent de changer les fonctions
avec les dimensions, les hiérarchies et les paramètres. Par contre, ils ne nécessitent pas le
respect de la non-commutativité entre les fonctions et les agrégations contraintes. Nous
remarquons également qu’il n’y a que les travaux [Abelló et al., 2002], [Abelló et al., 2006] qui
abordent complètement à la fois la commutativité et la non-commutativité entre les fonctions.
Les travaux [Prat et al., 2010], [Prat et al., 2011], [Boulil et al., 2011] mettent en œuvre l’ordre
d’exécution des fonctions en général, indépendamment des mesures concernées, ce qui rend le
traitement des fonctions non-commutatives limité.















































































[Li & Wang, 1996] OLAP     
[Agrawal et al., 1997] OLAP     
[Gyssens & Lakshmanan, 1997] OLAP     
[Thomas & Datta, 1997],
[Datta & Thomas, 1999] OLAP     
[Lehner, 1998] OLAP     
[Cabibbo & Torlone, 1998] OLAP     
[Golfarelli et al., 1998a],
[Golfarelli et al., 1998b]
Modèle
conceptuel   
[Pedersen T.B. & Jensen, 1999],
[Pedersen T.B. et al., 2001]
Fonction
Aggtype ~ ✕
[Vassiliadis & Skiadopoulos, 2000] OLAP     
[Abelló et al., 2002], [Abelló et al., 2006] Modèle
conceptuel    
[Franconi & Kamble, 2004] Agrégationprédéfinies      
[Camossi et al., 2006], [Bertinoa et al., 2009] Classe du fait     ~
[Salehi, 2009] Contraintesd’intégrité     
[Pardillo et al., 2010] OLAP     
[Prat et al., 2010], [Prat et al., 2011] Tableau
supplémentaire      ~ ~
[Boulil et al., 2011] Instance de
méta-schéma      ~ ~
« Business Objects » Modèle




En ce qui concerne l’agrégation des mesures à partir d’un niveau spécifique (agrégation
contrainte), elle est la caractéristique la moins abordée dans l’état de l’art où il n’y a que [Salehi,
2009] qui la traite correctement sans demander au concepteur de prédéfinir toutes les
combinaisons d’agrégations possibles comme [Franconi & Kamble, 2004]. En revanche,
[Camossi et al., 2006], [Bertinoa et al., 2009], [Prat et al., 2010], [Prat et al., 2011], [Boulil et
al., 2011] ne permettent d’exprimer que des agrégations successives. Et « Analysis Services de
Microsoft » définit des agrégations contraintes uniformes pour toutes les mesures.
2.4 CONTRIBUTIONS
Dans le contexte des systèmes décisionnels, nous pouvons résumer les propositions de
cette thèse à trois niveaux :
− Niveau conceptuel (chapitre 3) : le modèle conceptuel que nous souhaitons
proposer doit permettre aux concepteurs d’intégrer plusieurs fonctions d’agrégation
pour la même mesure et de les changer en fonction des dimensions, des hiérarchies
et des paramètres. De plus, il doit à la fois contrôler la validité du calcul des
fonctions non-commutatives et permettre d’exécuter les fonctions commutatives
dans n’importe quel ordre. Il doit supporter l’expression des contraintes du calcul
servant à agréger les mesures à partir des niveaux spécifiques qui peuvent être
différents de niveaux de base. En outre, le modèle devrait présenter les agrégations
aux utilisateurs en gardant la lisibilité et la compréhensibilité même avec des
agrégations complexes ;
− Niveau logique (chapitre 4) : il s’agit d’étudier les impacts de l’utilisation de
plusieurs fonctions d’agrégation pour la même mesure sur le stockage de données,
surtout les pré-agrégats. A notre connaissance, ces impacts ont été peu étudiés dans
la littérature. Ils comprennent le changement du nombre de pré-agrégats possibles et
les modifications des relations de calcul entre ces pré-agrégats ;
− Les opérateurs OLAP (chapitre 5) : ils doivent compléter le modèle conceptuel et
les études au niveau logique par l’adaptation d’un langage algébrique
d’interrogation de données multidimensionnelles. L’utilisation de plusieurs
fonctions d’agrégation pour la même mesure et la non-commutativité entre les
fonctions nécessitent des changements dans les définitions et/ou dans les
mécanismes de fonctionnement internes de certains opérateurs OLAP. Nous
souhaitons détailler ces changements de chaque opérateur en présentant leurs causes
et leurs conséquences sur la requête qui effectue l’opération demandée.
Afin de montrer la faisabilité de notre proposition, nous avons développé un prototype,
appelé OLAP-Multi-Functions (chapitre 6). Ce prototype permet de concevoir une BDM à
multifonctions ainsi que de superviser les manipulations OLAP effectuées par un analyste.
3.CHAPITRE III : MODÈLE CONCEPTUEL
MULTIDIMENSIONNEL MULTIFONCTIONS
3.1 INTRODUCTION
La modélisation conceptuelle multidimensionnelle consiste à décrire les concepts de la
base de données multidimensionnelles selon une vision orientée décideur [Golfarelli et al.,
2002], indépendamment des contraintes d’implantation logique ou physique. Cette modélisation
facilite la compréhension des données disponibles pour l’analyste [Rizzi et al., 2006]. Un
modèle multidimensionnel organise les données en fonction de sujets d’étude (faits) analysés
selon différents axes (dimensions) [Kimball, 1996], [Abelló et al., 2001a], [Abelló et al.,
2001b], [Ravat et al., 2001]. Ces dimensions sont composées des niveaux de granularités
(paramètres) organisés en hiérarchies. Cette organisation permet une manipulation et une
exploitation des données rapides, efficaces et performantes [Codd et al., 1993], [Kimball, 1996].
Notre objectif est d’ajouter de nouveaux concepts afin d’intégrer les fonctions
d’agrégation dans la modélisation multidimensionnelle. Notre modèle doit être suffisamment
expressif pour supporter tous les types d’agrégation possibles et pour contrôler la validité des
calculs, tout en facilitant les prises de décisions.
Dans ce chapitre, nous détaillons nos propositions au niveau conceptuel en présentant
notre modèle conceptuel multifonctions pour un magasin de données multidimensionnelles.
Nous avons choisi d’appliquer nos propositions au niveau des magasins de données afin de
faciliter l’interrogation et l’analyse des données.
Plan du chapitre. Dans cette section, nous présentons notre problématique et les
apports de notre modèle. La deuxième section détaille des concepts fondamentaux pour notre
modèle intégrant les fonctions d’agrégation avec leurs formalismes graphiques. La troisième
section précise comment les analyses sont effectuées dans notre modèle.
3.1.1 Problématique
Généralement, les utilisateurs ont besoin d’analyser des données à des niveaux
d’agrégation (paramètres) différents, ce qui est réalisé au moyen des opérateurs RollUp et
DrillDown. Donc, afin d’assurer des agrégations correctes et flexibles, les agrégations devraient
être suffisamment précises dans les modèles multidimensionnels.
L’agrégation des mesures a été traitée différemment et différents formalismes ont été
présentés dans plusieurs propositions [Sapia et al., 1998], [Luján-Mora et al., 2006], [Ravat et
al., 2008], [Pedersen T.B. & Jensen, 1999], [Golfarelli et al., 1998a], [Abelló et al., 2006],
[Camossi et al., 2006], [Salehi, 2009], [Prat et al., 2011], [Boulil et al., 2011].
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Notre objectif est de proposer un modèle conceptuel multidimensionnel qui pallie les
limites des modèles existants. Notamment, notre modèle doit mettre en lumière les agrégations
de toutes les mesures le plus clairement et simplement possible en permettant de :
− Associer à la même mesure plusieurs fonctions d’agrégation compatibles ;
− Définir les hiérarchies d’une manière explicite afin de pouvoir utiliser des
agrégations différentes sur les parties communes à plusieurs hiérarchies ;
− Définir des attributs faibles afin de compléter la sémantique des paramètres et de
permettre l’utilisation des fonctions d’agrégation non-standard qui prennent en
entrée des valeurs autres que les mesures ;
− Changer les fonctions d’agrégation selon les dimensions, les hiérarchies et les
paramètres ;
− Contrôler l’ordre d’exécution des fonctions non-commutatives ;
− Agréger les mesures à partir des niveaux de granularité spécifiques.
3.1.2 Notre proposition
Nous proposons un modèle conceptuel multidimensionnel multifonctions. Ce modèle
décrit le magasin des données par un schéma en constellation [Kimball, 1996] qui se compose
de plusieurs faits et leurs dimensions éventuellement partagées. Afin de distinguer les
hiérarchies multiples au sein des dimensions, chaque hiérarchie a un nom identifiant. Chaque
paramètre peut avoir un ou plusieurs attributs faibles. Notre modèle conceptuel intègre les
fonctions d’agrégation en associant à chaque mesure un ensemble de fonctions compatibles.
Cette intégration de fonctions d’agrégation au niveau conceptuel permet aux
concepteurs de fournir, aux utilisateurs finaux, des systèmes décisionnels conviviaux en
simplifiant l’analyse par l’automatisation du choix des fonctions d’agrégation. Cette intégration
contribue également à la qualité du système d’aide à la décision, qui elle-même affecte la qualité
de la décision [Clark et al., 2007]. En effet, lors de l’agrégation des données, l’effet des erreurs
dues aux agrégations peut être dévastateur, car ces erreurs peuvent s’accumuler et se propager à
travers le processus d’agrégation [Parssian, 2006]. Dans notre proposition, nous ne contrôlons
pas la qualité des données d’entrée (les données des faits et des dimensions fournies sont
supposées être cohérentes). Cependant, par la représentation des fonctions d’agrégation
explicitement, nous contrôlons l’agrégation des données, ce qui minimise le risque de
production d’erreurs de calcul. En outre, un autre avantage de la spécification des fonctions
d’agrégation dans le modèle conceptuel est d’utiliser ces fonctions pour le calcul des cubes,
c’est-à-dire pour le pré-calcul des agrégats.
Nous distinguons dans notre modèle quatre types de fonction d’agrégations :
− Fonction d’agrégation générale : c’est une fonction utilisée uniformément sur
toutes les dimensions (correspondant aux approches des modèles
multidimensionnels classiques) ;
− Fonction d’agrégation multiple dimensionnelle : c’est une fonction utilisée sur
une dimension ;
− Fonction d’agrégation multiple hiérarchique : c’est une fonction utilisée sur une
hiérarchie ;
− Fonction d’agrégation différenciée : c’est une fonction utilisée entre deux
paramètres.
Afin de contrôler les combinaisons de fonctions d’agrégation, nous associons à chaque
fonction un ordre d’exécution. Une fonction peut être agrégée à partir d’un niveau de granularité
spécifique indiqué par une contrainte d’agrégation liée à la fonction. Afin de faciliter la
lisibilité, nous séparons la présentation des éléments structurels (faits, dimensions et hiérarchies)
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de la présentation des fonctions d’agrégation. Nous distinguons pour chaque mesure une
présentation spécifique des fonctions d’agrégation.
3.2 MODÈLE CONCEPTUEL DE DONNÉES MULTIFONCTIONS
Dans cette section, nous définissons les différents concepts et formalismes graphiques
de notre modèle conceptuel pour modéliser les BDMs. Notre modèle se base sur les concepts de
fait, de dimension, de hiérarchie, de fonction d’agrégation et de schéma multidimensionnel.
Nous proposons pour chaque concept un formalisme graphique.
3.2.1 Fait
Un fait représente un sujet d’analyse. Chaque fait comprend un ou plusieurs indicateurs
d’analyse appelés mesures. Généralement, les mesures sont numériques [Kimball, 1996]. Elles
sont agrégées par des fonctions d’agrégation selon les niveaux de granularité (paramètres) des
axes d’analyse choisis par l’analyste.
Soient
− N = {n1, n2, ...} un ensemble fini de noms non redondants,
− F = {F1, ..., Fn} un ensemble fini de faits, n1,
− D = {D1, ..., Dm} un ensemble fini de dimensions, m2.
Définition 1. Un fait, noté Fi,  i  [1..n], est défini par (nFi, MFi) où
− nFi  N est le nom identifiant le fait,
− MFi = {m1, ..., mpi} est un ensemble de mesures.
On pose M l’ensemble des mesures :
Formalisme graphique. Dans notre modèle, les faits sont présentés par des rectangles
verts comportant deux parties, le nom du fait est contenu dans la partie haute tandis que la partie








Figure 16 : Formalisme graphique d’un fait
Exemple 1. Dans notre exemple de météo, les analystes étudient les températures
maximales, minimales et moyennes ainsi que le niveau des précipitations. Pour supporter ces
analyses, nous établissons une BDM comportant deux faits ‘Température’ ayant trois mesures
‘Tem_Moy’, ‘Tem_Max’, ‘Tem_Min’ et ‘Précipitation’ ayant une mesure ‘Précip’ définis de la
manière suivante :
− FTempérature = (‘Température’, {Tem_Moy, Tem_Max, Tem_Min}) ;
− FPrécipitation = (‘Précipitation’, {Précip}).
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Figure 17 : Représentation graphique des faits ‘Température’ et ‘Précipitation’
3.2.2 Dimension et hiérarchie
Une dimension représente un axe d’analyse selon lequel les mesures peuvent être
analysées. Les dimensions fournissent des informations contextuelles aux faits [Pérez et al.,
2008]. Chaque dimension comprend un ensemble d’attributs organisés dans des hiérarchies. Ces
attributs modélisent les niveaux de granularité de la dimension.
Définition 2. Une dimension, notée Di,  i  [1..m], est définie par (nDi, ADi, HDi) où
− nDi  N est le nom identifiant la dimension,
− ADi = { , ..., } {IdDi, AllDi} est l’ensemble des attributs de la dimension,
− HDi = { , ..., } est un ensemble de hiérarchies.
On pose A l’ensemble des attributs et H l’ensemble des hiérarchies :
Au sein de chaque dimension, plusieurs hiérarchies peuvent être définies. Chaque
hiérarchie comporte un ensemble d’attributs appelés paramètres. Les hiérarchies organisent ces
paramètres de la graduation la plus fine (paramètre racine noté IdDi) jusqu’à la graduation la
plus générale (paramètre extrémité noté AllDi). Ainsi chaque hiérarchie représente un chemin de
navigation valide sur un axe d’analyse en déterminant les niveaux de granularité auxquels les
mesures peuvent être agrégées.
Définition 3. Une hiérarchie, notée (notation abusive de ,  i  [1..m],
 j  [1..si]), est définie par (nHj, , ≺Hj, WeakHj) où
− nHj  N est le nom identifiant la hiérarchie,
− = { , ..., } est un ensemble d’attributs de la dimension appelés
paramètres,  ADi,
− ≺Hj = {( , ) |    } est une relation binaire antisymétrique
et transitive,
− WeakHj :  est une application qui associe à chaque paramètre un
ensemble d’attributs de dimension, appelés attributs faibles (2E représente toute combinaison de
l’ensemble E).
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L’antisymétrie signifie que ( ≺Hj )  ( ≺Hj )  = tandis que la
transitivité signifie que ( ≺Hj )  ( ≺Hj )  ≺Hj .
On pose l’ensemble des paramètres d’une dimension Di et P l’ensemble des
paramètres de toutes les dimensions :
Lemme 1. Pour chaque dimension Di, un paramètre racine, noté IdDi  , existe. Il
est défini comme suit.  j  [1..si],   , IdDi   IdDi ≺Hj .
Lemme 2. Pour chaque dimension Di, un paramètre extrémité, noté AllDi  , existe.
Il est défini comme suit.  j  [1..si],   , AllDi   ≺Hj AllDi.
On pose ≺Di est une relation qui généralise ≺Hj en définissant l’ordre des paramètres
dans la dimension Di :
On pose l’ensemble des attributs faibles d’une dimension Di et W l’ensemble des
attributs faibles de toutes les dimensions :
Lemme 3. Pour chaque dimension Di, ses attributs de dimension sont de manière
exclusive soit des paramètres, soit des attributs faibles :
Formalisme graphique. Afin de présenter graphiquement les dimensions avec leurs
hiérarchies, nous proposons un formalisme graphique inspiré de [Golfarelli et al., 1998a],
[Ravat et al., 2008]. La dimension est représentée par un rectangle rouge comportant son nom
(Figure 18). Chaque paramètre est représenté par un cercle jaune étiqueté par son nom ; chaque
attribut faible est représenté par un segment de droite portant un nom et attaché au paramètre
qu’il décrit. Les paramètres sont organisés selon la relation ≺Hj en une ou plusieurs hiérarchies.
Les hiérarchies sont nommées. Elles peuvent être présentées en deux versions :
− Compacte où chaque hiérarchie est représentée par un chemin dans un treillis
(Figure 18 (a)). Les nœuds du treillis sont l’ensemble des paramètres de la
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dimension ( ) tandis que les arcs sont définis selon la relation (≺Di). Le nœud
racine (borne inférieure) du treillis est le paramètre racine de la dimension (IdDi) et
le nœud final (borne supérieure) est le paramètre extrémité (AllDi) ;
− Divisée où les hiérarchies sont présentées séparément (Figure 18 (b)). Les parties
communes à plusieurs hiérarchies sont répétées dans chaque hiérarchie à
l’exception de la racine (IdDi) qui reste le seul paramètre commun. Par exemple,
dans la Figure 18 (b), le paramètre ( ) est répété dans les hiérarchies ( et ).
Il est nécessaire de mentionner que le paramètre racine (IdDi) peut être nommé




























(a ) : version compacte (b) : version divisée





Nom de la hiérarchie
Figure 18 : Formalisme graphique d’une dimension et de ses hiérarchies8
Exemple 2. Dans notre exemple de météo, les analystes étudient les températures et les
précipitations en fonction d’informations géographiques (dimension ‘Géographie’) et
temporelles (dimensions ‘Temps’ et ‘Dates’). Comme nous avons présenté précédemment, nous
avons besoin de deux hiérarchies sur la dimension ‘Géographie’ (‘Hgéo_scien’ et ‘Hgéo_simp’)
afin de prendre en compte les deux façons d’observer les données : simple et scientifique (cf.
§ 1.3.1). Les deux hiérarchies doivent organiser les subdivisions dans le système géographique
administratif français (villes, départements, régions). Les dimensions ‘Temps’ avec une seule
hiérarchie (‘HTemps’) et ‘Dates’ avec trois hiérarchies (‘Hmois’, ‘Hsemaines’ et ‘Hsaisons’)
ordonnent les niveaux de granularité : horaires et des jours respectivement. Ces dimensions sont
décrites formellement comme suit :
− DGéographie = (‘Géographie’, {aVille, aNiveau_Administratif, aDépartement, aD_Superficie, aRégion,
aR_Superficie, AllGéographie}, {HHgéo_scien, HHgéo_simp}) avec
 HHgéo_scien = (‘Hgéo_scien’, {aVille, aDépartement, aRégion, AllGéographie}, {(aVille,
aDépartement), (aDépartement, aRégion), (aRégion, AllGéographie)}, {(aDépartement, {aD_Superficie}),
(aRégion, {aR_Superficie})}), et
8 Les lignes en pointillé indiquent que d’autres hiérarchies peuvent exister.
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 HHgéo_simp = (‘Hgéo_simp’, {aVille, aDépartement, aRégion, AllGéographie}, {(aVille,
aDépartement), (aDépartement, aRégion), (aRégion, AllGéographie)}, {(aVille,
{aNiveau_Administratif})}).
− DTemps = (‘Temps’, {aToutes_les_3_heures, aquart-jour, ademi-journée, AllTemps}, {HHTemps}) avec
 HHTemps = (‘HTemps’, {aToutes_les_3_heures, aquart-jour, ademi-journée, AllTemps},
{(aToutes_les_3_heures, aquart-jour), (aquart-jour, ademi-journée), (ademi-journée, AllTemps)}).
− DDates = (‘Dates’, {aJourN, aLibJ, aMoisN, aLibM, aSemaine, aSaison, aAnnéeN, AllDates}, {HHmois,
HHsemaines, HHsaisons}) avec
 HHmois = (‘Hmois’, {aJourN, aMoisN, aAnnéeN, AllDates}, {(aJourN, aMoisN), (aMoisN,
aAnnéeN), (aAnnéeN, AllDates)}, {(aJourN, {aLibJ}), (aMoisN, {aLibM})}),
 HHsemaines = (‘Hsemaines’, {aJourN, aSemaine, aAnnéeN, AllDates}, {(aJourN, aSemaine),
(aSemaine, aAnnéeN), (aAnnéeN, AllDates)}, {(aJourN, {aLibJ})}), et
 HHsaisons = (‘Hsaisons’, {aJourN, aSaison, aAnnéeN, AllDates}, {(aJourN, aSaison), (aSaison,
aAnnéeN), (aAnnéeN, AllDates)}, {(aJourN, {aLibJ})}).
Les paramètres identifiants (les paramètres racines) des dimensions ‘Géographie’ notée
DGéographie, ‘Temps’ notée DTemps et ‘Dates’ notée DDates sont respectivement les paramètres :
‘Ville’ noté aVille, ‘Toutes_les_3_heures’ noté aToutes_les_3_heures et ‘JourN’ noté aJourN. Sur la
hiérarchie ‘Hgéo_simp’ notée HHgéo_simp de la dimension ‘Géographie’, chaque ville est associée
à son niveau administratif (ville standard, préfecture, capitale régionale ou capitale du pays) en
utilisant l’attribut faible ‘Niveau_administratif’. Cette association est nécessaire afin de réaliser
l’analyse simple (É3). Tandis que sur la hiérarchie ‘Hgéo_scien’, les départements et les régions
sont liés à leurs superficies : les attributs faibles ‘D_Superficie’ et ‘R_Superficie’
respectivement parce que l’analyse scientifique utilise ces superficies pour calculer des
moyennes pondérées (É5) et (É6).
La Figure 19 illustre la présentation graphique compacte des dimensions ‘Dates’ (a),




























(a ) : dimension ‘Dates’ (b) : dimension ‘Temps’ (c) : dimension ‘Géographie’
Figure 19 : Représentation graphique des dimensions ‘Dates’, ‘Temps’ et ‘Géographie’
Les concepts définis précédemment (fait, dimension, hiérarchie) représentent les
éléments structurels dans un modèle des données multidimensionnelles.
3.2.3 Fonction d’agrégation
En utilisant les fonctions d’agrégation, les mesures sont agrégées selon des paramètres
sélectionnés par les analystes. Les fonctions d’agrégation doivent être compatibles et peuvent
changer avec les mesures, les dimensions, les hiérarchies et les paramètres. Elles peuvent être
commutatives ou non entre elles.
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Définition 4. Une fonction d’agrégation, notée ft, est définie par ( ) où
−  {AVG, SUM, MAX, …} est le nom de la fonction,
− = ( , , …, ) est un ensemble ordonné d’arguments9 dont au moins une
mesure,  A M, ∃ i  [1..v] |  M.
On note l’ensemble des fonctions d’agrégation :
Nous distinguons quatre types de fonction d’agrégations :
− Fonction d’agrégation générale : c’est la fonction que l’on utilise pour agréger les
valeurs d’une mesure entre n’importe quel paramètre. Cette fonction n’est associée
qu’à la mesure, sans prendre en compte ni les paramètres, ni les hiérarchies, ni les
dimensions. Cette fonction représente la fonction d’agrégation dans les modèles qui
agrègent une mesure uniformément dans tout l’espace multidimensionnel ;
− Fonction d’agrégation multiple dimensionnelle : c’est la fonction que l’on utilise
pour agréger les valeurs d’une mesure entre tous les paramètres d’une même
dimension. Cette fonction est associée à une mesure et à une dimension. Il est
possible d’associer à une même mesure, plusieurs fonctions d’agrégation différentes
selon les dimensions. Autrement dit, la fonction d’agrégation peut changer d’une
dimension à l’autre ;
− Fonction d’agrégation multiple hiérarchique : c’est la fonction que l’on utilise
pour agréger les valeurs d’une mesure entre les paramètres sur une hiérarchie. Cette
fonction est associée à une mesure et à une hiérarchie. Il est possible d’associer à
une même mesure, plusieurs fonctions d’agrégation, une pour chaque hiérarchie. La
fonction d’agrégation peut ainsi changer d’une hiérarchie à l’autre en définissant
des agrégations différentes pour les mêmes paramètres qui appartiennent à
différentes hiérarchies ;
− Fonction d’agrégation différenciée : c’est la fonction que l’on utilise pour agréger
les valeurs d’une mesure entre deux paramètres d’une hiérarchie. Elle est associée à
une mesure et à un paramètre. Il est possible d’associer à une même mesure,
plusieurs fonctions d’agrégation, une pour chaque paramètre. Autrement dit, cette
fonction donne la possibilité d’appliquer une agrégation de manière spécifique à
chaque niveau de granularité.
D’un côté, il est possible d’avoir plusieurs fonctions d’agrégation différentes sur les
dimensions considérées durant une analyse. Ces fonctions sont souvent non-commutatives. Il
faut donc pour contrôler la validité des résultats imposer un ordre d’exécution. C’est pourquoi
nous associons à chaque fonction d’agrégation un nombre représentant l’ordre selon lequel la
fonction concernée va être exécutée par rapport aux autres fonctions d’agrégation des autres
dimensions impliquées dans l’analyse.
9 Nous utilisons le terme (arguments) au lieu de (paramètres) afin d’éviter la confusion avec l’autre terme
(paramètre) déjà utilisé pour indiquer les niveaux de granularité.
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D’un autre côté, les agrégations ne s’effectuent pas toutes nécessairement de manière
uniforme à partir de tous les niveaux inférieurs (contrairement au mécanisme d’agrégation prévu
dans la plupart des modèles multidimensionnels existants). Par conséquent, nous introduisons
un mécanisme de contrainte sur l’agrégation pour fixer le niveau d’agrégation valide permettant
d’obtenir une agrégation supérieure. Ces contraintes d’agrégation sont réalisées en associant à
chaque fonction d’agrégation un nombre négatif qui indique le niveau inférieur valide à partir
duquel l’agrégation considérée doit se calculer.
Formalisme graphique. Dans notre modèle, les fonctions d’agrégation sont modélisées
par des losanges bleus accompagnés de leurs noms. Le nom de la fonction est suivi par la liste
des arguments qui est suivie à son tour par un nombre négatif représentant la contrainte
d’agrégation possible. Chaque losange contient l’ordre d’exécution (Figure 20).
Tft(x1ft, x2ft, …, xvft) c
Nom de la fonction
Contrainte d’agrégationOrdre d’exécution x
Arguments ordonnés
Figure 20 : Formalisme graphique d’une fonction d’agrégation
Nous utilisons le même symbole (losange) pour les quatre types de fonctions
d’agrégation (générale, multiple dimensionnelle, multiple hiérarchique et différenciée) pour ne
pas surcharger le schéma. Les positions des losanges dépendent du type de fonction :
− La fonction générale est représentée par un losange sur le bord du fait (Figure 21
(a)) ;
− La fonction d’agrégation multiple dimensionnelle est localisée sur un arc reliant à la
dimension (Figure 21 (b)) ;
− La fonction d’agrégation multiple hiérarchique est localisée en bas de la hiérarchie
(Figure 21 (c)) ;
− La fonction d’agrégation différenciée étiquette l’arc reliant deux paramètres (Figure
21 (d)).
x
T(x1, x2, …, xv) c
Fi
mpiFI





















x1 T1 (x1, x2, …, xv) c1
x2 T2 (y1, y2, …, yw) c2
(c ) : fonction
multiple hiérarchique
(b ) : fonction
multiple dimensionnelle
(a ) : fonction générale
Figure 21 : Formalisme graphique des types de fonctions d’agrégation
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3.2.4 Schéma multidimensionnel
Nous modélisons une base de données multidimensionnelles (BDM) par une
constellation qui généralise le modèle en étoile [Kimball, 1996] comportant un fait unique. Une
constellation permet de modéliser plusieurs faits analysés en fonction de plusieurs dimensions
éventuellement partagées. Le regroupement de plusieurs faits dans le même schéma
multidimensionnel facilite la corrélation des analyses [Ghozzi, 2004].
Nous enrichissons la définition de la constellation par une fonction qui relie chaque
mesure aux fonctions d’agrégation compatibles ; elle décrit comment la mesure est agrégée dans
l’espace multidimensionnel.
Définition 5. Un schéma multidimensionnel, noté S, est défini par (F, D, Star,
Aggregate) où
− F = {F1,..., Fn} est l’ensemble des faits, si |F|=1 alors le schéma multidimensionnel
est appelé schéma en étoile alors que si |F|>1 alors le schéma est appelé schéma en
constellation ;
− D = {D1,..., Dm} est l’ensemble des dimensions ;
− Star : F 2D est une fonction qui associe chaque fait à un ensemble de dimensions
en fonction desquelles il peut être analysé ;
− Aggregate : M  associe chaque mesure à un ensemble de
fonctions d’agrégation. Elle permet de définir les différents types de fonctions d’agrégation
supportés par notre modèle (générale, multiple dimensionnelle, multiple hiérarchique,
différenciée) :
 Si 2D, 2H et 2P ne sont pas utilisés (2D = , 2H =  et 2P = ), alors la fonction
est une fonction d’agrégation générale. On l’utilise pour simplifier la représentation graphique
au lieu d’un usage répété d’une fonction multiple dimensionnelle pour plusieurs dimensions,
 Si 2H et 2P ne sont pas utilisés (2D ≠, 2H = et 2P =), alors la fonction est
une fonction d’agrégation multiple dimensionnelle utilisée pour agréger la mesure sur toute la
dimension considérée. On l’utilise pour simplifier la représentation graphique au lieu d’un usage
répété d’une fonction multiple hiérarchique pour plusieurs hiérarchies,
 Si 2P seul n’est pas utilisé (2D ≠, 2H ≠ et 2P = ), alors la fonction est une
fonction d’agrégation multiple hiérarchique utilisée pour agréger la mesure sur toute la
hiérarchie considérée. On l’utilise pour simplifier la représentation graphique au lieu d’un usage
répété d’une fonction différentiée pour plusieurs paramètres,
 Si 2D, 2H et 2P sont tous utilisés (2D ≠, 2H ≠ et 2P ≠), alors la fonction est
une fonction d’agrégation différenciée utilisée pour agréger la mesure entre le paramètre
considéré et celui directement supérieur.
* associe à chaque fonction d’agrégation un numéro d’ordre qui représente la
priorité dans l’exécution. La fonction d’agrégation avec l’ordre le plus petit a la priorité la plus
élevée. Si les fonctions d’agrégation sont commutatives, alors elles sont du même ordre.
- sert à contraindre une agrégation en indiquant un niveau d’agrégation spécifique
à partir duquel l’agrégation considérée doit se calculer. Une agrégation non contrainte sera
associée à 0 tandis qu’une agrégation contrainte sera associée à une valeur négative pour forcer
le calcul à partir d’un niveau inférieur choisi par rapport au niveau considéré.
Le schéma multidimensionnel devrait supporter l’agrégation automatique, ce qui
signifie que le processus d’analyse OLAP connait les fonctions d’agrégation à appliquer lors du
calcul des agrégations aux différents niveau supérieurs [Rafanelli & Shoshani, 1990], [Lenz &
Shoshani, 1997], [Pedersen T.B. et al., 2009].
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Lemme 4. Les fonctions d’agrégation assurent la couverture du schéma
multidimensionnel, c’est-à-dire qu’il ne doit pas exister de paramètres (niveaux d’agrégation) en
fonction desquels nous ne connaissons pas l’agrégation à appliquer :
 i  [1..n],  mk  MFi, ∃ f  ∃ x1  , ∃ x2  -,
De manière moins formelle, la couverture du schéma est réalisée de plusieurs façons,
par l’utilisation :
− d’une fonction d’agrégation générale,
− d’une fonction d’agrégation multiple dimensionnelle pour chaque dimension,
− d’une fonction d’agrégation multiple hiérarchique pour chaque hiérarchie,
− d’une fonction d’agrégation différenciée pour chaque niveau d’agrégation,
− par combinaison des fonctions d’agrégation multiples et différenciées.
Associé aux définitions formelles, nous introduisons un formalisme graphique facilitant
la compréhension du schéma de la BDM. Ces représentations graphiques sont de deux niveaux.
Le premier présente le schéma structurel tandis le deuxième présente les schémas d’agrégation.
3.2.4.1 Schéma structurel
Le schéma structurel permet de visualiser en constellation les éléments de structure
(faits, dimensions et hiérarchies) de la BDM en masquant les mécanismes d’agrégation (les
fonctions d’agrégation, l’ordre d’exécution et les contraintes d’agrégation). Cette vue globale























Figure 22 : Formalisme graphique d’un schéma structurel10
10 Les lignes en pointillé indiquent que d’autres hiérarchies et d’autres liens entre les faits et les dimensions
peuvent exister.
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La constellation, inspirée de [Golfarelli et al., 1998a], [Ravat et al., 2008], se compose
de tous les faits de la BDM et de l’ensemble des dimensions où chaque dimension peut être
associée à un ou plusieurs faits. Le formalisme graphique du schéma structurel se représente
conformément à la Figure 22. Les hiérarchies sont également représentées sous une forme
compactée.
3.2.4.2 Schéma d’agrégation
Les schémas d’agrégation sont obtenus à partir de la fonction Aggregate. Cette vision
détaille les mécanismes d’agrégation (fonctions d’agrégation, ordre d’exécution et contraintes
d’agrégation) impliqués dans le déroulement d’une analyse portant sur une mesure considérée,
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Figure 23 : Formalisme graphique d’un schéma d’agrégation11
Comme le montre le formalisme graphique du schéma d’agrégation, qui est illustré dans
la Figure 23, un schéma d’agrégation présente plusieurs caractéristiques :
− Un schéma par mesure : pour chaque mesure mk  Fi, un schéma d’agrégation
existe. Ce schéma montre les fonctions d’agrégation avec leur ordre d’exécution et
leurs contraintes d’agrégation liés uniquement à la mesure concernée. Cette
séparation entre les schémas d’agrégation des mesures différentes a pour but
d’améliorer la lisibilité, de faciliter la compréhension et de ne pas surcharger le
schéma de la BDM. Dans un schéma d’agrégation d’une mesure (m1), si les
fonctions d’agrégation utilisent une autre mesure (m2) parmi leurs arguments, alors
la mesure (m1) est une mesure calculée (dérivée). C’est pourquoi il faut afficher
tous les arguments de toutes les fonctions d’agrégation même s’il y a un seul
argument qui est la mesure elle-même ;
− Hiérarchies en version divisée : les hiérarchies sont présentées en version divisée
contrairement au schéma structurel (Figure 22) où elles sont présentées en version
11 La ligne en pointillé indique que d’autres liens entre le fait et d’autres dimensions peuvent exister.
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compacte. Dans une version divisée, les parties communes à plusieurs hiérarchies,
même le paramètre racine (IdDi), sont répétées dans chaque hiérarchie. Cette
répétition a pour objectif d’éviter la confusion entre les fonctions d’agrégation sur
les hiérarchies différentes ; par exemple, dans la Figure 23, la racine (IdD3) est
répétée dans les hiérarchies ( et ) pour bien spécifier que la fonction
multiple hiérarchique (T4) est appliquée sur la hiérarchie ( ) et elle n’est pas
appliquée sur l’autre hiérarchie ( ) ;
− Simplification des éléments structurels : les éléments structurels sont représentés
dans une forme minimisée dans le schéma d’agrégation car ces éléments sont déjà
présentés dans le schéma structurel. Cette simplification vise à réduire la
complexité du schéma d’agrégation. Nous appliquons cette simplification à tous les
niveaux :
 Simplification des attributs faibles : le schéma d’agrégation ne présente que
les attributs faibles utilisés pour agréger la mesure considérée. Autrement dit,
les attributs faibles ne sont pas affichés dans le schéma d’agrégation sauf s’ils
sont présents parmi les entrées (arguments) des fonctions d’agrégation. Par
exemple, dans la Figure 23, tous les attributs faibles sont cachés sauf ( ) qui
est parmi les arguments de la fonction (T3),
 Simplification des paramètres : sur les hiérarchies qui ont des paramètres
associés aux fonctions d’agrégation différenciées, il n’est pas nécessaire
d’afficher les paramètres entre le niveau directement supérieur à la dernière
fonction différenciée et le niveau (AllDi). Ces paramètres peuvent être simplifiés
par une ligne en tiret. Par exemple, dans la Figure 23, les paramètres entre le
paramètre ( ) directement supérieur à la fonction différenciée (T5) et le
niveau (AllD3) sur la hiérarchie ( ), sont simplifiés. Par contre, si un
paramètre (ou un attribut faible associé à un paramètre), parmi les paramètres à
simplifier, est utilisé en entrée d’une fonction d’agrégation, alors il faut
l’afficher (avec l’attribut faible) ainsi que tous les paramètres inférieurs. Par
exemple, le paramètre ( ) sur la hiérarchie ( ), qui un argument de la
fonction (T6), est affiché et les paramètres supérieurs sont simplifiés. Par
ailleurs, si une fonction d’agrégation différenciée est associée au paramètre
directement inferieur au paramètre extrémité (AllDi), alors tous les paramètres
de la hiérarchie concernée seront affichés. Par exemple, tous les paramètres de
la hiérarchie ( ) sont présentés grâce à la fonction (T8) qui est située entre le
paramètre ( ) et le niveau (AllD2),
 Simplification des hiérarchies : si une hiérarchie est associée à une fonction
multiple hiérarchique et aucun de ses paramètres n’est associé à une fonction
différenciée, alors la hiérarchie peut être simplifiée par une ligne en tiret. Par
exemple, dans la Figure 23, la hiérarchie ( ) est simplifiée parce qu’elle n’a
qu’une seule fonction d’agrégation (T3) qui est multiple hiérarchique. En outre,
si une hiérarchie ne possède aucune fonction d’agrégation, alors elle peut être
cachée. Par contre, sur une hiérarchie, il faut présenter les paramètres et les
attributs faibles utilisés comme arguments des fonctions d’agrégation même si
la hiérarchie n’a aucune fonction d’agrégation. Par exemple, l’attribut faible
( ) est affiché avec son paramètre ( ) et tous les paramètres inférieurs
parce qu’il est un argument de la fonction (T3) bien que la hiérarchie ( ) ne
soit associée à aucune fonction d’agrégation,
 Simplification des dimensions : si une dimension est associée à une fonction
d’agrégation multiple dimensionnelle sans avoir aucune fonction multiple
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hiérarchique et aucune fonction différenciée sur ses hiérarchies et ses
paramètres, alors la dimension peut être simplifiée en présentant seulement son
nom. Par exemple, la dimension (Dm) dans la Figure 23.
− Présentation des dimensions sans fonctions d’agrégation : dans un schéma
d’agrégation, il faut montrer toutes les dimensions (au moins leurs noms) selon
lesquelles la mesure considérée peut être analysée même si elles n’ont aucune
fonction d’agrégation. Par exemple, la dimension (D4) dans la Figure 23.
Exemple 3. Nous reprenons l’exemple de météo présenté précédemment (cf. § 1.3.1).
Nous utilisons plusieurs fonctions d’agrégation pour agréger les précipitations et les
températures moyennes, maximales et minimales. Les analystes veulent analyser les
précipitations selon la géographie et la date tandis qu’ils souhaitent analyser les températures
selon le temps, la date et la géographie. Nous définissons formellement une telle BDM par (F,
D, Star, Aggregate) où :
− F = {FTempérature, FPrécipitation}
− D = {DGéographie, DTemps, DDates}
− Star = F 2D |
Star(FTempérature) = {DGéographie, DDates, DTemps}
Star(FPrécipitation) = {DGéographie, DDates}
− Aggregate = M  |
Aggregate(Précip) = {
(1, SUM(Précip), {Dates}, {}, {}, 0)12,
(2, AVG(Précip), {Dates}, {Hsaisons}, {AnnéeN}, -1)13,
(2, AVG(Précip), {Dates}, {Hsemaines}, {AnnéeN}, -1),
(2, AVG(Précip), {Dates}, {MoisN}, {AnnéeN}, -1),
(1, SELECT_CENTER(Niveau_Administratif, Précip), {Géographie},
{Hgéo_simp}, {}, 0),
(2, AVG(Précip), {Géographie}, {Hgéo_Scien}, {Ville}, 0),
(3, AVG_W(Précip, D_Superficie), {Géographie}, {Hgéo_Scien},
{Département}, -1),
(3, AVG_W(Précip, R_Superficie), {Géographie}, {Hgéo_Scien},
{Région}, -1)}
Aggregate(Tem_Moy) = {
(2, AVG(Tem_Moy), {}, {}, {}, 0),
(2, SELECT_CENTER(Niveau_Administratif, Tem_Moy), {Géographie},
{Hgéo_simp}, {}, 0),
(1, AVG(Tem_Moy), {Géographie}, {Hgéo_Scien}, {Ville}, -1),
(1, AVG_W(Tem_Moy, D_Superficie), {Géographie}, {Hgéo_Scien},
{Département}, -1),
(1, AVG_W(Tem_Moy, R_Superficie), {Géographie}, {Hgéo_Scien},
{Région}, -1)}
Aggregate(Tem_Min) = {
(1, MIN(Tem_Moy), {}, {}, {}, 0),
12 Il n’y a pas de contrainte sur l’agrégation.
13 Les valeurs sont agrégées à partir des valeurs agrégées au niveau directement inférieur.
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(1, SELECT_CENTER(Niveau_Administratif, Tem_Moy), {Géographie},
{Hgéo_simp}, {}, 0)}
Aggregate(Tem_Max) = {
(1, MAX(Tem_Moy), {}, {}, {}, 0),
(1, SELECT_CENTER(Niveau_Administratif, Tem_Moy), {Géographie},
{Hgéo_simp}, {}, 0)}
La mesure ‘Précip’ n’a pas une fonction d’agrégation générale. Les fonctions
d’agrégation assurent la couverture pour cette mesure sur les deux dimensions d’analyse
possibles ‘Géographie’ et ‘Dates’ en utilisant :
− Une fonction d’agrégation multiple dimensionnelle (SUM) sur la dimension ‘Dates’,
− Trois fonctions d’agrégation différenciées (AVG) entre le paramètre ‘AnnéeN’ et le
niveau ‘AllDates’ sur les trois hiérarchies ‘Hmois’, ‘Hsaisons’ et ‘Hsemaines’ de la
dimension ‘Dates’,
− Une fonction d’agrégation multiple hiérarchique (SELECT_CENTER) sur la
hiérarchie ‘Hgéo_simp’ de la dimension ‘Géographie’,
− Des fonctions d’agrégation différenciées (AVG et AVG_W) pour tous les paramètres
sur la deuxième hiérarchie ‘Hgéo_Scien’ de la dimension ‘Géographie’.
En ce qui concerne les mesures ‘Tem_Moy’, ‘Tem_Max’ et ‘Tem_Min’ :
− Elles ont toutes des fonctions d’agrégation générales (AVG, MAX, MIN
respectivement). C’est suffisant pour assurer une couverture complète,
− Elles sont agrégées d’une manière identique sur la hiérarchie ‘Hgéo_simp’ de la
dimension ‘Géographie’ par la fonction (SELECT_CENTER),
− Sur la hiérarchie ‘Hgéo_Scien’, les mesures ‘Tem_Max’ et ‘Tem_Min’ n’ont pas de
fonction d’agrégation spécifique contrairement à la mesure ‘Tem_Moy’ qui a une
fonction d’agrégation différenciée (AVG ou AVG_W) pour chaque paramètre.
Ainsi, Aggregate(Min_Note) est comparable à Aggregate(Max_Note) sauf que la
fonction MIN est utilisée au lieu de la fonction MAX.
Par ailleurs, l’agrégation des mesures ‘Tem_Max’ et ‘Tem_Min’ s’appuie sur
l’agrégation de ‘Tem_Moy’. Cela apparait à travers l’utilisation de la mesure ‘Tem_Moy’ dans
les fonctions d’agrégation de ‘Tem_Max’ et ‘Tem_Min’. Pour connaître la température
maximale ‘Tem_Max’ ou minimale ‘Tem_Min’ d’un département ou d’une région pour une
période de temps, on doit d’abord calculer les températures ‘Tem_Moy’ de ce département ou
de cette région pour les plus petites divisions du temps (les niveaux les plus bas des dimensions
‘Dates’ et ‘Temps’ qui sont ‘JourN’ et ‘Toutes_les_3_heures’ respectivement), ensuite on
détermine la température maximale ou minimale parmi les températures obtenues.
Les contraintes sur les fonctions d’agrégation différenciées associées aux niveaux de
base, ne changent rien par rapport à l’agrégation des mesures. Les fonctions d’agrégation
différenciées qui agrègent les mesures entre le niveau de base et le paramètre directement
supérieur peuvent être contraintes ou non parce qu’il y a un seul niveau inférieur (le niveau de
base même) et les mesures ne peuvent qu’être agrégées à partir de ce niveau-là. Par exemple, la
fonction différenciée de la mesure ‘Tem_Moy’ associée au paramètre ‘Ville’ sur la hiérarchie
‘Hgéo_Scien’ est contrainte (contrainte fixée à -1), par contre la fonction équivalente de la
mesure ‘Précip’ liée au même paramètre n’est pas contrainte (contrainte fixée à 0).
Associées aux définitions formelles, nous introduisons les représentations graphiques
facilitant la compréhension du schéma de la BDM. Le schéma structurel de ces représentations
graphiques est illustré dans la Figure 24 et les schémas d’agrégation dans la Figure 25.



























Figure 24 : Représentation graphique du schéma structurel de l’exemple de météo (Figure
6 répétée)
La Figure 24 présente la vue structurelle globale de la BDM de l’exemple de météo
défini précédemment. Cette figure est identique à la Figure 6 représentant notre BDM selon
[Ravat et al., 2008]. Elle présente également comment la fonction Star relie les faits
‘Précipitation’ et ‘Température’ (déjà présentés dans la Figure 17) aux dimensions
‘Géographie’, ‘Dates’ et ‘Temps’ (déjà présentées dans la Figure 19). Conformément aux
définitions formelles, le fait ‘Température’ est lié à toutes les dimensions tandis que le fait
‘Précipitation’ est simplement associé aux deux dimensions ‘Géographie’ et ‘Dates’.
La Figure 25 décrit les quatre schémas d’agrégation (a, b, c, d) correspondants aux
quatre mesures ‘Précip’, ‘Tem_Moy’, ‘Tem_Min’ et ‘Tem_Max’. Nous remarquons que les
trois hiérarchies de la dimension ‘Dates’ (Figure 25 (a)) et les hiérarchies ‘Hgéo_simp’ et
‘Hgéo_Scien’ de la dimension ‘Géographie’ (Figure 25 (a et b)) sont présentées en version
divisée contrairement à la version compacte à la Figure 24. Nous pouvons remarquer également
la simplification des dimensions ‘Temps’ et ‘Dates’ et de la hiérarchie ‘Hgéo_simp’. Les
schémas d’agrégation masquent les hiérarchies qui n’ont aucune fonction d’agrégation. Par
exemple, la hiérarchie ‘Hgéo_Scien’ est présentée dans la Figure 25 (a et b) où elle a des
fonctions d’agrégation ; par contre elle est cachée dans la Figure 25 (c et d) où elle n’en a pas.
La simplification des attributs faibles est appliquée en cachant les attributs faibles ‘LibJ’ et
‘LibM’ associés respectivement aux paramètres ‘JourN’ et ‘MoisN’.
La Figure 25 présente les fonctions d’agrégation avec leur ordre d’exécution et leurs
contraintes d’agrégation. La mesure ‘Tem_Moy’ est liée à la fonction d’agrégation générale
(AVG) afin de réaliser l’opération (É2). Elle utilise la fonction multiple hiérarchique
(SELECT_CENTER) sur la hiérarchie ‘Hgéo_simp’ pour effectuer l’opération (É3). Les trois
fonctions différenciées (AVG et AVG_W) sur la hiérarchie ‘Hgéo_Scien’ exécutent les opérations
(É4), (É5) et (É6). Les opérations (É7) et (É8) sur la mesure ‘Précip’ sont effectuées par la
fonction multiple dimensionnelle (SUM) sur la dimension ‘Dates’ et les fonctions différenciées
(AVG) associées au paramètre ‘AnnéeN’ sur les hiérarchies de la même dimension ‘Dates’
respectivement.











































































AVG_W(Tem_Moy , R_Superficie) -1



































Figure 25 : Représentation graphique des schémas d’agrégation de l’exemple de météo14
14 Ici nous utilisons l’abréviation (Niv_Adm) pour (Niveau_Administratif).
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En ce qui concerne la commutativité dans l’ordre d’exécution, la fonction multiple
hiérarchie (SELECT_CENTER) est commutative avec la fonction dimensionnelle (SUM) de la
mesure ‘Précip’ (Figure 25 (a)) et toutes les fonctions générales : la fonction (AVG) de la
mesure ‘Tem_Moy’ (Figure 25 (b)), la fonction (MIN) de la mesure ‘Tem_Min’ (Figure 25 (c))
et la fonction (MAX) de la mesure ‘Tem_Max’ (Figure 25 (d)).
Par ailleurs, dans notre exemple, toutes les agrégations contraintes sont calculées à
partir du niveau directement inférieur (contrainte fixée à -1). Par exemple, la température
moyenne par région est calculée à partir des températures par département. Dans l’hypothèse où
nous aurions choisi de calculer cette température régionale à partir des températures par villes,
la contrainte aurait été fixée à -2.
3.3 ANALYSE DANS LE MODÈLE MULTIFONCTIONS
Dans cette section, nous présentons comment les analyses sont effectuées dans notre
modèle multifonctions. D’abord, nous mettons en lumière le rôle de l’ordre d’exécution dans
l’analyse multifonctions et sa cohérence avec les contraintes d’agrégation. Ensuite, nous
mettons l’accent sur la réalisation des analyses dans le contexte d’une BDM multifonctions.
3.3.1 Ordre d’exécution dans l’analyse multifonctions
Chaque fonction d’agrégation a un numéro d’ordre d’exécution. L’ordre croissant des
valeurs de l’ordre d’exécution détermine l’ordre d’application des fonctions d’agrégation. Le
choix d’un ordre valide dépend des besoins de l’utilisateur. Il peut différer d’un cas à l’autre,
même si les fonctions sont les mêmes dans les deux cas. Ainsi, le modèle permet au concepteur
de fixer l’ordre qui donne un résultat valide. Un système d’auto-vérification peut être utilisé afin
de déterminer cet ordre et le valider dans des cas complexes. Un tel système ne se situe pas dans
le cadre de nos recherches.
Dans le cas de deux fonctions d’agrégation différentes, si les fonctions sont
commutatives, alors elles auront la même valeur d’ordre d’exécution, sinon la fonction ayant la
valeur la plus petite est prioritaire. Par contre, dans le cas d’une même fonction d’agrégation
qui peut être utilisée sur deux dimensions différentes (le même nom avec les mêmes
arguments), l’ordre d’exécution peut définir trois calculs différents présentés dans la Figure 26
(a, b et c) qui présente trois schémas d’agrégation d’une mesure ‘m’ analysée selon deux























Figure 26 : Ordre d’exécution dans l’analyse multifonctions
Le premier calcul (Figure 26 (a)) : selon l’ordre d’exécution présenté, la moyenne
AVG(m) doit être calculée d’abord sur la dimension ‘D1’ au niveau ‘P3’. Ensuite il faut, à partir
des valeurs résultantes, calculer la moyenne sur la dimension ‘D2’ au niveau ‘P4’. Donc,
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l’analyse de la mesure ‘m’ aux niveaux ‘P3’ et ‘P4’ peut être réalisée par la requête Ra
suivante :
Ra:
SELECT AVG(m), P3, P4
FROM ( SELECT AVG(m) AS m, P2, P3, P4
FROM …
WHERE …
GROUP BY P2, P3, P4)
GROUP BY P3, P4
Le deuxième calcul (Figure 26 (b)) : il faut calculer les moyennes dans l’ordre inverse
du premier calcul. La fonction AVG(m) est appliquée d’abord sur la dimension ‘D2’ pour le
niveau ‘P4’. Puis, elle est appliquée sur la dimension ‘D1’ pour le niveau ‘P3’ selon la requête
Rb suivante :
Rb:
SELECT AVG(m), P3, P4
FROM ( SELECT AVG(m) AS m, P1, P3, P4
FROM …
WHERE …
GROUP BY P1, P3, P4)
GROUP BY P3, P4
Comme la fonction (AVG) n’est pas commutative avec elle-même, les résultats des
requêtes Ra et Rb sont différents.
Le troisième calcul (Figure 26 (c)) : contrairement au cas de deux fonctions
d’agrégation différentes, si la fonction a le même ordre d’exécution sur les deux dimensions,
alors cela ne veut pas dire qu’elle est commutative avec elle-même mais signifie qu’il faut
appliquer la fonction une seule fois pour les deux dimensions. Cette notion est mise en œuvre
dans la requête Rc où une seule fonction (AVG) calcule la moyenne aux niveaux ‘P3’ et ‘P4’ à la
fois.
Rc:
SELECT AVG(m), P3, P4
FROM …
WHERE …
GROUP BY P3, P4
Ce troisième calcul donne des résultats différents de ceux du premier et du deuxième
calcul. Par contre, si la fonction utilisée est commutative avec elle-même (par exemple SUM),
alors les résultats des trois calculs précédents sont identiques.
3.3.2 Cohérence entre les contraintes d’agrégation et l’ordre d’exécution
La notion de fonction d’agrégation est associée dans notre modèle à la contrainte
d’agrégation et à l’ordre d’exécution. En utilisant les contraintes d’agrégation, nous pouvons
surmonter le problème des agrégations à partir des niveaux spécifiques autres que les niveaux de
base. Les contraintes d’agrégation servent à préciser pour chaque paramètre, le niveau
d’agrégation à partir duquel l’agrégation considérée doit être calculée. L’agrégation à ce niveau
peut être calculée à son tour par une autre fonction d’agrégation. Cela peut être considéré
comme une sorte d’ordonnancement des fonctions d’agrégation entre les paramètres d’une
hiérarchie. En outre, l’ordre d’exécution s’applique sur des fonctions d’agrégation situées sur
des dimensions différentes. Donc, il ne doit pas y avoir de contradictions entre les contraintes
d’agrégation et l’ordre d’exécution. Plus précisément, dans une analyse multifonctions, une
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fonction d’agrégation ne doit pas s’appuyer sur les résultats d’une autre fonction d’agrégation
ayant un ordre d’exécution supérieur.
La Figure 27 montre les différents cas de cohérence et d’incohérence entre les


























1 T1 (x11, x21, …, xv1) 0
1 T3 (x13, x23, …, xv3) -2
P3Di
3 T4 (x14, x24, …, xv4) -2
2 T2 (x12, x22, …, xv2) -2
















3 T1 (x11, x21, …, xv1) 0
1 T3 (x13, x23, …, xv3) -1
P3Di
2 T2 (x12, x22, …, xv2) -1
Figure 27 : Principes de cohérence entre les contraintes d’agrégation et l’ordre
d’exécution
Cas de cohérences : S’il y a une seule fonction d’agrégation multiple dimensionnelle
sur la dimension concernée (Figure 27 (a)) ou une seule fonction d’agrégation multiple
hiérarchique sur la hiérarchie concernée (Figure 27 (b)) sans aucune autre fonction d’agrégation,
alors dans ce cas, il n’y a aucune contradiction entre les contraintes d’agrégation et l’ordre
d’exécution. Autrement dit, s’il y a une seule fonction d’agrégation à appliquer sur la hiérarchie,
alors la cohérence entre les contraints d’agrégation et l’ordre d’exécution est garantie. C’est
parce que la même fonction d’agrégation s’applique successivement tout au long de la
hiérarchie en s’appuyant sur ses résultats intermédiaires. La Figure 27 (a) montre un exemple
d’une fonction multiple dimensionnelle avec une contrainte d’agrégation fixée à (-1) :
l’agrégation à chaque niveau est alors calculée à partir du niveau directement inférieur. La
Figure 27 (b) présente le cas d’une fonction multiple hiérarchique avec une contrainte fixée à (-
2) : l’agrégation à chaque niveau est calculée à partir du niveau en dessous du niveau
directement inférieur s’il existe, sinon elle est calculée à partir du niveau de base. Dans la Figure
27 (b), l’agrégation au niveau est calculée à partir du niveau ; par contre, l’agrégation
au niveau est calculée à partir du niveau de base IdDi (parce que il n’a qu’un seul niveau
inférieur qui est le niveau de base).
La Figure 27 (c) montre la cohérence entre les contraintes d’agrégation et l’ordre
d’exécution dans le cas où les fonctions d’agrégation différenciées sont utilisées. Une fonction
d’agrégation peut s’appuyer sur les résultats des fonctions d’agrégation ayant un ordre
d’exécution égal ou inférieur à son propre ordre d’exécution. Par exemple, dans la Figure 27 (c),
l’agrégation au niveau est effectuée par la fonction d’agrégation (T3) qui a un ordre
d’exécution fixé à (1), cette agrégation est calculée à partir de l’agrégation au niveau
(contrainte d’agrégation fixée à -2) qui est réalisée en utilisant la fonction d’agrégation (T1) qui
a également un ordre d’exécution fixé à (1). Aussi, l’agrégation au niveau ‘AllDi’ est effectuée
par la fonction d’agrégation (T4) qui a un ordre d’exécution fixé à (3). Cette agrégation est
calculée à partir de l’agrégation du niveau réalisée en utilisant la fonction d’agrégation (T2)
dont l’ordre d’exécution inférieur est fixé à (2).
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Cas d’incohérences : L’incohérence entre les contraintes d’agrégation et l’ordre
d’exécution est présentée dans la Figure 27 (d et e).
La Figure 27 (d) montre une contradiction entre une fonction d’agrégation différenciée
et une fonction d’agrégation multiple dimensionnelle où l’agrégation au niveau est effectuée
par la fonction (T2) qui a un ordre d’exécution fixé à (1). Cette agrégation est calculée à partir
de l’agrégation au niveau ; celle-ci est réalisée en utilisant la fonction d’agrégation multiple
dimensionnelle (T1) qui a un ordre d’exécution supérieur fixé à (2). Donc, l’ordre d’exécution
suppose que la fonction (T2) devrait être exécutée avant la fonction (T1) ; mais les contraintes
d’agrégation supposent l’inverse, car la contrainte de la fonction (T2) exige l’exécution
préalable de la fonction (T1).
En outre, la Figure 27 (e) montre une contradiction entre la fonction d’agrégation
différenciée (T2) ayant un ordre d’exécution fixé à (2) et la fonction d’agrégation multiple
hiérarchique (T1) ayant un ordre d’exécution fixé à (3). La contrainte d’agrégation de la fonction
(T2) nécessite l’application de (T1) avant (T2), contrairement à l’ordre d’exécution qui nécessite
l’application de (T2) avant (T1). De la même façon, une contradiction entre deux fonctions
d’agrégation différenciées (T2 et T3) est présentée dans la Figure 27 (e).
Les contradictions entre les contraintes d’agrégation et l’ordre d’exécution dans une
BDM peuvent bloquer le système d’analyse OLAP. Ces cas d’incohérence sont détectables par
le système. Ce qui évite ainsi à l’analyste de disposer de combinaisons d’agrégation aboutissant
à des résultats incohérents pouvant donner lieu à des prises de décision inadaptées.
3.3.3 Analyse multifonctions
Dans le contexte d’une BDM multifonctions, il est possible d’utiliser plusieurs
fonctions d’agrégation pour la même analyse. Pour ce faire, le système d’analyse OLAP met en
œuvre les étapes suivantes :
1. Déterminer les niveaux d’agrégation : plusieurs niveaux d’agrégation sont choisis
par l’analyste qui indique les paramètres selon lesquels il souhaite étudier les
mesures. Le système d’analyse OLAP doit ajouter à ces paramètres les niveaux
‘AllDi’ pour les dimensions que l’analyste ne prend pas en compte. Le système
d’analyse OLAP considère que les mesures sont analysées aux niveaux ‘AllDi’ pour
les dimensions n’intervenant pas dans l’analyse ;
2. Déterminer les fonctions d’agrégation : cette étape comporte deux sous-étapes :
a) Trouver les fonctions d’agrégation pour chaque niveau d’agrégation : à partir
des schémas d’agrégation des mesures concernées, le système d’analyse OLAP
détermine les fonctions qu’il doit utiliser pour agréger les valeurs des mesures à
chaque niveau d’agrégation résultant de la première étape. C’est pourquoi il
cherche s’il y a une fonction d’agrégation différenciée pour le niveau concerné
sinon, une fonction multiple hiérarchique sur la hiérarchie concernée sinon, une
fonction multiple dimensionnelle sur la dimension concernée sinon, la fonction
générale. Une fois qu’il trouve une fonction, il la considère comme la fonction à
appliquer.
b) Traiter les contraintes d’agrégation : le système d’analyse OLAP vérifie parmi
les fonctions résultantes de l’étape précédente, s’il y a des fonctions contraintes
(ayant une contrainte d’agrégation différente de zéro). Dans ce cas, il détermine
les niveaux à partir desquels les fonctions contraintes sont calculées. Ensuite, il
revient à l’étape 2(a) précédente afin de trouver les fonctions d’agrégation à
appliquer pour calculer les valeurs des mesures à ces nouveaux niveaux
d’agrégation.
3.3 ANALYSE DANS LE MODÈLE MULTIFONCTIONS 64
Le système d’analyse OLAP répète cette étape jusqu’à ce qu’il ne trouve plus de
fonctions contraintes ;
3. Traiter l’ordre d’exécution : le rôle principal de cette étape est de détecter
l’existence de cas du troisième calcul présenté précédemment (cf. § 3.3.1) d’une
fonction d’agrégation ayant le même nom, les mêmes arguments et le même ordre
d’exécution sur plusieurs dimensions différentes. Dans ce cas, le système d’analyse
OLAP doit supprimer la répétition de cette fonction et l’appliquer une seule fois
pour toutes les dimensions concernées.
4. Effectuer l’analyse : finalement, le système d’analyse OLAP calcule l’analyse
demandée en appliquant les fonctions d’agrégation résultantes des trois étapes
précédentes et en respectant leur ordre d’exécution et les contraintes d’agrégation.
Dans notre exemple de météo, selon les schémas d’agrégation (Figure 25), les
précipitations sont analysées sur la dimension ‘Dates’ en les agrégeant par la fonction (SUM).
Une exception toutefois : au niveau ‘AllDates’, le système d’analyse OLAP doit calculer les
valeurs agrégées à partir du niveau ‘AnnéeN’ en utilisant une fonction différenciée (AVG). Par
ailleurs, si nous analysons les températures moyennes, maximales ou minimales sur les
dimensions ‘Dates’ et de ‘Temps’, le système d’analyse OLAP doit utiliser les fonctions
générales (AVG, MAX et MIN respectivement) pour agréger les valeurs des mesures car il n’y a
aucune autre fonction spécifique pour ces dimensions. Basée sur le même principe, les mesures
‘Tem_Max’ et ‘Tem_Min’ sont agrégées sur la hiérarchie ‘Hgéo_Scien’ de la dimension
‘Géographie’ en utilisant les fonctions générales MAX et MIN respectivement.
L’analyse des quatre mesures ‘Précip’, ‘Tem_Moy’, ‘Tem_Max’ et ‘Tem_Min’ sur la
hiérarchie ‘Hgéo_simp’ de la dimension ‘Géographie’, se met en œuvre en utilisant des
fonctions multiples hiérarchiques (SELECT_CENTER). Cependant, en analysant les mesures
‘Précip’ et ‘Tem_Moy’ sur la hiérarchie ‘Hgéo_Scien’, le système d’analyse OLAP utilise à
chaque niveau d’agrégation une fonction différenciée distincte. L’agrégation est faite à partir du
niveau directement inferieur (AVG pour agréger les mesures au niveau ‘Département’ à partir du
niveau ‘Ville’ et AVG_W pour les autres niveaux).
En outre, si nous analysons les données sur deux dimensions ou plus, alors les fonctions
d’agrégation différenciées sur la hiérarchie ‘Hgéo_Scien’ sont prioritaires pour la mesure
‘Tem_Moy’ et la fonction multiple dimensionnelle (SUM) sur la dimension ‘Dates’ est
prioritaire pour la mesure ‘Précip’ ; cela signifie que le système d’analyse OLAP doit les
appliquer avant les autres fonctions.
Dans la suite, nous présentons trois exemples en détaillant les quatre étapes d’analyse.
La complexité de l’agrégation augmente d’un exemple à l’autre.
Exemple 4. Dans le premier exemple, les analystes souhaitent étudier les températures
maximales départementales mensuelles selon l’analyse simple. Les quatre étapes pour réaliser
cette analyse se présente comme suit :
1. Déterminer les niveaux d’agrégation : les choix de l’analyste sont le paramètre
‘MoisN’ de la dimension ‘Dates’ et le paramètre ‘Département’ de la hiérarchie
‘Hgéo_simp’ de la dimension ‘Géographie’. En ce qui concerne la troisième
dimension d’analyse ‘Temps’, le système d’analyse OLAP considère que les
températures maximales ‘Tem_Max’ sont analysées au niveau ‘AllTemps’ ;
2. Déterminer les fonctions d’agrégation : selon le schéma d’agrégation de la mesure
‘Tem_Max’ (Figure 25 (d)), il n’y a ni fonction différenciée ni multiple
hiérarchique ni multiple dimensionnelle sur les dimensions ‘Dates’ et ‘Temps’,
donc la mesure est agrégée aux niveaux ‘MoisN’ et ‘AllTemps’ en utilisant une seule
fonction d’agrégation qui est la fonction générale (MAX). En outre, il n’y a pas de
fonction différenciée pour le paramètre ‘Département’ sur la hiérarchie
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‘Hgéo_simp’ mais cette hiérarchie a une fonction multiple hiérarchique
‘SELECT_CENTER’, c’est celle que le système d’analyse OLAP utilise afin d’agréger
la mesure au niveau ‘Département’. Ces fonctions résultantes sont illustrées dans le
Tableau 11. Parmi les fonctions résultantes, il n’y a aucune fonction contrainte, le
système d’analyse OLAP effectue cette étape en une seule fois ;
Tableau 11 : Déterminer les fonctions d’agrégation de l’analyse de températures
maximales départementales mensuelles (analyse simple)
Répétition Niveauxd’agrégation
Ordre
d’exécution Fonction d’agrégation Contrainte
1
MoisN
<1> MAX(Tem_Moy ) 0
AllTemps
Département <1> SELECT_CENTER(Niv_Adm,Tem_Moy) 0
3. Traiter l’ordre d’exécution : parmi les fonctions résultantes (Tableau 11), il n’y a
pas une même fonction sur plusieurs dimensions, donc cette étape ne change pas les
fonctions à appliquer ;
4. Effectuer l’analyse : les fonctions à appliquer sont commutatives (elles ont le même
ordre d’exécution) ; donc afin de réaliser l’analyse, les deux requêtes R1 et R2
peuvent être exécutées et elles donnent le même résultat. Ainsi, R1 exécute la
fonction (MAX) avant la fonction (SELECT_CENTER) et R2 agrège la mesure au
niveau ‘Département’ ensuite aux niveaux ‘MoisN’ et ‘AllTemps’. Ces deux requêtes
prennent en compte le fait que les températures maximales ‘Tem_Max’ sont









GROUP BY MOISN, DEPARTEMENT, VILLE, NIVEAU_ADMINISTRATIF)
GROUP BY MOISN, DEPARTEMENT
R2:
SELECT MAX(TEM_MOY) AS TEM_MAX, MOISN, DEPARTEMENT
FROM( SELECT MOISN, DEPARTEMENT, JOURN, TOUTES_LES_3_HEURES,
SELECT_CENTER(LEV_DATA(NIVEAU_ADMINISTRATIF, TEM_MOY)) AS TEM_MOY
FROM …
WHERE …
GROUP BY MOISN, DEPARTEMENT, JOURN, TOUTES_LES_3_HEURES)
GROUP BY MOISN, DEPARTEMENT
15 La fonction d’agrégation personnalisée SELECT_CENTER reçoit un objet (TYPE Lev_Data AS OBJECT
(level NUMBER, value NUMBER)) qui comprend deux valeurs : le niveau administratif et la valeur de la mesure
associée. (Plus de détailles dans le chapitre 6 § 6.2.4.2).
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Exemple 5. Dans le deuxième exemple, les analystes souhaitent étudier les températures
moyennes annuelles régionales selon une analyse scientifique. Cette analyse est réalisée par les
quatre étapes suivantes :
1. Déterminer les niveaux d’agrégation : l’analyste choisit le paramètre ‘AnnéeN’ de
la dimension ‘Dates’ et le paramètre ‘Région’ de la hiérarchie ‘Hgéo_Scien’ de la
dimension ‘Géographie’. Comme dans l’exemple précédent, le système d’analyse
OLAP considère que les températures moyennes ‘Tem_Moy’ sont analysées au
niveau ‘AllTemps’ sur la dimension ‘Temps’ ;
2. Déterminer les fonctions d’agrégation : à partir du schéma d’agrégation de la
mesure ‘Tem_Moy’ (Figure 25 (b)), le système d’analyse OLAP détermine dans la
première répétition de cette étape que les températures moyennes sont agrégées aux
niveaux ‘AnnéeN’ et ‘AllTemps’ respectivement sur les dimensions ‘Dates’ et
‘Temps’ en utilisant la fonction d’agrégation générale (AVG). Il trouve également
que cette mesure est agrégée au paramètre ‘Région’ sur la hiérarchie ‘Hgéo_Scien’
de la dimension ‘Géographie’ par la fonction différenciée (AVG_W). Ensuite,
comme cette fonction différenciée est calculée à partir du niveau ‘Département’
(contrainte d’agrégation fixée à -1), le système d’analyse OLAP répète cette étape
une deuxième fois afin de trouver la fonction qui calcule les températures moyennes
départementales. Il détermine, selon le schéma d’agrégation (Figure 25 (b)), dans
cette deuxième répétition que les températures départementales sont calculées à
partir des températures des villes par une fonction d’agrégation différenciée (AVG).
Donc, il ajoute cette fonction (AVG) aux fonctions à appliquer trouvées dans la
première répétition (AVG et AVG_W). Bien que la nouvelle fonction trouvée soit
contrainte, une troisième répétition de cette étape n’ajoute pas de nouvelles
fonctions à appliquer parce que le niveau ‘Ville’ est un niveau de base. Cela
confirme l’idée présentée précédemment "les contraintes sur les fonctions
d’agrégation différenciées associées aux niveaux de base, ne change rien par
rapport à l’agrégation des mesures". Toutes les fonctions résultantes des première
et deuxième répétitions sont présentées dans le Tableau 12 ;
Tableau 12 : Déterminer les fonctions d’agrégation de l’analyse des températures
moyennes annuelles régionales (analyse scientifique)





Région <1> AVG_W(Tem_Moy , D_Superficie) -1
2 Département <1> AVG(Tem_Moy) -1
3. Traiter l’ordre d’exécution : parmi les fonctions résultantes (Tableau 12), la
fonction (AVG(Tem_Moy)) est exécutée deux fois sur des dimensions différentes
mais avec deux ordres d’exécution différents ; ceci empêche toute simplification
des fonctions. Donc, cette étape ne change pas les fonctions à appliquer ;
4. Effectuer l’analyse en respectant d’un côté, les contraintes d’agrégation qui
nécessitent de calculer la mesure au niveau ‘Département’ avant de la calculer au
niveau ‘Région’, et de l’autre l’ordre d’exécution qui exige d’agréger la mesure sur
la dimension ‘Géographie’ avant les autres dimensions. Une seule requête R3 peut
être exécutée afin de réaliser l’analyse.
R3:
SELECT ANNEE, REGION, AVG(TEM_MOY) AS TEM_MOY
FROM ( SELECT ANNEE, REGION, JourN, TOUTES_LES_3_HEURES,
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AVG_W(DATA_WEIGHTED16(TEM_MOY, D_SUPERFICIE)) AS TEM_MOY
FROM ( SELECT ANNEE, REGION, JourN, DEPARTEMENT, D_SUPERFICIE,
TOUTES_LES_3_HEURES, AVG(TEM_MOY) AS TEM_MOY
FROM …
WHERE …
GROUP BY ANNEE, REGION, JourN, DEPARTEMENT,
D_SUPERFICIE, TOUTES_LES_3_HEURES)
GROUP BY ANNEE, REGION, JourN, TOUTES_LES_3_HEURES)
GROUP BY ANNEE, REGION
Exemple 6. Dans le troisième exemple, les analystes souhaitent étudier les
précipitations moyennes régionales selon une analyse scientifique. Cette analyse s’effectue
comme suit :
1. Déterminer les niveaux d’agrégation : l’analyste a précisé un seul niveau
d’agrégation qui est le paramètre ‘Région’ de la hiérarchie ‘Hgéo_Scien’ de la
dimension ‘Géographie’. Donc, le système d’analyse OLAP considère que les
précipitations ‘Précip’ sont analysées au niveau ‘AllDates’ sur la dimension ‘Dates’ ;
2. Déterminer les fonctions d’agrégation : le schéma d’agrégation de la mesure
‘Précip’ (Figure 25 (a)) conduit, dans la première répétition de cette étape, le
système d’analyse OLAP à utiliser les fonctions d’agrégation différenciées
(AVG_W) et (AVG) afin d’agréger la mesure aux niveaux ‘Région’ sur la hiérarchie
‘Hgéo_Scien’ et ‘AllDates’ des dimensions ‘Géographie’ et ‘Dates’ respectivement.
Ces deux fonctions sont contraintes (contrainte d’agrégation fixée à -1), ce qui
nécessite une deuxième répétition de cette étape. Cette deuxième répétition amène
le système d’analyse OLAP à préciser qu’avant l’utilisation des fonctions trouvées
dans la première répétition (AVG_W) et (AVG), il devrait exécuter la fonction
différenciée (AVG) et la fonction dimensionnelle (SUM) pour calculer les
précipitations aux niveaux ‘Département’ et ‘AnnéeN’ respectivement. Toutes les
fonctions résultantes de première et de deuxième répétitions sont présentées dans le
Tableau 13 ;
Tableau 13 : Déterminer les fonctions d’agrégation de l’analyse de précipitations
moyennes régionales (analyse scientifique)
Répétition Niveaux d’agrégation Ordre d’exécution Fonction Contrainte
1
AllDates <2> AVG(Précip) -1
Région <3> AVG_W(Précip, D_Superficie) -1
2
AnnéeN <1> SUM(Précip) 0
Département <2> AVG(Précip) 0
3. Traiter l’ordre d’exécution : parmi les fonctions résultantes (Tableau 13), la
fonction (AVG(Précip)) est répétée deux fois sur les dimensions (‘Géographie’ et
‘Dates’) avec le même ordre d’exécution (<2>). Le système d’analyse OLAP peut
ainsi éviter la répétition de cette fonction et l’exécuter une seule fois pour tous les
16 La fonction d’agrégation personnalisée AVG_W reçoit un objet (TYPE Data_Weighted AS OBJECT
(value NUMBER, weight NUMBER)) qui comprend les données et leurs poids associés. (Plus de détailles dans le
chapitre 6 § 6.2.4.2).
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paramètres concernés (‘AllDates’ et ‘Département’). Après l’accomplissement de
cette étape, les fonctions d’agrégation à appliquer sont présentées dans le Tableau
14 ;
Tableau 14 : Traiter l’ordre d’exécution de l’analyse de précipitations moyennes
régionales (analyse scientifique)




Région <3> AVG_W(Précip, D_Superficie)
AnnéeN <1> SUM(Précip)
4. Effectuer l’analyse : selon l’ordre d’exécution des fonctions résultantes de l’étape
précédente (Tableau 14), il n’y a pas de fonctions commutatives. La requête (R4) est
la seule à pouvoir réaliser l’analyse.
R4:
SELECT REGION, AVG_W(DATA_WEIGHTED(PRECIP, D_SUPERFICIE)) AS PRECIP
FROM ( SELECT REGION, DEPARTEMENT, D_SUPERFICIE, AVG(PRECIP) AS PRECIP




GROUP BY ANNEE, REGION, DEPARTEMENT, D_SUPERFICIE, VILLE)
GROUP BY REGION, DEPARTEMENT, D_SUPERFICIE)
GROUP BY REGION
3.4 CONCLUSION
Dans ce chapitre, nous avons proposé un modèle conceptuel multidimensionnel
multifonctions pour répondre à notre problématique. Ce modèle reprend les avantages de la
modélisation multidimensionnelle. Il représente les concepts multidimensionnels selon une
vision orientée décideur [Golfarelli et al., 2002] indépendamment des contraintes d’implantation
logiques ou physiques. Notre modèle conceptuel se base sur les concepts de faits, de dimensions
et de hiérarchies augmentés de mécanismes d’agrégations multiples (fonctions d’agrégation,
ordre d’exécution et contraintes d’agrégation). Nous proposons, pour chaque concept, un
formalisme graphique dont l’objectif est de simplifier la représentation du schéma
multidimensionnel.
A la manière du modèle en constellation [Ravat et al., 2008], notre modèle décrit les
éléments structurels dans un schéma en étoile ou en constellation en masquant la complexité des
agrégations [Hassan et al., 2012b], [Hassan et al., 2012c], [Hassan et al., 2013a], [Hassan et al.,
2014]. Ce schéma regroupe un ensemble de sujets d’analyse (faits) avec leurs axes d’analyse
(dimensions) éventuellement partagés afin de faciliter la corrélation entre les faits [Ghozzi,
2004]. Chaque dimension comprend une ou plusieurs hiérarchies organisant les niveaux de
granularités (paramètres) des analyses du niveau le plus fin (paramètre racine) jusqu’au niveau
le plus général (paramètre extrémité ‘AllDi’). Ces hiérarchies permettent d’associer à chaque
paramètre plusieurs attributs faibles. Un même paramètre peut appartenir à plusieurs
hiérarchies. Les hiérarchies sont définies explicitement dans notre modèle pour faciliter la
manipulation des données multidimensionnelles selon les différents paramètres [Ghozzi, 2004]
et pour pouvoir utiliser des agrégations différentes sur les parties communes à plusieurs
hiérarchies.
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Notre modèle est suffisamment expressif pour permettre au concepteur de combiner une
même mesure avec différentes fonctions d’agrégation [Hassan et al., 2012a], [Hassan et al.,
2012b], [Hassan et al., 2012c], [Hassan et al., 2013a], [Hassan et al., 2014]. Il permet de
spécifier des fonctions d’agrégations multiples dimensionnelles, multiples hiérarchiques et
différenciées en fonction des dimensions, des hiérarchies et des paramètres utilisés. Par contre,
notre modèle ne permet pas de spécifier une fonction d’agrégation pour une instance d’un
paramètre comme « Analysis Services de Microsoft ». De plus, le modèle permet de contrôler la
validité des calculs des fonctions. Les contraintes d’agrégation définissent le niveau à partir
duquel l’agrégation doit être calculée. L’ordre d’exécution définit l’ordre nécessaire entre les
fonctions d’agrégation non-commutatives. Ces mécanismes d’agrégation liés à chaque mesure
sont détaillés dans un schéma d’agrégation différent.
La présentation des formalismes graphiques en deux niveaux (un schéma structurel et
des schémas d’agrégation) et l’utilisation d’un schéma d’agrégation différent pour chaque
mesure, ont pour but d’améliorer la lisibilité et de faciliter la compréhension de la BDM pour
l’analyste [Hassan et al., 2012b], [Hassan et al., 2012c], [Hassan et al., 2013a], [Hassan et al.,
2014]. Pour ces mêmes motifs, les hiérarchies sont présentées en version divisée aux schémas
d’agrégation contrairement au schéma structurel où elles sont présentées en version compacte.
Par ailleurs, les fonctions d’agrégation sont intégrées dans le modèle conceptuel afin de
− Eviter de commettre des erreurs par les analystes en utilisant des fonctions
inappropriées,
− Les utiliser pour réaliser des pré-calculs des agrégats,
− Permettre leur utilisation lors de l’analyse.
Pour cette dernière raison, nous avons défini quatre étapes que le système d’analyse
OLAP doit effectuer pour chaque analyse :
1. Déterminer les niveaux d’agrégation : pour définir l’analyse demandée,
2. Déterminer les fonctions d’agrégation : pour préciser les fonctions d’agrégation à
appliquer et traiter les agrégations contraintes qui nécessitent une agrégation en
plusieurs étapes,
3. Traiter l’ordre d’exécution : pour éviter des répétitions des fonctions d’agrégation
inutiles ou incorrectes,
4. Effectuer l’analyse : pour réaliser l’analyse demandée en appliquant les fonctions
d’agrégation en respectant leur ordre d’exécution et leurs contraintes d’agrégation.
Afin d’éviter tout blocage au cours de l’analyse, nous exigeons une couverture complète
(cf. Lemme 4) du schéma multidimensionnel par les fonctions d’agrégation et une cohérence
entre les contraintes d’agrégation et l’ordre d’exécution.
La proposition d’un modèle conceptuel constitue la première étape de la conception de
bases de données multidimensionnelles multifonctions. L’étude des impacts de ce modèle sur le
niveau logique et les pré-agrégats est réalisée dans le chapitre suivant.

4.CHAPITRE IV : MODÈLE LOGIQUE
MULTIDIMENSIONNEL MULTIFONCTIONS
4.1 INTRODUCTION
Le volume de l’entrepôt de données et la complexité des requêtes peuvent provoquer
des temps de réponse importants. Ce retard est souvent inapproprié dans la plupart des systèmes
d’aide à la décision. L’exigence habituelle pour le temps d’exécution de la requête est de
quelques secondes ou de quelques minutes au maximum [Harinarayan et al., 1996]. Il y a deux
technologies utilisées afin d’atteindre ces objectifs de performance : l’optimisation par index et
la matérialisation de vues.
Optimisation des index : les index sont des structures de données physiques permettant
d’accélérer la recherche, le tri, la jointure et l’agrégation des données. Ils jouent un rôle essentiel
dans les bases de données en général, et dans les systèmes décisionnels en particulier, où ils
réduisent le temps des réponses aux requêtes. Les optimiseurs de requête et les techniques
d’évaluation des requêtes peuvent gérer les agrégations [Chaudhuri & Shim, 1994], [Gupta et
al., 1995] et utiliser différentes stratégies d’indexation comme index bitmap, index de jointure
[O’Neiland & Graefe, 1995] et index de jointure en étoile [Red, 1997]. Ces travaux ne se situent
pas dans le cadre de nos études mais présentent un axe de recherche important.
Matérialisation des vues : une technique couramment utilisée en entrepôt de données
consiste à matérialiser (pré-calculer) des vues en stockant des résultats de requêtes fréquemment
demandées. Les valeurs de nombreuses vues sont calculables à partir de celles d’autres vues.
Ces vues sont modélisées par un treillis [Harinarayan et al., 1996] où les nœuds représentent les
vues et les arcs représentent les relations de dépendance entre elles. La construction du treillis
est une étape préliminaire qui permet par la suite de sélectionner l’ensemble des vues à
matérialiser [Harinarayan et al., 1996], [Paraboschi et al, 2003]. Sélectionner le bon ensemble
de vues à matérialiser est une des décisions les plus importantes dans la conception d’un
entrepôt de données [Gupta, 1997], car en matérialisant une vue, nous pourrions être en mesure
de répondre rapidement à des requêtes sur d’autres vues. Par exemple, nous pourrions vouloir
matérialiser une vue peu demandée si cela contribuait à répondre rapidement à de nombreuses
requêtes sur d’autres vues [Harinarayan et al., 1996].
Trois stratégies distinctes sont possibles pour choisir l’ensemble de vues à matérialiser
[Ullman, 1996] :
− Matérialiser toutes les vues (nœuds du treillis) : cette approche donne le meilleur
temps de réponse des requêtes. Cependant, pré-calculer et stocker toutes les vues
n’est pas applicable pour les bases des données multidimensionnelles volumineuses
car l’espace consommé devient excessif [Harinarayan et al., 1996] et le coût de
mise-à-jour peut être très élevé [Theodoratos & Sellis, 1997]. Il est à noter que
l’espace utilisé pour stocker les données est un bon indicateur du temps qu’il faut
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pour créer la vue matérialisée. L’espace utilisé a également des impacts sur
l’indexation et donc il augmente le coût global [Harinarayan et al., 1996].
− Ne matérialiser aucune vue : dans ce cas, nous avons besoin d’accéder aux données
de base brutes et de calculer chaque requête à la demande. Cette approche ne
comporte aucune optimisation pour améliorer les performances de calculs des
requêtes.
− Matérialiser seulement une partie du treillis : cette stratégie est un compromis entre
les deux stratégies précédentes. Plus nous matérialisons de vues, plus les
performances des requêtes seront améliorées. Si nous ne pouvons matérialiser
qu’une fraction des vues, en raison de contraintes d’espace de stockage, il devient
essentiel de choisir la matérialisation des vues parmi toutes celles possibles.
Notre objectif est d’étudier les conséquences de l’utilisation de plusieurs fonctions
d’agrégation sur le stockage de données, spécialement le treillis des pré-agrégats qui devraient
être calculés en utilisant les fonctions d’agrégation prédéfinies au niveau conceptuel.
Dans ce chapitre, nous détaillons nos propositions au niveau logique en présentant
comment les données des faits, des dimensions et les données pré-calculées sont stockées dans
un contexte relationnel (R-OLAP).
Plan du chapitre. Dans cette section, nous présentons notre problématique et notre
proposition. La deuxième section détaille la modélisation des schémas multidimensionnels au
niveau logique dans un environnement relationnel. La troisième section explique comment le
modèle du treillis est utilisé afin d’optimiser les systèmes décisionnels dans un contexte qui
utilise une seule fonction d’agrégation pour chaque mesure (uni-fonction). La quatrième section
étudie les impacts de notre modèle multifonctions sur le treillis.
4.1.1 Problématique
L’utilisation de plusieurs fonctions d’agrégation pour la même mesure au niveau
conceptuel ne devrait pas influencer le stockage des données de base (faits et dimensions). Ce
qui pourrait permettre d’appliquer notre modèle multifonction sur des systèmes décisionnels
sans la nécessité de modifier ces données. Par contre, les données pré-agrégées sont impactées
par cette utilisation de plusieurs fonctions, parce que ces fonctions définissent les calculs.
Dans la littérature, deux problèmes principaux liés aux vues matérialisées ont été
traités :
− La sélection des vues matérialisées [Harinarayan et al., 1996], [Yang et al., 1997],
[Baralis et al., 1997], [Gupta, 1997], [Theodoratos & Sellis, 1997], [Han et al.,
1998], [Gupta & Mumick, 1999], [Kotidis & Roussopoulos, 1999], [Agrawal et al.,
2000], [Liang et al., 2001], [Lee & Hammer, 2001], [Kotidis & Roussopoulos,
2001], [Kalnisa et al., 2002], [Yu et al., 2003], [Li et al., 2005], [Yu et al., 2005],
[Lawrence & Rau-Chaplin, 2006], [Nandi et al., 2011], [Hanusse et al., 2011],
[Kerkad et al., 2013], [Boukorca et al., 2013],
− La maintenance des vues matérialisées [Theodoratos & Sellis, 1997], [Huyn, 1997],
[Zhuge et al., 1997], [Zhuge et al., 1998], [Yang & Widom, 2000], [Labio et al.,
2000], [Kotidis & Roussopoulos, 2001], [Li et al., 2005], [Hanusse et al., 2011].
Tous ces travaux n’exploitent pas plusieurs fonctions d’agrégation pour la même
mesure. Notre objectif est de faire une étude détaillée des effets de l’utilisation de plusieurs
fonctions d’agrégation sur le treillis qui modélise les pré-agrégats. A notre connaissance, ceci
constitue un travail original.
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4.1.2 Notre proposition
Dans ce chapitre, nous présentons l’implantation des schémas multidimensionnels en
utilisant l’approche R-OLAP [Kimball, 1996]. Ensuite, nous exploitons l’ensemble des
fonctions d’agrégation dans le treillis des pré-agrégats. Cette exploitation peut affecter les pré-
agrégats (les nœuds du treillis) et les relations de calcul entre ces pré-agrégats (les arcs du
treillis). Nous distinguons sept impacts :
− Augmentation du nombre de nœuds,
− Typage des arcs,
− Modification d’arcs,
− Elagage du treillis,
− Blocage de la transitivité,
− Changement des données stockées,
− Différences entre les treillis d’optimisation des mesures analysées selon les mêmes
dimensions.
4.2 ETOILE R-OLAP
L’implantation courante repose sur l’approche dite R-OLAP. Elle consiste à utiliser un
système de gestion de données relationnelles pour implanter les schémas multidimensionnels
[Kimball, 1996], [Dinter et al., 1998], [Mangisengi & Tjoa, 1998]. Cette approche procure de
nombreux avantages :
− La réutilisation de mécanismes de gestion des données éprouvés,
− La capacité à gérer des volumes de données importants.
Les modèles R-OLAP transforment les faits et les dimensions du modèle
multidimensionnel conceptuel au niveau logique en tables relationnelles [Kimball, 1996]
comme suit :
− Chaque dimension est traduite en une table relationnelle de même nom. Les
paramètres et les attributs faibles de la dimension sont représentés par les attributs
de la table relationnelle (à l’exception du paramètre extrémité ‘AllDi’ qui n’est pas
traduit). La clé primaire de la table relationnelle est dérivée du paramètre racine ;
− Chaque fait est traduit en une table relationnelle de même nom. Cette table
comprend :
 Des attributs correspondants aux mesures du fait du modèle conceptuel
considéré,
 Des clés étrangères référençant les tables relationnelles représentant les
dimensions liées au fait considéré.
La clé primaire de la table du fait se compose des clés étrangères (ou bien d’un
attribut supplémentaire auto-incrémenté servant compteur des instances du fait).
Les tables résultantes et leurs relations forment un schéma logique dit schéma en étoile
[Kimball, 1996].
Exemple 1. La Figure 28 montre un exemple d’un schéma logique R-OLAP en étoile.
Ce schéma est basé sur le schéma conceptuel du fait ‘Température’ dans le schéma structurel de
notre exemple de météo (Figure 24). Ce fait comprend trois mesures : les températures
moyennes ‘Tem_Moy’, maximales ‘Tem_Max’ et minimales ‘Tem_Min’. Cependant, les
mesures des températures maximales ‘Tem_Max’ et minimales ‘Tem_Min’ ne sont pas stockées
dans la table relationnelle correspondante au fait car elles sont calculées à partir des
températures moyennes ‘Tem_Moy’.
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En ce qui concerne les fonctions d’agrégation, elles sont stockées dans le moteur de
base de données. Par ailleurs, nous utilisons un méta-schéma (détaillé dans le chapitre 6) pour
décrire le schéma multidimensionnel (faits, dimensions et hiérarchies) correspondant aux tables
relationnelles R-OLAP qui stockent les données d’analyse. Il décrit également les différentes
































































Figure 28 : Exemple de schéma logique R-OLAP en étoile
En normalisant les tables des dimensions, nous obtenons le schéma en flocon. Pour cela,
il faut transformer chaque dimension du modèle conceptuel en plusieurs tables relationnelles.
Chaque table relationnelle correspond à un niveau de granularité (paramètre). Elle contient :
− Une clé primaire dérivée du paramètre considéré,
− Une clé étrangère qui référence la table du paramètre directement supérieur. Par
exemple, la table ‘Département’ référence la table ‘Région’,
− Des attributs correspondants aux attributs faibles associés au paramètre considéré.
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Exemple 2. La Figure 29 montre le schéma logique R-OLAP en flocon traduit du même














































Figure 29 : Exemple de schéma logique R-OLAP en flocon
Le schéma en flocon présente les avantages suivants :
− Expliciter les hiérarchies,
− Eliminer les redondances de données, donc diminuer l’espace de stockage
nécessaire,
− Permettre le partage partiel de dimensions entre les faits d’une constellation.
Par contre, le schéma en flocon utilise beaucoup plus de liens d’intégrité référentielle
que le schéma en étoile afin de relier les différentes tables de niveaux de granularité. C’est
pourquoi il faut effectuer beaucoup de jointures afin d’exécuter les requêtes d’analyse. Donc,
avec un volume de données très important, le temps d’exécution est pénalisé dans un contexte
d’analyse interactive [Kimball, 1996].
En ce qui concerne les schémas en constellation, nous pouvons exploiter les mêmes
principes de transformation précédents.
4.3 ETOILE OPTIMISÉE UNI-FONCTION
La modélisation conceptuelle permet de structurer hiérarchiquement les graduations
(paramètres) des axes d’analyses. Ces hiérarchies sont exploitées pour optimiser la BDM. Cette
optimisation consiste à compléter le schéma multidimensionnel par un ensemble de relations
pré-calculant les agrégations nécessaires aux décideurs lors de leurs interrogations et analyses
OLAP. Classiquement, les pré-agrégations sont modélisées par un treillis [Harinarayan et al.,
1996] qui est formé en représentant toutes les agrégations possibles en fonction de différentes
combinaisons de paramètres [Nandi et al., 2011]. Chaque nœud représente un pré-agrégat (vue)
et chaque arc représente une relation parent/enfant entre deux nœuds ; le nœud enfant contient
un paramètre plus détaillé que celui du nœud parent [Nandi et al., 2011].
En fonction de la sémantique des relations entre les vues, nous pouvons définir trois
types de treillis [Gupta, 1997] :
− Un treillis de type ET : ce treillis est présenté par un graphe acyclique (Figure 30
(a)) ; si un nœud (vue) parent U (supérieur) a plusieurs nœuds enfants vl, v2, . . . , vk
(inférieurs), alors toutes les vues vl, v2, . . . , vk sont nécessaires pour calculer U et
cette dépendance est présentée par un demi-cercle à travers les arcs (U, v1), (U, v2),
…, (U, vn), appelé Arc Et ;
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− Un treillis de type OU : ce treillis est présenté par un graphe acyclique (Figure 30
(b)) ; contrairement au treillis de type ET, si un nœud parent U (supérieur) a
plusieurs nœuds enfants vl, v2, . . . , vk (inférieurs), alors U peut être calculé à partir
de chaque vue vi {vl, v2, . . . , vk} ;
− Un treillis de type ET-OU : ce type est une fusion des deux types précédents. Ce
treillis est présenté par un graphe acyclique (Figure 30 (c)) dont chaque nœud
parent est relié aux nœuds enfants, à partir desquels il peut être calculé, par une ou
plusieurs dépendances de type ET et OU.
V1
V3V2 V4









Figure 30 : Treillis de types ET, OU et ET-OU
Exemple 3. Pour éviter que le treillis soit trop complexe, nous simplifions l’exemple de
météo présenté précédemment. Nous ne prenons en compte que le fait ‘Précipitation’ ayant une
seule mesure : les précipitations ‘Précip’ analysée selon les deux dimensions :
− ‘Géographie’ avec ses deux hiérarchies ‘Hgéo_Scien’ pour l’analyse scientifique et
‘Hgéo_Simp’ pour l’analyse simple (cf. § 1.3.1),
− ‘Dates’ avec une seule hiérarchie ‘Hannée’.
Comme la Figure 31 (a) l’illustre, chaque hiérarchie a trois niveaux de granularité (deux



























































Figure 31 : Schémas structurel et d’agrégation de l’exemple simplifié
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Un algorithme pour construire le treillis de pré-agrégats, en se basant sur la structure
hiérarchique, afin d’inclure la sémantique des hiérarchies est défini dans [Ghozzi, 2004]. Le

























Figure 32 : Treillis d’optimisation uni-fonction17
Pour une mesure analysée en fonction de m dimensions, nous pouvons représenter
chaque nœud par un n-uplet <a1, a2, …, am> où chaque ai est un paramètre de l’i-ième dimension
[Harinarayan et al., 1996], formellement : ai  PDi. Par exemple, le nœud ‘Dép_AnnéeN’
représente l’agrégation des précipitations ‘Précip’ en fonction des paramètres ‘Département’ et
‘AnnéeN’. Chaque arc du treillis est défini par les deux nœuds entre lesquels il se trouve. Par
exemple l’arc (‘Ville_AnnéeN’, ‘Ville_AllD’) relie deux nœuds : le nœud parent ‘Ville_AllD’
avec le nœud enfant ‘Ville_AnnéeN’.
Le nœud racine (borne inférieure) du treillis correspond à la vue représentant les
données en fonction de la combinaison des paramètres racines de toutes les dimensions [Han et
al., 1998]. Ce nœud peut être calculé à partir des données de base (faits et dimensions)
contenues dans les tables de l’étoile R-OLAP. En outre, le nœud final (borne supérieure)
correspond à la vue agrégeant totalement les données en fonction de la combinaison des
paramètres extrémité (AllDi) de toutes les dimensions [Han et al., 1998].
Dans cette approche classique, contrairement à notre proposition, une fonction
d’agrégation unique est utilisée dans l’ensemble du treillis pour la mesure ‘Précip’. Lorsque la
fonction d’agrégation utilisée est distributive ou algébrique [Gray et al., 1996], un agrégat est
calculable directement à partir de l’agrégat inférieur direct, tandis que dans le cas d’une
agrégation holistique [Gray et al., 1996], l’agrégat se calcule en cheminant jusqu’aux relations
de base.
17 Ici, nous avons utilisé les abréviations qui sont entre parenthèses dans la Figure 31.
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Dans le cas d’une fonction distributive ou algébrique (à la condition de stocker des
valeurs intermédiaires), nous pouvons définir la transitivité des calculs dans le treillis [Gupta,
1997] : si une vue (nœud) U peut être calculée à partir des vues V, ul, u2,…, un et la vue V peut
être calculée à partir des vues vl, v2, …, vk, alors la vue U peut être calculée à partir des vues vl,
v2, …, vk, ul, u2,…, un. Ainsi, une vue <b1, b2, …, bm> est calculable d’une vue <a1, a2,..., am> si
et seulement si :
Dans nos travaux, nous supposons que les vues matérialisées sont stockées dans un
environnement relationnel. Donc, chaque nœud dans la Figure 32 représente une relation. La
Figure 33 décrit les relations (schéma et contenu) qui permettent d’optimiser notre exemple
simplifié (Figure 31 (a)). Les données de base (faits et dimensions) d’étoile R-OLAP de cet
exemple sont les suivantes :
GÉOGRAPHIE ( Ville, Niveau_Administratif, Département, D_Superficie)
Toulouse N3 Haute-Garonne 6309
Juzet-de-Luchon N1 Haute-Garonne 6309











Département Précip Pré_sum Pré_count
Haute-Garonne 7,3 44 6
Dép_AllD
JourN AnnéeN Précip Pré_sum Pré_count
01/01/2013 2013 9 18 2
02/01/2013 2013 7 14 2
01/01/2014 2014 6 12 2
AllG_JourN
Ville Département AnnéeN Précip Pré_sum Pré_count
Toulouse Haute-Garonne 2013 9,5 19 2
Toulouse Haute-Garonne 2014 6 6 1
Juzet-de-Luchon Haute-Garonne 2013 6,5 13 2
Juzet-de-Luchon Haute-Garonne 2014 6 6 1
Ville_AnnéeN
Ville Département JourN AnnéeN Précip
Toulouse Haute-Garonne 01/01/2013 2013 10
Toulouse Haute-Garonne 02/01/2013 2013 9
Toulouse Haute-Garonne 01/01/2014 2014 6
Juzet-de-Luchon Haute-Garonne 01/01/2013 2013 8
Juzet-de-Luchon Haute-Garonne 02/01/2013 2013 5
Juzet-de-Luchon Haute-Garonne 01/01/2014 2014 6
Ville_JourN
Département JourN AnnéeN Précip Pré_sum Pré_count
Haute-Garonne 01/01/2013 2013 9 18 2
Haute-Garonne 02/01/2013 2013 7 14 2
Haute-Garonne 01/01/2014 2014 6 12 2
Dép_JourN
Département AnnéeN Précip Pré_sum Pré_count
Haute-Garonne 2013 8 32 4
Haute-Garonne 2014 6 12 2
Dép_AnnéeN
Ville Département Précip Pré_sum Pré_count
Toulouse Haute-Garonne 8,3 25 3
Juzet-de-Luchon Haute-Garonne 6,3 19 3
Ville_AllD
AnnéeN Précip Pré_sum Pré_count
2013 8 32 4





Figure 33 : Les relations du treillis d’optimisation uni-fonction
Dans ces relations, l’attribut ‘Précip’ représente la moyenne des précipitations calculée
par la fonction d’agrégation AVG. Il s’agit, ici, d’un cas de fonction algébrique. Donc, des
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valeurs intermédiaires (la somme ‘Pré_sum’ et le nombre ‘Pré_count’ des occurrences des
précipitations) sont stockées et seront utilisées pour calculer les nœuds supérieurs. Par exemple,
le nœud ‘Dép_AllD’ est calculable en divisant la somme de ‘Pré_sum’ par la somme de
‘Pré_count’ (SUM(Pré_sum) / SUM (Pré_count)) des nœuds ‘Dép_AnnéeN’ et ‘Ville_AllD’
directement inférieurs ou par la transitivité, des nœuds ‘Ville_AnnéeN’ et ‘Dép_JourN’ plus
loin. Par conséquence, tous les nœuds peuvent être calculés à partir de nœud racine
(‘Ville_JourN’) et également, le nœud final (‘AllG_AllD’) est calculable à partir de tous les
autres nœuds [Li et al., 2005].
Le treillis présenté dans cette section ne tient pas compte la combinaison de plusieurs
fonctions d’agrégation sur la même mesure. Il considère que les précipitations sont agrégées par
une seule fonction d’agrégation (AVG). Autrement dit, ce treillis ne prend pas en compte le
schéma d’agrégation présenté dans la Figure 31 (b). Dans la section suivante, nous étudions, en
considérant le schéma d’agrégation, les impacts de cette combinaison de plusieurs fonctions sur
le treillis.
4.4 ETOILE OPTIMISÉE MULTIFONCTIONS
L’expressivité des mécanismes d’agrégation (les différentes fonctions d’agrégation, les
contraintes d’agrégation et l’ordre d’exécution) que nous avons introduite dans le modèle
conceptuel peut être exploitée au niveau du treillis.
4.4.1 Augmentation du nombre de nœuds
Dans notre modèle multidimensionnel conceptuel multifonctions, en utilisant les
fonctions d’agrégation multiples hiérarchiques et/ou les fonctions différenciées, nous pouvons
associer (pour une mesure concernée) le même paramètre dans des hiérarchies différentes à des
fonctions d’agrégation différentes. Cela donne des résultats d’agrégation différents pour la
même analyse selon la hiérarchie utilisée. Ainsi, des nouveaux nœuds compatibles avec les
résultats de toutes ces agrégations possibles se produiront dans le treillis (Figure 34).
Exemple 4. Dans notre exemple simplifié, selon le schéma d’agrégation (Figure 31 (b)),
les précipitations ‘Précip’ par département et par jour peuvent être calculées en utilisant la
fonction d’agrégation multiple hiérarchique ‘SELECT_CENTER(Niv_Adm, Précip)’ sur la
hiérarchie ‘Hgéo_simp’ ou bien en utilisant la fonction d’agrégation différenciée ‘AVG(Précip)’
sur la hiérarchie ‘Hgéo_Scien’. Evidemment, chaque fonction donne des résultats différents.
Donc, deux nœuds pour les précipitations départementales quotidiennes seront dans le treillis.
Afin de distinguer ces deux nœuds, nous ajoutons aux noms des paramètres, dans les noms des
nœuds, des abréviations des hiérarchies correspondantes : ‘HSi’ pour ‘Hgéo_simp’ et ‘HSc’
pour ‘Hgéo_Scien’ (Figure 34).
Le nombre total de nœuds du treillis (la taille du treillis) dépend du nombre des
paramètres des hiérarchies dans les dimensions. Pour un treillis uni-fonction, (c’est-à-dire, sans
considération des schémas d’agrégation) construit en fonction de m dimensions (Figure 32), ce
nombre est calculé en multipliant les nombres de paramètres de chaque dimension [Han et al.,
1998], [Ghozzi, 2004], [Li et al., 2005] :
Mais dans notre modèle multifonctions, en supposant que chaque hiérarchie ou chaque
paramètre, possède sa propre fonction d’agrégation pour agréger la mesure concernée, le
nombre de nœuds du treillis (Figure 34) est calculé en multipliant les sommes (des nombres de
paramètres de chaque hiérarchie) dans chaque dimension. Ici, nous devons être prudents pour ne
pas compter le paramètre racine d’une dimension plusieurs fois avec les différentes hiérarchies :
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Nous appliquons cette formule à notre exemple simplifié (Figure 31) où chaque
hiérarchie a trois paramètres ; ainsi :
le nombre de nœuds = ((3-1)Hgéo_Scien+(3-1)Hgéo_Simp+1)Géographie × ((3-1)Hannée+1)Dates = 15.
Dans le cas où, un ou plusieurs paramètres communs à plusieurs hiérarchies ont les
mêmes fonctions d’agrégation sur les différentes hiérarchies, alors le nombre de nœuds du
treillis est situé entre les deux cas précédents :
La sélection de l’ensemble de vues à matérialiser devient plus difficile avec
l’augmentation du nombre de nœuds du treillis. En outre, cette augmentation du nombre de
nœuds peut correspondre à la modification de sa forme. Si un niveau extrémité ‘AllDi’ est
associé à deux fonctions d’agrégation différentes sur deux hiérarchies distinctes pour agréger la
même mesure, alors le treillis aura deux nœuds finaux. Donc, le treillis d’optimisation devient
un graphe. Par soucis de cohérence avec de précédents travaux, nous gardons le terme treillis
dans la suite du mémoire.
Exemple 5. Dans notre exemple simplifié, les précipitations au niveau ‘AllGéographie’ sont
agrégées selon deux fonctions d’agrégation (‘AVG_W(Précip, D_Superficie)’ et
‘SELECT_CENTER(Niv_Adm, Précip)’) sur les deux hiérarchies ‘Hgéo_Scien’ et ‘Hgéo_Simp’.
Donc, le treillis (Figure 34) a deux nœuds extrémités afin de combiner l’agrégation des

















Figure 34 : Treillis d’optimisation multifonctions18
18 Ici, nous avons utilisé les abréviations qui sont entre parenthèses dans la Figure 31 et ‘HSi’ pour
‘Hgéo_simp’ et ‘HSc’ pour ‘Hgéo_Scien’.
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Ainsi, le nombre de nœuds extrémités est calculé par la multiplication des nombres
d’agrégations différentes au niveau ‘AllDi’ sur chaque dimension.
4.4.2 Typage des arcs
Comme l’illustre la Figure 35, la possibilité pour une même mesure d’utiliser les
fonctions d’agrégation multiples et différenciées nécessite de typer les arcs du treillis,
contrairement au treillis uni-fonction qui considère une fonction d’agrégation unique. Ce typage
permet d’indiquer entre deux nœuds la fonction d’agrégation correspondante.
Exemple 6. Selon le schéma d’agrégation de notre exemple simplifié (Figure 31 (b)),
cinq fonctions d’agrégation sont utilisées afin d’agréger les précipitations. Pour le calcul des
précipitations annuelles nous utilisons la somme (SUM), tandis que le calcul des précipitations
générales (niveau ‘AllDates’) sur la dimension ‘Dates’ se fait en utilisant la moyenne (AVG). Dans
le treillis, il faut donc distinguer les arcs qui relient les nœuds faisant intervenir le paramètre
‘JourN’, aux nœuds faisant intervenir le paramètre ‘AnnéeN’ (qui utilisent la fonction SUM), de
ceux qui relient les nœuds faisant intervenir le paramètre ‘AnnéeN’, aux nœuds faisant
intervenir le niveau ‘AllDates’ (qui utilisent la fonction AVG). De la même manière, il faut
distinguer :
− Les arcs entre les paramètres (‘Ville’ et ‘Département’), qui utilisent la fonction
moyenne (AVG), des arcs entre les paramètres (‘Département’ et ‘AllGéographie’), qui
utilisent la moyenne en pondérant par la superficie des départements (AVG_W), sur
la hiérarchie ‘Hgéo_Scien’,
− Les arcs entre les paramètres (‘Ville’ et ‘Département’) et les paramètres
(‘Département’ et ‘AllGéographie’) sur la hiérarchie ‘Hgéo_Simp’, qui utilisent la
fonction (SELECT_CENTER) afin de réaliser l’agrégation simple, des autres arcs qui
utilisent les fonctions somme, moyenne et moyenne pondérée.
Dans la Figure 35, les arcs correspondant aux fonctions d’agrégation moyenne (AVG),
moyenne pondérée (AVG_W) et somme (SUM) apparaissent respectivement en trait simple, en
double et triple trait tandis que les arcs correspondant à la fonction (SELECT_CENTER)
apparaissent en tiret.
Lorsque plusieurs chemins sont possibles pour calculer une vue, le chemin le moins
coûteux est préféré. La fonction de coût, que nous ne détaillons pas, privilégie les temps de
calcul les plus efficaces [Kotidis & Roussopoulos, 1999]. Nous pouvons néanmoins remarquer
que l’utilisation de fonctions d’agrégation différentes sur chaque arc rend l’estimation du coût






















Figure 35 : Treillis d’optimisation multifonctions avec des arcs typés
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4.4.3 Modification d’arcs
Dans notre modèle, nous avons proposé un mécanisme de contrainte sur l’agrégation
pour fixer le niveau d’agrégation valide à partir duquel se calcule une agrégation supérieure. Ce
niveau valide n’est pas forcément le niveau directement inférieur. Nous exprimons ce cas
lorsque nous utilisons une valeur de la contrainte différente de 0 ou -1, où :
− Pour la valeur (0), l’agrégation est calculable à partir de n’importe quel niveau
inférieur,
− Pour la valeur (-1), l’agrégation est calculable uniquement à partir du niveau
directement inférieur.
Les contraintes différentes de 0 et -1 induisent des changements de chemins du calcul
(arcs) dans le treillis : les arcs correspondant aux fonctions ayant des contraintes autres que 0 et
-1 ne relient pas les nœuds concernés aux nœuds directement inférieurs mais ils les relient aux
nœuds plus éloignés qui correspondent aux paramètres valides pour le calcul.
Exemple 7. Dans notre exemple (Figure 31), les précipitations générales (niveau
‘AllDates’) sont calculées à partir des précipitations annuelles (valeur de contrainte = -1) par la
fonction moyenne (AVG). Dans l’hypothèse où nous aurions choisi de calculer ces précipitations
générales à partir des précipitations quotidiennes, la contrainte de la fonction moyenne aurait été
fixée à -2. Donc, tous les arcs représentant cette fonction et reliant les nœuds correspondants au
niveau ‘AllDates’ aux nœuds correspondants au paramètre ‘AnnéeN’, seraient modifiés et
relieraient les nœuds correspondants au niveau ‘AllDates’ aux nœuds correspondants au niveau
‘JourN’ directement. Alors, le treillis correspondrait à la Figure 36 où les arcs modifiés sont






















Figure 36 : Treillis d’optimisation multifonctions avec contraint = -2
Ici, il est important d’indiquer que l’application des deux derniers impacts (le typage
des arcs et la modification d’arcs) est nécessaire pour réaliser les prochains impacts (le blocage
de la transitivité et l’élagage du treillis). Ces deux derniers s’appuient sur l’ordre des fonctions
d’agrégation et l’ordre des valeurs d’ordre d’exécution dans le treillis. D’un côté, le typage des
arcs définit l’ordre des fonctions d’agrégation dans le treillis. D’un autre côté, la modification
d’arcs change cet ordre.
Par ailleurs, les valeurs d’ordre d’exécution peuvent être définies dans le treillis au
cours du typage des arcs. L’ordre de ces valeurs peut être différent de l’ordre des fonctions
d’agrégation car :
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− Deux fonctions d’agrégation différentes peuvent avoir la même valeur d’ordre
d’exécution. Par exemple, les fonctions ‘SUM’ et ‘SELECT_CENTER’ dans notre
exemple simplifié (Figure 31) ont la même valeur d’ordre d’exécution (1),
− Une fonction d’agrégation peut être définie deux fois dans le schéma d’agrégation
avec deux valeurs d’ordre d’exécution différentes.
Dans la Figure 37, les ordres d’exécution ont été associés aux arcs afin de faciliter la
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Figure 37 : Treillis d’optimisation multifonctions avec l’ordre d’exécution
4.4.4 Elagage du treillis
Dans notre modèle conceptuel multidimensionnel multifonctions, il y a un ordre entre
les fonctions d’agrégation. Il s’agit de l’ordre avec lequel les fonctions d’agrégation doivent être
appliquées. Cet ordre d’exécution est utilisé pour éliminer les combinaisons des fonctions
d’agrégation invalides qui donnent des résultats incohérents. Ces combinaisons interdites
correspondent aux chemins ou arcs dans le treillis. Par conséquent ces arcs sont invalides et
peuvent ainsi être éliminés pour réduire le treillis. Cette élimination diminue le nombre de
chemins alternatifs dans le treillis. Cela facilite la tâche de la fonction de coût pour trouver le
chemin le moins coûteux.
Exemple 8. Dans notre exemple (Figure 31), on ne peut pas appliquer la fonction
‘SUM(Précip)’ sur la dimension ‘Dates’ (avec un ordre d’exécution de valeur 1) après la
fonction ‘AVG(Précip)’ sur la hiérarchie ‘Hgéo_Scien’ de la dimension ‘Géographie’ (avec un
ordre d’exécution de valeur 2) car cela donnerait un résultat invalide. Ainsi, pour obtenir le
nœud ‘Dép(HSc)_AnnéeN’ (les précipitations départementales annuelles selon l’agrégation
scientifique), on ne peut pas le calculer à partir du nœud ‘Dép(HSc)_JourN’ (les précipitations
départementales quotidiennes selon l’agrégation scientifique). L’arc entre les nœuds
‘Dép(HSc)_JourN’ et ‘Dép(HSc)_AnnéeN’ peut donc être supprimé.
Afin d’éliminer tous les arcs invalides, nous pouvons nous appuyer sur le treillis
d’optimisation multifonctions avec l’ordre d’exécution (Figure 37). Sur tous les chemins
possibles, à partir du nœud racine (représentant les données en fonction des niveaux de base de
toutes les dimensions [Han et al., 1998]) jusqu’au nœud final (représentant l’agrégation totale
des données), il est interdit de passer d’un arc associé à un ordre d’exécution supérieur à un arc
associé à un ordre d’exécution inférieur. Pour effectuer cet élagage, il faut donc vérifier si les
arcs précédents pour un certain arc sont associés à des ordres d’exécution supérieurs, alors cet
arc doit être supprimé. Ainsi, aucun arc au premier niveau (qui relie le nœud racine aux nœuds
directement supérieurs (Figure 37)) ne doit être supprimé. Ce processus de vérification doit être
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réalisé simplement à partir du deuxième niveau d’arcs du treillis vers le haut, niveau après
niveau.
En appliquant ce processus d’élagage au treillis de notre exemple (Figure 37) :
− Au deuxième niveau d’arcs : l’arc (‘Dép(HSc)_JourN’, ‘Dép(HSc)_AnnéeN’) doit
être supprimé parce qu’il est associé à un ordre d’exécution de valeur 1 et il est
précédé par un seul arc ayant un ordre d’exécution de valeur 2 ;
− Au troisième niveau d’arcs : de la même manière, il faut supprimer les arcs entre les
nœuds ‘AllG(HSc)_JourN’ et ‘AllG(HSc)_AnnéeN’ et les nœuds ‘Ville_AllD’ et
‘Dép(HSi)_AllD’ ;
− Au quatrième niveau d’arcs : après la suppression des arcs au troisième niveau, les
deux arcs (‘AllG(HSc)_AnnéeN’, ‘AllG(HSc)_AllD’) et (‘Dép(HSi)_AllD’,
‘AllG(HSi)_AllD’), ayant l’ordre d’exécution de valeur 2 et 1 respectivement,
deviennent précédés par un seul arc (‘Dép(HSc)_AnnéeN’, ‘AllG(HSc)_AnnéeN’)
et (‘Dép(HSi)_AnnéeN’, ‘Dép(HSi)_AllD’) respectivement qui ont des ordres
d’exécution supérieurs 3 et 2 respectivement. Donc, ils doivent être éliminés.
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Figure 38 : Treillis d’optimisation multifonctions avec des arcs élagués
Par ailleurs, si nous ne respectons pas la condition de la cohérence entre les contraintes
d’agrégation et l’ordre d’exécution (cf. § 3.3.2), l’élagage risque de diviser le treillis. Ce qui
rend le calcul de certains nœuds impossible.
La Figure 39 présente un exemple d’un treillis sans cette cohérence. La Figure 39 (a)
montre le schéma d’agrégation à partir duquel le treillis de la Figure 39 (b) est construit. Dans
ce schéma d’agrégation les fonctions F1 et F3 ne respectent pas la condition de cohérence entre
les contraintes d’agrégation et l’ordre d’exécution où la fonction F3 a un ordre d’exécution de
valeur 1 qui est inférieur à l’ordre d’exécution de la fonction F1 de valeur 2, par contre les
contraintes d’agrégation exigent d’appliquer F1 avant F3. A cause de ces valeurs d’ordre
d’exécution et contraintes d’agrégation, les arcs en gris dans la Figure 39 (b) devraient être
supprimés selon le processus d’élagage présenté au-dessus. Le treillis se divise alors en deux
parties rendant une partie des calculs impossibles.
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(a) : schéma d’agrégation
Figure 39 : Treillis sans la cohérence entre les contraintes d’agrégation et l’ordre
d’exécution
4.4.5 Blocage de la transitivité
Les contraintes (spécification d’un niveau précis à partir duquel l’agrégation considérée
doit être calculée) associées aux fonctions d’agrégation ont une autre répercussion sur le treillis :
les arcs obtenus à partir de ces fonctions contraintes, qui ont une contrainte d’agrégation autre
que zéro, imposent de calculer un nœud à partir d’un nœud précis. Il est alors interdit de calculer
un nœud supérieur par transitivité des nœuds inférieurs comme cela est possible dans le treillis
uni-fonction [Gupta, 1997]. Ainsi les chemins de calcul sont bloqués dès qu’un arc contraint
intervient.
Exemple 9. Dans le treillis de notre exemple (Figure 40), le nœud ‘AllG(HSi)_JourN’
est calculable à partir du nœud inférieur direct ‘Dép(HSi)_JourN’, par transitivité, il est
également calculable à partir du nœud inférieur ‘Ville_JourN’. Par contre, l’arc contraint issu de
la contrainte de la fonction ‘AVG_W(Précip, D_Superficie)’ qui opère sur l’arc
(‘Dép(HSc)_JourN’, ‘AllG(HSc)_JourN’) bloque la transitivité des calculs. Donc, le nœud
‘AllG(HSc)_JourN’ est calculable à partir du nœud inférieur direct ‘Dép(HSc)_JourN’ mais il ne
l’est pas par transitivité à partir du nœud inférieur ‘Ville_JourN’.
De la même manière, le changement des ordres d’exécution ou des fonctions entre les
arcs provoque un blocage de la transitivité. Autrement dit, si tous les arcs précédents pour un arc
spécifique correspondent à des fonctions et/ou des ordres d’exécution différents, alors cet arc est
non transitif.
Exemple 10. Dans la Figure 38, l’arc (‘Ville_AnnéeN’, ‘Dép(HSc)_AnnéeN’)
correspond à la fonction ‘AVG(Précip)’ avec un ordre d’exécution de valeur 2. Cet arc a un seul
arc précédent (‘Ville_JourN’, ‘Ville_AnnéeN’) qui correspond à la fonction ‘SUM(Précip)’ avec
un ordre d’exécution de valeur 1. A cause de la différence entre les ordres d’exécution l’arc
(‘Ville_AnnéeN’, ‘Dép(HSc)_AnnéeN’) est non transitif (Figure 40). Donc, le nœud
‘Dép(HSc)_AllD’ est calculable par transitivité à partir du nœud ‘Ville_AnnéeN’ mais il n’est
pas calculable par transitivité à partir du nœud ‘Ville_JourN’. En effet, le schéma d’agrégation
(Figure 31 (b)) impose à l’ordre d’exécution de calculer d’abord les précipitations annuelles
(nœud ‘Ville_AnnéeN’) pour pouvoir calculer ensuite les précipitations départementales selon
l’agrégation scientifique (nœud ‘Dép(HSc)_AllD’).
La Figure 40 décrit le treillis d’optimisation multifonctions contrôlé final dans lequel les
arcs étiquetés par un cercle barré sont obtenus soit à partir des contraintes d’agrégation, soit à
partir du changement d’ordre d’exécution ou de fonction d’agrégation entre les arcs.
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Dans ce treillis, nous pouvons distinguer deux comportements différents pour les arcs
contraints par rapport aux arcs des niveaux supérieurs :
− Si l’arc est suivi, au niveau supérieur, par un arc ayant le même type de fonction
d’agrégation et le même ordre d’exécution, alors la transitivité du calcul est bloquée
au-dessous de l’arc considéré. Par exemple, l’arc contraint (‘Ville_AnnéeN’,
‘Dép(HSi)_AnnéeN’) est suivi par l’arc (‘Dép(HSi)_AnnéeN’,
‘AllG(HSi)_AnnéeN’). Ces deux arcs correspondent au même type de fonction
d’agrégation ‘SELECT_CENTER(Niv_Adm, Précip)’ et même ordre d’exécution de
valeur 1. Donc, le nœud ‘AllG(HSi)_AnnéeN’ peut être calculé par transitivité à
partir de nœud ‘Ville_AnnéeN’ qui se trouve en bas de l’arc contraint considéré
mais il ne peut pas être calculé à partir de nœuds inférieurs comme ‘Ville_JourN’ ;
− Si l’arc est suivi, au niveau supérieur, par un arc d’autre type de fonction
d’agrégation et/ou d’autre ordre d’exécution, alors la transitivité du calcul est
bloquée à partir de l’arc considéré lui-même. Par exemple, l’arc contraint
(‘Dép(HSi)_JourN’, ‘Dép(HSi)_AnnéeN’) est suivi par le même arc de l’exemple
précédent (‘Dép(HSi)_AnnéeN’, ‘AllG(HSi)_AnnéeN’). Les deux arcs
correspondent aux types de fonction d’agrégation différents ‘SUM(Précip)’ et
‘SELECT_CENTER(Niv_Adm, Précip)’ respectivement. Donc, le nœud
‘AllG(HSi)_AnnéeN’ peut être calculé à partir d’un nœud inférieur direct
‘Dép(HSi)_AnnéeN’ mais il ne peut pas être calculé par transitivité à partir de nœud























Figure 40 : Treillis d’optimisation multifonctions contrôlé (avec des arcs contraints)
4.4.6 Changement des données stockées
A l’instar du stockage des vues matérialisées du treillis uni-fonction, nous supposons
que les données des nœuds du treillis multifonctions sont stockées dans des relations. La Figure
41 décrit ces relations (schéma et contenu) d’optimisation de notre exemple simplifié (Figure
31).
En comparant les données des vues matérialisées du treillis uni-fonction (Figure 33)
avec les données des vues matérialisées du treillis multifonctions (Figure 41), nous pouvons
remarquer que l’utilisation de plusieurs fonctions d’agrégation pour la même mesure peut
affecter également les données (le contenu des nœuds).
D’un côté, dans ce treillis multifonctions, de nouvelles données
(‘Niveau_Administratif’ et ‘D_Superficie’) sont stockées dans certains nœuds. Ces données
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correspondent aux arguments des fonctions d’agrégations (AVG_W, SELECT_CENTER) qui
suivent ces nœuds (c’est-à-dire, appliquées à ces nœuds).
D’un autre côté, bien que la fonction algébrique (AVG) soit utilisée sur sept arcs, il n’y a
que deux nœuds (‘Ville_AllD’ et ‘Dép(HSc)_AnnéeN’) dans lesquels les valeurs intermédiaires
(Pré_sum et Pré_count) sont stockées. Car, pour que le stockage des valeurs intermédiaires
d’une fonction algébrique soit utile, il faut avoir au moins deux arcs successifs correspondant à
cette fonction à condition que l’arc au niveau supérieur soit transitif (non contraint). Ainsi, les
contraintes d’agrégation, l’élagage du treillis et l’utilisation de plusieurs fonctions d’agrégation,
qui produisent des changements de types entre les arcs successifs, rendent plus difficile
l’atteinte de cette condition, ce qui peut diminuer les données intermédiaires stockées.
Département D_Sup AnnéeN Précip Pré_sum Pré_count
Haute-Garonne 6309 2013 16 32 2
Haute-Garonne 6309 2014 6 12 2
Dép(HSc)_AnnéeN
Département Niv_Adm AnnéeN Précip
Haute-Garonne N3 2013 19
Haute-Garonne N3 2014 6
Dép(HSi)_AnnéeN
Département Niv_Adm JourN AnnéeN Précip
Haute-Garonne N3 01/01/2013 2013 10
Haute-Garonne N3 02/01/2013 2013 9








Ville Niv_Adm Département D_Sup JourN AnnéeN Précip
Toulouse N3 Haute-Garonne 6309 01/01/2013 2013 10
Toulouse N3 Haute-Garonne 6309 02/01/2013 2013 9
Toulouse N3 Haute-Garonne 6309 01/01/2014 2014 6
Juzet-de-Luchon N1 Haute-Garonne 6309 01/01/2013 2013 8
Juzet-de-Luchon N1 Haute-Garonne 6309 02/01/2013 2013 5
Juzet-de-Luchon N1 Haute-Garonne 6309 01/01/2014 2014 6
Ville_JourN
Département JourN Précip D_Sup
Haute-Garonne 01/01/2013 9 6309
Haute-Garonne 02/01/2013 7 6309
Haute-Garonne 01/01/2014 6 6309
Dép(HSc)_JourN
Ville Niv_Adm Département D_Sup AnnéeN Précip
Toulouse N3 Haute-Garonne 6309 2013 19
Toulouse N3 Haute-Garonne 6309 2014 6
Juzet-de-Luchon N1 Haute-Garonne 6309 2013 13







Ville Département D_Sup Précip Pré_sum Pré_count
Toulouse Haute-Garonne 6309 12,5 25 2


























Figure 41 : Les relations du treillis d’optimisation multifonctions contrôlé
4.4.7 Différences entre les treillis d’optimisation des mesures analysées selon les
mêmes dimensions
Dans le cas de plusieurs mesures analysées selon les mêmes dimensions, les treillis uni-
fonctions de toutes ces mesures sont identiques [Li et al., 2005]. Dans notre modèle
multifonctions, les différences entre les fonctions d’agrégation de chaque mesure génèrent
forcement des différences entre les treillis d’optimisation. C’est pourquoi nous proposons
d’utiliser un treillis d’optimisation différent pour chaque mesure.
Afin d’illustrer les différences entre ces treillis, nous utilisons un fait ‘Température’
ayant deux mesures : températures minimales ‘Tem_Min’ et températures moyennes
‘Tem_Moy’. Le schéma structurel correspondant à ce fait est similaire au schéma structurel de
l’exemple simplifié présenté précédemment Figure 31 (a) mais avec le fait ‘Température’ à la
place du fait ‘Précipitation’. Les schémas d’agrégation des mesures ‘Tem_Min’ et ‘Tem_Moy’
sont présentés dans la Figure 42 (a, b) respectivement.









































1 Min(Tem_Moy ) -2
Figure 42 : Schémas d’agrégation des températures simplifiés19
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Ville_AllD








































Figure 43 : Treillis d’optimisation des températures moyennes et minimales
19 Ici, nous avons utilisé les abréviations qui sont entre parenthèses dans la Figure 31.
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En s’appuyant sur ces schémas, nous comparons les treillis d’optimisation des mesures
‘Tem_Min’ (Figure 43 (a)), ‘Tem_Moy’ (Figure 43 (b)) et ‘Précip’ de l’exemple simplifié
présenté précédemment (Figure 40).
Dans le schéma d’agrégation de la mesure ‘Tem_Min’ (Figure 42 (a)), deux fonctions
d’agrégation sont utilisées au niveau ‘Département’ :
− La fonction différenciée ‘SELECT_CENTER(Niv_Adm,Tem_Moy)’ sur la hiérarchie
‘Hgéo_simp’,
− La fonction générale ‘MIN(Tem_Moy)’ sur la hiérarchie ‘Hgéo_Scien’.
Par contre, les températures minimales sont agrégées au niveau ‘AllGéographie’ sur les
deux hiérarchies ‘Hgéo_simp’ et ‘Hgéo_Scien’ par la même fonction d’agrégation qui est la
fonction ‘MIN(Tem_Moy)’. C’est ce qui rend les valeurs des températures minimales
‘Tem_Min’ d’un côté, différentes entre les deux hiérarchies au niveau ‘Département’ et de
l’autre, identiques au niveau ‘AllGéographie’. Donc, deux nœuds pour les températures minimales
départementales en fonction de chaque paramètre de la dimension ‘Dates’ coexistent dans le
treillis contrairement à un seul nœud pour les températures minimales générales (correspondant
au niveau ‘AllGéographie’) (Figure 43 (a)). En outre, selon le schéma d’agrégation des températures
moyennes ‘Tem_Moy’ (Figure 42 (b)), les agrégations aux niveaux ‘Département’ et
‘AllGéographie’ sont différentes entre les deux hiérarchies ‘Hgéo_simp’ et ‘Hgéo_Scien’. Donc,
deux nœuds pour chaque paramètre de la dimension ‘Géographie’ en fonction de chaque
paramètre de la dimension ‘Dates’ seront présents dans le treillis d’optimisation.
Comme le montre la Figure 43, à cause des différences entre les fonctions d’agrégation
des mesures du fait ‘Température’, le nombre de nœuds et la forme du treillis d’optimisation
peuvent être différents d’une mesure à l’autre. Le treillis des températures minimales
‘Tem_Min’ a un seul nœud final (borne supérieure) avec 12 nœuds tandis que le treillis des
températures moyennes ‘Tem_Moy’ a deux nœuds finaux avec 15 nœuds.
D’un autre côté, même si les treillis ont le même nombre de nœuds et la même forme, il
peut exister d’autres différences concernant les relations du calcul entre les nœuds (les arcs).
Les contraintes sur les fonctions d’agrégation d’une mesure peuvent modifier les arcs du treillis
autrement que ceux d’une autre mesure analysée selon les mêmes dimensions. De la même
façon, à cause de l’ordre d’exécution, des arcs peuvent être supprimés dans le treillis
d’optimisation d’une mesure autrement que ceux du treillis d’une autre mesure analysée selon
les mêmes dimensions. Enfin, le blocage de transitivité de calcul peut varier d’un treillis à
l’autre. Nous pouvons remarquer de telles différences en comparant le treillis des précipitations
‘Précip’ (Figure 40) avec le treillis des températures moyennes ‘Tem_Moy’ (Figure 43 (b)) en
sachant que les deux treillis ont le même nombre de nœuds et la même forme. Il convient de
noter ici que nous pouvons comparer les treillis de ces deux dernières mesures, malgré qu’elles
ne soient pas du même fait, parce que les deux mesures sont analysées selon les mêmes
dimensions (‘Géographie’ et ‘Dates’).
Par ailleurs, si les fonctions d’agrégation sur chaque dimension ont un ordre
d’exécution différent des autres dimensions, alors le treillis d’optimisation n’est plus un graphe,
mais un arbre. Par conséquent, pour calculer chaque nœud, il n’y a qu’un seul chemin d’accès à
partir du nœud racine. Cela réduit le nombre d’arcs et rend certains nœuds critiques car de
nombreux nœuds nécessitent le calcul de ces nœuds. Donc, ces nœuds deviennent des candidats
plus importants à matérialiser.
Exemple 11. Dans le schéma d’agrégation des températures moyennes ‘Tem_Moy’, il
n’y a aucune valeur d’ordre d’exécution commune sur les deux dimensions ‘Géographie’ et
‘Dates’. La dimension ‘Géographie’ est associée aux fonctions d’agrégation ayant des ordres
d’exécution de valeurs 1 et 3 tandis que la fonction d’agrégation appliquée sur la dimension
‘Dates’ a un ordre d’exécution de valeur 2. Donc, le treillis d’optimisation des températures
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moyennes devient un arbre, comme le montre la Figure 43 (b). Par conséquence, les nœuds
‘Dép(HSc)_JourN’ et ‘Ville_AnnéeN’ deviennent vitaux.
4.5 CONCLUSION
Dans ce chapitre, nous avons étudié les conséquences de l’utilisation de plusieurs
fonctions d’agrégation prédéfinies au niveau conceptuel sur le stockage de données de base
(faits et dimensions) et de données d’optimisation (vues matérialisées) au niveau logique.
A l’instar du stockage R-OLAP [Kimball, 1996], [Dinter et al., 1998], [Mangisengi &
Tjoa, 1998], nous avons proposé de stocker les données des faits et des dimensions du modèle
multifonctions dans des tables relationnelles [Hassan et al., 2012a], [Hassan et al., 2012b],
[Hassan et al., 2012c], [Hassan et al., 2013a], [Hassan et al., 2014]. Chaque dimension et
chaque fait sont stockés dans une table relationnelle où les tables des faits ont des clés
étrangères référençant les tables des dimensions formant ainsi un schéma logique dit schéma en
étoile [Kimball, 1996]. Un schéma en flocon peut être obtenu en normalisant les tables des
dimensions pour transformer chaque dimension en plusieurs tables relationnelles en fonction de
ses paramètres. Ainsi, grâce à l’absence d’influence de la pluralité des fonctions d’agrégation
sur le stockage des données de base, notre modèle multifonction peut s’appliquer sur les
systèmes décisionnels sans modifier ces données.
Contrairement aux données de base, notre modèle multifonction a des impacts sur les
données d’optimisation qui sont les pré-agrégats calculés et stockés (vues matérialisées). Toutes
les agrégations possibles en fonction de différentes combinaisons de paramètres peuvent être
modélisées par un treillis [Harinarayan et al., 1996], [Nandi et al., 2011], où les nœuds
représentent les pré-agrégats et les arcs représentent les calculs des agrégations. Nous avons
distingué plusieurs impacts de l’exploitation des mécanismes d’agrégation (les fonctions
d’agrégation, les contraintes d’agrégation et l’ordre d’exécution) sur le treillis d’optimisation
[Hassan et al., 2012a], [Hassan et al., 2012b], [Hassan et al., 2012c], [Hassan et al., 2013a],
[Hassan et al., 2014] :
− Augmentation du nombre de nœuds : l’existence des fonctions d’agrégation
différentes d’une hiérarchie à l’autre sur une partie commune à plusieurs
hiérarchies, augmente le nombre de nœuds du treillis. En outre, si cette partie
comprend un niveau ‘AllDi’, alors la forme du treillis change à cause de plusieurs
nœuds extrémités (bornes supérieures). Cette augmentation du nombre de nœuds
peut rendre le choix de vues à matérialiser plus difficile ;
− Typage des arcs : comme les arcs correspondent aux calculs de pré-agrégats, les
types des arcs changent selon les fonctions d’agrégation qui réalisent ces calculs. Ce
typage rend l’estimation du coût plus complexe que dans les treillis uni-fonctions ;
− Modification d’arcs : une fonction ayant une valeur de contrainte d’agrégation
différente de 0 ou -1, exprime le cas d’une agrégation calculée à partir d’un niveau
qui n’est pas directement inférieur. Donc, les arcs correspondants relient les nœuds
concernés aux nœuds plus éloignés. Ces derniers correspondent au paramètre valide
pour le calcul ;
− Elagage du treillis : cet élagage est rendu possible par l’utilisation de l’ordre
d’exécution. Grâce à l’interdiction de l’application d’une fonction d’agrégation
après une autre fonction ayant un ordre d’exécution supérieur, il est possible de
supprimer tous les arcs précédés par des arcs associés aux ordres d’exécution
supérieurs. Cette suppression facilite la tâche pour trouver le chemin le moins
coûteux ;
− Blocage de la transitivité : la transitivité du calcul est bloquée sur les arcs
correspondants aux fonctions d’agrégation contraintes (ayant une contrainte
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d’agrégation autre que 0) et sur les arcs précédés par des arcs correspondants à des
fonctions et/ou des ordres d’exécution différents ;
− Changement des données stockées : contrairement au treillis uni-fonction, les
valeurs intermédiaires d’une fonction algébrique ne devraient pas être stockées dans
tous les nœuds mais seulement dans les nœuds qui sont entre deux arcs
correspondant à la fonction algébrique à condition que l’arc supérieur soit transitif ;
− Différences entre les treillis d’optimisation des mesures analysées selon les
mêmes dimensions : comme chaque mesure a un schéma d’agrégation différent, il
est normal que les impacts sur le treillis soient différents d’une mesure à l’autre.
La modification d’arcs, le blocage de la transitivité et le changement des données
stockées influencent le choix de vues à matérialiser.
L’étude des impacts de notre modèle multifonctions sur les opérateurs d’analyse OLAP
est réalisée dans le chapitre suivant.

5.CHAPITRE V : MANIPULATIONS OLAP
MULTIFONCTIONS
5.1 INTRODUCTION
L’exploitation des systèmes décisionnels repose sur l’utilisation d’un langage
d’interrogation dédié aux données multidimensionnelles [Marcel, 1998]. Ce langage offre à
l’analyste la possibilité de manipuler les indicateurs (mesures) selon plusieurs dimensions. Les
décideurs peuvent utiliser les opérateurs OLAP [Ravat et al., 2008] pour étudier les mesures en
fonction des différents niveaux de granularité (paramètres) définis sur les dimensions. Les
données sont ainsi regroupées selon les niveaux sélectionnés et calculées en utilisant des
fonctions d’agrégation. Ces opérateurs permettent d’abord de spécifier une analyse et en ensuite
de la modifier.
Dans ce chapitre, nous focalisons notre étude sur l’analyse multidimensionnelle OLAP
[Codd et al., 1993] appliquée à une BDM multifonctions afin d’étudier les conséquences de
l’utilisation de plusieurs fonctions d’agrégation sur la table multidimensionnelle (TM) et les
opérateurs d’analyse OLAP.
Plan du chapitre. Dans ce chapitre, nous présentons d’abord notre problématique et
notre contribution pour adapter les opérateurs OLAP à notre modèle multifonctions. La
deuxième section détaille la spécification de la TM et notre langage d’interrogation de données
multidimensionnelles en considérant l’existence de plusieurs fonctions d’agrégation pour la
même mesure.
5.1.1 Problématique
Au cours d’une analyse, les données sont synthétisées en faisant intervenir des fonctions
d’agrégation. Le langage d’interrogation devrait assurer la fiabilité des résultats d’analyse
[Ghozzi, 2004]. Plusieurs langages d’interrogation ont été proposés dans la littérature [Gray et
al., 1996], [Li & Wang, 1996], [Agrawal et al., 1997], [Gyssens & Lakshmanan, 1997],
[Thomas & Datta, 1997], [Cabibbo & Torlone, 1997], [Cabibbo & Torlone, 1998], [Lehner,
1998], [Datta & Thomas, 1999], [Vassiliadis, 2000], [Pedersen T.B., 2000], [Pedersen T.B. et
al., 2001], [Abelló et al., 2003], [Franconi & Kamble, 2004], [Abelló et al., 2006], [Ravat et al.,
2008], [Lenz & Thalheim, 2009], [Boukraa et al., 2010], [Pardillo et al., 2010].
Ces langages proposent un ensemble d’opérateurs interactifs facilitant la navigation
entre les données multidimensionnelles analysées [Abelló et al., 2003]. Ces opérateurs sont
présentés succinctement dans le Tableau 15.
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Tableau 15 : Opérateurs OLAP classiques
Opérateur Tâche
DISPLAY(F,{f1(m1), f2(m2),
…}, DL, HL, DC, HC)
Construire une TM présentant les données des mesures (m1, m2,…) du
fait (F) agrégées par les fonctions (f1, f2,…). Cet opérateur se
positionne sur le niveau de granularité le plus haut des hiérarchies (HL,
HC) des dimensions (DL, DC) présentées en ligne et en colonne
respectivement.
DRILLDOWN(TSRC, D, pinf) Changer le niveau de la granularité dans une TM (TSRC) vers un niveau
plus fin (pinf) sur la hiérarchie courante de la dimension (D).
ROLLUP(TSRC, D, psup) Modifier le niveau de la granularité sur la hiérarchie courante de la
dimension (D) vers un niveau moins détaillé (psup) dans une TM
(TSRC).
SELECT(TSRC, pred) Réduire aux données qui satisfont la condition (pred).
UNSELECT(TSRC) Annuler toutes les sélections.
DROTATE(TSRC, Dold, Dnew
[,Hnew])20
Remplacer un axe d’analyse (Dold) par un autre (Dnew) dans une TM
(TSRC). Il est possible de préciser la hiérarchie (Hnew) de la nouvelle
dimension pour l’utiliser dans la TM résultante.
HROTATE( TSRC, D, Hnew) Changer la hiérarchie actuelle par une autre (Hnew) de la dimension (D)
en ligne ou en colonne.
FROTATE ( TSRC, Fnew,
{ ( ), ( ), …})
Utiliser un nouveau fait (Fnew) dans la TM (TSRC), en préservant toutes
les caractéristiques actuelles des axes d’analyse.
ADDM(TSRC, fi(mi)) Ajouter une mesure (mi) agrégée par la fonction (fi) dans le fait
visualisé par la TM (TSRC).
DELM(TSRC, fi(mi)) Supprimer une mesure(mi) du fait visualisé par la TM (TSRC).
NEST(TSRC, D, pi, Dnested,
pnested)
Insérer un paramètre (pnested) d’une dimension non-présentée (Dnested)
dans une dimension présentée (D) dans la TM (TSRC).
PUSH(TSRC, D, pi) Convertir un paramètre (pi) d’une dimension (D) en mesure dans le
fait courant de la TM (TSRC).
PULL ( TSRC, D, fi(mi)) Convertir une mesure (Mi) agrégée par la fonction (fi) en paramètre
dans la dimension courante (D).
SWITCH(TSRC, D, pi, v1, v2) Permuter deux valeurs (v1, v2) d’un paramètre (pi) d’une dimension
courante (D).
ORDER(TSRC, D, pi, ord) Ordonner les valeurs d’un paramètre (pi) d’une dimension courante
(D) dans un ordre croissant ou décroissant (ord∈{‘asc’, ‘dsc’}).
AGGREGATE(TSRC, D, fi(pi)) Agréger les valeurs d’un paramètre (pi) par une fonction d’agrégation
(fi) dans une nouvelle ligne ou colonne d’une TM (TSRC).
UNAGGREGATE(TSRC) Annuler les agrégations précédentes
D’une part, aucun accord sur une formalisation de ces opérateurs n’est unanimement
reconnue, aucun standard ne s’est imposé. D’autre part, parmi toutes les propositions, seuls les
travaux de [Abelló et al., 2003] et [Abelló et al., 2006] exploitent plusieurs fonctions
d’agrégation pour la même mesure. Néanmoins ces travaux n’étudient pas en détails les effets
de l’utilisation de plusieurs fonctions sur le langage d’interrogation.
Notre objectif est les conséquences sur les opérateurs d’analyse OLAP en reformulant la
table multidimensionnelle et ces opérateurs afin de supporter notre modèle conceptuel
multidimensionnel multifonctions.
20 Nous utilisons la notation [ ] pour indiquer un paramètre optionnel dans la définition des opérateurs.
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5.1.2 Notre proposition
Il y a des changements nécessaires sur certains opérateurs d’analyse en raison de
caractéristiques de notre modèle conceptuel des bases de données multidimensionnelles
multifonctions qui sont :
− L’automatisation de choix des fonctions d’agrégation ;
− La différence entre les fonctions utilisées sur les hiérarchies de la même dimension ;
− L’exigence d’un ordre d’exécution entre les fonctions d’agrégation de la même
mesure.
Ces changements ne touchent pas la fonctionnalité mais ils peuvent toucher la définition
et/ou le mécanisme interne. Ce mécanisme interne correspond à la requête qui effectue
l’opération demandée. Ces changements peuvent affecter la TM ; ils peuvent aussi nécessiter
d’adapter la TM afin de supporter plusieurs fonctions d’agrégation.
Afin de prendre en compte les mécanismes d’agrégation définis dans notre modèle,
nous allons définir la table multidimensionnelle et les opérateurs d’analyse OLAP
multifonctions :
− En évitant aux analystes de commettre des erreurs à cause d’une utilisation des
fonctions inappropriées et facilitant l’analyse grâce à l’automatisation de choix des
fonctions d’agrégation ;
− Assurant la fiabilité des données en respectant les contraintes d’agrégation et l’ordre
d’exécution prédéfinis au niveau conceptuel, ce qui minimise le risque de
production d’erreurs au cours de calcul des agrégations.
5.2 LANGAGE D’INTERROGATION DES DONNÉES
MULTIDIMENSIONNELLES MULTIFONCTIONS
Un langage d’interrogation multidimensionnel a été proposé dans [Ravat et al., 2008].
Cette proposition se base sur un modèle en constellation, une structure de visualisation de table
multidimensionnelle et un ensemble d’opérateurs de manipulation (Tableau 15). Inspiré de ces
travaux, nous étendons la table multidimensionnelle et les opérateurs d’analyse pour les adapter
à notre modèle multifonctions.
5.2.1 Table multidimensionnelle multifonctions
Une table multidimensionnelle (TM) est une structure de visualisation pour afficher les
données résultantes d’une requête [Lehner, 1998], [Tournier, 2007]. Elle est une table à deux
dimensions, utilisée en tant que source ou cible d’une opération d’analyse. Ce choix est justifié
par le fait que, lors de leurs analyses, les décideurs manipulent couramment les données au
travers de tableaux à deux dimensions (ligne et colonne) à cause de leur simplicité
d’interprétation et leur précision [Gyssens & Lakshmanan, 1997].
Dans de précédents travaux [Lee & Ong, 1995], [Gyssens & Lakshmanan, 1997], [Sifer,
2003], [Choong et al., 2003], [Maniatis et al., 2005], [Techapichetvanich & Datta, 2005],
[Hanrahan et al., 2007], [Cuzzocrea et al., 2007], [Ravat et al., 2008], [Cuzzocrea & Mansmann,
2009], [Ordonez et al., 2011], une TM n’affiche qu’une seule fonction d’agrégation pour chaque
mesure. Dans le cadre de nos recherches, nous étendons le concept de TM pour qu’il puisse
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supporter les principes du modèle conceptuel multifonctions, notamment en y intégrant les
fonctions d’agrégation dans sa définition. Plus précisément, nous ajoutons dans la définition
d’une TM, les dimensions non explicitées et les fonctions d’agrégations associées car elles ont
une influence sur les calculs des mesures affichées.
Une TM multifonctions est donc définie formellement comme suit21 :
TM = ( F,
<(DL, HL, <pL1, pL2, …>),
(DC, HC, <pC1, pC2, …>),
(D3, H3, < >), …




− F : fait à analyser ;
− DL, DC : dimensions affichées respectivement en ligne et en colonne ;
− D3, …, Dm : autres dimensions non-détaillées ;
− HL, HC : hiérarchies utilisées pour naviguer respectivement en ligne et en colonne ;
− H3, …, Hm : hiérarchies courantes des dimensions non-détaillées ;
− pL1, pL2, … : les paramètres affichés en ligne où pL1 est supérieur à pL2 ;
− pC1, pC2, … : les paramètres affichés en colonne où pC1 est supérieur à pC2 ;
− Aggregate(m1), Aggregate(m2), … : fonctions d’agrégation associées aux mesures
affichées (m1, m2, …) ;
− Pred : le prédicat de sélection sur les données du fait et/ou des dimensions pour
limiter l’ensemble de valeurs à analyser.
Exemple 1. Selon le schéma structurel de notre exemple de météo (Figure 24) et le
schéma d’agrégation de la mesure ‘Tem_Moy’ (Figure 25 (b)), la définition d’une table
multidimensionnelle pour analyser les températures moyennes par mois et par département
selon l’analyse scientifique (en utilisant la hiérarchie ‘Hgéo_Scien’) dans la région ‘Midi-
Pyrénées’ est :
TM = (Température,
<(Dates, Hmois, <Année, MoisN>),
(Géographie, Hgéo_Scien, <Région, Département>),
(Temps, HTemps>, <>) >,
<{ (2, AVG(Tem_Moy), {}, {}, {}, 0),
(1, AVG(Tem_Moy), {Géographie}, {Hgéo_Scien}, {Ville}, 0)}>,
Géographie.Région = ‘Midi-Pyrénées’)
Les représentations graphiques des TMs classiques et multifonctions de cette définition
sont illustrées dans la Figure 44 (a et b). La TM classique montre une seule fonction
d’agrégation (AVG) dans la cellule qui affiche la mesure (Tem_Moy) [Ravat et al., 2008], parce
qu’elle est la seule fonction utilisée pour agréger les valeurs de la mesure. Dans notre modèle,
où nous avons plusieurs fonctions d’agrégation pour la même mesure, nous ne pouvons pas
21 Une définition fonctionnelle d’une TM est déjà présentée (cf. § 1.2.4.1)
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suivre cette méthode parce que cela donne une fausse idée de l’agrégation des valeurs de la
mesure.
Région Région
Département Haute-Garonne Ariège Département
<1> AVG(Tem_Moy) Haute-Garonne Ariège
Dates| Année MoisN Dates| Année MoisN
2012-1 1 2 2012-1 4 3
















Géographie.Région=‘Midi-Pyrénées’ and Dates.All=‘all’ and
Temps.All=‘all’
Figure 44 : Représentation graphique d’une TM
Afin d’adapter la visualisation de la TM pour présenter plusieurs fonctions d’agrégation
qui peuvent être utilisées pour une seule mesure, la TM permet d’afficher les fonctions
d’agrégation avec leurs arguments, leurs ordres d’exécution et leurs contraintes d’agrégation :
− La fonction générale est affichée à la place de la mesure dans la cellule du fait,
− La fonction multiple dimensionnelle est affichée à côté du nom de la dimension
correspondante,
− La fonction multiple hiérarchique est affichée à côté du nom de la hiérarchie
correspondante,
− La fonction différenciée est affichée dans la cellule du paramètre correspondant,
− Les arguments d’une fonction sont affichés entre parenthèses ‘()’ après son nom,
− L’ordre d’exécution d’une fonction est affiché entre ‘<>’ avant son nom,
− La contrainte d’agrégation d’une fonction est affichée après leurs arguments, à la
fin de la fonction.
La visualisation est basée sur la simplification des fonctions autant que possible :
− Simplification des contraintes d’agrégation : si une fonction n’est pas contrainte
(elle a une contrainte de valeur 0) alors la TM n’affiche pas cette valeur ;
− Simplification des ordres d’exécution : si toutes les fonctions d’agrégation affichées
ont le même ordre d’exécution, la TM cache l’ordre. Par exemple, si nous analysons
les températures moyennes mensuelles par département selon l’analyse simple (en
utilisant la hiérarchie ‘Hgéo_Simp’), les fonctions d’agrégation utilisées (la
fonction générale ‘AVG(Tem_Moy)’ et la fonction multiple hiérarchique
‘SELECT_CENTER(Niv_Adm, Tem_Moy)’) ont le même ordre d’exécution (2).
Alors, la TM résultante est présentée dans la Figure 45 ;
− Réduire le nombre des fonctions affichées :
 La TM ne montre que les fonctions d’agrégation utilisées pour obtenir les
valeurs affichées. Autrement dit, la TM n’illustre que les fonctions d’agrégation
correspondantes au calcul des valeurs des mesures aux paramètres affichés les
plus détaillés sur les deux dimensions ;
 Si le paramètre affiché le plus détaillé sur une dimension a une fonction
différenciée, la TM ne présente ni la fonction multiple hiérarchique ni la
fonction multiple dimensionnelle sur la dimension considérée ;
 Si une hiérarchie affichée a une fonction d’agrégation, la TM ne présente pas la
fonction multiple dimensionnelle de la dimension considérée ;
 Si les deux dimensions affichées ont une fonction multiple dimensionnelle ou
une fonction multiple hiérarchique ou encore une fonction différenciée pour le
paramètre affiché le plus détaillé, la TM ne présente pas la fonction générale.
















Figure 45 : Représentation graphique d’une TM avec un ordre d’exécution simplifié
5.2.2 Opérateurs d’analyse OLAP multifonctions
Une analyse OLAP est une interrogation dynamique et interactive du schéma
multidimensionnel [Ghozzi, 2004]. Les opérateurs d’analyse de notre langage d’interrogation
s’appuient sur notre modèle conceptuel multifonctions. Nous adaptons ces opérateurs à la
possibilité d’utiliser plusieurs fonctions d’agrégation pour la même mesure. Nous pouvons
classer les opérateurs multifonctions selon leurs fonctionnalités en neuf groupes : opérateur de
construction, opérateurs de forage, de sélection, de rotation, de modifications du sujet d’analyse,
de modifications d’une dimension, d’ordonnancements, d’agrégation et d’affichage
d’agrégation.
D’un côté, le rôle principal de l’opérateur de construction est de permettre de spécifier
une analyse multidimensionnelle à partir des éléments structurels (faits, dimensions,
hiérarchies) du schéma multidimensionnel. D’un autre côté, les autres opérateurs permettent aux
analystes de modifier et d’affiner cette analyse, ce qui leur offre une meilleure interprétation des
données qu’ils observent, en assurant une abstraction complète de toutes les implantations
logique et physique [Tournier, 2007].
Chaque opérateur prend en entrée une table multidimensionnelle source TSRC (sauf
l’opérateur de construction qui prend en entrée la BDM) et produit en sortie une table
multidimensionnelle résultat TRES (Figure 46). La fermeture des opérateurs est ainsi assurée.
TSRC TRES




























Département Haute-Garonne Ariège Département
<1> AVG(Tem_Moy) Haute-Garonne Ariège
Dates| Année MoisN Dates| Année MoisN
2012-1 1 2 2012-1 4 3
















Géographie.Région=‘Midi-Pyrénées’ and Dates.All=‘all’ and
Temps.All=‘all’
Figure 46 : Séquence d’opérateurs
L’adaptation des opérateurs d’analyse classiques (Tableau 15) à notre modèle
multifonctions est due à plusieurs extensions détaillées à la suite.
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L’automatisation du choix des fonctions d’agrégation : nous avons proposé de
visualiser les fonctions d’agrégation avec leur ordre d’exécution et leurs contraintes
d’agrégation directement dans le modèle conceptuel multidimensionnel afin d’éviter :
− Les erreurs de l’analyste qui risque de choisir une fonction d’agrégation
inappropriée ;
− Les erreurs au cours du calcul des agrégations.
Ainsi, chaque mesure est liée aux fonctions qui agrègent ses valeurs dans l’espace
multidimensionnel. Le système d’analyse peut donc choisir automatiquement la fonction
d’agrégation à appliquer. Tout ce qui reste à faire par l’analyste est de choisir la mesure et les
niveaux d’agrégation appropriés. Sur la base de ce qui précède, sont modifiés tous les
opérateurs, dont la définition classique (Tableau 15) demande de choisir la fonction
d’agrégation. Ainsi, le choix de la fonction disparaît.
La différence entre les fonctions utilisées sur les hiérarchies de la même
dimension : l’utilisation des fonctions multiples hiérarchiques et des fonctions différenciées
permet d’agréger les mesures de différentes manières en fonction de la hiérarchie considérée.
Cela conduit à la possibilité d’obtenir des valeurs différentes de la même mesure pour le même
paramètre (même le niveau ‘AllDi’) selon la hiérarchie. Il faut donc que l’analyste précise la
hiérarchie même pour les dimensions non-détaillées dans la TM afin de choisir les valeurs des
mesures souhaitées. Pour ajouter cette possibilité aux analystes, les définitions et les
mécanismes internes de certains opérateurs seront changés.
L’existence d’un ordre d’exécution entre les fonctions d’agrégation : le rôle
principal de l’ordre d’exécution est d’imposer un ordre précis dans l’application des fonctions
d’agrégation pour ne pas avoir un résultat erroné à cause de la non-commutativité. Pour
effectuer les opérateurs qui changent un niveau d’agrégation pour un autre niveau supérieur, il
faut appliquer de nouvelles fonctions d’agrégation après avoir appliqué les fonctions
précédentes qui donnent la TM en cours. Or, les ordres d’exécution des fonctions précédentes
peuvent être supérieurs aux ordres d’exécution des nouvelles fonctions, c’est-à-dire, qu’il n’est
pas possible d’appliquer les nouvelles fonctions après avoir appliqué les fonctions précédentes.
Cela nécessite la mise en place de mécanismes internes plus coûteux pour ces opérateurs.
Dans la suite, nous détaillons nos opérateurs d’analyse multifonctions.
5.2.2.1 Opérateur de construction
Cet opérateur construit la première TM à partir du schéma d’une BDM initiant un
processus d’analyse OLAP. Cette TM comprend une ou plusieurs mesures (sélectionnées par
l’analyste) analysées selon deux dimensions. L’analyste choisit les deux dimensions en fonction
desquelles le contenu sera affiché en lignes et en colonnes. Les autres dimensions ne sont pas
détaillées dans la TM résultante. Cet opérateur est défini comme suit :
DISPLAY(F, {m1, m2,…}, DL, HL, DC, HC, D3, H3, … Dm, Hm) = TRES
Où :
− F est le fait à analyser ;
− m1, m2,… sont les mesures à afficher dans la TM ;
− DL est la dimension affichée en ligne ;
− HL est la hiérarchie sélectionnée pour afficher ses paramètres en ligne ;
− DC est la dimension affichée en colonne ;
− HC est la hiérarchie sélectionnée pour afficher ses paramètres en colonne ;
− D3, …, Dm sont les dimensions non-détaillées ;
− H3, …, Hm sont les hiérarchies courantes des dimensions non-détaillées ;
− TRES est la table multidimensionnelle résultante (Figure 44) telle que :
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TRES = ( F, < (DL, HL, < >), (DC, HC, < >),
(D3, H3, < >), … , (Dm, Hm, < >) >,
<{Aggregate(m1)}, {Aggregate(m2), …}>,
DL. HL.All= ‘all’ ˄ DC. HC.All= ‘all’ ˄
D3.H3.All= ‘all’ ˄ … ˄ Dm.Hm.All= ‘all’)
Cet opérateur positionne l’analyse par défaut sur les niveaux de granularité ( et
) directement inférieurs aux paramètres extrémités des hiérarchies HL et HC. En ce qui
concerne les dimensions non-détaillées (D3, …, Dm), les mesures sont agrégées aux paramètres
extrémités ‘AllDi’ de leurs hiérarchies H3, …, Hm.
Exemple 2. Pour que l’analyste puisse étudier les températures moyennes mensuelles
par département selon l’analyse scientifique, il doit d’abord initialiser l’analyse par l’opérateur
DISPLAY afin d’afficher les températures moyennes en fonction des hiérarchies ‘Hgéo_Scien’
et ‘Hmois’ des dimensions ‘Géographie’ et ‘Dates’.




Le système d’analyse doit consulter le schéma structurel (Figure 24) et le schéma
d’agrégation de la mesure ‘Tem_Moy’ (Figure 25 (b)) afin de déterminer les niveaux de
granularité directement inférieurs aux paramètres extrémités des hiérarchies ‘Hmois’ et
‘Hgéo_Scien’ et les fonctions d’agrégation qui leur correspondent. Il définit alors formellement
T0 comme suit :
T0 = ( Température,
<(Dates, Hmois, <Année>),
(Géographie, Hgéo_Scien, <Région>),
(Temps, HTemps>, <>) >,
<{ (2, AVG(Tem_Moy), {}, {}, {}, 0),
(1, AVG_W(Tem_Moy, D_Superficie), {Géographie}, {Hgéo_Scien},
{Département}, -1)}>,
Dates.Hmois.All = ‘all’ ˄ Géographie.Hgéo_Scien.All = ‘all’ ˄
Temps.HTemps.All = ‘all’)
La Figure 47 illustre la représentation graphique de T0.
Région
<1> AVG_W(Tem_Moy, D_Superficie) -1 Alsace Midi-Pyrénées Rhône-Alpes
Dates| Année
2011 12 14 11
2012 11 14 12





Dates.Hmois.All=‘all’ and Géographie.Hgéo_Scien.All=‘all’ and Temps.HTemps.All=‘all’
Figure 47 : Exemple d’une TM après l’application de l’opérateur DISPLAY (T0)
Opérateur de construction et les fonctions d’agrégation
Une première conséquence de l’utilisation de plusieurs fonctions d’agrégation pour la
même mesure concerne la spécification de l’opérateur de construction DISPLAY.
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En effet, la visualisation des données multidimensionnelles après application de cet
opérateur nécessite d’agréger les données aux niveaux de granularité ( et ) des
hiérarchies courantes en ligne et en colonne (HL et HC). Dans notre système multifonctions,
cette agrégation peut donner des résultats différents en fonction des hiérarchies utilisées sur les
dimensions non-détaillées dans la TM en raison des différentes fonctions utilisées sur les
hiérarchies de la même dimension. C’est pourquoi nous offrons aux analystes la possibilité de
déterminer ces hiérarchies en ajoutant (D3, H3, … Dm, Hm) dans la définition de l’opérateur
DISPLAY.
Exemple 3. L’initialisation de l’analyse de la mesure ‘Tem_Moy’ selon les hiérarchies
‘HTemps’ et ‘Hmois’ des dimensions ‘Temps’ et ‘Dates’ nécessite de calculer les températures
moyennes par année et demi-journée. Cette opération peut être effectuée dans un contexte uni-
fonction par la requête SQL R1 suivante :
R1:
SELECT D.ANNEE, T.DEMI-JOURNEE, AVG(TEM_MOY) AS TEM_MOY
FROM DATES D, TEMPS T, TEMPERATURE TT
WHERE TT.ID_TEMPS= T.ID_TEMPS
AND TT.ID_DATE = D.ID_DATE
GROUP BY ANNEE, DEMI-JOURNEE
Dans cette requête simple, la dimension ‘Géographie’ n’intervient pas. En revanche,
dans un contexte multifonctions, cette opération donne deux résultats différents selon la
hiérarchie considérée sur la dimension ‘Géographie’ non présente dans la TM.
Le premier résultat correspond à la hiérarchie ‘Hgéo_Scien’ (agrégation scientifique).
Il est affiché dans la table multidimensionnelle T'0 (Figure 48 (a)). Il convient de noter ici que
dans une TM, les hiérarchies courantes des dimensions non-détaillées sont indiquées dans la
zone consacrée au prédicat de sélection (Figure 48). Ce résultat peut être calculé par la requête
R2 suivante :
R2:
SELECT ANNEE, DEMI-JOURNEE, AVG(TEM_MOY) AS TEM_MOY
FROM( SELECT ANNEE, JourN, DEMI-JOURNEE, TOUTES_LES_3_HEURES,








FROM DATES D, GEOGRAPHIE G, TEMPS T, TEMPERATURE TT
WHERE TT.ID_TEMPS= T.ID_TEMPS
AND TT.ID_VILLE= G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
GROUP BY D.ANNEE,D.JourN, T.DEMI-JOURNEE,
T.TOUTES_LES_3_HEURES, G.REGION,
G.DEPARTEMENT,G.R_SUPERFICIE,G.D_SUPERFICIE)
GROUP BY ANNEE,JourN, DEMI-JOURNEE,TOUTES_LES_3_HEURES,
REGION, R_SUPERFICIE)
GROUP BY ANNEE, JourN, DEMI-JOURNEE, TOUTES_LES_3_HEURES)
GROUP BY ANNEE, DEMI-JOURNEE
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Le système d’analyse peut générer cette requête en effectuant les quatre étapes de
l’analyse multifonctions (cf. § 3.3.3). Dans cette requête, les températures moyennes sont
agrégées selon le schéma d’agrégation (Figure 25 (b)) :
− Premièrement, sur la hiérarchie ‘Hgéo_Scien’ de la dimension ‘Géographie’ :
 D’abord, au niveau ‘Département’ par la fonction AVG,
 Puis, en calculant les températures moyennes régionales par la fonction
AVG_W(Tem_Moy, D_Superficie),
 Ensuite, au niveau ‘AllGéograhie’ en utilisant la fonction AVG_W(Tem_Moy,
R_Superficie),
− Deuxièmement, sur les dimensions ‘Dates’ et ‘Temps’, aux niveaux ‘Année’ et
‘Demi-journée’ en appliquant la fonction ‘AVG’.
Le deuxième résultat correspond à la hiérarchie ‘Hgéo_Simp’ (agrégation simple). La





FROM( SELECT D.ANNEE, T.DEMI-JOURNEE, G.VILLE, G.NIVEAU_ADMINISTRATIF,
AVG(TT.TEM_MOY) AS TEM_MOY
FROM DATES D, GEOGRAPHIE G, TEMPS T, TEMPERATURE TT
WHERE TT.ID_TEMPS= T.ID_TEMPS
AND TT.ID_VILLE= G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
GROUP BY D.ANNEE, T.DEMI-JOURNEE, G.VILLE,G.NIVEAU_ADMINISTRATIF)
GROUP BY ANNEE, DEMI-JOURNEE
Cette requête calcule les températures moyennes d’abord aux niveaux ‘Année’ et








Demi-journée jour nuit Demi-journée jour nuit
Dates| Année Dates| Année
2011 20 4 2011 18 3
2012 21 5 2012 19 4.5
















Figure 48 : Exemple de l’intervention d’une dimension non-présentée dans une TM
Il y a une deuxième implication sur la spécification de cet opérateur grâce à
l’automatisation du choix des fonctions d’agrégation qui ne nécessite pas de préciser les
fonctions utilisées pour agréger la mesure au moment de l’interrogation.
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5.2.2.2 Opérateurs de forage
Ces opérateurs permettent aux analystes de changer, les niveaux de granularité des
données multidimensionnelles visualisées dans une TM par un niveau plus ou moins détaillé. Il
s’agit de passer d’un paramètre donné à un autre paramètre de la même hiérarchie. Nous
étendons les deux opérateurs de forage classiquement définis.
5.2.2.2.1 Le forage vers le bas (DRILLDOWN)
Grâce à cet opérateur, les analystes peuvent analyser les données de manière plus
détaillées. L’opérateur augmente le nombre de paramètres affichés en ajoutant un paramètre
plus détaillé à une hiérarchie courante d’une dimension visualisée dans la TM (Figure 49). Sa
syntaxe est la suivante :
DRILLDOWN(TSRC, D, Pinf) = TRES
Où :
− D {DL, DC} est la dimension sur laquelle s’applique le forage ;
− Pinf est un paramètre de la hiérarchie courante de la dimension concernée (D). Ce
paramètre doit être inférieur à tous les paramètres de la même hiérarchie affichés dans la table
multidimensionnelle source (TSRC) ;
− TRES est la table résultante où la seule modification concerne la liste des paramètres
de la dimension (D) affichés en ligne ou en colonne ; il s’agit d’ajouter le paramètre (Pinf) :
o Si D = DL, la liste de paramètres en ligne est < , …, , Pinf >,
o si D = DC, la liste de paramètres en colonne est < , …, , Pinf >.
Les paramètres intermédiaires entre le paramètre inférieur de la dimension concernée D
de la table source ( ou ) et le nouveau paramètre (Pinf) ne sont pas affichés.
Forage vers le bas et les fonctions d’agrégation
Il n’y a pas de répercussion liée à l’utilisation de plusieurs fonctions d’agrégation pour
la même mesure sur cet opérateur autre que l’application des quatre étapes de l’analyse
multifonctions (cf. § 3.3.3).
5.2.2.2.2 Le forage vers le haut (ROLLUP)
Cet opérateur consiste à analyser les données de manière plus globale. Il réduit le
nombre de paramètres affichés en retirant un ou plusieurs paramètres d’une hiérarchie courante
d’une dimension visualisée dans la TM (Figure 49). La syntaxe de l’opérateur est la suivante :
ROLLUP(TSRC, D, Psup) = TRES
Où :
− D {DL, DC} est la dimension sur laquelle s’applique le forage ;
− Psup est un paramètre de la hiérarchie courante de la dimension concernée (D) déjà
affiché dans la table source TSRC. Il ne doit pas être le paramètre le plus inférieur ;
− TRES est la table résultante où la modification sera de supprimer tous les paramètres
affichés inférieurs au paramètre (Psup) de la dimension (D) affichés en ligne ou en colonne :
o Si D = DL, la liste de paramètres en ligne est < , …, Psup >,
o si D = DC, la liste de paramètres en colonne est < , …, Psup >.
Forage vers le haut et les fonctions d’agrégation
L’utilisation de plusieurs fonctions d’agrégation pour la même mesure influence le
mécanisme interne de cet opérateur. Afin d’étudier cet impact, nous nous basons sur la TM pour
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analyser les températures moyennes des départements par mois dans la région ‘Midi-Pyrénées’
(Figure 44). A partir de cette TM, nous effectuons une opération de ROLLUP pour analyser les
températures par régions (Figure 49).
Premièrement, nous prenons en compte le modèle multidimensionnel classique où il
n’y a qu’une seule fonction pour agréger la mesure. La requête SQL qui réalise l’analyse des
températures moyennes départementales mensuelles dans la région ‘Midi-Pyrénées’ est :
R4: Result1 =
SELECT G.DEPARTEMENT, D.MOISN, AVG(TT.TEM_MOY) AS TEM_MOY,
SUM(TT.TEM_MOY) AS sum_Tem_Moy,
COUNT(TT.TEM_MOY) AS count_Tem_Moy
FROM DATES D, GEOGRAPHIE G, TEMPERATURE TT
WHERE TT.ID_VILLE = G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
AND G.REGION = ‘Midi-Pyrénées’
GROUP BY G.DEPARTEMENT, D.MOISN;
Pour exécuter le forage ROLLUP souhaité, on peut profiter des résultats de la TM
précédente si la fonction d’agrégation est distributive ou algébrique (dans ce dernier cas, il est
nécessaire de stocker des valeurs intermédiaires) [Gray et al., 1996]. Dans notre exemple, la
fonction est algébrique (AVG). Les valeurs intermédiaires demandées sont la somme des
températures moyennes mensuelles des départements (sum_Tem_Moy) et le nombre des
occurrences (count_Tem_Moy). Ainsi, la requête R5, qui réalise le ROLLUP correspondant à la
TM (T2) de la Figure 49, bénéficie des résultats (Result1) de la requête précédente R4.
Autrement dit, pour mettre en œuvre une opération de forage vers le haut (ROLLUP), on n’a
pas besoin d’accéder et de charger les valeurs des mesures, mais on peut utiliser les valeurs
intermédiaires présentées dans la TM.
R5:
SELECT REGION, MOISN, SUM(sum_TEM_MOY)/SUM(count_TEM_MOY) AS TEM_MOY
FROM GEOGRAPHIE G, Result1 R4
WHERE R4.DEPARTEMENT = G.DEPARTEMENT
GROUP BY REGION, MOISN
Deuxièmement, dans notre modèle multifonctions, puisqu’il y a plusieurs fonctions
qui agrègent la mesure, la requête SQL qui réalise l’analyse des températures moyennes des
départements (sur la hiérarchie ‘Hgéo_Scien’) par mois dans la région ‘Midi-Pyrénées’ (T1 de la
Figure 49) devient plus complexe :
R6: Result2 =
SELECT MOISN, DEPARTEMENT, AVG(TEM_MOY) AS TEM_MOY,
SUM(TEM_MOY) AS sum_Tem_Moy, COUNT(TEM_MOY) AS count_Tem_Moy
FROM( SELECT D.MOISN, G.DEPARTEMENT, D.JourN, T.TOUTE_LES_3_HEURES,
AVG(TT.TEM_MOY) AS TEM_MOY
FROM DATES D, GEOGRAPHIE G, TEMPERATURE TT, TEMPS T
WHERE TT.ID_TEMPS = T.ID_TEMPS
AND TT.ID_VILLE = G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
AND G.REGION = ‘Midi-Pyrénées’
GROUP BY D.MOISN, G.DEPARTEMENT, D.JourN, T.TOUTE_LES_3_HEURES)
GROUP BY MOISN, REGION, DEPARTEMENT
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Pour effectuer une opération de forage vers le haut dans un modèle multifonctions, à
cause de l’ordre d’exécution entre les fonctions d’agrégation, nous pouvons distinguer deux cas
selon les fonctions d’agrégation correspondant au forage demandé :
Le premier cas, où tous les ordres d’exécution des fonctions qui agrègent la mesure
entre le paramètre actuel et le paramètre demandé, sont supérieurs ou égaux aux ordres
d’exécution des fonctions qui agrègent la mesure entre les paramètres de base et les paramètres
actuels, y compris les niveaux ‘AllDi’ des dimensions qui n’apparaissent pas dans la TM. Par
exemple, si nous voulons faire un forage vers le haut pour analyser les températures moyennes
des départements par années. La fonction qui agrège les températures moyennes entre le niveau
‘moisN’ et ‘Année’ est la fonction générale ‘Avg(Tem_Moy)’. Cette fonction a un ordre
d’exécution de valeur 2 qui est égal ou supérieur aux ordres d’exécution des fonctions qui
agrègent les températures moyennes entre les niveaux de base et les niveaux ‘Département’,
‘moisN’, ‘AllTemps’. Dans ce cas, de la même manière que le ROLLUP dans un contexte uni-




FROM DATES D, Result2 R6
WHERE R6.MOISN = D.MOISN
GROUP BY ANNEE, DEPARTEMENT
Le deuxième cas, où un ordre d’exécution d’une fonction, qui agrège la mesure entre le
paramètre actuel et le paramètre demandé, est inférieur à un ordre d’exécution d’une fonction
qui agrège la mesure entre les paramètres de base et les paramètres actuels. Par exemple, nous
voulons faire un forage vers le haut pour analyser les températures moyennes des régions par
mois (T2 de la Figure 49) à partir des températures moyennes des départements par mois (T1 de
la Figure 49). La fonction qui agrège les températures moyennes entre les niveaux
‘Département’ et ‘Région’ sur la hiérarchie ‘Hgéo_Scien’ est la fonction Avg_W(Tem_Moy,
D_Superficie). Cette fonction a un ordre d’exécution de valeur 1 qui est inférieur à l’ordre
d’exécution de la fonction générale qui agrège les températures moyennes entre le niveau de
base et le niveau ‘moisN’. Ceci signifie qu’il faut calculer les températures moyennes par région
avant de calculer les températures moyennes par mois. Dans ce cas, nous ne pouvons pas
profiter des valeurs de la mesure présentées dans la TM. Il faut donc recalculer les valeurs de la
mesure à partir des niveaux de base comme la requête R8.
R8: Result3 =
SELECT MOISN, REGION, AVG(TEM_MOY) AS TEM_MOY
FROM( SELECT MOISN, REGION, TOUTE_LES_3_HEURES, JourN,
AVG_W(DATA_WEIGHTED(TEM_MOY, D_SUPERFICIE)) AS TEM_MOY
FROM( SELECT D.MOISN, G.REGION, G.DEPARTEMENT,
T.TOUTE_LES_3_HEURES, D.JourN, G.D_SUPERFICIE,
AVG(TT.TEM_MOY) AS TEM_MOY
FROM DATES D, GEOGRAPHIE G, TEMPERATURE TT, TEMPS T
WHERE TT.ID_TEMPS = T.ID_TEMPS
AND TT.ID_VILLE = G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
AND G.REGION = ‘Midi-Pyrénées’
GROUP BY D.MOISN, G.REGION, G.DEPARTEMENT,
T.TOUTE_LES_3_HEURES, D.JourN, G.D_SUPERFICIE)
GROUP BY MOISN, REGION, TOUTE_LES_3_HEURES, JourN)
GROUP BY MOISN, REGION
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(T1)
T2 = ROLLUP(T1, Géographie, Région)



























Figure 49 : Opérateurs de forage22
5.2.2.3 Opérateurs de sélection
Ces opérateurs sont utilisés pour réduire le nombre de données affichées dans la TM.
L’analyste peut effectuer une opération de sélection en spécifiant une condition (prédicat) de
restriction. Cette restriction peut être appliquée sur le fait et/ou les dimensions. Toutes les
valeurs qui ne satisfont pas le prédicat sont retirées de la TM (Figure 50). Ces opérateurs
permettent également d’annuler toutes les sélections appliquées précédemment.
5.2.2.3.1 SELECT
Cet opérateur permet à l’analyste de spécifier le prédicat de restriction. La syntaxe de
l’opérateur est la suivante :
SELECT(TSRC, prednew) = TRES
Où :
− prednew = pred’1 ˄ pred’2 ˄ … est un prédicat de sélection des données du fait et/ou
des dimensions ;
− TRES est la table résultante qui a les mêmes caractéristiques que la table source
(TSRC) sauf son prédicat (predold = pred1 ˄ pred2 ˄ …) qui est remplacé par le nouveau prédicat
(prednew).
5.2.2.3.2 UNSELECT
Cet opérateur consiste à annuler toutes les sélections de fait et de dimensions. Sa
syntaxe est la suivante :
22 Nous ne présentons pas les fonctions d’agrégation et les valeurs de la mesure pour adapter les TMs aux
deux contextes (uni-fonction et multifonctions).
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UNSELECT(TSRC) = TRES
Où TRES est la table résultante. Elle est construite à partir de toutes les caractéristiques
de la table source (TSRC) mais sans restrictions.
Exemple 4. La Figure 50 présente un exemple d’application des opérateurs de sélection
(SELECT et UNSELECT) montrant le changement du prédicat de la TM avec cette
application. Dans cet exemple nous analysons les températures moyennes annuelles régionales
selon l’analyse simple (en utilisant la hiérarchie ‘Hgéo_Simp’). La TM (T3) visualise les
températures de toutes les régions tandis que grâce à l’opérateur SELECT la TM (T4) ne
montre que les températures de la région ‘Midi-Pyrénées’. Un retour à la TM (T3) est possible
en utilisant l’opérateur UNSELECT.
UNSELECT(T4) = T3
(T4)(T3)
SELECT(T3, Géographie.Région= ‘Midi-Pyrénées’) = T4
Région Alsace Midi-Pyrénées Rhône-Alpes
Dates| Année
2011 11 15 12
2012 10 15 13





















Figure 50 : Opérateurs de sélection
Les opérateurs de sélection et les fonctions d’agrégation
Ces opérateurs sont spécifiés et mis en œuvre dans un contexte multifonctions de
manière identique au contexte uni-fonction.
5.2.2.4 Opérateurs de rotation
Le rôle principal des opérateurs de rotation est d’offrir aux analystes la possibilité de
réorienter l’analyse en permutant deux dimensions ou deux hiérarchies afin de changer
l’agrégation et la visualisation des données dans la TM. Ils permettent également dans un
contexte d’un schéma en constellation de remplacer un fait par un autre afin de changer les
données analysées.
5.2.2.4.1 La rotation des dimensions (DROTATE)
Au cours d’une analyse, l’analyste pourrait vouloir changer la perspective des données.
Dans ce cas, il peut exploiter l’opérateur de rotation des dimensions qui lui permet de remplacer
un axe d’analyse affiché en ligne ou en colonne dans une TM par un autre qui doit être associé
au fait analysé dans le schéma conceptuel multidimensionnel. La syntaxe de l’opérateur est la
suivante :
DROTATE(TSRC, Dold, Dnew, Hnew) = TRES
Où :
− Dold {DL, DC} est la dimension à remplacer ;
− Dnew est la nouvelle dimension remplaçante ;
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− Hnew est la hiérarchie courante de la nouvelle dimension ;
− TRES est la table résultante où la modification concerne la dimension affiché en
ligne (si Dold = DL) ou en colonne (si Dold = DC).
Le paramètre affiché de la hiérarchie Hnew est par défaut le paramètre extrémité
( ) (Figure 51).
Exemple 5. Dans la Figure 51, l’analyste peut étudier les températures moyennes selon
la date et le temps à partir de celles analysées selon la date et la géographie en remplaçant la
dimension ‘Géographie’ de la TM (T3) par la dimension ‘Temps’ dans la TM (T5). Cette
application de l’opérateur DROTATE ne change pas la hiérarchie courante (‘Hgéo_Simp’) de














DROTATE(T3, Géographie, Temps, Htemps) = T5
(T5)(T3)
Région Alsace Midi-Pyrénées Rhône-Alpes
Dates| Année
2011 11 15 12
2012 10 15 13






Dates.Hmois.All=‘all’ and Géographie.Hgéo_Simp.All=‘all’ and
Temps.HTemps.All=‘all’
Figure 51 : Opérateur de rotation des dimensions (DROTATE)
L’opérateur de rotation des dimensions (DROTATE) et les fonctions d’agrégation
Les implications d’utilisation de plusieurs fonctions d’agrégation pour la même mesure
sur l’opérateur DROTATE s’apparentent à celles de l’opérateur ROLLUP. Pour effectuer les
deux opérateurs, il faut changer un niveau d’agrégation vers un niveau supérieur :
− Pour l’opérateur ROLLUP : du niveau actuel au niveau cible ;
− Pour l’opérateur DROTATE : du niveau actuel au niveau ‘AllDi’ de la dimension
qui va disparaitre de la TM.
C’est pourquoi la réalisation de DROTATE suit les principes de la réalisation de
ROLLUP selon lesquels nous pouvons profiter ou pas des valeurs de la mesure présentées dans
la TM précédente. Cette exploitation dépend de l’ordre d’exécution des fonctions d’agrégation
qui effectuent l’opération DROTATE par rapport à celles des fonctions déjà appliquées.
Exemple 6. La Figure 52 présente l’agrégation nécessaire pour réaliser l’opération
DROTATE de l’exemple 5 précédent. Les schémas multidimensionnels de gauche et de droite
représentent la visualisation des éléments structurels dans les TMs (T3 et T5) avant et après la
réalisation de DROTATE. Les dimensions et les paramètres affichés dans les TMs sont
présentés en couleur et en gras. Les dimensions non-détaillées dans les TMs sont présentées en
gris. Nous remarquons que le niveau d’agrégation considéré sur la dimension ‘Temps’
(‘AllTemps’), qui va apparaitre dans la TM (T5) après l’application de DROTATE, reste le même
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avant et après cette application. Par contre, pour la dimension ‘Géographie’ affichée dans (T3) et
qui va disparaitre dans (T5), le niveau d’agrégation change de ‘Région’ vers ‘AllGéographie’. C’est
le seul changement de niveaux d’agrégation qui peut être réalisé de manière identique à un









































DROTATE(T3, Géographie, Temps, Htemps) = T5
Figure 52 : DROTATE et les fonctions d’agrégation
5.2.2.4.2 La rotation des hiérarchies (HROTATE)
Cet opérateur consiste à changer une hiérarchie courante dans une TM par une autre
appartenant à la même dimension. La syntaxe de l’opérateur est la suivante :
HROTATE(TSRC, D, Hnew) = TRES
Où :
− D est une dimension liée au fait visualisé ;
− Hnew est la nouvelle hiérarchie courante de la dimension D ;
− TRES est la table résultante où la hiérarchie (Hnew) remplace la hiérarchie courante
de la dimension (D).
Similairement à l’opérateur DROTATE, l’opérateur HROTATE positionne l’analyse
sur le paramètre extrémité (AllD) de la hiérarchie Hnew.
L’opérateur de rotation des hiérarchies (HROTATE) et les fonctions d’agrégation
Nous distinguons deux implications d’utilisation de plusieurs fonctions d’agrégation sur
le mécanisme interne et la spécification de l’opérateur HROTATE :
Premièrement, de la même manière que l’opérateur ROLLUP et DROTATE, dans un
contexte uni-fonction, nous pouvons toujours profiter des résultats de la TM précédente afin de
réaliser l’opérateur HROTATE. Toutefois dans notre contexte multifonctions :
− S’il y a une différence entre les agrégations sur la hiérarchie courante et la nouvelle
hiérarchie, ou
− Si les ordres d’exécution des fonctions, qui agrègent la mesure entre le paramètre
actuel et le paramètre ‘AllDi’ de la hiérarchie courante, ne sont pas tous supérieurs
ou égaux aux ordres d’exécution des fonctions déjà appliquées.
Dans ces cas, nous ne pouvons pas exploiter les valeurs de la TM précédente.
Deuxièmement, contrairement au contexte uni-fonction, l’application de cet opérateur
dans notre contexte multifonctions peut changer les valeurs de la mesure affichées même s’il est
appliqué sur une hiérarchie d’une dimension non-détaillée dans la TM. Ce changement est dû à
la différence entre les fonctions utilisées sur les hiérarchies de cette dimension.
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Exemple 7. Le changement de hiérarchie courante de la dimension ‘Géographie’
modifie les températures moyennes analysées en fonction des dimensions ‘Dates’ et ‘Temps’
(Figure 53). En effet, cette permutation entre les hiérarchies ‘Hgéo_Simp’ et ‘Hgéo_Scien’ (en
appliquant l’opérateur HROTATE) correspond à la permutation entre les agrégations des
données scientifique et simple au niveau ‘AllGéographie’. C’est pourquoi les valeurs de la mesure
changent, bien que la dimension ‘Géographie’ ne soit pas détaillée dans les TMs (T5 et T6).
HROTATE(T6, Géographie, Hgéo_Simp) =T5

























Figure 53 : Opérateur de rotation des hiérarchies (HROTATE)
5.2.2.4.3 La rotation des faits (FROTATE)
Notre modèle multidimensionnel permet de définir un schéma en constellation qui
comporte plusieurs faits dans le même schéma. L’opérateur de rotation de faits permet de
permuter les faits du schéma en constellation en conservant les caractéristiques des dimensions
utilisées. La syntaxe de cet opérateur est la suivante :
FROTATE(TSRC, Fnew, { , , ...}, D3, H3,..., Dm, Hm) = TRES
Où :
− Fnew est le nouveau fait ;
− m1, m2 sont les nouvelles mesures à analyser ;
− D3, …, Dm sont les dimensions non-détaillées associés au nouveau fait ;
− H3, …, Hm sont les hiérarchies courantes des dimensions non-détaillées ;
− TRES est la table résultante qui utilise le nouveau fait (Fnew).
L’opérateur préserve toutes les caractéristiques des axes d’analyse en ligne et en
colonne. Le nouveau fait doit ainsi partager avec le fait initial au moins les deux dimensions
visualisées (DL et DC) (Figure 54).
Exemple 8. A partir de la TM (T3) qui affiche les températures moyennes régionales
annuelles, nous pouvons analyser directement les précipitations régionales annuelles en
appliquant l’opérateur de rotation des faits (FROTATE) comme le montre la Figure 54. Cette
application est possible parce que les deux faits ‘Température’ et ‘Précipitation’ partages les
deux dimensions affichées (‘Géographie’ et ‘Dates’). Contrairement au fait ‘Précipitation’, le
fait ‘Température’ est associé dans le schéma multidimensionnel à une troisième dimension
‘Temps’. C’est pourquoi, afin de remplacer le fait ‘Précipitation’ par le fait ‘Température’, il est
nécessaire d’indiquer la hiérarchie courante de la dimension ‘Temps’. En revanche, la
permutation inverse n’a pas besoin de faire cela (Figure 54).
111 CHAPITRE V : MANIPULATIONS OLAP MULTIFONCTIONS
FROTATE(T7, Température, {Tem_Moy}, Temps, HTemps) = T3
(T7)(T3)
FROTATE(T3, Précipitation, {Précip}) = T7
Région Alsace Midi-Pyrénées Rhône-Alpes
Dates| Année
2011 11 15 12
2012 10 15 13






Dates.Hmois.All=‘all’ and Géographie.Hgéo_Simp.All=‘all’ and
Temps.HTemps.All=‘all’
Région Alsace Midi-Pyrénées Rhône-Alpes
Année
2011 1798 1167 1874
|Hmois 2012 1784 1158 1856








Figure 54 : Opérateur de rotation des faits (FROTATE)
L’opérateur de rotation des faits (FROTATE) et les fonctions d’agrégation
De la même manière que l’opérateur de construction DISPLAY, le contexte
multifonctions a deux impacts sur la spécification de l’opérateur de rotation des faits
FROTATE :
− Grâce à l’automatisation du choix des fonctions d’agrégation, il n’est pas nécessaire
de spécifier les fonctions d’agrégation des mesures analysées.
− A cause de la différence entre les agrégations utilisées sur les hiérarchies d’une
même dimension, il est nécessaire de préciser les hiérarchies utilisées sur les
dimensions non-détaillées dans la définition de l’opérateur FROTATE.
5.2.2.5 Opérateurs de modifications du sujet d’analyse
Ces opérateurs consistent à modifier l’ensemble des mesures affichées dans une TM en
ajoutant et supprimant des mesures.
5.2.2.5.1 L’ajout de mesures (ADDM)
L’opérateur ADDM permet à l’analyste d’ajouter des nouvelles mesures à analyser dans
la TM (Figure 55). La syntaxe de l’opérateur est la suivante :
ADDM(TSRC, mi) = TRES
Où :
− mi est la nouvelle mesure à afficher. Cette mesure doit appartenir au même fait
visualisé dans la table source (TSRC) ;
− TRES est la table résultante qui affiche toutes les mesures de la table source (TSRC)
avec la nouvelle mesure (mi) : {m1, m2, …, mi}.
5.2.2.5.2 Suppression de mesures (DELM)
L’opérateur DELM permet à l’analyste de supprimer des mesures d’une TM (Figure
55). La syntaxe de l’opérateur est la suivante :
DELM(TSRC, mi) = TRES
Où :
− mi est la mesure à supprimer de la table source (TSRC) ;
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− TRES est la table résultante qui affiche toutes les mesures de la table source (TSRC)
sans la mesure (mi) qui n’est pas nécessairement la dernière mesure ajoutée à table source : {m1,
m2, …, mi-1, mi+1, …}.
Les opérateurs de modifications du sujet d’analyse et les fonctions d’agrégation
L’automatisation du choix des fonctions d’agrégation simplifie la spécification des
opérateurs de modification du sujet d’analyse, où il ne faut pas préciser les fonctions
d’agrégation utilisées pour agréger les nouvelles mesures à analyser ou les mesures à supprimer
(Figure 55).













Géographie.Hgéo_Scien.Région=‘Midi-Pyrénées’ and Dates.Hmois.All=‘all’ and
Temps.HTemps.All=‘all’
Région










Géographie.Hgéo_Scien.Région=‘Midi-Pyrénées’ and Dates.Hmois.All=‘all’ and
Temps.HTemps.All=‘all’
Figure 55 : Opérateurs de modifications du sujet d’analyse
Exemple 9. L’analyse des températures maximales avec les températures moyennes est
toujours possible en ajoutant la mesure ‘Tem_Max’ à une TM qui affiche les valeurs de la
mesure ‘Tem_Moy’. La TM (T8) de la Figure 55 montre l’analyse scientifique régionale
mensuelle de ces mesures après cet ajout. La requête qui réalise une telle analyse peut profiter
des valeurs de la mesure actuelle (température moyenne) déjà calculée par la requête qui réalise
l’analyse actuelle (R8). Il reste donc à calculer les valeurs de la nouvelle mesure (température
maximale). Ensuite, elle fait la jointure entre les deux comme le montre la requête R9 suivante :
R9:
SELECT A.REGION, A.MOISN, TEM_MOY, TEM_MAX
FROM( SELECT G.REGION, D.MOISN, MAX(TT.TEM_MOY) AS TEM_MAX
FROM DATES D, GEOGRAPHIE G, TEMPERATURE TT
WHERE TT.ID_VILLE = G.ID_VILLE
AND TT.ID_DATE = D.ID_DATE
AND G.REGION = ‘Midi-Pyrénées’
GROUP BY G.REGION, D.MOISN) A, Result3 R8
WHERE A.REGION = R8.REGION
AND A.MOISN = R8.MOISN
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5.2.2.6 Opérateurs de modifications d’une dimension
Ces opérateurs permettent de modifier la liste des paramètres affichés en ligne ou en
colonne en insérant un paramètre dans la TM ou en combinant les mesures avec les paramètres
des dimensions.
5.2.2.6.1 L’imbrication (NEST)
L’opérateur d’imbrication (NEST) permet à l’analyste d’insérer un paramètre dans une
dimension affichée en ligne ou en colonne. La syntaxe de l’opérateur est la suivante :
NEST(TSRC, D, pi, Dnested, pnested) = TRES
Où :
− D {DL, DC} est la dimension dans laquelle le paramètre sera ajouté ;
− pi est un paramètre affiché en ligne (si D = DL) ou en colonne (si D = DC) ;
− Dnested est la dimension contenant le paramètre à afficher. Elle doit être associée au
fait analysé dans la table source (TSRC) ;
− pnested est le paramètre à insérer dans la dimension (D) ;
− TRES est la table résultante où le nouveau paramètre est positionné comme
granularité directement inférieure du paramètre (pi) en ligne ou en colonne :
o Si D = DL, la liste de paramètres en ligne est < , …, , pnested, …, >,
o Si D = DC, la liste de paramètres en colonne est < ,…, , pnested, …,
>.
Selon la combinaison de dimensions et paramètres (D, pi, Dnested, pnested), l’opérateur
NEST joue un rôle différent :
− Dnested {DL, DC} : si Dnested = D, alors les paramètres (pi, pnested) doivent appartenir
à la même hiérarchie. Nous pouvons distinguer deux cas différents :
 pnested n’est pas affiché dans la TM source (TSRC), et il est inférieur à tous les
paramètres de la hiérarchie affichée dans la table source (TSRC) : dans ce cas, il
faut recalculer les valeurs des mesures comme si nous faisions un forage vers le
bas (DRILLDOWN) au niveau du paramètre pnested. Par exemple, la première
application de l’opérateur NEST dans la Figure 56 insère le paramètre
‘Département’ (qui n’est pas affiché dans la table source (T4)) dans la
dimension ‘Géographie’ de la TM (T9),
 pnested est affiché dans la TM source (TSRC), ou il n’est pas inférieur à tous les
paramètres de la hiérarchie affichée : alors aucun nouveau calcul n’est
nécessaire. Il suffit de modifier la visualisation des données. Par exemple, dans
la Figure 56, l’opérateur NEST, qui produit la TM (T10), est appliqué sur un
paramètre pnested (‘Région’) déjà affiché dans la table source (T9). Cela change
l’ordre des paramètres affichés dans la table résultante où le paramètre ‘Région’
devient inférieur au paramètre ‘Département’ dans la TM (T10),
− Dnested {DL, DC} : l’opérateur NEST insère donc un paramètre d’une dimension
non-affichée dans une dimension affichée dans la TM ce qui permet l’utilisation de
plusieurs dimensions dans l’espace 2D de la TM. Par exemple, la TM (T11) de la
Figure 56 est produite en insérant le paramètre ‘Demi-journée’ de la dimension
‘Temps’ (qui n’est pas affichée dans la table source (T9)) dans la dimension ‘Dates’.
La réalisation d’une telle opération nécessite de recalculer les mesures comme si
nous faisions un forage vers le bas (DRILLDOWN) du paramètre ‘AllDi’ de la
dimension Dnested (‘AllTemps’) vers le paramètre pnested (‘Demi-journée’).














NEST(T9, Géographie, Département, Géographie, Région) = T10
(T11)
(T4)


















































Figure 56 : Opérateur d’imbrication (NEST)
5.2.2.6.2 PUSH
Cet opérateur consiste à convertir un paramètre d’une dimension affichée en mesure
dans le fait analysé dans une TM. La syntaxe de l’opérateur est la suivante :
PUSH(TSRC, D, pi) = TRES
Où :
− D {DL, DC} est la dimension de laquelle le paramètre sera retiré. Elle doit être
présentée au moins avec deux paramètres ;
− pi est le paramètre à convertir en mesure. Il ne doit pas être le paramètre le plus
inférieur ;
− TRES est la table résultante affichant le paramètre (pi) dans la liste des mesure : {m1,
m2, …, pi}. Ce paramètre n’est plus affiché en ligne ou en colonne :
o Si D = DL, la liste de paramètres en ligne est < , …, , , …, >,
o Si D = DC, la liste de paramètres en colonne est < , …, , , …,
>.
5.2.2.6.3 PULL
L’opérateur PULL permet de convertir une mesure en paramètre. La syntaxe de
l’opérateur est la suivante :
PULL(TSRC, D, mi) = TRES
Où :
− TSRC est la table source qui doit avoir au moins deux mesures ;
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− D {DL, DC} est la dimension dans laquelle la mesure sera ajoutée ;
− mi est la mesure à convertir en paramètre ;
− TRES est la table résultante. Elle n’affiche plus la mesure (mi) dans la liste des
mesures : {m1, m2, …, mi-1, mi+1, …}. Mais elle l’affiche comme granularité minimale des
paramètres affichés de la dimension (D) en ligne ou en colonne :
o Si D = DL, la liste de paramètres en ligne est < , …, , mi>,
o Si D = DC, la liste de paramètres en colonne est < , …, , mi>.
Exemple 10. La Figure 57 montre un exemple d’application des opérateurs PUSH et
PULL. L’opérateur PUSH transforme le paramètre ‘Région’ en mesure dans le fait
‘Température’. L’opérateur PULL transforme une mesure en paramètre. Afin de replacer le
paramètre ‘Région’ à la position initiale, nous utilisons l’opérateur NEST, sans quoi il serait
inférieur au paramètre ‘Département’ comme dans la TM (T10) de la Figure 56.
NEST(PULL(T12, Dates, Région), Géographie, Région, Géographie, Département) = T9
(T12)(T9)

















2011 (15), (Midi-Pyrénées) (16), (Midi-Pyrénées)
2012 (15), (Midi-Pyrénées) (15.8), (Midi-Pyrénées)









Figure 57 : Opérateurs de modifications d’une dimension (PUSH et PULL)
Les opérateurs de modifications d’une dimension et les fonctions d’agrégation
Grâce à l’automatisation du choix des fonctions d’agrégation, il ne faut pas indiquer
dans la spécification de l’opérateur PULL, les fonctions d’agrégation associées à la mesure à
convertir en paramètre. En outre, l’opérateur PUSH ne change que la visualisation de données,
c’est pourquoi aucune nouvelle agrégation n’est demandée pour réaliser l’opérateur. Cet
opérateur est spécifié et effectué dans un contexte multifonctions de manière identique au
contexte uni-fonction. Par ailleurs, il n’y a pas de répercussions d’utilisation de plusieurs
fonctions d’agrégation pour la même mesure sur l’opérateur NEST (même s’il ajoute un
nouveau niveau d’agrégation) autre que l’application des quatre étapes de l’analyse
multifonctions (cf. § 3.3.3).
5.2.2.7 Opérateurs d’ordonnancements
Ces opérateurs permettent à l’analyste de réorganiser une TM en ordonnant les valeurs
affichées ou en permutant leurs positions dans la table.
5.2.2.7.1 La permutation (SWITCH)
L’opérateur SWITCH permet un ordre spécifique des valeurs affichées en permutant
les positions de deux valeurs d’un paramètre affiché en ligne ou en colonne. Ce qui conduit à
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une permutation de deux lignes ou deux colonnes correspondantes avec des répercussions sur
les valeurs des paramètres de granularité inférieure. La syntaxe de l’opérateur est la suivante :
SWITCH(TSRC, D, pi, v1, v2) = TRES
Où :
− D {DL, DC} ;
− pi est un paramètre affiché en ligne (si D = DL) ou en colonne (si D = DC) ;
− v1, v2 sont les deux valeurs du paramètre (pi) à permuter ;
− TRES est la table résultante.
Exemple 11. L’analyste peut utiliser l’opérateur SWITCH afin de mettre en avant les
températures moyennes correspondantes à la région ‘Midi-Pyrénées’ comme le montre la Figure
58. Une deuxième application de la même opération sur la table résultante (T13) retourne les
valeurs telles qu’elles étaient auparavant (Figure 58).
(T13)(T3)
SWITCH(T13, Géographie, Région, ‘Midi-Pyrénées’, ‘Alsace’) = T3
Région Alsace Midi-Pyrénées Rhône-Alpes
Dates| Année
2011 11 15 12
2012 10 15 13






Dates.Hmois.All=‘all’ and Géographie.Hgéo_Simp.All=‘all’ and
Temps.HTemps.All=‘all’
Région Midi-Pyrénées Alsace Rhône-Alpes
Dates| Année
2011 15 11 12
2012 15 10 13
2013 16 10 12
Géographie|Hgéo_Simp
Select_Center(Niv_Adm, Tem_Moy)





SWITCH(T3, Géographie, Région, ‘Midi-Pyrénées’, ‘Alsace’) = T13
Figure 58 : Opérateur de la permutation (SWITCH)
5.2.2.7.2 ORDER
Cet opérateur consiste à ordonner les valeurs d’un paramètre affiché en ligne ou en
colonne dans un ordre croissant ou décroissant avec des répercussions sur les paramètres
inférieures. La syntaxe de l’opérateur est la suivante :
ORDER(TSRC, D, pi, ord) = TRES
Où :
− D {DL, DC} ;
− pi est le paramètre à ordonner ses valeurs. Il est affiché en ligne (si D = DL) ou en
colonne (si D = DC) ;
− ord  {‘asc’, ‘dsc’}. ‘asc’ correspond à l’ordonnancement croissant (ascendant)
tandis que ‘dsc’ correspond à l’ordonnancement décroissant (descendant) ;
− TRES est la table résultante qui affiche les valeurs du paramètre (pi) ordonnées en
fonction de la valeur de (ord).
Exemple 12. Si l’analyste veut visualiser les températures moyennes selon un ordre
chronologique ou inversement chronologique, il peut appliquer l’opérateur ORDER à un
paramètre de la dimension ‘Dates’ comme le montre la Figure 59.
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ORDER(T14, Dates, Année, ‘asc’) = T13
(T14)(T13)
ORDER(T13, Dates, Année, ‘dsc’) = T14
Région Midi-Pyrénées Alsace Rhône-Alpes
Dates| Année
2011 15 11 12
2012 15 10 13






Dates.Hmois.All=‘all’ and Géographie.Hgéo_Simp.All=‘all’ and
Temps.HTemps.All=‘all’
Région Midi-Pyrénées Alsace Rhône-Alpes
Dates| Année
2013 16 10 12
2012 15 10 13








Figure 59 : Opérateur de d’ordonnancements (ORDER)
Les opérateurs d’ordonnancements et les fonctions d’agrégation
La réalisation de ces opérateurs n’a besoin d’aucun calcul parce qu’ils ne changent que
la visualisation de données. Par conséquence, il n’y a pas de répercussions d’utilisation de
plusieurs fonctions d’agrégation pour la même mesure, ni sur les spécifications de ces
opérateurs, ni sur leurs mécanismes internes.
5.2.2.8 Opérateurs d’agrégation
Ces opérateurs permettent à l’analyste d’ajouter (ou supprimer) à une TM une ligne ou
une colonne agrégeant les valeurs de la TM.
5.2.2.8.1 AGGREGATE
Cet opérateur permet d’agréger les valeurs des mesures par une fonction d’agrégation
(f) dans une nouvelle ligne ou colonne d’une TM. Il réalise l’opérateur Cube proposé par [Gray
et al., 1996]. La syntaxe de l’opérateur est la suivante :
AGGREGATE(TSRC, D, pi, f) = TRES
Où :
− D {DL, DC} ;
− pi est un paramètre de la dimension (D) en fonction duquel les valeurs des mesures
sont agrégées ;
− f {SUM, COUNT, MAX, MIN,…} est la fonction d’agrégation à utiliser ;
− TRES est la table résultante agrégeant les valeurs dans une nouvelle ligne (si
D = DC) ou colonne (si D = DL).
5.2.2.8.2 UNAGGREGATE
Cet opérateur annule toutes les applications précédentes de l’opérateur AGGREGATE.
La syntaxe de l’opérateur est la suivante :
UNAGGREGATE(TSRC) = TRES
Où TRES est la table résultante qui fait disparaître les agrégations précédentes en
supprimant les lignes ou/et les colonnes contenant les calculs d’agrégation.
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Les opérateurs d’agrégation et les fonctions d’agrégation
Le contexte multifonctions n’a pas de répercussions sur ces opérateurs parce que leurs
opérations d’agrégation représentent des opérations supplémentaires qui ne sont pas liées
directement à l’agrégation attendue. Autrement dit, la fonction d’agrégation utilisée (f) n’est pas
forcement prédéfinie dans les schémas d’agrégation.
Exemple 13. L’analyste peut souhaiter utiliser l’opérateur AGGREGATE afin de
présenter les plus petites températures moyennes selon les années et les départements. Ce qui
ajoute une ligne et une colonne à la TM comme le montre la Figure 60.
(T15)(T9)



















2011 15 16 15
2012 15 15.8 15
2013 16 16.6 16










Figure 60 : Opérateurs d’agrégation
5.2.2.9 Opérateurs d’affichage d’agrégation
Ces opérateurs consistent à présenter et cacher les fonctions d’agrégation utilisées pour
obtenir les valeurs affichées dans une TM.
5.2.2.9.1 DISPLAYAGGREGATE
Cet opérateur permet d’afficher à l’analyste comment les mesures sont agrégées en
présentant leurs fonctions d’agrégation (avec leurs entrées, leurs ordres d’exécution et leurs
contraintes d’agrégation). Cette présentation sert à montrer comment l’analyse courante est
calculée. La syntaxe de l’opérateur est la suivante :
DISPLAYAGGREGATE(TSRC, [mi]) = TRES
Où :
− mi est la mesure à présenter ses fonction d’agrégation ;
− TRES est la table résultante qui affiche les fonctions associées à la mesure mi
(Aggregate(mi)) utilisées pour agréger la mesure aux niveaux d’agrégation actuels.
L’utilisation de la notation [ ] indique que le nom de la mesure (mi) est optionnel dans la
définition de l’opérateur. Un opérateur DISPLAYAGGREGATE sans préciser une mesure,
affiche les fonctions d’agrégation de toutes les mesures analysées (Figure 61). Cet opérateur
respecte les règles de la simplification des fonctions d’agrégation discutées précédemment
(§ 5.2.1).
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5.2.2.9.2 HIDEAGGREGATE
La présentation des fonctions d’agrégation pour plusieurs mesures dans une seule TM
peut perturber les analystes surtout s’il y a des mesures qui sont calculées à partir d’autres
mesures comme dans la TM (T8) de la Figure 55. Dans ce cas nous proposons d’utiliser
l’opérateur HIDEAGGREGATE (Figure 61). Cet opérateur est l’inverse de l’opérateur
précédent. Il cache les fonctions d’agrégation utilisées pour une mesure analysée dans une TM.
La syntaxe de l’opérateur est la suivante :
HIDEAGGREGATE(TSRC, [mi]) = TRES
Où :
− mi est la mesure à cacher ses fonction d’agrégation ;
− TRES est la table résultante qui affiche le nom de la mesure (‘mi’) au lieu de ses
fonctions d’agrégation (Aggregate(mi)).
De la même manière que l’opérateur DISPLAYAGGREGATE, HIDEAGGREGATE































Figure 61 : Opérateurs d’affichage d’agrégation
Les opérateurs d’affichage d’agrégation et les fonctions d’agrégation
Ces opérateurs sont particulièrement utilisés dans un contexte multifonction. Ils ne
changent que la visualisation des fonctions d’agrégation. Ce qui ne demande aucun calcul de
données.
5.3 CONCLUSION
Dans ce chapitre, nous avons présenté une définition de TM et un langage
d’interrogation des données adaptés à notre modèle multidimensionnel multifonctions. Notre
proposition se base sur la structure de visualisation de la TM et l’ensemble des opérateurs de
manipulation des bases de données multidimensionnelles proposé dans [Ravat et al., 2008].
Nous avons adapté la définition de la TM au contexte multifonctions en ajoutant les
fonctions d’agrégations associées aux mesures analysées (Aggregate(mi)) et toutes les
dimensions associées au sujet d’analyse même si elle ne sont pas affichées dans la TM [Hassan
et al., 2013b], [Hassan et al., 2013c]. Cette adaptation consiste à simplifier autant que possible
la présentation des contraintes d’agrégation des fonctions d’agrégation et leur ordre d’exécution,
et à réduire le nombre des fonctions affichées.
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Les opérateurs de notre langage d’interrogation permettent de spécifier une analyse
multidimensionnelle à partir des éléments structurels (faits, dimensions, hiérarchies) en utilisant
l’opérateur de construction. Ensuite, l’analyste utilise les autres opérateurs interactivement pour
la modifier et l’affiner.
Nous avons adapté nos opérateurs d’analyse OLAP à l’utilisation de plusieurs fonctions
d’agrégation pour la même mesure. Ces extensions sont justifiées par les raisons suivantes :
− L’automatisation du choix des fonctions d’agrégation qui simplifie la
spécification de plusieurs opérateurs d’analyse OLAP où les fonctions d’agrégation
utilisées ne doivent plus être spécifiées ;
− La différence entre les fonctions utilisées sur les hiérarchies de la même
dimension influence la spécification de certains opérateurs parce qu’elle nécessite
de préciser les hiérarchies utilisées sur l’ensemble des dimensions associées au sujet
d’analyse (même si la dimension n’est pas affichée dans la TM) ;
− L’existence d’un ordre d’exécution entre les fonctions d’agrégation a des
impacts sur le mécanisme interne des opérateurs qui changent un niveau
d’agrégation par un autre niveau supérieur. Ces impacts limitent la possibilité de
profiter des valeurs déjà agrégées dans la TM précédente [Hassan et al., 2013b],
[Hassan et al., 2013c].
Dans le cadre de cette adaptation, nous proposons deux opérateurs
(DISPLAYAGGREGATE et HIDEAGGREGATE) à la liste d’opérateurs classiques afin de
montrer et cacher les fonctions d’agrégation dans la TM.
Le Tableau 16 présente une synthèse de cette adaptation.
Tableau 16 : Synthèse d’adaptation des opérateurs OLAP au contexte multifonctions
Opérateur classique Cause Changement
DISPLAY(F,{f1(m1), f2(m2),
…}, DL, HL, DC, HC)
−l’automatisation d’agrégation
−la différence entre les fonctions
sur les hiérarchies
−spécification ⇒
DISPLAY(F, {m1, m2, … }, DL, HL, DC,
HC, D3, H3,…, Dm, Hm)




−l’ordre d’exécution −mécanisme interne
DROTATE(TSRC, Dold, Dnew ,Hnew)





FROTATE ( TSRC, Fnew,
{ ( ), ( ), …})
−l’automatisation d’agrégation
−la différence entre les fonctions
sur les hiérarchies
−spécification ⇒
FROTATE(TSRC,Fnew,{ , , …}, D3,
H3,…, Dm, Hm)
ADDM(TSRC, fi(mi)) −l’automatisation d’agrégation −spécification ⇒ ADDM(TSRC, mi)
DELM(TSRC, fi(mi)) −l’automatisation d’agrégation −spécification ⇒ DELM(TSRC, mi)
PULL ( TSRC, D, fi(mi)) −l’automatisation d’agrégation −spécification ⇒ PULL(TSRC, D, mi)
- - DISPLAYAGGREGATE(TSRC)
- - HIDEAGGREGATE(TSRC)
6.CHAPITRE VI : IMPLANTATION ET
VALIDATION
6.1 INTRODUCTION
Ce chapitre a pour objectif de présenter le prototype que nous avons développé, afin de
montrer la faisabilité de notre approche et de valider nos propositions. L’objectif de notre
prototype, appelé OLAP-Multi-Functions, est de fournir un système d’analyses OLAP
multifonctions qui permet de concevoir une BDM à agrégations multiples et différenciées, ainsi
que de superviser les manipulations OLAP effectuées par un analyste.
Plan du chapitre. Ce chapitre est organisé comme suit. La deuxième section présente
notre prototype en décrivant les modules composant l’architecture du prototype. Nous
détaillions les principaux modules : les interfaces, le méta-schéma et le générateur des requêtes.
OLAP-Multi-Functions nous sert de plateforme à partir de laquelle nous pouvons mener des
expériences ; nous détaillons les expériences menées dans la troisième section.
6.2 PROTOTYPE OLAP-MULTI-FUNCTIONS
La fonctionnalité principale d’OLAP-Multi-Functions est de visualiser et de faciliter
l’intégration des fonctions d’agrégation dans le schéma multidimensionnel. Notre prototype
s’appuie sur des représentations graphiques de la BDM. Un langage graphique de conception
permet d’avoir une vision synthétique et proche de la réalité modélisée, rendant les
représentations plus claires que celles d’autres types de langages (textuels ou tabulaires) [Le
Parc, 1997]. Afin de développer ce prototype, nous avons utilisé Java 7 au-dessus du système de
gestion de bases de données relationnelles Oracle 12c.
Dans la suite, nous présentons l’architecture générale de notre prototype.
6.2.1 Architecture d’OLAP-Multi-Functions
Notre prototype ne se charge pas de construire le modèle logique R-OLAP. Il considère
que les données de base (faits et dimensions) sont déjà stockées dans des tables relationnelles et
que le schéma structurel (faits, dimensions et hiérarchies) est déjà défini. Le prototype Graphic-
OLAP [Ravat et al., 2008] développé dans l’équipe permet d’effectuer ces tâches et produit une
BDM compatible avec OLAP-Multi-Functions.
La Figure 62 illustre l’architecture générale de notre prototype. Selon cette architecture
le prototype est organisé en deux niveaux :
− Le niveau « Interfaces » qui repose sur un ensemble d’interfaces graphiques :
 Le module Constructeur permet d’intégrer graphiquement les fonctions
d’agrégation dans le schéma multidimensionnel,
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 Le module Visualisation affiche le schéma structurel (cf. § 3.2.4.1) et les
schémas d’agrégation (cf. § 3.2.4.2) aux utilisateurs,
 Le module Analyseur aide à spécifier graphiquement les analyses souhaitées et
affiche leurs résultats.
− Le niveau « Stockage » qui comprend trois espaces de stockage :
 Une base de données R-OLAP stocke la BDM (faits et dimensions). Elles
représentent l’implantation du schéma au niveau logique présentée
précédemment dans le chapitre 4 (cf. § 4.2),
 Une méta-base décrit le schéma structurel et les schémas d’agrégation de la
BDM,
 Un Générateur SQL élabore les requêtes SQL correspondantes aux analyses





















Figure 62 : Architecture de prototype OLAP-Multi-Functions
Dans la suite, nous détaillons les interfaces et les espaces de stockage.
6.2.2 Interfaces
Les interfaces permettent aux utilisateurs d’interagir avec la BDM. Les interfaces des
modules de constructeur et de visualisation sont exploitées par les concepteurs de la BDM,
tandis que les analystes utilisent les interfaces des modules de visualisation et de l’analyseur.
6.2.2.1 Constructeur
Il comprend un ensemble d’interfaces graphiques permettant de définir les quatre types
de fonctions d’agrégation (générale, multiple dimensionnelle, multiple hiérarchique et
différentiée), leur ordre d’exécution et les éventuelles contraintes d’agrégation.
Les fonctions d’agrégation peuvent s’intégrer dans le schéma multidimensionnel en
utilisant l’interface graphique de la Figure 63. Après avoir choisi la mesure concernée dans
l’arborescence de gauche de l’interface de la Figure 63, nous définissons :
− La fonction générale en ne déterminant que la fonction d’agrégation ;
− La fonction multiple dimensionnelle en définissant la fonction et la dimension ;
− La fonction multiple hiérarchique en spécifiant la fonction, la dimension et la
hiérarchie ;
− La fonction différentiée en déterminant la fonction, la dimension, la hiérarchie et le
paramètre.
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La Figure 63 montre la définition de la fonction multiple dimensionnelle (SUM) de la
mesure ‘Précip’. Cette interface offre également la possibilité de modifier une fonction
d’agrégation en changeant la fonction utilisée ou bien de supprimer une fonction en choisissant
un nom de fonction vide.
Figure 63 : Définition des fonctions d’agrégation
Nous déterminons les contraintes d’agrégation et l’ordre d’exécution des fonctions
d’agrégation d’une mesure en utilisant une autre interface graphique (la fenêtre en arrière plan
de la Figure 64). Dans le cas des fonctions qui prennent en entrée des valeurs autres que les
mesures, les arguments des fonctions peuvent être spécifiés par la fenêtre en premier plan de la
Figure 64. Les boutons (Up et Down) servent à ordonner ces arguments.
Figure 64 : Définition des arguments, contraintes et ordre d’exécution des fonctions
6.2.2.2 Visualisation
Le schéma structurel est visualisé sous la forme d’un graphe en constellation (Figure
65) basé sur des formalismes graphiques des faits, des dimensions et des hiérarchies introduits
dans [Ravat et al., 2007b] et [Ravat et al., 2008]. Les différents schémas d’agrégation sont quant
6.2 PROTOTYPE OLAP-MULTI-FUNCTIONS 124
à eux, visualisés sous la forme d’un graphe hyperbolique (Figure 66) qui permet de se
concentrer sur une partie du schéma, sans détailler les autres parties en gardant toujours la
possibilité de changer la partie détaillée. Par exemple, la Figure 66 détaille l’agrégation de la
mesure ‘Précip’ sur la dimension ‘Dates’ et la hiérarchie ‘Hgéo_Simp’ de la dimension
‘Géographie’, tandis que l’agrégation sur la hiérarchie ‘Hgéo_Scien’ n’est pas détaillée.
Figure 65 : Schéma structurel
Figure 66 : Schéma d’agrégation
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6.2.2.3 Analyseur
Le rôle principal de l’analyseur est de faciliter l’interrogation des données. Or,
l’analyste ne manipule que des concepts multidimensionnels. Ainsi, la complexité de
l’agrégation et la structure logique de la BDM sont cachées.
L’analyste sélectionne graphiquement dans l’interface de l’analyse (la fenêtre au
premier plan de la Figure 67), la mesure et le niveau d’agrégation souhaité pour chaque
dimension. L’analyseur transfère les interactions d’analyste au générateur de requêtes SQL. Les
requêtes sont envoyées au SGBD. Puis, elles sont calculées et les résultats sont affichés dans
une fenêtre séparée sous forme d’une table (à gauche de la fenêtre, arrière plan de la Figure 67).
La fenêtre de résultats présente également l’agrégation correspondante à l’analyse réalisée (à
droite de la fenêtre, arrière plan de la Figure 67).
Figure 67 : Analyseur
L’interface de l’analyse (la fenêtre en avant de la Figure 67) offre aux analystes la
possibilité d’effectuer plusieurs manipulations graphiques simples. Ces manipulations peuvent
être équivalentes à plusieurs opérateurs d’analyse OLAP. Dans la suite, nous présentons
certaines d’entre elles.
− Le changement d’un paramètre sélectionné par un autre paramètre inférieur est
équivalent à une opération du forage vers le bas (DRILLDOWN) ;
− Le changement d’un paramètre sélectionné par un autre paramètre supérieur est
équivalent à une opération du forage vers le haut (ROLLUP) ;
− Le changement à la fois
 d’un paramètre sélectionné par le paramètre extrémité AllDi sur une dimension
Di, et
 d’un paramètre extrémité AllDj sélectionné par un paramètre inférieur sur une
autre dimension Dj,
est équivalent à une opération de rotation des dimensions (DROTATE) ;
− Le changement d’une hiérarchie sélectionnée par une autre est équivalent à une
opération de rotation des hiérarchies (HROTATE) ;
− Le changement du fait analysé par un autre est équivalent à une opération de
rotation des faits (FROTATE).
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D’autres manipulations concernant la visualisation de données (comme
l’ordonnancement des données (ORDER) et la permutation des colonnes (NEST)) peuvent être
effectuées dans l’interface de résultats.
6.2.3 Stockage
Dans cette section, nous ne détaillions que le méta-schéma et le générateur de requêtes
SQL. Les tables relationnelles stockant les données des faits et des dimensions, implantées selon
la méthode R-OLAP, sont présentées en détail dans le chapitre 4. Ces tables peuvent former un
schéma en flocon ou en étoile [Kimball, 1996] (cf. § 4.2).
6.2.3.1 Méta-Schéma
Ce méta-schéma décrit les structures du schéma multidimensionnel (faits, dimensions et
hiérarchies) ainsi que les fonctions d’agrégation, l’ordre d’exécution et les contraintes
d’agrégation pour construire des requêtes SQL valides et cohérentes.
La Figure 68 montre ce méta-schéma selon le diagramme de classes UML. Les classes
de couleur claire décrivent les éléments structurels (schéma structurel, cf. § 3.2.4.1), et les
classes bleues/grisées décrivent les mécanismes d’agrégations (schémas d’agrégation, cf.
§ 3.2.4.2)).
Selon ce méta-schéma, un fait se compose d’une ou plusieurs mesures. Il peut être
analysé selon plusieurs dimensions. Chaque dimension comprend des hiérarchies, des
paramètres et des attributs faibles. Un paramètre peut appartenir à plusieurs hiérarchies qui sont
ordonnées en niveaux d’agrégation. Chaque niveau peut être associé à un ensemble d’attributs
faibles.
Figure 68 : Méta-schéma
Une mesure peut être agrégée par plusieurs fonctions d’agrégation (classe Fonction)
mais une fonction d’agrégation est associée à une seule mesure. La classe Fonction possède un
attribut contrainte qui est utilisé pour forcer l’agrégation en indiquant le niveau inférieur à partir
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duquel l’agrégation considérée doit être calculée. L’attribut ordre d’exécution est utilisé pour
ordonner l’exécution des fonctions d’agrégation non-commutatives. Une fonction prend au
moins une entrée. Cette entrée est, soit une mesure, soit un paramètre, soit un attribut faible.
Quatre types de fonctions d’agrégation héritent de la classe Fonction :
− Fonction générale est liée uniquement à une mesure (une mesure ayant au
maximum une fonction d’agrégation générale). Cette fonction est utilisée pour
agréger les valeurs de mesure dans l’espace multidimensionnel où il n’y a aucune
autre fonction d’agrégation spécifique ;
− Fonction multiple dimensionnelle est liée à une mesure et une dimension sur
laquelle cette fonction est appliquée ;
− Fonction multiple hiérarchique est liée à une mesure et une hiérarchie sur laquelle
nous appliquons cette fonction ;
− Fonction différenciée est liée à un niveau d’agrégation pour agréger les valeurs de
mesure entre ce niveau et le niveau directement supérieur dans la même hiérarchie.
Toutefois, chaque dimension, chaque hiérarchie et chaque niveau d’agrégation peuvent
avoir plusieurs fonctions d’agrégation ; une pour chaque mesure différente.
6.2.3.2 Générateur de requêtes SQL
Pour superviser les analyses, le prototype dispose d’un générateur de requêtes SQL.
Nous l’avons réalisé sous forme d’une procédure stockée. Le générateur traduit les interactions
des analystes en générant un script SQL exécutable dans le contexte d’implantation R-OLAP.
L’analyste paramètre le calcul d’agrégation qu’il souhaite réaliser : il doit préciser la mesure et
les niveaux d’agrégation souhaités. Notre prototype les stocke dans une table temporaire
‘niveaux d’agrégation’. La procédure du générateur pour accomplir sa tâche accède à cette table
temporaire, au méta-schéma et au schéma R-OLAP.
Le processus de génération comprend quatre étapes correspondant aux étapes de
l’analyse multifonctions (cf. § 3.3.3), comme l’illustre la Figure 69 en diagramme BPMN
(Business Process Modeling Notation).
− Détecter les tables du modèle logique R-OLAP : à partir du nom de fait à analyser,
cette étape identifie les tables relationnelles utilisées pour stocker les données pour
l’analyse et les liens d’intégrité référentielle entre elles. Ensuite, elle stocke ces
informations dans une table temporaire ;
− Déterminer les fonctions d’agrégation : à partir du méta-schéma et des niveaux
d’agrégation demandés, cette étape identifie les fonctions d’agrégation à appliquer
pour calculer les données de l’analyse. Puis elle les stocke avec leur ordre
d’exécution et leurs contraintes d’agrégation dans une nouvelle table temporaire.
Cette étape correspond à l’étape (déterminer les fonctions d’agrégation) de
l’analyse multifonctions ;
− Simplifier les fonctions d’agrégation : cette étape consiste à détecter d’éventuels
calculs redondants, c’est-à-dire une répétition inutile ou invalide d’une fonction
d’agrégation. Pour cela il faut supprimer les répétitions de la même fonction dans la
table temporaire, c’est-à-dire supprimer les fonctions qui ont le même nom, les
mêmes arguments et le même ordre d’exécution. Cette étape correspond à l’étape
(traiter l’ordre d’exécution) de l’analyse multifonctions ;
− Obtenir script SQL : à partir du méta-schéma et les tables temporaires, cette étape
génère la requête SQL finale. Le prototype envoie cette requête au SGBD qui la
calcule et restitue les données. Cette étape correspond à l’étape (Effectuer l’analyse)
de l’analyse multifonctions.
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Figure 69 : Générateur de requêtes SQL
6.2.4 Discussion
Dans cette section, nous présentons les avantages de notre prototype OLAP-Multi-
Functions par rapport à un des outils commerciaux les plus utilisés: « Business Objects » (BO).
6.2.4.1 « Business Objects »
A notre connaissance, la limite principale de BO est l’utilisation d’une seule fonction
d’agrégation pour chaque mesure [BO XI 3.1 SP3, 2010], [BO XI 3.1 SP6, 2013]. Pour savoir
jusqu’à quel point nous pouvons surmonter ce problème, nous avons appliqué notre exemple de
météo (exemple de motivation cf. § 1.3.1) en utilisant BO. Nous avons associé la fonction
d’agrégation (AVG) à la mesure ‘Tem_Moy’. Nous pouvons ainsi effectuer toutes les
agrégations possibles sur les dimensions ‘Dates’ et ‘Temps’ ; par exemple, nous pouvons
analyser les températures moyennes mensuelles par ville et demi-journée.
Cependant pour agréger les températures moyennes sur la dimension ‘Géographie’,
nous utilisons d’autres fonctions ; par exemple, nous utilisons une fonction d’agrégation non-
standard, qui est la moyenne pondérée (AVG_W), pour calculer les températures régionales (au
niveau ‘Région’ de la hiérarchie ‘Hgéo_Scien’). Pour résoudre ce problème, il y a deux
propositions :
− L’utilisation des mesures calculées (dérivées) [BO XI 3.1 SP3, 2010] : cette
proposition implique de définir une nouvelle mesure ‘Tem_Moy_Région’ calculée
par la formule (É5), définie dans la section 1.3.2.1. Le problème de cette
proposition est que cette formule (« Select: » dans la Figure 70) ne sera pas utilisée
pour calculer la mesure au niveau ‘Région’ mais au niveau de base ‘Ville’, puis
pour calculer la mesure au niveau ‘Région’, sa fonction d’agrégation propre sera
utilisée pour agréger les valeurs ;
− L’utilisation des variables [BO XI 3.1 SP6, 2013] : l’avantage de cette proposition
est que la variable peut utiliser des valeurs agrégées contrairement à la mesure
calculée qui utilisent uniquement les valeurs de base. Le problème est que si la
variable utilise des valeurs autres que la mesure, ces valeurs doivent être utilisées
dans l’analyse, sinon il y aura des erreurs. Par exemple, la variable ‘Moy_Var’
(Figure 71) est calculée par la formule (É5) mais les valeurs de ‘D_Superficie’ ne
sont pas présentées dans l’analyse, donc il y a des erreurs (Figure 71). Pour
surmonter ce problème et obtenir les résultats demandés, nous pouvons définir deux
nouvelles mesures : la première M1 = SUM(D_Superficie * Tem_Moy), la deuxième
M2 = SUM(D_Superficie) et la variable devient alors Moy_Var = M1 / M2.
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Figure 70 : L’utilisation des mesures calculées dans BO
Figure 71 : L’utilisation des variables dans BO
Ainsi, en utilisant les variables, on peut calculer :
[1] Une fonction non-standard,
[2] Une deuxième agrégation à partir des résultats de la fonction d’agrégation associée
à la mesure. Ceci est similaire à l’association de deux fonctions d’agrégation avec
une seule mesure.
Lorsque une variable est utilisée pour un niveau spécifique (comme la variable
‘Moy_Var’ qui est utilisée pour le niveau ‘Région’), il n’y a pas de contrainte qui interdit de
l’utiliser pour un autre niveau, ce qui donnera un résultat erroné. Une autre limite d’utilisation
des variables est que nous ne pouvons pas utiliser une variable pour calculer une autre variable
sans afficher la première dans l’analyse, sinon il y aura des erreurs (Figure 71). Ainsi, nous ne
pouvons pas nous baser sur la variable ‘Moy_Var’ pour calculer les températures moyennes au
niveau ‘AllGéographie’.
6.2.4.2 OLAP-Multi-Functions
Notre prototype intègre plusieurs fonctions d’agrégation dans le modèle
multidimensionnel. Il pallie les limites principales de BO : l’utilisation des fonctions
d’agrégation non-standard et l’utilisation de plusieurs fonctions d’agrégation pour la même
mesure.
Pour utiliser les fonctions d’agrégation non-standard : la moyenne pondérée (utilisée
pour l’agrégation scientifique) et la sélection de ville représentative (utilisée pour l’agrégation
simple) (cf. § 1.3.2.1), nous avons implanté nos fonctions d’agrégation (AVG_W et
SELECT_CENTER) décrites précédemment (cf. § 2.3.2.1) :
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− Nous avons créé deux types (un pour chaque fonction) d’objet Oracle (classe) qui
implémentent les quatre méthodes de l’interface ODCIAggregate :
ODCIAggregateInitialize, ODCIAggregateIterate, ODCIAggregateMerge et
ODCIAggregateTerminate. Ces méthodes correspondent aux opérations internes
que chaque fonction d’agrégation accomplit (Initialize, Iterate, Merge, Terminate)
[Oracle 12c, 2013] ;
− Nous avons ensuite créé nos fonctions d’agrégation AVG_W et SELECT_CENTER en
reposant sur nos précédents types d’objet.
 AVG_W reçoit un paramètre (TYPE Data_Weighted AS OBJECT (valeur
NUMBER, poids NUMBER)) composé de la donnée à agréger et de sa
pondération,
 SELECT_CENTER reçoit un paramètre (TYPE Lev_Data AS OBJECT (level
NUMBER, value NUMBER)) composé de la donnée à agréger associée à son
niveau administratif.
L’utilisation des types d’objet (Data_Weighted et Lev_Data) est nécessaire parce que
les fonctions d’agrégation en Oracle ne supportent en entrée qu’un unique paramètre [Oracle
12c, 2013].
Afin d’utiliser plusieurs fonctions d’agrégation dans la même analyse, notre générateur
de requêtes SQL peut générer des requêtes imbriquées. Par exemple, la requête SQL générée par
notre prototype pour analyser les précipitations départementales mensuelles (selon l’agrégation
simple) est la suivante :
SELECT MOISN, DEPARTEMENT,
SELECT_CENTER(LEV_DATA(NIVEAU_ADMINISTRATIF, PRECIP)) AS PRECIP
FROM( SELECT DATES.MOISN, GEOGRAPHIE.DEPARTEMENT, GEOGRAPHIE.VILLE,
GEOGRAPHIE.NIVEAU_ADMINISTRATIF,
SUM(PRECIPITATION.PRECIP) AS PRECIP
FROM DATES, GEOGRAPHIE, PRECIPITATION
WHERE PRECIPITATION.ID_VILLE = GEOGRAPHIE.ID_VILLE
AND PRECIPITATION.ID_DATE = DATES.ID_DATE
GROUP BY DATES.MOISN, DATES.LIBM, GEOGRAPHIE.DEPARTEMENT,
GEOGRAPHIE.VILLE, GEOGRAPHIE.NIVEAU_ADMINISTRATIF)
GROUP BY MOISN, LIBM, DEPARTEMENT
6.3 ETUDES EXPÉRIMENTALES
Nous avons réalisé une série d’expériences. Nous présentons ces expériences en deux
groupes : expériences sur le treillis d’optimisation et expériences sur la performance. Toutes les
données utilisées dans nos études expérimentales sont des données de synthèse produites
automatiquement par un générateur de données.
6.3.1 Etudes expérimentales sur le treillis d’optimisation
Ces études ont pour but d’étudier les conséquences de nos propositions sur la
complexité du treillis.
Expérience 1.
Nous étudions les relations entre les priorités des fonctions d’agrégation (ordre
d’exécution) d’une mesure et la complexité de son treillis d’optimisation.
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Collection de données :
Nous utilisons trois schémas multidimensionnels avec quatre, cinq et six dimensions.
Nous considérons que :
− Chaque dimension n’a qu’une seule hiérarchie avec cinq niveaux de granularité
(paramètres), et
− Les fonctions d’agrégation utilisées sur une même dimension ont le même ordre
d’exécution.
Protocole :
Tout d’abord, toutes les dimensions ont le même ordre d’exécution. Puis nous
changeons l’ordre d’exécution des dimensions une par une jusqu’à ce que chaque dimension ait
son propre ordre d’exécution. Nous suivons l’évolution du nombre d’arcs du treillis.
Résultats :
La Figure 72 montre que le nombre d’arcs du treillis diminue lorsque le nombre
d’ordres d’exécution différents augmente. Nous remarquons que dans les trois cas (quatre
dimensions (4D), cinq dimensions (5D) et six dimensions (6D)), cette diminution est linéaire.
Ces résultats montrent que l’ordre d’exécution permet de réduire significativement le nombre

























Figure 72 : Nombre d’arcs en fonction du nombre d’ordres d’exécution (Expérience 1)
Expérience 2.
Nous étudions les relations entre le nombre d’axes d’analyse (dimensions) et la
complexité du treillis d’optimisation d’une mesure.
Collection de données :
Nous nous basons sur deux schémas multidimensionnels avec des dimensions de cinq
paramètres. Dans le premier schéma, toutes les dimensions ont la même priorité, c’est-à-dire
une valeur unique de l’ordre d’exécution pour toutes les fonctions d’agrégation. Le second
schéma a des valeurs d’ordre d’exécution différentes pour chaque dimension.
Protocole :
Nous observons le nombre de nœuds, d’arcs et d’arcs non transitifs en fonction du
nombre de dimensions (de deux à six).
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Résultats :
La Figure 73 montre que,
− Si toutes les dimensions ont la même valeur d’ordre d’exécution, le nombre
d’arcs (la courbe d’arcs) augmente beaucoup plus rapidement que le nombre de
nœuds (la courbe de nœuds).
− Si chaque dimension a une valeur différente de l’ordre d’exécution,
l’augmentation du nombre d’arcs non transitifs (la courbe d’arcs contraints) est
nettement inférieure à l’augmentation du nombre total des arcs (la courbe d’arcs
optimisés). Dans le cas étudié, selon les valeurs affichées dans la table de données
qui est au-dessous des courbes (Figure 73), le taux d’arcs contraints par rapport aux
arcs totaux est environ 25%. Nous pouvons remarquer également que la courbe
d’arcs optimisés est identique à la courbe de nœuds : selon la table des données, le
nombre d’arcs optimisés = le nombre de nœuds -1. Ce qui indique qu’il n’y a qu’un
arc pour chaque nœud. Ainsi, si chaque dimension possède un ordre d’exécution










2 3 4 5 6Nombre de dimensions
2 3 4 5 6
arcs 40 300 2000 12500 75000
arcs optimisés 24 124 624 3124 15624
nœuds 25 125 625 3125 15625
arcs contraints 4 28 152 776 3900
Figure 73 : Nombre de nœuds et d’arcs en fonction du nombre de dimensions
(Expérience 2)
Ces deux premières expériences montrent que la complexité du treillis peut être
atténuée en réduisant significativement le nombre d’arcs grâce à l’ordre d’exécution.
Expérience 3.
Cette expérience étudie les effets des arcs non transitifs (contraints) sur le temps de la
création du treillis.
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Collection de données :
Afin de réaliser cette expérience, nous nous appuyons sur deux versions différentes du
treillis de la Figure 74 (b). Ce treillis est défini à partir du schéma structurel et du schéma
d’agrégation de la mesure ‘Tem_Moy’ de la Figure 74 (a). La première version est identique à
la Figure 74 (b), où environ 42 % des arcs sont contraints. La seconde est différente de la
première, car elle ne comprend aucun arc non transitif.
Pour éviter toute ambiguïté résultant de la différence entre les fonctions standard et les














































































Figure 74 : Treillis d’optimisation multifonctions contrôlé (avec 42% des arcs contraints)
Protocole :
Nous observons le temps nécessaire pour créer le treillis entier en fonction du nombre
de tuples du fait (de deux à huit millions).
Nous pouvons créer le treillis selon deux stratégies différentes :
[1] Tous les nœuds peuvent être calculés à partir du nœud de base,
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[2] Chaque nœud peut être créé à partir d’un nœud directement inférieur. Comme la
fonction considérée (AVG) est une fonction algébrique [Gray et al., 1996], il faut
que chaque nœud (sauf la borne inférieure et la borne supérieure) stocke des valeurs
intermédiaires (la somme et le nombre des occurrences) pour pouvoir calculer les
nœuds supérieurs de manière transitive.
Résultats :
Les arcs contraints n’influencent pas le temps nécessaire pour calculer un nœud à partir
d’un nœud directement inférieur. Par conséquence, les temps nécessaires pour construire les
deux versions du treillis selon la deuxième stratégie sont identiques (la courbe séquentiel dans la
Figure 75).
Cependant, les arcs contraints augmentent de manière significative le temps nécessaire
pour la construction d’un nœud à partir du nœud de base. Ceci est clairement observable dans la
Figure 75, où le temps supplémentaire nécessaire pour construire le treillis avec 42 % des arcs
non transitifs (la courbe avec blocage) est jusqu’à environ 75% du temps nécessaire pour
construire le treillis sans arcs non transitifs (la courbe sans blocage).
Ainsi, cette expérience montre que le temps de la création du treillis augmente
















Nombre de tuples du fait
sans blocage avec blocage séquentiel
Figure 75 : Temps de la création du treillis selon le nombre de tuples du fait
(Expérience 3)
6.3.2 Etudes des performances
Le générateur de requêtes SQL nous sert de plateforme expérimentale pour laquelle
nous montrons une série d’expériences. Cette série d’expériences permet d’évaluer la
performance de l’analyse multifonctions.
Expérience 4.
Cette expérience vise à étudier les conséquences de nos propositions (l’utilisation de
plusieurs fonctions d’agrégation pour la même mesure) sur le temps d’exécution des requêtes
d’interrogations et d’analyses OLAP. Plus précisément, nous étudions la relation entre le
nombre de fonctions d’agrégation utilisées dans la même analyse et le temps d’exécution.
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Collection de données :
Nous travaillons sur notre exemple de météo dont la taille de regroupement de données
sur la dimension ‘Géographie’ est de valeur 5, c’est-à-dire, chaque instance d’un niveau
supérieur correspond à cinq instances de niveau inférieur (par exemple, chaque région
comprend cinq départements).
Protocole :
Nous observons les temps d’exécution (seconde) de trois requêtes, en fonction du
nombre de tuples contenus dans le fait (de deux à dix millions) :
− La première requête agrège les températures moyennes au niveau ‘Département’.
Elle repose sur une seule fonction d’agrégation (comme dans le modèle classique) ;
− La deuxième requête agrège les températures moyennes au niveau ‘Région’. Elle
repose sur deux fonctions d’agrégation ;
− La troisième requête agrège les températures moyennes au niveau ‘AllGéographie’. Elle
nécessite d’appliquer trois fonctions d’agrégation.
Nous avons choisi ces trois requêtes pour présenter l’impact de l’utilisation de plusieurs
fonctions d’agrégation (deuxième et troisième requêtes) par rapport au modèle classique qui
utilise une seule fonction d’agrégation (première requête).
Afin d’éviter toute ambiguïté résultant de la différence entre les fonctions standard et


























Figure 76 : Temps d’exécution selon le nombre de fonctions d’agrégation (Expérience 4)
Résultats :
La Figure 76 montre les temps d’exécution des trois requêtes. Ce temps augmente
linéairement en fonction du nombre de tuples. La distance entre les courbes des première et
deuxième requêtes (les courbes Département et Région respectivement) représente le temps
supplémentaire demandé pour appliquer la deuxième fonction. Ce temps est environ de 6% du
temps total pour exécuter la requête. Le temps supplémentaire pour appliquer la troisième
fonction semble être non-remarquable (la courbe de la troisième requête All est presque au-
dessus de la courbe de la deuxième requête Région). En réalité, ce phénomène est lié au volume
des données qui décroît avec les fonctions précédemment appliquées. Ainsi lors du calcul de la
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troisième fonction, le volume des données est proportionnellement fortement réduit par rapport
au volume initialement impliqué.
Expérience 5.
Cette expérience étudie la relation entre le temps d’exécution, la taille de regroupement
de données et le nombre de fonctions d’agrégation utilisées. Nous entendons par taille de
regroupement de données le nombre de valeurs d’un paramètre inférieur qui sont regroupées en
une valeur d’un paramètre supérieur.
Collection de données :
Nous travaillons sur deux versions différentes de notre exemple de météo. La première
avec une taille de regroupement de données sur la dimension ‘Géographie’ de valeur 2, et la
deuxième, avec une taille de regroupement de données de valeur 5.
Protocole :
Nous étudions le temps d’exécution (exprimé en seconde), en fonction du nombre de
tuples du fait (de deux à dix millions), des quatre requêtes :
− deux requêtes au niveau ‘Département’ (une avec une taille de regroupement de
données à 2 et l’autre à 5) qui utilisent une seule fonction d’agrégation, et
− deux requêtes supplémentaires au niveau ‘AllGéographie’ (avec une taille de
regroupement de données à 2 et à 5) qui utilisent trois fonctions d’agrégation.
Comme dans l’expérience précédente, nous n’utilisons que la fonction d’agrégation
personnalisée (AVG_W).
Résultats :
La Figure 77 montre les temps d’exécution des quatre requêtes. Les courbes
correspondantes à une taille de regroupement de valeur 2 (ou 5) sont indiquées dans la légende
par le chiffre deux (ou cinq) entre parenthèses.
Selon ces courbes, le temps d’exécution des requêtes avec une taille de regroupement à
5 est moindre que celui des requêtes avec une taille de regroupement à 2. Nous remarquons que
le temps d’exécution des requêtes semble principalement influencé par la taille de
regroupement. Ainsi, la requête avec une taille de regroupement à 2 et une seule fonction
d’agrégation (la courbe Département (2)) est plus coûteuse en temps de calcul que la requête
avec une taille de regroupement à 5 malgré trois fonctions d’agrégation (la courbe All (5)).
Nous pouvons conclure que la taille de regroupement paraît avoir un impact primordial
sur le temps d’exécution, plus que le nombre de fonctions d’agrégation utilisées.



























Figure 77 : Temps d’exécution selon le nombre de fonctions d’agrégation et la taille de
regroupement de données (Expérience 5)
Expérience 6.
Cette dernière expérience concerne les opérateurs d’analyse OLAP. Nous examinons le
temps d’exécution requis par nos opérateurs étendus par rapport aux opérateurs classiques. Nous
étudions l’opérateur RollUp parce qu’il est parmi les opérateurs les plus utilisés.
Collection de données :
Cette expérience se base sur notre exemple de météo, où les températures sont
enregistrées huit fois par jour (toutes les trois heures). La taille de regroupement de données sur
la dimension ‘Géographie’ est de valeur 5.
Protocole :
Nous observons le temps d’exécution, en fonction de nombre de tuples du fait (de deux
à huit millions), des cinq requêtes détaillées précédemment dans le chapitre 5 (cf. § 5.2.2.2.2) :
− R4 : réalise l’analyse mensuelles des températures moyennes départementales dans
un contexte uni-fonction ;
− R5 : réalise une opération de ROLLUP pour analyser les températures moyennes
régionales mensuelles et bénéficie des résultats de la requête précédente R4 dans un
contexte uni-fonction (ROLLUP classique) ;
− R6 : réalise l’analyse mensuelles des températures moyennes départementales dans
un contexte multifonctions contrairement à R4 ;
− R7 : réalise une opération de ROLLUP pour analyser les températures moyennes
départementales annuelles et bénéficie des résultats de la requête précédente R6
dans un contexte multifonctions (ROLLUP étendu) ;
− R8 : réalise une opération de ROLLUP pour analyser les températures moyennes
régionales mensuelles, sans bénéficier des résultats de la requête R6 dans un
contexte multifonctions (ROLLUP étendu) ;
La dernière requête R8 comprend une fonction d’agrégation personnalisée (AVG_W), ce
qui affecte le temps d’exécution, car la fonction n’est pas optimisée contrairement aux fonctions
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standard (SUM, AVG, COUNT, MAX, MIN, …). Par conséquent, nous étudions également une
sixième requête (R9) identique à R8, mais avec la fonction standard (AVG) au lieu de (AVG_W).
La Figure 78 illustre les relations des calculs entre les six requêtes à étudier. Les flèches
indiquent si une requête est calculée à partir du résultat d’une autre requête ou directement à











Figure 78 : Dépendances entre les requêtes à étudier
Résultats :
La Figure 79 montre les courbes correspondant aux six requêtes précédentes. Le temps
nécessaire pour exécuter l’analyse de base dans un contexte multifonctions (la courbe R6) est
supérieur à celui dans un contexte uni-fonction (la courbe R4) en raison de la complexité de la
requête R4 (utilisation de plusieurs fonctions d’agrégation).
Nous pouvons remarquer que le temps requis pour exécuter les opérations de ROLLUP
qui profitent des résultats des requêtes précédentes (les courbes R5 et R7) est remarquablement
faible (environ 0,1 seconde) parce que les données ont déjà été fortement agrégées. Ici, nous ne

























Figure 79 : Temps d’exécution de six requêtes selon le nombre de tuples du fait
Ces courbes montrent également que le temps nécessaire pour exécuter l’opération
ROLLUP étendu (multifonctions) en l’absence de la possibilité de bénéficier des valeurs
intermédiaires (la courbe R8) est largement supérieur au temps requis pour exécuter l’analyse de
base dans un contexte multifonctions (la courbe R6). Cependant, une grande partie de ce temps
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est due au fait que la fonction personnalisée AVG_W n’est pas optimisée, c’est ce que nous
voyons clairement par la différence entre les courbes R8 (ROLLUP étendu avec une fonction
personnalisée) et R9 (ROLLUP étendu avec une fonction optimisée).
Ces résultats montrent que le temps supplémentaire requis pour exécuter les opérateurs
étendus (par rapport aux opérateurs classiques) est important. Dans le cas étudié au-dessus, ce
temps est environ de 320% du temps d’exécution des opérateurs classiques. Il est donc
nécessaire d’optimiser les requêtes et les fonctions d’agrégation utilisées et de bénéficier autant
que possible des valeurs précédemment calculées.
Discussion
En regardant les trois expériences sur l’étude des performances (expérience 4, 5 et 6),
nous remarquons l’augmentation notable des temps d’exécution des requêtes uni-fonction et
multifonctions dans l’expérience 6 par rapport aux expériences 4 et 5. Cette augmentation est
due au fait que les effets de regroupement de données sur le temps d’exécution est plus efficace
dans le calcul uni-fonction que le calcul multifonction :
− Les données dans l’expérience 4 sont agrégées aux niveaux :
 ‘AllGéographie’ : avec une taille regroupement = 5 (entre les niveaux ‘Ville’ et
‘Département’) * 5 (entre les niveaux ‘Département’ et ‘Région’) * 5 (entre les
niveaux ‘Région’ et ‘AllGéographie’) = 125,
 ‘JourN’ et ‘Toutes_les_3_heures’ sans agrégation (parce qu’ils sont des niveaux
de base) ;
− Les données dans l’expérience 5 sont faiblement agrégées aux niveaux :
 ‘AllGéographie’ : avec une taille regroupement = 2 (entre les niveaux ‘Ville’ et
‘Département’) * 2 (entre les niveaux ‘Département’ et ‘Région’) * 2 (entre les
niveaux ‘Région’ et ‘AllGéographie’) = 8,
 ‘JourN’ et ‘Toutes_les_3_heures’ sans agrégation ;
− Les données dans l’expérience 6 sont fortement agrégées aux niveaux :
 ‘Département’ avec une taille regroupement de valeur 5 (entre le niveau ‘Ville’
et ‘Département’),
 ‘MoisN’ avec une taille regroupement de valeur 30 (entre le niveau ‘JourN’ et
‘MoisN’),
 ‘AllTemps’ avec une taille regroupement de valeur 8 (entre le niveau
‘Toutes_les_3_heures’ et ‘AllTemps’).
Le Tableau 17 compare la différence entre les requêtes uni-fonction et multifonctions
par rapport à la taille de regroupement de données dans les trois expériences. Cette différence
est étudiée pour un nombre de tuples de huit millions dans le fait. Il convient d’indiquer que
toutes les requêtes multifonctions étudiées dans ce tableau utilisent trois fonctions d’agrégation.
Dans ce tableau, nous constatons que les temps d’exécution des requêtes uni-fonction et
multifonctions diminuent avec l’augmentation de taille de regroupement. Cette diminution est
plus importante dans les requêtes uni-fonction que dans les requêtes multifonctions.
Par ailleurs, les fonctions d’agrégation utilisées dans les requêtes des expériences 4 et 5
sont des fonctions personnalisées contrairement aux fonctions standard utilisées dans les
requêtes de l’expérience 6 considérées. C’est pourquoi les requêtes de l’expérience 6 sont
beaucoup plus rapides que celles des expériences 4 et 5.
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Tableau 17 : Temps d’exécution des requêtes uni-fonction et multifonctions dans les
expériences 4, 5 et 6 pour huit millions tuples du fait
Expérience Taille de regroupement totale Temps d’exécution (Seconde) Différence
uni-fonction multifonction
5 2*2*2 = 8 238 244 6 secondes (2.5%)
4 5*5*5 = 125 206 218 12 secondes (5.8%)
6 5*30*8 = 1200 16 67 51 secondes (319%)
6.4 CONCLUSION
Dans ce chapitre, nous avons présenté notre prototype OLAP-Multi-Functions dont
l’objectif est de montrer la faisabilité de notre approche d’analyse multifonctions. Il repose sur
un ensemble de modules [Hassan et al., 2013a] :
− Le module Constructeur définit les fonctions d’agrégation afin de les intégrer dans
le schéma multidimensionnel ;
− Le module Visualisation montre le schéma structurel et les schémas d’agrégation ;
− Le module Analyseur facilite l’interrogation des données effectuées graphiquement
en cachant la complexité induite par l’agrégation et les structures d’implantation
ROLAP sous-jacentes de la BDM.
Notre prototype comprend trois espaces de stockage [Hassan et al., 2013a] :
− Une Base relationnelle R-OLAP stockant les données des faits et des dimensions ;
− Une Méta-base décrivant les structures du schéma multidimensionnel (faits,
dimensions et hiérarchies) ainsi que les fonctions d’agrégation, l’ordre d’exécution
et les contraintes d’agrégation ;
− Un Générateur de requêtes SQL qui supervise les analyses et traduit les
interactions d’analyste en des scripts SQL exécutables dans le contexte
d’implantation R-OLAP.
Nous avons mené une série d’expériences organisées en deux groupes :
Etudes expérimentales sur le treillis d’optimisation : ces expériences montrent que
l’augmentation de la complexité du treillis induite par l’augmentation du nombre de nœuds (cf.
§ 4.4.1) peut être atténuée en réduisant le nombre d’arcs grâce à l’ordre d’exécution ; cette
réduction s’effectue jusqu’à ce que le nombre d’arcs devienne dans le meilleur cas égal au
nombre de nœuds [Hassan et al., 2014].
Ces expériences démontrent également la nécessité d’utiliser des pré-agrégats
notamment dans le cas d’un grand nombre d’arcs contraints dans le treillis d’optimisation
[Hassan et al., 2014].
Etudes des performances : nous avons observé que le temps supplémentaire pour
appliquer plusieurs fonctions d’agrégation dans la même analyse est acceptable grâce à la
réduction du volume des données avec l’application de chaque fonction d’agrégation [Hassan et
al., 2013a].
Les résultats des études de la relation entre le temps d’exécution, la taille de
regroupement de données et le nombre de fonctions d’agrégation utilisées montre que la taille
de regroupement de données a des impacts sur le temps d’exécution plus importants que le
nombre de fonctions d’agrégation utilisées [Hassan et al., 2013a]. Ces impacts sont moins
efficaces dans notre contexte multifonctions que dans le contexte uni-fonction. Nos expériences
montrent l’importance d’optimiser les requêtes d’analyse en exploitant autant que possible des
valeurs précédemment calculées [Hassan et al., 2013b].
7.CHAPITRE VI : CONCLUSION ET
PERSPECTIVES
7.1 CONCLUSION GÉNÉRALE
Les travaux de recherche présentés dans ce mémoire de thèse se situent dans le cadre
des systèmes d’aide à la décision. Ces systèmes reposent sur un processus d’analyse en ligne
(OLAP) facilitant l’analyse interactive et la synthèse des données [Codd et al., 1993]. Les
systèmes d’aide à la décision adoptent généralement la modélisation multidimensionnelle
adaptée aux analyses [Kimball, 1996]. Jusqu’à présent, peu de travaux considèrent la
modélisation de l’agrégation des données dans l’espace multidimensionnel. La plupart des
propositions existantes considèrent généralement une même fonction d’agrégation pour
déterminer les valeurs d’une mesure aux différents niveaux de granularité de l’espace
multidimensionnel. Ces travaux supposent qu’il est toujours possible de calculer l’agrégation
d’une mesure directement à partir des niveaux de base.
Dans cette thèse, notre premier objectif a été de pallier ces limites en proposant un
nouveau modèle conceptuel multidimensionnel multifonctions. Ensuite, nous avons étudié
l’impact de notre proposition au niveau logique et sur l’ensemble d’opérateurs d’analyse
OLAP. La validation de nos propositions a été effectuée par le développement d’un prototype
permettant l’analyse multidimensionnelle en utilisant plusieurs fonctions d’agrégation pour la
même mesure.
Modèle conceptuel multidimensionnel multifonctions. Notre modèle est indépendant
des contraintes de plateformes d’implantation logiques ou physiques. Il permet au concepteur
d’intégrer les fonctions d’agrégation en associant à chaque mesure un ensemble de fonctions
compatibles. Notre modèle permet de faire évoluer les fonctions d’agrégation suivant les axes
d’analyse (fonction multiple dimensionnelle), les hiérarchies (fonction multiple hiérarchique) ou
les niveaux de granularité (fonction différenciée). La spécification des fonctions d’agrégation au
niveau conceptuel a pour but de contrôler l’agrégation des données (ce qui minimise le risque de
production d’erreurs de calcul) et d’utiliser ces fonctions pour le calcul des pré-agrégats.
Notre modèle est suffisamment expressif pour permettre au concepteur de contrôler la
validité des combinaisons de fonctions d’agrégation en associant à chaque fonction un ordre
d’exécution. Grâce à cet ordre d’exécution, nous pouvons à la fois contrôler l’exécution des
fonctions non-commutatives et permettre d’exécuter les fonctions commutatives dans n’importe
quel ordre. Des contraintes d’agrégation sont associées aux fonctions d’agrégation afin
d’indiquer un niveau de granularité spécifique à partir duquel l’agrégation doit être calculée.
L’originalité de notre modèle est la présentation des formalismes graphiques en deux
niveaux afin d’améliorer la lisibilité du schéma de la BDM :
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− Un schéma structurel comprend les éléments structurels (faits, dimensions et
hiérarchies)
− Un schéma d’agrégation différent pour chaque mesure comprend les différents
mécanismes d’agrégation (fonctions d’agrégation, ordre d’exécution et contraintes
d’agrégation)
Niveau logique. Nous avons étudié les conséquences de la prédéfinition de plusieurs
fonctions d’agrégation pour la même mesure sur le stockage de données de base (faits et
dimensions) et de données d’optimisation (vues matérialisées). Nous avons proposé d’implanter
les schémas multidimensionnels en utilisant l’approche R-OLAP [Kimball, 1996] qui
transforme les faits et les dimensions au niveau logique en tables relationnelles. Cette
transformation n’est pas influencée par la pluralité des fonctions d’agrégation, ce qui permet
d’appliquer notre modèle multifonction sur les systèmes décisionnels sans modifier ces
données.
Par contre, notre modèle multifonctions a plusieurs impacts sur les données
d’optimisation modélisées par un treillis [Harinarayan et al., 1996], où les nœuds représentent
les pré-agrégats et les arcs représentent les chemins des calculs des agrégations. Ces impacts
rendent les treillis d’optimisation différents d’une mesure à l’autre même si les mesures
concernées sont analysées selon les mêmes dimensions. Les impacts peuvent toucher les
données stockées dans les nœuds ou la structure de treillis (la forme et des arcs du treillis
peuvent être modifiés). D’autres impacts (comme le typage des arcs et le blocage de la
transitivité du calcul) rendent l’estimation du coût du calcul plus complexe. Par ailleurs,
l’augmentation de nombre de nœuds peut engendrer une augmentation de la complexité du
treillis. Cette dernière est cependant atténuée par la réduction du nombre d’arcs suite à l’élagage
du treillis.
A notre connaissance, l’exploitation de plusieurs fonctions d’agrégation pour la même
mesure dans le treillis d’optimisation n’a fait l’objet d’aucun travail de recherche par ailleurs.
Opérateurs d’analyse OLAP. Dans notre contexte multifonctions, nous avons proposé
un langage d’interrogation des données adaptés à notre modèle. Ce langage se base sur la
structure de visualisation de la table multidimensionnelle (TM) et l’ensemble des opérateurs de
manipulation des bases de données multidimensionnelles OLAP [Ravat et al., 2008].
Notamment, nous avons adapté la définition et la visualisation de la TM au contexte
multifonctions. Nous avons étendu également les opérateurs d’analyse OLAP afin de prendre en
compte l’utilisation de plusieurs fonctions d’agrégation pour la même mesure. Ces extensions
peuvent concerner la spécification de plusieurs opérateurs en raison de l’automatisation du
choix des fonctions d’agrégation et de la différence entre les fonctions utilisées sur les
hiérarchies de la même dimension. En outre, à cause de l’existence d’un ordre d’exécution entre
les fonctions d’agrégation, ces extensions peuvent toucher également le mécanisme interne des
opérateurs qui changent un niveau d’agrégation par un autre niveau supérieur.
Validation. Afin de valider nos contributions, nous avons développé le prototype
OLAP-Multi-Functions. Ce prototype permet d’intégrer graphiquement les fonctions
d’agrégation dans le schéma multidimensionnel ainsi que de superviser les manipulations
OLAP. Le prototype consiste à faciliter l’interrogation graphique des données en cachant les
complexités de l’agrégation et la structure logique de la BDM. Notre prototype se base sur un
méta-schéma décrivant les structures du schéma multidimensionnel (faits, dimensions et
hiérarchies) ainsi que les fonctions d’agrégation, l’ordre d’exécution et les contraintes
d’agrégation utilisés pour construire des requêtes SQL valides et cohérentes. Ces requêtes sont
générées automatiquement par un générateur de requêtes SQL. Ce générateur traduit les
interactions d’analystes en scripts SQL exécutables dans le contexte d’implantation R-OLAP.
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Notre prototype sert de plateforme expérimentale au travers de laquelle nous avons
mené une série d’expériences dont les résultats montrent que la taille de regroupement de
données influence le temps d’exécution de manière plus prépondérante que le nombre de
fonctions d’agrégation utilisées.
7.2 PERSPECTIVES
A court terme nous prévoyons de poursuivre nos travaux en développant plusieurs
extensions.
Environnement d’intégration de fonctions d’agrégation. Nous avons proposé des
fonctions d’agrégation personnalisées (AVG_W et SELECT_CENTER) adaptées aux calculs
spécifiques (la moyenne pondérée et la sélection de ville représentative). D’autres fonctions
pourraient être utilisées. Nous envisageons de proposer un environnement d’intégration pour
des nouvelles fonctions. Cet environnement permettrait au concepteur d’ajouter des fonctions,
adaptées à ces besoins spécifiques d’analyse.
Une extension de notre langage d’interrogation des données multidimensionnelles.
Nous avons proposé un langage d’interrogation de données multidimensionnelles. Ce langage
comprend un ensemble d’opérateurs d’analyse OLAP qui permet de construire et de modifier
une table multidimensionnelle (TM). Une extension possible de ces opérateurs consiste à
proposer des opérateurs binaires permettant de comparer et fusionner deux TMs (union,
intersection, …) afin de faciliter la corrélation entre les analyses.
En outre, la différence entre les mesures en termes de fonctions d’agrégations (où leur
ordre d’exécution où leurs contraintes d’agrégation) entraine des difficultés à agréger plusieurs
mesures à la fois. Cela peut nécessiter de chercher un chemin du calcul partagé entre les
mesures agrégées ou bien d’agréger chaque mesure seule pour fusionner les résultats
intermédiaires. Cela induit des changements au niveau des mécanismes internes des opérateurs
d’analyse. Pour répondre à ce point, nous envisageons d’optimiser notre langage d’interrogation
afin de l’adapter à cette analyse multi-mesures multifonctions.
La matérialisation d’une partie des vues. Cette matérialisation évite au système de
coûteux temps de calculs. D’un côté, nous avons étudié les impacts de notre modèle
multifonctions sur le treillis de vues à matérialiser. D’un autre côté, nos expériences ont
démontré que notre contexte multifonctions a besoin de l’optimisation plus que le contexte uni-
fonction. Donc, nous envisageons de poursuivre nos travaux :
− En revisitant les algorithmes de calcul des pré-agrégats en les adaptant à notre
modélisation multifonctions ;
− En étudiant les effets des changements dans le treillis contrôlé (changements de
forme, d’arcs et des données) lors de la sélection de nœuds pour améliorer les
performances ;
− En définissant une fonction de coût (en termes d’espace occupé, d’économie et de
temps de calcul) pour l’implantation et la maintenance d’une BDM multifonctions
optimisée.
D’autres perspectives à plus long terme sont envisageables.
Gestion des versions. L’évolution d’un schéma multidimensionnel représente une
perspective liée à notre problématique. Les besoins des décideurs peuvent évoluer dans le temps
(ajout, suppression ou modification des éléments du schéma multidimensionnel). Des travaux au
sein de notre équipe proposent de prendre en compte ces changements au travers de la gestion
des versions du schéma multidimensionnel [Ravat et al., 2006], [Ravat & Teste, 2006]. Plus
précisément, la gestion de l’historique des mesures et des paramètres voire la gestion de
l’historique des faits et des dimensions [Bellahsène, 2002]. Certes, l’étude de l’évolution des
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schémas multidimensionnels a fait l’objet de plusieurs travaux comme présentés dans
[Golfarelli & Rizzi, 2009]. Cependant, l’évolution dans ces travaux ne considère que les
éléments structurel (faits, dimensions, hiérarchies). Nous envisageons la gestion des versions de
schéma multidimensionnel qui permettront de faire face aux évolutions des mécanismes
d’agrégation (fonctions, ordre d’exécution et contraintes d’agrégation). Nous envisageons
également de développer un langage d’interrogation adaptée qui permet d’interroger à la fois
plusieurs versions du schéma.
Mégadonnées « Big Data ». Nous envisageons de généraliser notre approche en
proposant de nouvelles techniques d’analyse décisionnelle pour les mégadonnées « Big Data ».
Les techniques actuelles de traitement, de stockage et d’analyse de données doivent être
reconsidérées et étendues, voire redéfinies compte tenu de la règle dite « des 3V » (volume,
vitesse et variété)23 de ce domaine d’étude :
− Volume : Les mégadonnées sont généralement associées à cette caractéristique. Les
volumes massifs sont ainsi supportés par une organisation massivement distribuées
des espaces de stockage et des traitements appliqués aux données ainsi distribuées ;
− Vitesse : des flux croissants de données doivent être analysés en temps réel pour
une utilisation immédiate ou différée ;
− Variété : Il ne s’agit pas de données relationnelles traditionnelles, ces données sont
brutes, semi-structurées voire non structurées. Ce sont des données complexes
provenant du web, au format texte et images. Ce qui les rend difficilement
utilisables avec les outils traditionnels.
Nous souhaitons ainsi investir ces nouveaux paradigmes afin d’implanter nos
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