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Abstract
We propose and study the iteration-complexity of an inexact version of the Spingarn’s partial
inverse method. Its complexity analysis is performed by viewing it in the framework of the hybrid
proximal extragradient (HPE) method, for which pointwise and ergodic iteration-complexity has
been established recently by Monteiro and Svaiter. As applications, we propose and analyze the
iteration-complexity of an inexact operator splitting algorithm – which generalizes the original
Spingarn’s splitting method – and of a parallel forward-backward algorithm for multi-term
composite convex optimization.
Key words: inexact proximal point methods, partial inverse method, splitting, composite
optimization, forward-backward, parallel, iteration-complexity.
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1 Introduction
In [1], J. E. Spingarn proposed and analyzed a proximal point type method – called the partial
inverse method – for solving the problem of finding a point in the graph of a maximal monotone
operator such that the first (primal) variable belongs to a closed subspace and the second (dual)
variable belongs to its orthogonal complement. This problem encompasses minimization of convex
functions over closed subspaces and inclusion problems given by the sum of finitely many maximal
monotone operators. Regarding the latter case, Spingarn also derived an operator splitting method
with the distinctive feature of allowing parallel implementations. Spingarn’s approach for solving
the above mentioned problem consists in recasting it as an inclusion problem for the partial inverse
(a concept coined by himself) of the monotone operator involved in the formulation of the problem
with respect to the closed subspace. That said, Spingarn’s partial inverse method essentially
consists of Rockafellar’s proximal point method (PPM) applied to this monotone inclusion, which
converges either under the assumption of exact computation of the resolvent or under summable
error criterion [2]. The hybrid proximal extragradient (HPE) method of Solodov and Svaiter [3]
is an inexact version of the Rockafellar’s PPM which uses relative error tolerance criterion for
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solving each proximal subproblem instead of summable error condition. The HPE method has
been used for many authors [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] as a framework for the design and
analysis of several algorithms for monotone inclusion problems, variational inequalities, saddle-
point problems and convex optimization. Its iteration-complexity has been established recently
by Monteiro and Svaiter [15] and, as a consequence, it has proved the iteration-complexity of
various important algorithms in optimization (which use the HPEmethod as a framework) including
Tseng’s forward-backward method, Korpelevich extragradient method and the alternating direction
method of multipliers (ADMM) [12, 15, 16].
In this paper, we propose and analyze the iteration-complexity of an inexact version of the
Spingarn’s partial inverse method in the light of the recent developments in the iteration-complexity
of the HPE method. We introduce a notion of approximate solution of the above mentioned
Spingarn’s problem and prove that our proposed method can be regarded as a special instance of
the HPE method applied to this problem and, as a consequence, we obtain pointwise and ergodic
iteration-complexity results for our inexact partial inverse method. As applications, we propose
and study the iteration-complexity of an inexact operator splitting method for solving monotone
inclusions with the sum of finitely many maximal monotone operators as well as of a parallel
forward-backward algorithm for multi-term composite convex optimization. We also briefly discuss
how a different inexact version of the Spingarn’s partial inverse method proposed and studied in [17]
is related to our method.
Contents. Section 2 contains two subsections. Subsection 2.1 presents some general results and the
basic notation we need in this paper. Subsection 2.2 is devoted to present the iteration-complexity of
the HPE method and to briefly discuss the method of [17]. Section 3 presents our main algorithms
and its iteration-complexity. Finally, in Section 4 we show how the results of Section 3 can be
used to derive an operator splitting method and a parallel forward-backward method for solving
multi-term composite convex optimization.
2 Background Materials and Notation
This section contains two subsections. In Subsection 2.1 we present the general notation as well
as some basic facts about maximal monotone operators and convex analysis. In Subsection 2.2 we
review some important facts about the iteration-complexity of the hybrid proximal extragradient
(HPE) method and study some properties of a variant of it.
2.1 General Results and Notation
We denote by H a real Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖ := √〈·, ·〉.
For m ≥ 2, the Hilbert space Hm := H × H × · · · × H will be endowed with the inner product
〈(x1, . . . , xm), (x′1, . . . , x′m)〉 :=
∑m
i=1 〈xi, x′i〉 and norm ‖ · ‖ :=
√〈·, ·〉.
For a set-valued map S : H ⇒ H, its graph and domain are taken respectively as G(S) =
{(x, v) ∈ H ×H : v ∈ S(x)} and D(S) = {x ∈ H : S(x) 6= ∅}. The inverse of S is S−1 : H ⇒ H
such that v ∈ S(x) if and only if x ∈ S−1(v). Given S, S′ : H ⇒ H and λ > 0 we define
S + S′ : H ⇒ H and λS : H ⇒ H by (S + S′)(x) = S(x) + S′(x) and (λS)(x) = λS(x) for all
x ∈ H, respectively. Given set-valued maps Si : H⇒ H, for i = 1, . . . ,m, we define its product by
S1 × S2 × · · · × Sm : Hm ⇒ Hm, (x1, x2, . . . , xm) 7→ S1(x1)× S2(x2)× · · · × Sm(xm). (1)
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An operator T : H⇒ H is monotone if
〈v − v′, x− x′〉 ≥ 0 whenever (x, v), (x′, v′) ∈ G(T ).
It is maximal monotone if it is monotone and maximal in the following sense: if S : H ⇒ H is
monotone and G(T ) ⊂ G(S), then T = S. The resolvent of a maximal monotone operator T is
(T + I)−1, and z˜ = (T + I)−1z if and only if z− z˜ ∈ T (z˜). For T : H⇒ H maximal monotone and
ε ≥ 0, the ε-enlargement of T [18, 19] is the operator T ε : H⇒ H defined by
T ε(x) := {v ∈ H : 〈v′ − v, x′ − x〉 ≥ −ε ∀(x′, v′) ∈ G(T )} ∀x ∈ H. (2)
Note that T (x) ⊂ T ε(x) for all x ∈ H.
The following summarizes some useful properties of T ε which will be useful in this paper.
Proposition 2.1. Let T, S : H⇒ H be set-valued maps. Then,
(a) if ε ≤ ε′, then T ε(x) ⊆ T ε′(x) for every x ∈ H;
(b) T ε(x) + S ε
′
(x) ⊆ (T + S)ε+ε′(x) for every x ∈ H and ε, ε′ ≥ 0;
(c) T is monotone if, and only if, T ⊆ T 0;
(d) T is maximal monotone if, and only if, T = T 0;
(e) if f : X → R := R∪{−∞,+∞} is proper, convex and closed, then ∂εf(x) ⊆ (∂f)ε(x) for any
ε ≥ 0 and x ∈ H.
Throughout this work we adopt standard notation of convex analysis for subdiferentials, ε-
subdiferentials, etc. Moreover, for a closed subspace V ⊆ H we denote by V ⊥ its orthogonal
complement and by PV and PV ⊥ the orthogonal projectors onto V and V
⊥, respectively. The
Spingarn’s partial inverse [1] of a set-valued map S : H ⇒ H with respect to a closed subspace V
of H is the set-valued operator SV : H⇒ H whose graph is
G(SV ) := {(z, v) ∈ H ×H : PV (v) + PV ⊥(z) ∈ S(PV (z) + PV ⊥(v))}. (3)
The following lemma will be important for us.
Lemma 2.2. ([17, Lemma 3.1]) Let T : H⇒ H be a maximal monotone operator, V ⊂ H a closed
subspace and ε > 0. Then,
(TV )
ε = (T ε)V .
Next we present the transportation formula for ε-enlargements.
Theorem 2.3. ([20, Theorem 2.3]) Suppose T : H⇒ H is maximal monotone and let xℓ, uℓ ∈ H,
εℓ, αℓ ∈ R+, for ℓ = 1, . . . , k, be such that
uℓ ∈ T εℓ(xℓ), ℓ = 1, . . . , k,
k∑
ℓ=1
αℓ = 1,
and define
xa :=
k∑
ℓ=1
αℓ xℓ , u
a :=
k∑
ℓ=1
αℓ uℓ , ε
a :=
k∑
ℓ=1
αℓ [εℓ + 〈xℓ − xa, uℓ − ua〉] .
Then, the following statements hold:
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(a) εa ≥ 0 and ua ∈ T εa(xa).
(b) If, in addition, T = ∂f for some proper, convex and closed function f and uℓ ∈ ∂εℓf(xℓ) for
ℓ = 1, . . . , k, then ua ∈ ∂εaf(xa).
The following results will also be useful in this work.
Lemma 2.4. ([21, Lemma 3.2]) If f : H→ R is a proper, closed and convex function and x, x˜, v ∈
H are such that v ∈ ∂f(x) and f(x˜) <∞, then v ∈ ∂εf(x˜) for every ε ≥ f(x˜)− f(x)− 〈v, x˜− x〉.
Lemma 2.5. Let f : H → R be proper, closed and convex. Then, the following holds for every
λ, ε > 0:
(a) ∂(λf) = λ∂f ;
(b) ∂ε(λf) = λ∂ε/λf .
Lemma 2.6. ([22, Lemmas 1.2.3]) Let f : H → R be convex and continuously differentiable such
that there exists a nonnegative constant L satisfying
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖ ∀x, y ∈ H .
Then,
0 ≤ f(x)− f(y)− 〈∇f(y), x− y〉 ≤ L
2
‖x− y‖2 (4)
for all x, x˜ ∈ H.
2.2 On the Hybrid Proximal Extragradient Method
In this subsection we consider the monotone inclusion problem
0 ∈ T (z) (5)
where T : H⇒ H is a point-to-set maximal monotone operator. We also assume that the solution
set T−1(0) of (5) is nonempty. Since problem (5) appears in different fields of applied mathematics
including optimization, equilibrium theory and partial differential equations, it is desirable to have
efficient numerical schemes to find approximate solutions of it.
An exact proximal point method (PPM) iteration for (5) is
zk = (λkT + I)
−1zk−1 (6)
where zk−1 and zk are the current and new iterate, respectively, and λk > 0 is a sequence of
stepsizes. The practical applicability of proximal point algorithms to concrete problems depends
on the availability of inexact versions of such methods. In the seminal work [2], Rockafellar proved
that if zk is computed satisfying
‖zk − (λkT + I)−1zk−1‖ ≤ ηk,
∞∑
k=1
ηk <∞, (7)
and {λk} is bounded away from zero, then {zk} converges weakly to a solution of (5) – assuming
that there exists at least one of them. New inexact versions of the PPM which use relative error
tolerance to compute approximate solutions have been proposed and intensively studied in the last
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two decades [3, 12, 13, 14, 15, 23, 24]. The key idea behind such methods [3] consists in decoupling
(6) as an inclusion and an equation:
vk ∈ T (zk), λkvk + zk − zk−1 = 0 (8)
and in relaxing both of them according to relative error tolerance criteria. The hybrid proximal
extragradient (HPE) method of [3] has been used in the last few years as a framework for the
analysis and development of several algorithms for solving monotone inclusion, saddle-point and
convex optimization problems [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
Next we present the HPE method.
Algorithm 1. Hybrid proximal extragradient (HPE) method for (5)
(0) Let z0 ∈ H and σ ∈ [0, 1[ be given and set k = 1.
(1) Compute (z˜k, vk, εk) ∈ H ×H × R+ and λk > 0 such that
vk ∈ T εk(z˜k), ‖λkvk + z˜k − zk−1‖2 + 2λkεk ≤ σ2‖z˜k − zk−1‖2. (9)
(2) Define
zk = zk−1 − λkvk, (10)
set k ← k + 1 and go to step 1.
Remarks. 1) First note that condition (9) relaxes both the inclusion and the equation in (8).
Here, T ε(·) is the ε-enlargement of T ; it has the property that T (z) ⊂ T ε(z) (see Subsection 2.1
for details). 2) Instead of z˜k, the next iterate zk is defined in (10) as an extragradient step from
zk−1. 3) Letting σ = 0 and using Proposition 2.1(d) we conclude from (9) and (10) that (zk, vk)
and λk > 0 satisfy (8), i.e., Algorithm 1 is an inexact version of the exact Rockafellar’s PPM.
4) Algorithm 1 serves also as a framework for the analysis and development of several numerical
schemes for solving concret instances of (5) (see, e.g., [6, 10, 11, 12, 15, 23]); specific strategies for
computing (z˜k, vk, εk) and λk > 0 satisfying (9) depends on the particular instance of (5) under
consideration.
In the last few years, starting with the paper [15], a lot of research has been done to study and
analyze the iteration-complexity of the HPE method and its special instances, including Tseng’s
forward-backward splitting method, Korpelevich extragradient method, ADMM, etc [12, 15, 23].
These iteration-complexity bounds for the HPE method are based on the following termination
criterion introduced in [15]: for given tolerances ρ, ǫ > 0, find z¯, v¯ ∈ H and ε¯ > 0 such that
(z, v) := (z¯, v¯) and ε := ε¯ satisfy
v ∈ T ε(z), ‖v‖ ≤ ρ, ε ≤ ǫ. (11)
Using Proposition 2.1(d) we find that if ρ = ǫ = 0 in (11) then 0 ∈ T (z¯), i.e., z¯ is a solution of (5).
Next we summarize the main results from [15] about pointwise and ergodic iteration-complexity
of the HPE method that we will need in this paper. The aggregate stepsize sequence {Λk} and the
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ergodic sequences {z˜ak}, {v˜ak}, {εak} associated to {λk} and {z˜k}, {vk}, and {εk} are, respectively,
Λk :=
k∑
ℓ=1
λℓ ,
z˜ ak :=
1
Λk
k∑
ℓ=1
λℓ z˜ℓ, v
a
k :=
1
Λk
k∑
ℓ=1
λℓ vℓ,
ε ak :=
1
Λk
k∑
ℓ=1
λℓ(εℓ + 〈z˜ℓ − z˜ ak , vℓ − v ak 〉).
(12)
Theorem 2.7 ([15, Theorem 4.4(a) and 4.7]). Let {z˜k}, {vk}, etc be generated by Algorithm 1
and let {z˜ak}, {vak}, etc be given in (12). Let also d0 denote the distance of z0 to T−1(0) 6= ∅ and
assume that λ := inf λk > 0. The following statements hold.
(a) For any k ≥ 1, there exists i ∈ {1, . . . , k} such that
vi ∈ T εi(z˜i), ‖vi‖ ≤ d0
λ
√
k
√
1 + σ
1− σ , εi ≤
σ2d20
2(1− σ2)λk ;
(b) for any k ≥ 1,
vak ∈ T ε
a
k(z˜ak), ‖vak‖ ≤
2d0
λk
, εak ≤
2(1 + σ/
√
1− σ2)d20
λk
.
Remark 2.8. The bounds given in (a) and (b) of Theorem 2.7 are called pointwise and ergodic
bounds, respectively. Items (a) and (b) can be used, respectively, to prove that for given tolerances
ρ, ǫ > 0 the termination criterion (11) is satisfied in at most
O
(
max
{⌈
d20
λ2ρ2
⌉
,
⌈
d20
λǫ
⌉})
and O
(
max
{⌈
d0
λρ
⌉
,
⌈
d20
λǫ
⌉})
iterations, respectively.
The following variant of Algorithm 1 studied in [17] is related to the results of this paper: Let
z0 ∈ H and σˆ ∈ [0, 1[ be given and iterate for k ≥ 1,
{
vk ∈ T εk(z˜k), ‖λkvk + z˜k − zk−1‖2 + 2λkεk ≤ σˆ2
(‖z˜k − zk−1‖2 + ‖λkvk‖2) ,
zk = zk−1 − λkvk.
(13)
Remark 2.9. The inequality in (13) is a relative error tolerance proposed in [14] (for a different
method); the identity in (13) is the same extragradient step of Algorithm 1. Hence, the method
described in (13) can be interpreted as a HPE variant in which a different relative error tolerance
is considered in the solution of each subproblem. In what follows in this section we will show that
(13) is actually a special instance of Algorithm 1 whenever σˆ ∈ [0, 1/√5 [ and that it may fail to
converge if we take σˆ > 1/
√
5.
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Lemma 2.10. ([14, Lemma 2]) Suppose {zk}, {z˜k}, {vk} and {λk} satisfy the inequality in (13).
Then, for every k ≥ 1,
1− θ
1− σˆ2 ‖z˜k − zk−1‖ ≤ ‖λkvk‖ ≤
1 + θ
1− σˆ2 ‖z˜k − zk−1‖
where
θ :=
√
1− (1− σˆ2)2. (14)
Proof. From the inequality in (13) and the Cauchy-Schwarz inequality we obtain(
1− σˆ2) ‖λkvk‖2 − 2‖z˜k − zk−1‖‖λkvk‖+ (1− σˆ2) ‖z˜k − zk−1‖2 ≤ 0, ∀k ≥ 1.
To finish the proof of the lemma note that (in the above inequality) we have a quadratic function
in the term ‖λkvk‖.
Proposition 2.11. Let {zk}, {z˜k}, {vk}, {εk} and {λk} be given in (13) and assume that σˆ ∈
[0, 1/
√
5 [. Define, for all k ≥ 1,
σ := σˆ
√
1 +
(
1 + θ
1− σˆ2
)2
, (15)
where 0 ≤ θ < 1 is given in (14). Then, σ ≥ 0 belongs to [0, 1[ and zk, z˜k, vk, εk and λk > 0 satisfy
(9) and (10) for all k ≥ 1. As a consequence, the method of [17] defined in (13) is a special instance
of Algorithm 1 whenever σˆ ∈ [0, 1/√5 [.
Proof. The assumption σˆ ∈ [0, 1/√5 [, definition (15) and some simple calculations show that
σ ∈ [0, 1[. It follows from (13), (9) and (10) that to finish the proof of the proposition it suffices to
prove the inequality in (9). To this end, note that from the second inequality in Lemma 2.10 and
(15) we have
σˆ2
(‖z˜k − zk−1‖2 + ‖λkvk‖2) ≤ σˆ2
(
1 +
(
1 + θ
1− σˆ2
)2)
‖z˜k − zk−1‖2
= σ2‖z˜k − zk−1‖2 ∀k ≥ 1,
which in turn gives that the inequality in (9) follows from the one in (13).
Remark 2.12. Algorithm 1 is obviously a special instance of (13) whenever σ ∈ [0, 1/√5 [ by
setting σˆ := σ. Next we will show it is not true in general. Let T : R → R be the maximal
monotone operator defined by
T (z) := z ∀z ∈ R. (16)
Assume that σ ∈]√2/5, 1[, take z0 = 1 and define, for all k ≥ 1,
z˜k := zk :=
(
1− σ2) zk−1, vk := zk−1, εk := σ4
2
|zk−1|2, λk := σ2. (17)
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We will show that (z˜k, vk, εk) and λk > 0 in (17) satisfy (9) but not (13) for any choice of σˆ ∈
[0, 1/
√
5 [. To this end, we first claim that vk ∈ T εk(z˜k) for all k ≥ 1. Indeed, using (16) and (17)
we obtain, for all y ∈ R and k ≥ 1,
(Ty − vk)(y − z˜k) = (y − zk−1)(y − zk−1 + σ2zk−1)
≥ |y − zk−1|2 − |σ2zk−1||y − zk−1|
≥ −|σ
2zk−1|2
4
> −εk,
which combined with (2) proves our claim. Moreover, it follows from (17) that
|λkvk + z˜k − zk−1|2 + 2λkεk = |z˜k − (1− σ2)zk−1|2 + 2λkεk
= 2λkεk
= σ2|z˜k − zk−1|2, (18)
which proves that (z˜k, vk, εk) and λk > 0 satisfy the inequality in (9). The first and second identities
in (17) give that they also satisfy (10). Altogether, we have that the iteration defined in (17) is
generated by Algorithm 1 for solving (5) with T given in (16). On the other hand, it follows from
(17) and the assumption σ >
√
2/5 that
σ2|z˜k − zk−1|2 = σ
2
2
(|z˜k − zk−1|2 + |λkvk|2)
>
1
5
(|z˜k − zk−1|2 + |λkvk|2) . (19)
Hence, it follows from (18) and (19) that the inequality in (13) can not be satisfied for any choice of
σˆ ∈ [0, 1/√5 [ and so the sequence given is (17) is generated by Algorithm 1 but it is not generated
by the algorithm described in (13).
Remark 2.13. Next we present an example of a monotone inclusion problem for which an instance
of (13) may fail to converge if we take σˆ ∈]1/√5, 1[. To this end, consider problem (5) where the
maximal monotone operator T : R→ R is defined by
T (z) := αz ∀z ∈ R, (20)
where
α :=
2γ
γ − 2 + 1, γ :=
1 + θ
1− σˆ2 . (21)
(θ > 0 is defined in (14).) Assuming σˆ ∈]1/√5, 1[ we obtain 5σˆ4 − 6σˆ2 + 1 < 0, which is clearly
equivalent to θ > |1− 2σˆ2|. Using (21) and the latter inequality we conclude that
γ > 2,
αγ
α+ γ
> 2. (22)
Now take z0 = 1 and define, for all k ≥ 1,
(z˜k, vk, εk) :=
(
γ
α+ γ
zk−1, T (z˜k), 0
)
, λk := 1, zk := zk−1 − λkvk. (23)
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Direct calculation yields, for all k ≥ 1,
|vk + z˜k − zk−1|2 = σˆ2
(|z˜k − zk−1|2 + |vk|2) , (24)
which, in turn, together with (23) imply (13). Using (20) and (23) we find
zk =
(
1− αγ
α+ γ
)k
, ∀k ≥ 1. (25)
Using the second inequality in (22) and the latter identity we easily conclude that |zk| → ∞ as
k →∞ and so {zk} does not converge to the unique solution z¯ = 0 of (5).
3 An Inexact Spingarn’s Partial Inverse Method
In this section we consider the problem of finding x, u ∈ H such that
x ∈ V, u ∈ V ⊥ and u ∈ T (x) (26)
where T : H ⇒ H is maximal monotone and V is a closed subspace of H. We define the solution
set of (26) by
S
∗(V, T ) := {z ∈ H : there exist x, u ∈ H satisfying (26) such that z = x+ u} (27)
and assume it is nonempty. Problem (26) encompasses important problems in applied mathematics
including minimization of convex functions over closed subspaces, splitting methods for the sum of
finitely many maximal monotone operators and decomposition methods in convex optimization [1,
17, 25, 26]. One of our main goals in this paper is to propose and analyze an inexact partial inverse
method for solving (26) in the light of recent developments in the iteration-complexity theory of
the HPE method [3, 15], as discussed in Section 2.2. We will show, in particular, that the method
proposed in this section generalizes the inexact versions of the Spingarn’s partial inverse method for
solving (26) proposed in [26] and [17]. The main results of iteration-complexity to find approximate
solutions are achieved by analyzing the proposed method in the framework of the HPE method
(Algorithm 1).
Regarding the results of iteration-complexity, we will consider the following notion of approxi-
mate solution for (26): given tolerances ρ, ǫ > 0, find x¯, u¯ ∈ H and ε¯ > 0 such that (x, u) = (x¯, u¯)
and ε = ε¯ satisfy
u ∈ T ε(x), max {‖x− PV (x)‖, ‖u − PV ⊥(u)‖} ≤ ρ, ε ≤ ǫ, (28)
where PV and PV ⊥ stand for the orthogonal projection onto V and V
⊥, respectively, and T ε(·)
denotes the ε-enlargement of T (see Section 2.2 for more details on notation). For ρ = ǫ = 0,
criterion (28) gives x¯ ∈ V , u¯ ∈ V ⊥ and u¯ ∈ T (x¯), i.e., in this case x¯, u¯ satisfy (26). Moreover, if
V = H in (26), in which case PV = I and PV ⊥ = 0, then the criterion (28) coincides with one
discussed in Section 2.2 for problem (5) (see (11)).
That said, we next present our inexact version of the Spingarn’s partial inverse method for
solving (26).
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Algorithm 2. An inexact Spingarn’s partial inverse method for (26) (I)
(0) Let x0 ∈ H and σ ∈ [0, 1[ be given and set k = 1.
(1) Compute (x˜k, uk, εk) ∈ H ×H× R+ such that
uk ∈ T εk(x˜k), ‖uk + x˜k − xk−1‖2 + 2εk ≤ σ2‖PV (x˜k) + PV ⊥(uk)− xk−1‖2. (29)
(2) Define
xk = xk−1 − [PV (uk) + PV ⊥(x˜k)] , (30)
set k ← k + 1 and go to step 1.
Remarks. 1) Letting V = H in (26), in which case PV = I and PV ⊥ = 0, we obtain that Algorithm
2 coincides with Algorithm 1 with λk = 1 for all k ≥ 1 for solving (5) (or, equivalently, (26) with
V = H). 2) An inexact partial inverse method called sPIM(ε) was proposed in [17], Section 4.2,
for solving (26). The latter method, with a different notation and scaling factor η = 1, is given
according to the iteration:{
uk ∈ T εk(x˜k), ‖uk + x˜k − xk−1‖2 + 2εk ≤ σˆ2
(‖x˜k − PV (xk−1)‖2 + ‖uk − PV ⊥(xk−1)‖2) ,
xk = xk−1 − [PV (uk) + PV ⊥(x˜k)] ,
(31)
where σˆ ∈ [0, 1[. The convergence analysis given in [17] for the iteration (31) relies on the fact
(proved in the latter reference) that (31) is a special instance of (13) (which we observed in Remark
2.13 may fail to converge if we consider σˆ ∈]1/√5, 1[ ). Using the fact just mentioned, the last
statement in Proposition 2.11 and Proposition 3.5 we conclude that (31) is a special instance of
Algorithm 2 whenever σˆ ∈ [0, 1/√5[ and it may fail to converge if σˆ > 1/√5. On the other hand,
since, due to Proposition 3.5, Algorithm 2 is a special instance of Algorithm 1, it converges for all
σ ∈ [0, 1[ (see, e.g., [3, Theorem 3.1]). Note that the difference between sPIM(ε) and Algorithm 2
is the inequality in (29) and (31).
In what follows we will prove iteration-complexity results for Algorithm 2 to obtain approximate
solutions of (26), according to (28), as a consequence of the iteration-complexity results from
Theorem 2.7. To this end, first let {x˜k}, {uk} and {εk} be generated by Algorithm 2 and define
the ergodic sequences associated to them:
x˜ak :=
1
k
k∑
ℓ=1
x˜ℓ , u
a
k :=
1
k
k∑
ℓ=1
uℓ ,
ε ak :=
1
k
k∑
ℓ=1
[
εℓ + 〈x˜ℓ − x˜ak, uℓ − uak〉
]
.
(32)
The proof of the next Proposition is given in Subsection 3.1.
Theorem 3.1. Let {x˜k}, {uk} and {εk} be generated by Algorithm 2 and let {x˜ak}, {uak} and {ε ak }
be defined in (32) . Let also d0,V denote the distance of x0 to the solution set (27). The following
statements hold:
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(a) For any k ≥ 1, there exists j ∈ {1, . . . , k} such that
uj ∈ T εj(x˜j),√
‖x˜j − PV (x˜j)‖2 + ‖uj − PV ⊥(uj)‖2 ≤
d0,V√
k
√
1 + σ
1− σ , εj ≤
σ2d 2
0,V
2(1− σ2)k ;
(33)
(b) for any k ≥ 1,
uak ∈ T ε
a
k (x˜ak),√
‖x˜ak − PV (x˜ak)‖2 + ‖uak − PV ⊥(uak)‖2 ≤
2d0,V
k
, 0 ≤ ε ak ≤
2(1 + σ/
√
1− σ2)d 2
0,V
k
.
(34)
Next result, which is a direct consequence of Theorem 3.1(b), gives the iteration-complexity of
Algorithm 2 to find x, u ∈ H and ε > 0 satisfying the termination criterion (28).
Theorem 3.2. (Iteration-complexity) Let d0,V denote the distance of x0 to the solution set (27)
and let ρ, ǫ > 0 be given torelances. Then, Algorithm 2 finds x, u ∈ H and ε > 0 satisfying the
termination criterion (28) in at most
O
(
max
{⌈
d0,V
ρ
⌉
,
⌈
d 2
0,V
ǫ
⌉})
(35)
iterations.
We now consider a special instance of Algorithm 2 which will be used in Section 4 to derive
operator splitting methods for solving the problem of finding zeroes of a sum of finitely many
maximal monotone operators.
Algorithm 3. An inexact Spingarn’s partial inverse method for (26) (II)
(0) Let x0 ∈ H and σ ∈ [0, 1[ be given and set k = 1.
(1) Compute x˜k ∈ H and εk ≥ 0 such that
uk := xk−1 − x˜k ∈ T εk(x˜k), εk ≤ σ
2
2
‖x˜k − PV (xk−1)‖2. (36)
(2) Define
xk = PV (x˜k) + PV ⊥(uk), (37)
set k ← k + 1 and go to step 1.
Remarks. 1) Letting σ = 0 in Algorithm 3 and using Proposition 2.1(d) we obtain from (36)
that x = x˜k solves the inclusion 0 ∈ T (x) + x − xk−1, i.e., x˜k = (T + I)−1xk−1 for all k ≥ 1.
In other words, if σ = 0, then Algorithm 3 is the Spingarn’s partial inverse method originally
presented in [1]. 2) It follows from Proposition 2.1(e) that Algorithm 3 is a generalization to the
general setting of inclusions with monotone operators of the Epsilon-proximal decomposition method
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scheme (EPDMS) proposed and studied in [26] for solving convex optimization problems. Indeed,
using the identity in (36) we find that the right hand side of the inequality in (36) is equal to
σ2/2
(‖PV ⊥(x˜k)‖2 + ‖PV (uk)‖2) (cf. EPDMS method in [26], with a different notation). We also
mention that no iteration-complexity analysis was performed in [26]. 3) Likewise, letting V = H
in Algorithm 3 and using Proposition 2.1(e) we obtain that Algorithm 3 generalizes the IPP-CO
framework of [21] (with λk := 1 for all k ≥ 1), for which iteration-complexity analysis was presented
in the latter reference, to the more general setting of inclusions problems with monotone operators.
Proposition 3.3. The following statements hold true.
(a) Algorithm 3 is a special instance of Algorithm 2.
(b) The conclusions of Theorem 3.1 and Theorem 3.2 are still valid with Algorithm 2 replaced by
Algorithm 3.
Proof. (a) Let {xk}, {x˜k}, {εk} and {uk} be generated by Algorithm 3. Firstly, note that the
identity in (36) yields uk + x˜k − xk−1 = 0 and, consequently,
‖x˜k − PV (xk−1)‖2 = ‖PV (x˜k − xk−1)‖2 + ‖PV ⊥(x˜k)‖2
= ‖PV (x˜k − xk−1)‖2 + ‖PV ⊥(uk − xk−1)‖2
= ‖PV (x˜k) + PV ⊥(uk)− xk−1‖2,
and
PV (x˜k) + PV ⊥(uk) =(x˜k − PV ⊥(x˜k)) + PV ⊥(uk)
= (xk−1 − uk)− PV ⊥(x˜k) + PV ⊥(uk)
= xk−1 − [PV (uk) + PV ⊥(x˜k)] .
Altogether we obtain (a).
(b) This Item is a direct consequence of (a), Theorem 3.1 and Theorem 3.2.
Next we observe that Proposition 3.3(b) and the first remark after Algorithm 3 allow us to
obtain the iteration-complexity for the Spingarn’s partial inverse method.
Proposition 3.4. Let d0,V denote the distance of x0 to the solution set (27) and consider Algorithm
3 with σ = 0 or, equivalently, the Spingarn’s partial inverse method of [1]. For given tolerances
ρ, ǫ > 0, the latter method finds
(a) x, u ∈ H such that u ∈ T (x), max {‖x− PV (x)‖, ‖u − PV ⊥(u)‖} ≤ ρ in at most
O
(⌈
d 2
0,V
ρ2
⌉)
(38)
iterations.
(b) x, u ∈ H and ε > 0 satisfying the termination criterion (28) in at most a number of iterations
given in (35).
Proof. (a) The statement in this item is a direct consequence of Proposition 3.3(b), Theorem 3.1(a)
and the fact that εk = 0 for all k ≥ 1 (because σ = 0 in (36)). (b) Here, the result follows from
Proposition 3.3(b) and Theorem 3.2.
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3.1 Proof of Theorem 3.1
The approach adopted in the current section for solving (26) follows the Spingarn’s approach [1]
which consists in solving the monotone inclusion
0 ∈ TV (z) (39)
where the maximal monotone operator TV : H⇒ H is the partial inverse of T with respect to the
subspace V . In view of (3), we have
(TV )
−1(0) = S∗(V, T ), (40)
where the latter set is defined in (27). Hence, problem (26) is equivalent to the monotone inclusion
problem (39). Before proving Theorem 3.1 we will show that Algorithm 2 can be regarded as a
special instance of Algorithm 1 for solving (39).
Proposition 3.5. Let {x˜k}k≥1, {uk}k≥1, {εk}k≥1 and {zk}k≥0 be generated by Algorithm 2. Define
z0 = x0 and, for all k ≥ 1,
zk = xk, z˜k = PV (x˜k) + PV ⊥(uk), vk = PV (uk) + PV ⊥(x˜k). (41)
Then, for all k ≥ 1,
vk ∈ (TV )εk (z˜k), ‖vk + z˜k − zk−1‖2 + 2εk ≤ σ2‖z˜k − zk−1‖2,
zk = zk−1 − vk,
(42)
i.e., (z˜k, vk, εk) and λk := 1 satisfy (9) and (10) for all k ≥ 1. As a consequence, the sequences
{zk}k≥0, {z˜k}k≥1, {vk}k≥1 and {εk}k≥1 are generated by Algorithm 1 (with λk := 1 for all k ≥ 1)
for solving (39).
Proof. From the inclusion in (29), (3) with S = T εk and Lemma 2.2 we have PV (uk) + PV ⊥(x˜k) ∈
(TV )
εk (PV (x˜k) + PV ⊥(uk)) for all k ≥ 1, which combined with the definitions of z˜k and vk in (41)
gives the inclusion in (42). Direct use of (41) and the definition of {zk} yield
vk + z˜k + zk−1 = uk + x˜k − xk−1,
z˜k − zk−1 = PV (x˜k) + PV ⊥(uk)− xk−1,
zk−1 − vk = xk−1 − [PV (uk)− PV ⊥(x˜k)],
(43)
which combined with (29), (30) and the definition of {zk} gives the remaining statements in (42).
The last statement of the proposition follows from (42) and Algorithm 1’s definition.
Proof of Theorem 3.1. From (41) we obtain
x˜k = PV (z˜k) + PV ⊥(vk), uk = PV (vk) + PV ⊥(z˜k) ∀k ≥ 1. (44)
Direct substitution of the latter identities in x˜ak and u
a
k in (32) yields
x˜ak = PV (z˜
a
k) + PV ⊥(v
a
k), u
a
k = PV (v
a
k) + PV ⊥(z˜
a
k) ∀k ≥ 1. (45)
Using (44) and (45) in the definition of εak in (32) and the fact that the operators PV and PV ⊥ are
self-adjoint and idempotent we find
ε ak =
1
Λk
k∑
ℓ=1
λℓ(εℓ + 〈z˜ℓ − z˜ ak , vℓ − v ak 〉) ∀k ≥ 1, (46)
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where {εak} is defined in (32). Now consider the ergodic sequences {Λk}, {z˜ak} and {vak} defined in
(12) with λk := 1 for all k ≥ 1. Let d0 denote the distance of z0 = x0 to the solution set (TV )−1(0)
of (39) and note that d0 = d0,V in view of (40). Based on the above considerations one can use
the last statement in Proposition 3.5 and Theorem 2.7 with λ := 1 to conclude that for any k ≥ 1
there exists j ∈ {1, . . . , k} such that
vj ∈ (TV )εj (z˜j), ‖vj‖ ≤ d0,V√
k
√
1 + σ
1− σ , εj ≤
σ2d 2
0,V
2(1 − σ2)k , (47)
and
vak ∈ (TV )ε
a
k(z˜ak), ‖vak‖ ≤
2d0,V
k
, εak ≤
2(1 + σ/
√
1− σ2)d 2
0,V
k
, (48)
where {εak} is given in (32). Using Lemma 2.2, the definition in (3) (for S = T εk), (44) and (45) we
conclude that the equivalence v ∈ (TV )ε(z˜) ⇐⇒ v ∈ (T ε)V (z˜) ⇐⇒ u ∈ T ε(x˜) holds for (z˜, v, ε) =
(z˜k, vk, εk) and (x˜, u, ε) = (x˜k, uk, εk), and (z˜, v, ε) = (z˜
a
k , v
a
k , ε
a
k) and (x˜, u, ε) = (x˜
a
k, u
a
k, ε
a
k), for all
k ≥ 1. As a consequence, the inclusions in (33) and (34) follow from the ones in (47) and (48),
respectively. Since (45) gives vak = PV (u
a
k) +PV ⊥(x˜
a
k) for all k ≥ 1, it follows from the definition of
{vk} in (41) that (v, u, x˜) = (vk, uk, x˜k) and (v, u, x˜) = (vak , uak, x˜ak) satisfy
‖v‖2 = ‖PV (u)‖2 + ‖PV ⊥(x˜)‖2 = ‖u− PV ⊥(u)‖2 + ‖x˜− PV (x˜)‖2
for all k ≥ 1, which, in turn, gives that the inequalities in (33) and (34) follow from the ones in
(47) and (48), respectively. This concludes the proof.
4 Applications to Operator Splitting and Optimization
In this section we consider the problem of finding x ∈ H such that
0 ∈
m∑
i=1
Ti(x) (49)
where m ≥ 2 and Ti : H ⇒ H is maximal monotone for i = 1, . . . ,m. As observed in [1], x ∈ H
satisfies the inclusion (49) if and only if there exist u1, . . . , um ∈ H such that
ui ∈ Ti(x) and
m∑
i=1
ui = 0. (50)
That said, we consider the (extended) solution set of (49) – which we assume nonempty – to be
defined by
S
∗(Σ) := {(zi)mi=1 ∈ Hm : ∃ x, u1, u2, . . . , um ∈ H satisfying (50); zi = x+ ui ∀i = 1, . . . ,m} .
(51)
Due to its importance in solving large-scale problems, numerical schemes for solving (49) use
information of each Ti individually instead of using the entire sum [1, 17, 27, 29, 30, 31]. In
this section, we apply the results of Section 3 to present and study the iteration-complexity of an
inexact-version of the Spingarn’s operator splitting method [1] for solving (49) and, as a by-product,
we obtain the iteration-complexity of the latter method. Moreover, we will apply our results to
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obtain the iteration-complexity of a parallel forward-backward algorithm for solving multi-term
composite convex optimization problems.
To this end, we consider the following notion of approximate solution for (49): given tolerances
ρ, δ, ǫ > 0, find x¯1, x¯2, . . . , x¯m ∈ H, u¯1, u¯2, . . . , u¯m ∈ H and ε¯1, ε¯2, . . . , ε¯m > 0 such that (xi)mi=1 =
(x¯i)
m
i=1, (ui)
m
i=1 = (u¯i)
m
i=1 and (εi)
m
i=1 = (ε¯i)
m
i=1 satisfy
ui ∈ T εii (xi) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
ui
∥∥∥∥∥ ≤ ρ,
‖xi − xℓ‖ ≤ δ ∀i, ℓ = 1, . . . ,m,
m∑
i=1
εi ≤ ǫ.
(52)
For ρ = δ = ǫ = 0, criterion (52) gives x¯1 = x¯2 = · · · = x¯m =: x¯,
∑m
i=1 u¯i = 0 and u¯i ∈ Ti(x¯) for all
i = 1, . . . ,m, i.e., in this case x¯, u¯1, u¯2, . . . , u¯m satisfy (50).
We next present our inexact version of the Spingarn’s operator splitting method [1] for solving
(49).
Algorithm 4. An inexact Spingarn’s operator splitting method for (49)
(0) Let (x0, y1,0, . . . , ym,0) ∈ Hm+1 such that y1,0 + · · · + ym,0 = 0 and σ ∈ [0, 1[ be given and
set k = 1.
(1) For each i = 1, . . . ,m, compute x˜i, k ∈ H and εi, k ≥ 0 such that
ui, k := xk−1 + yi, k−1 − x˜i, k ∈ T εi, ki (x˜i, k), εi, k ≤
σ2
2
‖x˜i, k − xk−1‖2. (53)
(2) Define
xk =
1
m
m∑
i=1
x˜i, k, yi, k = ui, k − 1
m
m∑
ℓ=1
uℓ, k for i = 1, . . . ,m, (54)
set k ← k + 1 and go to step 1.
Remarks. 1) Letting σ = 0 in Algorithm 4 we obtain the Spingarn’s operator splitting method of
[1]. 2) In [17], Section 5, an inexact version of the Spingarn’s operator splitting method – called
split-sPIM(ε) – was proposed for solving (49). With a different notation, for i = 1, . . . ,m, each
iteration of the latter method can be written as:

ui, k ∈ T εi, ki (x˜i, k),
‖ui, k + x˜i, k − xk−1 − yi, k−1‖2 + 2εi, k ≤ σˆ2
(‖x˜i, k − xk−1‖2 + ‖ui, k − yi, k−1‖2) ,
xk = xk−1 − 1
m
∑m
i=1 ui, k, yi, k = yi, k−1 − x˜i, k +
1
m
∑m
ℓ=1 x˜ℓ, k for i = 1, . . . ,m,
(55)
where σˆ ∈ [0, 1[. The convergence analysis of [17] consists in analyzing (55) in the framework of
the method described in (13), whose convergence may fail if we take σˆ > 1/
√
5, as we observed
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in Remark 2.13. On the other hand, we will prove in Proposition 4.6 that Algorithm 4 can be
regarded as a special instance of Algorithm 3, which converges for all σ ∈ [0, 1[ (see Proposition
3.5, Proposition 3.3(b) and [3, Theorem 3.1]). Moreover, we mention that contrary to this work no
iteration-complexity analysis is performed in [17].
For each i = 1, . . . ,m, let {x˜i, k}, {ui, k} and {εi, k} be generated by Algorithm 4 and define the
ergodic sequences associated to them:
x˜ai, k :=
1
k
k∑
ℓ=1
x˜i,ℓ , u
a
i, k :=
1
k
k∑
ℓ=1
ui,ℓ ,
ε ai, k :=
1
k
k∑
ℓ=1
[
εi,ℓ + 〈x˜i,ℓ − x˜ai, k, ui,ℓ − uai, k〉
]
.
(56)
Next theorem will be proved in Subsection 4.1.
Theorem 4.1. For each i = 1, . . . ,m, let {x˜i, k}, {ui, k} and {εi, k} be generated by Algorithm 4
and let {x˜ai, k}, {uai, k} and {ε ai, k} be defined in (56) . Let also d0,Σ denote the distance of (x0 +
y1,0, . . . , x0 + ym,0) to the solution set (51). The following statements hold:
(a) For any k ≥ 1, there exists j ∈ {1, . . . , k} such that
ui,j ∈ T εi,ji (x˜i,j) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
ui,j
∥∥∥∥∥ ≤
√
md0,Σ√
k
√
1 + σ
1− σ ,
‖x˜i,j − x˜ℓ,j‖ ≤ 2 d0,Σ√
k
√
1 + σ
1− σ ∀i, ℓ = 1, . . . ,m,
m∑
i=1
εi,j ≤
σ2d 2
0,Σ
2(1− σ2)k ;
(57)
(b) for any k ≥ 1,
uai, k ∈ T
ε a
i, k
i (x˜
a
i, k) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
uai, k
∥∥∥∥∥ ≤ 2
√
md0,Σ
k
,
‖x˜ai,k − x˜aℓ,k‖ ≤
4 d0,Σ
k
∀i, ℓ = 1, . . . ,m,
m∑
i=1
ε ai, k ≤
2(1 + σ/
√
1− σ2)d 2
0,Σ
k
.
(58)
As a consequence of Theorem 4.1(b) we obtain the iteration-complexity of Algorithm 4 to find
x1, x2, . . . , xm ∈ H, u1, u2, . . . , um ∈ H and ε1, ε2, . . . , εm > 0 satisfying the termination criterion
(52).
Theorem 4.2. (Iteration-complexity) Let d0,Σ denote the distance of (x0+y1,0, . . . , x0+ym,0) to the
solution set (51) and let ρ, δ, ǫ > 0 be given torelances. Then, Algorithm 4 finds x1, x2, . . . , xm ∈ H,
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u1, u2, . . . , um ∈ H and ε1, ε2, . . . , εm > 0 satisfying the termination criterion (52) in at most
O
(
max
{⌈√
md0,Σ
ρ
⌉
,
⌈
d0,Σ
δ
⌉
,
⌈
d 2
0,Σ
ǫ
⌉})
(59)
iterations.
Using the first remark after Algorithm 4 and Theorem 4.1 we also obtain the pointwise and
ergodic iteration-complexity of Spingarn’s operator splitting method [1].
Theorem 4.3. (Iteration-complexity) Let d0,Σ denote the distance of (x0 + y1,0, . . . , x0 + ym,0) to
the solution set (51) and consider Algorithm 4 with σ = 0 or, equivalently, the Spingarn’s operator
splitting method of [1]. For given tolerances ρ, δ, ǫ > 0, the latter method finds
(a) x1, x2, . . . , xm ∈ H and u1, u2, . . . , um ∈ H such that
ui ∈ Ti(xi) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
ui
∥∥∥∥∥ ≤ ρ,
‖xi − xℓ‖ ≤ δ , ∀i, ℓ = 1, . . . ,m,
(60)
in at most
O
(
max
{⌈
md 2
0,Σ
ρ2
⌉
,
⌈
d 2
0,Σ
δ2
⌉})
(61)
iterations.
(b) x1, x2, . . . , xm ∈ H, u1, u2, . . . , um ∈ H and ε1, ε2, . . . , εm > 0 satisfying the termination
criterion (52) in at most the number of iterations given in (59).
Proof. (a) This item follows from Theorem 4.1(a) and the fact that εi, k = 0 for each i = 1, . . . ,m
and for all k ≥ 1 (because σ = 0 in (53)). (b) This item follows directly from Theorem 4.2.
Applications to optimization. In the remaining part of this section we show how Algorithm
4 and its iteration-complexity results can be used to derive a parallel forward-backward splitting
method for multi-term composite convex optimization and to study its iteration-complexity. More
precisely, consider the minimization problem
min
x∈H
m∑
i=1
(fi + ϕi) (x) (62)
where m ≥ 2 and the following conditions are assumed to hold for all i = 1, . . . ,m:
(A.1) fi : H → R is convex, and differentiable with a Li-Lipschitz continuous gradient, i.e., there
exists Li > 0 such that
‖∇fi(x)−∇fi(y)‖ ≤ Li‖x− y‖ ∀x, y ∈ H; (63)
(A.2) ϕi : H → R is proper, convex and closed with an easily computable resolvent (λ∂ϕi + I)−1,
for any λ > 0;
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(A.3) the solution set of (62) is nonempty.
We also assume standard regularity conditions 1 on the functions ϕi which make (62) equivalent
to the monotone inclusion problem (49) with Ti := ∇fi+ ∂ϕi, for all i = 1, . . . ,m, i.e., which make
it equivalent to the problem of finding x ∈ H such that
0 ∈
m∑
i=1
(∇fi + ∂ϕi) (x). (64)
Analogously to (52), we consider the following notion of approximate solution for (62): given
tolerances ρ, δ, ǫ > 0, find x¯1, x¯2, . . . , x¯m ∈ H, u¯1, u¯2, . . . , u¯m ∈ H and ε¯1, ε¯2, . . . , ε¯m > 0 such
that (xi)
m
i=1 = (x¯i)
m
i=1, (ui)
m
i=1 = (u¯i)
m
i=1 and (εi)
m
i=1 = (ε¯i)
m
i=1 satisfy (52) with T
εi
i replaced by
∂εi fi + ∂ϕi, for each i = 1, . . . ,m. For ρ = δ = ǫ = 0, this criterion gives x¯1 = x¯2 = · · · = x¯m =: x¯,∑m
i=1 u¯i = 0 and u¯i ∈ (∇fi + ∂ϕi) (x¯) for all i = 1, . . . ,m, i.e., in this case x¯ solves (64).
We will present a parallel forward-backward method for solving (62) whose iteration-complexity
is obtained by regarding it as a special instance of Algorithm 4. Since problem (62) appears in
various applications of convex optimization, it turns out that the development of efficient numerical
schemes for solving it – specially with m ≥ 2 very large – is of great importance.
Next is our method for solving (62).
Algorithm 5. A parallel forward-backward splitting method for (62)
(0) Let (x0, y1,0, . . . , ym,0) ∈ Hm+1 such that y1,0+ · · ·+ ym,0 = 0 and σ ∈]0, 1[ be given and set
λ = σ2/max{Li}mi=1 and k = 1.
(1) For each i = 1, . . . ,m, compute
x˜i, k = (λ∂ϕi + I)
−1 (xk−1 + yi, k−1 − λ∇fi(xk−1)) . (65)
(2) Define
xk =
1
m
m∑
i=1
x˜i, k, yi, k = yi, k−1 + xk − x˜i, k for i = 1, . . . ,m, (66)
set k ← k + 1 and go to step 1.
Remarks. 1) Since in (65) we have a forward step in the direction −∇fi(xk−1) and a backward
step given by the resolvent of ϕi, Algorithm 5 can be regarded as a parallel variant of the classical
forward-backward splitting algorithm [32] . 2) For m = 1 the above method coincides with the
forward-backward method of [21], for which the iteration-complexity was studied in the latter
reference.
For each i = 1, . . . ,m, let {xk}, {x˜i, k} be generated by Algorithm 5, {ui, k} and {εi, k} be defined
1see, e.g., [28, Corollary 16.39]
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in (84) and let {x˜ai, k}, {uai, k} and {ε ai, k} be given in (56). Define, for all k ≥ 1,
u′i, k :=
1
λ
ui, k , ε
′
i, k :=
1
λ
εi, k , u
′ a
i, k :=
1
λ
uai, k , ε
′ a
i, k :=
1
λ
εai, k ,
ε′′ ai, k :=
1
k
k∑
ℓ=1
[
ε′i,ℓ + 〈x˜i,ℓ − x˜ai, k,∇fi(xℓ−1)−
1
k
k∑
s=1
∇fi(xs−1)〉
]
.
(67)
Next theorem will be proved in Subsection 4.2.
Theorem 4.4. For each i = 1, . . . ,m, let {x˜i, k} be generated by Algorithm 5 and {x˜ ai, k} be given in
(56); let {u′i, k}, {ε′i, k}, {u′ ai, k}, {ε′ ai, k} and {ε′′ ai, k} be given in (67). Let also d0,Σ denote the distance
of (x0 + y1,0, . . . , x0 + ym,0) to the solution set (51) in which Ti := ∇fi+ ∂ϕi for i = 1, . . . ,m, and
define LΣ := max{Li}mi=1. The following hold:
(a) For any k ≥ 1, there exists j ∈ {1, . . . , k} such that
u′i,j ∈
(
∂ε′i,jfi + ∂ϕi
)
(x˜i,j) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
u′i,j
∥∥∥∥∥ ≤
√
mLΣ d0,Σ
σ2
√
k
√
1 + σ
1− σ ,
‖x˜i,j − x˜ℓ,j‖ ≤ 2 d0,Σ√
k
√
1 + σ
1− σ ∀i, ℓ = 1, . . . ,m,
m∑
i=1
ε′i,j ≤
LΣ d
2
0,Σ
2(1− σ2)k ;
(68)
(b) for any k ≥ 1,
u′ ai, k ∈
(
∂ε′′ a
i, k
fi + ∂(ε′ ai, k−ε
′′a
i, k)
ϕi
)
(x˜ai, k) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
u′ai,k
∥∥∥∥∥ ≤ 2
√
mLΣ d0,Σ
σ2k
,
‖x˜ai, k − x˜aℓ,k‖ ≤
4d0,Σ
k
∀i, ℓ = 1, . . . ,m,
m∑
i=1
ε′ ai, k ≤
2(1 + σ/
√
1− σ2)LΣ d 20,Σ
σ2k
.
(69)
The following theorem is a direct consequence of Theorem 4.4.
Theorem 4.5. (iteration-complexity) Let d0,Σ denote the distance of (x0 + y1,0, . . . , x0 + ym,0)
to the solution set (51) in which Ti := ∇fi + ∂ϕi, for i = 1, . . . ,m, and let ρ, δ, ǫ > 0 be given
torelances. Let LΣ := max{Li}mi=1. Then, Algorithm 5 finds
(a) x1, x2, . . . , xm ∈ H, u1, u2, . . . , um ∈ H and ε1, ε2, . . . , εm > 0 satisfying the termination
criterion (52) with T εii replaced by ∂εifi + ∂ϕi in at most
O
(
max
{⌈
mL2
Σ
d2
0,Σ
ρ2
⌉
,
⌈
d2
0,Σ
δ2
⌉
,
⌈
LΣ d
2
0,Σ
ǫ
⌉})
(70)
iterations.
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(b) x1, x2, . . . , xm ∈ H, u1, u2, . . . , um ∈ H, ε1, ε2, . . . , εm > 0 and εˆ1, εˆ2, . . . , εˆm > 0 such that
ui ∈ (∂εifi + ∂εˆiϕi) (xi) ∀i = 1, . . . ,m,∥∥∥∥∥
m∑
i=1
ui
∥∥∥∥∥ ≤ ρ,
‖xi − xℓ‖ ≤ δ , ∀i, ℓ = 1, . . . ,m,
m∑
i=1
(εi + εˆi) ≤ ǫ
(71)
in at most
O
(
max
{⌈√
mLΣ d0,Σ
ρ
⌉
,
⌈
d0,Σ
δ
⌉
,
⌈
LΣ d
2
0,Σ
ǫ
⌉})
(72)
iterations.
4.1 Proof of Theorem 4.1
Analogously to Subsection 3.1, in the current section we follow the Spingarn’s approach in [1] for
solving problem (49) which consists in solving the following inclusion in the product space Hm:
0 ∈ TV(z), (73)
where T : Hm ⇒ Hm is the maximal monotone operator defined by
T(x1, x2, . . . , xm) := T1(x1)× T2(x2)× · · · × Tm(xm) ∀(x1, x2, . . . , xm) ∈ Hm, (74)
and
V := {(x1, x2, . . . , xm) ∈ Hm : x1 = x2 = · · · = xm} (75)
is a closed subspace of Hm whose orthogonal complement is
V⊥ = {(x1, x2, . . . , xm) ∈ Hm : x1 + x2 + · · ·+ xm = 0} . (76)
Based on the above observations, we have that problem (49) is equivalent to (26) with T and V
given in (74) and (75), respectively. Moreover, in this case, the orthogonal projections onto V and
V⊥ have the explicit formulae:
PV(x1, x2, . . . , xm) =
(
1
m
m∑
i=1
xi, . . . ,
1
m
m∑
i=1
xi
)
,
PV⊥(x1, x2, . . . , xm) =
(
x1 − 1
m
m∑
i=1
xi, . . . , xm − 1
m
m∑
i=1
xi
)
.
(77)
Next we show that Algorithm 4 can be regarded as a special instance of Algorithm 3 and, as a
consequence, we will obtain that Theorem 4.1 follows from results of Section 3 for Algorithm 3.
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Proposition 4.6. Let {xk}k≥0 and, for each i = 1, . . . ,m, {yi, k}k≥0, {x˜i, k}k≥1, {ui, k}k≥1 and
{εi, k}k≥1 be generated by Algorithm 4. Consider the sequences {xk}k≥0, {x˜k}k≥1 and {uk}k≥1 in
H
m and {εk}k≥1 in R+ where
xk := (xk + y1, k, . . . , xk + ym, k), x˜k := (x˜1, k, . . . , x˜m, k),
εk :=
m∑
i=1
εi, k, uk := (u1, k, . . . , um, k).
(78)
Then, for all k ≥ 1,
uk ∈
(
T
ε1,k
1 × · · · × T
εm,k
m
)
(x˜k), uk + x˜k − xk−1 = 0, εk ≤ σ
2
2
‖x˜k − PV(xk−1)‖2,
xk = PV(x˜k) + PV⊥(uk).
(79)
As a consequence of (79), the sequences {xk}k≥0, {x˜k}k≥1, {uk}k≥1 and {εk}k≥1 are generated by
Algorithm 3 for solving (39) with T and V given in (74) and (75), respectively.
Proof. Note that (79) follows directly from (53), (54), (78) and definition (1) (with Si = T
εi,k for
i = 1, . . . ,m). The last statement of the Proposition is a direct consequence of (79) and Algorithm
3’s definition.
Proof of Theorem 4.1. We start by defining the ergodic sequences associated to the sequences {x˜k},
{uk} and {εk} in (78):
x˜ak :=
1
k
k∑
ℓ=1
x˜ℓ , u
a
k :=
1
k
k∑
ℓ=1
uℓ ,
ε ak :=
1
k
k∑
ℓ=1
[
εℓ + 〈x˜ℓ − x˜ak,uℓ − uak〉
]
.
(80)
Note that from (27), (51), (74), (75) and (76) we obtain S∗(V,T) = S∗(Σ) and, consequently,
d0,V = d0,Σ. That said, it follows from the last statement in Proposition 4.6, Proposition 3.3(a)
and Theorem 3.1 that for any k ≥ 1, there exists j ∈ {1, . . . , k} such that
uj ∈
(
T
ε1, j
1 × T ε2, j2 × · · · × T εm, jm
)
(x˜j),√
‖x˜j − PV(x˜j)‖2 + ‖uj − PV⊥(uj)‖2 ≤
d0,Σ√
k
√
1 + σ
1− σ , εj ≤
σ2d 2
0,Σ
2(1 − σ2)k ,
(81)
and √
‖x˜ak − PV(x˜ak)‖2 + ‖uak − PV⊥(uak)‖2 ≤
2d0,Σ
k
, 0 ≤ ε ak ≤
2(1 + σ/
√
1− σ2)d 2
0,Σ
k
. (82)
In particular, we see that Item (a) of Theorem 4.1 follows from (81), (78) and (77). Note now that
from (80), (78) and (56) we obtain, for all k ≥ 1,
x˜ak = (x˜
a
1, k, x˜
a
2, k, . . . , x˜
a
m, k), u
a
k = (u
a
1, k, u
a
2, k, . . . , u
a
m, k), ε
a
k =
m∑
i=1
εai, k. (83)
Hence, the inequalities in (58) follow from (82), (83) and (77). To finish the proof of the theorem
it suffices to show the inclusions in (58) for each i = 1, . . . ,m and all k ≥ 1. To this end, note
that for each i = 1, . . . ,m the desired inclusion is a direct consequence of the inclusions in (53),
the definitions in (56) and Theorem 2.3 (with T = Ti for each i = 1, . . . ,m).
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4.2 Proof of Theorem 4.4
Next proposition shows that Algorithm 5 is a special instance of Algorithm 4 for solving (49) with
Ti = ∇(λfi) + ∂(λϕi) for all i = 1, . . . ,m.
Proposition 4.7. Let {xk}k≥0 and, for i = 1, . . . ,m, {yi, k}k≥0 and {x˜i, k}k≥1 be generated by
Algorithm 5. For i = 1, . . . ,m, consider the sequences {ui, k}k≥1 and {εi, k}k≥1 where, for all
k ≥ 1,
ui, k := xk−1 + yi, k−1 − x˜i, k,
εi, k := λ [fi(x˜i, k)− fi(xk−1)− 〈∇fi(xk−1), x˜i, k − xk−1〉] .
(84)
Then, for all k ≥ 1,
∇(λfi)(xk−1) ∈ ∂εi, k(λfi)(x˜i, k), (85)
ui, k −∇(λfi)(xk−1) ∈ ∂(λϕi)(x˜i, k), (86)
ui, k ∈
(
∂εi, k(λfi) + ∂(λϕi)
)
(x˜i, k), (87)
0 ≤ εi, k ≤ σ
2
2
‖x˜i, k − xk−1‖2, (88)
xk and yi, k satisfy (54). (89)
As a consequence of (84)–(89), the sequences {xk}k≥0, {yi, k}k≥1, {x˜i, k}k≥0, {εi,k}k≥1 and {ui, k}k≥1
are generated by Algorithm 4 for solving (49) with
Ti = ∇(λfi) + ∂(λϕi) ∀i = 1, . . . ,m.
Proof. Inclusion (85) follows from Lemma 2.4 with (f, x, x˜, v, ε) = (λfi, xk−1, x˜i, k,∇(λfi)(xk−1), εi, k),
where εi, k is given in (84). Inclusion (86) follows from (65), the first identity in (84) and Lemma
2.5(a). Inclusion (87) is a direct consequence of (85) and (86). The inequalities in (88) follow from
assumption (A.1), the second identity in (84), Lemma 2.6 and the definition of λ > 0 in Algorithm
5. The fact that xk satisfies (54) follows from the first identities in (54) and (66). Direct use of
(66) and the assumption that y1,0 + · · · + ym,0 = 0 in step 0 of Algorithm 5 gives
∑m
ℓ=1 yℓ, k = 0
for all k ≥ 0, which, in turn, combined with the second identity in (66) and the first identity in
(84) proves that yi, k satisfies the second identity in (54). Altogether, we obtain (89). The last
statement of the proposition follows from (84)–(89) and Proposition 2.1(b; e).
Proof of Theorem 4.4. From the last statement of Proposition 4.7, the fact that(
m∑
i=1
[∇fi + ∂ϕi]
)−1
(0) =
(
m∑
i=1
[∇(λfi) + ∂(λϕi)]
)−1
(0)
and Theorem 4.1 we obtain that (57) and (58) hold. As a consequence of the latter fact, (87),
(67), Lemma 2.6(b), the fact that λ = σ2/LΣ and some direct calculations we obtain (68) and the
inequalities in (69). To finish the proof, it suffices to prove the inclusion in (69). To this end, note
first that from (85), (56), the last identity in (67), Lemma 2.5(b) and Theorem 2.3(b) we obtain,
for each i = 1, . . . ,m,
1
k
k∑
s=1
∇fi(xs−1) ∈ ∂ε′′ a
i, k
fi(x˜
a
i, k) ∀k ≥ 1. (90)
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On the other hand, it follows from (86), Lemma 2.5(a), (67), Theorem 2.3(b) and some direct
calculations that, for each i = 1, . . . ,m,
u′ ai, k −
1
k
k∑
s=1
∇fi(xs−1) ∈ ∂(ε′ai, k−ε′′ ai, k)ϕi(x˜
a
i, k) ∀k ≥ 1, (91)
which, in turn, combined with (90) gives the inclusion in (69).
5 Conclusions
We proposed and analyzed the iteration-complexity of an inexact version of the Spingar’s partial
inverse method and, as a consequence, we obtained the iteration-complexity of an inexact version
of the Spingarn’s operator splitting method as well as of a parallel forward-backward method for
multi-term composite convex optimization. We proved that our method falls in the framework
of the hybrid proximal extragradient (HPE) method, for which the iteration-complexity has been
obtained recently by Monteiro and Svaiter. We also introduced a notion of approximate solution
for the Spingarn’s problem (which generalizes the one introduced by Monteiro and Svaiter for
monotone inclusions) and proved the iteration-complexity for the above mentioned methods based
on this notion of approximate solution.
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