Abstract. Mobile users expose their location to potentially untrusted entities by using location-based services. Based on the frequency of location exposure in these applications, we divide them into two main types: Continuous and Sporadic. These two location exposure types lead to different threats. For example, in the continuous case, the adversary can track users over time and space, whereas in the sporadic case, his focus is more on localizing users at certain points in time. We propose a systematic way to quantify users' location privacy by modeling both the location-based applications and the location-privacy preserving mechanisms (LPPMs), and by considering a well-defined adversary model. This framework enables us to customize the LPPMs to the employed location-based application, in order to provide higher location privacy for the users. In this paper, we formalize localization attacks for the case of sporadic location exposure, using Bayesian inference for Hidden Markov Processes. We also quantify user location privacy with respect to the adversaries with two different forms of background knowledge: Those who only know the geographical distribution of users over the considered regions, and those who also know how users move between the regions (i.e., their mobility pattern). Using the Location-Privacy Meter tool, we examine the effectiveness of the following techniques in increasing the expected error of the adversary in the localization attack: Location obfuscation and fake location injection mechanisms for anonymous traces.
Introduction
Mobile devices equipped with various positioning systems have paved the way for the emergence of numerous interesting location-based services. Unfortunately, this phenomenon has opened the door to many new threats to users' privacy, as untrusted entities (including the service providers themselves) can track users' locations and activities over time by observing their location-based queries.
Location-based applications, in effect, expose over time some of the locations of users to curious observers (adversaries) who might collect this information for various monetary or malicious purposes. In most of such applications, users share/expose their location in a sporadic manner as opposed to a continuous manner. Widely used location-based services (LBSs), such as local search applications for finding nearby points-of-interests or nearby friends, are good examples of this type of applications.
To protect users' location privacy, location-privacy preserving mechanisms (LPPMs) can be used as a filter between the location-based applications and the potentially adversarial observers. Many interesting LPPMs have been proposed for sporadic applications. Anonymization and obfuscation of users' location events (e.g., LBS queries) are the most popular techniques.
However, so far there is no theoretical framework to both formalize the effectiveness of various location-privacy preserving mechanisms, and to take into account the characteristics of the underlying location-based application. To fill this gap, we leverage on the framework that we have proposed and used in our previous contributions [17, 18, 19] . More specifically, in this paper we make three major contributions. First, we formalize the location exposure in locationbased services, particularly their location-exposure pattern, and add it to the framework. Second, we build upon this formalization to quantitatively evaluate the effectiveness of various LPPMs, notably the fake-location injection as a mechanism to protect location privacy of users. Third, we provide an analytical model, based on Hidden Markov Processes, for localization attacks. We extend the Location-Privacy Meter tool [1] to support these new features. We use the incorrectness of the adversary (i.e., his expected estimation error) [19] in localizing users over time as the location-privacy metric. We also implement some example location-based applications in our evaluation tool and assess the effectiveness of various LPPMs.
It is noteworthy that we do not address the problem of quality-of-service degradation in location-based services due to the usage of a location-privacy preserving mechanism. This issue is orthogonal to our objective in this paper, which is to provide methods to accurately assess the loss of location privacy.
The rest of the paper is organized as follows. In Section 2, we describe our framework. In Section 3, we detail the localization attack, based on Bayesian analysis. In Section 4, we evaluate the approach on a concrete example. We provide the related work in Section 5, and conclude the paper in Section 6.
Framework

Mobile Users
We consider U = {u 1 , u 2 , . . . , u N } a set of N mobile users who move within an area that is partitioned into M distinct regions (locations) R = {r 1 , r 2 , . . . , r M }. Time is considered to be discrete, and the set of time instants when the location of users may be observed is T = {1, . . . , T }. The precision at which we want to represent the user mobility determines the granularity of the space and time. For example, regions can be of a city/block size, and two successive time instants can be a day/hour apart, if the mobility is supposed to have a low/high precision.
The spatiotemporal position of users is modeled through events and traces. An event is defined as a triplet u, r, t , where u ∈ U, r ∈ R, t ∈ T . A trace of user u is a T -size vector of events a u = (a u (1), a u (2), . . . , a u (T )). The set of all traces that may belong to user u is denoted by A u . Notice that, of all the traces in A u , exactly one is the true trace that user u created in the time period of interest (t = 1 . . . T ); the true trace, denoted by a u , is called the actual trace of user u, and its events are called the actual events of user u. The set of all possible traces of all users is denoted by A = A u1 ×A u2 × . . .×A uN ; the member of A that is actually created by the N users is denoted by a and it is equal to (a u1 , a u2 , . . . , a uN ) . The vector of actual traces a is in fact a sample from the random variable A that is distributed according to p(·) = Pr{A = ·}. The distribution p reflects the joint mobility pattern of the users. We refer to each marginal distribution p u as the mobility profile of user u, that is a u ∼ p u (·) = Pr{A u = ·}.
In this paper, we assume that the users' profiles are independent of each other, i.e., p(·) = u p u (·). In other words, the location of a user is independent of others, given the user's profile (i.e., there is a conditional independence between the users' locations). As users tend to have different mobility patterns at different time periods (e.g., morning vs. afternoon, or weekday vs. weekend), we assume the users' profiles to be time-period dependent. The set of time instants in T is partitioned by the time periods. Notice that the independence of user profiles means that we are ignoring social correlations among users, e.g., we ignore information about friendships among users; this is outside the scope of this paper. However, because of the time dependence, we do take into account indirect correlation among the users' locations, for instance traffic jams in the morning and in the evening.
Further, we assume that the mobility of a user is modeled as a Markov chain on the set of regions. So, for user u, the distribution p u of actual traces can be computed using the transition matrix of its Markov chain. Each state of the Markov chain represents a region and a time period. We use p τ u (r, s) to indicate the probability of a transition from region r to s by user u in time period τ . We also use π τ u (r) to indicate the probability that user u is in region r in time period τ , according to the stationary probability distribution of p τ u . Thus, we illustrate the mobility profile of users using a first-order Markov chain model which is dependent on time (periods). It is worth noting that the Markov chain model can be turned into a more powerful (yet more complex) model depending on how the states of the chain are defined. If states represent complex previous location behaviors (past n location, or locations in past day), then the model can become arbitrarily accurate.
Location-Based Applications
We differentiate among the location-based applications according to the frequency at which the users' locations are exposed. On one end of the spectrum, users' locations are continuously exposed through the application, whereas on the other end, there are applications using which users expose their location in a rather sporadic manner. In a nutshell, an application is considered to be sporadic if the exposed locations from the users are sparsely distributed over time, and it is considered continuous otherwise.
In this paper, we focus on the sporadic case (for some examples of the continuous case see [9, 11] ). Examples for this type of systems are (i) location-based services where users make location-stamped queries concerning their nearby points of interest in order to receive contextual information, and (ii) location-sharing applications by which users can share their location with their friends, or with people-centric sensing servers, e.g., when they report about a social event.
Let
T be a vector that shows which actual events of user u are exposed through the application. In effect, x u acts as a bit-mask, for example, if x u (t) = 1, then a u (t) is exposed.
We define a location-based application as a function that maps actual traces a ∈ A to a random variable X that takes values in the set X = {0, 1}
N ×T . The corresponding probability distribution function Pr {X = x|A = a, p} can be computed as follows, considering that mobile users usually make use of the location-based applications independently at each time instant:
where p is the set of all users' actual mobility profiles.
Location-Privacy Preserving Mechanisms
The service provider, or any other entity that can access to the users' locations through some location-based applications, is considered as the adversary (or the observer) in this paper. Such an entity can indeed de-anonymize the users' traces and eventually localize users over time by relying on its background knowledge about users (e.g., their home/work address, their mobility patterns). We denote the background knowledge of the adversary about users by K. In order to thwart such threats, the users distort their exposed locations before an untrusted entity can see them. Location-privacy preserving mechanisms (LPPMs) are put in place to perform this distortion. LPPMs can be implemented both in a centralized architecture, by means of a trusted third party, and in a distributed architecture, i.e., an independent installation on each of the mobile devices. We abstract away these details and provide a generic model: the LPPMs act on the set of exposed traces and produce a set of traces that are observed by the untrusted entities. The LPPM is assumed to modify the set of exposed events using anonymization and obfuscation techniques. We now describe each of these in turn.
In the anonymization process, the username part of each trace is replaced by a user pseudonym in the set U = {1, ..., N }. The anonymization mechanism that we consider is the random permutation. That is, a permutation of the users is chosen uniformly at random among all N ! permutations and each user's pseudonym is her position in the permutation. More formally, the anonymization mechanism selects, independent of everything else, a permutation σ according to the probability distribution function Pr {Σ = σ} = 1 N ! , and each user's pseudonym is σ(u) ∈ U .
Notice that the pseudonym of a user remains the same for the whole time period t = 1, . . . , T . The larger the value of T , the easier it is, in general, for the adversary to de-anonymize the users. In this paper, we do not study changing pseudonyms. However, we do study the effect of T on the privacy, and in particular the anonymity, of users (Section 4). Knowing the relation between T and user privacy is useful for deciding when to change a pseudonym, for example, when user privacy drops below a certain threshold.
In the obfuscation process, three event/trace transformations can happen:
-The location part of each exposed event can be replaced by a location pseudonym in the set R = P(R) = {r 1 , ..., r 2 M }. Each location pseudonym corresponds to a subset of regions in R. Notice that each region can be obfuscated to a different location pseudonym each time it is encountered in a trace, whereas each user is always anonymized to the same user pseudonym.
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-Fake location-pseudonyms can be injected at times that the user does not expose anything (it is equivalent to say that the LPPM selects a fake location and then obfuscates it). -Some of the exposed events can be removed (become hidden).
The LPPM, as the combination of the two processes, probabilistically maps exposed traces (a, x) ∈ A×X to obfuscated and anonymized traces. The output is a random variable O that takes values in the set O, which is the set of all possible obfuscated and anonymized traces of all users. Such a trace is composed of T events of the form o u (t) = u , r , t , where u ∈ U , r ∈ R , for t = {1, 2, · · · , T }. A complete trace is denoted by o u .
In this paper, we study the case where each exposed event of a user is obfuscated independently of other events which belong to that user or other users. The mobility profiles of all users are used by the LPPM in the process of obfuscating users' locations. This knowledge of the users' profiles enables us to design strong LPPMs against the adversary who also relies on this type of information. The probability of a given output o is then computed as follows:
Notice that, in general, employing an LPPM reduces the quality of the information provided to the location-based service. Consequently, the quality of service that the user receives is also reduced. Therefore, there exists a tradeoff between the effectiveness of the LPPM and the quality of service for the user. Addressing this tradeoff is beyond the scope of this paper. Our objective is to evaluate the privacy that a given LPPM provides to the users.
Attacker
The adversary observes o, and by relying on his background knowledge K, tries to infer the actual location of users. The adversary is assumed to be aware of the type and the characteristics of the location-based application, and also the location-privacy preserving mechanism. In order to infer the location of users, the adversary has to reverse the two mechanisms. The adversary's ultimate goal is then formally defined as calculating the following probability distribution function:
Location-Privacy Metric
We quantify the location privacy of users as the error of the adversary in estimating the actual location of users. The metric is justified in [19] , and its superiority to other metrics, such as k-anonymity and entropy, is shown qualitatively and quantitatively. According to the expected-estimation-error metric, the users' location privacy is computed as follows:
where Δ(a,â) is a distortion function that determines the distance between actual traces a and hypothesized tracesâ. In this paper, we use the following distortion function:
which makes LP the average probability of error of the adversary in estimating the actual location of users over time. Note that, the location privacy of each user can be computed separately in the same way.
Localization Attack
We define the goal of the adversary to be the localization of users over time:
That is, for a given user at a given time instant, the adversary computes the probability distribution over regions where the user might be at that specific time instant, considering the observed traces. More formally, the adversary computes Pr {A u (t) = u, t, r |o, K} for user u at time instant t for all regions r ∈ R. We call this the localization attack.
As an aside, more general objectives can be imagined for the attacker. The most general one is to recover all traces of all users, i.e., to compute the probability Pr {A = ·|O = o, K} as in (3) .
Monte Carlo methods can be used to compute any desired probability in our framework. At its base, a Monte Carlo method uses repeated sampling from an appropriate distribution to estimate the desired probability. In our case, sampling from the distribution that is appropriate for the most general objective, Pr {A = ·|O = o, K}, is computationally inefficient for large user populations and long time intervals. Even for the localization attack, the space from which the Monte Carlo method needs to sample includes all the N ! permutations of user-pseudonym assignments. Therefore, we choose a different method, which can be applied more generally.
We split the localization attack into two parts: de-anonymization, and deobfuscation. In the first step, we find the most likely assignments between users and pseudonyms. Formally, we compute
Then, given this assignment, we compute the probability distribution of the given user's location at the given time instant.
We use Bayesian inference in order to perform both the de-anonymization and the de-obfuscation. Both steps have polynomial-time complexity (in N and T ), so they are computationally efficient even for large problem sizes.
Notice that this computation is an approximation of the a-posteriori probability Pr {A u (t) = u, t, r |o, K}, which can be written as a weighted sum as follows (we omit, but still imply the existence of, K):
In effect, our approximation replaces the weighted sum with the probability Pr {A u (t) = u, t, r |σ * , o}. We call this the zeroth-order approximation. Our approximation can be made arbitrarily precise, at the cost of extra computations, in the following way. The basic idea is to separate the permutations, over which the summation is done, into N groups according to the pseudonym that they assign to user u (group 1 assigns pseudonym u 1 to user u, group 2 assigns pseudonym u 2 , etc.). Without loss of generality, we assume that u is u 1 .
Pr {A u (t) = u, t, r , σ|o}
It is computationally infeasible to compute the second sum explicitly. So, we can do the first-order approximation: we replace the sum with the maximum of the quantity Pr {Σ = σ|o} over all indicated permutations σ : σ(u 1 ) = u 1 . That is, for each u 1 ∈ U we compute the maximum Pr {Σ = σ|o} over all permutations that assign the pseudonym u 1 to user u 1 . Then, in the first sum, we use this maximum as the weight for the probability Pr A u (t) = u, t, r |σ(u 1 ) = u 1 , o u 1 . Finding the maximum is a Maximum Assignment Problem, which is solvable in polynomial time; we need to find N such maxima, one for each value of u 1 ∈ U . Therefore, the whole computation is still polynomial, although longer than our original approximation.
However, the successive approximation need not stop at the first order. Instead of computing the maximum Pr {Σ = σ|o} over all permutations that assign the pseudonym u 1 to user u 1 , we can expand the second sum as follows:
Now, as before, we can approximate the second sum by a maximum over the indicated permutations, and use the computed maxima (one for each value of u 2 ) as weights to compute the weighted sum. Alternatively, we can keep improving the approximation by considering user u 3 , and so on. If we do this for all users, then we will have computed the exact value of Pr {Σ = σ|o}. In this paper, we stay at the zeroth-order approximation, as it is shown in (6) and (7).
De-anonymization:
In order to obtain the σ * of (6), we need to maximize the probability
Thus, σ * = arg max σ Pr {Σ = σ|o, K} = arg max σ u Pr {o u |Σ = σ, K}. Notice that, given the assignment of a user u to the pseudonym u , the probability Pr {o u |Σ = σ, K} is independent of all other user-pseudonym assignments. So, to find the most likely assignment σ * , we first compute Pr {o u |σ(u) = u , K} for all pairs of u ∈ U and u ∈ U . Then, we construct a complete weighted bipartite graph whose disjoint sets of vertices are U and U and the weight on the edge between given vertices u and u is the likelihood Pr {o u |σ(u) = u , K}. In order to obtain σ * , we then solve the maximum weight assignment problem for this graph (see also [21] ). In our simulation, we use the Hungarian algorithm in order to solve this problem, which is a special case of a linear program.
De-obfuscation:
Given the most likely user-pseudonym assignment σ * , we perform the de-obfuscation (7) as follows:
The distribution over all regions r is obtained by computing the probability
Adversary Knowledge: The de-anonymization and the de-obfuscation processes have been reduced, as seen in (11) and (12), to the computation of the probabilities Pr {o u |σ(u) = u , K} and Pr {A u (t) = u, t, r , o u |σ * (u) = u , K}. These probabilities should be computed appropriately according to the background knowledge K that we consider for the adversary. In the next subsections, we compute these probabilities for two adversaries with different background knowledge:
-Adversary (I) whose knowledge of users' mobility is their geographical distribution over the regions, i.e., K ≡π. -Adversary (II) who is a stronger adversary and knows the users' probability of transition between the regions, i.e., K ≡p.
We constructπ andp from the users' actual traces. The elementπ u (r) ofπ is calculated as the fraction of time instants when user u is in region r. The element p u (r i , r j ) ofp is calculated as the fraction of transitions of user u to r j over all time instants when u is in region r i . We perform analytic probability calculations, where we also use the conditional independence of observed events, given the actual events. In effect, we decompose the desired probability into basic parts that can be computed from known functions. As these calculations are made by the adversary in performing the attack, the basic parts need to be computable from functions known to the adversary.
Adversary (I)
De-anonymization
Pr {o u (t)|X u (t) = x, A u (t) = u, t, r , σ(u) = u ,π} LPPM -Obfuscation mechanism · Pr {X u (t) = x|A u (t) = u, t, r ,π}
De-obfuscation
Pr {o u (t)|X u (t) = x, A u (t) = u, t, r , σ
Background Knowledge of the Adversary (14)
Adversary (II)
In this case, the calculations can be simplified if we use two helper functions α and β, as defined below. In effect, the problem that the attacker faces is equivalent to estimating the hidden state of a Hidden Markov Process. In the context of Hidden Markov Processes, the functions α and β are the forwardbackward variables [16] .
In Appendix B, we show how to calculate these two functions in our case. Having calculated them for all t ∈ T and r ∈ R, we can use them to compute the probabilities of interest.
De-anonymization
where we compute α and β given σ * .
Evaluation
In this section, we present the effectiveness of some location-privacy preserving mechanisms in protecting users' location privacy while they expose their location through some location-based applications. We evaluate the location privacy of users with respect to the two adversary types we introduced in the previous sections. We have extended the Location-Privacy Meter tool [19] by adding the location-based applications, implementing new LPPMs, and new localization attacks for sporadic applications, as described in the paper.
Simulation Setting
The location traces that we use in our simulation belong to N = 20 randomly chosen mobile users (vehicles) from the epfl/mobility dataset at CRAWDAD [15] . The area within which users move (the San Francisco bay area) is divided into M = 40 regions forming a 5 × 8 grid.
We evaluate various LPPMs that operate on top of two kinds of applications. The first type of application is the once-in-a-while application, which also serves as a baseline for comparison. In this type of application, events are exposed independently at random with the same probability θ. That is,
The second type of application is the local search application. In this application, users make queries, thus exposing their location, when they find themselves in unfamiliar places (which are the places that the user does not visit often, and hence needs more information about). We model this application as exposing the events of user u at location r independently at random with probability that is a decreasing function of π u (r). In particular, Pr {X u (t) = 1|A u (t) = u, t, r , π} = θ(1 − π u (r)). (20) where θ here determines the upper-bound on the probability of location exposure. We refer to the application simply by using its parameter θ, and its type (o: once-in-a-while application, and s: local search). For example a local search application with exposure rate 0.1 is denoted by APP(0.1, s).
For our considered LPPMs, we have to define two modes of behavior, according to whether the application exposes or hides the location. When the application exposes the user's location, the LPPM obfuscates it by removing some low-order bits/digits of the location-stamp of the event. We refer to the number of removed bits as the obfuscation level ρ of the LPPM. When the application hides the location, the LPPM chooses, with some probability φ, to create a fake location and then obfuscates it (as it does for the actual locations). We consider two ways in which the LPPM can create a fake location: The first way is to create a fake location uniformly at random among all locations r ∈ R, and the second way is to create it according to the aggregate user geographical distributionπ = 1 N u∈U π u (i.e., the average mobility profile). We refer to an LPPM using its parameters φ and ρ, and its type (u: uniform selection, g: selection according to the average mobility profile). For example LPPM(0.3, 2, u) injects a fake location (uniformly selected at random) with probability 0.3 if there is no location exposure, and obfuscated the (both fake and actual) locations by dropping their 2 low-order bits.
The metric that we use to evaluate the LPPMs is the expected error, as described in Section 2.5. We evaluate the effect of the application and LPPM parameters that we listed above (obfuscation level, probability φ of injecting a fake location) as well as the effect of the different application types and of the different ways of creating fake locations.
We are also interested in the effect of the pseudonym lifetime on the privacy of users. In our model, we consider that all users keep their pseudonyms from time 1 to T . By attacking at time T , we can compare the privacy achieved by users for various values of T .
Simulation Results
We run the simulator for all combinations of the following parameters: APP(0.1, {o, s}), LPPM({0, 0.3, 0.6}, {0, 2, 4}, {u, g}), and pseudonym lifetimes {31, 71, 141, 281}. We then perform the de-anonymization and localization attacks (for both (I) weak, and (II) strong adversaries) that are described in the previous section. The results are averaged over 20 simulation runs. Hereafter, we present some of the results that we obtain regarding the anonymity and location-privacy of users.
In Figure 1 , we plot user anonymity as a function of pseudonym lifetime. The anonymity is quantified as the percentage of users that are incorrectly deanonymized by the attacker. Notice that we do not yet plot the location privacy 1, o) . The anonymity is quantified as the percentage of users that are incorrectly de-anonymized by the attacker. In the top two sub-figures, we consider the weak adversary (I), whereas in the bottom two, we consider the strong one (II). The left column considers the uniform (u) LPPM type, whereas the right column considers the LPPM type g. Each line in a sub-figure corresponds to different combinations of obfuscation levels {0, 2} and fake-location injection rates {0, 0.3, 0.6}.
of users, just their anonymity as defined. Each of the four sub-figures corresponds to each of the four combinations of adversary type (I-weak, II-strong) and LPPM type (u, g). Each line in a sub-figure corresponds to different combinations of obfuscation level and probability of injecting a fake location.
We observe that the anonymity decreases as the pseudonym lifetime (the size of the observation period) increases. The same trend is seen in all four subfigures, for all combination parameters. By comparing the results that are obtained from different LPPMs, we observe the following interesting phenomenon, regarding the effect of stronger LPPM parameters, in particular when both the obfuscation level and the fake injection probability are non-zero: By jointly increasing the protection level of the two mechanisms, not only the absolute value of anonymity gets higher, but also the robustness to longer pseudonym lifetimes becomes better. That is, the level of anonymity drops with a slower rate as the pseudonym lifetime increases. This shows the relation between the effects of obfuscation and anonymization techniques. The LPPM designer can choose appropriately the parameters to achieve a desired level of anonymity; or alternatively, the pseudonym should be changed when the desired level of anonymity is no longer achieved.
In Figure 2 , we show the location privacy of users who (i) sporadically expose their location with exposure rate 0.1 in a local search application, and (ii) use LPPM that adds fake locations to their observed trace according to the aggregate user geographical distribution. As it is expected, the users' location privacy increases when the level of location-obfuscation or fake-location injection increases. However, the main finding of our result is that, in sporadic applications, the fake-location injection can dominate the obfuscation method, in preserving users' location-privacy, when the injection rate is higher. Moreover, adding fake location has a high impact on misleading the stronger adversary, as it reduces his success down to that of weaker adversary (compare the location-privacy improvement obtained by injecting fake-locations with rate 0.3 in the bottom sub-figures).
Related Work
The work related to our paper is threefold: (i) The papers that evaluate the risk of exposing locations through location-based services (which are mainly sporadic), (ii) The papers that aim at protecting users' location privacy for sporadic applications, and (iii) The papers that provide a framework for location privacy and describe possible threats and protections mechanisms as well as the location-privacy metrics.
The risk of location disclosure in mobile networks is evaluated in multiple papers. The authors use different attacks to de-anonymize the users' exposed traces (which are exposed in a sporadic manner). Ma et al. [14] make use of maximum likelihood estimation to identify the users from which the adversary has obtained some noisy past traces. Freudiger et al. [5] assume the adversary has access to the users' home and work addresses and performs the de-anonymization attack on the observed traces using some clustering algorithms. Similar de-anonymization of mobile users through identifying their home and work addresses have been performed by various researchers. Golle and Partridge [7] , Beresford and Stajano [2] , Hoh et al. [10] , and Krumm [12] use different techniques to show that users can be identified by inferring where they spend most of their time (notably their home and workplace). De Mulder et al. [3] also present some statistical inference attacks on users' traces in GSM cellular networks. The authors show how easily the adversary can identify users if he has access to their location pattern (i.e., how they are distributed throughout the cells) in such setting. Compared to this set of contributions, in this paper we take two more major steps: We not only formalize the location-based application, but also the protection mechanisms that can be used to preserve users' location-privacy. Moreover, besides the de-anonymization, we evaluate the success of the adversary in finding the location of users over time. We provide a systematic formal framework that can be used to model the combination of a variety of LBSs and LPPMs.
Protecting location privacy of users in location-based services has received a tremendous attention from researchers in different disciplines such as database, and ubiquitous computing. A majority of the protection mechanisms revolve around combination of anonymization and location obfuscation. Duckham and Kulik [4] propose a formal model for location obfuscation techniques such as adding inaccuracy, imprecision, and vagueness. Krumm [12] shows that the effects of spatial cloaking algorithms and adding Gaussian noise, or discretizing the location (i.e., reducing granularity) can degrade the identification success of the adversary. Gruteser and Grunwald [8] propose spatial and temporal cloaking methods to increase the adversary's uncertainty in identifying the users. The privacy of users is quantified according to k-anonymity. Gedik et al. [6] propose an architecture and some algorithms to protect location privacy using personalized k-anonymity. A majority of the location-obfuscation techniques revolve around k-anonymity. The interested reader is referred to [20] for a more in depth overview of k-anonymity-based obfuscation techniques, and also to [19] for a quantitative analysis of k-anonymity metric for location privacy. As it is shown in [19, 20] these interesting approaches still lack an appropriate evaluation mechanism and metric that we provide in this paper. In addition to the obfuscation techniques, we also formalize and evaluate fake-location injection (adding dummy events) as another powerful method.
Krumm [13] provides a literature survey of computational location privacy. Shokri et al. [17] also provide a unified framework for location privacy, which is extended and more formalized in [19] . We have built up our system model on top of these frameworks by extending them in such a way that locationbased services and new LPPMs can be defined and analyzed with respect to the localization attack.
Conclusion
We propose, to the best of our knowledge, the first formal framework for quantifying location privacy in the case where users expose their location sporadically. We formalize sporadic location-based applications. Using this formalization, we model various location-privacy preserving mechanisms, such as location obfuscation and fake-location injection. Formalizing both location-based applications and location-privacy preserving mechanisms in the same framework enables us to design more effective protection mechanisms that are appropriately tailored to each location-based service. We also establish an analytical framework, based on Bayesian inference in Hidden Markov Processes, to perform localization attacks on anonymized traces (for adversaries with different background knowledge). The results obtained from the simulations of the attacks on mobility traces unveil the potential of various mechanisms, such as the location obfuscation, the fake-location injection, and anonymization, in preserving location-privacy of mobile users.
A Notations
Throughout the paper, we use bold capital letters to denote random variables, lower case letters to denote realizations of random variables, and script letters to denote sets within which the random variables take values. For example, a random variable X takes values x in X . LP P M(φ, ρ, type) LPPM with fake-location injection rate φ, obfuscation level ρ, and types: u (uniform selection of fake locations), and g (selecting the fake location from the aggregated geographical distribution of users).
B Computing α and β
The computations of α (15) and β (16) are done recursively as follows. 
where t ∈ τ 1 and t + 1 ∈ τ 2 .
