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The quantiﬁed constraint satisfaction problem (QCSP) is a framework formodelling PSPACE
computational problems. The general intractability of the QCSP has motivated the pursuit
of restricted cases that avoid its maximal complexity. In this paper, we introduce and study
a new model for investigating QCSP complexity in which the types of constraints given by
the existentially quantiﬁed variables, is restricted. Our primary technical contribution is
the development and application of a general technology for proving positive results on
parameterizations of the model, of inclusion in the complexity class coNP.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Background
The constraint satisfaction problem (CSP) is a general framework in which many combinatorial search problems can be
conveniently formulated. Intuitively, the CSP involves deciding if a collection of constraints on a set of variables can be
simultaneously satisﬁed. The CSP can be formalized as the problem of deciding the truth of a ﬁrst-order sentence consisting
of a conjunction of constraints, in front of which all variables are existentially quantiﬁed.
A natural and useful generalization of the CSP is the quantiﬁed constraint satisfaction problem (QCSP). The deﬁnition of
the QCSP is similar to that of the CSP, but variables may be both universally and existentially quantiﬁed. While the CSP lies
in the complexity class NP and hence can only be used to model other problems in NP, the higher expressivity of the QCSP
permits the modelling of problems in the (presumably) larger complexity class PSPACE. Such problems arise naturally in a
wide variety of domains, for example, logic, artiﬁcial intelligence, veriﬁcation, combinatorics, and game theory.
In their general formulation, the CSP and QCSP are intractable, being NP-complete and PSPACE-complete, respectively;
this intractability motivates the pursuit of restricted cases of these problems that avoid “maximal” complexity, and fall into
complexity classes strictly below NP and PSPACE, respectively. It is possible to parameterize these problems by restricting
the constraint language, or the types of constraints that are permitted in problem instances. This form of restriction captures
and places into a uniﬁed framework many particular cases of the CSP and QCSP that have been independently investigated,
including the Horn Satisﬁability and 2-Satisﬁability problems, and their quantiﬁed versions. The notion of constraint
language has its roots in the classic dichotomy theorem of Schaefer [23], which shows that every constraint language over a
two-element domain gives rise to a case of the CSP that is either in P, or is NP-complete. The research program of classifying
the CSP complexity of all constraint languages over domains of arbitrary ﬁnite size has attracted signiﬁcant attention; see
for instance [22,18,17,8,5,4,6,7,16].
Email address: hubie.chen@upf.edu
0890-5401/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2008.11.001
370 Hubie Chen / Information and Computation 207 (2009) 369–388
On the QCSP front, previous work on constraint language restrictions is as follows. An analog of Schaefer’s theorem is
known [15,14], which shows that all constraint languages over a two-element domain give rise to a case of the QCSP that
is either in P, or is PSPACE-complete. A “ﬁner” version studying the alternation-bounded QCSP over a two-element domain
has also been obtained [19]. Recently, the study of constraint languages in domains of size larger than two has been initiated
[3,11,12]. Results include the development of an algebraic theory for studying the QCSP [3], general technology for proving
positive complexity results [11], and some classiﬁcation results [12].
1.2. A new model: existentially restricted quantiﬁed constraint satisfaction
In all previous work on QCSP complexity, constraint language restrictions are applied equally to both universally and
existentially quantiﬁed variables; that is, in constraints, for any positionwhere an existentially quantiﬁed variable can occur,
a universally quantiﬁed variable can also occur in that position, and vice-versa. This paper introduces and studies a new
model for investigating QCSP complexity, where constraint language restrictions are applied only to existentially quantiﬁed
variables. We call our new model existentially restricted quantiﬁed constraint satisfaction, and refer to the previously studied
QCSP model simply as the standard model.
Both our new model and the standard model are generalizations of the usual CSP model: when these two models are
restricted to instances having only existential quantiﬁcation, they coincide and yield the CSP model. However, there is a
principal difference between these two QCSP models which rears its head as soon as universal quantiﬁcation is permit-
ted: although it is possible to obtain polynomial-time tractability results in the standard model for interesting constraint
languages, under extremely mild assumptions on the constraint language, our new model is at least coNP-hard. This, of
course, reﬂects the deﬁnition of ourmodel, in which the universal variables do not need to observe any form of restriction. In
consequence, thebest typeof positive complexity result that one can reasonablyhope for inournewmodel is ademonstration
of containment inside coNP. Accordingly, the main technical contribution of this paper is the development and application
of a general technology for proving coNP-inclusion results in our new model.
Our new model, as with the standard model and the CSP model, constitutes a simple, syntactic means of restricting a
generally intractable computational problem. Although this paper is the ﬁrst to systematically investigate this model, we
view it as being at least as natural as the standard model. We believe that this model gives rise to interesting theory at the
interface of logic, algebra, and computational complexity. We now turn to articulate some concrete reasons for interest in
our new model.
First, our model allows us to obtain positive complexity results—of inclusion in coNP—for classes of QCSP instances for
which the only complexity result that can be derived in the standard model is the trivial PSPACE upper bound. Roughly
speaking, this is because there are QCSP instances where the constraint language of the existential variables has tractable
structure, but the overall constraint language lacks tractable structure. One example is the class of extended quantiﬁed Horn
formulas, deﬁned by Kleine Büning et al. [10] as the boolean (two-element) QCSP where all constraints must be clauses that,
when restricted to existential variables, are Horn clauses. A second example is the boolean QCSPwhere each constraint must
be a clause in which there are at most two existential variables; this class forms a natural generalization of the classical
2-Satisﬁability problem. We in fact obtain the ﬁrst non-trivial complexity upper bounds for both of these classes in this
paper.
In addition, there are situations in which our new model can be used to derive exact complexity analyses for constraint
languages under the standard model. Previous work has revealed that there are constraint languages that are coNP-hard
under the standard model [12]. We obtain coNP-inclusion results, and hence coNP-completeness results, for some of these
constraint languages in the standard model, via our newmodel. In particular, we obtain—in the standardmodel—the ﬁrst non-
trivial upper bounds for constraint languages having a set function polymorphism, a robust class of constraint languages that,
in a precise sense, capture the arc consistency algorithm that has been studied heavily in constraint satisfaction [17]. These
standardmodel coNP-inclusion results are obtained by ﬁrst performing a reduction to our newmodel, and then establishing
a coNP inclusion in our new model.
1.3. Overview of results
As we have mentioned, the primary technical contribution of this paper is the development and application of a general
technology for proving coNP-inclusion results in our newmodel. This technology is centered around a new notion which we
call ﬁngerprint (presented in Section 4). Intuitively, a ﬁngerprint is a succinct representation of a conjunction of constraints.
We require ﬁngerprints to have a number of properties, and highlight two of these now. First, we require that there is a
polynomial-time algorithm that, given a conjunction of constraints, computes a ﬁngerprint that represents the constraints.
Second, ﬁngerprints must “encode sufﬁcient information”: from a ﬁngerprint representing a conjunction of constraints, it
must be possible to construct a satisfying assignment for the conjunction (assuming that the conjunction was satisﬁable in
the ﬁrst place). We will say that a constraint language for which there is a set of ﬁngerprints obeying these conditions as
well as some further conditions has a ﬁngerprint scheme.
Our goal of proving coNP-inclusion results leads naturally to the idea of a proof system in which proofs certify the falsity
of QCSP instances. After introducing the concept of a ﬁngerprint scheme, we indeed present a proof system applicable to
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any QCSP instance over a constraint language having a ﬁngerprint scheme (Section 5). The key feature of this proof system
is that it supports polynomially succinct proofs. Using this proof system, we show that for any constraint language having
a ﬁngerprint scheme, any class of QCSP instances over the constraint language having bounded alternation is contained in
coNP. (By bounded alternation, we mean that there is a constant that upper bounds the number of quantiﬁer alternations.)
We then apply the developed technology by showing that a number of classes of constraint languages have ﬁngerprint
schemes, and hence that the described coNP-inclusion result applies to them (Section 6). Recent work on the complexity
of constraint satisfaction has heavily exploited the fact that each constraint language gives rise to a set of operations called
polymorphisms which are strongly tied to and can be used to study complexity by means of algebraic methods [22,20,8].
Correspondingly, these classes are described using polymorphisms, and are constituted of the constraint languages having
the following types of polymorphisms: set functions, near-unanimity operations, andMal’tsev operations. Moreover, for our
newmodel, we observe a dichotomy theorem for two-element constraint languages: they are either in coNP under bounded
alternation, or of the highest complexity possible for their quantiﬁer preﬁx.
Lastly, we return to the standard model, and there we study the set function polymorphisms giving rise to constraint
languages that are coNP-hard (Section 7). We use the developed theory to observe that such constraint languages are in
coNP, in the standard model, under bounded alternation. We then investigate the case of unbounded alternation, and show
that in this case, such constraint languages are 
p
2
-hard, and thus not in coNP, unless the polynomial hierarchy collapses. We
accomplish this hardness result by showing the
p
2
-hardness of extended quantiﬁed Horn formulas, and then reducing from
these formulas to the described constraint languages. Our 
p
2
-hardness result on extended quantiﬁed Horn formulas gives
the ﬁrst non-trivial complexity lower bound proved on such formulas. Finally, we observe that—since extended quantiﬁed
Horn formulas can be captured by our model—the 
p
2
-hardness of these formulas implies that the bounded-alternation
coNP-inclusion results we have obtained cannot, in general, be extended to the case of unbounded alternation.
Onemight summarize the technical contributions of this paper as follows.Wemake signiﬁcant advances in understanding
our newmodel in the case of bounded alternation, for which we prove a number of coNP-inclusion results; and we establish
that the case of unbounded alternation behaves in a provably different manner.
2. Preliminaries
2.1. Deﬁnitions
Throughout this paper, we use D to denote a domain, which is a non-empty set of ﬁnite size.
Deﬁnition 2.1. A relation (over D) is a subset of Dk for some k ≥ 1, and is said to have arity k. A constant relation is an arity
one relation of size one. A constraint is an expression of the form R(w1, . . . ,wk), where R is an arity k relation and the wi are
variables. A constraint language is a set of relations, all of which are over the same domain.
An arity k constraint R(w1, . . . ,wk) is true or satisﬁed under an interpretation f deﬁned on the variables {w1, . . . ,wk} if
(f (w1), . . . , f (wk)) ∈ R.
Deﬁnition 2.2. A quantiﬁed formula is an expression of the form ∃X1∀Y1∃X2∀Y2 . . . ∃XtC such that t ≥ 1, the sets X1,Y1,X2, . . .
are pairwise disjoint sets of variables called quantiﬁer blocks, and none of the sets X1,Y1,X2, . . . are empty except possibly X1.
Each Xi is called an existential block, and each Yi is called a universal block. The expression C is a quantiﬁer-free ﬁrst-order
formula with free variables X1 ∪ Y1 ∪ X2 ∪ . . .
We will denote the ﬁrst existential block of a quantiﬁed formula φ by X
φ
1




forth. Note that, in this paper, we will primarily consider quantiﬁed formulas that do not have any free variables. Truth of a
quantiﬁed formula is deﬁned as in ﬁrst-order logic: a quantiﬁed formula is true if there exists an assignment to X1 such that
for all assignments to Y1, there exists an assignment to X2, . . . such that C is true. A strategy for a quantiﬁed formula φ is a
sequence of mappings {σx}where for each existentially quantiﬁed variable x of φ, there is a mapping σx whose range is D and
whose domain is the set of functions mapping from the universally quantiﬁed variables Yx preceding x, to D. We say that a
strategy {σx} for a quantiﬁed formula φ is a winning strategy if for all assignments τ to the universally quantiﬁed variables
of φ to D, when each universally quantiﬁed variable is set according to τ and each existentially quantiﬁed variable x is set
according to σx(τ |Yx ), the C part of φ is satisﬁed. It is well-known that a quantiﬁed formula has a winning strategy if and only
if it is true.
We now deﬁne the “standard model” of quantiﬁed constraint satisfaction. In this paper, the symbol  will always denote
a constraint language.
Deﬁnition 2.3. The QCSP() problem is to decide the truth of a quantiﬁed formula ∃X1∀Y1∃X2∀Y2 . . . ∃XtC where C is a
conjunction of constraints, each of which has relation from  and variables from X1 ∪ Y1 ∪ X2 ∪ . . .
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Deﬁnition 2.4. For t ≥ 1, the QCSPt() problem is the restriction of the QCSP() problem to instances having t or fewer
non-empty quantiﬁer blocks.
Observation 2.5. For all constraint languages  and t ≥ 1, the problem QCSPt() is in the complexity class pt if t is odd,
and in the complexity class 
p
t if t is even.
The usual CSP model—the class of problems CSP()—can now be easily deﬁned.
Deﬁnition 2.6. The CSP() problem is deﬁned to be QCSP1().
We now formalize our new model of existentially restricted quantiﬁed constraint satisfaction. In the standard model,
quantiﬁed formulas contain a conjunction of constraints; in this new model, quantiﬁed formulas contain a conjunction of
extended constraints.
Deﬁnition 2.7. An extended constraint (overD) is an expression of the form (y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ R(x1, . . . , xk)where
m ≥ 0, each yi is a universally quantiﬁed variable, each xi is an existentially quantiﬁed variable, each di is an element of D,
and and R ⊆ Dk is a relation.
We apply the usual semantics to extended constraints, that is, an extended constraint is true if R(x1, . . . , xk) is true or there
exists an i such that yi /= di. Note that we permit m = 0, in which case an extended constraint is just a normal constraint
having existentially quantiﬁed variables.
Ournewmodel concernsquantiﬁed formulaswithextendedconstraints, that is, formulasof the form∃X1∀Y1∃X2∀Y2 . . . ∃XtC
where C is the conjunction of extended constraints. However, the QCSP is typically deﬁned as the problem of deciding such a
formulawhereC is the conjunctionof constraints.Wewould like topoint out that any instanceof theQCSP canbe converted to
a quantiﬁed formulawith extended constraints, under the assumption that the relations of the original QCSP are represented
using lists of tuples. Let R(w1, . . . ,wk) be a constraint within a quantiﬁed formula, and assume for the sake of notation that
w1, . . . ,wj are universally quantiﬁed variables and that wj+1, . . . ,wk are existentially quantiﬁed variables. The constraint
R(w1, . . . ,wk) is semantically equivalent to the conjunction of the extended constraints
(w1 = d1) ∧ . . . ∧ (wj = dj) ⇒ R[d1,...,dj](wj+1, . . . ,wk)
over all tuples (d1, . . . , dj) in the projection of R onto the ﬁrst j coordinates, where R[d1,...,dj] denotes the relation {(dj+1, . . . , dk) :
(d1, . . . , dk) ∈ R}. That is, we create an extended constraint for every instantiation to the universally quantiﬁed variables of
the constraint that is contained in R. With this observation, we can see that all constraints can be converted to extended
constraints in an instance of the QCSP, in polynomial time. We can thus conclude that, as with the QCSP, quantiﬁed formulas
with extended constraints are PSPACE-complete in general.
We now give the ofﬁcial deﬁnitions for our new model.
Deﬁnition 2.8. The QCSP∃() problem is to decide the truth of a quantiﬁed formula ∃X1∀Y1∃X2∀Y2 . . . ∃XtC where C is a
conjunction of extended constraints, each of which has relation from .
Deﬁnition 2.9. For t ≥ 1, the QCSP∃t () problem is the restriction of the QCSP∃() problem to instances having t or fewer
non-empty quantiﬁer blocks.
Observation 2.10. For all constraint languages  and t ≥ 1, the problem QCSP∃t () is in the complexity class pt if t is odd,
and in the complexity class 
p
t if t is even.
Observation 2.11. For all constraint languages , the problem QCSP∃1() is equivalent to the problem CSP().
The reader may ask why we did not deﬁne QCSP∃() in terms of quantiﬁed formulas with constraints: we could have
deﬁnedQCSP∃() as the problem of deciding those quantiﬁed formulas φ with constraints such that after the above conver-
sion process is applied to φ to obtain a formula ψ with extended constraints, each of the resulting extended constraints in
ψ has relation from . The main reason that we chose the given deﬁnition is that we are most interested in positive results,
and any positive result concerning the model as we have deﬁned it implies a positive result on the alternative deﬁnition;
this is because converting constraints to extended constraints in a quantiﬁed formula can be carried out in polynomial time,
as noted above. We also believe that the deﬁnition of our model is very robust, and cite the connections with the standard
model developed in Section 7 as evidence for this.
In this paper, we will use reductions to study the complexity of the problems we have deﬁned. We say that a problem
reduces to another problem if there is a many-one polynomial-time reduction from the ﬁrst problem to the second. We
say that a class of quantiﬁed formulas uniformly reduces to another class of quantiﬁed formulas if the ﬁrst class reduces
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to the second via a reduction that does not increase the number of non-empty quantiﬁer blocks. For instance, we say that
QCSP∃(1) uniformly reduces to QCSP∃(2) if for all t ≥ 1, QCSP∃t (1) many-one polynomial-time reduces to QCSP∃t (2).
2.2. Polymorphisms
We now indicate how the algebraic, polymorphism-based approach that has been used to study CSP() and QCSP()
complexity can be used to studyQCSP∃() complexity. We adapt this algebraic approach in a straightforward way, and refer
the reader to [22,20] for more information on this approach.
The ﬁrst point we wish to highlight is that, up to some mild assumptions, the set of relations expressible by a constraint
language  characterizes the complexity of QCSP∃().
Deﬁnition 2.12 (see [20] for details).When  is a constraint language over D, deﬁne 〈〉, the set of relations expressible by ,
to be the smallest set of relations containing  ∪ {=D} and closed under permutation, extension, truncation, and intersection.
(Here, =D denotes the equality relation on D.)
Proposition 2.13. Let 1,2 be constraint languages (over D) where 1 is ﬁnite and 2 contains =D . If 〈1〉 ⊆ 〈2〉, then
QCSP∃(1) uniformly reduces to QCSP∃(2).1 (Intuitively, the more relations that a constraint language  can express, the
higher in complexity it is.)
Proof. If 〈1〉 ⊆ 〈2〉 and 2 contains =D, then every constraint over 1 is equivalent to a formula consisting of existentially
quantiﬁed variables and a conjunction of constraints over 2 (see for instance the discussion in [9]). Let φ be an instance of
QCSP∃(1). We create an instance of QCSP∃(2) from φ as follows. For each extended constraint
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ R(x1, . . . , xk)
in φ, let
∃w1 . . . ∃wn(T1(v11, . . . , v1k1 ) ∧ . . . ∧ Tp(v
p
1




be a formula that is equivalent to R(x1, . . . , xk) and where the Ti are contained in 2. Replace the extended constraint
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ R(x1, . . . , xk)
by the p extended constraints of the form
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ Ti(vi1, . . . , viki )
and add the variables {w1, . . . ,wn} to the innermost block of existentially quantiﬁed variables. 
From Proposition 2.13, we can see that when investigating ﬁnite constraint languages containing the equality relation,
any two such constraint languages expressing exactly the same relations are uniformly reducible to one another, and hence
are of the same complexity in both the QCSP∃() and QCSP∃t () frameworks.
Deﬁnition 2.14. An operation μ : Dk → D is a polymorphism of a relation R ⊆ Dm if for any choice of k tuples
(t11 , . . . , t
1
m), . . . , (t
k





, . . . , tk
1
), . . . ,μ(t1m, . . . , t
k
m)) is in R. When an operation μ is a polymorphism of a relation R, we also say that R is
invariant under μ. An operation μ is a polymorphism of a constraint language  if μ is a polymorphism of all relations R ∈ .
Wewill be interested in the set of all polymorphisms of a constraint language , as well as the set of all relations invariant
under all operations in a given set.
Deﬁnition 2.15. LetOD denote the set of all ﬁnitary operations on D, and letRD denote the set of all ﬁnite arity relations on
D. When  ⊆ RD is a constraint language, we deﬁne
Pol() = {μ ∈ OD | μ is a polymorphism of }.
When F ⊆ OD is a set of operations over D, we deﬁne
Inv(F) = {R ∈ RD | R is invariant under all μ ∈ F}.
1 We remark that this proposition is not true if one removes the assumption that 2 contains=D , assuming that P does not equal NP. Let |D| > 1, let 2 be
the set of all constant relations, and let 1 be equal to 2 ∪ {=D}. Then, we have that 〈1〉 ⊆ 〈2〉,QCSP∃(1) is coNP-hard (see Example 3.2), andQCSP∃(2)
is in P.
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It is known that the expressive power of a constraint language is determined by its polymorphisms, that is,
〈〉 = Inv(Pol()). Consequently, the complexity of a constraint language is determined by its polymorphisms, and we have
the following analog of Proposition 2.13.
Proposition 2.16. Let 1,2 be constraint languages (over D) where 1 is ﬁnite and 2 contains =D . If Pol(2) ⊆ Pol(1), then
QCSP∃(1) uniformly reduces to QCSP∃(2).
In light of the above discussion, it makes sense to directly deﬁne QCSP∃(F) for a set of operations F: we deﬁne QCSP∃(F)
as the problem QCSP∃(Inv(F)), and we deﬁne QCSP∃t (F) analogously.
FromProposition 2.16, it can be seen that constraint languages having “many” polymorphisms are easier than those having
“fewer”. Correspondingly,manyof the resultsonCSP() complexity showthat thepresenceof a certain typeofpolymorphism
implies polynomial-time decidability. The positive complexity results in this paper will also have this form, that is, we will
prove results showing that if a constraint language  has a polymorphism of a certain type, then QCSP∃t () is in coNP.
2.3. Relational structures
It has been observed [18] that the CSP can be formulated as the homomorphism problem of deciding, given a pair (A,B)
of relational structures, whether or not there is a homomorphism from A to B. We will make use of relational structures in
this paper, and introduce them here. A vocabulary σ is a collection of relation symbols, each of which has an associated arity.
A relational structure A (over vocabulary σ ) consists of a universe A, which is a set of size greater than or equal to one, and a
relation RA ⊆ Ak for each relation symbol R of σ , where k is the arity associated to R. In this paper, we only consider relational
structures having ﬁnite-size universes. When A and B are relational structures over the same vocabulary σ , a homomorphism
from A to B is a mapping h from the universe of A to the universe of B such that for every relation symbol R of σ and every
tuple (a1, . . . , ak) ∈ RA , it holds that (h(a1), . . . ,h(ak)) ∈ RB. Two relational structures A and B are homomorphically equivalent
if there is a homomorphism from A to B and a homomorphism from B to A.
We say that a constraint language  corresponds to a relational structure B (over σ ) if each relation S of  can be put in a
one-to-one correspondence with a relation symbol R of σ so that S = RB. We deﬁne QCSP∃(B) as the problem QCSP∃() for
the constraint language  corresponding to B; and, we use B to denote a relational structure corresponding to a constraint
language . We can translate a conjunction of constraints C over  to the instance (A,B) of the homomorphism problem
where the universe of A contains all variables occurring in C and, for each relation symbol R, the relation RA contains all
tuples (a1, . . . , ak) such that the constraint R
B (a1, . . . , ak) appears in C.
For a relational structure B with universe B, the relational structure ℘(B) is deﬁned as follows. The universe of ℘(B) is
℘(B), where ℘(B) denotes the power set of B excluding the empty set. For every relation symbol R of arity k and non-empty
subset S ⊆ RB, the relation R℘(B) contains the tuple (S1, . . . , Sk) where Si = {bi : (b1, . . . , bk) ∈ S}.
3. Complexity
This section demonstrates some basic complexity properties of our newmodel QCSP∃(). First, we show that under the
very mild assumption of criticality, a constraint language is coNP-hard in this model.
Deﬁnition 3.1. A constraint language  is critical if there is an algorithm that, given a positive integer n ≥ 2, outputs in time
polynomial inn, sets of constraintsC1, . . . , Cn over such that∪i∈{1,...,n}Ci is unsatisﬁable, but for any j ∈ {1, . . . ,n},∪i∈{1,...,n}\{j}Cn
is satisﬁable.
Example 3.2. Suppose  is a constraint language containing the equality relation =D and (at least) two different constant
relations Ra,Rb. The constraint language  is critical: for any n ≥ 2, the sets of constraints {=D (v1, v2),Ra(v1)}, {Rb(vn)}, and
{=D (vi, vi+1)} for i ∈ {2, . . . ,n − 1} has the desired property, and can easily be generated in polynomial time.
Proposition 3.3. If  is a critical constraint language, then for all t ≥ 2, the problem QCSP∃t () is coNP-hard. In particular, the
∀∃ formulas of QCSP∃() are coNP-hard.
Proof. We reduce from the complement of the 3-SAT problem. Take an instance φ of the 3-SAT problem with variables Y
and clauses C1, . . . ,Cn. Compute sets of constraints C1, . . . , Cn with the property given in the deﬁnition of critical constraint
language, and let X denote the variables occurring in the constraints Ci.
We create an instance φ′ of QCSP∃() with quantiﬁer preﬁx ∀Y∃X . The extended constraints in φ′ are created as follows.
Fix two distinct elements a0, a1 of the domain of . For every clause Ci, for every constraint R(x1, . . . , xk) in Ci, and for every
variable v occurring in Ci, create an extended constraint
(v = d) ⇒ R(x1, . . . , xk)
where d is equal to a0 if v is negated in Ci, and equal to a1 otherwise.
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Observe that if f : Y → {0, 1} is an assignment satisfying the instance φ of 3-SAT, then the created extended constraints
are false under the assignment g : Y → {a0, a1} deﬁned by g(y) = af (y), and so the created instance φ′ is false. Conversely, if
the instance φ′ is false, then the created extended constraints must be false under some assignment g : Y → {a0, a1}; in this
case, it can be veriﬁed that the assignment f : Y → {0, 1} deﬁned by g(y) = af (y) satisﬁes all clauses of φ. 
Although our QCSP∃() model is in general coNP-hard, we can use it to obtain positive complexity results for QCSP
instances for which no complexity result can be derived in the standard model, other than the trivial PSPACE upper bound.
We discuss this phenomenon in the following examples.
Example 3.4. Let us consider extended quantiﬁed 2-SAT formulas, whichwe deﬁne to be instances of the booleanQCSPwhere
each constraintmust be a clause inwhich there are atmost two occurrences of existential variables.We call such a constraint
an extended 2-clause. Recall that a clause is a disjunction of literals, where a literal is a variable or its negation. The following
are examples of extended 2-clauses:
y1 ∨ y4 ∨ x1 ∨ x2
x1 ∨ y2 ∨ x3 ∨ y5 ∨ y8
Here, the yi denote universal variables, and the xi denote existential variables. For any tuple (a1, . . . , ak) ∈ {0, 1}k , let R(a1,...,ak)
denote the relation {0, 1}k \ {(a1, . . . , ak)}. Notice that each extended 2-clause is equivalent to a constraint of the form
R(a1,...,ak)(v1, . . . , vk). For example, the two given clauses are equivalent to the constraints:
R(1,0,1,1)(y1, y4, x1, x2)
R(0,0,1,1,0)(x1, y2, x3, y5, y8)
The standard model cannot capture the class of extended quantiﬁed 2-SAT formulas. If we attempt to model extended
quantiﬁed 2-SAT formulas using the standard model QCSP(), we take as our constraint language the set of all relations
that can appear in constraints, that is, the set of all relations R(a1,...,ak). This constraint language is easily seen to give rise to a
PSPACE-complete case of the QCSP, under the standard model: it can directly encode Quantiﬁed 3-SAT.
On the other hand, we can model extended quantiﬁed 2-SAT formulas under our newmodel as the problem QCSP∃(2),
where 2 is the constraint language {R(0),R(1),R(0,0),R(0,1),R(1,1)}. For example, the two given clauses are equivalent to the
extended constraints:
(y1 = 1) ∧ (y4 = 0) ⇒ R(1,1)(x1, x2)
(y2 = 0) ∧ (y5 = 1) ∧ (y8 = 0) ⇒ R(0,1)(x1, x3)
Let m : {0, 1}3 → {0, 1} be the majority operation on {0, 1}, that is, the symmetric operation that returns 0 if two or three
of its arguments are equal to 0, and 1 if two or three of its arguments are equal to 1. It can be veriﬁed that the constraint
language 2 has m as a polymorphism. The operation m is an example of a near-unanimity operation; later in this paper
(Theorem 6.3), we show that for any constraint language  having a near-unanimity polymorphism, the problem QCSP∃t ()
is in coNP (for all t ≥ 2). Hence, we have in particular that QCSP∃t (2) is in coNP (for all t ≥ 2), that is, extended quantiﬁed
2-SAT formulas are in coNP, under bounded alternation.
Example 3.5. Extended quantiﬁed Horn formulaswere introduced by Kleine Büning et al. [10]. An extended quantiﬁed Horn
formula is an instance of the boolean QCSP where every constraint is an extended Horn clause, that is, a clause in which there
is at most one positive literal of an existential variable. In other words, an extended Horn clause is a clause where removing
all literals of universal variables results in a Horn clause.
Let H ⊆ {0, 1}3 be the relation {0, 1}3 \ {(1, 1, 0)}, and let H be the constraint language {H,R0,R1}, where R0 and R1 are
deﬁned as the constant relations {(0)} and {(1)}, respectively. A given extended quantiﬁed Horn formula can easily be
translated (in polynomial time) into an instance of the problem QCSP∃(H). In particular, any extended Horn clause can
be translated into an existentially quantiﬁed conjunction of extended constraints over H , and so the idea of the proof of
Theorem 2.13 can be applied. For example, consider the following two extended Horn clauses:
x1 ∨ x2 ∨ y1 ∨ y2 ∨ x3 ∨ x4
y1 ∨ x1 ∨ x2
They are equivalent to the following existentially quantiﬁed formulas over H:
∃v[((y1 = 0) ∧ (y2 = 1) ⇒ H(x2, x3, v)) ∧
((y1 = 0) ∧ (y2 = 1) ⇒ H(v, x4, x1))]
∃v[(R1(v)) ∧ ((y1 = 1) ⇒ H(v, x1, x2))]
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The boolean AND operation is a polymorphism of the constraint language H , and is an example of a semilattice operation;
later in the paper (Corollary 6.2), we show that for any constraint language  having a semilattice polymorphism, the
problemQCSP∃t () is in coNP (for all t ≥ 2). This implies that extended quantiﬁedHorn formulas are in coNP, under bounded
alternation; this is the ﬁrst non-trivial complexity upper bound on this class of formulas.
We observe that our model is at least as hard as the standard model, with respect to constraint languages containing all
constants.
Proposition 3.6. If  is a constraint language containing all constant relations, then QCSP() uniformly reduces to QCSP∃().
Proof. Given an instance φ ofQCSP(), we create an instance φ′ ofQCSP∃() as follows. The quantiﬁer preﬁx of φ′ is equal to
that of φ, except there are |D| extra existentially quantiﬁed variables (which may be existentially quantiﬁed anywhere in the
quantiﬁer preﬁx), denotedby {vd : d ∈ D}. The instanceφ′ contains the extended constraints {Rd(vd) : d ∈ D},whereRd denotes
the constant relation {(d)}; these extended constraints “force” each variable vd to take on the value d. For each constraint C
of φ, we also create extended constraints in φ′, as follows. For the sake of notation, let us denote C by R(y1, . . . , ym, x1, . . . , xn)
where the yi are universally quantiﬁed and the xi are existentially quantiﬁed. For each tuple (d1, . . . , dm) ∈ Dm, create an
extended constraint
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ R(vd1 , . . . , vdm , x1, . . . , xn).
In the presence of the constraints {Rd(vd) : d ∈ D}, it is clear that C = R(y1, . . . , ym, x1, . . . , xn) is equivalent to the extended
constraints that were created in its place, and thus φ is true if and only if φ′ is true. 
We now turn to look at some algebraic properties of our new model.
Theorem 3.7. If B,B′ are homomorphically equivalent relational structures (over a ﬁnite vocabulary), then QCSP∃(B) and
QCSP∃(B′) uniformly reduce to each other.
Proof. First, suppose that C and C′ are relational structures such that C has universe {c} of size one, and there is a homomor-
phism h from C to C′. Then, every relation of C′ is either empty or contains the tuple (h(c), . . . ,h(c))with all coordinates equal
to h(c). It follows thatQCSP(C′) can be easily decided in polynomial time: an instance is true as long as there is no extended
constraint (y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ R(x1, . . . , xk) such that R is empty and there is an assignment mapping yi to di for all
i. (Likewise, every relation of C is either empty or contains the tuple (c, . . . , c) with all coordinates equal to c; and QCSP(C)
can be easily decided in polynomial time.) We thus assume that both B and B′ has universe of size strictly greater than one.
We show how to reduce fromQCSP∃(B) toQCSP∃(B′). Let h be a homomorphism from B to B′, let h′ be a homomorphism
from B′ to B, and let φ be an arbitrary instance of QCSP∃(B). We create an instance of QCSP∃(B′) as follows. First, let φ′ be
the quantiﬁed formula obtained from φ by replacing, in the “existential portion” of each extended constraint, the relation RB
with RB
′
. Letting it be understood that the universally quantiﬁed variables of φ′ are still quantiﬁed over the universe B of B,
it can be veriﬁed that if {σx} is a winning strategy for φ, then {hσx} is a winning strategy for φ′; and likewise, that if {σ ′x} is a
winning strategy for φ′, then {h′σ ′x} is a winning strategy for φ. Now, it remains to modify φ′ so that the universally quantiﬁed
variables are quantiﬁed over the universe B′ of B′. If |B′| ≥ |B|, it sufﬁces to take any injective mapping i : B → B′ and simply
replace all instances of b in φ′ by i(b). If |B′| < |B|, then each universally quantiﬁed variable over B can be simulated by s
universally quantiﬁed variables over B′, where s is a sufﬁciently large constant so that |B′|s ≥ |B|. Notice that such a constant
s exists since |B′| ≥ 2. 
When A is an algebra with operations F , we deﬁne QCSP∃(A) as QCSP∃(F).
Theorem 3.8. Let A be a ﬁnite algebra.
• If B is a subalgebra of A, then QCSP∃(B) uniformly reduces to QCSP∃(A).
• If B is a homomorphic image of A, then QCSP∃(B) uniformly reduces to QCSP∃(A).
Proof. The proof of this theorem follows proofs of similar results in [8]. If B is a subalgebra of A, then QCSP∃(B) reduces
to QCSP∃(A) by the identity mapping. Now let B be a homomorphic image of A, and let f be a surjective homomorphism
from A to B. Let φ be an instance of QCSP∃(B), and let BB the relational structure whose relations are exactly the relations
occurring in φ. Deﬁne a relational structure BA over the same vocabulary as BB where for each relation symbol R, the relation
RBA is deﬁned as {(a1, . . . , ak) : (f (a1), . . . , f (ak)) ∈ RBB }. All relations RBA are invariant under the operations of A. Let f ′ be
any mapping from the universe B of B to the universe A of A such that f ′(b) ∈ f−1(b). Then, f is a homomorphism from BA
to BB , f ′ is a homomorphism from BB to BA, and the reduction of Theorem 3.7 can be employed. 
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4. Fingerprints
This section introduces the notion of a ﬁngerprint along with various associated notions. In this section and the next, we
are concerned primarily with our new existentially restricted model of quantiﬁed constraint satisfaction, and so we assume
that all quantiﬁed formulas under discussion contain extended constraints.
We deﬁne a projection operator prk which projects “onto the ﬁrst k coordinates”: formally, when R is a relation of arity
n and k ∈ {0, . . . ,n}, we deﬁne prkR = {(d1, . . . , dk) : (d1, . . . , dn) ∈ R}. At this point, we adopt the convention that there is a
unique tuple of arity 0, and hence a unique non-empty relation of arity 0. When a non-empty (empty) relation is projected
down to an arity 0 relation, we consider the result to be the unique non-empty (respectively, empty) relation of arity 0.
Deﬁnition 4.1. A ﬁngerprint collection is a set F with an associated domain D whose elements are called ﬁngerprints. Each
ﬁngerprint F ∈ F has an associated arity, denoted by arity(F), and speciﬁes a relation R(F) ⊆ Darity(F). We require that there
is a ﬁngerprint  ∈ F such that R() is the non-empty relation of arity 0. We require that there is a projection function π
such that
• given any ﬁngerprint F ∈ F and k ∈ {0, . . . , arity(F)}, outputs a ﬁngerprint πkF such that R(πkF) = prkR(F), and
• when 0 ≤ k ≤ l ≤ n and F ∈ F is of arity n, it holds that πkF = πk(πlF).
Also, we require that there is a preorder  such that
• F  F ′ implies arity(F) = arity(F ′) and R(F) ⊆ R(F ′),
• if F  F ′ and k ∈ {0, . . . , arity(F)}, then πkF  πkF ′, and
• with respect to , chains are of polynomial length; that is, there exists a polynomial p such that if F1, . . . , Fm ∈ F are
distinct ﬁngerprints of arity n and F1  · · ·  Fm, thenm ≤ p(n).
Finally, we require that each ﬁngerprint F ∈ F has a representationwith size polynomial in its arity, that is, there is a function
r : F → {0, 1}* and a polynomial q such that |r(F)| ≤ q(arity(F)) for all F ∈ F .
For ease of notation we will always denote the representation r(F) of a ﬁngerprint F simply by F , although technically all
of the algorithms that we will discuss manipulate representations of ﬁngerprints.
Example 4.2. A simple example of a ﬁngerprint collection is as follows. Let D be any domain, and ﬁx d to be any element
of D. Deﬁne Fd = {0,⊥0,1,⊥1, . . .} where each ⊥i has arity i and has R(⊥i) = ∅, and each i has arity i and is non-empty
withR(i) containing the unique tuple of arity i equal to d at all coordinates, that is, (d, . . . , d). We can deﬁne the projection
function π by πkn = k and πk⊥n = ⊥k , for n ≥ k. We deﬁne the preorder by⊥i  i. Chains are clearly of length at most
two. The ﬁngerprint collection Fd clearly admits a polynomial size representation, as each ﬁngerprint F ∈ Fd can simply be
encoded by its arity along with a bit denoting whether it is of type  or ⊥.
Example 4.3. A perhaps more interesting example of a ﬁngerprint collection is as follows. Fix a domain D and let F℘(D)
contain all tuples (D1, . . . ,Dn) where each Di is a non-empty subset of D. We deﬁne R((D1, . . . ,Dn)) to be the set of all n-
tuples (d1, . . . , dn) such that di ∈ Di for all i ∈ {1, . . . ,n}. Let F℘(D) also contain elements ⊥0,⊥1, . . . where ⊥i is of arity i with
R(⊥i) = ∅. We can deﬁne the projection function π by πk(D1, . . . ,Dn) = (D1, . . . ,Dk) and πk⊥n = ⊥k , for n ≥ k.
We deﬁne the preorder by the following rule: (D1, . . . ,Dn)  (D′1, . . . ,D′n) if and only ifDi ⊆ D′i for all i ∈ {1, . . . ,n}. Notice
that if F1, . . . , Fm ∈ F℘(D) are distinct ﬁngerprints of arity n and F1  · · ·  Fm, thenm ≤ n|D|, and so chains are of linear length.
(Recall that all domains D in this paper are ﬁnite.)
There is a linear size representation for the ﬁngerprints of F℘(D). Here, a ﬁngerprint of arity n is a tuple (D1, . . . ,Dn).
Since there are a constant number of subsets of D, simply listing the subsets D1, . . . ,Dn in order gives a representation for a
ﬁngerprint of arity n that is of linear size.
Deﬁnition 4.4. A ﬁngerprint application is a ﬁngerprint F pairedwith a tuple of variables 〈x1, . . . , xk〉 of length k = arity(F), and
is denoted by F〈x1, . . . , xk〉. It is considered to be true under an assignment f deﬁned on {x1, . . . , xk} if (f (x1), . . . , f (xk)) ∈ R(F).
While a ﬁngerprint application is similar to a constraint, we use the “angle brackets” notation for ﬁngerprint applications
to differentiate between the two.
Deﬁnition 4.5. A ﬁngerprint scheme for a constraint language  consists of:
• A ﬁngerprint collection F over the domain D of .
• A projection algorithm running in polynomial time that, given a ﬁngerprint F ∈ F of arity n and an integer k ∈ {0, . . . ,n},
computes the ﬁngerprint πkF .
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• An inference algorithm Inf running in polynomial time that, given
− a ﬁngerprint application F〈x1, . . . , xk〉, with F ∈ F and
− a conjunction of constraints C over  and variables {x1, . . . , xn}, where n ≥ k,
computes a ﬁngerprint F ′ of arity nwhere
1. (soundness) for all assignments f : {x1, . . . , xn} → D, if both F〈x1, . . . , xk〉 and C are true under f , then F ′〈x1, . . . , xn〉 is
also true under f , and
2. (progress) it holds that πkF
′  F .
Under the two given assumptions, we say that F ′〈x1, . . . , xn〉 is a ﬁngerprint application suitable for C if there exists a
ﬁngerprint application F〈x1, . . . , xk〉 such that Inf(F〈x1, . . . , xk〉, C) = F ′.
• A construction mapping Cons : F → D such that when F〈x1, . . . , xn〉 is a ﬁngerprint application suitable for a conjunction
of constraints C (over  and variables {x1, . . . , xn} with n ≥ 1) and R(F) /= ∅, the mapping taking xi to Cons(πiF), for all
i ∈ {1, . . . ,n}, satisﬁes C.
Example 4.6. We give an example of a ﬁngerprint scheme that uses the ﬁngerprint collection of Example 4.2. Let D be any
domain and d ∈ D be an element of D. Suppose that  is a constraint language over D that is d-valid in that every non-empty
relation R ∈  contains the all-d tuple (d, . . . , d) having the arity of R. We demonstrate that there is a ﬁngerprint scheme for .
The ﬁngerprint collection is Fd, deﬁned in Example 4.2. It is clear that projections can be computed in polynomial time. The
inferencealgorithm, given F〈x1, . . . , xk〉anda conjunctionof constraintsC over andvariables {x1, . . . , xn}, outputs⊥n if F = ⊥k
or C contains a constraint with empty relation, and outputs n otherwise. It is straightforward to verify that this inference
algorithmobeys the soundness and progress conditions. The constructionmapping for our ﬁngerprint scheme simply always
outputs d. Thismapping satisﬁes the requirement for a constructionmapping: if F is a ﬁngerprint withR(F) /= ∅, then F = n
(where n is the arity of F); when n〈x1, . . . , xn〉 is a ﬁngerprint application suitable for constraints C over  and {x1, . . . , xn},
no constraint in C may have empty relation, so every constraint in C is d-valid, and thus the assignment mapping every xi to
d satisﬁes C.
Example 4.7. We continue Example 4.3 by giving a ﬁngerprint scheme using the ﬁngerprint collection deﬁned there. This
example makes use of ideas concerning set functions in the context of constraint satisfaction as well as the notion of arc
consistency; for more information, we refer the readers to the papers [17,13]. We consider a set function to be a mapping
f : ℘(D) → D,where℘(D)denotes thepower setofDexcluding theempty set.Wesay that a set function f is apolymorphismof
a constraint language  if all of the functions fi : Di → D deﬁned by fi(x1, . . . , xi) = f ({x1, . . . , xi}), for i ≥ 1, are polymorphisms
of . Equivalently, f is a polymorphism of  if f is a homomorphism from ℘(B) to B , where ℘(B) is deﬁned as in Section
2.3. (The equivalence of these two formulations can serve as an exercise to the interested reader.)
Let  be a constraint language over domain D having a set function f : ℘(D) → D as polymorphism. We demonstrate
a ﬁngerprint scheme for . The ﬁngerprint collection is F℘(D), from Example 4.3. Projections of ﬁngerprints can clearly
be computed in polynomial time. The inference algorithm is arc consistency. More speciﬁcally, the inference algorithm
takes as input a ﬁngerprint application (D1, . . . ,Dk)〈x1, . . . , xk〉 and a conjunction of constraints (A,B) over  and variables
{x1, . . . , xn}. The algorithm tries to establish arc consistency on (A,B) with additional constraints stating that xi ∈ Di for
all i ∈ {1, . . . , k}. The result is either a homomorphism g : A → ℘(B) with g(xi) ⊆ Di for all i ∈ {1, . . . ,n}, in which case the
ﬁngerprint (g(x1), . . . , g(xn)) satisﬁes the soundness and progress requirements; or, certiﬁcation that arc consistency cannot
be established, in which case the ﬁngerprint (∅, . . . , ∅) satisﬁes the soundness and progress requirements.
The constructionmapping is deﬁned byCons((D1, . . . ,Dn)) = f (Dn). To see that this algorithm satisﬁes the given criterion,
assume that (D1, . . . ,Dn)〈x1, . . . , xn〉 is a ﬁngerprint application suitable for a conjunction of constraints (A,B). The mapping
h : {x1, . . . , xn} → D given by the construction mapping obeys h(xi) = f (Di). By assumption, the mapping taking xi to Di is
a homomorphism g : A → ℘(B). Observe that h is the composition of g : A → ℘(B) and f : ℘(B) → B , and so h is a
homomorphism from A to B , as desired.
5. Proof system
This section presents the proof system thatwill permit us to derive coNP-inclusion results for constraint languages having
ﬁngerprint schemes. The proof system gives rules for deriving, from a quantiﬁed formula φ and a ﬁngerprint application for
φ, further ﬁngerprint applications for φ.
Before giving theproof system,we require somenotation.Weassume that, for everyquantiﬁed formulaφ = ∃X1∀Y1∃X2∀Y2
. . . ∃XtC, there is an associated total order ≤φ on the existential variables ∪ti=1Xi that respects the quantiﬁer preﬁx in that
x ≤φ x′ if x ∈ Xi, x′ ∈ Xj , and i < j. We say that a tuple of variables 〈x1, . . . , xk〉 is a preﬁx of φ if it is an “initial segment” of the
existential variables of φ under the≤φ ordering, that is, all xi are existentially quantiﬁed in φ, xi ≤φ xi+1 for all i ∈ {1, . . . , k − 1},
and x ≤φ xj implies that x = xi for some i ≤ j. When 〈x1, . . . , xk〉 is a preﬁx of a quantiﬁed formula φ that is understood from
the context and X = {x1, . . . , xk}, we use the “set notation” 〈X〉 to denote 〈x1, . . . , xk〉.
Hubie Chen / Information and Computation 207 (2009) 369–388 379
We now give the proof system, which consists of rules for deriving expressions of the form φ, F〈X〉  F ′〈X ′〉. In such
expressions, φ is always a quantiﬁed formula, F〈X〉 and F ′〈X ′〉 are ﬁngerprint applications, and it is always assumed that
X ⊆ Xφ
1
. Moreover, note that if it is possible to derive φ, F〈X〉  F ′〈X ′〉, it will always hold that X ′ = Xφ
1
.
Deﬁnition 5.1. The proof system for a ﬁngerprint scheme with ﬁngerprint collection F and inference algorithm Inf consists
of the following three rules.
(∃X ′C), F〈X〉  Inf(F〈X〉, C)〈X ′〉
φ, F〈X〉  F ′〈X ′〉 φ, F ′〈X ′〉  F ′′〈X ′′〉
φ, F〈X〉  F ′′〈X ′′〉
φ[g], F〈X〉  F ′〈X ′〉 X ′ ⊇ Xφ
1






The last rule is applicable when φ has more than one existential block, and g : Yφ
1
→ D is an assignment to the ﬁrst
universal block. The formula φ[g] is deﬁned to be the formula derived from φ by removing ∀Yφ
1
from the quantiﬁer preﬁx and
instantiating each variable occurrence y ∈ Yφ
1
in C with the constant g(y).
Proposition 5.2. The proof system for any ﬁngerprint scheme is sound in the following sense: for any quantiﬁed formula
φ = ∃X1 . . . ∃XtC and any ﬁngerprint application F〈X〉 for φ, if it holds that φ, F〈X〉  F ′〈X ′〉, then the formulas ∃X1 . . . ∃Xt [C ∧ F〈X〉]
and ∃X1 . . . ∃Xt [C ∧ F〈X〉 ∧ F ′〈X ′〉] have the same winning strategies (and hence the same truth value).
Proof. Straightforward. Note that the soundness of the ﬁrst proof rule relies on the soundness of the inference algorithm
Inf. 
Let us say that φ has a proof of falsity if φ,  ⊥ for a ﬁngerprint application ⊥ = F ′〈X ′〉 with R(F ′) = ∅. The previous
proposition implies that if a formula φ has a proof of falsity, then φ is indeed false. Our next theorem implies that, when a
ﬁngerprint scheme for a constraint language  exists, the proof system for this scheme is complete for the class of formulas
QCSP∃() in that all false formulas have proofs of falsity. It in fact demonstrates that for false alternation-bounded instances,
there are polynomial-size proofs of falsity.
Theorem 5.3. Suppose that  is a constraint language having a ﬁngerprint scheme. In the above proof system, the false formulas
of QCSP∃t () have polynomial-size proofs of falsity (for each t ≥ 1 ).
Theorem 5.3 is proved in the appendix. We derive the following consequence, the principal result of this section, from
Theorem 5.3.
Theorem 5.4. If  is a constraint language having a ﬁngerprint scheme, then the problem QCSP∃t () is in coNP (for each t ≥ 2 ).
Proof. Observe that proofs in the above proof system can be veriﬁed in polynomial time; in particular, instances of the
third proof rule can be veriﬁed in polynomial time as a ﬁngerprint scheme is required to have a polynomial-time projection
algorithm. The theorem is immediate from Proposition 5.2, Theorem 5.3, and this observation. 
6. Applications
Theprevious sectiongaveaproof systemfor constraint languageshavingﬁngerprint schemes, andmoreoverdemonstrated
that the given proof system implies coNP upper bounds on the complexity of such constraint languages, in our new model.
In this section, we derive a number of coNP upper bounds by demonstrating that various classes of constraint languages
have ﬁngerprint schemes. All of these classes have been previously studied in the CSP() model, see [17,22,21,6,16]. If for
all t ≥ 2 it holds that the problem QCSP∃t () is in coNP, we will simply say that the problem QCSP∃t () is in coNP.
Theorem 6.1. If  is a constraint language having a set function polymorphism, then the problem QCSP∃t () is in coNP.
Proof. If  is a constraint language having a set function polymorphism, then it has a ﬁngerprint scheme by the discussion
in Examples 4.3 and 4.7. The theorem thus follows from Theorem 5.4. 
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From Theorem 6.1, we can readily derive a coNP bound on constraint languages having a semilattice polymorphism. A
semilattice operation is a binary operation that is associative, commutative, and idempotent.
Corollary 6.2. If  is a constraint language having a semilattice polymorphism, then the problem QCSP∃t () is in coNP.
Proof. Suppose that  is a constraint language over domain D having a semilattice polymorphism ⊕ : D2 → D. Let ′ be
deﬁned as the set containing all relations in  as well as all constant relations of D. Since  ⊆ ′, it sufﬁces to show the result
for ′. Observe that ′ is also invariant under⊕: all constant relations are preserved by⊕ as⊕ is idempotent. It is known that
any constraint language having a semilattice polymorphism also has a set function polymorphism [17], and henceQCSP∃t (′)
is in coNP by Theorem 6.1. 
A near-unanimity operation is an idempotent operation f : Dk → Dwith k ≥ 3 and such that when all but one of its argu-
ments are equal to an element d ∈ D, then f returns d; that is, it holds that f (a, b, . . . , b) = f (b, a, b, . . . , b) = · · · = f (b, . . . , b, a) =
b for all a, b ∈ D.
Theorem 6.3. If  is a constraint language having a near-unanimity polymorphism, then the problem QCSP∃t () is in coNP.
A Mal’tsev operation is an operation f : D3 → D such that f (a, b, b) = f (b, b, a) = a for all a, b ∈ D.
Theorem 6.4. If  is a constraint language having a Mal’tsev polymorphism, then the problem QCSP∃t () is in coNP.
Theorems 6.3 and 6.4 are proved in the appendix.
Using the results in this section thus far,we can readily obtain a complexity classiﬁcation theorem for constraint languages
over a two-element domain, in our new model. Let us say that the problem QCSP∃() has maximal complexity if QCSP∃()
is PSPACE-complete and for all t ≥ 1, the problem QCSP∃t () is pt -complete for odd t, and pt -complete for even t. (We
will also apply this terminology to problems of the form QCSP().) The following theorem shows that in our model of QCSP
complexity, there is a dichotomy in the behavior of constraint languages over a two-element domain: either they are in coNP
under bounded alternation, or of maximal complexity.
Theorem 6.5. Let  be a constraint language over a two-element domain D, containing =D . The problem QCSP∃t () is in coNP
if  has
• a constant polymorphism,
• a semilattice polymorphism,
• a near-unanimity polymorphism, or
• a Mal’tsev polymorphism,
otherwise, QCSP∃() has maximal complexity.
Proof. If has one of the four named types of polymorphisms, then the theoremholds byCorollary 6.2, Theorems6.3 and6.4,
and theknown fact that anyconstraint languagewitha constantpolymorphismhasa set function [17] alongwithTheorem6.1.
Otherwise, denote D = {0, 1}; by Post’s lattice [1] it is known that Pol() is contained in the clone of operations Fu generated
by the unary operation mapping 0 to 1, and 1 to 0. Let NAE denote the “not-all-equal” relation {0, 1}3 \ {(0, 0, 0), (1, 1, 1)}. It
is known that Fu is exactly the set of polymorphisms of NAE [2], and so by Proposition 2.16 with 1 = {NAE} and 2 = ,
it sufﬁces to show that QCSP∃({NAE}) has maximal complexity. Since QCSP({NAE} ∪ {(0)} ∪ {(1)}) has maximal complexity
by [15,14,19], by Proposition 3.6, it sufﬁces to give a uniform reduction from QCSP∃({NAE} ∪ {(0)} ∪ {(1)}) toQCSP∃({NAE}).
Given an instance φ ofQCSP∃({NAE} ∪ {(0)} ∪ {(1)}), we create an instance ofQCSP∃({NAE}) as follows. First, create two new
existentially quantiﬁed variables c and c′, and add the extended constraint NAE(c, c, c′). This extended constraint guarantees
that c and c′ have different values. Replace each extended constraint of the form
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ {(0)}(x)
with
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ NAE(x, x, c),
and, replace each extended constraint of the form
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ {(1)}(x)
with
(y1 = d1) ∧ . . . ∧ (ym = dm) ⇒ NAE(x, x, c′).
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A conjunction ofNAE constraints is satisﬁed by an assignment if and only if it is also satisﬁed by the “ﬂipped” assignment
where 0 and 1 are swapped. Hence, if there is any winning strategy for the resulting quantiﬁed formula, there is a winning
strategy where c is set to 1 and c′ is set to 0. It is easily veriﬁed that if the variables c, c′ are removed from such a winning
strategy, one obtains a winning strategy for the original formula; likewise, a winning strategy for the original formula
augmented to set c to 1 and c′ to 0 yields a winning strategy for the new formula. 
7. Set functions
This section investigates the complexity of idempotent set functions in the standard model, by using our existentially
restricted model. A set function f : ℘(D) → D is idempotent if f ({d}) = d for all d ∈ D. What is known about idempotent set
functions in the standard model? Previous work [12] has demonstrated that idempotent set functions f give rise to two
modes of behavior in the QCSP: either QCSP(f ) is coNP-hard, or QCSP(f ) is in p. In particular, the following is known.
Deﬁnition 7.1. Let f : ℘(D) → D be an idempotent set function. Say that C ⊆ D is coherent (with respect to f ) if it is non-
empty and for all non-empty A ⊆ D, it holds that f (A) ∈ C implies A ⊆ C. We say that f is hard if it has two disjoint coherent
sets; otherwise, we say that f is easy.
Theorem 7.2 [12]. Let f : ℘(D) → D be an idempotent set function. If f is hard, then QCSPt(f ) is coNP-hard for all t ≥ 2. If f is
easy, then QCSP(f ) is in P.
As the complexity of easy set functions is known, our focus here is on the hard set functions. Our ﬁrst observation is that,
under bounded alternation, hard set functions are coNP-complete.
Theorem 7.3. If f is a hard set function, then QCSPt(f ) is coNP-complete (for all t ≥ 2 ).
Proof. Hardness for coNP is immediate from Theorem 7.2. Inclusion in coNP follows from Theorem 6.1 and Proposition
3.6. 
We have that for a hard set function f , the problem QCSPt(f ) is in coNP, that is, QCSP(f ) is in coNP under bounded
alternation. This result naturally prompts the question of whether or not QCSP(f ) is in coNP under unbounded alternation.
Weare able to answer this question in thenegative:wedemonstrate that such aQCSP(f ) isp
2
-hard, implying that ifQCSP(f )
were in coNP, we would have p
2
= coNP and that the polynomial hierarchy collapses. We in fact show p
2
-hardness of such
QCSP(f ) by ﬁrst showing that extended quantiﬁed Horn formulas reduce to QCSP(f ), and then that extended quantiﬁed




Theorem 7.4. If f is a hard set function, then QCSP(f ) is p
2
-hard.
Proof. Immediate from Theorems 7.5 and 7.6, proved below. 
Theorem 7.5. Let f be a hard set function. The problem of deciding the truth of extended quantiﬁed Horn formulas uniformly
reduces to QCSP(f ).
Proof. Let C0 and C1 be disjoint coherent sets with respect to f , let C be a coherent set with respect to f that is not equal to
D, and let ct ∈ C be a ﬁxed element of C.
Given an extended quantiﬁed Horn formula φ, we create an instance φ′ of QCSP(f ) as follows. First, note that by the
introduction of extra existentially quantiﬁed variables, we can transform φ in polynomial time into another extended
quantiﬁed Horn formula in which each clause has a constant number of literals. We thus assume that each clause of φ
has a constant number of literals.
We create a constraint invariant under f for each extended Horn clause of φ. In particular, for each extended Horn clause
l1 ∨ . . . ∨ lk of φ, we create in φ′ the constraintm1 ∨ . . . ∨ mk , where
• mi = (y /∈ C0) if li = y and y is a universally quantiﬁed variable,
• mi = (y /∈ C1) if li = y and y is a universally quantiﬁed variable,
• mi = (x = ct) if li = x and x is an existentially quantiﬁed variable, and
• mi = (x /∈ C) if li = x and x is an existentially quantiﬁed variable.
Let us verify that any such constraintM = m1 ∨ . . . ∨ mk is invariant under f . Let a1, . . . , an be assignments to the variables V
of M satisfying M. We want to show that the assignment a deﬁned by a(v) = f ({a1(v), . . . , an(v)}) for all variables v ∈ V , also
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satisﬁes M. If any ai satisﬁes M by satisfying an mj of the form (y /∈ C0), (y /∈ C1), or (x /∈ C), then a also satisﬁes the mj by
the coherence of C0, C1, and C. (Suppose for instance ai(y) /∈ C0. Then we have a(y) = a(S) for a set S including ai(y), which is
not in C0, and so by the coherence of C0, we have a(y) /∈ C0.) Otherwise, there exists an mj with mj = (x = ct). But since the
original clause l1 ∨ . . . ∨ lk was an extended Horn clause, it contained at most one existentially quantiﬁed variable appearing
positively, and there is a unique such mj = (x = ct). We have ai(x) = ct for all i = 1, . . . ,n and thus, by the idempotence of f ,
a(x) = f ({ct}) = ct .
We have shown that φ′ is indeed an instance of QCSP(f ). It remains to show that φ′ is true if and only if φ is true. Notice
that in φ′, a strategy is winning as long as it is winningwith respect to all assignments τ : Y → D to the universally quantiﬁed
variables Y where τ(y) ∈ C0 ∪ C1 for all y ∈ Y ; the sets C0 and C1 in φ′ encode the values 0 and 1 for the universally quantiﬁed
variables in φ. Let {σx} be a winning strategy for φ. Deﬁne σ ′x to be equal to ct whenever σx is equal to 1, and to be an element
of D \ C whenever σx is equal to 0. Associating the sets C0 and C1 with 0 and 1 as discussed, it is straightforward to verify that
{σ ′x} is a winning strategy for φ′. Likewise, if {σ ′x} is a winning strategy for φ′, deﬁne σx to be 1 whenever σ ′x is equal to ct , and
0 otherwise; using the same association, it is straightforward to verify that {σ ′x} is a winning strategy for φ. 





The proof of this theorem is inspired by the proof of [10, Theorem 3.2].
Proof. Weﬁrst prove that the problem isNP-hard, then indicate how the proof can be generalized to yieldp
2
-hardness.We
reduce from CNF satisﬁability. Let φ be a CNF formula over variable set {y1, . . . , yn}. We create an extended quantiﬁed Horn
formula φ′ based on φ as follows. The quantiﬁer preﬁx of φ′ is
(∃x01∃x11∀y1) . . . (∃x0nx1n∀yn)∃d.
The clauses of φ′ are as follows. We call the following the core clauses of φ′; they do not depend on φ.
x01 ∧ x11 ⇒ False
yi ∧ x0i+1 ∧ x1i+1 ⇒ x1i for all i ∈ {1, . . . ,n − 1}
yi ∧ x0i+1 ∧ x1i+1 ⇒ x0i for all i ∈ {1, . . . ,n − 1}
yn ∧ d ⇒ x1n
yn ∧ d ⇒ x0n
In addition, for each clause l1 ∨ l2 ∨ l3 of φ, there is a clause in φ′ of the form
l1 ∧ l2 ∧ l3 ⇒ d
We claim that φ is satisﬁable if and only if φ′ is true.
φ is unsatisﬁable implies φ′ is false. Suppose that φ is unsatisﬁable. It is straightforward to verify that the following clauses
can be derived from the clauses for φ′, by which wemean that any winning strategy for φ′ must satisfy the following clauses.
We can derive
z1 ∧ . . . ∧ zn ⇒ d
for any choice of z1, . . . , zn with zi ∈ {yi, yi} because any assignment to the variables {y1, . . . , yn} falsiﬁes a clause, and hence
makes the left-hand side of a clause
l1 ∧ l2 ∧ l3 ⇒ d
true.
Now, by induction (starting from n − 1), it can be shown that for all k = n − 1, . . . , 0, the clauses
z1 ∧ . . . ∧ zk ⇒ x0k+1
z1 ∧ . . . ∧ zk ⇒ x1k+1
can be derived, for any choice of z1, . . . , zk with zi ∈ {yi, yi}. This is done by using the core clauses (other than the ﬁrst core
clause).




can be derived (by setting k = 0); using the clause
x01 ∧ x11 ⇒ False
we can then derive False.
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φ is satisﬁable implies φ′ is true. Suppose that φ is satisﬁable via the assignment f : {y1, . . . , yn} → {0, 1}. We describe awinning
strategy for φ′. (Note that we use the notation 0 = 1 and 1 = 0.) The strategy sets xf (yi)
i
to be true, and x
f (yi)
i
to be false if and
only if for every j < i, the variable yj has been set to f (yj). Also, the strategy sets d to be false if and only if every variable yj
has been set to f (yj).
Consider an arbitrary assignment g : {y1, . . . , yn} → {0, 1}. We wish to show that in the formula φ′, when the variables are
set according to g and the described strategy, all clauses are indeed satisﬁed.
The ﬁrst core clause
x01 ∧ x11 ⇒ False
is satisﬁed since x
f (y0)
0
is set to be false.
Now consider a core clause of the form
yi ∧ x0i+1 ∧ x1i+1 ⇒ x1i
with i ∈ {1, . . . ,n − 1}. Assume that x1
i
is false and yi is true under g (if not, the clause is clearly satisﬁed). The falsity of x
1
i
implies, by the deﬁnition of our strategy, that f (yi) = 1 as well as that for all j < i, the variable yj has been set according to f ,
that is, f (yj) = g(yj). Now, since f (yi) = 1 = g(yi), it indeed holds that for all j ≤ i, the variable yj has been set according to f ,
that is, f (yj) = g(yj). By the deﬁnition of our strategy, then, xf (yi)i is set to false, and the clause is satisﬁed. Similar reasoning
applies to the remaining three types of core clauses.
Now consider the clauses of the form
l1 ∧ l2 ∧ l3 ⇒ d
If d is set to false, then g must be equal to f , which satisﬁes φ. Thus,
l1 ∧ l2 ∧ l3








-hard. Let φ = ∀w1 . . .∀wm∃y1 . . . ∃ynC be a quantiﬁed boolean formula where C is a 3-CNF. The extended quantiﬁed Horn
formula φ′ that we create has quantiﬁer preﬁx
(∀w1 . . .∀wm)(∃x01∃x11∀y1) . . . (∃x0nx1n∀yn)∃d.
The clauses of φ′ are deﬁned as above. The key point is that, under any assignment to the variables {w1, . . . ,wm}, the
formula φ is true if and only if the formula φ′ is true, by using the reasoning in the NP-hardness proof. 
Theorem 7.6 has an interesting implication for ourmodel of existentially restricted quantiﬁed constraint satisfaction. This
paper has focused mainly on proving that for certain constraint languages , it holds that QCSP∃t () is in coNP, that is, the
bounded alternation formulas forQCSP∃() are in coNP. This theorem implies that such results, in general, cannot be extended
to the case of unbounded alternation. In particular, we have such a constraint language  whose QCSP∃() complexity—in
the case of unbounded alternation—is not in coNP, unless coNP = p
2
and the polynomial hierarchy collapses.
Theorem 7.7. Let H be the constraint language deﬁned in Example 3.5. It holds that QCSP∃t (H) is in coNP for all t ≥ 2, but
QCSP∃(H) is p2-hard.
Proof. Inclusion ofQCSP∃t (H) in coNP is discussed in Example 3.5; there, it is also pointed out thatQCSP∃(H) is equivalent
to the problem of deciding the truth of extended quantiﬁed Horn formulas, so the 
p
2
-hardness of QCSP∃(H) follows from
Theorem 7.6. 
8. Discussion
8.1. Comparison with the standard model
As we have discussed in the introduction, our newmodel and the standard model are both natural generalizations of the
CSP model. However, we would like to argue here that our new model is, in certain respects, a more faithful generalization
of the CSP model.
In theCSPmodel, it is possible tousealgebraicnotions suchas subalgebraandhomomorphic image to study thecomplexity
of constraint languages [8]. We have shown that these notions can also be used to study complexity in our new model
(Theorem 3.8), indicating that our model is algebraically robust. In contrast, the ﬁrst property of Theorem 3.8 does not hold
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Table 1
Complexity results for representative constraint languages. The languages 2 and H are as deﬁned in Examples 3.4 and 3.5, respectively. The language A
is the set containing the three relations {(x, y, z) ∈ {0, 1}3|x ⊕ y = z}, {0}, and {1}.
Language QCSP∃t () complexity QCSP∃() complexity
Upper bound Lower bound Exact Upper bound Lower bound Exact
2 (2-SAT) coNP coNP-hard coNP-complete PSPACE coNP-hard Open
(Theorem 6.3) (Prop. 3.3) (Prop. 3.3)




(Corollary 6.2) (Prop. 3.3) (Theorem 7.7)
A (Afﬁne-SAT) coNP coNP-hard coNP-complete PSPACE coNP-hard Open
(Theorem 6.4) (Prop. 3.3) (Prop. 3.3)
in the standard model: using the results of [11, Chapter 5], it is easy to construct a semilatticeA having a subalgebra B such
that QCSP(A) is polynomial-time decidable, but QCSP(B) is coNP-hard.
Along these lines, it is known that there are constraint languages with trivial CSP complexity—where all CSP instances are
satisﬁable by a mapping taking all variables to the same value—but maximal QCSP complexity, under the standard model.2
This “wide complexity gap” phenomenon of the standard model does not appear to occur in our new model. To understand
why, it is didactic to consider the case of QCSP instances with quantiﬁer type ∀∃. Fix any constraint language giving rise to
a polynomial-time tractable case of the CSP. In our new model, ∀∃ instances over the constraint language are immediately
seen to be in coNP. The argument is simple: once the universal variables are instantiated, the result is an instance of the
CSP over the constraint language, which can be decided in polynomial time. In contrast, in the standard model, ∀∃ instances
over the constraint language may be 
p
2
-complete, that is, maximally hard given the quantiﬁer preﬁx. The argument given
for our new model does not apply: even if the constraints of a ∀∃ instance are originally over the constraint language, after
the universal variables have been instantiated with values, new constraints may be created that are not over the original
constraint language. The key point is that while instantiation of universally quantiﬁed variablesmay “disrupt” the constraint
language in the standard model, it does not do so in our new model. All in all, the faithfulness of our model to the original
CSP model affords a fresh opportunity to enlarge the repertoire of positive QCSP complexity results, by way of extending
existing CSP tractability results.
9. Conclusions
We have introduced and studied a new model for restricting the QCSP, which is a generally intractable problem. We
presented powerful technology for proving coNP-inclusion results in this new model, under bounded alternation, and have
applied this technology to a variety of constraint languages.We also derived new results on the standardmodel using results
on our newmodel, in particular, new results on the complexity of constraint languages having a set function polymorphism.
In addition, we demonstrated that, in general, coNP-inclusion results for our newmodel in the case of bounded alternation,
cannot be extended to the case of unbounded alternation.
One interesting direction for future research is to classify the complexity of all constraint languages in our new model
under bounded alternation. At this moment, a plausible conjecture is that all constraint languages that are tractable in the
CSP model are in coNP in our newmodel, under bounded alternation. A second direction is to investigate further the case of
unbounded alternation. In particular, one could investigate the unbounded-alternation complexity of constraint languages
that are known to be in coNP under bounded alternation; Theorem 7.7 represents one step in this direction.
Table 1 summarizes, for representative constraint languages, the complexity results obtained.
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Appendix A. Proof of Theorem 5.3
Our ﬁrst step is to show completeness of the proof system, that is, if φ is false, then φ,  ⊥. We accomplish this in a
sequence of lemmas. Throughout, we assume that the quantiﬁed formulas under discussion are all instances of QCSP∃(),
and we ﬁx a ﬁngerprint scheme for .
2 An example of a constraint language having the mentioned properties is the constraint language over the domain {0, 1} consisting of all arity four
relations that contain the all-0 tuple (0, 0, 0, 0). This is PSPACE-complete in the alternation-unbounded standard model by the results [15,14], and complete
for the various levels of the polynomial hierarchy in the alternation-bounded standard model by the result [19].
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Lemma A.1. For any quantiﬁed formula φ with t existential blocks and any ﬁngerprint application F〈X〉 for φ with X ⊆ Xφ
1
, there
exists a proof of size t that φ, F〈X〉  F ′〈Xφ
1
〉 for some ﬁngerprint F ′ with π|X|F ′  F .
Proof. The proof is by induction on t. If t = 1, the proof consists of one instance of the ﬁrst proof rule; the π|X|R(F ′)  F
criterion (of the lemma) holds because of the “progress” requirement on inference algorithms. If t > 1, then let g : Yφ
1
→ D be




〉 for some ﬁngerprint F ′′ with π|X|F ′′  F .





〉. Set F ′ = (π|Xφ
1
|F
′′). By Deﬁnition 4.1, we
have π|X|F ′ = π|X|F ′′. Since π|X|F ′′  F , we have the lemma. 
We say that a ﬁngerprint application F〈X〉 is stable for a quantiﬁed formula φ if X = Xφ
1
, F /= ⊥, it holds that φ,  F〈X〉, and
F ′  F implies φ,  F ′〈X〉. That is, a ﬁngerprint application is stable for φ if it can be derived, but no ﬁngerprint application
“lower” than it can be derived.
Lemma A.2. If φ is a quantiﬁed formula such that φ,  ⊥, then φ has a stable ﬁngerprint application.
Proof. Immediate fromthedeﬁnitionof stableﬁngerprint applicationandLemmaA.1,which implies that for someﬁngerprint
application F〈X〉 with X = Xφ
1
, it holds that φ,  F〈X〉. 
Let us say that a ﬁngerprint F extends another ﬁngerprint F ′ if arity(F) ≥ arity(F ′) and πarity(F ′)F = F ′.
Lemma A.3. If φ is a quantiﬁed formula with stable ﬁngerprint application F〈X〉 and having two or more existential blocks, then
for any mapping g : Yφ
1
→ D, the quantiﬁed formula φ[g] has a stable ﬁngerprint application F ′〈X ′〉 where F ′ extends F .
Proof. By assumption, we have φ,  F〈X〉, with X = Xφ
1
. Let g : Yφ
1
→ D be any mapping. By Lemma A.1, there exists a
ﬁngerprint F2 of arity |Xφ1 ∪ Xφ2 | having the properties that φ[g], F〈X〉  F2〈X ′〉 and π|X|F2  F , where X ′ = |Xφ1 ∪ Xφ2 |. Now let
F ′ be a “minimal” ﬁngerprint with the above properties, that is, a ﬁngerprint such that for no other F2 having the above
properties does it hold that F2  F ′.
We claim that F ′〈X ′〉 is a stable ﬁngerprint application for φ[g] where F ′ extends F . It sufﬁces to show that F ′ extends F .
Suppose not; then π|X|F ′  F and π|X|F ′ /= F . By the third rule of the proof system, φ, F〈X〉  (π|X|F ′)〈X〉 and by the second rule,
φ,  (π|X|F ′)〈X〉, contradicting that F〈X〉 is stable for φ. 
Lemma A.4. If φ is a quantiﬁed formula with a stable ﬁngerprint application, then φ is true.
Proof. We prove the following claim: if F〈Xφ
1
〉 is a stable ﬁngerprint application for φ, then φ is true via the assignment
f : Xφ
1
→ D deﬁned by the construction mapping Cons and the ﬁngerprint application F〈Xφ
1
〉, as in Deﬁnition 4.5.
We prove this claim by induction on the number t of existential blocks in φ. Let C denote the constraints of φ.
When t = 1, it is straightforward to verify that any ﬁngerprint application derivable from φ,, and hence any stable
ﬁngerprint application, is suitable for C. Note that only the ﬁrst two proof rules can be used to perform derivations from φ,.
When t > 1, by LemmaA.3we have that for all g : Yφ
1
→ D, there is a stable ﬁngerprint application Fg〈Xφ[g]1 〉 for φ[g]where
Fg extends F . By induction, for all g, the quantiﬁed formula φ[g] is true via the assignment fg : Xφ[g]1 → D deﬁned by Cons
and Fg〈Xφ[g]1 〉, as in Deﬁnition 4.5. The claim follows from the observation that for all g : Yφ1 → D, the restriction of fg to Xφ1 is
equal to f : Xφ
1
→ D. 
We are now able to observe that the proof system is complete.
Lemma A.5. If the quantiﬁed formula φ is false, then φ has a proof of falsity (that is, φ,  ⊥).
Proof. If φ,  ⊥, then by Lemma A.2, the formula φ has a stable ﬁngerprint application; it follows from Lemma A.4 that
the formula φ is true. 
However, we want to show something stronger than Lemma A.5: that every false quantiﬁed formula has a succinct proof
of falsity. The following lemma is key; roughly speaking, it shows that for alternation-bounded formulas, if there is a proof
of falsity at all, then there is a succinct proof of falsity.
Lemma A.6. For each t ≥ 1, there exists a polynomial pt such that if φ has t existential blocks, n existential variables, and
φ, F〈X〉  F ′〈Xφ
1
〉, then there is a proof of φ, F〈X〉  F ′〈Xφ
1
〉 of size bounded above by pt(n).
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Proof. We ﬁrst observe that the proof system has the following monotonicity property: if φ, F〈X〉  F ′〈X ′〉, then pr|X|R(F ′) ⊆
R(F). This is straightforward to verify.
We prove the lemma by induction on t. When t = 1, inspecting a proof of φ, F〈X〉  F ′〈Xφ
1
〉, it can be seen that only the
ﬁrst two proof rules are applicable, and by monotonicity there must be distinct ﬁngerprints F1, . . . , Fm with Fm = F ′ and
Fm  · · ·  F1 such that
φ, F〈X〉  F1〈Xφ1 〉
and
φ, Fk〈Xφ1 〉  Fk+1〈Xφ1 〉
for all k = 1, . . . ,m − 1. The above proofs can be combined into a proof of φ, F〈X〉  F ′〈Xφ
1
〉 using no more than (m − 1)
applications of the second rule. We thus obtain a proof of size m + (m − 1), which is polynomial in n = |Xφ
1
| because of
the requirement that in a ﬁngerprint collection, chains are of polynomial length.
When t > 1, inspecting a proof of φ, F〈X〉  F ′〈Xφ
1
〉 and using monotonicity, by induction on the structure of the proof it
can be seen that there must be mappings g1, . . . , gm : Yφ1 → D, distinct ﬁngerprints F1, . . . , Fm of arity |Xφ1 | with Fm = F ′, and
ﬁngerprints F ′
1
, . . . , F ′m, where
Fm  · · ·  F1
and such that
φ[g1], F〈X〉  F ′1〈Xφ[g1]1 〉 Xφ[g1]1 ⊇ Xφ1
φ, F〈X〉  F1〈Xφ1 〉
and







φ, Fk〈Xφ1 〉  Fk+1〈Xφ1 〉
for all k = 1, . . . ,m − 1. As before, the above proofs can be combined into a proof of φ, F〈X〉  F ′〈Xφ
1
〉 using no more than
(m − 1) applications of the second rule. By induction, the hypothesis of each rule instance given above has a proof of size
pt−1(n). We thus obtain a proof of size bounded above bym(pt−1(n) + 1) + (m − 1). This expression is polynomial in n: m is
polynomial in |Xφ
1
| ≤ n because of the requirement that in a ﬁngerprint collection, chains are of polynomial length. 
Proof (Theorem 5.3). By Lemma A.5, for all false formulas φ of QCSP∃t (), it holds that φ,  ⊥. By Lemma A.6, there is a
proof of φ,  ⊥ of size bounded above by pt(n) where n is the number of variables of φ, and pt is a polynomial. 
Appendix B. Proof of Theorem 6.3
Proof. Let  be a constraint language over domain D having f : Dk → D as near-unanimity polymorphism. By Theorem 5.4,
it sufﬁces to show that  has a ﬁngerprint scheme.
We ﬁrst describe the ﬁngerprint collection.
The ﬁngerprints of arity n are sets of constraints on {v1, . . . , vn}. In particular, a ﬁngerprint of arity n contains exactly one
constraint for each possible variable set of size less than or equal to k; formally, there is a constraint over each variable tuple
of the form (vi1 , . . . , vim ) with 1 ≤ i1 < · · · < im ≤ n and 1 ≤ m ≤ k.
The relation speciﬁed by a ﬁngerprint F is the set of all tuples (d1, . . . , dn) such that the mapping vi → di satisﬁes all
constraints in F .
The projection function π , given a ﬁngerprint F and k, simply projects all constraints onto the variables {v1, . . . , vk}.
For two ﬁngerprints F , F ′ of arity n, we deﬁne F  F ′ if and only if for each constraint R(vi1 , . . . , vim ) in F , the corresponding
constraint R′(vi1 , . . . , vim ) in F
′ satisﬁes R ⊆ R′.
Chains are of polynomial length, since the length of a chain is bounded above by the total number of tuples that can
appear in a ﬁngerprint. This total number is equal to the number of constraints,
(n
k
) + ( nk−1
) + · · · + (n1
)
, times |D|k , which
upper bounds the number of tuples in each constraint; this is clearly polynomial in n, for ﬁxed D and k.
We now describe the ﬁngerprint scheme.
The inference algorithm, given a ﬁngerprint application F〈v1, . . . , vk〉 and a conjunction of constraints C over  and
{v1, . . . , vn}, establishes strong k-consistency on the constraints C ∪ F to obtain C′; the result is the ﬁngerprint F ′ of arity
nwhere each constraint R(vi1 , . . . , vim ) contains the solutions to C′ restricted to {vi1 , . . . , vim }. Please see [21] for the deﬁnition
of strong k-consistency and solution.
We deﬁne the construction mapping as follows. Let F be a ﬁngerprint of arity n, with R(F) /= ∅, that is suitable for a
conjunction of constraints C. Due to the deﬁnition of our inference algorithm, we know that F is strongly k-consistent,
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and that any assignment satisfying the constraints in F also satisﬁes C. The construction mapping is deﬁned inductively: it
simply computes the mapping a : {v1, . . . , vn−1} → D deﬁned by a(vi) = Cons(πiF), and then outputs a value d such that the
extension of amapping vn to d satisﬁes the constraints in F; such a value is guaranteed to exist by the fact that F is strongly
k-consistent and [21, Theorem 3.5]. Notice that if F〈v1, . . . , vn〉 is a ﬁngerprint application suitable for C, then the mapping
deﬁned in Deﬁnition 4.5 satisﬁes the constraints in F , which in turn (as we pointed out) implies that this mapping satisﬁes
the constraints of C, as desired. 
Appendix C. Proof of Theorem 6.4
Proof. Let be a constraint language over domainDhavingφ : D3 → D asMal’tsev polymorphism. By Theorem5.4, it sufﬁces
to show that  has a ﬁngerprint scheme.
We assume basic familiarity with the paper [16], and use the terminology of that paper.
We ﬁrst describe the ﬁngerprint collection.
The ﬁngerprints are the relations that are compact representations, that is, the relations F ⊆ Dk having the property that
F is a compact representation of some relation.
The relation speciﬁed by a ﬁngerprint F is R(F) = 〈F〉φ (the notation 〈F〉φ denotes the smallest relation containing F and
closed under φ). Observe that any such ﬁngerprint F can be represented3 in size polynomial in its arity n, since for any
compact representation F , it holds that |F | ≤ 2 ∗n ∗ |D|2, since F has at most two tuples for each element of some signature,
and n ∗ |D|2 is an upper bound on the size of a signature.
The projection function π , given a ﬁngerprint F and k, simply yields prkF .
For two ﬁngerprints F , F ′ of arity n, we deﬁne F  F ′ if and only if R(F) ⊆ R(F ′).
Chains are of polynomial length: suppose F , F ′ are ﬁngerprints with R(F)R(F ′). Then SigR(F) ⊆ SigR(F ′); this follows
immediately from the deﬁnition of signature. But in fact it holds that SigR(F)SigR(F ′), for if SigR(F) = SigR(F ′), thenR(F) is
a representation of R(F ′), and it would follow from [16, Lemma 1] that 〈R(F)〉φ = R(F) was equal to R(F ′). Since signatures
of arity n are subsets of a set with n ∗ |D|2 elements, chains are of polynomial length.
We now describe the ﬁngerprint scheme.
The inference algorithm, given a ﬁngerprint application F〈x1, . . . , xk〉 and a conjunction of constraints C over variables
{x1, . . . , xn}, ﬁrst computes from F a ﬁngerprint Fe such thatR(Fe) = R(F) × Dn−k . Then, starting from Fe, the constraints of C
are processed by Next one by one (as in the algorithm Solve) in order to obtain a ﬁngerprint F ′ such that the tuples of 〈F ′〉φ
are exactly the satisfying assignments of C that also satisfy Fe〈x1, . . . , xk〉. Notice that F ′  Fe, and so πkF ′  πkFe = F .
The construction mapping is deﬁned inductively. Given a ﬁngerprint F of arity n with R(F) /= ∅, it simply computes the
tuple t = (Cons(π1F), . . . ,Cons(πn−1F)); by induction, we may assume that this tuple is in prn−1R(F). There thus exists an
element d such that (t, d) is in R(F), which is the output of the mapping. 
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