Etude des rôles des fournisseurs SaaS et Cloud dans la sécurité&amp; la vie privée, la disponibilité et la scalability by Robinet, Frédéric
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES INFORMATIQUES
Etude des rôles des fournisseurs SaaS et Cloud dans la sécurité& la vie privée, la








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 23. Jun. 2020







Etude des roˆles des fournisseurs SaaS et Cloud dans
la se´curite´ & la vie prive´e, la disponibilite´ et la
scalability
Fre´de´ric ROBINET
Promoteur : (Signature pour approbation du de´poˆt - REE art. 40)
PhD Philippe THIRAN
Me´moire pre´sente´ en vue de l’obtention du grade de
Master en Sciences Informatiques.
Re´sume´
Dans ce travail, nous e´tudions les deux roˆles d’une solution de type SaaS : le
Cloud Provider et le SaaS Provider. Nous commenc¸ons par de´finir le Cloud
Computing, ses fonctionnalite´s, ses mode`les de de´ploiement et de service. Nous
pre´sentons ensuite les deux acteurs identifie´s et la relation qui les unit, l’Utility
Computing.
Nous abordons ensuite trois the`mes : la se´curite´ & la vie prive´e, la scalability
et la disponibilite´. Pour chacun de ces the`mes, nous proposons une structure de
de´composition en sous-the`mes et identifions une se´rie d’outils qui permettent
d’atteindre l’objectif, en indiquant a` quel acteur l’imple´mentation revient.
En synthe`se, nous proposons un questionnaire d’e´valuation d’une solution de
type SaaS, se basant sur les trois the`mes. Ce questionnaire permet d’obte-
nir un score exprime´ en pourcentage de couverture pour chaque e´le´ment de
de´composition des the`mes traite´s.
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SaaS et Cloud sont deux termes omnipre´sents dans l’actualite´ informatique
d’aujourd’hui. Le de´ploiement marketing mis en place sur ces sujets est tel que la
de´finition et la compre´hension par la communaute´ IT sont loin de faire l’unani-
mite´. Certains y voient une re´volution, d’autres une e´volution et d’autres encore,
comme Richard Stallman, un pie`ge du marketing sur les liberte´s individuelles
[18].
Cette ambigu¨ıte´ nous impose de de´finir ces deux termes. Dans la suite de
ce document, nous utiliserons le terme ”Cloud” pour repre´senter le mate´riel
et les logiciels syste`mes qui sont situe´s dans des datacenters. Le terme ”SaaS”
repre´sentera quant a` lui la couche des applications construites sur les infrastruc-
tures Cloud.
Les solutions de type Software as a Service (SaaS) ont envahi notre quoti-
dien : boˆıtes mail, CRM, ERP, outils de visio-confe´rences, outils collaboratifs,
etc. De nouvelles applications sont cre´e´es chaque jour pour enrichir les gammes
existantes, offrir de nouveaux produits qui prennent la forme de services, payants
ou non.
L’utilisation du terme SaaS se retrouve dans une grande quantite´ d’offres. Mais
que couvre pre´cise´ment le SaaS ? Le SaaS se limite-t-il a` une externalisation
des applications et des donne´es de l’entreprise, moyennant un abonnement ? Le
SaaS et le Cloud sont-ils absolument lie´s entre eux ?
Pour le Cloud, d’e´normes investissements ont e´te´ re´alise´s par l’ensemble des
grands acteurs informatiques comme IBM, Oracle, Microsoft, Google et Ama-
zon, dans la construction de datacenters re´partis tout autour du globe. Chaque
acteur propose aujourd’hui sa solution spe´cifique, avec sa propre technologie et
diffe´rents niveaux de services.
Mais quelles sont les diffe´rences entre ces niveaux de services ? Qu’est-ce que le
Cloud peut apporter a` une entreprise ?
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3A partir des de´finitions du Cloud et du SaaS, nous avons identifie´ deux roˆles :
le SaaS Provider, qui fournit aux utilisateurs finaux l’application, et le Cloud
Provider, qui fournit au SaaS Provider les ressources informatiques ne´cessaires
au bon fonctionnement de l’application. Cette relation entre le Cloud Provider
et le SaaS Provider sera nomme´e ”Utility Computing”, comme indique´ sur la
Figure 1.1. Ces deux roˆles peuvent bien entendu eˆtre tenus par une seule et
meˆme entreprise, comme c’est par exemple le cas avec Google qui exploite son
infrastructure Cloud pour proposer diffe´rents services, comme Gmail.
Figure 1.1 – L’Utility Computing [7]
Ce travail est issu de l’article de re´fe´rence [7], a` partir duquel nous avons
commence´ par identifier les grandes the´matiques comme la performance, l’usa-
bility, la se´curite´, l’auditabilite´, etc.
Nous avons commence´ par de´finir le Cloud Computing, avec ses fonctionnalite´s,
ses mode`les de de´ploiement et de services. Nous avons comple´te´ ce chapitre 2
par la pre´sentation des deux roˆles, le SaaS Provider et le Cloud Provider, et la
relation qui les unit, l’Utility Computing. Nous nous sommes ensuite focalise´s
sur trois sujets : la se´curite´ et la vie prive´e (chapitre 3), la scalability (chapitre
4) et la disponibilite´ (chapitre 5).
Pour chacun de ces sujets, nous avons compulse´ un ensemble de livres, d’articles
et de publications scientifiques pour de´gager une structure de de´composition a`
plusieurs niveaux. Pour chaque sous-the`me identifie´, nous avons se´lectionne´ une
se´rie d’outils ou technologies permettant de re´pondre a` cette attente, en indi-
quant pour chaque solution l’acteur qui a la charge de l’imple´menter.
Se´curite´ & vie prive´e Nous avons se´lectionne´ la se´curite´ et la vie prive´e car
elles repre´sentent a` l’heure actuelle un des obstacles majeurs a` l’adoption du
Cloud Computing et du SaaS, comme le re´ve`le l’enqueˆte de KPMG de 2010 sur le
Cloud Computing [22] dans la Figure 1.2. Cette pre´occupation a pour origine le
transfert de la responsabilite´ des donne´es et services qui e´taient auparavant ge´re´s
par l’entreprise et qui se retrouve maintenant re´partie entre le Cloud Provider
et le SaaS Provider.
4Figure 1.2 – Les principales pre´occupations des responsables IT concernant le
Cloud Computing [22]
Notre analyse de la se´curite´ nous a oriente´ vers une scission de ce the`me
en deux parties : la partie infrastructure - qui regroupe la se´curite´ au niveau
re´seau, hoˆtes et applications - et la partie donne´es.
Scalability La scalability est une des pierres angulaires du Cloud Computing,
ainsi qu’un de ses nombreux de´fis. Elle est re´gulie`rement cite´e comme une de
ses caracte´ristiques principales, sous le terme ”e´lasticite´”. Mais elle implique
bien davantage que l’ajout d’instances virtuelles et l’attribution de ressources
informatiques : elle ne´cessite une re´flexion et une architecture oriente´es vers cet
objectif, de fac¸on a` optimiser au mieux les ressources et leur allocation. Nous
analyserons dans ce chapitre les diffe´rents aspects de la scalability et les outils
mis en place par le SaaS Provider et le Cloud Provider pour l’atteindre.
Disponibilite´ La troisie`me the´matique aborde´e, la disponibilite´, nous a e´te´
inspire´e par les diffe´rentes pannes de service ayant affecte´ diffe´rents fournisseurs
de Cloud Computing, comme ce fut le cas de Microsoft avec sa panne mondiale
du 29 fe´vrier 2012 [29] ou plus re´cemment, la panne du service ELB d’Amazon,
survenue le 24 de´cembre 2012, qui a affecte´ les performances de grands sites
comme Netflix. Ces interruptions de service ont diffe´rentes origines : cause na-
turelle (un orage sur Dublin en 2011), bugs logiciels, proble`me mate´riel, coupure
d’e´lectricite´, etc. Nous verrons dans ce chapitre les strate´gies mises en oeuvre a`
5diffe´rents niveaux pour permettre de conserver une disponibilite´ maximale.
Au terme de chacun de ces chapitres, nous e´tablirons un tableau re´capitulatif
reprenant les diffe´rentes cate´gories de chaque the`me, avec les outils utilise´s et
l’acteur devant les imple´menter.
En synthe`se, nous tenterons de de´velopper un syste`me d’e´valuation du ni-
veau de maturite´ d’une solution, en attribuant une note au niveau de fonction-
nalite´ du SaaS Provider et du Cloud Provider. Nous appliquerons ensuite cette
me´thode a` un exemple.
Ce travail est une premie`re tentative de de´finition de la re´partition des
roˆles des diffe´rents acteurs d’une solution SaaS. L’objectif est de permettre aux
de´cideurs informatiques de comprendre les implications du passage au Cloud
Computing, de permettre d’e´valuer les diffe´rentes solutions propose´es et de
de´terminer l’acteur responsable de l’imple´mentation d’une fonctionnalite´.
Chapitre 2
Cloud Computing
Le Cloud Computing (en franc¸ais, informatique dans le nuage ou informa-
tique virtuelle) est un terme assez difficile a` de´finir e´tant donne´ que cette ap-
pellation est extreˆmement exploite´e comme argument commercial. Microsoft,
Google, Amazon, Apple, Sun, IBM, ... sont des fournisseurs de solutions Cloud
mais chacun met en avant sa propre technologie et ses fonctionnalite´s spe´cifiques.
Le Cloud Computing ne doit donc pas eˆtre perc¸u comme une technologie bien
pre´cise mais plutoˆt comme un concept, ge´ne´ralement accompagne´ d’un nouveau
Business Model, s’appuyant sur ces nouvelles technologies.
Dans la suite de ce document, nous de´finirons le Cloud Computing comme
”un mode`le permettant un acce`s pratique, permanent et a` la demande par le
re´seau a` un ensemble de ressources informatiques configurables, dont les ca-
pacite´s peuvent eˆtre e´tendues et active´es rapidement avec un effort minimal”
[33]. Il s’agit donc d’une mutualisation des ressources informatiques, auxquelles
les utilisateurs ont acce`s via le re´seau, ge´ne´ralement Internet. Cette mutua-
lisation va permettre de centraliser les traitements informatiques qui e´taient
pre´ce´demment localise´s sur des serveurs locaux ou sur le poste de l’utilisateur
[33].
Le Cloud Computing a donc deux composantes [6] :
– le mate´riel et les logiciels syste`mes, qui sont situe´s dans des datacenters.
Cet ensemble sera nomme´ Cloud dans la suite de ce document ;
– les applications, qui sont de´livre´es comme des services via le re´seau.
Le concept du Cloud Computing en lui-meˆme n’est pas nouveau : Inter-
net s’est construit sur base de serveurs partage´s permettant l’e´change de mails,
l’acce`s a` des pages Web et d’autres services. Toutefois, le Cloud Computing se
pre´sente ici comme un pas supple´mentaire vers la virtualisation continue des
syste`mes informatiques : l’e´volution des capacite´s de calcul et des bandes pas-
santes permet aujourd’hui d’envisager le partage des ressources informatiques
entre un grand nombre d’utilisateurs et de satisfaire leurs besoins respectifs en
terme de ressources informatiques [49]. Dans [15], les auteurs identifient trois
raisons favorisant l’e´mergence du Cloud Computing :
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71. Les infrastructures informatiques existantes dans les entreprises ne sont
plus adapte´es a` la quantite´ de donne´es, de transactions et de dispositifs
nume´riques qui ont explose´ ces dernie`res anne´es. Dans [17], les auteurs
estiment la quantite´ des donne´es nume´riques cre´e´es dans le monde a` 1,2
zettaoctets en 2010, 2,8 zettaoctets en 2012 et pre´voient 40 zettaoctets en
2020 ;
2. La bande passante des re´seaux et les capacite´s de stockage ne savent pas
faire face a` la croissance exponentielle du nombre d’abonne´s et des services
de communications ;
3. Les pics de consommation et l’inefficacite´ de la fourniture des ressources
provoquent une pression sur les syste`mes e´nerge´tiques.
Ces facteurs ont favorise´ l’e´closion du Cloud Computing, qui a de´bute´ en 2006
avec la solution EC2 d’Amazon. Depuis d’autres grandes socie´te´s (IBM, Micro-
soft, Google, etc) se sont e´galement lance´es dans l’aventure, avec des offres et
des technologies spe´cifiques.
2.1 Description
Le National Institute of Standards and Technology [33], dans sa de´finition du
Cloud Computing, de´crit cinq fonctionnalite´s, quatre mode`les de de´ploiement
et trois mode`les de service.
2.1.1 Cinq fonctionnalite´s
Pour re´pondre a` la de´finition du NIST, un Cloud va devoir imple´menter les
fonctionnalite´s suivantes :
– Elasticite´ : le consommateur peut e´tendre les capacite´s de son environ-
nement Cloud de manie`re e´lastique, e´ventuellement de fac¸on automa-
tique, pour re´pondre a` ses attentes. Cette caracte´ristique va permettre
au consommateur d’adapter les ressources informatiques a` la demande :
lorsque celle-ci augmente ou diminue, il adapte la quantite´ de ressources
alloue´es au service. Le consommateur ne doit donc plus investir dans une
infrastructure conse´quente pour re´pondre aux pics de charge ou risquer le
manque de capacite´ : le risque d’under-provisioning ou d’over-provisioning
est donc e´vite´ et il peut consacrer ses ressources financie`res et humaines
a` son coeur de me´tier, le service qu’il propose. Cette optimisation dyna-
mique est illustre´e a` la Figure 2.1.
– Acce`s par le re´seau : le consommateur acce`de a` ses services Cloud au
travers d’un re´seau, ge´ne´ralement Internet. De nombreuses plates-formes
(smartphones, ordinateurs portables et fixes, etc) peuvent donc y acce´der
aise´ment.
8Figure 2.1 – Cloud Computing - L’optimisation par l’e´lasticite´ [38]
– Mise en commun des ressources : un Cloud est partage´ entre plu-
sieurs consommateurs avec une allocation dynamique des ressources en
fonction des demandes de chacun. Avec ce concept, le consommateur ne
sait pas pre´cise´ment ou` se trouvent les ressources mises a` sa disposition.
Pour parvenir a` cette fonction, le Cloud fait appel a` la virtualisation, qui
va permettre de partager une ressource physique comme un processeur ou
de la me´moire entre diffe´rents consommateurs. Ce partage va concerner
les capacite´s de calcul, de stockage, de re´seau et de me´moire.
– ’Self-service’ a` la demande : les ressources mises a` la disposition du
consommateur peuvent eˆtre re´duites ou e´tendues par le consommateur
lui-meˆme, sans intervention du fournisseur. Le fournisseur met a` la dispo-
sition du consommateur un ensemble d’outils, sous forme d’applications ou
d’API, pour lui permettre d’augmenter les ressources qu’il consomme. Un
exemple de ce type de fonctionnalite´s est la Management Console d’Ama-
zon Web Services, qui donne acce`s a` tous les services de la plate-forme :
cre´ation de nouvelles instances virtuelles, de nouvelles bases de donne´es,
de re´seaux virtuels, etc.
– Monitoring : un Cloud offre des outils de monitoring a` diffe´rents niveaux,
qui sont disponibles pour le consommateur et le fournisseur. Ces outils
vont permettre d’une part d’optimiser l’utilisation des ressources globales
et d’autre part de mesurer pre´cise´ment les ressources qu’un consommateur
utilise, en vue d’une facturation.
2.1.2 Quatre mode`les de de´ploiement
Une infrastructure de Cloud Computing peut se pre´senter sous la forme de
diffe´rents mode`les de de´ploiement [58] :
– Cloud public (public Cloud) : un Cloud public est la proprie´te´ d’une
entreprise (Google, Microsoft, etc), d’une universite´ ou d’un gouvernement
et est ge´re´ par eux. Son acce`s est public mais ne´cessite une inscription. Ce
type de Cloud offre un ensemble de services standardise´s avec une tarifi-
cation a` l’usage (price-per-use) ou gratuitement : business process, appli-
9cations, services d’infrastructure, etc. Ce type d’infrastructure offre une
certaine standardisation, une grande flexibilite´ et un temps de de´ploiement
court, tout en pre´servant le capital du consommateur [15].
– Cloud prive´ (private Cloud) : dans cette configuration, le Cloud est
mis a` la disposition exclusive d’une seule entreprise, dont les diffe´rents
de´partements vont eˆtre les consommateurs. L’infrastructure est alors soit
la proprie´te´ de l’organisation, soit celle d’un partenaire, soit un mix des
deux [33]. Cette infrastructure offre certains des avantages du Cloud pu-
blic, comme la flexibilite´ et la standardisation des bonnes pratiques, tout
en permettant a` l’entreprise de conserver le controˆle sur le mate´riel, sur
la localisation et la se´curisation des donne´es. Toutefois, un capital tre`s
important est ne´cessaire au de´part pour la constitution du (ou des) data-
center(s).
– Cloud communautaire (community Cloud) : dans ce mode`le de
de´ploiement, l’infrastructure du Cloud est mise a` la disposition exclusive
d’une communaute´ de consommateurs provenant d’entreprises diffe´rentes
qui partagent un meˆme centre d’inte´reˆt. L’infrastructure appartient alors
soit a` un des membres, soit a` un tiers ou une combinaison des deux.
– Cloud hybride (hybrid Cloud) : un Cloud hybride est une composition
d’un Cloud prive´ et d’un Cloud public, lie´s par une technologie standard
ou proprie´taire, de fac¸on a` permettre la portabilite´ des applications de
l’un vers l’autre [33]. Ce mode`le est avant tout un Cloud prive´ qui permet
a` son proprie´taire d’utiliser un Cloud public quand et ou` il est logique de
le faire [24]. L’objectif premier de cette structure est de re´pondre a` des
besoins spe´cifiques de se´curite´ : l’entreprise peut de´cider elle-meˆme quelles
donne´es sont ge´re´es par son Cloud prive´ ou par le Cloud public, en fonc-
tion du niveau de confidentialite´ requis.
Certains e´diteurs proposent des solutions permettant de modifier facilement
le mode`le de de´ploiement. Par exemple, Eucalyptus offre une compatibilite´ avec
les API d’AWS, ce qui permet la portabilite´ du de´veloppement d’un environne-
ment purement prive´ vers un hybride ou vers le mode`le public.
2.1.3 Trois mode`les de service
L’architecture a` mettre en place pour fournir un service est compose´e de 9
couches :
1. Le re´seau, qui va relier les diffe´rents serveurs et stockages entre eux, ainsi
qu’exposer le service a` l’exte´rieur ;
2. Le stockage, qui se compose de mate´riel (disques durs), d’un syste`me de
fichiers (GFS, etc) et de me´canismes de backup ;
3. Les serveurs physiques ;
4. La virtualisation, qui va eˆtre re´alise´e par un hyperviseur natif, aura pour
roˆle de distribuer les ressources physiques entre les diffe´rents syste`mes
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d’exploitation. Ex : Xen, ESX Server, etc ;
5. Le logiciel serveur, c’est-a`-dire le syste`me d’exploitation qui sera installe´
dans l’environnement virtualise´ ;
6. Les bases de donne´es ;
7. Le middleware, qui va permettre de cre´er une architecture SOA (Service
Oriented Architecture) ;
8. Les runtimes, c’est-a`-dire les librairies de composants ne´cessaires a` l’ap-
plication ;
9. L’application proprement dite, qui offre le service.
Dans une architecture classique, l’ensemble de ces couches est ge´re´e et he´berge´e
par l’entreprise. Dans les trois mode`les de services du Cloud Computing, ces
diffe´rentes couches sont prises successivement en charge par le Cloud Provider,
comme illustre´ a` la Figure 2.2 :
Figure 2.2 – Cloud Computing - Qui maintient quoi ? [38]
– L’IaaS (Infrastructure as a Service) est le mode`le de service qui consiste
pour le fournisseur a` offrir une infrastructure informatique he´berge´e, sur
laquelle le client pourra de´ployer des logiciels arbitraires, ce qui peut in-
clure le syste`me d’exploitation, les runtimes et l’application [38]. Les ma-
chines se pre´sentent sous la forme d’instances virtuelles, auxquelles l’acce`s
est complet et sans restriction. Par exemple, une entreprise pourrait louer
une instance pour y installer Linux et un serveur Apache et ensuite y
de´ployer un site Web.
La diffe´rence par rapport a` un he´bergement classique est dans sa flexibi-
lite´ : la configuration des instances (CPU, me´moire, espace disque, etc)
peut eˆtre e´tendue ou re´duite rapidement en fonction des besoins, avec une
tarification variable en fonction de la consommation. Dans le cas d’un
he´bergement classique (comme OVH le propose), la configuration et les
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couˆts sont fixes, ce qui engendre ge´ne´ralement une sous-utilisation des res-
sources loue´es.
Les couches prises en charge sont donc le re´seau, le stockage, les serveurs
physiques et la virtualisation.
Une des premie`res entreprises a` avoir fourni ce type de services est Ama-
zon, qui a propose´ au de´part deux services [54] :
– le service EC2 : le de´veloppeur peut cre´er des instances virtuelles ayant
des capacite´s particulie`res (OS, RAM, CPU, espace disque, etc) qu’il
peut configurer finement et qu’il peut ensuite multiplier en fonction de
ses besoins ;
– le service S3, qui permet de consommer l’espace de stockage dont l’uti-
lisateur a besoin, et qu’il peut e´tendre a` tout moment.
Depuis Amazon, d’autres socie´te´s ont e´galement commencer a` fournir du
IaaS : VMWare, Parallels, etc.
– Le PaaS (Platform as a Service) est une couche supe´rieure au IaaS, dans
le sens ou` elle consiste pour le fournisseur a` offrir un environnement de
de´veloppement et une infrastructure de de´ploiement : elle se compose donc
d’un environnement d’exe´cution lie´ au langage de programmation (Ruby,
Java, Python, .Net, etc.), de librairies de programmation, des outils de test
et de monitoring, de bases de donne´es, etc. Le consommateur de´veloppe
ainsi ses applications en s’appuyant sur ces outils spe´cifiques du fournis-
seur.
Il s’agit donc pour le fournisseur de mettre un middleware a` disposition
du consommateur. Ce middleware va assurer la gestion automatique de
l’infrastructure et faciliter le de´ploiement des applications.
Le principal de´savantage du PaaS est que chaque fournisseur apporte sa
propre technologie, avec un langage de de´veloppement de pre´dilection : Py-
thon et Java pour Google, .Net pour Windows Azure, Ruby pour Heroku,
etc. Cette absence de standardisation des fonctions et API emprisonne le
de´veloppeur dans la plateforme choisie et il devient donc de´pendant du
gestionnaire [54]. Des tentatives de standardisation sont actuellement en
cours, comme l’IEEE Cloud Computing [8], mais aucune n’a encore abouti
a` l’heure actuelle.
Comme exemple d’utilisation, nous pouvons citer le cas d’une entreprise
qui chercherait a` de´velopper un site Web de ventes d’articles en se basant
sur le framework vFabric de VMware, qui lui offre toute une se´rie de
fonctionnalite´s de de´veloppement spe´cifiques a` cette architecture.
Exemples de fournisseurs de PaaS : Windows Azure, Google App Engine,
Force.com, etc.
– Le SaaS (Software as a Service) est la couche supe´rieure des mode`les de
service, qui consiste a` mettre a` disposition des logiciels via le Web. Les
SaaS sont donc ”des applications construites sur les infrastructures Cloud
(IaaS et PaaS)” [54].
Aujourd’hui, la majorite´ des services mis a` disposition s’est concentre´e
sur les outils collaboratifs : mails, gestionnaire de relation client (CRM),
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vide´o confe´rence, communications unifie´es, travail collaboratif, outils de
productivite´ (comme BaseCamp et HighRise), etc. Mais les services of-
ferts ne cessent de s’e´toffer et s’attaquent a` d’autres segments, comme par
exemple la finance, les ressources humaines, la logistique, etc.
Typiquement, une entreprise qui est a` la recherche d’une plateforme de
gestion de cliente`le (CRM) pourrait s’orienter vers une solution comme
SalesForce.
Il existe deux diffe´rences fondamentales entre les logiciels traditionnels et
les SaaS [54] :
1. L’acce`s aux applications et aux donne´es : dans une solution SaaS,
l’application et les donne´es ne sont plus he´berge´es sur le poste de
l’utilisateur ou dans l’entreprise. Elles sont de´sormais dans le Cloud,
accessibles par le re´seau (ge´ne´ralement Internet) a` l’aide d’un client
le´ger (le navigateur, ge´ne´ralement). L’utilisateur peut donc de´sormais
y acce´der depuis n’importe ou`, avec diffe´rents supports (PC, smart-
phones, tablettes, etc).
2. Le mode`le de consommation du logiciel : dans le mode`le tradition-
nel, l’utilisateur ache`te une licence de l’application et en devient donc
proprie´taire, avec la possibilite´ de l’utiliser de manie`re illimite´e. Les
nouvelles versions impliquent l’achat d’une nouvelle licence. Dans le
mode`le SaaS, l’application peut eˆtre mise a` disposition gratuitement
(c’est le cas pour la majorite´ des webmails, comme GMail ou Hot-
mail), ou sur base d’un abonnement mensuel ou annuel, global ou lie´
au nombre d’utilisateurs (subscription-based pricing) et en fonction
du niveau de services qu’il souhaite (par exemple, la quantite´ de Go
qu’il re´serve). Les mises a` jour et la se´curite´ sont alors ge´re´es par le
fournisseur et sont transparentes pour l’utilisateur, qui ne doit plus
effectuer d’actions spe´cifiques.
Exemples de fournisseurs SaaS : Google Apps, SalesForce, Microsoft On-
line Services, Oracle NetSuite, etc.
Ces diffe´rents mode`les de services s’adressent a` des profils d’utilisateurs
diffe´rents, comme indique´ sur la Figure 2.3 : l’Infrastructure as a Service s’adresse
a` des gestionnaires de parcs informatiques, tandis que le Platform as a Service
s’adresse a` des inte´grateurs, qui vont exploiter les fonctions mises a` leur dis-
position pour cre´er de nouveaux logiciels. Le SaaS s’adresse quant a` lui aux
utilisateurs finaux, consommateurs d’applications.
La Figure 2.3 illustre e´galement l’aspect pyramidal du Cloud Computing : le
IaaS peut eˆtre utilise´ pour fournir du PaaS, lui-meˆme exploite´ pour de´livrer du
SaaS. L’utilisation du PaaS n’est toutefois pas obligatoire : un site Web pourrait
directement s’implanter sur du IaaS et de´livrer son service, sans faire de PaaS.
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Figure 2.3 – Les mode`les de services et leurs profils d’utilisateurs [50]
2.2 Acteurs
La mise en place d’une solution de type SaaS fait apparaˆıtre trois roˆles
diffe´rents : le SaaS User, le SaaS Provider et le Cloud Provider. Ces roˆles vont
se re´partir les fonctions et responsabilite´s de la mise en oeuvre de la solution.
2.2.1 SaaS User
Le SaaS User est le consommateur final de l’application : nous le de´finissons
ici comme un utilisateur ou une entreprise, qui exploite un service mis a` dis-
position soit directement, soit en l’inte´grant au sein de sa propre infrastructure
informatique. Cette utilisation peut eˆtre gratuite ou non, sur base d’un abon-
nement mensuel ou annuel, en fonction du nombre d’utilisateurs ou global et
du niveau de services souhaite´s. L’acce`s a` ces ressources se fait par le re´seau,
ge´ne´ralement Internet, ce qui permet au client d’y acce´der depuis n’importe ou`
et depuis un grand nombre d’appareils diffe´rents.
2.2.2 SaaS Provider
Le SaaS Provider est fournisseur du SaaS User, a` qui il va fournir une appli-
cation et client du Cloud Provider, dont il loue les ressources informatiques. Son
roˆle est donc d’utiliser ces capacite´s informatiques mises a` sa disposition pour
lui permettre de de´livrer aux SaaS Users un logiciel scalable, se´curise´, perfor-
mant et hautement disponible. Il va donc prendre en charge le de´veloppement,




Le Cloud Provider est l’entite´ responsable de la fourniture de ressources
informatiques. Il a a` sa disposition un ou plusieurs datacenters dont il est pro-
prie´taire ou locataire et dont il met les ressources a` disposition du SaaS Provider,
que nous venons de de´finir. Il est donc le gestionnaire du Cloud, tel que nous
l’avons de´fini au chapitre 2. Les ressources mises a` disposition sont de diffe´rents
types : re´seau, stockage, calcul, etc.
Les grandes socie´te´s actives dans le Cloud Computing, comme Amazon et
Google, sont e´galement clientes de leur propre infrastructure et se retrouvent
donc avec les 3 roˆles. Le meilleur exemple est Google avec sa messagerie Gmail :
celle-ci se sert de l’infrastructure Cloud de Google pour proposer un service, que
les employe´s de la firme eux-meˆmes exploitent e´galement.
La relation qui unit le SaaS Provider et le Cloud Provider se nomme l’Utility
Computing.
2.2.4 Utility Computing
Pour de´finir l’Utility Computing, nous partirons du rapport [42], qui de´finit
ce terme ainsi : ”l’Utility Computing est un ensemble de technologies et de pra-
tiques commerciales qui permettent de de´livrer une capacite´ de calcul de fac¸on
transparente et de manie`re fiable par l’utilisation de plusieurs ordinateurs. De
plus, la capacite´ de calcul est disponible en fonction des besoins et facture´e selon
l’usage, un peu comme l’eau et l’e´lectricite´ le sont aujourd’hui”.
En analysant cette de´finition, nous constatons que l’Utility Computing se com-
pose de`s le de´part de deux aspects : un ensemble de technologies qui existent
pour la plupart depuis des anne´es et un business model - nomme´ ”pay-per-use”
ou ”pay-for-what-you-use” - de´ja` utilise´ dans d’autres secteurs, comme le gaz
et l’e´lectricite´ [10]. C’est tre`s certainement cette caracte´ristique qui a fait re´agir
Larry Ellison ainsi : ”Ce qui est inte´ressant, avec le cloud computing, c’est que
ce concept a e´te´ rede´fini pour regrouper tout ce qui se fait de´ja`. Avec toutes ces
annonces, absolument tout est Cloud Computing aujourd’hui”.
La de´finition reprise ci-dessus est toutefois incomple`te, dans le sens ou` l’Uti-
lity Computing ne couvre pas uniquement la mise a` disposition de capacite´s de
calcul, meˆme si celle-ci est sa finalite´ premie`re. D’autres services vont e´galement
accompagner ce service de base, tels que :
– des ressources re´seaux : bande passante, avec un volume et un de´bit de´finis,
cre´ation de re´seaux virtuels, etc.
– des ressources logicielles : licences, outils de gestion des ressources alloue´es,
etc.
– des capacite´s de stockage.
Dans la suite de ce document, nous avons choisi de limiter volontairement
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la de´finition du Cloud Computing a` ce pe´rime`tre : le Cloud Computing sera la
somme de l’Utility Computing et du SaaS, comme pour les auteurs de [6]. Dans
ce contexte, les cloud prive´s et hybrides sont exclus de notre e´tude.
Cet ensemble de services s’accompagne de l’expertise ne´cessaire a` leur ges-
tion. Ainsi, l’Utility Computing est donc une forme de transfert de compe´tences :
des compe´tences qui e´taient pre´ce´demment ge´re´es au sein de l’entreprise par
l’e´quipe IT sont dore´navant ”outsource´es” a` l’exte´rieur et accessibles par le
re´seau, ge´ne´ralement Internet.
L’Utility Computing est donc la relation liant le fournisseur du Cloud et le
fournisseur du SaaS : le premier met a` disposition du second une infrastruc-
ture informatique, que ce dernier exploite pour fournir un service a` ses propres
utilisateurs, le plus souvent sous la forme d’une application Web.
La Figure 2.4 illustre le positionnement de l’Utility Computing, entre le four-
nisseur du Cloud et le fournisseur du SaaS [7].
Figure 2.4 – L’Utility Computing [7]
Le business model lie´ a` l’Utility Computing est, comme nous l’avons dit plus
haut, inspire´ des mode`les existants pour le gaz, l’eau et l’e´lectricite´, c’est-a`-dire
que la facturation du service est base´e sur la consommation par le client (pay per
use en anglais). Le client, apre`s avoir souscrit aupre`s d’un fournisseur, est donc
facture´ selon les ressources qu’il consomme. Dans ce cadre, des outils de mesure
(metering en anglais) sont mis en place par le fournisseur pour permettre une
quantification la plus pre´cise possible des ressources utilise´es. Ces mesures sont
ensuite utilise´es de diffe´rentes fac¸ons pour e´tablir la facture : par exemple, les
capacite´s de calcul et les licences sont facture´es a` l’heure d’utilisation, tandis
que les donne´es stocke´es sont facture´es par giga-octets par mois.
Une seconde caracte´ristique de l’Utility Computing est lie´e a` la quantite´ de
ressources disponibles. Le fournisseur d’Utility Computing exploite ge´ne´ralement
un ou plusieurs datacenters, dont les capacite´s sont mises a` disposition des
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clients. La taille de ces datacenters e´tant gigantesque (>1000 machines) et bien
supe´rieure a` ce qu’une seule entreprise peut se permettre de financer, le client a le
sentiment de disposer d’une quantite´ infinie de ressources. Cette caracte´ristique,
couple´e au pay-per-use de´crit plus haut, va avoir un impact sur la re´alisation
des traitements lourds : si par exemple le client souhaite faire une ope´ration
qui requiert 100 heures de temps CPU, il peut, moyennant un de´coupage en
ope´rations paralle`les, faire exe´cuter sa taˆche sur 100 serveurs pendant 1 heure
pour le meˆme prix et obtenir ainsi un re´sultat plus rapidement.
La dernie`re caracte´ristique de l’Utility Computing est l’e´lasticite´. L’e´lasticite´
est la capacite´ qu’offre le fournisseur au client d’augmenter ou re´duire l’utili-
sation des ressources en fonction de ses besoins. Cet ajustement des ressources
peut eˆtre soit manuel, soit adapte´ automatiquement a` la charge requise.
La notion d’e´lasticite´ nous semble avoir toutefois une connotation trop com-
merciale : dans la suite de notre rapport, nous aborderons plutoˆt la notion de
scalability, qui couvre des domaines et des compe´tences plus larges que l’aug-
mentation de ressources mate´rielles.
Chapitre 3
Se´curite´ & vie prive´e
3.1 Se´curite´
La se´curite´ se de´finit comme ”l’ensemble des moyens techniques, organi-
sationnels, juridiques et humains ne´cessaire et mis en place pour conserver,
re´tablir, et garantir la se´curite´ du syste`me d’information” [57]. Les diffe´rents
aspects de la se´curite´ que nous allons pre´senter ci-dessous se basent sur [32].
Se´curite´
Infrastructure Donne´es
Figure 3.1 – Les diffe´rents the`mes de la se´curite´
La Figure 3.1 propose un de´coupage des e´le´ments de se´curite´ en 2 the`mes,
que nous allons de´crire et pour lesquels nous indiquerons quels aspects de la
se´curite´ sont traite´s : l’infrastructure et les donne´es.
3.1.1 Infrastructure
Nous de´finissons l’infrastructure ainsi : l’infrastructure repre´sente les ”ser-
vices qui rendent le Cloud et ses services disponibles aux utilisateurs finaux, ainsi
que les me´canismes de transport du Cloud entre ses diffe´rents composants” [27].
Du point de vue de l’utilisateur final, le SaaS Provider, de par l’imple´mentation
de sa solution logicielle sur l’infrastructure du Cloud Provider, devient un de
ces composants : la se´curisation de l’infrastructure va donc eˆtre partage´e entre




Network level Host level Application level
Figure 3.2 – L’infrastructure
Dans la suite de cette section, nous verrons la se´curite´ de l’infrastructure
sous trois aspects : la se´curite´ de la couche re´seau, la se´curite´ des hoˆtes et la
se´curite´ au niveau applicatif, comme de´crit a` la Figure 3.2.
Au niveau re´seau
La couche re´seau va prendre en charge l’ensemble de la communication entre
les diffe´rents composants du Cloud. Cette couche est particulie`rement cruciale
vu que l’ensemble des services du SaaS Provider et du Cloud Provider sont ac-
cessibles par un re´seau, ge´ne´ralement Internet.
Les parame`tres suivants vont relever de la couche re´seau :
– La confidentialite´ : la confidentialite´ est une des bases de la se´curite´ de
l’information et est ”le fait de s’assurer que l’information n’est seulement
accessible qu’a` ceux dont l’acce`s est autorise´” [55].
Etant donne´ que les donne´es de l’utilisateur final et que leur acce`s passent
de´sormais par Internet, une strate´gie de se´curite´ doit eˆtre mise en place
pour assurer la confidentialite´ de celles-ci. Au niveau de la couche re´seau,
cet aspect va eˆtre traite´ par diffe´rents outils, comme les firewalls, la virtua-
lisation du re´seau, le cryptage et les tunnels se´curise´s, qui seront re´partis
entre le Cloud Provider et le SaaS Provider.




Secured tunneling X X
– L’inte´grite´ : l’inte´grite´ est le fait d’assurer que l’information est correcte
et consistante par rapport a` l’e´tat dans lequel elle est cense´e se trouver
[36]. L’information n’a en effet de valeur que si elle est correcte [12]. Cette
proprie´te´ ”s’applique aux donne´es stocke´es, en transit ou en cours de trai-
tement” [13].
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Au niveau de la couche re´seau, l’inte´grite´ des donne´es va eˆtre assure´e
elle-aussi par du cryptage et des tunnels se´curise´s. Le Cloud Provider
aura e´galement la possibilite´ d’utiliser des outils spe´cifiques de gestion de
re´seau, comme du route analytics.
Inte´grite´ Cloud Provider SaaS Provider
Encryption X X
Secured tunneling X X
Route analytics X
– Le controˆle d’acce`s. Pour l’utilisateur final et le SaaS Provider, l’exter-
nalisation des ressources informatiques vers un Cloud a pour impact de
perdre le controˆle sur l’audit du re´seau. Celui-ci est en effet pris en charge
inte´gralement par le Cloud Provider et il est tre`s peu probable que le SaaS
Provider ou l’utilisateur final y aient acce`s, ou aient la possibilite´ de col-
lecter des donne´es supple´mentaires a` ce niveau. La trac¸abilite´ du re´seau
rele`ve donc de la compe´tence du Cloud Provider (network-level logs).
Le partage d’une architecture Cloud entre diffe´rents consommateurs (les
diffe´rents SaaS Providers he´berge´s) a e´galement un impact : les attaques
peuvent venir de l’exte´rieur (via Internet) ou de l’inte´rieur du Cloud. Des
outils comme la virtualisation du re´seau, des syste`mes de de´tection d’intru-
sion et des re`gles de firewalls permettent de re´pondre a` cette proble´matique.





– La disponibilite´. La de´finition de la disponibilite´ (availability) sera pre´cise´e
dans le chapitre 5, consacre´ a` ce sujet.
Comme tout syste`me expose´ sur Internet, l’infrastructure Cloud doit eˆtre
prote´ge´e des proble`mes ”classiques” : mauvaise configuration de DNS, at-
taques de DNS, DNS cache poisoning, denial of service (DoS) et distribu-
ted denial of service (DDoS). Ces dernie`res attaques, le DoS et le DDoS,
peuvent e´galement survenir depuis ”l’inte´rieur” du Cloud : les ressources
re´seaux e´tant partage´es, un autre client du Cloud pourrait attaquer votre
syste`me depuis le re´seau interne.
Les proble`mes de disponibilite´ du Cloud sont donc ge´re´s par des outils
habituels, c’est-a`-dire les firewalls et les syste`mes de de´tection d’intrusion
(IDS). La proble´matique des attaques internes sera ge´re´e e´galement par
les firewalls et la virtualisation du re´seau.
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Disponibilite´ Cloud Provider SaaS Provider
Network Virtualization X
IDS + IPS X
Firewall X
Au niveau de l’hoˆte
L’hoˆte repre´sente ici la ressource informatique de calcul mise a` disposition du
SaaS Provider par le Cloud Provider. Cette ressource peut prendre deux formes :
1. Un environnement de de´veloppement, de´ploiement et he´bergement vir-
tuel : il s’agit ici d’une configuration de type PaaS (Platform as a Service).
Dans cette configuration, l’aspect se´curite´ de l’hoˆte est opaque et pris en
charge par le Cloud Provider : le syste`me d’exploitation est masque´ et une
couche d’abstraction permet au SaaS Provider d’interagir avec lui, dans
des limites clairement e´tablies.
2. Une machine virtuelle : c’est le cas avec une configuration de type IaaS
(Infrastructure as a Service). Dans ce cas, le Cloud Provider met a` dis-
position du SaaS Provider une configuration de base, avec un syste`me
d’exploitation et une se´curite´ par de´faut, que le SaaS Provider peut adap-
ter entie`rement en fonction de ses besoins. La se´curite´ va donc se situer a`
deux niveaux :
– Au niveau du logiciel de virtualisation : le logiciel de virtualisation, ge´ne´ralement
nomme´ hypervisor et pre´sente´ a` la Figure 3.3, est la couche logicielle
entre le mate´riel et les machines virtuelles qui permet au SaaS Provider
de cre´er et ge´rer ses instances. Ce logiciel et ses aspects se´curitaires sont
entie`rement ge´re´s le Cloud Provider.
La se´curisation de l’hypervisor est une des priorite´s du Cloud Provider.
Les techniques utilise´es pour cela sont relativement classiques : monito-
ring des events, utiliser un environnement de tests, limiter les acce`s et
la surface d’attaque [47].
Hypervisor Cloud Provider SaaS Provider
Events monitoring X
Limit access X
Limit threat surface X
– Au niveau des instances virtuelles : les instances virtuelles sont cre´e´es
et ge´re´es par le SaaS Provider, a` partir d’images qui incluent un syste`me
d’exploitation. La se´curisation de cette instance rele`ve alors de sa res-
ponsabilite´ : les techniques habituelles de protection d’une machine
connecte´e a` Internet sont applique´es (firewall, antivirus, etc).
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Figure 3.3 – L’hypervisor [11]
Instances Cloud Provider SaaS Provider
Events monitoring X
Limit access X
Limit threat surface X
Antivirus X
Firewall X
IDS + IPS X
Strong authentication X
Au niveau applicatif
La se´curite´ au niveau de l’application va porter sur trois the`mes :
1. L’isolation : nous de´finissons ici l’isolation comme la se´paration existant
entre les diffe´rents environnements de consommateurs, qui les empeˆchent
de rentrer en conflit les uns avec les autres.
L’isolation entre les diffe´rents services offerts a` l’utilisateur final va se
re´partir entre le Cloud Provider et le SaaS Provider en fonction de l’imple´mentation
des fonctionnalite´s chez l’un ou chez l’autre. Par exemple, le multitenancy
(cfr 4) peut eˆtre ge´re´ du coˆte´ Cloud ou du coˆte´ SaaS. Parmi les autres
outils relatifs a` l’isolation, nous trouverons le monitoring et l’architecture
sandbox.
L’outil principal utilise´ pour l’isolation est la virtualisation : avec celle-ci,
chaque SaaS Provider be´ne´ficie de son propre environnement, distinct des
autres SaaS Providers.






2. L’authentification : l’authentification est le processus qui de´termine si quel-
qu’un ou quelque chose est en re´alite´ celui ou ce qu’il de´clare eˆtre [43].
L’authentification des utilisateurs finaux, qui vont pouvoir consommer le
service propose´ par le SaaS Provider, va eˆtre soit prise en charge par le
SaaS Provider, soit par le Cloud Provider. Ce dernier cas se produira
ge´ne´ralement lorsque la relation liant le SaaS Provider et le Cloud Provi-
der est du PaaS (Platform as a Service).
Authentification Cloud Provider SaaS Provider
Monitoring X X
User authentication X X
Single sign-on X X
SSL or TLS X X
3. Le controˆle d’acce`s : a` nouveau, la prise en charge du controˆle d’acce`s va
se re´partir entre le SaaS Provider et le Cloud Provider, en fonction de leur
type de relation (IaaS ou PaaS). Les outils seront la gestion des privile`ges
et roˆles, ainsi que le monitoring.
Controˆle d’acce`s Cloud Provider SaaS Provider
Monitoring X X
Privilege management X X
3.1.2 Donne´es
L’aspect transfert des donne´es ayant e´te´ traite´ dans le paragraphe 3.1.1 de
la section 3.1.1 ”infrastructure”, nous aborderons ici l’aspect stockage (data-at-
rest en anglais). Le stockage des donne´es est principalement du ressort du Cloud
Provider, qui va baˆtir une infrastructure physique conse´quente pour assurer ce
roˆle. Le SaaS Provider, en tant que tel, n’a pas un roˆle de stockage : il agit
uniquement comme un interme´diaire entre l’utilisateur final (SaaS User) et le
Cloud Provider.
Dans leur livre [32], les auteurs identifient trois the`mes lie´s au stockage de
donne´es dans le Cloud :
1. La confidentialite´ : la confidentialite´ consiste a` rendre ”l’information ac-
cessible uniquement a` ceux dont l’acce`s est autorise´” [13]. Au niveau des
donne´es, cela va se faire au moyen de deux outils :
– Le controˆle d’acce`s a` la donne´e : cette fonctionnalite´ est ge´ne´ralement
de´livre´e par le Cloud Provider, mais dans une version tre`s limite´e. Par
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exemple, le Cloud Provider va de´finir deux grands roˆles (administrateur
et utilisateur), sans possibilite´ d’ajouter des roˆles supple´mentaires. Cet
outil risque donc de ne pas convenir a` des grandes entreprises, ou` la
confidentialite´ des documents requiert diffe´rents niveaux d’acce`s. L’ex-
tension de cet outil peut eˆtre prise en charge par le SaaS Provider :
celui-ci propose alors a` l’utilisateur final un me´canisme plus pousse´ de
controˆle d’acce`s.
– La protection de la donne´e : la protection des donne´es va passer par
le cryptage. Celui-ci peut eˆtre propose´ nativement par le Cloud Pro-
vider, mais il peut e´galement eˆtre imple´mente´ par le SaaS Provider si
ne´cessaire. Un e´le´ment important est toutefois a` noter : le cryptage
d’une donne´e interdit son indexation ulte´rieure, ce qui explique que
ge´ne´ralement, les donne´es he´berge´es par un SaaS ne sont pas crypte´es.
Confidentialite´ Cloud Provider SaaS Provider
Controˆle d’acce`s X X
Encryption X X
2. L’inte´grite´ : le cryptage des donne´es assure la confidentialite´, mais pas leur
inte´grite´. L’inte´grite´ peut eˆtre prise en charge par des me´canismes de type
MAC (Message Authentication Code), qui agissent comme un me´canisme
de hashing et qui peuvent eˆtre propose´s par le Cloud Provider ou le SaaS
Provider. Le SaaS Provider a e´galement la possibilite´ de faire des controˆles
par programmation [31].
Inte´grite´ Cloud Provider SaaS Provider
MAC X X
Programmatic checks X
3. La disponibilite´ : la disponibilite´ des donne´es va de´pendre de trois e´le´ments :
(a) La strate´gie de disponibilite´ au niveau du re´seau (cfr 3.1.1) que le
Cloud Provider aura mis en place ;
(b) La disponibilite´ intrinse`que du Cloud Provider, exprime´e en pour-
centage d’uptime ;
(c) La pe´re´nnite´ du Cloud Provider.
La disponibilite´ des donne´es peut eˆtre assure´e par les outils habituels, qui
peuvent eˆtre mis a` disposition soit par le Cloud Provider, soit par le SaaS
Provider : backup, redondance, etc.





De´finir la vie prive´e (privacy) est complexe, e´tant donne´ que ce concept va-
rie en fonction du pays, de la culture et de la juridiction en cours [32]. Cette
diversite´ implique une absence de standard universel sur la vie prive´e. Nous utili-
serons donc la de´finition relativement ge´ne´rique de [35] : la vie prive´e repre´sente
”les droits et obligations des individus et des entreprises en ce qui concerne la
collecte, l’utilisation, la conservation, la divulgation et l’e´limination d’informa-
tions personnelles”. Le terme ge´ne´ralement utilise´ en franc¸ais est ”vie prive´e”.
Cette de´finition nous ame`ne a` pre´ciser e´galement la notion d’”informations per-
sonnelles”, qui n’est pas non plus un terme universellement de´fini. Dans notre
cas, nous poserons la de´finition suivante : une information personnelle est ”toute
information qui porte sur ou qui peut eˆtre lie´e a` un individu identifie´ ou identi-
fiable” [35].
Dans un syste`me informatique traditionnel, la responsabilite´ revient a` l’en-
treprise : cela couvre la collecte, l’utilisation, le stockage, la protection et la
destruction. L’e´mergence du Cloud Computing change la donne, car les donne´es
ne sont plus stocke´es au sein de l’entreprise et sont ge´re´es par le Cloud Provi-
der [34]. Ce transfert de compe´tences implique un partage de responsabilite´s et
d’obligations entre le SaaS Provider qui va collecter les donne´es et les exploiter,
et le Cloud Provider qui va assurer leur stockage, leur protection et leur des-
truction e´ventuelle.
L’absence de re`glementation internationale a` ce niveau ajoute une complexite´ :
les donne´es e´tant he´berge´es dans le cloud, l’utilisateur final a peu de visibilite´
sur leur localisation effective et donc sur la juridiction qui leur est applique´e.
Le Cloud Computing a donc un impact important sur la vie prive´e. Il n’existe
toutefois pas d’outils spe´cifiques permettant a` une application de respecter la
vie prive´e, hormis ceux que nous avons cite´s pour la se´curite´ dans le de´but de
ce chapitre. Il existe par contre une se´rie de principes commune´ment admis sur
la vie prive´e qui servent de bonnes pratiques. Les auteurs de [32] en indiquent
6 qui sont impacte´s par le Cloud Computing :
1. La limitation de la collecte : ce principe spe´cifie que le minimum d’in-
formations personnelles doit eˆtre collecte´, et ce, avec le consentement et
la connaissance du sujet. Ce principe s’applique exclusivement au SaaS
Provider, qui va de´terminer dans son application les informations qui sont
strictement ne´cessaires a` son fonctionnement.
2. La limitation de l’usage : l’usage, la divulgation et la mise a` disposition
des informations personnelles doivent eˆtre strictement limite´s aux roˆles
auxquels la personne concerne´e les a consentis ou a` ce que la le´gislation
impose. Le SaaS Provider et le Cloud Provider ne peuvent donc utiliser
les donne´es a` d’autres fins que celles accorde´es par leur proprie´taire.
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3. La se´curite´ : ce principe impose de prote´ger les donne´es confidentielles
contre la perte, le vol, l’acce`s non autorise´, la destruction, l’usage, la mo-
dification ou la divulgation. Les diffe´rents outils aborde´s dans la section
se´curite´ de ce chapitre en font donc partie et concernent aussi bien le
Cloud Provider que le SaaS Provider.
4. La re´tention et la destruction : les donne´es personnelles ne doivent pas
eˆtre conserve´es plus longtemps que strictement ne´cessaire. Une fois le de´lai
expire´, elles doivent eˆtre de´truites. La dure´e de la re´tention est donc clai-
rement de la responsabilite´ du SaaS Provider, qui est le seul a` meˆme de
de´terminer leur dure´e de vie. Etant donne´ que le stockage est fourni par
le Cloud Provider, la destruction rele`ve de sa compe´tence mais plusieurs
difficulte´s apparaissent a` ce niveau :
– la re´plication et les backups doivent e´galement supprimer les donne´es
personnelles ;
– les espaces disques occupe´s par des fichiers devraient eˆtre re´e´crits plu-
sieurs fois pour ne plus permettre leur re´cupe´ration (7x, d’apre`s le gou-
vernement fe´de´ral des USA) ;
– la virtualisation et la re´allocation du stockage impliquent que d’autres
utilisateurs pourraient avoir acce`s a` des donne´es supprime´es ;
– le mate´riel remplace´ doit eˆtre syste´matiquement de´truit physiquement.
Une solution pour garantir la suppression des donne´es serait d’utiliser du
cryptage : si les donne´es doivent eˆtre supprime´es, il suffit de supprimer la
cle´ d’encryption pour ne plus eˆtre en mesure d’y acce´der.
5. Le transfert : ce principe indique que les donne´es ne devraient pas eˆtre
transfe´re´es vers un autre pays qui n’applique pas le meˆme niveau de pro-
tection de la vie prive´e que ce que l’entreprise propose. Cette responsabilite´
incombe donc au SaaS Provider et au Cloud Provider : le Cloud Provi-
der doit permettre de limiter la localisation des donne´es a` certains pays
compatibles avec le niveau de protection requis et le SaaS Provider doit
s’assurer que les diffe´rents services qu’il pourrait lui-meˆme exploiter at-
teignent e´galement ce niveau de protection.
6. La responsabilite´ : l’organisation qui a le controˆle des donne´es en est res-
ponsable et doit de´signer une ou plusieurs personnes qui sont responsables
de la compliance de l’entreprise vis-a`-vis des autres principes [32]. Une so-
lution serait de fixer une politique d’utilisation des donne´es personnelles
et des me´canismes de controˆle du respect de cette politique par tous les
acteurs en relation avec ces donne´es.
La prise en charge des principes de la vie prive´e se re´partit donc ainsi :
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Privacy Cloud Provider SaaS Provider
Collection limitation X




Destruction via encryption X
Transfer X X
Accountability X X
3.3 Synthe`se de la se´curite´ et de la vie prive´e
Le tableau suivant reprend l’ensemble des caracte´ristiques et outils lie´s a` la
se´curite´ d’une solution Cloud. La symbolique utilise´e est la suivante :
– C = c’est au Cloud Provider a` imple´menter l’outil
– S = c’est au SaaS Provider a` imple´menter l’outil
– C & S = l’outil doit eˆtre imple´mente´ par le Cloud Provider et SaaS Pro-
vider
– C|S = l’outil doit eˆtre imple´mente´ par le Cloud Provider, le SaaS Provider
ou les 2




























































































































































































































































































































































































































































































































































































































































































































































































Comme l’a e´crit l’auteur de [23], la scalability n’a pas une de´finition scienti-
fique rigoureuse et avalise´e par l’ensemble de la communaute´. L’auteur sugge`re
meˆme d’abandonner l’utilisation de ce terme. Malgre´ tout, cette caracte´ristique
est re´gulie`rement cite´e lorsque le Cloud Computing est aborde´, c’est pourquoi
nous allons utiliser ce terme et nous attacher a` le de´finir le plus pre´cise´ment
possible.
La scalability (e´volutivite´ en franc¸ais) peut se de´finir ainsi : il s’agit de la capa-
cite´ d’un dispositif informatique a` s’adapter au rythme de la demande [40]. Dans
le cas de notre e´tude technologique sur le Software as a Service, nous devons
affiner cette de´finition : il s’agit de la capacite´ du fournisseur du SaaS a` pourvoir
aux besoins de ses clients par la mise a` disposition des ressources informatiques
suffisantes au traitement des requeˆtes transmises. Il s’agit la` du ve´ritable de´fi
technique et technologique du fournisseur de SaaS.
Toutefois, avant de de´crire ces diffe´rentes sections, il convient de de´finir un
outil extreˆmement important utilise´ pour la scalability du stockage et de l’ap-
plication du SaaS Provider : le multi-tenant et le single-tenant.
Multi-tenant / Single-tenant
Les caracte´ristiques multi-tenancy et single-tenancy sont des patterns d’ar-
chitecture logicielle oppose´s qui vont eˆtre se´lectionne´s lors de la mise en place
de la solution Cloud. Le pattern multi-tenant est ge´ne´ralement imple´mente´ par
le Cloud Provider, mais rien n’interdit que le SaaS Provider l’imple´mente lui-
meˆme.
Un tenant se de´finit ainsi : il s’agit d’une d’une entite´ organisationnelle qui
loue une application d’un SaaS provider. Un tenant regroupe donc un ensemble
d’utilisateurs.[9]. Dans le cas de l’architecture multi-tenant, les clients du SaaS
Provider, appele´s les tenants, se connectent a` une seule et meˆme instance du
logiciel [59].
Cette forme d’architecture implique un niveau d’abstraction supple´mentaire
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lors de la conception : e´tant donne´ que les tenants vont partager la meˆme ins-
tance du logiciel et en particulier, la meˆme instance de base de donne´es, une
couche supple´mentaire devra eˆtre mise en place pour permettre a` tous les te-
nants d’adapter l’application a` leurs besoins spe´cifiques en terme de processus
me´tier et d’ergonomie [16]. Cette abstraction supple´mentaire est ge´ne´ralement
appele´e me´ta-mode´lisation [45].
Il s’agit la` d’une diffe´rence par rapport a` un environnement multi-utilisateur :
l’application doit eˆtre conc¸ue de`s le de´part pour permettre un cloisonnement
stricte entre les donne´es, configurations et flux des diffe´rents tenants, sans in-
terfe´rence entre eux, alors que dans une configuration multi-utilisateurs, les
processus me´tiers de base et les flux sont communs a` tous les utilisateurs de
l’application. Il faut donc conside´rer une architecture multi-tenant comme une
encapsulation d’un syste`me multi-utilisateurs, comme repre´sente´ a` la Figure 4.1.
Figure 4.1 – Multi-tenant architecture
La Figure 4.1 illustre un exemple d’architecture multi-tenant, dans laquelle
chaque tenant dispose d’un syste`me multi-utilisateurs.
Une architecture multi-tenant apporte plusieurs avantages [9] :
– L’optimisation de l’utilisation des ressources mate´rielles : les meˆmes res-
sources mate´rielles e´tant partage´es entre les diffe´rents tenants, le SaaS
provider est en mesure d’augmenter ou diminuer la puissance disponible
de fac¸on globale, pour l’ensemble de ses clients.
– La facilite´ de la maintenance : une instance de l’application et une de la
base de donne´es doivent eˆtre maintenues, ce qui limite les ope´rations a`
re´aliser ;
– La cre´ation de nouvelles agre´gations de donne´es : la centralisation des
donne´es de l’ensemble des utilisateurs dans une seule instance va per-
mettre au SaaS provider d’e´tudier de nouvelles agre´gations possibles des
donne´es, en vue d’optimiser l’utilisation de la base de donne´es.
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Ces diffe´rents avantages vont permettre une re´duction ge´ne´rale du couˆt de la
solution pour le Cloud Provider et/ou le SaaS Provider et donc augmenter leur
compe´titivite´ par rapport a` la concurrence.
Salesforce.com est un exemple typique de SaaS provider ayant imple´mente´
une architecture multi-tenant [45].
Une architecture single-tenant va passer par la cre´ation d’un environnement
spe´cifique a` chaque tenant. Chaque tenant posse`de donc sa propre instance
de l’application et de la base de donne´es, avec e´ventuellement un mate´riel,
ge´ne´ralement virtualise´, spe´cifiquement attribue´.
A partir de la section suivante, nous allons analyser la scalability et la
re´partition de sa prise en charge entre le SaaS Provider et le Cloud Provider.





Infrastructure software Application Storage
Figure 4.2 – Les diffe´rents the`mes de la scalability
La Figure 4.2 ci-dessus pre´sente la structure que nous allons utiliser pour
de´crire les fonctionnalite´s et outils de la scalability.
4.1 Echelonnement des ressources
L’ajout ou le retrait des ressources pour re´pondre aux besoins de l’utilisateur
final va clairement de´pendre du Cloud Provider : celui-ci a en effet la main sur
l’attribution des ressources virtuelles et donc des ressources re´elles qui seront
exploite´es.
L’attribution de ces ressources peut se faire de deux fac¸ons : par du scaling
vertical (scale-up) ou du scaling horizontal (scale-out) [44]. Dans cette section,
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nous limiterons volontairement l’e´chelonnement des ressources (resources sca-
ling) a` la mise a` disposition de ressources supple´mentaires. La section suivante,
architecture, abordera quant a` elle les aspects logiciels ne´cessaires a` la scalabi-
lity.
Figure 4.3 – Le scaling horizontal & vertical
La Figure 4.3 nous indique les diffe´rences entre ces deux types de scaling :
– Le scaling vertical se de´finit par ”la possibilite´ d’augmenter (ou diminuer)
les capacite´s d’un service Cloud comme une machine virtuelle en augmen-
tant ses ressources comme la me´moire physique, la vitesse du CPU ou la
bande passante” [19]. Ce scaling va se traduire pour le Cloud Provider
par la possibilite´ d’augmenter les ressources d’une instance virtuelle via
du hot-swap/cold-swap ou par la mise a` disposition de diffe´rentes confi-
gurations d’instances, comme Amazon le propose dans son service EC2
[1]. Celui-ci permet d’instancier aise´ment diffe´rentes configurations types,
allant des micro-instances a` des instances extra-larges, avec des orienta-
tions de´finies : usage ge´ne´ral, calcul optimise´, me´moire optimise´e, stockage
optimise´, GPU.
– Le scaling horizontal repre´sente quant a` lui ”l’augmentation (ou la dimi-
nution) des ressources Cloud de meˆmes types, comme initialiser davantage
de machines virtuelles du meˆme type durant un pic de charge” [19]. Cette
augmentation d’instances implique que l’architecture logicielle soit capable
d’exploiter ces nouvelles ressources mises a` disposition, ce qui rele`ve du
SaaS Provider. Nous de´crirons les aspects ne´cessaires de l’architecture lo-
gicielle dans la section suivante. Pour le Cloud Provider, il va s’agir de
permettre au SaaS Provider d’instancier manuellement ou automatique-
ment de nouvelles ressources.
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Tool Vertical Horizontal Cloud Provider SaaS Provider
Add/remove instance ressources X X
Add/remove new instances X X
Hot-swapping/Cold-swapping X X
Multiple configurations X X
4.2 Logiciel d’infrastructure
Le logiciel d’infrastructure se pre´sente comme la couche logicielle fournie par
le Cloud Provider permettant de ge´rer l’allocation et la de´sallocation des res-
sources en terme de capacite´ de calcul, de re´seau et de stockage. Cette couche
va utiliser les fonctionnalite´s suivantes pour eˆtre ”scalable” :
– Le load-balancing : conceptuellement, il s’agit ”d’un pont entre les ser-
veurs et le re´seau” [28], qui a pour but de ”distribuer la charge entre
diffe´rents serveurs pour aller au-dela` de la capacite´ d’un seul et autori-
ser la panne de l’un de ceux-ci.”[28], comme indique´ dans la Figure 4.4.
Le load-balancing peut concerner les serveurs, les firewalls ou les caches.
Le Cloud Provider dispose ge´ne´ralement de solutions de load-balancing,
comme Amazon avec son service Elastic Load Balancing [3], mais des so-
lutions logicielles existent (comme Resonate, Rainfinity et Stonebeat [28])
et pourraient eˆtre imple´mente´es par le SaaS Provider.
Figure 4.4 – Un load-balancer devant un ensemble de serveurs [28]
– L’auto-scaling : l’auto-scaling est une fonctionnalite´ imple´mente´e par le
Cloud Provider qui permet d’automatiquement augmenter ou diminuer
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les capacite´s des machines virtuelles en se basant sur des re`gles[30]. Les
re`gles consistent en des me´triques de performances et des seuils que l’uti-
lisateur (dans notre cas, le SaaS Provider) adapte. AWS Auto Scaling [2]
est un exemple de ce type de service.
– Les snapshots : un snapshot est ”l’e´tat d’un syste`me a` un moment parti-
culier” [61]. Dans le cas qui nous inte´resse, l’utilisation de snapshots va
permettre de cre´er une image de base qui sera utilise´e pour cre´er tre`s ra-
pidement une se´rie d’instances de machines virtuelles.
En re´sume´ de la partie logiciel d’infrastructure, nous avons les outils sui-
vants :
Infrastructure software Cloud Provider SaaS Provider




L’application est le logiciel fourni par le SaaS Provider qui va exploiter les
ressources du Cloud Provider pour de´livrer un ensemble de services a` l’utilisa-
teur final au moyen des outils suivants :
– Le couplage faible : pour obtenir une solution ”scalable”, l’architecture,
et en particulier l’application, doit eˆtre elle-meˆme ”scalable”, c’est-a`-dire
qu’elle doit eˆtre constitue´e d’un ensemble de composants qui peuvent e´voluer
de fac¸on inde´pendante les uns par rapport aux autres [26]. Cette approche,
appele´e e´galement SOA pour Service Oriented Architecture, assure un cou-
plage faible entre chaque e´le´ment et va permettre de dimensionner les res-
sources ne´cessaires a` chacun d’entre eux, en fonction de leurs besoins. La
Figure 4.5 illustre les diffe´rents e´le´ments d’une architecture exemple, pour
lesquels un certain nombre de ressources a e´te´ alloue´, inde´pendamment les
uns des autres.
– Le software tuning : le software tuning est ”l’adaptation du logiciel a` un en-
semble de conditions de calcul.” [51]. Dans notre cas, nous devons pre´ciser
cette de´finition : il s’agit d’optimiser les performances du logiciel en fonc-
tion des ressources qui lui sont alloue´es. Par exemple, le logiciel doit eˆtre
capable d’exploiter le plus efficacement possible la mise a` disposition de
me´moire supple´mentaire. Cet outil est du ressort du SaaS Provider et s’ap-
plique a` la partie ”application” de la solution.
– Le multitenancy, qui peut eˆtre imple´mente´ par le Cloud Provider (princi-
palement lorsque celui-ci fournit du PaaS) ou par le SaaS Provider.
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Figure 4.5 – L’augmentation des ressources au niveau des composants
inde´pendants [26]
En re´sume´ de la partie application, nous avons les outils suivants :







Dans leur article ”Dynamically scaling applications in the cloud” [53], les au-
teurs rele`vent trois me´canismes ge´ne´ralement propose´es par les Cloud Provider
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pour assurer le stockage des donne´es :
1. Les bases de donne´es traditionnelles (DBMS) : certains Cloud Providers,
comme Amazon avec RDS et Microsoft avec SQL Server, proposent dans
leurs offres des bases de donne´es traditionnelles, base´es sur SQL et les
proprie´te´s ACID (atomicite´, cohe´rence, isolation et durabilite´). La scala-
bility de ce type de base de donne´es passe ge´ne´ralement par l’utilisation
de partioning et du clustering :
– Le partitioning a pour objectif de re´partir les donne´es entre plusieurs
noeuds sur base d’une caracte´ristique des donne´es (la valeur d’un at-
tribut, la date d’insertion, etc), ce qui permet de stocker une grande
quantite´ de donne´es en les re´partissant sur plusieurs machines et plu-
sieurs volumes de stockage ;
– Le clustering re´plique les donne´es sur plusieurs noeuds dans le but d’aug-
menter les performances par une re´partition de la charge.
Les base de donne´es traditionnelles sont toutefois peu adapte´es a` l’ar-
chitecture Cloud : l’utilisation de transactions, qui permet d’assurer la
cohe´rence des donne´es, ne´cessite de prote´ger la donne´e des autres de-
mandes d’acce`s durant toute la dure´e de la transaction, ce qui rend la
donne´e inaccessible [53]. Donc, plus les transactions sont nombreuses, plus
les conflits apparaissent et compromettent la performance apporte´e par le
clustering. Ce type de base de donne´es est donc davantage adapte´ au
scaling vertical (augmentation de ressources de l’instance) qu’au scaling
horizontal (augmentation du nombre d’instances). Pour limiter ces diffi-
culte´s, certains e´diteurs de base de donne´es travaillent a` l’ame´lioration
de la re´plication des donne´es. Une autre solution est de passer par un
middleware qui agit en front-end des bases de donne´es et transforme les
ope´rations pour assurer que toutes les copies des donne´es sont a` jour [53].
DBFarm [39] est un exemple de ce type de middleware.
2. Les bases de donne´es NoSQL : ce terme fait re´fe´rence a` une grande varie´te´
de syste`mes et de fonctionnalite´s diffe´rents, dont la caracte´ristique princi-
pale est l’imple´mentation des proprie´te´s BASE : Basic Availability Soft-
state Eventual consistency. La` ou` une base de donne´es traditionnelles
imple´mente ACID et met l’accent sur la consistance par l’utilisation de
transactions, une base de donne´es NoSQL est oriente´e prioritairement sur





– pre´vue pour de grandes quantite´s de donne´es
Ce type de base de donne´es est donc tout a` fait en mesure d’exploiter
l’architecture d’un Cloud pour offrir un maximum de scalability. Toute-
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fois, les me´canismes de gestion de la re´plication offre moins de garanties
que les syste`mes traditionnels. Par exemple, il se peut que la mise a` jour
d’une donne´e ne soit pas effective imme´diatement et qu’elle soit postpose´e
a` un moment ulte´rieur [53]. T. Perdue, dans son article ”NoSQL : An
Overview of NoSQL Databases” [37], rele`ve quatre cate´gories de base de
donne´es NoSQL :
(a) Les Key-values Stores : dans cette cate´gorie, chaque donne´e est iden-
tifie´e par un identifiant unique qui permet de la re´cupe´rer et de la
mettre a` jour. Le service Dynamo d’Amazon Web Services est un
exemple de Key-values Store.
(b) Les Column Family Stores : cette cate´gorie est tre`s similaire aux
Key-values Stores. La cle´ re´fe´rence ici une ligne contenant diffe´rentes
colonnes. Les logiciels de cette cate´gorie les plus courants sont Big-
Table de Google et Cassandra.
(c) Les Document Databases : il s’agit a` nouveau ici d’un mode`le simi-
laire au Key-Values mais imple´mentant e´galement le versionning des
donne´es.
(d) Les Graph Databases : dans ce type de base de donne´es NoSQL, les
e´le´ments sont des noeuds, ayant des proprie´te´s et des relations entre
eux. Neo4J est un exemple de ce type.
3. L’utilisation d’un cache distribue´ : les syste`mes de cache sont utilise´s pour
stocker les donne´es interme´diaires en vue d’acce´le´rer les requeˆtes d’acce`s
a` ces donne´es [53]. Ils fonctionnent en comple´ment d’une base de donne´es
traditionnelle ou NoSQL et permettent de limiter les acce`s a` celle-ci, di-
minuant de facto la charge. Microsoft et Amazon proposent tous les deux
cette fonction :le service Caching pour Windows Azure et ElastiCache
pour AWS.
Le tableau 4.1 [6] nous re´sume les diffe´rents mode`les de stockage propose´s
par Amazon, Microsoft et Google.
Stockage Cloud Provider SaaS Provider
SQL-based databases X X
NoSQL databases X X
Caching services X X
Multitenancy X X
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Amazon Web Services Microsoft Azure Google AppEngine
– Range of models from
block store (EBS) to
augmented key/blob
store (SimpleDB)
– Automatic scaling va-
ries from no scaling
or sharing (EBS) to
fully automatic (Sim-
pleDB, S3), depending
on which model used
– Consistency guarantees
vary widely depending
on which model used
– APIs vary from stan-
dardized (EBS) to pro-
prietary
– SQL Data Services (res-
tricted view of SQL Ser-
ver)
– Azure storage service
– MegaStore/BigTable
Table 4.1 – Les diffe´rents mode`les de stockage d’Amazon Web Services, Micro-
soft Azure et Google AppEngine [6]
4.5 Synthe`se de la scalability
Le tableau suivant reprend l’ensemble des caracte´ristiques et outils lie´s a`
la scalability d’une solution Cloud. La symbolique utilise´e est identique a` celle




































































































































































































































































































































Dans leur article [46], les auteurs indiquent que la disponibilite´ signifie ”qu’un
syste`me est en ligne et preˆt a` re´pondre”. La disponibilite´ a donc pour objectif
de minimiser le temps d’arreˆt (downtime) d’un service et de minimiser le temps
ne´cessaire pour restaurer la situation apre`s une panne. Comme l’indiquent les
auteurs de [46], la disponibilite´ n’est pas une technologie spe´cifique, il s’agit d’un
objectif a` atteindre qui va impacter le couˆt, la compre´hensibilite´ et la complexite´
de la solution.
Une me´trique largement re´pandue pour mesurer la disponibilite´ d’une solu-
tion est base´e sur la formule MTBFMTBF+MTTR , ou` MTBF repre´sente le temps moyen
entre les pannes (Mean Time Between Failures) et MTTR le temps moyen de
re´paration (Mean Time To Repair). Le coefficient ainsi obtenu permet une clas-
sification de la disponibilite´ d’un syste`me, comme indique´ dans la Table 5.1.
System Type (min/year) Availability Class
unmanaged 50,000 90.% 1
managed 5,000 99.% 2
well-managed 500 99.9% 3
fault-tolerant 50 99.99% 4
high-availability 5 99.999% 5
very-high-availability .5 99.9999% 6
ultra-availability .05 99.99999% 7
Table 5.1 – Les diffe´rentes classes de disponibilite´ [20]
Dans la collaboration qui unit le Cloud Provider et le SaaS Provider, le coef-
ficient de disponibilite´ sera le minimum des coefficients des deux parties. Donc,
si le SaaS Provider fournit 99,999% de disponibilite´ et que le Cloud Provider
est limite´ a` 99,95%, le coefficient de la solution sera ce dernier.
Le coefficient de disponibilite´ est une information qui est indique´e dans le
Service Level Agreement (SLA) du fournisseur de services.
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Dans la suite de cette section, nous allons voir que la disponibilite´ va de´pendre
des facteurs suivants : la fiabilite´ (reliability), la re´cupe´ration (recovery), la fa-
cilite´ d’entretien (serviceability) et la ge´rabilite´ (manageability) [21].
Availability
Reliability Recovery Serviceability Manageability
Figure 5.1 – Les e´le´ments de la disponibilite´ [21]
5.1 Fiabilite´ (reliability)
L’Institute of Electrical and Electronics Engineers (IEEE) Reliability Society
de´finit la fiabilite´ comme e´tant ”une discipline d’inge´nierie de conception qui
applique les connaissances scientifiques afin d’assurer qu’un produit va remplir
sa fonction pour la dure´e requise dans un environnement donne´” [48]. Les outils
principalement utilise´s pour assurer la fiabilite´ d’un Cloud sont :
1. La redondance : la redondance va consister ”a` disposer plusieurs exem-
plaires d’un meˆme e´quipement ou d’un meˆme processus ou de tout autre
e´le´ment” [56] dans l’infrastructure. Dans notre cas, cette redondance va
s’effectuer a` diffe´rents niveaux [25] :
(a) Au niveau du serveur physique : par la redondance des cartes re´seaux
et de l’alimentation, par des disques en RAID, etc.
(b) Au niveau logiciel : par l’utilisation de clusters, par la re´plication des
donne´es, etc.
(c) Au niveau du datacenter : par l’utilisation de zones multiples, qui
se´parent physiquements les centres les uns des autres.
(d) Au niveau du Cloud Provider : par l’utilisation de plusieurs Cloud
Provider distincts, pour se pre´munir contre les fins d’activite´ des en-
treprises proprie´taires.
La redondance peut eˆtre de plusieurs types [52] :
– Active/Cold standby : le site backup est de´marre´ si ne´cessaire ;
– Active/Hot standby : le site backup est de´marre´ et preˆt a` prendre la
main ;
– Active/Active : le site backup est actif et traite des requeˆtes. Ce mode
s’apparente dans ce cas a` du load-balancing.
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2. Le failover : le failover est la capacite´ de ”passer a` un serveur, syste`me,
composant ou re´seau redondant en cas de de´faillance ou d’interruption
anormale de l’application pre´ce´demment active” [60]. Le failover est donc
couple´ a` la redondance pour assurer la fiabilite´ des e´quipements.
Reliability Cloud Provider SaaS Provider
Physical redundancy X
Software redundancy X X
Datacenter redundancy X
Cloud Provider redundancy X
Failover X X
5.2 Re´cupe´ration (recovery)
La re´cupe´ration est le retour a` une situation normale apre`s une interruption
de services. Elle va consister en un ensemble de proce´dures pre´voyant l’appa-
rition de situations spe´cifiques et les actions a` entreprendre pour re´tablir le
syste`me a` un e´tat de fonctionnement normal. Les proce´dures vont concerner
aussi bien les petits proble`mes quotidiens (panne d’un serveur ou d’un routeur,
etc) que les proble`mes tre`s importants (coupure d’e´lectricite´, catastrophe natu-
relle, etc).
Etant donne´ que toute la gestion de l’infrastructure mate´rielle repose sur le
Cloud Provider, c’est lui qui sera en charge d’assurer la maintenance et l’e´volution
de ces proce´dures. Le SaaS Provider peut e´galement pre´voir ce type de proce´dures,
qui va principalement consister a` mettre en place un plan de secours en cas de
de´faillance du Cloud Provider.
Recovery Cloud Provider SaaS Provider
Recovery plans X
Recovery plans after Cloud Provider failure X
5.3 Facilite´ d’entretien (serviceability)
La facilite´ d’entretien est ”la capacite´ de de´terminer efficacement l’origine
d’un proble`me, de le diagnostiquer et de le corriger” [21]. Nous visons ici deux
expertises :
– l’expertise du Cloud Provider, dont les e´quipes sont spe´cialise´es dans la
gestion de datacenters, ce qui implique un ensemble de compe´tences varie´es
(software, hardware, e´lectricite´, air conditionne´, re´seau, etc). Cette exper-
tise doit meˆme de´passer le cadre du datacenter : la plupart des Cloud
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Providers ge`rent plusieurs sites et ont la capacite´ de basculer de l’un vers
l’autre en cas de proble`me.
– l’expertise du SaaS Provider, qui doit pouvoir assurer la maintenance de
son application et prendre les actions correctives ne´cessaires en cas d’in-
terruption de service.
Le facilite´ d’entretien repre´sente donc l’expertise technique que le Cloud Pro-
vider et le SaaS Provider apportent pour ge´rer les e´le´ments dont ils ont la
charge. Cette proprie´te´ est particulie`rement importante, principalement du coˆte´
du Cloud Provider, e´tant donne´ que le SaaS Provider et l’utilisateur final (SaaS
User) lui ont transfe´re´ la responsabilite´ de la gestion de leurs ressources infor-
matiques, dont leurs activite´s de´pendent crucialement.
Serviceability Cloud Provider SaaS Provider
(multiple) Data center(s) expertise X
Application expertise X
5.4 Facilite´ de gestion (manageability)
La ge´rabilite´ est ”la capacite´ de cre´er et maintenir un environnement qui
limite l’impact ne´gatif que les personnes peuvent avoir sur le syste`me” [21]. Il
s’agit donc de l’ensemble des outils qui permettent de limiter les actions et
de´gaˆts qu’une personne autorise´e ou non peut effectuer sur le syste`me. Nous
retrouverons donc les meˆmes outils que ceux mis en place pour l’isolation du
chapitre se´curite´, et en particulier la virtualisation, qui permet de se´parer la
couche mate´rielle de la couche logicielle et de scinder comple`tement les environ-
nements des utilisateurs [41].
Manageability Cloud Provider SaaS Provider
Virtualization X X
Multitenancy X X
Security tools X X
5.5 Synthe`se de la disponibilite´
Le tableau suivant reprend l’ensemble des caracte´ristiques et outils lie´s a` la
disponibilite´ d’une solution Cloud. La symbolique utilise´e est identique a` celle





















































































































































































































































































Pour permettre d’e´valuer une solution de type SaaS, nous proposons l’uti-
lisation d’un questionnaire dans lequel nous avons synthe´tise´ le contenu des
chapitres 3, 4 et 5. Cette me´thode d’e´valuation a e´te´ choisie car elle est simple
d’utilisation, a un couˆt faible et donne un re´sultat imme´diatement.
Ce questionnaire est compose´ de trois pages, correspondant aux diffe´rents
chapitres : se´curite´ & vie prive´e, scalability et disponibilite´.
Chaque page comporte une liste d’outils, e´ventuellement divise´e en sections qui
indiquent l’emplacement de ceux-ci : par exemple, le cryptage (encryption) est
un outil de la page ”Security & Privacy”, qui est repris dans la section ”Network
level” et la section ”Data”. La personne souhaitant e´valuer une solution de type
SaaS doit alors indiquer la pre´sence (Y) ou l’absence (N) de ces outils.
Notre de´marche nous a amene´s a` produire un questionnaire fonctionnel sous












Hypervisor Events monitoring Y/N
Limit access Y/N
Limit threat surface Y/N
Instances Events monitoring Y/N
Limit access Y/N

































Add/remove instance resources Y/N




















Cloud Provider redundancy Y/N
Failover Y/N
Recovery plans Y/N
Recovery plans after Cloud Provider failure Y/N






La me´thode de ponde´ration que nous utilisons dans ce mode`le est relative-
ment simple : chaque page porte sur une se´rie de sous-the`mes, pour lesquels
nous additionnons les pre´sences des outils en leur attribuant un poids uniforme.
Cette somme par sous-the`me est ensuite mise en proportion par rapport a` la
solution ide´ale, c’est-a`-dire celle qui exploite l’ensemble des outils requis. Par
exemple, l’isolation au niveau de la se´curite´ ne´cessite au niveau de l’application
une architecture ”sandbox”, multitenante et monitore´e, comme nous l’avons in-
dique´ dans le tableau re´capitulatif du chapitre 3. Si un seul outil sur les trois
est pre´sent, le score obtenu est donc de 33%.
Le pourcentage calcule´ est ensuite repris dans un graphe de type radar, struc-
ture´ autour des sous-the`mes, comme illustre´ aux Figures 6.1, 6.2 et 6.3. Ce type
de graphique pre´sente l’avantage d’illustrer le niveau atteint dans chaque sous-
the`me et de comparer les valeurs obtenues entre elles.
La quatrie`me page de notre questionnaire fusionne les trois graphes radars des
pages pre´ce´dentes pour obtenir une vue synoptique de la solution SaaS, struc-
ture´e par the`mes et sous-the`mes. Un exemple de ce graphique est indique´ a` la
Figure 6.4.
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Figure 6.1 – L’e´valuation de la se´curite´ et de la vie prive´e
Figure 6.2 – L’e´valuation de la scalability
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Figure 6.3 – L’e´valuation de la disponibilite´
Figure 6.4 – Graphique synthe´tisant l’e´valution de la solution de type SaaS
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Exemple
Pour illustrer l’utilisation du questionnaire, nous proposons ici d’e´valuer la
solution Amazon Web Services d’un point de vue Cloud Provider. Nous nous
plac¸ons donc du coˆte´ d’une entreprise souhaitant fournir une application en
mode SaaS et qui est a` la recherche d’un cloud pour assurer l’he´bergement de
son produit. L’e´valuation doit permettre de de´terminer le niveau de services
d’AWS par rapport a` un concurrent potentiel et e´galement pre´ciser quelles sont
les fonctionnalite´s que l’entreprise doit imple´menter dans sa solution pour at-
teindre un score acceptable dans chaque sous-the`me vis-a`-vis du SLA que l’en-
treprise a avec ses propres clients.
Nous limiterons ici notre e´tude d’AWS au the`me se´curite´. Cette limitation nous
est impose´e par le manque de temps et de ressources. Les re´ponses indique´es
proviennent principalement des informations disponibles sur le site web du four-











Hypervisor Events monitoring Y
Limit access Y
Limit threat surface Y
Instances Events monitoring N
Limit access N

































Sans surprise, la solution d’Amazon comprend pratiquement l’ensemble des
fonctionnalite´s qu’un Cloud Provider peut pourvoir. Les fonctionnalite´s man-
quantes sont peu nombreuses, malgre´ le mode`le de services IaaS du fournisseur :
AWS propose par exemple des me´canismes d’authentification et de gestion des
privile`ges via son syste`me AWS Identity and Access Management (IAM). Cer-
taines fonctionnalite´s comme le single sign-on sont absentes mais sont pre´vues
dans un futur proche [4]. Cette annonce tend a` de´montrer qu’Amazon poursuit
l’extension de son offre et que son mode`le de services actuel, l’IaaS, imple´mente
des fonctionnalite´s qui se retrouvent ge´ne´ralement chez les fournisseurs de PaaS.
Il est donc probable qu’a` terme, Amazon soit en mesure d’offrir les deux types
de services, que l’entreprise cliente pourra choisir en fonction de sa volonte´ de
prendre en charge telle ou telle fonctionnalite´.
La partie ”vie prive´e” est plus difficile a` e´valuer : la collecte des donne´es et
l’usage de celles-ci est de la responsabilite´ du SaaS Provider, e´tant donne´ que
c’est lui qui fournit l’application aux utilisateurs finaux. Les autres principes
de la vie prive´e e´voque´s a` la section 3.2 sont davantage oriente´s vers le Cloud
Provider mais peu d’informations sont disponibles sur ce qui est mis en place.
Par exemple, des API de destruction de donne´es sont e´videmment pre´sentes
mais elles consistent a` supprimer le mapping vers ces donne´es, en attendant que
l’espace occupe´ soit re´alloue´. La destruction telle que nous l’avons de´finie plus
haut n’est donc pas entie`rement couverte.
Nous avons toutefois pris la liberte´ d’affirmer que le principe de se´curite´ e´tait
applique´ par Amazon.
Le re´sultat de cette e´valuation sur la se´curite´ d’AWS se pre´sente sous la forme
du radar de la Figure 6.5.
Figure 6.5 – Evaluation d’AWS sur le the`me de la se´curite´ et de la vie prive´e
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Discussion
Nous avons volontairement limite´ la pre´cision de cette repre´sentation en at-
tribuant un poids identique a` la pre´sence de chaque outil. Une e´volution possible
de ce questionnaire serait d’affiner cette valeur pour obtenir un pourcentage plus
pre´cis de la couverture d’un sous-the`me. Nous voyons deux possibilite´s pour la
de´termination de cette valeur :
– Attribuer un poids suivant son importance dans le sous-the`me : il s’agit
donc de donner une note de comparaison des outils entre eux, pour un sous-
the`me donne´. Par exemple, l’e´valuateur pourrait estimer que le cryptage
du re´seau est deux fois plus important qu’un syste`me d’analyse du trafic
(route analytics) pour assurer l’inte´grite´. La difficulte´ de cette me´thode
va venir du caracte`re subjectif de cette attribution du poids et donc de
l’absence d’uniformite´ des e´valuations faites par des e´valuateurs diffe´rents.
– Attribuer un poids suivant la charge de travail et le couˆt que repre´sente
l’outil : cette configuration permettrait d’avoir une approche oriente´e ”pro-
jet” dans la mise en place d’une solution de type SaaS. Elle pre´senterait
l’avantage d’eˆtre relativement standard mais ne´cessiterait des mises a` jour
permanentes en fonction de l’e´volution du prix des technologies et de leur
complexite´ a` eˆtre mises en oeuvre.
Nous avons e´galement limite´ le type de re´ponse a` une simple pre´sence de
l’outil (Y ou N), sans pre´ciser si l’imple´mentation de l’outil est du ressort du
Cloud Provider, du SaaS Provider ou des deux acteurs. Cette indication nous
semble peu utile a` ce niveau : l’utilisateur pourra faire re´fe´rence aux tableaux
re´capitulatifs des chapitres 3, 4 et 5 pour de´terminer l’entite´ responsable.
Utilisation
L’objectif de ce questionnaire est de constituer une premie`re base de re´flexion
sur l’e´valuation de solutions de type SaaS. Nous identifions plusieurs utilisations
possibles de ce re´sultat :
– Il peut eˆtre utilise´ pour comparer des solutions : ce questionnaire permet
de re´aliser une e´valuation d’un fournisseur - qu’il soit Cloud Provider ou
SaaS Provider - et de comparer le re´sultat obtenu avec un fournisseur
e´quivalent ;
– Il peut servir de base a` un Service Level Agreement (SLA) : les scores
obtenus dans les sous-the`mes pourraient eˆtre indique´s dans ce type de
contrat pour garantir la qualite´ du service. Le fournisseur serait alors libre
de se´lectionner les outils, pour autant que le re´sultat soit conforme aux
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attentes du client. Toutefois, pour eˆtre complet, un aspect performance
devra obligatoirement eˆtre ajoute´, avec une se´rie de me´triques spe´cifiques ;
– Il peut servir de guide : un Cloud Provider ou SaaS Provider peut aise´ment
e´valuer son offre et de´buter la mise en place de nouveaux outils en fonction
des objectifs qu’il souhaite atteindre. Par exemple, s’il souhaite eˆtre davan-
tage scalable, le questionnaire peut lui fournir la liste des outils conseille´s
pour augmenter son efficacite´ a` ce niveau ;
– Il peut constituer la base d’une certification : celle-ci pourrait permettre
de cate´goriser les fournisseurs en fonction de leurs scores obtenus a` ce test.
Le choix du client en sera facilite´ et les fonctionnalite´s couvertes seront
clairement exprime´es.
Le re´sultat que nous proposons ici est une premie`re e´bauche the´orique base´e
sur la litte´rature disponible. Le mode`le de questionnaire constitue une premie`re
base d’e´valuation technique et fonctionnelle d’une solution de type SaaS, qui
devra eˆtre confronte´e a` la re´alite´ et ajuste´e, avant d’eˆtre valide´e. D’autres as-
pects du Cloud Computing et du SaaS devront y eˆtre ajoute´s : nous pensons
notamment a` la performance et a` la portabilite´ de la solution, qui n’ont pas e´te´
aborde´es dans ce travail.
Pour permettre son exploitation en tant qu’outil d’aide a` la de´cision d’une
solution, une e´tude des mode`les business utilise´s par les fournisseurs de Cloud et
de SaaS sera indispensable : elle permettra d’obtenir un ratio fonctionnalite´/couˆt




Dans cette e´tude sur le SaaS et le Cloud, nous avons commence´ par de´finir le
Cloud Computing, ses fonctionnalite´s, ses mode`les de de´ploiement et de service.
A partir de la`, nous avons de´gage´ les deux roˆles cle´s de ce type de solution : le
SaaS Provider et le Cloud Provider.
Notre analyse de la litte´rature scientifique nous a permis d’identifier trois
the`mes : la se´curite´ & la vie prive´e, la disponibilite´ et la scalability. Pour chacun
d’entre eux, nous avons propose´ une structure de de´composition en sous-the`mes
et une se´rie d’outils permettant de les imple´menter. Pour chaque outil, nous
avons indique´ quel acteur (SaaS Provider, Cloud Provider ou les deux) en a la
charge. Nous avons ensuite synthe´tise´ ces outils dans un tableau re´capitulatif
par the`me.
Ces informations re´colte´es nous ont permis de proposer un questionnaire
d’e´valuation. Celui-ci se compose des trois the`mes - la se´curite´ & la vie prive´e,
la disponibilite´ et la scalability - et permet d’indiquer la pre´sence ou l’absence
d’un outil (Y ou N). Un score est ensuite calcule´ pour chaque sous-the`me et
repre´sente´ dans un graphe de type radar, par the`me puis global. Ce syste`me de
questionnaire a e´te´ retenu pour sa facilite´ d’utilisation, son faible couˆt et son
retour imme´diat.
Nous avons ensuite applique´ ce questionnaire a` un exemple, la solution Ama-
zon Web Services d’un point de vue Cloud Provider, sur le the`me se´curite´.
Dans notre discussion sur le questionnaire d’e´valuation, nous avons aborde´
le syste`me de ponde´ration. Cette premie`re version est simple : elle cumule la
pre´sence des outils par sous-the`mes, qu’elle met en proportion avec le nombre
total d’outils. Deux approches ont e´te´ propose´es pour affiner cette ponde´ration :
attribuer a` l’outil un coefficient lie´ a` son apport fonctionnel ou lie´ a` son couˆt
d’imple´mentation.
Notre discussion a e´galement porte´ sur les utilisations de ce questionnaire. Nous
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en avons identifie´ quatre : la comparaison de solutions, la base d’un SLA, la
constitution d’un guide de bonnes pratiques et la base d’une certification.
En conclusion, nous sommes parvenus a` proposer une premie`re version the´orique
d’un syste`me d’e´valuation base´ sur la litte´rature existante. Les the`mes traite´s
- a` savoir la se´curite´ & la vie prive´e, la scalability et la disponibilite´ - et le
questionnaire de´veloppe´ devront eˆtre confronte´s a` la re´alite´, affine´s en fonction
des re´sultats et comple´te´s suivant l’e´volution des technologies et outils.
Nous distinguons e´galement deux axes d’ame´liorations qui devront faire l’ob-
jet de travaux comple´mentaires : l’ajout de the`mes fonctionnels - comme la
performance et la portabilite´ - et la prise en compte du mode`le business sur
lequel s’appuie le Cloud Computing. Nous estimons que la combinaison de ces
diffe´rents travaux permettra a` terme de de´finir la solution la plus adapte´e a` un
projet, en tenant compte de ses caracte´ristiques techniques et de son couˆt.
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