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a b s t r a c t
A set S of vertices in a graph G is a total dominating set of G if every vertex of G is adjacent
to some vertex in S. The minimum cardinality of a total dominating set of G is the total
domination number γt(G). The graph G is 3t -critical if γt(G) = 3 and γt(G + e) = 2 for
every edge e in the complement of G. We show that no bipartite graph is 3t -critical. The
tripartite 3t -critical graphs are characterized. For every k ≥ 3, we prove that there are
only a finite number of 3t -critical k-partite graphs. We show that the 5-cycle is the only 3t -
critical K3-free graph and that there are only a finite number of 3t -critical K4-free graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For notation and graph theory terminology, we in general follow [8]. Specifically, let G = (V , E) be a graph with
vertex set V of order |V | = n and edge set E of size |E| = m, and let v be a vertex in V . The open neighborhood of v is
N(v) = {u ∈ V | uv ∈ E} and the closed neighborhood of v is N[v] = {v} ∪ N(v). For a set S ⊆ V , its open neighborhood is
the set N(S) = ∪v∈S N(v) and its closed neighborhood is the set N[S] = N(S) ∪ S.
For two vertices u and v in a connected graph G, the distance dG(u, v) between u and v is the length of a shortest u–v path
in G. The maximum distance among all pairs of vertices of G is the diameter of G, which is denoted by diam(G). A graph G is
diameter 2-critical if its diameter is two, and the deletion of any edge increases the diameter. The concept of distance and
diameter are fundamental concepts in graph theory and are well-studied in the literature.
A total dominating set, denoted TDS, of G with no isolated vertex is a set S of vertices of G such that every vertex is
adjacent to a vertex in S, that is, N(S) = V . Every graph without isolated vertices has a TDS, since S = V is such a set. The
total domination number γt(G) is the minimum cardinality of a TDS. A TDS of G of cardinality γt(G) is called a γt(G)-set. Total
domination in graphs was introduced by Cockayne et al. [3] and is now well studied in graph theory. For more details, the
reader is referred to the two domination books [8,7] and a recent survey on total domination [10].
A graph G is total domination edge critical if γt(G + e) < γt(G) for every edge e ∈ E(G) ≠ ∅. Further if γt(G) = k,
then we say that G is a kt-critical graph. Thus if G is kt-critical, then its total domination number is k and the addition of
any edge decreases the total domination number. The study of total domination edge critical graphs was initiated in [15].
It is shown in [15] that the addition of an edge to a graph can change the total domination number by at most two. Total
domination edge critical graphs G with the property that γt(G) = k and γt(G + e) = k − 2 for every edge e ∈ E(G) are
called kt-supercritical graphs. Thus if G is kt-supercritical, then its total domination number is k and the addition of any edge
decreases the total domination number by two.
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In this paper, we continue the study of 3t-critical graphs. We note that since γt(G) ≥ 2 for any graph G, the addition
of an edge to a 3t-critical graph reduces the total domination number by exactly one. Hence if G is a 3t-critical graph, then
γt(G) = 3 and γt(G + e) = 2 for every edge e ∈ E(G) ≠ ∅. Although 3t-critical graphs are important to study in their
own right, we remark that they have a fundamental association with diameter 2-critical graphs and in particular with the
long-standing diameter 2-critical graph conjecture due to Murty and Simon which we state below. Plesník [12] observed
that all knownmaximal graphs of diameter 2 on n vertices have nomore than n2/4 edges and that the extremal graphs were
complete bipartite graphs. Murty and Simon (see [2]) independently made the following conjecture:
Conjecture 1. If G is a diameter 2-critical graph with order n and size m, then m ≤ n2/4, with equality if and only if n is even
and G is the complete bipartite graph K n
2 ,
n
2
.
According to Füredi [5], Erdős said that this conjecture goes back to the work of Ore in the 1960s. Plesník [12] proved
that m < 3n(n − 1)/8. Caccetta and Häggkvist [2] showed m < 0.27n2. Fan [4] proved the first part of the conjecture for
n ≤ 24 and for n = 26. For n ≥ 25, he obtainedm < n2/4+ n2−16.2n+56320 < 0.2532n2. Then Xu [17] gave an incorrect proof
of the conjecture in 1984. Füredi [5] gave an asymptotic result proving the conjecture is true for large n, that is, for n > n0
where n0 is a tower of 2’s of a height of about 1014.
Hanson and Wang [6] were the first to observe the following key relationship between diameter 2-critical graphs and
total domination edge critical graphs.
Theorem 1 ([6]). A graph is diameter 2-critical if and only if its complement is 3t-critical or 4t-supercritical.
Bounds on the diameter of 3t-critical graphs were established in [15], while the 4t-supercritical graphs are characterized
in [14].
Theorem 2 ([15]). If G is a 3t-critical graph, then 2 ≤ diam(G) ≤ 3.
Theorem 3 ([14]). A graph G is 4t-supercritical if and only if G is the disjoint union of two complete graphs.
As noted by Hanson andWang [6], the complement of a 4t-supercritical graph is a complete bipartite graph. The number
of edges is minimized when the partite sets are equal in size, and so Conjecture 1 holds for this case and a subset of
the complements of 4t-supercritical graphs yield the extremal graphs of the conjecture. Therefore, by Theorems 1 and 3,
Conjecture 1 is equivalent to the following conjecture.
Conjecture 2. If G is a 3t-critical graph with order n and size m, then m > n(n− 2)/4.
The authors [9] showed in an earlier manuscript that Conjecture 2 is true for 3t-critical graphs with diameter three and
also for claw-free graphs. Thus using the important relationship between diameter 2-critical graphs and total domination
edge critical graphs stated in Theorem 1, Conjecture 1 is proven for the graphs whose complements have diameter 3 and for
the graphs whose complements are claw-free. Equivalently, Conjecture 1 is proven for those graphs that have a dominating
edge and for graphs in which every triangle dominates the graph.
1.1. Terminology
To aid us in the proofs that follow, we introduce some additional notation. Let G = (V , E) be a graph. We denote the
vertex independence number of G by α(G). Thus, α(G) is themaximum cardinality of an independent set of vertices of G. We
denote a cycle on n vertices by Cn and a path on n vertices by Pn. For a set S ⊆ V , the subgraph induced by S is denoted by
G[S]. An S-external private neighbor of a vertex v ∈ S is a vertex u ∈ V \ S which is adjacent to v but to no other vertex of S.
The set of all S-external private neighbors of v ∈ S is called the S-external private neighbor set of v and is denoted epn(v, S).
For sets S, X ⊆ V , ifN[S] = X , we say that S dominates X , written S ≻ X . If S = {s} or X = {x}, we also write s ≻ X, S ≻ x,
etc. If S ≻ V , we say that S is a dominating set of G, and we also write S ≻ G.
Definition 4. Let G = (V , E) be a 3t-critical graph, and let u and v be non-adjacent vertices in G. As γt(G + uv) = 2, there
exists an edge xy ∈ E(G + uv) such that {x, y} dominates G + uv. The edge xymay not be unique. However, we select one
such edge xy and call it the quasi-edge for uv.
We will frequently use the following observation and notation.
Observation 5. For any 3t-critical graph G and non-adjacent vertices u and v in G, either {u, v} dominates G or, without loss of
generality, there exists a vertexw ∈ N(u) such that {u, w} dominates G− v, but not v, for somew ∈ N(u). In this case, we write
uw → v.
If S ⊆ V , and u and v are two nonadjacent vertices that belong to S, then we say that uv is amissing edge in S (rather than
‘‘uv is a missing edge in G[S]’’). If uv is a missing edge that does not dominate V , then by Observation 5, uw → v or vw → u
for some vertexw ∈ V \ {u, v}. In particular, if uw is the quasi-edge for the missing edge uv, then uw → v.
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(a) G6 . (b) H6 . (c) G7 . (d) G8 .
Fig. 1. The graphs G6,H6,G7 and G8 .
2. Multipartite graphs
In this section, we study 3t-critical multipartite graphs. We show that every 3t-critical graph, except for the 5-cycle,
contains a triangle. As a consequence, no bipartite graph is 3t-critical. The tripartite 3t-critical graphs are characterized and
it is shown that there are exactly five such graphs (one each of orders 5, 8 and 9, and two of order 6). We prove that for
every k ≥ 3, there exist 3t-critical k-partite graphs. However using an interplay between tournaments and Ramsey theory,
we show that there are only a finite number of 3t-critical k-partite graphs. Thus using the important relationship between
diameter 2-critical graphs and total domination edge critical graphs stated in Theorem 1, we prove that there are only a
finite number of diameter 2-critical graphs whose complements are k-partite.
We begin by characterizing 3t-critical graphs of small order. For this purpose, let G6 and H6 be the two graphs of order 6
shown in Fig. 1.
Lemma 6. A graph G of order n ≤ 6 is 3t-critical if and only if G = C5 or G ∈ {G6,H6}.
Proof. It is straightforward to see that C5 and the graphs G6 and H6 in Fig. 1 are 3t-critical. Let G = (V , E) be a 3t-critical
graph of order n ≤ 6, and let S be a γt(G)-set. Then, S either induces a P3 or a K3. If G[S] = P3, then by the minimality of S,
each endvertex of the P3 has an S-external private neighbor, and so n ≥ 5. If G[S] = K3, then the minimality of S implies
that each vertex in S has an S-external private neighbor, and so n ≥ 6. Hence, n ∈ {5, 6}. Suppose n = 5. Then, S induces a
P3: abc . Let epn(a, S) = {a′} and epn(c, S) = {c ′}. Since the path P5 is not 3t-critical, G has another edge. The only possible
additional edge that G can have is a′c ′ forming a C5. Hence we may assume that n = 6.
Suppose that G[S] = K3. Let S = {a, b, c}. For v ∈ S, let epn(v, S) = {v′} and let S ′ = {a′, b′, c ′}. If S ′ is an independent
set, then G is not 3t-critical because adding an edge between two vertices in S ′ does not decrease the total domination
number. Hence, renaming vertices if necessary, we may assume that a′b′ ∈ E. If a′c ′ ∈ E, then {a, a′} totally dominates V , a
contradiction. Hence, a′c ′ ∉ E. Similarly, b′c ′ ∉ E. But then, G = G6.
We may assume, therefore, that G[S] = P3. As before, let abc be the path induced by S, and let epn(a, S) = {a′} and let
epn(c, S) = {c ′}. Let d be the remaining vertex of G.
Suppose that a′c ′ ∈ E, and so V \ {d} induces a 5-cycle. If d has at most two neighbors on the cycle, then G is not 3t-
critical. Hence, d has at least three neighbors on the cycle. If d has four or more neighbors, or if d has three neighbors but
these neighbors are not consecutive on the cycle, then γt(G) = 2, a contradiction. Hence, d has three neighbors and these
neighbors are consecutive on the cycle, and so G = H6. Hence we may assume that a′c ′ ∉ E.
We now consider the graph G + a′c ′. Since neither a′ nor c ′ dominates b, Observation 5 implies that, without loss of
generality, there exists a vertex x such that a′x → c ′. Since x ∈ N(b) ∩ N(c), we have that x = d and d is adjacent to both b
and c . If ad ∈ E, then dc is a dominating edge in G, a contradiction. Hence, ad ∉ E, implying that G = G6. 
Theorem 7. If G is 3t-critical, then G = C5 or G contains a triangle.
Proof. By Lemma 6, the theorem holds for n ≤ 6. Hence we may assume that G = (V , E) is a 3t-critical graph with order
n ≥ 7. Suppose, to the contrary, that G does not contain a triangle. Let S = {a, b, c} be a γt(G)-set where abc is the path
induced by S. Let A = epn(a, S), B = epn(b, S), and C = epn(c, S). Since G has no triangles, A, B, and C are independent
sets and B = N(b) \ {a, c}. By the minimality of S, |A| ≥ 1 and |C | ≥ 1. Let D = N(a) ∩ N(c).
We first show that |A| = |C | = 1. Assume that {a1, a2} ⊆ A, and consider G + a1a2. Since {a1, a2} does not dominate b
and c , Observation 5 implies without loss of generality, there exists a vertex x such that a1x → a2. But then x ≻ {b, c}, and
so xbcx is a triangle, a contradiction. Hence, |A| = 1. Similarly, |C | = 1. Let A = {a′}, and let C = {c ′}.
Next we show that B = ∅. Let b′ ∈ B, and consider G + ab′. Since {a, b′} ⊁ c , by Observation 5, there exists a vertex x
such that ax → b′ or b′x → a. If ax → b′, then xcc ′x is a triangle, a contradiction. Thus, b′x → a. Then, xc ∈ E and x ≠ b.
Since G has no triangle, xb ∉ E. Thus x ∈ C , implying that x = c ′. Hence, b′c ′ → a. Considering G+ b′c , a similar argument
shows that a′b′ → c. In particular, a′b′ ∈ E. Let y be a vertex not dominated by {b, b′}. Then, y ∈ D. But since a′b′ → c , we
have that a′y ∈ E, and so yaa′y is a triangle, a contradiction. Hence, B = ∅, and so N(b) = {a, c}.
SinceN(b) = {a, c}, while A = {a′} and C = {c ′}, every vertex in V \ (S∪{a′, c ′}) belongs to the set D. We note, therefore,
that |D| = n− 5 ≥ 2. Further, since G is triangle-free, the set D is independent and no vertex in D is adjacent to a′ or to c ′.
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(a) G8 . (b) G9 .
Fig. 2. The graphs G8 and G9 .
Thus, N(x) = {a, c} for every vertex x ∈ D. Hence, G is obtained from a complete bipartite graph K2,n−4 with {a, c} as the
one partite set and D ∪ {b} as the other partite set by adding the two pendant edges aa′ and cc ′. But then adding an edge
between two vertices in the set D ∪ {b} does not decrease the total domination number of G, a contradiction. Therefore, G
contains a triangle. 
As an immediate consequence of Theorem 7, we have the following result.
Corollary 8. No bipartite graph is 3t-critical.
We prove next that for every k ≥ 3, there exists a 3t-critical k-partite graph.
Theorem 9. For every k ≥ 3, there exists a 3t-critical k-partite graph of order 2(k+ 1).
Proof. We construct a 3t-critical k-partite graph G = G2(k+1) as follows. Let V (G) = A ∪ B ∪ C , where A = {aB, aC , a}, B =
{bA, bC , b}, Ci = {c1i , c2i } for i = 1, . . . , k − 2 and C = ∪k−2i=1 Ci. For j = 1, 2, let C j = ∪k−2i=1 {c ji }. Add edges so that
the set C1 induces a clique and the set C2 induces a clique. Also add edges so that aB ≻ B ∪ C2, aC ≻ C, a ≻ C1, and
so that bA ≻ A ∪ C2, bC ≻ C , and b ≻ C1. Finally, add the edges abC and baC . When k = 3, for example, the graph
G2(k+1) = G8 of order 8 is shown in Fig. 2(a). (We remark that G8 is redrawn in Fig. 1(d) with the names of the vertices
omitted.) Then, G is a k-partite graph with partite sets A, B, C1, . . . , Ck−2. Since no two adjacent vertices dominate G, we
have that γt(G) ≥ 3. However the set {bA, aB, aC } is a TDS of G, and so γt(G) ≤ 3. Consequently, γt(G) = 3. To see that G
is 3t-critical, we note that {aC , c21 } ≻ G + aaC , {aB, b} ≻ G + aaB, and {aC , c11 } ≻ G + aBaC . Hence if e is a missing edge
in A, then γt(G + e) = 2. Similarly, if e is a missing edge in B, then γt(G + e) = 2. Furthermore, {a, bA} ≻ G + ab and
{aC , bC } ≻ G + aCbC . For i = 1, . . . , k − 2, {x, c1i } ≻ G + xc1i for x ∈ {aB, bA}, while {yC , c2i } ≻ G + yc2i for y ∈ {a, b}. For
1 ≤ i ≤ j ≤ k− 2, {c1i , c2j } ≻ G+ c1i c2j . Thus, G is 3t-critical. 
If a vertex x dominates a set S in a graph G, we say that x is an S-dominator. For two sets X and S, let XS be the vertices
in X that are S-dominators. Let G9 be the tripartite graph of order 9 with partite sets A = {aB, aC , a}, B = {bA, bC , b}, and
C = {cA, cB, c}, where the vertices a, b, and c form a triangle and where aBcB, aCbC and bAcA are edges, and where a vertex
labeled uX means u ∈ U and u is an X-dominator. The graph G9 is shown in Fig. 2.
Let G = {C5,G6,H6,G7,G8,G9}, where the graphs G6,H6,G7,G8 are shown in Fig. 1 and the graph G9 in Fig. 2. We are
now in a position to characterize the 3t-critical tripartite graphs.
Theorem 10. A tripartite graph G is 3t-critical if and only if G ∈ G.
Proof. If G ∈ {C5,G6,H6}, then, by Lemma 6, G is 3t-critical, while if G = G8, then as shown in the proof of Theorem 9, G
is 3t-critical. It is a simple exercise to show that G9 is 3t-critical. Hence if G ∈ G, then G is a 3t-critical tripartite graph. This
establishes the necessity. To prove the sufficiency, suppose that G is a tripartite 3t-critical graph. If n ≤ 6, then, by Lemma 6,
G ∈ {C5,G6,H6}. Hence we may assume that n ≥ 7. Let G have partite sets A, B, and C . We proceed further with two claims.
Claim 1. Let X ∈ {A, B, C} satisfy |X | ≥ 3, and let {Y , Z} = {A, B, C} \ X. Then, G has the following properties.
(a) Every vertex in X, except possibly one, is a W-dominator for some partite set W.
(b) |XY ∩ XZ | ≤ 1 and if |XY ∩ XZ | = 1, then neither Y nor Z has an X-dominator.
(c) |XY \ XZ | ≤ 1 and |XZ \ XY | ≤ 1.
(d) |X | ≤ 4 and if |X | = 4, then |XY ∩ XZ | = 1, |XY \ XZ | = 1 and |XZ \ XY | = 1.
(e) If |Y | ≥ 3, then |X | = |Y | = 3 and XY ∩ XZ = YX ∩ YZ = ∅.
(f) |Y | ≥ 2 and |Z | ≥ 2.
(g) If |X | = 3 and XY ∩ XZ = ∅, then |XY \ XZ | = 1, |XZ \ XY | = 1, and the remaining vertex of X is neither a Y-dominator nor
a Z-dominator.
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Proof. (a) For the sake of contradiction, suppose that X has two vertices, x and y, that are not dominator vertices for any
partite set. Since |X | ≥ 3, {x, y} ⊁ G, and so Observation 5 implies that, without loss of generality, there exists a vertex w
such that xw → y andw ∈ W ≠ X for some partite setW . But then x ≻ W , contradicting the fact that x is not a dominator
vertex for any partite set. This establishes (a).
(b)We first show that |XY ∩XZ | ≤ 1. Suppose that {x, y} ⊆ XY ∩XZ , and consider G+ xy. Since |X | ≥ 3, {x, y} ⊁ G, and so
Observation 5 implies that, without loss of generality, there exists a vertexw such that xw → y. But thenw ∈ Y ∪ Z , and so
wy ∈ E, contradicting the fact that xw → y. Hence, |XY ∩ XZ | ≤ 1. Further, if |XY ∩ XZ | = 1 and Y or Z has an X-dominator,
then G has a dominating edge, contradicting the fact that γt(G) = 3. This establishes (b).
(c) Assume that {x, y} ⊆ XY \ XZ , and consider G + xy. Since |X | ≥ 3, {x, y} ⊁ G, and so Observation 5 implies that,
without loss of generality, that there exists a vertex w such that xw → y. Since x ≻ Y and x ⊁ Z , this implies that w ∈ Y .
But then wy ∈ E, contradicting the fact that xw → y. Hence, |XY \ XZ | ≤ 1. A similar argument shows that |XZ \ XY | ≤ 1.
This establishes (c).
(d), (e) These follow readily from parts (a), (b) and (c) above.
(f) Assume, to the contrary, that |Y | = 1. By part (d), |X | ≤ 4. Suppose that XZ \ XY = ∅ or that every vertex in X
is a Y -dominator or a Z-dominator. Then, by parts (a), (b) and (c) above, we have that |X | = 3 and |XY ∩ XZ | = 1. Since
n ≥ 7, |Z | ≥ 3. But by part (b), Z has no X-dominator, and so by part (a), at least two vertices in Z are Y -dominators but not
X-dominators, contradicting part (c). Hence, |XZ \XY | = 1 and one vertex x ∈ X is neither a Y -dominator nor a Z-dominator.
A similar argument shows that |XY \ XZ | = 1. Let XZ \ XY = {xZ } and XY \ XZ = {xY }. We note that {x, xY , xZ } ⊆ X and that
xy ∉ E and yxZ ∉ E, while yxY ∈ E.
We now consider the graph G+ xxY . Since {x, xY } ⊁ X , by Observation 5, there exists a vertex w such that wx → xY or
wxY → x. If wx → xY , then since yxY ∈ E, we have that w ∈ Z and therefore x ≻ Z , contradicting the fact that x is not a
Z-dominator. Hence, wxY → x. If w ∈ Z , then xY ≻ Z , contradicting the fact that xY is not a Z-dominator. Hence, w ∈ Y ,
and so w = y. But neither y nor xY dominate xZ , a contradiction. We deduce, therefore, that |Y | ≥ 2. A similar argument
shows that |Z | ≥ 2. This establishes (f).
(g) This is immediate from parts (a) and (c) above, and completes the proof of Claim 1. 
Claim 2. Let X ∈ {A, B, C} and let {Y , Z} = {A, B, C} \ X. If |X | = 3 and |XY ∩ XZ | = 1, then G = G7.
Proof. Since |X | = 3, we may assume by Claim 1(c), renaming the sets Y and Z if necessary, that |XZ \ XY | = 1. Thus,
X = {x, xZ , xYZ }, where XZ \ XY = {xZ }, XY ∩ XZ = {xYZ }. By Claim 1(b), neither Y nor Z has an X-dominator. Hence, by
Claim 1(a) and (f), we have that |Y | = 2 and |Z | = 2. Let Y = {y1, y2} and Z = {z1, z2}. Since Z has no X-dominator, xz1 ∉ E
and xz2 ∉ E. We now consider the graph G+ xZxYZ . Since {xZ , xYZ } ⊁ X , by Observation 5, there exists a vertexw such that
wxYZ → xZ or wxZ → xYZ . Since every neighbor of XZ is also a neighbor of XYZ , we must have that wxYZ → xZ and w ∈ Y .
We may assume, renaming y1 and y2 if necessary, thatw = y1. Thus, y1x ∈ E and y1xZ ∉ E.
Suppose that xy2 ∈ E, and so XY \ XZ = {x}. Since {y2, xYZ } ⊁ G, we have that xZy2 ∉ E. We now consider the graph
G+ xxZ . Since {x, xZ } ⊁ X , by Observation 5, there exists a vertexw such thatwx → xZ orwxZ → x. By symmetry, we may
assume thatwx → xZ and thatw = y1, and so y1 dominates Z . Since neither {y1, z1} nor {y1, z2} dominates G, we have that
y2z1 ∉ E and y2z2 ∉ E. Thus the graph G is determined. We now consider the graph G + z1z2. Since Z does not dominate
G, there exists a vertex w such that wz1 → z2 or wz2 → z1. But since N(z1) = N(z2), both cases produce a contradiction.
Hence, xy2 ∉ E. Thus, N(x) = {y1}.
Consider the graph G + z1z2. Since Z does not dominate G, there exists a vertex w such that wz1 → z2 or wz2 → z1.
Renaming the vertices z1 and z2, if necessary, we may assume thatwz1 → z2. In order to dominate x, we have thatw = y1,
implying that z1 dominates Y and that y1z2 ∉ E. Suppose xZy2 ∉ E. Then, consider the graph G + y2xZ . Neither y2 nor xZ
dominates x, and so by Observation 5, there exists a vertex w such that wy2 → xZ or wxZ → y. But no neighbor of y2 or
xZ dominates x, a contradiction. Hence, xZy2 ∈ E. Suppose y2z2 ∉ E. Then, consider the graph G + y2z2. Neither y2 nor z2
dominates x, and so by Observation 5, there exists a vertexw such thatwy2 → z2 orwz2 → y2. But no neighbor of y2 or z2
dominates x, a contradiction. Hence, y2z2 ∈ E, and so G = G7. 
We now return to the proof of Theorem 10. If |X | = 3 where X ∈ {A, B, C} and {Y , Z} = {A, B, C} \ X , then, by Claim 2,
we may assume that XY ∩ XZ = ∅, for otherwise G = G7 ∈ G, as desired. Hence, by Claim 1(g), X = {xY , xZ , x}, where
XY \ XZ = {xY }, XZ \ XY = {xZ }, and x is neither a Y -dominator nor a Z-dominator.
Renaming the partite sets, if necessary, we may assume that |A| ≥ |B| ≥ |C |. Recall that n ≥ 7. Hence by the Pigeonhole
Principle, |A| ≥ 3. By Claim 1(d), 4 ≥ |A| and by Claim 1(f), |C | ≥ 2. By Claim 1(e), if |B| ≥ 3, then |A| = |B| = 3, while if
|C | ≥ 3, then |A| = |B| = |C | = 3.
Claim 3. |A| = |B| = 3.
Proof. For the sake of contradiction, suppose that |B| ≤ 2. Then by Claim 1(f), |B| = |C | = 2. Let B = {b1, b2}
and C = {c1, c2}. As observed earlier, |A| = 3 or |A| = 4. By assumption, if |A| = 3, then A = {aB, aC , a}, where
AB \ AC = {aB}, AC \ AB = {aC }, and where the vertex a is neither a B-dominator nor a C-dominator. If |A| = 4, then
by Claim 1(d), |B| = |C | = 2 and A = {aB, aC , aBC , a}, where aB, aC and the vertex a are as defined when |A| = 3, and where
AB ∩ AC = {aBC }. In both cases, we note that {aB, aC , a} ⊆ A. Since aB ⊁ C and aC ⊁ B, we may assume, without loss of
generality, that aBc1 ∉ E and aCb1 ∉ E.
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We now consider G + aBa. Since {a, aB} ⊁ A, by Observation 5, there exists a vertex x such that ax → aB or aBx → a. If
ax → aB, then x ∈ B ∪ C and the vertex a dominates the partite set containing x, contradicting the fact that a is neither a B-
dominator nor a C-dominator. Hence, aBx → a. If x ∈ C , then x = c2. But then c1 is not dominated by {aB, x}, a contradiction.
Hence, x ∈ B and x ≻ A \ {a}. Thus, since aCb1 ∉ E, we have that x = b2. In particular, we note that b2c1 ∈ E. Similarly, by
adding the missing edge aCa, c2 ≻ A \ {a} and c2b1 ∈ E.
We next consider G+ aBaC . Since {aB, aC } ⊁ A, by Observation 5, there exists a vertex y such that aBy → aC or aCy → aB.
Without loss of generality, we may assume that aBy → aC . Since aCy ∉ E, this implies that y = b1. Thus, b1 ≻ A \ {aC }
and b1c1 ∈ E. But then b1c1 is a dominating edge of G, a contradiction. Hence, |B| ≥ 3, and the desired result follows from
Claim 1(e). 
By Claim 3, |A| = |B| = 3. By our assumption following the proof of Claim 2, we have that A = {aB, aC , a} and
B = {bA, bC , b}. Further, if |C | = 3, then C = {cA, cB, c}. If |C | = 2, we let C = {c1, c2}.
Claim 4. If |C | = 2, then G = G8.
Proof. Suppose |C | = 2. If {aB, bA} ≻ C , then aBbA is a dominating edge, a contradiction. Thus, we may assume, renaming
vertices of C if necessary, that neither aB nor bA are adjacent to c1. We now consider G + aaC . Since {a, aC } ⊁ A, by
Observation 5, there exists a vertex x such that ax → aC or aCx → a. If ax → aC , then x ∈ B∪ C and the vertex a dominates
the partite set containing x, contradicting the fact that a is neither a B-dominator nor a C-dominator. Hence, aCx → a. Since
aC dominates the partite set containing x, we have that x ∈ C . Further, x ≻ A \ {a} and ax ∉ E.
Thus, x = c2, ac2 ∉ E, and aBc2 ∈ E. Similarly, by adding bbC , we get bc2 → b. Then, bc2 ∉ E, bAc2 ∈ E and as ac2 ∉ E, we
get bCa ∈ E and similarly we get aCb ∈ E. Now, since a ∉ AB and aC ∉ AB, we have that ab ∉ E and aCbC ∉ E. Suppose that
ac1 ∉ E. Then, G would be a tripartite graph with A′ = C ∪ {a}, B′ = B and C ′ = A \ {a} as partite sets and with |A′B′ | = 0
and |A′C ′ | = 1, which is impossible by Claim 1(a). Thus, ac1 ∈ E and similarly we have that bc1 ∈ E. Thus, G = G8. 
Claim 5. If |C | = 3, then G = G9.
Proof. Suppose |C | = 3. If either aB or bA are adjacent to c , then aBbA is a dominating edge, a contradiction. Hence, aBc and
bAc are missing edges in G. By symmetry, cAb, aCb, bCa, and cBa are missing edges in G. Suppose that aBcB ∉ E. Since neither
aB nor cB dominate {a, c}, by Observation 5, there exists a vertex w such that waB → cB or wcB → aB. If waB → cB, then
w = cA. But then c is not dominated by {aB, cA}, a contradiction. If wcB → aB, then w = aC . But then a is not dominated
by {aC , cB}, a contradiction. Hence, aBcB ∈ E. By symmetry, {aCbC , bAcA} ⊂ E. The only remaining possible edges in G are
the edges ab, ac , and bc. We show that all three edges are present in G. Assume that ab ∉ E. Since neither a nor b dominate
{aC , bC }, by Observation 5, there exists a vertex x such that ax → b or bx → a. By symmetry, we may assume that ax → b.
Since x ≻ A, x ∈ {bA, cA}. If x = cA, then cB is not dominated by {a, x}, while if x = bA, then bC is not dominated by {a, x}.
Both cases produce a contradiction. Hence, ab ∈ E. By symmetry, {ac, bc} ⊂ E. This determines the graph G, so G = G9. 
By Claims 4 and 5, the proof of Theorem 10 is complete. 
By Theorem 10, there are only six 3t-critical tripartite graphs. We show next that there are only a finite number of 3t-
critical k-partite graphs for each fixed k ≥ 3. Our proof uses an interplay between tournaments and Ramsey’s theory. First
we recall the definition of the classical Ramsey number.
Definition 11. Let R(i1, i2, . . . , ik) denote the smallest integer, such that all k-edge-colored complete graphs of order at least
R(i1, i2, . . . , ik) contains a Kir in which all edges are colored with color r , for some r ∈ {1, 2, . . . , k}. For simplicity we let
Rk(i) denote the value of R(i1, i2, . . . , ik)where i = i1 = i2 = i3 = · · · = ik.
Wan [16] established the following upper bound on the Ramsey number Rk(3).
Theorem 12 ([16]). For k ≥ 4 an integer, Rk(3) ≤ k!

e−e−1+3
2

+ 1.
By a 3-path in a tournament, we mean a directed path on three vertices (with two arcs).
Definition 13. Let f (r) denote the smallest integer such that all r-arc-colored tournaments of order at least f (r) contain a
monochromatic 3-path.
As a consequence of Theorem 12, we have the following upper bound on f (r).
Theorem 14. For r ≥ 2 an integer, f (r) ≤ Rr(3) < max

17, r!

e−e−1+3
2

+ 1

.
Proof. Let T = (V , A) be a r-arc-colored tournament. Let G be the underlying complete graph of T in which each edge is
colored with the same color as the corresponding arc. Assume that there exists a monochromatic 3-cycle u1u2u3u1 in G.
Then by Rédei’s theorem [13], which asserts that every tournament contains a directed Hamiltonian path, the tournament
T [{u1, u2, u3}] contains a directed path of length two. This implies that f (r) ≤ Rr(3). The second part of the theorem follows
directly from Theorem 12, when r ≥ 4. When r = 2 it is known that Rr(3) = 6 and if r = 3, then Rr(3) = 17. 
We are now in a position to prove that there are only a finite number of 3t-critical k-partite graphs.
Theorem 15. There are no k-partite 3t-critical graphs with a partite set of size f (k− 1) or larger for any k ≥ 2.
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Proof. Let G = (V , E) be a k-partite 3t-critical graph with partite sets V1, V2, . . . , Vk. First assume that |V1| ≥ 3. We will
construct a (k − 1)-arc-colored tournament, T , with vertex set V (T ) = V1. For every pair of distinct vertices u and v in V1,
there exists a quasi-edge, e, incident with either u or v, but not both, as |V1| ≥ 3. If the quasi-edge is incident to v, then
orient the arc in T from u to v and otherwise orient it from v to u. Note that e has one end-point in a Vj for some j ≥ 2
and color the arc between u and v with the color j. Doing this for all pairs of vertices in V1 gives us the (k− 1)-arc-colored
tournament T .
If |V1| ≥ f (k − 1), then T has a monochromatic 3-path, say u1u2u3. Let the arcs u1u2 and u2u3 be colored by the color j.
Let u2v2 be the quasi-edge of u1u2, and let u3v3 be the quasi-edge of u2u3. Then, u2v2 → u1 and u3v3 → u2. In particular,
we note that u2v3 ∉ E. Since u2v2 ∈ E while u2v3 ∉ E, we note that v2 ≠ v3. Since v2 and v3 belong to the same partite set,
v2v3 ∉ E. Hence, {u2, v2} does not dominate v3 in G+u1u2, a contradiction to u2v2 being the quasi-edge for u1u2. Therefore,
|V1| < 3 or |V1| < f (k − 1). As k ≥ 2, we note that f (k − 1) ≥ f (1) = 3 which implies that |V1| < f (k − 1). As we
analogously can show this for all other partite sets, we get the desired bound. 
As an immediate consequence of Theorem 15, we have the following corollary.
Corollary 16. Every 3t-critical k-partite graph has order at most k(f (k− 1)− 1).
3. K4-free graphs
If G is 3t-critical K3-free graph, then, by Theorem 7, G = C5. In this section, we show that there are no large 3t-critical
K4-free graphs. For this purpose, we shall need the following upper bound on the Ramsey numbers R(3, k)whichwas shown
in several papers in the early 1980s including the paper by Ajtai et al. [1].1
Theorem 17 ([1]). For all k ≥ 2 there exists a constant C, such that R(3, k) ≤ Ck2/ log k.
In view of Theorem 17, we define k0 as follows.
Definition 18. Define k0 ≥ 4 as the smallest integer such that
C
(k+ 1)2
log(k+ 1) ≤
(k− 1)(k− 2)
2
holds for all k ≥ k0, where C is defined in Theorem 17. Note that k0 exists as the right hand side grows faster than the left
hand side.
We are now in a position to prove that there are only a finite number of 3t-critical K4-free graphs.
Theorem 19. If G is a 3t-critical K4-free graph, then |V (G)| < R(4, k0), where k0 is defined in Definition 18.
Proof. For the sake of contradiction, let G = (V , E) be a 3t-critical K4-free graph of order n, where n ≥ R(4, k0). Let I be a
maximum independent set in G and note that by the definition of R(4, k0), we have |I| ≥ k0. Let k = |I|. Hence, k = α(G).
Let I = {u1, u2, . . . , uk}. We will now construct a tournament, T , with vertex set V (T ) = I as follows. For every pair of
distinct vertices ui and uj in I , there exists a quasi-edge e in G incident with either ui or uj, but not both, as k ≥ 3. If the
quasi-edge is incident with uj, then orient the arc in T from ui to uj and otherwise orient it from uj to ui. Furthermore let the
endpoint of e distinct from ui and uj be denoted by aij. We note that the aij’s may not be distinct. Let
A =

1≤i<j≤k
{aij}.
We show first that there is no 3-cycle in G[A]. Assume, to the contrary, that there is a 3-cycle ai1j1ai2j2ai3j3ai1j1 in G[A].
Swapping the indices i1 and j1 if necessary, wemay assume that ui1uj1 is an arc in T . Analogously, wemay assume that ui2uj2
and ui3uj3 are arcs in T . As k ≥ 4, there exists a i4 ∈ {1, 2, . . . , k} \ {i1, i2, i3}. Since I is independent and ui1 is the only vertex
not dominated by {uj1 , ai1j1} in G, we have that ai1j1ui4 ∈ E. Analogously, ai2j2ui4 ∈ E and ai3j3ui4 ∈ E, which implies that
G[{ui4 , ai1j1ai2j2ai3j3}] is a K4, a contradiction. Hence there is no 3-cycle in G[A].
We shownext that T is acyclic. Assume, to the contrary, that T has a directed 3-cycle. Since T is a tournament, this implies
that T contains a 3-cycle, say uiujuℓui. As aijuj ∈ E and ajℓuj ∉ E, we note that aij ≠ ajℓ. Since aijuj is a quasi-edge for uiuj,
we have that {aij, uj} dominates G − {ui}. In particular, aijajℓ ∈ E. Analogously, ajℓaℓi ∈ E and aℓiaij ∈ E, which implies that
aijajℓaℓiaij is a 3-cycle in G[A], a contradiction. Therefore, T is acyclic. Renaming indices if necessary, wemay assume, without
loss of generality, that uiuj ∈ A(T ) if and only if i < j. Let
A′ =

1≤i<j≤k−1
{aij}.
1 We remark that in 1995, Kim [11] showed that R(3, k) ≥ (1−o(1))ck2/ log kwith k = 1162 , and hence the asymptotic behavior of R(3, k) is determined
up to a constant factor, but we do not need this fact here.
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Then, A′ ⊆ A. We show now that |A′| = (k− 1)(k− 2)/2. Assume there exists indices i, i′, j, j′ such that {i, j} ≠ {i′, j′} and
aij = ai′j′ ∈ A′. Without loss of generality, we may assume that i < j and i′ < j′. Since aijuj is a quasi-edge for uiuj, and
uiuj ∈ A(T ), we have that {aij, uj} dominates G − {ui}. Hence, aij dominates I \ {ui}. Analogously, ai′j′ dominates I \ {ui′}.
Hence since aij = ai′j′ , we have that i = i′. Renaming the indices j and j′ if necessary, wemay assume that i′ = i < j < j′ < k.
By definition, ajj′uj ∉ E, and so aij ≠ ajj′ . However {aij, uj} dominates G− {ui}, and so aijajj′ ∈ E. By definition, aj′(j′+1)uj′ ∉ E,
and so aij′ ≠ aj′(j′+1). However {aij′ , uj′} dominates G − {ui}, and so aij′aj′(j′+1) ∈ E. Further, ajj′ ≠ aj′(j′+1). Hence since
{ajj′ , uj′} dominates G − {uj}, we have that ajj′aj′(j′+1) ∈ E. Therefore aijajj′aj′(j′+1)aij is a 3-cycle in G[A], a contradiction.
Hence, |A′| = (k− 1)(k− 2)/2.
By Definition 18 and the fact that k ≥ k0, we note that there either exists a 3-cycle in G[A′] or an independent set of size
k + 1 in G[A′]. However we have shown that there are no 3-cycles in G[A] and therefore not in G[A′] either. Hence there
exists an independent set of size k + 1 in G[A′]. This, however, contradicts the fact that α(G) = |I| = k. This contradiction
implies the theorem. 
4. Conjectures
We close this paper with two conjectures.
Conjecture 3. There are only a finite number of 3t-critical Kp-free graphs for each p ≥ 3.
Conjecture 4. For every 3t-critical graph G with maximum clique size ω(G), we have α(G) ≤ ω(G).
Theorems 7 and 19 imply that Conjecture 3 is true for p = 3 and p = 4, respectively. However, Conjecture 3 has yet to be
settled for p ≥ 5.We remark that Conjecture 3would imply that there are only a finite number of 3t-critical k-partite graphs,
which is also given by the result of Corollary 16, as a k-partite graph is Kk+1-free. Furthermore we note that Conjecture 4
would imply Conjecture 3, as by Ramsey’s theory there are only a finite number of graphs that are Kp-free and have no
independent set of size greater than p.
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