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ABSTRACT
Potential field extrapolations are widely used as minimum-energy models for the Sun’s
coronal magnetic field. As the reference to which other magnetic fields are compared,
they have – by any reasonable definition – no global (signed) magnetic helicity. Here
we investigate the internal topological structure that is not captured by the global
helicity integral, by splitting it into individual field line helicities. These are computed
using potential field extrapolations from magnetogram observations over Solar Cycle
24, as well as for a simple illustrative model of a single bipolar region in a dipolar
background. We find that localised patches of field line helicity arise primarily from
linking between strong active regions and their overlying field, so that the total unsigned
helicity correlates with the product of photospheric and open fluxes. Within each active
region, positive and negative helicity may be unbalanced, but the signed helicity is only
around a tenth of the unsigned helicity. Interestingly, in Cycle 24, there is a notable
peak in unsigned helicity caused by a single large active region. On average, the total
unsigned helicity at the resolution considered is approximately twice the typical signed
helicity of a single real active region, according to non-potential models in the literature.
Keywords: Solar corona — Solar magnetic fields — Solar cycle
1. INTRODUCTION
The potential field source surface (PFSS) model, established in the 1960s (Schatten et al. 1969;
Altschuler & Newkirk 1969), remains the baseline against which more sophisticated coronal magnetic
field models are compared, holding its own as a first approximation for the heliospheric magnetic
structure even in the era of Parker Solar Probe (Badman et al. 2020). Satisfying both ∇ ·Bp = 0
and ∇×Bp = 0, the PFSS field Bp minimizes magnetic energy in the region r0 < r < r1 among all
magnetic fields that match a given distribution of Br on r = r0 and satisfy Bθ = Bφ = 0 on r = r1
(Priest 2014). Typically r0 is the solar surface and r1 is fixed somewhere between 1.5r0 and 3r0.
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2By minimizing magnetic energy, the PFSS model describes the simplest coronal magnetic structure
consistent with (radial component) magnetogram observations at r = r0.
Over the solar cycle, the PFSS corona – and thus the minimal possible complexity of the real corona
– varies significantly in structure, in turn driving variations in the heliospheric magnetic topology
(Wang & Sheeley 2003; Wang 2014). A natural question to ask, therefore, is how to quantify the
complexity of this minimal magnetic structure at any given time. One approach is to count topological
features such as magnetic null points (Cook et al. 2009; Freed et al. 2015; Edwards & Parnell 2015) or
separators (Platten et al. 2014) that divide the corona into regions of differing magnetic connectivity
(Longcope 2005). Where they extend to the r1 boundary, these connectivity regions determine the
origins of different regions of the solar wind, and Scott et al. (2019) have recently developed an
automated technique for such a partitioning of the so-called S-web (Antiochos et al. 2011).
The other approach – pursued here – is to describe the PFSS topology in terms of magnetic flux
linkage, or helicity integrals. For any magnetic field B = ∇×A, the magnetic helicity
h(Vt) =
∫
Vt
A ·B dV (1)
is well-known to be an ideal-magnetohydrodynamic invariant in any co-moving subvolume Vt bounded
by magnetic surfaces with B · n = 0 (where n is the surface normal). It measures the net linking
between magnetic flux within Vt, and thus characterises the topology of Vt (e.g., Pevtsov et al. 2014;
Moffatt & Dormy 2019). Because the r0 and r1 boundaries are not magnetic surfaces, the coronal
volume V (r0 < r < r1) cannot be divided into magnetically-closed subvolumes. But we can divide
it in such a way that the only non-magnetic subvolume boundaries lie on r0 and/or r1. Then the
individual helicity h(Vt) of any of the subvolumes Vt can change only by evolution of Br on r0 and/or
r1 (De´moulin & Pariat 2009), not by ideal motions inside V , even if the latter deform the internal
boundaries between the subvolumes.
As it stands, the definition (1) does not immediately make sense for magnetically open (sub)volumes
because it then depends on the choice of A. In Section 2 we will make a specific choice Ap for our
potential field that (i) is as small as possible in that it minimises the integral of |A|2, and (ii) ensures
that h(V ) = 0 over the whole volume. The latter is a natural requirement for the minimum-energy
field, and accords with the relative helicity that is often used for non-potential fields (Berger & Field
1984; Finn & Antonsen Jr. 1985; Moraitis et al. 2018).
The interesting thing, and the premise of this Letter, is that fixing A = Ap globally in this way
does not imply Ap · Bp = 0 throughout V . As we will show, even potential fields may contain
subvolumes with h(Vt) 6= 0. The lack of electric currents means that these subhelicities cannot arise
from local twisting of magnetic field lines, so they must arise from mutual linking between different
active regions and/or the overlying large-scale field. We will see the importance of the latter in
Sections 3 and 4. The presence of distinct connectivity regions is familiar from the aforementioned
topological studies, and their mutual linkage – and therefore subhelicity – is effectively forced by
the distribution of Br on r = r0 (cf. Bourdin & Brandenburg 2018). We comment on the possible
significance of this minimal helicity content in Section 5.
2. DEFINITIONS
2.1. Vector potential
3Any potential field Bp in V with no net flux through r = r0 (or consequently through r = r1) may
be written as Bp = ∇ ×Ap where Ap is the unique vector potential determined by the conditions
∇ ·Ap = 0 and Ap · rˆ = 0 throughout V (e.g., Berger 1988). One way to find this vector potential
is to write
Ap(r, θ, φ) = ∇×
[
P (r, θ, φ)rˆ
]
(2)
and find the potential P (r, θ, φ) by solving the two-dimensional Poisson equation ∇2hP = −Br on
each surface of constant r. Another is to solve the Poisson equation only on r = r0, then integrate
radially (the so-called DeVore-Coulomb gauge; Amari et al. 2013; Yeates & Hornig 2016; Moraitis
et al. 2018) to find
Ap(r, θ, φ) =
r0
r
Ap(r0, θ, φ) +
1
r
∫ r
r0
Bp(r
′, θ, φ)× rˆ r′ dr′. (3)
This particular choice of vector potential is the “simplest possible” in that it minimises
∫
V
|A|2 dV
among all possible vector potentials (cf. Gubarev et al. 2001), as well as being a minimiser of
∫
∂V
|A×
rˆ|2 dS on the boundary (as advocated by Yeates & Page 2018). As such, it is appropriate for defining
the minimal field line helicity content of a potential field.
2.2. Helicity measures
We will use the finest possible subdivision of V : infinitesimal magnetic flux tubes surrounding every
magnetic field line. Denoting such a tube of radius  around a field line L by V(L), and the tube’s
magnetic flux by Φ0(V(L)), we consider the field line helicity
A(L) = lim
→0
∫
V(L)
Ap ·Bp dV
Φ0(V(L))
, (4)
where the normalisation is needed to give a finite limit. The properties and meaning of field line
helicity were first discussed in detail by Berger (1988, see also Aly 2018), who noted (4) as an
alternative to the simpler formula
A(L) =
∫
L
Ap · dl, (5)
which is more convenient for calculations (Yeates & Hornig 2016; Moraitis et al. 2019).
In a potential field – which can contain no closed or ergodic field lines – it follows from (4) that
h(V ) may be written as a flux-weighted integral of A over ∂V , with
1
2
∫
∂V
A|Br| dS =
∫
V
Ap ·Bp dV = 0. (6)
The factor half arises because each field line hits the boundary twice (here ∂V includes both the
inner and outer boundaries), and the second integral vanishes for our choice of Ap. In this sense,
A decomposes the total helicity into a distribution of invariants for each field line. Each one is
topologically meaningful because it can change only by motion of the field line endpoints on ∂V , or
by reconnection within V (Berger 1988). In fact, in a highly-conducting plasma, reconnection tends
to redistribute A between field lines, rather than destroy it (Russell et al. 2015).
As we will see, the individual field line helicities A(L) do not vanish in general, even though Bp is
a potential field. As an overall measure of the field line helicity content of a given potential field, we
will use the “unsigned helicity”
H =
1
2
∫
∂V
|ABr| dS. (7)
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Figure 1. PFSS extrapolations for (a) a dipolar field Br(r0) ∼ cos7 θ; (b) a localised BMR (defined in
Appendix A); and (c) a superposition of the two (with 0◦ BMR tilt). The peak field strength of the BMR is
50 G compared to 5 G for the dipolar field. Selected magnetic field lines are colored blue/red by A|Br| (in
units of 1022 Mx2 cm−2 and using the larger of the two endpoint |Br| values). Panel (c) is the top left (tilt
0◦) case in Figure 2.
3. SINGLE BIPOLAR MAGNETIC REGION
Before studying data-driven potential-field extrapolations, it is instructive to consider the field line
helicity of a single bipolar magnetic region (BMR). Figure 1 shows three PFSS extrapolations, for
(a) a dipolar background field, (b) the single BMR, and (c) their superposition. All extrapolations in
this paper are computed on a regular grid of 60×180×360 points in (log(r/r0), cos θ, φ) coordinates,
using the author’s finite-difference code (Yeates 2018). To calculate A, we first determine Ap from
Bp using a finite-difference version of (3) and a fast-Poisson solver for P (r0, θ, φ). A second-order
Runge-Kutta method is then used to integrate Ap along magnetic field lines.
On its own, the dipolar background field (Figure 1a) has A = 0 on all field lines. To see this, note
that axisymmetry of Bp implies that P is also axisymmetric, so that Ap has only a φ-component by
(2). But since Bpφ = 0 we have Ap ·Bp = 0 throughout V . With no background field, the BMR
(Figure 1b) also has vanishing A on every closed field line, but this is due to symmetry: opposite
values of Ap ·Bp are encountered as such a field line undergoes equal displacement toward the BMR
and away from it. The open field lines at either end of the BMR have a net displacement toward (or
away from) the BMR, so have non-zero (but small) A. The combined field in Figure 1(c), however,
has much more field line helicity.
Aside from an overall scaling with magnetic field strength, the distribution of A in the combined
field depends primarily on the orientation (tilt angle) of the BMR. This is shown by Figure 2, where
the distribution of A|Br| is plotted for 8 different orientations of a BMR at the same location (central
latitude 20◦ North). The “helicity content” – as measured by H – is maximised at either 0◦ tilt (top
left) or 180◦ tilt (top right), when the majority of the BMR flux is perpendicular to the overlying
dipolar field. It is minimised at 90◦ when the BMR is aligned with the dipolar field, and is only a
little larger at 270◦ when it is anti-aligned. The sign of A in each part of the BMR depends on the
direction of the East-West magnetic field component relative to the overlying field. In the tilt 0◦
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Figure 2. Field line helicity for different orientations of a BMR, labelled by tilt angle in degrees. In each
case, the left panel shows Br on r = r0 (white positive, black negative) with magnetic field lines colored
by A|Br| (using the larger of the two endpoint |Br| values). The right panel shows the corresponding
distribution of A|Br| on r = r0, with Br = ±1 G contours in black. Units of A|Br| are 1022 Mx2 cm−2. The
dipolar background field is always positive to the north and negative to the south.
BMR, for example, the closed field lines connecting the two BMR polarities have positive A, whereas
the field lines at the extremities connecting elsewhere have negative A. Changing the polarity of the
BMR (tilt 180◦) reverses this pattern. For tilt 90◦ or 270◦ symmetry means that the closed BMR
field lines have no net East-West displacement, so no net A.
In fact, the tilt 0◦ BMR shown in Figure 2 has a net positive helicity. Defining the BMR by
the ±1 G contour on r = r0, we estimate the signed integral of A|Br| over the closed field lines
connecting within this region to be 1.7 × 1042 Mx2, while that over field lines originating in this
region and connecting elsewhere (either open or closed) is −1.4 × 1042 Mx2. The net helicity from
the BMR region (inside the 1 G contour) is therefore +0.3 × 1042 Mx2. This is balanced by a net
negative contribution from the closed dipolar field lines, but note that it is an order of magnitude
smaller than the unsigned helicity H ≈ 3.5 × 1042 Mx2. For the combined field, integrated over the
BMR and the dipole, we find H ≈ 4.7× 1042 Mx2. (All of these estimates used field lines traced from
a grid on r = r0 at twice the resolution of the Ap and Bp fields. Computing A|Br| by summing over
6these same field lines, we obtain
∫
V
Ap ·Bp dV = −0.07× 1042 Mx2, suggesting that H is accurate to
about 1%.) In summary, significant unsigned helicity requires significant BMR flux perpendicular to
the overlying field, and the signed helicity of the BMR is approximately 10% of its unsigned helicity.
4. SOLAR CYCLE EVOLUTION
The same numerical code has been used to compute PFSS extrapolations and A distributions using
synoptic line-of-sight magnetogram data from the Helioseismic and Magnetic Imager (HMI, Schou
et al. 2012) on Solar Dynamics Observatory. We use the radial component, pole-filled maps in the
hmi.synoptic mr polfil 720s series (Sun 2018), for Carrington Rotations CR2098 (2010 June) to
CR2226 (2020 February). The maps were prepared by (i) applying a smoothing filter of the form
e−b0l(l+1) to the spherical harmonic coefficients; (ii) mapping to the computational grid using cubic
interpolation; and (iii) correcting flux balance. The grid resolution was fixed at 60× 180× 360 but
we tried increasing the smoothing from b0 = 2 × 10−5 to 1 × 10−4 and 5 × 10−4. The flux balance
was corrected by multiplicative scaling of both the positive and negative regions to their original
mean. Before correction, the maps had varying levels of signed flux up to about 5% of their unsigned
flux. However, the signed flux in any given map before correction showed no correlation with the
approximately 1% signed helicity (H) found after correction, consistent with the latter arising solely
from numerical error in the subsequent calculation. The source surface was fixed at r1 = 2.5R.
The left column of Figure 3 shows how the magnetic flux evolves over latitude and time in this
PFSS model. Panel (g) shows the total (unsigned) fluxes through the inner and outer boundaries,
defined as
Φ0 =
1
2
∫
r=r0
|Br| dS, Φ1 = 1
2
∫
r=r1
|Br| dS. (8)
Notice in Figure 3 that Φ0 depends on the smoothing b0 but the open flux Φ1 does not, as it is
controlled by only the lowest few spherical harmonic degrees (Wang 2014). This particular solar
cycle does not show a sharp peak in Φ0 but there is quite a sharp peak in Φ1 around CR2156-8.
The other columns of Figure 3 then summarize the resulting field line helicity. The stackplots in
(b) and (e) show longitude averages of A|Br| and |ABr|, respectively, and the time averages of these
same quantities are shown in (c) and (f). From (f), we see that the unsigned helicity is predominantly
located in the active region belts, and is about ten times the size of the signed helicity in (c), as we
found for the single BMR in Section 3. In the active region belts – between latitudes ±30◦ – the
time-averaged signed helicity in (c) has opposite sign in each hemisphere, and also has opposite sign
before and after reversal of the Sun’s polar field (blue versus red curves). This suggests that the
dominant contribution is from the linking of active regions with the overlying dipolar field.
Figure 3(h) shows the overall H as a function of time – obtained by integrating (e) over latitude.
We find that it correlates most strongly not with Φ0
2
or Φ1
2
, but with their product Φ0 Φ1 (Figure 4).
This likely arises because Φ1 itself correlates with the amount of overlying dipolar field above active
regions, since both are determined by low-order spherical harmonics. So Figure 4 further supports
the idea that the dominant contribution to field line helicity is linking between active regions and
the overlying field.
The substantial peak in H around CR2157-8 is interesting: it arises from a single Southern-
hemisphere active region – the “Great Solar Active Region” NOAA 12192 (Sun et al. 2015), which
was the largest since 1990 (Nagy et al. 2017). Shown in Figure 5, this region has net negative helicity
in our PFSS model because it emerges after the polar field reversal with positive leading polarity
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Figure 3. Results of the Cycle 24 PFSS extrapolations. Panels (a) and (b) show longitudinal averages of Br
and A|Br| on r = r0 as functions of time and latitude. Panels (d) and (e) show similar averages for |Br| and
|ABr|. Panels (c) and (f) show time averages of (b) and (e), respectively, separately for the periods before
and after the dipole reversal time at CR2140 (dashed green line in the other plots). Finally, as functions of
time, panel (g) shows the total unsigned fluxes Φ0 and Φ1 and panel (h) shows H (for the different levels of
magnetogram smoothing – the other panels show only the b0 = 1× 10−4 results).
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, and (c) Φ0 Φ1 for all Cycle 24 extrapolations. Models
with different smoothing b0 are shown by different weights (as per Figure 3). There is no direct relationship
in (a) or (b), but least-squares linear fits are shown in (c).
(following Hale’s law). Its pattern corresponds roughly to the 135◦ case in Figure 2. Although the
real region likely had significant free energy not captured in our PFSS model (Sun et al. 2015), it did
indeed emerge with negative helicity. This is suggested both by the chirality of extreme-ultraviolet
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Figure 5. PFSS model for CR2157 (b0 = 1×10−4), showing the large active region at longitude 250◦. Panel
(a) shows Br on r = r0 in grayscale (white positive, black negative), along with magnetic field lines colored
by A|Br| (using the larger of the two endpoint |Br| values). Panel (b) shows A|Br| on r = r0 in blue/red.
In both cases the blue/red color scale is in units of 1022 Mx2 cm−2; for clarity it is capped at ±5 × 1022 in
(b) but covers the full range in (a). The dashed black line in both panels shows the zero contour of Br on
r = r0.
loops in the centre of the region and by estimates of current-helicity in the region (McMaken & Petrie
2017). It is also suggested by Figure 3 of Pipin et al. (2019), who use HMI vector magnetograms
without extrapolation to map the local helicity density A ·B on r = r0. (Incidentally, those authors
chose the same gauge for A× rˆ on r = r0 as for our Ap, but their A has an additional radial com-
ponent due to the non-potentiality of the real magnetic field.) We reiterate that this peak in H in
CR2157 does not simply arise because of the peak in Φ0. There is a similar peak in Φ0 in CR2116 of
slightly lower magnitude (1.8×1023 Mx instead of 2.0×1023 Mx for b0 = 1×10−4), but no significant
peak in H at that time, mainly because Φ1 was weaker than in CR2157 (0.97 × 1022 Mx instead of
2.2× 1022 Mx).
5. DISCUSSION
How do our minimal helicities obtained in Section 4 compare to the real corona, which contains non-
potential magnetic energy above the minimal PFSS level? It is not yet possible to give a definitive
answer, since the non-potential structure of the global coronal field – particularly outside of active
regions – remains poorly constrained (Yeates et al. 2018). However, we can compare to rough
estimates from the literature. The time-averaged H over the whole dataset in Section 4 (with
b0 = 2 × 10−5) is 4.0 × 1043 Mx2. This is roughly twice the average (relative) helicity content of a
significant active region, which observations and data-driven models suggest to be around 2×1043 Mx2
(DeVore 2000; Bleybel et al. 2002; Bobra et al. 2008; Pevtsov 2008; Georgoulis et al. 2009).
9Notice that 2 × 1043 Mx2 is an order of magnitude larger than the signed helicity of our potential
BMR in Section 3. This non-potential helicity can arise from emergence of non-potential mag-
netic structures, from post-emergence footpoint motions within the active region, or from large-scale
shearing of the region by (primarily) differential rotation. The latter acts even on an idealised BMR
(DeVore 2000). As shown by Hawkes & Yeates (2019), the spatial pattern of helicity injection from
differential rotation in a BMR is rather different from the patterns of PFSS field line helicity seen in
Figure 2, showing instead a characteristic north-south pattern of positive and negative injection (see
also Pipin 2020).
Estimates also exist for the helicity in interplanetary magnetic clouds, which have originated from
the corona. Our mean H is roughly ten times the helicity of a typical interplanetary magnetic
cloud (De´moulin et al. 2016), although the Halloween 2003 event was estimated to remove as much
as 2× 1044 Mx2 from the Sun (Lynch et al. 2005). In a magneto-frictional model, Lowder & Yeates
(2017) found that erupting flux ropes removed, on average, 2.6×1043 Mx2, a more substantial fraction
of H in the model.
Putting these estimates together suggests that the unsigned helicity of the PFSS model is not
entirely insignificant. Of course, being the minimum energy field, this helicity cannot be released in
eruptions unless the pattern of Br on r = r0 simplifies. This did happen, of course, during Cycle 24
after the peak seen in Section 4. We finish by remarking that, even if the unsigned helicity of the
PFSS model is modest, its basic field line helicity pattern may well be imprinted in the real non-
potential field. For example, numerical simulations show that this minimal helicity can act as a seed
for amplification by photospheric shearing motions (Yeates & Hornig 2016), ultimately explaining
the pattern of positive and negative helicity observed in highly sheared filament channels (Yeates &
Mackay 2009). Even helicity arising from the magnetic structure on small scales will tend to collect
in these filament channels (Knizhnik et al. 2017), ultimately leading to flares or eruptions.
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APPENDIX
A. FUNCTIONAL FORM FOR THE BMR
We obtain the expression for Br(r0, θ, φ) of our bipolar magnetic region (BMR) by first defining an
untilted BMR located on the equator at longitude φ = 0 and latitude λ = pi/2− θ = 0. This has the
form
Br(r0, λ, φ) = −B0φ
ρ
exp
[
−φ
2 + 2λ2
ρ2
]
, (A1)
10
where in this paper we take the heliographic separation angle ρ = 5◦ and choose B0 to give the peak
field strength 50 G. The magnetic flux of each polarity is then 5.15 × 1021 Mx, consistent with a
moderately-sized active region. To create a BMR centred at (λ0, φ0) with tilt angle γ0, we apply a
sequence of three rotations: (i) through angle −γ0 around the x-axis; (ii) through angle −λ0 around
the y-axis, and (iii) through angle +φ0 around the z-axis, where x, y, z are Cartesian coordinates
defined by x = cosφ cosλ, y = sinφ cosλ, z = sinλ.
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