In this note we calculate the maximum EVPI for any probability distribution for the states of the world. This maximum EVPI is an upper bound for the EVPI with given probabilities and thus an upper bound for any partial information about the states of the world.
Introduction
The subject of decision analysis including the issue of the Expected Value of Perfect Information (EVPI) is discussed in all introductory Operations Research/ Management Science texts. A partial list of such texts is given in the bibliography. Consider a pay-off table based on m possible decisions D i for i=1,...,m and n possible states of the world S j for j=1,...,n. The payoff for decision D i , if state of the world S j will occur, is a ij . Suppose the probability that state of the world S j will occur is p j . The best decision is the one that maximizes the expected payoff, i.e., the decision D i that maximizes the value of .
The concept of the EVPI follows the hypothetical situation that one knows ahead of time which state of the world will occur. The EVPI is the extra expected profit if such information is available. It is the value of that information, and it can serve as an upper bound for the value of any partial information. It is assumed that the probability that the perfect information will indicate that state of the world S j will occur is also p j . The EVPI is the difference between the expected profit calculated using the maximum α ij for each state of the world and the expected profit for the best decision.
The expression for the EVPI is thus:
(1)
Analysis
The following lemma is very well known (see all the books in the reference list) relates the EVPI to the minimax regret approach for decision making. The regret value is:
.
Lemma:
The best decision is the one that minimizes the expected regret among all possible decisions.
The calculation of the EVPI is based on the probability distribution of the states of the world. However, such probabilities may not be available. We find the maximum possible EVPI for all possible probability distributions. This maximum EVPI provides an upper bound for any EVPI calculated by any probability distribution and also provides an upper bound on the value of any information regarding the states of the world.
In order to calculate this maximum possible EVPI we need to maximize the EVPI by equation (1) subject to all possible probability distributions. This leads to the following linear programming with variables p j for j=1,...,n and L being the maximum possible EVPI. The solution to the linear program (2) provides the maximum EVPI along with the probability distribution that yields this maximum.
We recommend using this example when teaching either linear programming after the students know decision analysis, or vice versa. The purpose of the example is to enhance the understanding of one subject when teaching the second one. We find it more appropriate to use this example when teaching linear programming after the students have been exposed to decision analysis.
An Example
Consider the following pay-off table based on three states of the world and four possible decisions:
The regret table is: Problem (2) can be easily solved by Excel (go to http://ite.informs.org/vol1no3/drezner/evpi.xls for the Excel file). The solution is: p 1 = 0.28, p 2 = 0.2 and p 3 = 0.52 with a maximum EVPI of 26.8. This means that no probability distribution can result in a larger EVPI. Also, any information about the states of the world cannot be worth more than 26.8.
