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ABSTRACT
10 000 simulations of 1000-particle realisations of the same cluster are computed by
direct force summation. Over three crossing times the original Poisson noise is am-
plified more than tenfold by self-gravity. The cluster’s fundamental dipole mode is
strongly excited by Poisson noise, and this mode makes a major contribution to driv-
ing diffusion of stars in energy. The diffusive flow through action space is computed
for the simulations and compared with the predictions of both local-scattering theory
and the Balescu-Lenard (BL) equation. The predictions of local-scattering theory are
qualitatively wrong because the latter neglects self-gravity. These results imply that
local-scattering theory is of little value. Future work on cluster evolution should employ
either N-body simulation or the BL equation. However, significant code development
will be required to make use of the BL equation practicable.
Key words: Galaxy: kinematics and dynamics – galaxies: kinematics and dynamics
– methods: numerical
1 INTRODUCTION
The central idea of stellar dynamics is that in a first approxi-
mation stars move in the ‘mean-field’ gravitational potential
that one obtains by smearing the mass of each star over a
region that is somewhat larger than the local inter-star dis-
tance. Then in a second step one considers how stars drift
between orbits in the mean-field potential on account of dif-
ferences between the actual potential of the cluster and the
mean-field potential. This process of drift between orbits is
termed ‘dynamical relaxation’ because it drives secular in-
crease in a cluster’s entropy. Relaxation causes stars with
larger masses to be more strongly concentrated towards the
cluster centre than less massive stars (‘equipartition’) and
the cluster’s central density to increase while its halo be-
comes more extended (‘core collapse’). It also causes the
mass of the cluster to diminish through stars being occa-
sionally accelerated to velocities larger than the local escape
speed (‘evaporation’).
These general principles have been understood since the
seminal work of Eddington (1916), Jeans (1915) and He´non
(1961). For decades it was not feasible to follow the re-
laxation of a globular cluster by brute-force computation.
Hence relaxation was investigated, both analytically and
numerically, by adopting an ansatz for the difference be-
tween the gravitational field of the cluster and its mean-
field model. The ansatz was that this consisted of the field
of a point mass around each star, the idea being that close to
each star the mean field of the cluster is negligible compared
⋆ E-mail: binney@thphys.ox.ac.uk
to the Kepler field, while far from each star the reverse con-
dition holds (Chandrasekhar 1949). Hence relaxation can be
modelled by summing large numbers of deflections as pairs
of stars scatter off each other at relatively close quarters.
Each such scattering could be computed via a hyperbolic
Kepler orbit of the reduced particle.
When this ‘local’ relaxation theory is worked out in de-
tail, the rate of relaxation emerges as an integral over the
impact parameters b of these hyperbolic orbits that diverges
as ln b at large b (e.g. Binney & Tremaine 2008). This weak
divergence was mastered by imposing a largest impact pa-
rameter to be considered, bmax. Chandrasekhar (1949) took
bmax to be the local inter-particle distance. Theuns (1996)
argues that it should rather be the larger of the cluster’s
core radius and distance to the cluster centre. Since the di-
vergence is only logarithmic, the relaxation rate computed
using either of these choices of bmax does not differ hugely,
even though the chosen values of bmax are typically very
different.
Quite recently Heyvaerts (2010) and Chavanis (2012)
developed a radically different approach to relaxation. A
rather formal analysis in the framework of angle-action
variables and using potential-density pairs to solve Pois-
son’s equation yields the ‘Balescu-Lenard equation’, here-
after the BL equation. This equation states that a star dif-
fuses through phase space as a consequence of interacting
resonantly with other stars in the cluster. Chavanis (2012)
does not start from the assumption that relaxation proceeds
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by interaction in pairs, but arrives at this conclusion as a
consequence of the structure of the Boltzmann equation
∂f
∂t
+ [f,Φ] = 0. (1)
Here f(x,v, t) is the one-particle distribution function (DF),
Φ(x, t) is the cluster’s full (fluctuating) potential and [, ]
denotes a Poisson bracket. When f and Φ are decomposed
into mean-field and fluctuating parts f0, f1, Φ0 and Φ1, it
follows that the evolution of f0 (i.e., relaxation) is given by
∂f0
∂t
= 〈[Φ1, f1]〉 . (2)
That is, relaxation is driven by correlations between the fluc-
tuating parts of the potential and the DF. Two processes
drive correlations: (i) by Poisson’s equation, the potential
will be deeper where there are more particles, and (ii) there
will be more particles where the potential pushes particles
together. Mechanism (ii) operates even on a population of
test particles, whereas mechanism (i) operates only when
particles bear mass. Roughly, mechanism (ii) is responsible
for evaporation and mechanism (i) is responsible for equipar-
tition and dynamical friction.
Thus the sophisticated BL equation confirms Chan-
drasekhar’s ansatz that relaxation occurs through interac-
tions in pairs. However, it does not confirm that these in-
teractions are local. In fact, it replaces the local criterion
with a requirement that the stars can resonate in the sense
that there exist vectors n, n′ with integer components such
that n · Ω + n′ · Ω′ = 0, where Ω and Ω′ are (two- or
three-dimensional) vectors formed by the stars’ fundamen-
tal orbital frequencies.
Unlike Chandrasekhar and his followers, Heyvaerts and
Chavanis included the self-gravity of the cluster in their com-
putation of the diffusion rate. Thus stars interact with each
other not through the vacuum but through the polarisable
medium formed by the rest of the system. Julian & Toomre
(1966) first demonstrated that polarisation effects could be
important by computing the wake that a mass M that is on
a circular orbit in stellar disc raises in the surrounding star
field. The temperature of the disc is best quantified by the Q
parameter (Toomre 1964), which is the ratio of the velocity
dispersion in the disc to the critical value below which the
disc is (Jeans) unstable to axisymmetric disturbances. Julian
& Toomre (1966) showed that for a realistic value Q ≃ 1.4
the mass in the wake is several times larger than M . Hence
the effective mass of a disc star is several times larger than
its real mass because it polarises the disc around it, and we
must expect this increase in mass to facilitate exchanges of
energy and momentum with other disc stars.
The BL equation tells us that each star shakes the sys-
tem at its natural frequencies n · Ω. If the system has a
natural mode of vibration near this frequency, the star ex-
cites this mode, and the mode’s energy may be absorbed by
a star that is quite distant but also happens to resonate with
the mode.
Fouvry et al. (2015) showed that inclusion of self grav-
ity accelerates the relaxation of a razor-thin disc by a factor
nearer 1000 than 10 on account of swing amplification, which
Julian & Toomre (1966) first worked out for a stellar disc fol-
lowing its discovery in a gas disc by Goldreich & Lynden-Bell
(1965). Stars, afforced by their wakes, launch running spiral
waves, which are swing-amplified at their corotation annulus
and are finally resonantly absorbed at a Lindblad resonance.
Thus because disc stars communicate via running waves that
have an amplifier on the line, their interaction is by no means
local. The interaction is also ∼ 1000 times stronger than it
would be in the absence of self gravity. This strengthening,
together with the insight that the coupling is resonant, re-
solved a decades-old puzzle as to why N-body simulations
of discs that only have stable normal modes develop strong
spiral structure and then bars (Sellwood & Carlberg 2014;
Fouvry et al. 2015).
Thus the BL equation has led to a major advance in our
understanding of stellar discs. Hamilton et al. 2018 (here-
after H18) asked what its implications were for globular clus-
ters, which unlike discs, have been thought to be adequately
described by local-scattering theory. After all, there is no
known analogue of the swing amplifier in a globular cluster.
The BL equation describes the diffusion of stars through
action space, and provides a prescription for the computa-
tion of the relevant diffusion coefficients. Local theory pro-
vides an alternative prescription for computing the diffusion
coefficients, so key questions are (i) do the two frameworks
yield materially different coefficients? and, if so, (ii) which
framework’s coefficients are more accurate?
A razor-thin disc and a spherical cluster both have an
effectively two-dimensional action space (H18). To compute
the BL coefficients at a location J in this space, one must
(i) identify lines in action space on which the resonance con-
dition n ·Ω+ n′ ·Ω′ = 0 is satisfied, and then (ii) integrate
a certain function along each such line (i.e., vary J′ so the
condition remains satisfied). In the case of a razor-thin disc,
it is physically plausible that a small number of lines domi-
nate the diffusion coefficients, but in a spherical cluster this
is not true. Given that it was not feasible to evaluate the
necessary integrals along all resonant lines, H18 evaluated
them along lines defined by integers |ni| 6 2. Since this
scheme led them to omit very many resonant lines, includ-
ing the lines most likely to be effectively included by local
theory, it would be natural for their values of the diffusion
coefficients to be smaller than the coefficients computed in
the local approximation. But their values were not smaller.
By repeating their calculation with self-gravity neglected,
they were able to show that their diffusion coefficients are
strongly enhanced by self-gravity, which is neglected in the
local approximation. This finding cast doubt of the appli-
cability of the local approximation to globular clusters, but
in light of the incompleteness of their treatment H18 had
no basis to claim that their diffusion coefficients were more
accurate than those yielded by the local approximation.
In a spherical system, the second component of the
vector n in a resonant condition is always the angular-
momentum quantum number ℓ. Hence, H18’s sums over ni 6
2 were sums over certain monopole, dipole and quadrupole
distortions of the cluster. That is, they computed the con-
tributions to diffusion coefficients that arise from stars ex-
citing/damping simple global distortions of the cluster. In
these circumstances it is no surprise that neglect of self-
gravity much diminishes the diffusion coefficients. For ex-
ample, the simplest dipole (ℓ = 1) mode involves displacing
the core of the cluster with respect to its envelope. If this
is done with self-gravity neglected, so in a fixed potential,
the core being anchored by the potential, can barely move.
By contrast, when self-gravity is included the core is free
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to move because it will take its potential with it. Similar,
though weaker, arguments apply to motion of the envelope.
H18 showed that their (incomplete) BL coefficients and
the coefficients from the local approximation predict qual-
itatively different diffusive flux vectors in action space. So
the two theories will predict different evolutionary tracks.
Given that the work of H18 strongly suggests that the clus-
ter’s low-order global modes, which are excluded from the
local approximation, contribute significantly to the diffusion
coefficients, one can have no confidence in the essential va-
lidity of the local approximation. Yet decades of work by
many groups has been underpinned by the local approxima-
tion. Can it really be seriously in error?
It is now feasible to integrate directly the equations of
motion of clusters with realistic numbers of stars. By exam-
ining orbital diffusion in such simulations, one can rigorously
test any theory of diffusion. Surprisingly few studies have
done this, however. An early attempt was that of Theuns
(1996), who measured the second-order diffusion coefficient
d(∆E)2/dt in the energies E of stars in King (1966) models
with different particle numbers, and compared these mea-
surements with values obtained in the local approximation.
He concluded that ‘overall’ the values agreed to an ‘impres-
sive’ extent although the measured values were larger than
predicted by factors 1.5–2 in a more centrally concentrated
model and smaller than expected by similar factors in a
less centrally concentrated model. Kim et al. (2008) used
a Fokker-Planck (FP) code, which is based on the local ap-
proximation to compute the evolution of rotating King mod-
els with 10 240 stars and compared its predictions for the
evolution of the central density, velocity dispersion, rotation
rate and velocity anisotropy with what they found by direct
integration of N bodies. The FP predictions were qualita-
tively correct but gave rise to quantitative discrepancies.
Given that the local approximation has in the Coulomb
logarithm an effectively free parameter, it calls for more rig-
orous validation than checking consistency with a few num-
bers. A more demanding comparison of the predictions of
local theory with direct N-body integration is by compar-
ing diffusive fluxes at each point in action space. It is these
fluxes that drive the evolution in density and velocity pro-
files studied by Kim et al. (2008), and diffusion coefficients in
actions J are more meaningful than the diffusion coefficients
in energy studied by Theuns (1996) because changes in E,
unlike changes in the adiabatic invariants J are not solely
caused by the fluctuating component of the potential, but
have a significant contribution from the secular evolution of
the mean-field potential Φ0.
In this paper we use direct N-body integration to de-
termine the diffusive flux F(J) in action space for a cluster
of 1000 stars that has the isochrone DF (He´non 1960), and
we compare this F(J) with the fluxes computed by H18 for
the same system from (i) the local approximation, and (ii)
the BL equation. Section 2 describes the simulations, Sec-
tion 3 discusses the key issue of choice of cluster centre and
presents evidence for powerful excitation of a dipole distor-
tion. Section 4 characterises the fluctuating component of a
cluster’s gravitational field and links this to diffusion of stars
in energy. Section 5 presents the drift of stars through action
space and discusses rates of entropy generation. Section 6
sums up. Appendices summarise units for N-body models
and the computation of diffusion coefficients for energy in
the local-scattering approximation.
2 THE SIMULATIONS
The isochrone is a spherical system of mass M that has the
gravitational potential
Φ(r) = − GM
b+
√
b2 + r2
, (3)
where b is the system’s scale radius. We created 10 000 re-
alisations of the isochrone, each with 1000 equal-mass stars.
Each star’s radial coordinate r was chosen by picking a ran-
dom number ξ1 uniformly on (0, 1) and then inverting the
isochrone’s cumulative mass distribution
ξ1(r) =
1
M
∫ r
0
dr r2ρI(r), (4)
where ρI(r) is given by equation (2.49) of Binney & Tremaine
(2008). Once r had been chosen, a second random number
ξ2 was picked and the particle’s speed v was determined by
inverting
ξ2(v) =
∫ v
0
dv v2fI[
1
2
v2 + Φ(r)]∫∞
0
dv v2fI[
1
2
v2 + Φ(r)]
, (5)
where fI(E) is the DF of the isochrone (Binney & Tremaine
2008, eqn 4.54) and the function of v on the right of this
equation was inferred by interpolation on a grid of numer-
ically computed values. The directions of the position and
velocity vectors r and v were chosen randomly. This sam-
pling procedure was validated by binning the stars in en-
ergy and comparing the resulting histogram with the ana-
lytically determined differential energy distribution (Binney
& Tremaine 2008, §4.3.1(b)).
NBODY6 (Aarseth 2000) was then used to integrate the
equations of motion of each realisation. NBODY6 automat-
ically boosts to the zero-momentum frame of the initial
conditions, and rescales positions and velocities such that
distances and times are measured in units of a length rN
and time tN that are derived from the potential and kinetic
energies of the initial conditions (Appendix A). The ratio
rN/b varies slightly from realisation to realisation, but in
Appendix A we show that b = 0.2375 〈rN〉. The isochrone
has a natural timescale
tI ≡ (b3/GM)1/2. (6)
In Appendix A we show that the N-body time unit 〈tN 〉 =
8.642tI. In the following distances and times are given in
units of b and tI, ignoring the small scatter in rN and tN
between realisations.
The equations of motion of each realisation were inte-
grated for a time 10tN , with snapshots of the phase-space
coordinates saved after each elapse of δt = 0.5tN . Thus the
data comprise 10 000 sets of 21 1000-particle snapshots.
3 CHOICE OF CENTRE
We wish to study relaxation via changes in quantities that
in the mean-field model are constants of motion. To do this
we have to choose a centre. Three possible choices spring to
mind:
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1. The mean-field centre, i.e., the point r = 0 around
which each realisation was assembled. By symmetry it must
coincide with the expectation value of any credible estima-
tor of the centre. The mean-field centre is the only centre
that is defined in the context of the BL equation.
2. The barycentre. Momentum conservation ensures that
a realisation’s barycentre defines an inertial frame of ref-
erence. Moreover, in our chosen zero-momentum frame the
barycentre is absolutely stationary. A severe disadvantage of
the barycentre is that it is sensitive to the small number of
stars that are at large radii, and the distribution of its off-
sets from the mean-field centre is long-tailed: a Gaussian fit
to any component of this offset yields a dispersion sb ∼ 2.3b
yet ∼ 34 percent of realisations had barycentres that lay
more than 10b from the mean-field centre. In view of this
finding, we did not use the barycentre.
3. The potential centre. Our procedure for initialising the
simulations makes it exceedingly unlikely that a realisation
initially includes a hard binary, and the timescale for hard
binaries to form via three-body interactions is much longer
than the duration of our integrations (Binney & Tremaine
2008, §7.5.7(c)). So binaries are not a concern. This being
so, the star with the most negative potential energy is likely
to lie close to a cluster’s physical centre. Consequently, seri-
ous consideration should be given to computing actions with
respect to this centre.
The problem with the use of the potential centre is
its erratic motion. In as much as it is displaced from the
barycentre, it must be in orbit around that fixed point. This
orbit can be considered to be a consequence of the force
that the somewhat lop-sided halo exerts on the core. On
top of this smooth motion, the potential centre occasion-
ally jumps discontinuously when the distinction of being the
most bound star switches between stars. These jumps can be
made more frequent but smaller in magnitude by adopting
as the potential centre not the location of the most bound
particle but the barycentre of the n most bound particles.
We found n = 30 to be a sensible choice.
If we use the mean-field centre to compute actions, those
actions will have non-zero rates of change because the actual
potential Φ differs from the mean-field potential Φmf . For
this centre the rate of change of any action is
dJ
dt
= [J,∆Φ] (7)
where [, ] is a Poisson bracket and
∆Φ ≡ Φ− Φmf . (8)
If we define actions relative to the potential centre, the ac-
tual potential Φ will be much more nearly a function of dis-
tance fronm the potential centre, so if equation (7) applied
with ∆Φ equal to the difference between Φ and the closest
function of distance from the potential centre, |J˙ | would be
small. However, since the potential centre does not define an
inertial coordinate system, terms describing pseudo-forces
would need to be added to the right side of equation (7),
and typical values of |J˙ | would probably be comparable to
the values encountered when using the mean-field centre.
In the following actions will be defined with respect to
the mean-field centre.
Figure 1. The dispersion of the distances s between the potential
and mean-field centres of realisations as a function of the time for
for which NBODY6 has advanced the phase-space coordinates.
3.1 Dynamics of the potential centre
The practical difficulties with defining integrals of motion
with respect to the potential centre do not alter the fact
that it has physical significance. In fact, understanding its
motion is crucial for understanding how clusters relax.
Given that the potential centre of each cluster is inde-
pendently and isotropically scattered around the mean-field
centre, by the central limit theorem the distribution of the
distances s between these centres must be Maxwellian. Fig. 1
shows the variance
〈
s2
〉
of these distances as a function of
integration time t. The variance starts small and grows as
NBODY6 advances the particles. We confirmed that it does
not grow if the mean-field potential is used to advance par-
ticles. Thus the growth of
〈
s2
〉
evident in Fig. 1 is an effect
of self-gravity.
The initial variance is small because it is entirely due
to Poisson noise in sampling the core of the cluster. As the
equations of motion are integrated, it grows at a rate that
for t & tN settles to a constant. Thus the variance tends
to linear dependence on integration time:
〈
s2
〉 ∝ t. This is
the signature of a random walk rather than steady motion,
which would imply s ∝ t. This establishes that the potential
centre experiences significant acceleration.
Given that each cluster’s barycentre is absolutely fixed,
the potential centre cannot execute an unconstrained ran-
dom walk, for that would eventually take it arbitrarily far
from the barycentre. Hence the potential centre must exe-
cutes a tethered random walk, like a randomly kicked ball
that is attached by a piece of elastic to a fixed peg. The stan-
dard deviation of the distances sb ∼ 2.3b of the barycentres
from the mean-field centre sets the scale of the region over
which we expect the potential centre to wander. Since this
scale is bigger than the standard deviations
〈
s2
〉1/2
plotted
in Fig. 1, the elastic is slack throughout our integrations
because they start with the potential centre anomalously
close to the mean-field centre. The elastic being slack, the
potential centre is for the moment executing an essentially
random walk and
〈
s2
〉 ∝ t in consequence.
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. The autocorrelations of the location of the potential
centre (eqn. 9). The bottom curve uses all the data, while the
next curve up discards the initial condition, and the curve above
that discards the first two snapshots, and so on up the sequence
of curves.
Fig. 2 indicates that the picture just deduced is an over-
simplification. It shows estimates of the autocorrelation
ξ(τ ) =
1
N
N∑
i=1
1
T − τ
∫ T−τ
0
dt x(t) · x(t+ τ ) (9)
of the positions of the potential centres. The bottom curve
uses all snapshots, while the next curve up discards the first
snapshot but uses all the other ones, and the second curve
up discards the first two snapshots, and so on. The more
snapshots are discarded, the shorter is the range of delays τ
that can be probed. Aside from this progressive shortening
of the curves, they have remarkably similar shapes: a steep
initial decline is followed by a small bump before a plateau
is reached. Note that this structure in the bottom curve
emerges from snapshots that have no overlap with the snap-
shots that give rise to the structure in the topmost curves.
Thus the structure is highly reproducible.
The curves’ vertical offsets are a straightforward con-
sequence of the steady rise in
〈
s2
〉
shown in Fig. 1: ξ(0) is
simply the mean of s2 over the snapshots used to compute
ξ.
The horizontal plateaus of the curves are simple con-
sequences of the random walk we inferred above. In this
picture x(t + τ ) is the sum of x(t) and a series of random
increments δi, so
ξ(τ ) =
〈
x(t) ·
[
x(t) +
∑
i
δi
]〉
. (10)
So long as the steps δi are distributed isotropically, the ex-
pectation value of x(t) · δi = 0, so ξ(τ ) = |x(t)|2 is indepen-
dent of τ .
What then is the cause of the initial steep drop in ξ(τ )?
Since this feature occurs in curves that discard the initial
conditions and the immediately following snapshots, this
steep decline cannot be connected to our starting the simula-
tions from anomalously regular initial conditions. The argu-
ment just given to explain the plateaus, suggests that ξ de-
clines initially because the first steps δi satisfy x(t) · δi < 0.
This condition will be satisfied if steps have a tangential
Figure 3. Schematic of the motion of the potential centre. The
central star marks the location of the mean-field centre and the
three arrow heads mark the locations of the potential centre in
successive snapshots. The projections of the two shift vectors δi
on x(t) are negative because the potential centre is roughly in or-
bit around the mean-field centre. The projection of δ1 is positive
only if it leads to a point in the small fraction of the annulus that
is shaded yellow.
bias. Fig. 3 illustrates this idea. If the motion of the poten-
tial centre over short timescales resembles an orbit, x(t) · δi
will be negative for of order half an orbital period. Later it
will be positive for a similar time. When this type of varia-
tion is averaged over 10 000 realisations, in each of which the
potential centre is on a slightly different orbit, the positive
and negative contributions to ξ(τ ) tend to cancel once τ is
comparable to an orbital period, and a plateau in ξ ensues.
This discussion leads to the tentative conclusion that
the delay τ ≃ 10tI at which the plateaus start in Fig. 2 is
the time over which the motion of the potential centre re-
sembles an orbit, and after which it is dominated by noise.
The noise is initially highly non-stationary because the sim-
ulations start from anomalously regular initial conditions
that reflect Poisson noise in the absence of self gravity. As
the equations of motion are integrated, self-gravity amplifies
this noise by a significant factor.
4 GLOBAL POTENTIAL FLUCTUATIONS
We now quantify the stochastic perturbing potential ∆Φ,
which is the difference between the true and mean-field po-
tentials. NBODY6 returns the value of the true potential at
the locations of each particle, so it is trivial to compute the
value of ∆Φ at each particle’s location. However, to make
contact with the work of H18 we want to decompose ∆Φ(x)
in spherical harmonics around the mean-field centre. Unfor-
tunately, there is no straightforward way to compute this
decomposition from the NBODY6 values on account of the bi-
ased distribution of particle locations. Consequently, we ob-
tain the desired expansion by using spherical harmonics to
solve Poisson’s equation afresh. That is we compute the true
potential from the standard formula (Binney & Tremaine
2008)
Φ(r, θ, φ) =
∑
ℓm
Φℓm(r)Y
m
l (θ, φ), (11)
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. The average power of the dipole (black) and
quadrupole (red) components of the potential as functions of ra-
dius at a series of times during which NBODY6 has integrated the
equations of motion.
where
Φℓm(r) = − 4πG
2l + 1
[
1
rl+1
∫ r
0
da ρℓm(a)a
l+2
+ rl
∫ ∞
r
da a1−lρℓm(a)
]
. (12)
Here (r, θ, φ) are polar coordinates around the mean-field
centre and
ρℓm(a) ≡
∫
d2ΩY m∗l (θ, φ)ρ(a, θ, φ). (13)
Our knowledge of the density ρ(x) is limited to the Monte
Carlo sample provided by NBODY6. Given this fact, a nat-
ural procesdure is to estimate ρ(x) by binning particles in
spherical shells of finite thickness and then discretising the
integrals in equation (12) into sums over bins. It is not hard
to show that the statistical noise in the resulting estimate
of Φℓm is essentially invariant as we reduce the thickness of
shells: the increase in the noise level of a each ρℓm is precisely
compensated by the increase in the number of shells that
contribute effectively to Φℓm(r) at a given radius. Hence, it
is safe to reduce the width of shells so each shell contains at
most one particle. In this limit the sum over shells in equa-
tion (12) becomes a sum over particles, with ρℓm(a) replaced
by the value of Y m∗l at the particle’s angular location.
Each black curve in Fig. 4 shows the average over all
realisations of the spectral power
c1(r) =
1∑
m=−1
∣∣Φ1m(r)∣∣2 (14)
of the dipole component of the potential at a given time.
The lowest curve is for t = 0, i.e., the initial conditions, and
as the time of integration increases, the corresponding curve
moves upwards. Fig. 5 shows c1(b) as a function of time. The
curve strongly resembles the curve of
〈
s2
〉
shown in Fig. 1. In
particular, at later times c1 ∝ t. The growth of the dipole in
Φ by a factor in excess of 10 puts a lower limit on the extent
to which the initial conditions are unnaturally symmetric
because they neglect the long-range correlations that grow
rapidly when stars move in the self-consistent potential.
Figure 5. The average dipole power c1(b) at r = b as a function
of time.
Figure 6. Each curve shows for a given time the average over re-
alisations of cos θ, where θ is the angle between the dipole formed
by the particles within radius r of the mean-field centre and the
dipole formed by the remaining particles. The blue and red curves
are for the initial conditions and the latest time, respectively.
Each red curve in Fig. 4 plots the ensemble average of
the magnitude
c2(r) =
2∑
m=−2
∣∣Φ2m(r)∣∣2 (15)
of the quadrupole component of Φ(x). The curves are similar
to the dipole curves, but depressed by a factor of order 10
and displaying weaker growth of quadrupole distortions as
NBODY6 advances the particles.
From the perspective of perturbation theory, displace-
ment of the physical centre from the mean-field centre causes
the perturbing potential ∆Φ (eqn 8) to be dominated by a
dipole term, so the results of this section are natural conse-
quences of the random walk we inferred in the last section.
The dominance of the dipole component of Φ explains
why H18 found from the Balescu-Lenard equation that the
rate of relaxation was dominated by the dipole of the per-
turbing potential. The much reduced values of
〈
s2
〉
when
the mean-field potential is used to advance particles corre-
sponds to strong reduction in the relaxation rate when H18
c© 0000 RAS, MNRAS 000, 000–000
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switched off self gravity. On account of the random nature of
the motion of the physical centre, the perturbing dipole po-
tential has the stochastic nature assumed in the derivation
of the Balecu-Lenard equation.
H18 found that the largest contribution to the relax-
ation rate came from the ℓ = 1 mode in which the cluster’s
core and halo move in antiphase. In such a mode, the dipoles
in the density distribution at small and large r should have
opposite directions. The complex numbers ρ1m define a vec-
tor
D ≡ (√2ℜeρ11,√2ℑmρ11, ρ10) . (16)
Each curve in Fig. 6 plots the average over all realisations
of
cos(θ) ≡ D
−
r ·D+r
|D−r ||D+r |
, (17)
where D−r is the vector (16) defined by the dipole formed
by all the particles interior to radius r, while D+r is the vec-
tor associated with the remaining particles. The blue curve
shows that in the initial conditions the interior and exte-
rior dipoles have random relative orientations, regardless of
the radius taken to define ‘interior’. As NBODY6 advances
the particles, anti-alignment of the dipoles emerges rapidly.
We take the radius at which a curve passes its minimum as
the measure of the boundary between the zones of opposite
alignment: if r is decreased from this value, | 〈cos θ〉 | de-
creases because shells with interior alignments are classified
as exterior. Conversely, if r is increased | 〈cos θ〉 | decreases
because shells with exterior alignment are classified as inte-
rior. Fig. 6 shows that in the first snapshot, the boundary
lies at r ≃ 4b while in the last snapshot the boundary has
reached r ≃ 11b. In the initial snapshot | 〈cos θ〉 | is very
small for r & 10b, indicating that shells outside 10b have
randomly aligned dipoles. As NBODY6 advances the cluster,
the point at which | 〈cos θ〉 | becomes small moves rapidly
outwards as larger and larger shells align their dipole in op-
position to the cluster’s core.
4.1 Impact of global fluctuations
How much relaxation can be attributed to the large-scale
fluctuations in Φ that we have just quantified?
To answer this question we start from the equation for
the rate of change of a particle’s energy E = 1
2
v2 + Φ:
dE
dt
=
∂Φ
∂t
, (18)
which yields the change ∆E in E during an interval τ as
∆E(τ ) =
∫ τ
orbit
dt
∂Φ
∂t
. (19)
Squaring both sides and taking the expectation value over
orbits we find
〈
(∆E)2
〉
τ
=
∫ τ
0
dt
∫ τ
0
dt′
〈
∂Φ
∂t
∂Φ
∂t′
〉
(20)
Figure 7. Estimates of the the mean-square fluctuations in the
monopole (full), dipole (dashed) and quadrupole (dotted) com-
ponents of the potential (eqn. 29) versus simulation time.
With the expansion of equation (11) this becomes〈
(∆E)2
〉
τ
=
∑
ℓmℓ′m′
∫ τ
0
dt
∫ τ
0
dt′
×
〈∂Φ∗ℓm
∂t
∂Φℓ′m′
∂t′
Y m∗l (θ, φ)Y
m′
ℓ′ (θ
′, φ′)
〉
. (21)
Since we are taking the expectation over spherical clusters,
we are effectively integrating over angles. If the primed an-
gles were independent of the unprimed angles, the expec-
tation value would vanish for l > 0. But when t ≃ t′, the
primed and unprimed angles are similar, and the expecta-
tion value approximates〈
Y m∗l (θ, φ)Y
m′
ℓ′ (θ, φ)
〉
= (4π)−1δlℓ′δmm′ . (22)
Let 2τℓ be the time during which the primed and unprimed
angles are sufficiently nearly equal for (4π)−1δll′δmm′ to be
a useful approximation to the expectation of the product of
spherical harmonics in equation (21). Then we have〈
(∆E)2
〉
τ
≃ 1
4π
∫ τ
0
dt
∫ t+τℓ
t−τℓ
dt′
∑
ℓm
〈∂Φ∗ℓm
∂t
∂Φℓm
∂t′
〉
. (23)
If Φ were a stationary random process, the integrand of the
integral over t would be independent of t and equation (23)
would predict that
〈
(∆E)2
〉
τ
∝ τ as we expect from a diffu-
sive process. In our simulations, Φ is not a stationary process
because the simulations start from anomalously small ∆Φ,
but 4πd
〈
(∆E)2
〉
τ
/dτ is still given by the t integrand of
equation (23).
To estimate the typical size of ∂Φℓm/∂t we first note
the expression for the fluctuating part of the potential:
δΦ(x, t) =
∑
ℓm
Φℓm(|x|, t)Y mℓ (x). (24)
This yields the mean-square amplitude of the fluctuations
as〈
δΦ2(r)
〉 ≃ 1
4π
∑
ℓm
〈|Φℓm(r)|2〉 . (25)
Hence in equation (23) we may use the estimate
1
4π
∑
ℓm
〈∂Φ∗ℓm
∂t
∂Φℓm
∂t′
〉
≃
〈
(δΦ)2
〉
τ 2
, (26)
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Figure 8. Three estimates of d
〈
(∆E)2
〉
/dt. The full curve is
obtained by differencing the energies of particles between snap-
shots of simulations. The dotted curve is the analytic prediction
(32) of local scattering theory. The dashed curve is obtained from
equations (27) and (30) by measuring the amplitudes of the fluc-
tuations in the monopole, dipole and quadrupole contributions to
the potentials of individual simulations and taking the character-
istic duration of a fluctuation to be τ = 8.6tI.
where τ is an appropriate average of the τℓ. With this esti-
mate equation (23) becomes〈
(∆E)2
〉
τ
≃
∫ τ
0
dt
∫ t+τ
t−τ
dt′
〈
(δΦ)2
〉
τ2
≃
∫ τ
0
dt
〈
(δΦ)2
〉
τ
, (27)
where the second equality requires that the expectation now
involves averaging over particle radii as well as angles.
Now we estimate
〈
(δΦ)2
〉
by ranking stars by radius in
each cluster snapshot, and for the particle ranked i in the
αth realisation we compute the values for ℓ = 0, 1, 2 of
Φ
(ℓ)
αi ≡
∑
m
Φℓm(|xαi|)Y ml (xαi), (28)
i.e., the contributions of the monopole, dipole and
quadrupole to the potential energy of the ith ranked par-
ticle in a particular realisation. Then we compute the sums
over realisations
S
(ℓ)
i ≡
1
N
N∑
α=1
〈(
Φ
(ℓ)
αi −Φ(ℓ)tot(xαi)
)2〉
, (29)
where Φ
(ℓ)
tot is obtained from the potential computed from
the locations of all 10 million stars at the given time. When
we average in this way over all realisations we obtain a po-
tential that has negligible dipole and quadrupole contribu-
tions, but a monopole contribution that is very similar to,
but significantly different from the analytic isochrone poten-
tial. S
(ℓ)
i is a measure of the amplitude of the fluctuations in
Φ contributed by the ℓ multipole at the typical radius of the
ith ranked particle. Hence the quantity
〈
(δΦ)2
〉
encountered
above is just S
(ℓ)
i summed over ℓ and averaged over i:〈
(δΦ)2
〉
=
∑
ℓ
S
(ℓ)
where S
(ℓ) ≡ 1
N
∑
i
S
(ℓ)
i . (30)
The full, dashed and dotted curves in Fig. 7 show for
ℓ = 0, 1, 2, respectively, the values of S
(ℓ)
versus time. Ini-
tially, the monopole is largest, but it is soon overtaken by the
dipole, which continues to rise throughout the simulated pe-
riod, whereas the monopole stagnates. The quadrupole con-
tinues to rise but is much smaller than either the monopole
or dipole.
The dashed curve in Fig. 8 shows the resulting esti-
mate from equations (27) and (30) of the rate of growth of〈
(∆E)2
〉
when one sets τ = tN = 8.6tI (Appendix A). The
full curve in Fig. 8 shows the actual rate of growth of (∆E)2.
Although the shapes of the two curves are very different, at
the latest time they agree in magnitude better than one has
any right to expect given the approximations involved in the
computation of the dashed curve.
In Appendix B we quote the formulae for the diffusion
coefficients in energy that are yielded by local scattering the-
ory. When the second-order diffusion coefficient is integrated
over the isochrone, we find
D2 ≡
∫
dE g(E)f(E)
〈
dE2
dt
〉
= 1.20 lnΛ× 10−5 σ
5
b
, (31)
where σ2 ≡ GM/b. The theory predicts that when we aver-
age d
〈
∆E)2
〉
/dt over all particles, we should find that
d
〈
(∆E)2
〉
dt
= D2. (32)
The dotted line in Fig. 8 shows this prediction when we
adopt ln Λ = 3.
Interpretation of Fig. 8 is not straightforward. With our
chosen value of ln Λ, local scattering theory yields the correct
order of magnitude for d
〈
(∆E)2
〉
/dt but it predicts that the
latter should be constant rather than falling. The hypothe-
sis that relaxation is driven by large-scale fluctuations also
yields the right order of magnitude for d
〈
(∆E)2
〉
/dt and it
correctly predicts that the latter’s value should be a strong
function of time rather than constant. Fig. 8, however, sug-
gests that it should be a rising rather than a falling function
of time.
Careful consideration reveals that this prediction is
likely be an artifact of how we have estimated the right side
of equation (23): we have taken the time derivatives of Φℓm
to be their values divided by the characteristic time tN . This
procedure makes sense once the system has settled to an ap-
proximate steady state, but initially it is misleading because
the fluctuations start from anomalously small amplitudes, so
we estimate that they initially have very small time deriva-
tives. Fig. 5 shows clearly that the dipole’s time derivative
is initially large, presumably because over-dense regions are
falling together, even though its initial magnitude is small.
A better estimate of the initial time derivatives of the Φℓm
would be the values they will acquire a time tN later, divided
by tN . If we liken the large-scale fluctuations to harmonic
oscillators, they start with zero amplitude and maximum
velocity, and consequently have large time derivatives.
5 DRIFT VELOCITIES IN ACTION SPACE
We now use the NBODY6 data to compute the velocities with
which stars drift through action space. This is a more so-
phisticated and direct probe of relaxation than
〈
(∆E)2
〉
,
which is just a global average of the extent to which stars
shuffle parallel to a particular direction in action space and
takes no account of the fact that most shuffles cancel one
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another: the distribution function f(J) is unchanged when
two stars at similar action-space locations exchange energy
but
〈
(∆E)2
〉
is incremented.
H18 show that in the case of a spherical system, action
space, which is generically three-dimensional with Carte-
sian coordinates (Jr, Jz, Jφ), can be reduced to the two-
dimensional space spanned by J˜ ≡ (Jr, L), where L ≡
Jz+ |Jφ| is the magnitude of the angular momentum vector.
The mass density of stars in this space is (2π)3 times
f2 ≡ 2Lf, (33)
where f is the full DF, normalised such that M =
(2π)3
∫
d3J f . H18 present plots of the stellar fluxes in two-
dimensional action space computed both from the BL equa-
tion and from local scattering theory. Their fluxes were nor-
malised to the case of N = 105 stars in a cluster. In our
comparisons below we renormalise their fluxes to clusters of
1000 stars.
The flux F in the J˜ plane is associated with a drift
velocity
V(J) ≡ F(J)
f2(J)
. (34)
From each snapshot it is straightforward to compute each
particle’s value of J˜ from its energy and angular momen-
tum because for the isochrone we have an expression for the
Hamiltonian
H(J˜) = − (GM)
2
2[Jr +
1
2
(L+
√
L2 + 4GMb)]2
, (35)
so we can solve for Jr(E,L). We divide two-dimensional ac-
tion space into cells of varying size and we compute the mean〈
∆J˜
〉
of the changes in J˜ experienced by stars in each cell
during the last half of the simulations, i.e., a time ∆t = 5tN .
The drift velocity at the centre of the cell is taken to be
V =
〈∆J〉
∆t
. (36)
The centre panel of Fig. 9 shows the resulting velocities,
while the top and bottom panels show the velocities that
correspond to the flux vectors computed by H18 from the
BL equation and local scattering theory, respectively. The
length ℓ of an arrow encodes the speed to the flow via the
non-linear scaling
ℓ
(GMb)1/2
= 1.25 × 10−3 asinh(V/V0). (37)
where V0 = 10
−5GM/b. The length of an arrow is then a
linear function of V for V ≪ V0 and a logarithmic function
for V ≫ V0.
The three panels differ considerably from one another.
The BL vectors in the top panel have a very strong tendency
to point towards the origin, while outside the bottom left
corner, the local-scattering vectors in the bottom panel point
resolutely upward. The NBODY6 vectors are something of a
compromise between these two extremes, consistent with the
BL and local-scattering vectors capturing opposite halves of
what actually happens in a cluster. A feature of the NBODY6
vectors that is captured by the BL vectors is the tendency
to converge on a point at low Jr and non-zero L. However,
the point of convergence lies at substantially larger L in the
BL panel than in the NBODY6 panel. A striking feature of the
Figure 9. The drift velocity through two-dimensional action
space obtained from the BL equation (top), NBODY6 data via
equation (36) (centre) and local scattering theory (bottom). The
length of an arrow represents the magnitude of the velocity using
the non-linear scale of equation (37).
NBODY6 panel that is captured by neither the other panels is
a strong tendency for vectors to align with lines of constant
H , which run from upper left to lower right. The NBODY6 and
the BL vectors have similar lengths at all points, while the
vectors from the local approximation are shorter, especially
at low Jr. Thus the local approximation materially under-
estimates the speed of relaxation.
Given that H18 included only a handful of resonant
pairings, it is inevitable that the BL vectors differ signif-
icantly from the NBODY6 vectors. The conflict between the
local-scattering and NBODY6 vectors clearly confirms that im-
portant physics is missed by local-scattering theory. That
physics is the excitation of system-scale oscillations that is
made possible by self-gravitation. Thus Fig. 9 further con-
firms the essential message of H18 that the traditional theory
of cluster evolution is highly unsatisfactory.
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5.1 Entropy generation
In the central panel Fig. 9, the NBODY6 velocity vectors ap-
pear to converge around the point J˜ = (0.4, 0.2)
√
GMb. This
convergence implies that in this region f2 is increasing and
consequently the entropy density is decreasing. In this sub-
section we show that notwithstanding the local rise of f2,
the cluster’s entropy is increasing as it must be.
With f normalised to unit integral through action
space, the entropy of a cluster in equilibrium is
S = −
∫
d3J f ln(fh3), (38)
where h is a constant with the dimension of Planck’s con-
stant to ensure that the argument of the logarithm is di-
mensionless. We need to apply this formula to the case of
an spherical system, when f(Jr , L). As in H18 we define as
a third coordinate for action space the cosine β of an orbit’s
inclination angle, and then we have that d3J = dJrLdLdβ.
Substituting this expression into equation (38) and integrat-
ing over allowed values of β we obtain
S = −2
∫
d2J˜Lf ln(fh3). (39)
Differentiating with respect to time, we obtain
dS
dt
= −2
∫
d2J˜L
∂f
∂t
[
ln(fh3) + 1
]
= −
∫
d2J˜
∂f2
∂t
[
ln(fh3) + 1
]
, (40)
where the second equality uses equation (33). Differentiation
of the normalisation condition on f2 leads to the conclusion
that we can drop the +1 from the square bracket. Then we
use the BL equation to eliminate ∂f2/∂t in favour of the flux
F in J˜ space to obtain
dS
dt
=
∫
d2J˜∇J · F ln(fh3). (41)
The divergence theorem and the fact that in the case of
an isotropic system the DF has the form f(H) allow us to
obtain from this
dS
dt
= −
∫
d2J˜ F · ∇J ln(fh3)
= −
∫
d2J˜ F ·Ωd ln f
dH
. (42)
Given that d ln f/dH < 0, this equation states that entropy
increases if on average the action-space flux F crosses con-
tours of constant H outwards.
The upper panel of Fig. 10 combines velocity vectors in
action space with contours of constant H (in red). We see
that in much of the space stars flow approximately along
lines of constant H . In the lower left of the figure there
is strong upward movement of stars and thus entropy cre-
ation, while in the upper right region stars are moving to
lower energy, so entropy is being destroyed. The lower panel
of Fig. 10 shows the rate of entropy generation in a grey-
scale plot, with the boundary between entropy creation and
destruction marked by a blue contour. Entropy is destroyed
in most of the depicted part of action space, but the typical
creation rates far exceed the destruction rates, so overall net
entropy is created, as is physically mandatory.
Figure 10. Upper panel: the lower-energy part of the central
panel of Fig¿ 9 enlarged and with contours of constant E super-
posed in red. Lower panel: the rate of entropy production in this
part of action space. The blue contour divides entropy creation
at lower left from entropy destruction at upper right.
6 CONCLUSIONS
A suite of 10 000 simulations of different realisations of 1000-
particle isochrone clusters demonstrates that the neglect of
self-gravity by the traditional theory of cluster evolution
leads to a seriously incomplete picture of how clusters re-
lax. Over the short durations (∼ 3 crossing times) of our
simulations, self-gravity amplified the original Poisson noise
by an order-of magnitude. Figs. 4 and 5 show that the am-
plification was still some distance from attaining statistical
equilibrium by the end of our simulations, so our estimates
of the importance of self-gravity must be on the low side. An
important implication of this finding is that when a simula-
tions is started by randomly sampling a DF, it starts from
an anomalously regular configuration that would not occur
in nature. Several crossing times are required for the noise
level in the system to settle to a stationary level.
Our experiments were stimulated by the finding of H18
from the BL equation that self-gravity substantially in-
creases the relaxation rate of clusters. Their conclusion was
in large measure based on the demonstration of strong ex-
citation by Poisson noise of a cluster’s fundamental dipole
mode, a result presaged by the far-sighted work of Wein-
berg (1993, 1998). Our direct-summation N-body simula-
tions confirm that the dipole mode, in which the centre
moves in opposition to the halo, is powerfully excited.
We have investigated the extent to which system-scale
fluctuations in the gravitational potential can account for
diffusion in energy, which is traditionally ascribed to the cu-
mulative effect of stars scattering off other stars. This analy-
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sis is tricky because the fluctuations are far from a stationary
random process during our brief simulations. However, Fig. 8
provides strong evidence that these fluctuations are at least
as effective as star-star scattering in causing the energies of
stars to evolve.
Clusters evolve through stars changing their locations in
action space. H18 showed that the action space of a spher-
ical system can be reduced to the two-dimensional space
spanned by radial action Jr and the magnitude L of the
angular-momentum vector. Within cells in this space we
have determined the mean drift velocity of stars in the N-
body simulations and compared these with predictions from
the BL equation and local-scattering theory. Fig. 9 shows
that the complex action-space flow recovered from the N-
body simulations differs from those predicted from the BL
equation on the one hand and local-scattering theory on the
other in ways that suggest that each of the competing pre-
dictions captures roughly a half of the whole picture. The
theoretical predictions differ from one another in that the
prediction obtained from the BL equation by H18 is known
to be incomplete, and is in principle capable of improvement,
while that derived from local-scattering theory is definitive
and incapable of modification.
Our final conclusion is, therefore, that local-scattering
theory is of very limited value. With a judiciously chosen
value of its free parameter, ln Λ, it can be forced to yield
a reasonable value for the relaxation rate. It also correctly
predicts that stars in the cluster’s halo gain energy at the
expense of stars in the core. But it is seriously misleading as
regards the basic physics of relaxation and predicts the flow
of stars through action space wrongly.
It seems then that to continue work on cluster evolution
based on local-scattering theory would be a mistake. Future
work should either rely on N-body simulations, or employ
the BL equation. For the latter to become a realistic option,
one would have to develop a much more efficient code for
the computation of diffusion coefficients than that used by
H18. the extent to which this is possible is unclear, but it is
surely worth a try.
We employed the direct-summation code NBODY6 be-
cause we were anxious to exclude any suggestion that our
simulations did not handle star-star scattering accurately.
If, as now seems likely, relaxation is largely driven by
system-scale fluctuations, costly direct-summation could be
replaced by a less costly ‘collisionless’ method of force de-
termination, such as tree summation or Fourier transforms.
This is another promising direction for future work.
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APPENDIX A: UNITS
The isochrone has natural length- and time-scales, b and
(GM/b3)−1/2. Initial conditions for an N-body simulation of
an equilibrium system also define natural length- and time-
scales, rN and tN . Here we determine the relations between
these two systems when the initial conditions are those of
an isochrone.
From the initial conditions one can compute the clus-
ter’s potential energy
W ≡ − 1
2
∑
i6=j
Gm2
|xi − xj | , (A1)
where m is the mass of each of the N stars in the cluster.
For any given value of rN , we have
W = −GM
2
2rN
〈
1
|x˜− x˜′|
〉
, (A2)
where x˜ ≡ x/rN is a dimensionless vector. NBODY6 rescales
the coordinates by choosing rN such that the expectation
value in equation (A2) is unity. Then the cluster’s potential
energy is
W = −GM
2
2rN
. (A3)
From the initial conditions we can compute the mean-
square speed
σ2 ≡ 1
N
N∑
i=1
v2i =
〈
v2
〉
. (A4)
By the virial theorem, σ2 is related to W by
2K =Mσ2 = −W = GM
2
2rN
. (A5)
With tN any time, and t˜ ≡ t/tN and
v˜ ≡ dx˜
dt˜
=
tN
rN
v, (A6)
dimensionless times and velocities, the mean-square of the
dimensionless velocities is
σ˜2 =
GM
2r3N
t2N . (A7)
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Figure A1. The coefficients for diffusion in energy according to
local-scattering theory. The full curve show 〈dE/dt〉 /(σ3/b) while
the dashed curve shows twenty times
〈
dE2/dt
〉
/(σ5/b), where
σ2 = GM/b.
NBODY6 scales times with tN chosen such that σ˜
2 = 1
2
, so
tN =
(
r3N
GM
)1/2
. (A8)
The potential energy of the isochrone is
W = −
(
π
2
− 4
3
)
GM2
2b
. (A9)
Comparing this with equation (A3) we find
b = 0.2375rN . (A10)
From equation (A8) we have
tN = 8.642
(
b3
GM
)1/2
. (A11)
The period of orbits confined to the core is P = 2π
√
2tI ≃
tN .
APPENDIX B: DIFFUSION COEFFICIENTS IN
ENERGY
Here we list the formulae from Theuns (1996) and Spitzer
(1987) from which we have computed the coefficients that
govern diffusion in energy in the approximation of local scat-
tering.
In a system of total mass M comprising N stars the
density of states is
g(E) = (4π)2
∫ rmax(E)
0
dr r2v(E, r) (B1)
where v(E, r) =
√
2(E − Φ) and rmax(E) is the radius at
which v vanishes. A related quantity, the density of states
weighted by v2, is given by
h(E) = (4π)2
∫ rmax(E)
0
dr r2v3. (B2)
With the DF normalised so that
∫
dE g(E)f(E) = 1, the
diffusion coefficients are〈
dE
dt
〉
= − (4πGM)
2
N
lnΛ
[
1
g(E)
∫ E
−∞
dE′ g(E′)f(E′)
−
∫ ∞
E
dE′ f(E′)
]
〈
dE2
dt
〉
=
2(4πGM)2
N
ln Λ
[
1
g(E)
∫ E
−∞
dE′ h(E′)f(E′)
+
h(E)
g(E)
∫ ∞
E
dE′ f(E′)
]
.
(B3)
Fig. A1 shows the diffusion coefficients. The first-order coef-
ficient changes sign from positive to negative as the bind-
ing energy decreases. A useful check on the numerics is
provided by the requirement of energy conservation that∫
dE g(E) 〈dE/dt〉 = 0.
c© 0000 RAS, MNRAS 000, 000–000
