We estimate a New-Keynesian macro-…nance model of the yield curve incorporating learning by private agents with respect to the long-run expectation of in ‡ation and the equilibrium real interest rate. A preliminary analysis shows that some liquidity premia, expressed as a degree of mispricing relative to no-arbitrage restrictions, and time variation in the prices of risk are important features of the data. These features are, therefore, included in our learning model. The model is estimated on U.S. data using Bayesian techniques. The learning model succeeds in explaining the yield curve movements in terms of macroeconomic shocks. The results also show that the introduction of a learning dynamics is not su¢ cient to explain the rejection of the extended expectations hypothesis. The learning mechanism, however, reveals some interesting points. We observe an important di¤erence between the estimated in ‡ation target of the central bank and the perceived long-run in ‡ation expectation of private agents, implying the latter were weakly anchored. This is especially the case for the period from mid-1970s to mid-1990s. The learning model also allows a new interpretation of the standard level, slope, and curvature factors based on macroeconomic variables. In line with standard macro-…nance models, the slope and curvature factors are mainly driven by exogenous monetary policy shocks. Most of the variation in the level factor, however, is due to shocks to the output-neutral real rate, in contrast to the mentioned literature which attributes most of its variation to long-run in ‡ation expectations.
Introduction
The modeling of the term structure of interest rates has evolved signi…canlty since Du¢ e and Kan (1996) provided a complete characterization of the class of no-arbitrage a¢ ne models in which bond yields are a linear function of latent variables. The system proposed by Du¢ e and Kan was soon extended by a vector autoregressive (VAR) model including both latent factors and observable macroeconomic variables (see Ang and Piazzesi (2003) ). This reduced-form framework naturally led to more structural approaches where the macroeconomic dynamics are governed by rational expectations linearized NewKeynesian models, as in Hördahl, Tristani, and Vestin (2006) and Rudebusch and Wu (2008) . Although such New-Keynesian models impose a number of restrictions on the macro dynamics, the pricing kernel adopted in these models is still determined exogenously, allowing some ‡exibility in the speci…cation of the risk premia. Wu (2006) and Bekaert, Cho, and Moreno (2010) come a step closer to the structure implied by dynamic stochastic general equilibrium (DSGE) models by imposing a stochastic discount factor consistent with the utility function of the representative agent of the linearized economy, leading to endogenous and constant prices of risk. The evolution of macro-…nance models for the yield curve suggests that a possible benchmark for such models could be described by a New-Keynesian framework characterized by (i) rational expectations, (ii) the lack of arbitrage opportunities, and (iii ) consistent and, therefore, constant prices of risk.
Despite the mentioned advances of macro-…nance models, their empirical success in …tting the yield curve seems to depend on the inclusion of highly inert latent factors. Kozicki and Tinsley (2001) and Kozicki and Tinsley (2002) suggest that one such factor may be related to the long-run in ‡ation expectation of agents (endpoints). Bekaert, Cho, and Moreno (2010) , Dewachter and Lyrio (2006) , and Hördahl, Tristani, and Vestin (2006) use a similar approach and introduce a time-varying in ‡ation target of the central bank and show that it is crucial to explain the time variation in long-run yields. Dewachter and Lyrio (2008) , on the other hand, propose an alternative model in which the rational expectations assumption is replaced by a learning mechanism which allows private agents to update their long-run expectations about in ‡ation and the equilibrium real interest rate. These expectations seem to be su¢ -ciently volatile to account for most of the variation in long-maturity yields. The inclusion of learning in yield curve models might also help clarify a common rejection of the extended expectations hypothesis.
Empirical tests have consistently rejected the joint null hypothesis of rational expectations and the extended expectations hypothesis for the yield curve (see Shiller, Campbell, and Schoenholtz (1983) ). In general, these rejections have been interpreted as a rejection of the expectations hypothesis. Kozicki and Tinsley (2005b) point out, however, that the introduction of learning by private agents with respect to the central bank's in ‡ation target might generate su¢ ciently strong deviations from rational expectations to explain such rejections. This is the case since long-horizon yields depend on long-horizon expectations of the policy rate which incorporates in ‡ation expectations. These expectations, in turn, are anchored by market perceptions regarding the central bank's in ‡ation target. This paper assesses the empirical success of a New-Keynesian macro-…nance model for the yield curve incorporating learning by private agents with respect to the long-run values of macroeconomic variables.
Since our goal is to develop a model which is able to identify the economic sources behind movements in the yield curve with an improved ability to …t the data, we relax the other two restrictions imposed by consistent macro-…nance models, i.e. (i ) the absence of arbitrage opportunities, and (ii ) the use of endogenous constant prices of risk. In order to assess the empirical implication of each of these restrictions, we …rst compare the performance of a benchmark model characterized by rational expectations, noarbitrage, and consistent prices of risk with two extensions to this model. A …rst extension to the benchmark model allows for time-varying prices of risk and hence does not impose consistency between the pricing kernel and the linearized New-Keynesian macroeconomic framework. In our set-up, the prices of risk are a function of the observable macroeconomic variables. A second extension allows for liquidity premia, i.e. mispricing terms expressed as constant maturity-speci…c deviations of the actual yield curve from the one implied by no-arbitrage restrictions. These imply arbitrage possibilities which are di¢ cult to justify within a pure macro-…nance framework. We interpret these mispricing terms as liquidity or preferred habitat e¤ects. Since both extensions turn out to be important, they are incorporated in our macro-…nance model with learning. This …nal version allows us to evaluate the mentioned conjecutre by Kozicki and Tinsley (2005b) regarding the expectations hypothesis puzzle. The learning dynamics adopted in this paper is an extension to the one proposed by Kozicki and Tinsley (2005b) and Dewachter and Lyrio (2008) . It allows private agents to update their perceived long-run expectations of in ‡ation and the equilibrium real rate taking into consideration public and private signals, the latter consisting of exogenous belief shocks and endogenous adaptive learning.
All model versions are estimated on U.S. data using Bayesian techniques.
1 Although computationally intensive, this approach integrates informative priors avoiding unreasonable regions of the parameter space and numerical near singularities. The posterior distribution of the parameters is obtained using standard Markov Chain Monte Carlo (MCMC) methods based on three information sources: macroeconomic variables, the yield curve, and surveys of in ‡ation expectations. The inclusion of survey data in the measurement equation is motivated by the need for the identi…cation of the perceived macroeconomic dynamics. 2 Model versions are compared using the marginal likelihood of the respective models and the Schwarz Bayesian Information Criterion (BIC).
As mentioned before, our results indicate that some liquidity premia (mispricing) and time variation in the prices of risk are important features of the data. These features are, therefore, incorporated in a extended model with learning. Although the estimates for the structural part of this model are in general in line with the literature, the results show that the introduction of a learning dynamics is not su¢ cient to explain the rejection of the extended expectations hypothesis. The learning mechanism, however, reveals some interesting points. The results show an important disconnection between the in ‡ation target of the central bank and the perceived long-run in ‡ation expectation of private agents, implying that the latter were weakly anchored. This is especially the case from the mid-1970s to the mid-1990s. Also, this disconnection and the variability in the perceived output-neutral real rate seem important to explain a signi…cant part of the variability in long-term yields. Finally, the learning model also allows a new interpretation of the standard level, slope, and curvature factors based on macroeconomic variables. In line with standard macro-…nance models, the slope and curvature factors are mainly driven by exogenous monetary policy shocks. Most of the variation in the level factor, however, is due to shocks to the output-neutral real rate, in contrast to the mentioned literature, which attributes most of its variation to long-run in ‡ation expectations.
The remainder of the paper is organized as follows. In Section 2, we present a general macro-…nance framework incorporating a New-Keynesian macro model with learning, liquidity premia (mispricing), and ‡exible prices of risk. Section 3 describes the econometric methodology used in the paper and Section 4 presents the empirical results. The latter includes a comparison among the alternative versions of the macro-…nance model, a analysis of the posterior density of our extended learning model, and the implications for the yield curve. Section 5 summarizes the main …ndings of the paper.
The model
The class of macro-…nance models for the yield curve is built around (i) a macroeconomic framework, described under the historical probability measure, and (ii) a …nancial framework, which models the term structure of interest rates under the risk-neutral measure. This section presents a macro-…nance model which extends standard models in both dimensions.
For the macroeconomic dynamics, our benchmark case consists of a standard rational expectations
New-Keynesian macro model, including unobserved variables representing the in ‡ation target of the central bank and the output-neutral real interest rate. We extend this framework with the inclusion of learning by private agents with respect to the long-run in ‡ation expectation and the output-neutral real interest rate. This gives rise to the distinction between actual and perceived laws of motion for the macroeconomy.
For the yield curve, our benchmark case assumes no-arbitrage and consistency between the stochastic discount factor and the structural macroeconomic framework, as in Bekaert, Cho, and Moreno (2010), which gives rise to endogenous and constant prices of risk. We extend this case allowing for (i) liquidity premia, expressed as constant mispricing terms relative to the no-arbitrage model, and (ii) time-varying prices of risk, which implies we do not impose consistency between the pricing kernel and the IS equation.
In the empirical section below, we …rst assess the separate impact of allowing for mispricing and timevarying prices of risk on the performance of the benchmark model. In this section, we present a model including all three features, i.e. learning, mispricing, and time-varying prices of risk. The benchmark case and its extensions can be easily recovered from this general set-up.
Macroeconomic dynamics
The macroeconomic dynamics is described by a standard New-Keynesian framework incorporating a 
with the cost-push shock following a …rst-order autoregressive process:
with " v ;t IID N (0; 1). This set-up is based on Calvo (1983) sticky price model in which at each period only a fraction of …rms reoptimizes prices. Following Galí and Gertler (1999) , we assume that nonoptimizing …rms use the following indexation scheme:
where 0 1. We impose a vertical Phillips curve in the long run by restricting the discount factor, , to 1. In this case, 1; = (1 2; ): We adopt a Fuhrer (2000) type of IS equation characterized by endogenous inertia in the output gap dynamics due to the inclusion of habit formation in the consumer's utility function. Maximization of consumer's expected utility leads to the standard IS equation:
where and h represent the level of relative risk aversion and habit persistence, respectively, and v y;t follows a …rst-order autoregressive process: 4 v y;t = ' y v y;t 1 + vy " vy;t :
3 The introduction of a time-varying equilibrium real rate is motivated by recent estimates for the U.S. by Laubach and Williams (2003) , Clark and Kozicki (2004), and Bjørnland, Leitemo, and Maih (2008) . Trehan and Wu (2007) also stress the importance of accounting for the time variation in the equilibrium real rate in the analysis of monetary policy. Additional evidence comes from the TIPS market. Gürkaynak, Sack, and Wright (2008) show that long-run real yields display signi…cant and persistent time variation. We model this rate as a purely exogenous process, capturing persistent shocks in productivity, preferences, …scal policy or …nancial premia. 4 Consumer's utility function is given by
where Cs represents consumption and Fs is a combined factor consisting of preference shocks Gs and habit Hs, Fs = GsHs:
Habit is speci…ed as a function of past consumption, Hs = C s 1 , with = h( 1) and 0 h 1: Furthermore, vy;t = ln Gt.
with " v y ;t IID N (0; 1): The output-neutral real interest rate is implicitly de…ned as the long-run equilibrium real interest rate. Ex-ante real rates (i t E t t+1 ) above (below) t lead to a decrease (increase) in output. A relatively strong forward-looking behavior is an implicit characteristic of both the Phillips curve and the IS equation described above. This is due to the fact the parameters 1; and y are necessarily betwen 0:5 and 1. The risk-free monetary policy interest rate, i t , is modeled as an extended Taylor (1993) rule:
with " v i ;t IID N (0; 1), and where v i;t is a autoregressive policy shock 5 and the target interest rate,
, is a function of both the in ‡ation and output gaps:
This speci…cation implies that for > 0 and y > 0 central banks follow an active policy. The targeted real interest rate (i T t E t t+1 ) increases above (decreases below) t in function of positive (negative) in ‡ation or output gaps:
Eq. (10) shows that t can also be interpreted as the real rate target of the central bank. Since in steady state t = t and y t = 0, the central bank implicitly aims at a real rate equal to t . Finally, the dynamics of t and t are modeled as random walks:
with " ;t IID N (0; 1) and " ;t IID N (0; 1):This introduces stochastic endpoints for in ‡ation and the risk-free interest rate. 6 By construction, in ‡ation ( t ) and the real rate (i t t ) converge in expectation towards t and t ; respectively (lim s!1 E t t+s = t and lim s!1 E t i t+s = t + t ).
Learning dynamics
We follow Kozicki and Tinsley (2005a) and Doh (2007) and di¤erentiate between the beliefs held by private agents and those held by the central bank. 7 We restrict these di¤erences to the unobserved long-run tendencies of the economy, i.e. the long-run in ‡ation expectation and the output-neutral real interest rate. Such di¤erences can be motivated by the assumption that private agents have imperfect information with respect to the central bank's in ‡ation target and the output-neutral real rate. One 5 Therefore, next to allowing for endogenous inertia through in ‡ation indexation, habit formation and interest rate smoothing, we also incorporate exogenous inertia induced by the autocorrelation of supply, demand, and policy shocks, respectively.
6 As shown by Kozicki and Tinsley (2001) , stochastic endpoints are crucial in modeling the link between macroeconomic variables and the yield curve. Most macro-…nance models, however, only include one stochastic endpoint, i.e. the in ‡ation target of the central bank.
7 Orphanides and Wei (2010) also stress the importance of allowing for evolving beliefs about the macroeconomy dynamics to explain movements in long-term yields.
could also assume there is imperfect policy credibility of the central bank with respect to its in ‡ation target. Therefore, we distinguish the stochastic trends perceived by private agents, P t and P t , from the actual stochastic trends inferred by the central bank, t and t . Conditional on the perceived stochastic endpoints, agents form their expectations rationally. 8 The perceived stochastic endpoints change over time according to the following rules:
with initial conditions The learning model in Eq. (13) incorporates a number of standard expectations formation processes.
First, the full-information, rational expectations case implies that agents (i) perceive the observed signals " ;t and " ;t as fully informative, such that ! = ! = 1, and (ii) have perfect information regarding the initial state, i.e. 
Actual and Perceived Laws of Motion
The structural model in Eqs. (1), (5), (8), (12) and (13) 
Analogously, the PLM can be described in state space form as:
The learning dynamics described in Eq. (13) has a signi…cant impact on the actual macroeconomic outcome (ALM). To see this, …rst note that the model described in Section 2.1 implies the existence of an expectations channel. Since subjective expectations with respect to the macroeconomic factors
) are conditioned on the perceived stochastic endpoints X P t , which follow the learning dynamics in Eq. (13), the latter a¤ect the actual macroeconomic dynamics X m t . As a consequence, both components of the private signal updating the perceived stochastic endpoints in Eq. (13) 
The term structure of interest rates
Bond prices are determined in …nancial markets by private agents using subjective expectations with respect to the macroeconomic dynamics. The solution for bond prices is, therefore, implied by the PLM in Eq. (15). We follow Ang and Piazzesi (2003) and solve for the a¢ ne yield curve representation. We assume a log-normal stochastic discount factor:
with prices of risk t linear in the state variable X t :
Imposing the no-arbitrage condition on zero-coupon bond prices with time to maturity , p ( ) t ; implies that bond prices satisfy the equilibrium pricing condition:
9 Denoting the expectations generated under the ALM by E A t , we impose that lim
and can be written as an exponentially a¢ ne function of the state vector:
where the price loadings can be expressed as:
with the risk-free interest rate identi…ed as i t = 0 + 0 1 X t , and initial conditions a 0 = 0 and b 0 = 0: Note that the learning dynamics is integrated in the yield curve model through the PLM matrices C P , P , P , and S P de…ned in Appendix A.
Since the time t yield on a zero-coupon bond with maturity is de…ned as y
; the no-arbitrage yield curve is linear in the state vector: 
leads to constant risk premia once consistency is imposed. Finally, the no-arbitrage yield curve is extended with the inclusion of a maturity-speci…c constant liquidity premium and measurement error ( ) y;t :
with 1 = 0, i.e. no liquidity premium on the one-period bond, and all measurement errors normally distributed (i.i.d.) with mean zero and maturity speci…c variance 
Econometric methodology
The empirical analysis is done within a Bayesian framework. In Secton 3.1, we show how the posterior density is computed taking into account the learning dynamics adopted by private agents. Section 3.2 describes the four model versions analyzed in this paper.
Posterior distribution
Denoting the data set by Z T and the parameter vector for model version i by i ; we can describe the posterior density of i according to Bayes Theorem as:
with p( i ) the prior for the parameters in model version i, L(Z T j i ) the likelihood function, and p(Z T )
the marginal likelihood of Z T (given version i of the model). The likelihood function is constructed under the ALM, treating the factors t ; t ; P t and P t as unobserved variables to the econometrician. The transition equation therefore is given by the ALM dynamics in Eq. (14), which we rewrite making explicit the dependence on the parameter vector i :
The likelihood function is based on the prediction errors identi…ed by the measurement equation, which includes three types of information: (i) macroeconomic data from t ; y t and i t ; (ii) yield curve data, y
; i = 1; : : : ; n y ; and (iii) survey data on in ‡ation expectations, S ( i) ; i = 1; : : : ; n s . The measurement equation is a¢ ne in the state vector X t :
with Z t = [ t ; y t ; i t ; y
( 1) t ; : : : ; y
( 1) t ; : : : ; S
The vector Z contains the mispricing terms . We assume that the variance-covariance matrix of the measurement errors, Z = Z 0 Z , is diagonal and the macroeconomic variables are observed without measurement errors, making Z singular.
The log likelihood function is obtained by integrating out the unobserved latent factors using the Kalman …lter:
with the prediction and updating equations for the mean given by
and for the variance V Z given by
with a Kalman gain
The posterior density of i is in general not known in closed form. We use MCMC methods, in particular the Metropolis-Hastings algorithm, to simulate draws from the posterior. We follow the standard two-step procedure. First, a simulated annealing procedure is used to …nd the mode of the posterior.
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In a second step, the Metropolis-Hastings procedure is used to trace the posterior density of i :
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Given the likelihood L(Z T j i ) and the prior p( i ), the marginal likelihood of the data for model version i is obtained by integrating over the parameter vector i . The marginal likelihood and the BIC criterion are used to evaluate the relative performance of the di¤erent versions of the model.
Model versions
We assess four versions of the macro-…nance model: (i) the Benchmark Model, which assumes rational expectations and full-information by private agents, imposes consistency between the pricing kernel and the IS equation (i.e. implied constant prices of risk), and prices bonds according to no-arbitrage restrictions;
(ii) the Mispricing Model, an extension of the benchmark model allowing for liquidity premia, expressed as constant mispricing terms relative to the no-arbitrage model; (iii) the Flexible Price of Risk Model, an extension of the benchmark model allowing for ‡exible prices of risk; and (iv) the Learning Model, a general model including learning by private agents with respect to the long-run in ‡ation expectation and the equilibrium real rate, and also allowing for liquidity premia and ‡exible prices of risk. Table 1 summarizes the di¤erences across the models. Below we specify the parameter vector to be estimated for each of the versions of the model.
Insert Table 1 Benchmark Model (B). : Therefore, the parameter vector to be estimated is: Learning Model (Learning). The last version of the model includes learning by private agents and allows for the two extensions of the benchmark model discussed above, i.e. mispricing and ‡exible prices of risk.
As a result, the parameter vector is:
where the last eight parameters refer to the learning dynamics explained in Section 2.1.1.
Empirical analysis
We describe the data in Section 4. 
Data
The data set consists of quarterly observations for the U.S. economy covering the period from 1960:Q2 to 2006:Q4 (187 observations). The data include observations on macroeconomic variables, the term structure of interest rates, and in ‡ation expectations. The macroeconomic variables are the in ‡ation rate, the output gap, and the central bank policy interest rate. In ‡ation is computed based on the quarterly GDP de ‡ator and is expressed in per annum terms. The output gap is the percentage deviation of GDP from the potential output reported by the Congressional Budget O¢ ce (CBO). The policy rate is the e¤ective federal funds rate. 14 The term structure of interest rate data consist of yields of bonds with maturities of 1, 2, 4, 12, 20 and 40 quarters. For 1-and 2-quarter yields, we use data from the secondary market for Treasury bills. 15 For 4-, 12-, 20-and 40-quarter yields, we combine the data sets compiled 1 3 This type of restriction is based on the statistical tests rejecting the unit root hypothesis for term and risk premia. In our context, it implies the stationarity of the prices of risk. In the empirical implementation, we restrict 1 further. Statistical analysis also shows that we can set 1; : and 1; : to zero. 1 4 For in ‡ation and real GDP, the data series GDPDEF and GDPC1 are retrieved from the Federal Reserve Economic Data (FRED) data base, respectively. We use the 2006 vintage of potential output. Data on the e¤ective federal funds rate are obtained from the Federal Reserve Bank of St. Louis FRED database.
1 5 We use the FRED series TB3MS and TB6MS for the 1-and 2-quarter yields, respectively.
by Gürkaynak, Sack, and Wright (2007) and McCulloch and Kwon (1993 Tables 2 and 3 report the prior distribution, mean, and standard deviation of the parameters of the respective models. Table 2 lists the priors for the parameters which are common to all models, i.e.
the structural parameters and parameters related to structural shocks and measurement errors. Table 3 contains the priors for the set of parameters which vary according to each model, i.e. related to mispricing, prices of risk, and learning.
Insert Tables 2 and 3 Phillips curve. We adopt a beta distribution for the in ‡ation indexation parameter ( ) with a mean of 0:7 and standard deviation of 0:05. This attributes a signi…cant role to the endogenous backward-looking component in in ‡ation ( 2; = 0:41). We assume a strict prior for the output sensitivity of in ‡ation ( ),
represented by a normal distribution with a mean of 0:12 and standard deviation of 0:03. Structural shocks. We use loose priors for the autocorrelation parameters of the three structural shocks,
i.e. a normal distribution with mean and standard deviation equal to 0.5. The standard deviation for the permanent shocks ( and ) are uniformly distributed with support between 0 and 1% per quarter.
They prevent permanent shocks from becoming excessively large but are su¢ ciently wide to include a signi…cant range for these parameters.
Measurement errors. We use a inverted gamma distribution with a mean of 0:005 and standard deviation of 0:003 for the standard deviation of the measurement errors of bond yields and in ‡ation expectations. Table B1 in the Appendix reports the descriptive statistics of the data. 1 8 The value for the mean corresponds to the one found by Bekaert, Cho, and Moreno (2010) . This bias towards lower estimates is in line with estimation results using General Method of Moments (GMM) or Maximum Likelihood (ML) techniques (e.g. Cho and Moreno (2006) ).
1 9 This prior contrasts with estimates from the …nance literature which often reports values between 20 and 100. 2 0 To prevent singularity problems in the estimation, we impose a lower bound of 5 basis points on all measurement errors.
Mispricing. For the liquidity premia ( ), we use a normal distribution with a mean of 0 and standard deviation of 0:005. This re ‡ects a belief on relatively small average mispricing errors.
Prices of risk. We choose relatively uninformative priors for the prices of risk. The priors are set such that at the mean the model implies (i) a positive constant risk premium (E( 0 ) < 0); and (ii) a risk premium increasing with the in ‡ation and the interest rate gaps, ( t t ) and (i t t t ); while decreasing with the output gap, y t :
Learning. We impose relatively strict priors for the parameters w and w : We adopt beta distributions with support on the interval [0; 1] with a mean of 0:85 and standard deviation of 0:10. The prior is thus biased towards the full-information RE model. 21 For the constant gains (g , g ), we apply a uniform distribution on the interval [0; 0:25]: This support is su¢ ciently large to contain most of the estimates reported in the literature (e.g. Kozicki and Tinsley (2005a) and Milani (2007)).
Relative performance of the models
The marginal likelihood of the data and the BIC statistics for each model are reported in Table 1 .
The BIC serves as a goodness-of-…t measure up to a penalty for model dimensionality. We assess the empirical relevance of allowing for mispricing in the macro-…nance model by comparing the performance of the Benchmark Model with that of the Mispricing Model. We observe that the marginal likelihood of the Mispricing Model (7628) is signi…cantly higher than the one implied by the Benchmark Model
(7381). This shows the importance of allowing for mispricing terms in the modeling of the yield curve.
Section (4.6) below analyses the estimated mispricing parameters for the Learning Model together with the analysis of the implied …t of the yield curve.
We now evaluate the e¤ect of time-varying prices of risk on the performance of the macro-…nance model. Since the marginal likelihood of the Flexible Price of Risk model (7638) is signi…cantly higher than that of the Benchmark Model (7381), we can reject the implied constant prices of risk which guarantee consistency between the macroeconomic framework and the pricing kernel ( 0 = IS 0 , 1 = 0). Nevertheless, in order to assess whether our results also imply a rejection of the extended expectations hypothesis, which simply postulates time-invariant prices of risk ( 0 6 = 0, 1 = 0), we need to determine if the parameters in 1 are statistically di¤erent from zero. This is indeed the case as can be seen in Table C4 in the Appendix. The results then point to the need to allow for time-varying prices of risk and, therefore, risk premia in the modeling of bond yields.
The above results indicate that one should incorporate both extensions (mispricing and time-varying prices of risk) in a macro-…nance model. This is done in the Learning Model. The results show that this version outperforms all other versions with a marginal likelihood (7741) substantially higher than that for the alternative models. Therefore, the three extensions combined signi…cantly improve the overall …t of the model. Assuming a uniform prior over the alternative model versions, the posterior odds ratio of the learning version equals its Bayes factor of (approximately) 1, suggesting the superiority of this version relative to all other versions of the model. Results for the BIC statistics in Table 1 lead to a similar conclusion. Despite the fact that the Learning Model is the largest model, it is clearly preferred in terms of the BIC statistic. Table 1 also decomposes the performance of the models in terms of the macroeconomic, yield curve and in ‡ation expectations dimensions. We use the likelihood of the prediction errors of the respective data subsets as performance measure. This decomposition also shows that the Learning Model outperforms all other model versions in each dimension. In the sections below, therefore, we only assess the posterior distribution of the parameters in the Learning Model and its implications for the yield curve.
Posterior distribution of the Learning Model
Tables 4 and 5 report the mean, standard deviation, mode, and 90% con…dence interval for the posterior distribution of the parameters in the Learning Model. 22 We focus on four sets of parameters related to:
(i) the New-Keynesian macro model; (ii) the structural and belief shocks; (iii) the prices of risk; and (iv) the learning dynamics. The mispricing parameters are discussed in Section (4.6) where we examine the implied …t of the yield curve. When not stated di¤erently, the estimates refer to the mode of the posterior distribution.
Insert Tables 4 and 5 Structural model. The estimates for the structural model in Eqs. (1), (5), and (8) shown in Table 4 This implies that it would take the FED less than two quarters to halve the gap between the actual and the target interest rate. We believe this estimate is more realistic than the ones commonly reported in the literature (around 0:9 on a quarterly frequency) which suggest a halving time of more than six quarters. Our results are in line with the macro literature, e.g. Trehan and Wu (2007) , and underscore the importance of omitted variable bias in Taylor rule estimations.
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Structural and belief shocks. We estimate the standard deviation of seven shocks in the Learning Model : three temporary structural macroeconomic shocks, i.e. supply, demand and policy rate shocks ( v , vy , vi ); two permanent shocks associated with the in ‡ation target and the output-neutral real rate ( , ); and two belief shocks related to the in ‡ation target and the output-neutral real rate Table 4 indicate that the supply and policy rate shocks are relatively large ( v = 0:012 and vi = 0:012) and negatively autocorrelated (' = 0:38 and ' i = 0:15). Although the negative autocorrelation might be surprising, note that the model incorporates two additional channels modeling persistence: (i) the endogenous persistence due to in ‡ation indexation ( ) and interest rate smoothing ( i ); and (ii) the dependence of in ‡ation and the interest rate on the processes modeling the perceived stochastic endpoints for in ‡ation and the output-neutral real rate. Finally, a low …rst-order correlation for supply and policy rate shocks has also been reported by Ireland (2007) . The demand shock, on the other side, is relatively small ( vy = 0:003) and with a autocorrelation (' y ) of 0:65.
An important feature of the learning dynamics described in Eq. (13) is the introduction of exogenous belief shocks. We …nd that, for in ‡ation, belief shocks (see Table 5 ) are relatively large in comparison with actual in ‡ation target shocks ( b = 0:58% compared to = 0:04%). This implies a relatively smooth in ‡ation target dynamics while still allowing for substantial variation in the perceived long-run in ‡ation expectation. On the contrary, shocks to the output-neutral real rate are larger than belief shocks to this rate ( = 0:73% compared to b = 0:50%). Although this highlights the importance of output-neutral real rate shocks for the the yield curve dynamics, especially for long-term yields, it could also point to some form of misspeci…cation of our model. This source of variation is typically ignored in standard macro-…nance models by assuming a constant equilibrium real rate. Both …ndings are important departures from the results of standard macro-…nance models.
2 4 The omitted variable bias argument in the interest rate smoothing parameter has been put forward by Rudebusch (2002) . Subsequent studies using latent factors in the Taylor rule found that a substantial part of the interest rate inertia could be attributed to omitted variables. For instance, Gerlach-Kristen (2004) estimates this parameter around 0:6 with a standard error of 0:2, while English, Nelson, and Sack (2003) report values around 0:6 with a standard error of 0:15.
Prices of risk.
As mentioned before, it has been argued by Kozicki and Tinsley (2005b) that models containing asymmetric information and learning dynamics can explain the rejection of the expectations hypothesis. These authors take into consideration the fact that private agents' perception about the central bank's in ‡ation target might deviate from the central bank's true target. This is relevant since long-horizon yields are related to long-horizon expectations of the policy rate which includes in ‡ation expectations and the latter are anchored by market perceptions of the central bank's in ‡ation target.
The authors conclude that the common rejection of the expectations hypothesis might re ‡ect incorrect assumptions about expectations formation process and not an incorrect link between long and short rates. Our estimation results of the Learning Model suggest this is not the case. This can be seen by the fact that even allowing for learning some of the time-varying prices of risk parameters in 1 remain signi…cant (see Table 5 ). In order to reproduce the data dynamics, therefore, it seems crucial to allow for time-varying risk premia in the dynamics of bond yields.
Learning dynamics. The size and signi…cance of the learning parameters in Table 5 indicate substantial deviations from the full-information RE model. Noting that the latter model is embedded in the Learning Model, i.e. for ! = ! = 1, it is clearly rejected in favor of the alternative of learning, i.e 0 < ! < 1; 0 < ! < 1. The deviation from the full-information case is especially pronounced for the perceived long-run in ‡ation expectation suggesting that this expectation is weakly anchored. The signi…cant learning e¤ect is due to (i) a relatively large weight attached to private signals in the updating rule for the perceived stochastic endpoint for in ‡ation (1 ! = 0:35), (ii) a relatively large size of belief shock ( b = 0:58%), and (iii) a signi…cant constant gain (g = 0:22): As can be seen in Eq. (13), multiplying the constant gain (g ) by (1 ! ) yields the total impact of the subjective forecast error on the perceived long-run in ‡ation rate, which in our case is equal to 0:07 and in line with estimates reported in the literature. For instance, Milani (2007) …nds values in the range 0:02 0:03, while Kozicki and Tinsley (2005a) …nd higher values (around 0:10) using a similar learning model. For the output-neutral real rate, the estimates imply only marginal e¤ects of learning on its dynamics due to the low weight given to private signals in the updating rule for the perceived equilibrium real rate (1 ! = 0:03). Figure 1 displays the …ltered time series for the ten macroeconomic factors implied by the mode of the posterior distribution of the Learning Model. They include three observable factors (in ‡ation, the output gap and the federal funds rate), three exogenous shocks (supply, demand and policy rate shocks), and four stochastic endpoints (actual and perceived) for in ‡ation and the output-neutral real rate. Figure 2 depicts the actual and perceived stochastic endpoints and the respective 90% con…dence intervals together with the respective observed macroeconomic variables.
Macro factors implied by the Learning Model

Insert Figure 1 and 2
From Figure 1 ; we observe the mentioned disconnection between the in ‡ation target of the central bank and the the perceived long-run in ‡ation expectation of private agents. This can be seen by the signi…cant and persistent di¤erences between the two series. The series for the perceived long-run in ‡ation expectation displays substantial time variation, while the time path of the in ‡ation target is mostly contained within the con…dence interval between 1% 3:8% (see top-right panel of Figure 2) . A similar type of disconnection between subjective in ‡ation expectations and the in ‡ation target is found in Kozicki and Tinsley (2005a) and Dewachter and Lyrio (2008) . The results suggest that subjective in ‡ation expectations were not well anchored, especially over the …rst part of the sample.
For the output-neutral real rate, we notice a strong similarity between the actual and perceived rates.
As mentioned before, this is implied by the estimate for w (0:97) in Eq. (13) which assigns a marginal role to the learning dynamics. Figure 2 shows that the …ltered output-neutral real rate is typically contained in the interval between 0% 5% p.a. (with a historical average close to 2:5% p.a.) and displays signi…cant persistence with relatively low rates in the 1970s and substantially higher rates in the 1980s.
The perceived output-neutral real rate (bottom-left panel of Figure 2 ) also displays signi…cant volatility and persistence, features also reported by e.g. Laubach and Williams (2003) , Clark and Kozicki (2004) and Bjørnland, Leitemo, and Maih (2008) . The variability in the perceived output-neutral real rate and the disconnection between the in ‡ation target of the central bank and the subjective in ‡ation expectations of private agents help explain a signi…cant part of the variation in long-term yields. This is done without having to assign an excessively large standard deviation for the in ‡ation target of the central bank. 25 The estimated mode for the in ‡ation target is around two percent while the …ltered in ‡ation expectations are in line with survey data (see Figure 2) . For the output-neutral real rate, however, its estimated standard deviation might be excessively large (see Figure 1 ).
The …t of the yield curve
The yield curve model implied by the Learning Model includes eight factors: three observable macroeconomic factors, three exogenous shocks, and two latent factors tracking the perceived stochastic endpoints for in ‡ation and the output-neutral real interest rate. 26 Figure 3 shows the yield curve loadings, i.e. the sensitivity of the yield curve with respect to each macroeconomic factor. As can be seen, long-term yields are a¤ected almost one-to-one by both stochastic endpoints. The factor loadings on the policy rate reveal a slope factor response, while other macroeconomic variables, i.e. in ‡ation and demand shocks, a¤ect primarily the intermediate maturities.
Insert Figure 3 The performance of the model in …tting the yield curve can be assessed by the standard deviation of the measurement errors ( y ; ) in Table 4 . For yields with maturity above 2 quarters, this value is below 40 basis points. 27 These values are small relative to the total variation of the yields, which exceed 240 basis points (see Table B1 
Insert Figures 4 and 5
Despite the large number of factors included in the model, the average mispricing ( ) seems economically important and increasing with maturity up to 20 quarters (see Table 5 ), i.e. model-implied yields are too high at the short end (negative liquidity premium) and too low at the long end of the yield curve (positive liquidity premium). 28 Nevertheless, only the negative mispricing term at the short end of the yield curve ( 2 ) is statistically signi…cant.
Finally, Figure 6 displays the expected excess holding return (per annum for a quarterly holding period) expressed in Eq. (22) (2002) and Campbell, Sunderam, and Viceira (2009) . In line with intuition, the observed risk premia are countercyclical, generating large and positive risk premia during recessions and 2 7 A remarkable aspect of the data is the bad …t of the short end of the yield curve with …tting errors around one percent. This …nding is due to the choice of policy rate. With the federal funds rate representing the policy rate, there is an obvious tension with short-term Treasury rates, given that on average these have been below the federal funds rate. This persistent gap is picked up in the measurement error.
2 8 The negative liquidity premium at the short end of the yield curve should not come as a surprise. The positive spread between the federal funds rate and the short-term treasuries is well documented and is typically attributed to a risk premium in the federal funds rate re ‡ecting private banks'uncertainty over reserve management.
2 9 The average excess holding return and standard deviation (in brackets) implied by the data are: 1:1% (0:2%), 1:5% (0:7%), 1:7% (1%) and 2% (1:7%) for the 4-, 12-, 20-and 40-quarter bonds, respectively. The average risk premium implied by the model (at the mode) are, respectively, 0:4%, 1:2%,1:6% and 2:1%.
smaller and even negative risk premia during expansions.
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Insert Figure 6 4.7 What factors drive the yield curve?
We turn to the identi…cation of the macroeconomic factors driving monetary policy and the yield curve.
Monetary policy is identi…ed by the federal funds rate and the yield curve is decomposed into its level, slope and curvature factors. We follow the literature (e.g. Bekaert, Cho, and Moreno (2010)) by identifying (i) the level factor as the average yield across maturity, (ii) the slope factor as the 40-quarter maturity yield spread (relative to the 1-quarter yield), and (iii) the curvature factor as the sum of the 40-quarter and 1-quarter yields minus two times the 4-quarter yield. Table 6 presents the variance decomposition for the federal funds rate and the level, slope and curvature factors for horizons of 1, 4, 20 and 40 quarters.
The results show that the high frequency variation in the monetary policy is largely due to independent monetary policy shocks. Such shocks account for over 80% of the 1-quarter variation in the federal funds rate, with macroeconomic shocks having only a marginal contribution.
31 Supply and demand shocks become more important for intermediate horizons, which is explained by the presence of interest rate smoothing. At the 4-quarter horizon, supply and demand shocks account for 25% of the total variation in the policy rate. For longer horizons, monetary policy is dominated by long-term equilibrium forces. For a 40-quarter horizon, movements in the federal funds rate are mostly due to movements in the outputneutral real rate (75%), with belief shocks to long-run in ‡ation expectations accounting for another 10%.
Insert Table 6 The variance decomposition of the level factor contradicts the results of standard macro-…nance models, which attribute most of its variation to long-run in ‡ation expectations, e.g. Doh ( 
Conclusion
We estimate a New-Keynesian macro-…nance model of the yield curve incorporating learning by private agents with respect to the long-run expectation of in ‡ation and the equilibrium real interest rate. Private agent's perception about these two variables are updated taking into consideration their own belief shocks and a constant gain learning process. A preliminary analysis shows that some liquidity premia, expressed as some degree of mispricing relative to no-arbitrage restrictions, and time variation in the prices of risk are important features of the data. These features are, therefore, included in our Learning Model.
The Learning Model succeeds to some extent in explaining the yield curve movements in terms of macroeconomic shocks. Interestingly, the variability in the perceived stochastic endpoints for in ‡ation and the equilibrium real rate turn out to be important in explaining the variability of long-term yields.
The results for this model also show an important di¤erence between the estimated in ‡ation target of the central bank and the perceived long-run in ‡ation expectation of private agents. This is especially the case for the period from the mid-1970s to the mid-1990s and show that private agents'perceptions about long-term in ‡ation were weakly anchored.
The structural decomposition of the yield curve into its macroeconomic components also provides new insights concerning the interpretation of the level, slope and curvature factors. For the slope and curvature factors, the decomposition generated by the Learning Model is in line with standard macro…nance models. These factors are primarily a¤ected by exogenous monetary policy shocks, with demand shocks contributing substantially. For the level factor, standard models attribute most of its variation to long-run in ‡ation expectations. We …nd, however, that shocks to the output-neutral real rate are responsible for most of the variation in this factor. We should emphasize that the pronounced variability of the output-neutral real rate could be a sign of model misspeci…cation.
Several extensions of the model could be undertaken. First, our results document the signi…cance of mispricing terms within a structural macro-…nance model. This mispricing can be quite substantial, especially at the short end of the yield curve, suggesting the need for further analysis of these results. In recent research, Dewachter and Iania (2010) show the importance of including …nancial factors related to the overall liquidity and counterparty risk in the money market in the modeling of the yield curve.
The inclusion of such factors in our framework could eliminate the signi…cance of such mispricing terms.
Second, in this paper, we use a short-cut to identify the output-neutral real rate. Given the importance of this factor for long-term yields, an important task is to verify further the interpretation of this factor within a learning model. To this end, our model could be extended with the introduction of a complete micro-founded supply side. Such an extension would facilitate the identi…cation of the long-run real interest rate and would re…ne the set of observable macroeconomic shocks, as in De Graeve, Emiris, and
Wouters (2009).
Tables and Graphs Note : The marginal likelihood is computed using the modi…ed harmonic mean procedure of Geweke. The …ndings are robust to alternative cut-o¤ levels. The BIC refers to the Schwarz Bayesian Information Criterion and is computed at the mode of the posterior distribution. The decomposition of the likelihood and the BIC are based on the likelihood of the prediction errors of the respective data series. FRP : Flexible Price of Risk Model. Column 1 presents the parameters, Columns 2, 3, and 4 report the mean, standard deviation, and mode of the posterior distribution, respectively. Columns 5 and 6 report the 5-th and 95-th percentile of the posterior distribution, respectively. All results are obtained using the MetropolisHastings algorithm. Column 1 presents the parameters, Columns 2, 3, and 4 report the mean, standard deviation, and mode of the posterior distribution, respectively. Columns 5 and 6 report the 5-th and 95-th percentile of the posterior distribution, respectively. All results are obtained using the MetropolisHastings algorithm. 
with F de…ned as (A B D)H and H being a matrix containing the cointegrating relations, i.e. the dependence of X m t on X t : 32 The full-information rational expectations (RE) solution (conditional on X t ) can be written as a reduced-form VAR:
The PLM is obtained as the RE solution to the structural equations replacing the actual stochastic endpoints (X t ) by their perceived counterparts (X P t ):
The ALM is obtained (i) by substituting the expectations E t X m t+1 by the subjective expectations E 
and (ii) by taking into account the dynamics of the perceived stochastic endpoints in Eq. (13) expressed in state-space form as:
The ALM in Eqs. (34) and (35) 
with Et X m t+s = HX t . 3 3 In line with the literature, we assume that agents ignore the dynamics of the updating rule. In solving the model, agents do not consider the implications of current forecast errors on subsequent inferences of the stochastic endpoints. Instead, agents regard the perceived stochastic endpoints as purely exogenous martingale processes, with impact matrix P . 3 4 The matrices W; G and b are diagonal matrices containing the weights ! and ! ; the gains g and g , and the standard deviations b and b , respectively. Finally, V is a transformation matrix selecting from
Analogously, the PLM in Eq. (33) can be stated in state space form as: 
In both cases, the structural model implies zero vectors of constants, i.e. C A = C P = 0.
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Appendix B: Descriptive statistics of the data Column 1 presents the parameters, Columns 2, 3, and 4 report the mean, standard deviation, and mode of the posterior distribution, respectively. Columns 5 and 6 report the 5-th and 95-th percentile of the posterior distribution, respectively. All results are obtained using the MetropolisHastings algorithm. Column 1 presents the parameters, Columns 2, 3, and 4 report the mean, standard deviation, and mode of the posterior distribution, respectively. Columns 5 and 6 report the 5-th and 95-th percentile of the posterior distribution, respectively. All results are obtained using the MetropolisHastings algorithm. Column 1 presents the parameters, Columns 2, 3, and 4 report the mean, standard deviation, and mode of the posterior distribution, respectively. Columns 5 and 6 report the 5-th and 95-th percentile of the posterior distribution, respectively. All results are obtained using the MetropolisHastings algorithm. 
