As convolutional neural networks (CNNs) enable state-of-the-art computer vision applications, their high energy consumption has emerged as a key impediment to their deployment on embedded and mobile devices. Towards efficient image classification under hardware constraints, prior work has proposed adaptive CNNs, i.e., systems of networks with different accuracy and computation characteristics, where a selection scheme adaptively selects the network to be evaluated for each input image. While previous efforts have investigated different network selection schemes, we find that they do not necessarily result in energy savings when deployed on mobile systems. The key limitation of existing methods is that they learn only how data should be processed among the CNNs and not the network architectures, with each network being treated as a blackbox.
INTRODUCTION
Deep convolutional neural networks (CNNs) have been established as one of the most powerful machine learning techniques for a plethora of computer vision applications. In response to the growing demand for state-of-the-art performance in real-world deployment, the complexity of CNNs has increased significantly, which has come at the significant cost of energy consumption. As a consequence, the energy requirements of CNNs have emerged as a key impediment preventing their deployment on energy-constrained embedded and mobile devices, such as Internet-of-Things (IoT) nodes, wearables, and smartphones. For instance, object classification with AlexNet can drain the smartphone battery within an hour [33] . This design challenge has resulted in an ever-increasing interest to develop energy-efficient image classification solutions [24] .
As means to reducing the average classification cost by trading off the accuracy, prior art has investigated the use of adaptive CNNs, i.e., systems of CNNs with different accuracy and computation characteristics, where a selection scheme adaptively selects the network to be evaluated for each input image [1] . A large body of work from both industry [9] and academia [17] [18] [19] [20] 32] exploits the insight that a large portion of an image dataset can be correctly classified by simpler CNN architectures. Nevertheless, all previous approaches focus only on learning how data should be processed among the CNNs and not the network architectures. Hence, existing adaptive CNNs are optimized only with respect to the network selection scheme, with each CNN being treated as a blackbox (i.e., pre-trained off-the-shelf CNN).
Moreover, prior work has not explicitly profiled energy savings on state-of-the-art mobile systems on chip (SoCs). Thus, the reported savings could be attributed to either significant runtime reduction when executing smaller CNNs on powerful workstation GPUs or to gate count (area, ergo power) reduction on ASIC-like designs. In our analysis, however, we found that the energy-limited mobile SoCs have small headroom for savings, hence limiting the overall effectiveness of existing adaptive CNN designs. For example, our results show that existing methods, if tested on commercial Nvidia Tegra TX1 platforms, could actually lead to an increase in energy consumption under strict accuracy constraints.
In this paper, we make the following observation: the minimum energy achieved by adaptive CNNs can be significantly reduced if the architecture of each individual network is optimized jointly with the network selection scheme. Our key insight is to treat the architectural choices of each network (e.g., number of hidden units, number of feature maps, etc.) as hyper-parameters. To the best of our knowledge, there is no global, systematic methodology for the hardware-constrained hyper-parameter optimization of adaptive CNNs based on hardware measurements on a real mobile platform, even though prior art has highlighted this suboptimality [20] . Such observation constitutes the key motivation behind our work.
Our work makes the following contributions:
(1) Globally optimized adaptive CNNs: To the best of our knowledge, we are first to optimize systems of adaptive CNNs for both the network architectures and the network selection scheme, under hardware constraints imposed by the mobile platforms. Our methodology identifies designs that outperform the best previously published approaches in resource-constrained adaptive CNNs by up to 6× in terms of minimum energy per image and by up to 31.13% in terms of accuracy improvement, when tested on a commercial Nvidia mobile SoC and the CIFAR-10 dataset. (2) Adaptive CNNs as hyper-parameter problem: To enable this design paradigm, our work formulates the design of adaptive CNNs as a hyper-parameter optimization problem, where the architectural parameters of each network, such as the number of hidden units and the number of feature maps, are treated as hyper-parameters to be jointly optimized intrinsically with respect to hardware constraints. We show that our formulation is generic and able to incorporate different design goals that are significant in a mobile design space. In our results, we consider optimization under energy, accuracy, and communication constraints. (3) Enhancing Bayesian optimization for designing adaptive CNNs: To solve this challenging hyper-parameter optimization problem, we adapt Bayesian optimization (BO) to exploit properties of the mobile design space. In particular, we observe that once the accuracy and hardware measurements (power, runtime, energy) have been obtained for a set of candidate CNN designs, it is relatively inexpensive to sweep over different network selection schemes to populate the optimization process with more data points. This fine-tuning step allows the modified BO, which we denote as BO + in the remainder of the paper, to reach the near-optimal region faster compared to a hardware-unaware BO methodology, and to effectively reach the optimal designs identified by exhaustive (grid) search. (4) Insightful design space exploration: Image classification under mobile hardware constraints constitutes a challenging design space with several trade-offs possible. We exploit the effectiveness of our method as a useful aid for design space exploration, and we evaluate two representative practices for image classification with adaptive CNNs, i.e., classifying all images locally or over the cloud under energy and communication constraints. We investigate both these methods under different energy, communication, and accuracy constraints on a commercial Nvidia system, thus providing computer vision practitioners and mobile platform designers with insightful directions for future research.
RELATED WORK
Adaptive CNN execution: Prior art has shown that a large percentage of images in an image dataset are easy to classify even with a simpler CNN configuration [32] . Since the "easy" examples do not require the computational complexity and overhead of a massive, monolithic CNN, this inspires the use of adaptive CNNs with varying levels of accuracy and complexity. This insight of dynamically trading off accuracy with energy-efficiency can be found in several existing approaches from different groups and under different names (e.g., conditional [19] , scalable [32] , etc.).
The early efforts to enable energy efficiency were based on "earlyexit" conditions placed at each layer of a CNN, aiming at bypassing later stages of a CNN if the classifier has a "confident" prediction in earlier stages. These methods include the scalable-effort classifier [32] , the conditional deep learning classifier [19] , the distributed neural network [31] , the edge-host partitioned neural network [15] , and the cascading neural network [16] . However, recent work shows that adaptive execution at the network level outperforms layer-level execution [1] . Hence, we focus on networklevel designs. We note that our formulation is generic and can be flexibly applied to the layer-wise case.
At the network-level, Takhirov et al. have trained an adaptive classifier [30] . However, the method is applied on regression-based classifiers of low complexity. Park et al. propose a two-network adaptive design [20] , where the decision of which network to process the input data is done by looking into the "confidence score" of the network output. Bolukbasi et al. extend the formulation of network-level adaptive systems to multiple networks [1] . Finally, other works extend the cascading execution to more tree-like structures for image classification [18, 23] .
Nevertheless, existing approaches rely on off-the-shelf network architectures without studying their architectures jointly. While prior art has explicitly highlighted this limitation [20] , to the best of our knowledge there is no global, systematic methodology for the hardware-constrained hyper-parameter optimization of adaptive CNNs. On the contrary, our work is the first to cast this problem as a hyper-parameter optimization problem and to enhance a BO methodology to efficiently solve it, thus effectively designing both the CNN architectures and the chooser functions among them.
Pruning-and quantization-based energy efficient CNNs: Beyond adaptive CNNs, there are two key approaches that address energy efficiency based on CNN parameter reduction. First, prior art has investigated pruning-based methods to reduce the network connections [6, 11, 33] . Second, other works reduce directly the computational complexity of CNNs by quantizing the network weights [7] . Nevertheless, recent work argues that the effectiveness of methods targeting the weights and parameters of a monolithic CNN relies heavily on the performance of this baseline (seed) network [10] . Hence, in our case we focus on adaptive CNN structures to globally optimize and identify the sizing of the different CNNs. Existing approaches are complimentary and could be used to further reduce computational cost given the globally optimal "seed" identified with our approach.
Hyper-parameter optimization: Hyper-parameter optimization of CNNs has emerged as an increasingly challenging and expensive process, dubbed by many researchers to be more of an art than science. In the context of hardware-constrained optimization, among different model-based methods for hyper-parameter optimization, several groups have shown that BO is effective for architectural search in CNNs [26] and has been successfully used for the co-design of hardware accelerators and NNs [12, 21] , of NNs under runtime [13] and power constraints [28] . Nevertheless, BO has not been considered in the design space of adaptive CNNs. We employ BO to identify both the flow of input images among the CNNs and their sizing (e.g., number of filters, kernel sizes, etc.).
It is worth noting that existing methodologies rely on simplistic proxies of the hardware performance (e.g., counts of the NN's weights [8] or energy per operation assumptions [22, 25] ), or simulation results [21] . Since our target application is the mobile and embedded design space, we employ BO with all network architectures sampled and optimized for on commercial mobile platforms (i.e., NVIDIA boards) based on actual hardware measurements. In addition, our work is the first to consider BO under constraints for both the communication and computation energy consumption.
BACKGROUND 3.1 Adaptive Neural Networks
Image classification in an adaptive CNN is intuitive. To allow for inference efficiency, an adaptive CNN system leverages the fact that many examples are correctly classified by relatively smaller (computationally more efficient) networks, while only a small fraction of examples require larger (computationally expensive) networks to be correctly classified. Let us consider the case with M neural networks to choose from, i.e. N 1 , ..., N i , ..., N M , as shown in Figure 1 . For an input data item x ∈ X, we denote the predictions of each i-th network as N i (x) ∈ R K , which represents the probabilities of input x belonging to each of the K classes. Note that K is the number of classes in the classification problem. To quantify the performance with respect to the classification task, we denote the loss L(ỹ(x), y), wherẽ y(x) and y ∈ {1, 2, . . . , K } are the predicted and true labels, respectively. As common practice,ỹ i (x) is defined as the most probable class based on the current prediction, i.e.,ỹ i (x) = argmax N i (x). To simplify notation, as loss we use the 0-1 loss
showing whether the labelỹ i (x) predicted from N i fails to match the true label y. Let L(ỹ i (x), y) = L i be the loss per network N i . In addition, let us denote the performance (cost) term that we want to optimize for as C i = C(N i (x)) of the i-th network.
Given an image to be classified, the N 1 is always executed first. Next, a decision function κ is evaluated to determine whether the classification decision from N 1 should be returned as the final answer or the next network N 2 should be evaluated. In general, we denote decision function κ i j : N i (x) → {0, 1} that provides "confidence feedback" and decides between exiting at state N i (i.e., κ i j = 0) or continuing at subsequent stage N j (i.e., κ i j = 1).
Network selection problem
Adaptive CNNs can be seen as an optimization problem [1, 20] . The goal of the network selection problem is to select functions κ that optimize for the per-image inference cost (e.g., average per image runtime) subject to a constraint on the overall accuracy degradation. For the sake of notation simplicity, we write the optimization formulation for the two-network case, but the notation can be extended to an arbitrary number of networks M [1]:
where the constraint here intuitively specifies that whenever the image stays at N 1 , the error rate difference should not be greater than B. We observe that in Equation 1 the cost function is optimized only over the parameters of the decision functions, and not with respect to the parameters of the individual networks.
Selecting the decision function κ: An effective choice for the κ i j function is a threshold-based formulation [20, 30] , where we define as score margin SM the distance between the largest and the second largest value of the vector
) at the output of network N i . Intuitively, the more "confident" the CNN is about its prediction, the larger the value of the predicted output, thus the larger the value of SM (since N i (x)'s sum to 1).
Without loss of generality, in Figure 1 we show decisions between two subsequent stages, i.e., j = i + 1, for visualization and notation simplicity. However, N j could be any other network in the design, i.e., j ∈ M ∧ i j, hence "cascading" the execution to any later stage. For the case of j = i + 1, let's denote θ i,i+1 the threshold value for the decision function κ i,i+1 between a network N i and a network N i+1 . If SM in the output of N i is larger than
Network design problem
Existing methodologies have investigated the design of a monolithic CNN as a hyper-parameter optimization problem [13, 28] , where CNN architecture choices (e.g., number of feature maps per convolution layer, number of neurons in fully connected layers, etc.) are optimally selected such that the inference cost of the CNN is minimized subject to maximum error constraint b.
To this end, we define design space H of a CNN, wherein a point h i = (h i,1 , h i,2 , h i,3 , ...) ∈ H is the vector with elements the hyper-parameters of the neural network. Intuitively, the choice of different h values, i.e., of a different network architecture, results in different characteristics in both loss L(ỹ(x |h), y) and computational efficiency C(N (x |h)) of the network. For a single network, the hyperparameter optimization problem is written:
We note that formulations based on Equation 2 do not incorporate design choices encountered in adaptive CNNs.
Key insight behind our work
In summary, the two aforementioned optimization problems are decoupled and have not been jointly studied to date. On the one hand, the network selection problem (Equation 1) assumes the architectures of CNNs (i.e., vectors h) to be fixed and that the networks are already available and pretrained. Consequently, the optimization problem in Equation 1 is solved only over possible κ's. On the other hand, the network design problem (Equation 2) assumes a single monolithic CNN and cannot be directly applied to adaptive CNNs. In the following section, we describe how our methodology elegantly formulates and optimizes both problems jointly.
PROPOSED METHODOLOGY 4.1 Hyper-parameter optimization
We formulate the design of adaptive CNNs as a hyper-parameter optimization problem with respect to both the decision functions as well as the networks' sizing. For the system of M neural networks we can define design space Z that consists of the set of hyperparameters for each network h i and hyper-parameters θ 's of the decision functions κ's, i.e., z = (h 1 , ..., h M , θ 12 , θ 23 , ...), z ∈ Z.
Energy minimization: Our goal is to minimize the average (expected) energy consumption per image subject to a maximum accuracy degradation. Let us denote as E(N i (x |h i )) the energy consumed when executing neural network N i to classify an input image x ∈ X. For the two-network system (i.e., M = 2), we write:
As a key contribution of our work, note that in the proposed formulation (Equation 3) the overall energy and accuracy explicitly depend on the architecture of the networks based on the values of the respective hyper-parameters h i . Moreover, please note that, unlike prior art that resorts in exhaustive (offline) or iterative (online) methods to find a value for the threshold [20, 30] , a hyper-optimization treatment allows us to directly incorporate the θ values as hyper-parameters that will be co-optimized alongside the sizing of the networks.
Considering different design paradigms: Existing methodologies from several groups consider cases that either (i) all networks execute locally on the same hardware platform [20, 30] , and (ii) some of the networks are executed on remote servers, hence some of the images will be communicated over the web [16] . The formulation of the objective function in Equation 3 allows us to consider energy consumption under different design paradigms.
First, let us consider the case where all networks are executed locally. We denote as τ (N i (x)) and P(N i (x)) the runtime and power required when evaluating a neural network N i an input image x ∈ X. The expected (per image) energy is therefore written as:
Second, we consider the case where some of the images x ∈ X are sent to the server over the network and the result is being communicated back. In this case, the energy consumed is the product of the power consumed from the client node P(N i (x)) and total runtime τ (N i (x)) that takes to send the image and receive the result. For the case of the two-network system, this design will correspond to having N 1 executing on the edge device and N 2 on the server machine. Hence, the total energy consumption is:
where τ edдe and τ server is the runtime when executing on the edge device and the server, respectively, and P idl e is the idle power of the edge device while waiting for the result.
Energy-constrained optimization: We can also consider the problem of minimizing classification error, while not exceeding a maximum energy per image E max . This design case is significant for image classification under the energy budget imposed by mobile hardware engineers. Formally, we can solve:
Adapting Bayesian optimization
Solving Equations 3 and 6 gives rise to a daunting optimization problem, due to the fact that the constraint and objective have terms that are costly to evaluate. That is, to obtain the overall accuracy, all networks need to be trained, hence each step of an optimization algorithm can take hours to complete.
To enable energy-aware hyper-parameter optimization, we use Bayesian optimization. The effectiveness of Bayesian optimization comes from of the approximation the costly "black-box" functions with a surrogate model, based on Gaussian processes [26] , which is cheaper to evaluate. The design of adaptive CNNs (Equations 3, 6) corresponds to constrained minimizing function f (z) over design space Z and constraint д(z), i.e., min z ∈Z f (z), subject to д(z) ≤ c. We adapt Bayesian optimization in this design space and we summarize the methodology in Algorithm 1.
In each step d, Bayesian optimization queries the objective function f and the constraint function д at a candidate point z d and records observations u, v ∈ R, respectively, acquiring a tuple ⟨z d , u d , v d ⟩. In the context of a system of adaptive neural networks, this corresponds to profiling the energy, runtime, and power of each network N i (line 8), to obtain the expected energy consumption and accuracy on an image dataset X (line 11).
In general, Bayesian optimization consists of three steps: first, the probabilistic models M (for f and д) are fitted based on the set of d − 1 data points D ∈ Z = ⟨z l , u l , v l ⟩ d−1 l =1 collected so far (line 2); second, the probabilistic models M are used to compute a socalled acquisition function α(z, M), which quantifies the expected improvement of the objective function at arbitrary points z ∈ Z, conditioned on the observation history D (α(·) in line 3); last, f and д are evaluated at point z d , which is the current feasible optimizer of the acquisition function (line 3).
Fine-tuning the functions κ: We make the observation that if we maintain the sizing of the networks considered in each outer iteration of Algorithm 1, we can fine-tune across the decision functions 
// κ function fine-tuning 14: for each decision function κ i,i+1 do 15: for θ ′ i,i+1 = 0.0, ..., 1.0 do 16:
end for 20: end for 21: end for 22: return z * ← arg max z {u 1 , ..., u D } s.t . v * ≤ c κ. This step (lines 15 -19) , which in the case of threshold-based κ's corresponds to sweeping across θ values, has negligible complexity compared to the overall optimization overhead and it is equivalent to the threshold-based optimization employed by prior art (without changing the architecture of the networks [20] ).
The benefit of the κ-based fine-tuning is twofold. First, in earlier stages of Bayesian optimization more data are being appended to the observation history D which improves the convergence of Bayesian optimization. Second, in the later states of Bayesian optimization, the κ-based optimization serves as fine-tuning around the nearoptimal region. Effectively, our methodology combines the design space exploration properties inherent to Bayesian optimizationbased methods, and the exploitation scope of optimizing only over the κ functions. As confirmed in our results, Algorithm 1 improves upon the designs considered during Bayesian optimization.
EXPERIMENTAL SETUP
To enable energy-aware Bayesian optimization of adaptive CNNs, we implement the key steps of Algorithm 1 on top of the Spearmint tool [26] . For all considered cases, we employ Bayesian optimization for 50 objective function evaluations. As commercial embedded board we use NVIDIA Tegra TX1, on which we deploy and profile the candidate networks N i 's. To measure the energy and power, and runtime values, we use the power sensors available on the board. The use of Tegra (i.e., ARM-based architecture) limits our choices of the Deep Learning packages to Caffe [14] . Nevertheless, energy profiling has been successfully employed to other DL platforms (as shown in [3] ), hence our findings can be extended to tools such as TensorFlow. We train the candidate networks on a server machine with an NVIDIA GTX 1070.
To enable a representative comparison with prior art, we consider a two-network system with CaffeNet as N 1 and VGG-19 as N 2 , as in [20] . For a three-network case, we consider LeNet, CaffeNet, and VGG-19 as N 1 , N 2 , and N 3 , respectively. Without loss of generality, we employ hyper-parameter optimization and we learn the structure of the CaffeNet network, without changing the LeNet or VGG-19 networks. For the convolution layers we vary the number of feature maps and the kernel size (2) (3) (4) (5) , and for the fully connected layers the number of units (500-4000). 1 Due to resource limitations (Tegra storage, runtime requirements of Bayesian optimization, etc.) we currently assess the proposed methodology on CIFAR-10. In the future, we plan to investigate the transferability to larger datasets (e.g., ImageNet) and platforms beyond commercial GPUs (e.g., hardware accelerators [4] ). In addition, we plan to explore the use of predictive models that span different types of deep learning frameworks and commercial GPUs [3] , and which could be flexibly extended to account for process variations [5, 27, 29] and thermal effects [2] .
We consider the following test cases of adaptive image classification: (i) all CNNs execute locally on the mobile system and we denote this case as local; (ii) only N 1 , i.e., the less complex network is deployed on the mobile system (edge node), while the more accurate networks execute on a server (remote execution). For every image item, the decision function selects whether to use the local prediction or to communicate the image to the server and receive the result of the more complex network. We compute the communication time to transfer jpeg images and to receive the classification results back over two types of connectivity, via Ethernet and over WiFi, which we denote as Ethernet and wireless respectively. As an interesting direction in the context of IoT applications, our method can be flexibly extended to profile and design for other compression and communication protocols (e.g., 4G modules, Bluetooth, etc.), whose integration we leave for future work.
EXPERIMENTAL RESULTS

Adaptive CNNs as hyper-parameter optimization problem:
We first demonstrate the advantages that hyper-parameter optimization offers in this design space. For both these cases of local and remote execution with two networks, we employ grid search and we plot the obtained error-energy pairs in Figures 2a and 2b , respectively. We highlight this trade-off between accuracy and energy by drawing the Pareto front (green line). 2 This illustration is insightful and allows us to make three important observations. First, we note how far to the left the Pareto front is compared to the configurations obtained by existing works that optimize only the decision function (orange squares). This fully captures the motivation and novelty behind our work, i.e., to treat the design of adaptive CNN systems as a hyper-parameter problem and globally optimize for the architecture of the CNNs. Second, it is important to observe that the configurations considered by Bayesian optimization (red circles) lie to the left of both the static optimization designs (orange squares), as well as the monolithic AlexNet and VGG-19 networks (black markers), hence showing that our methodology allows for significant reduction in energy consumption (as discussed in detail next). Third, we note how close to the Pareto-front the Bayesian optimization points are, showing the effectiveness of the method at eventually identifying the feasible, near-optimal region.
Evaluating the effectiveness of BO: To fully assess the effectiveness at reaching the near-optimal region in few tens of function evaluations, we visualize the progress of BO for the case of edgeserver adaptive neural networks in Figure 3 , which corresponds to the edge-server design of Figure 2b . First, we show the sequence of configurations selected in Figure 3a , where we enumerate the first 30 function evaluations. We observe that the near-optimal region is reached with 22 Bayesian optimization steps.
Next, we assess the advantage that the κ-based fine-tuning step offers. In Figure 3b , we show the minimum constraint-satisfying energy achieved during Bayesian optimization without (red line) and with (blue line) this step employed during the optimization. In the remainder of the results, we denote these methods as BO and BO + , respectively. We also show the optimal solution (dashed line), as obtained by grid search. As motivated in our methodology section, we indeed observe that the fine-tuning step allows the optimization to select configurations around the near-optimal region in less function evaluations. As we discuss in detail next, this is beneficial, especially in over-constrained optimization cases.
Comprehensive adaptive CNNs evaluation: To enable a comprehensive analysis, we employ Bayesian optimization on all three design practices, i.e., local, Ethernet, and wireless. For each design, we solve both a constrained and an over-constrained case for both the error-constrained energy minimization (Equation 3) and the energy-constrained error minimization (Equation 6) problems. We plot the error on the validation set and energy per-image in Figure 4a and 4b, respectively, for both BO and BO + . In addition, we compare the optimal result obtained by grid search, the best result by previously published work that treats the CNNs as blackboxes [20] (denoted as static), and the energy and error by solely using either N 1 (CaffeNet) or N 2 (VGG-19) on their own. We report the constraints per case in the parentheses on the x axis.
We note that the error percentage value corresponds to the maximum accuracy degradation allowed compared to always using VGG-19 (i.e., the B value in Equation 3). Last, in Figure 4 we report the validation error since this metric is the standard way of assessing the result of Bayesian optimization. We also report the test error of the optimal, feasible solutions obtained in Table 1 . Based on the results, we can make several observations:
(i) Suboptimality of prior work: As discussed in the introduction, the energy consumption of CaffeNet and VGG-19 shows Figure 4 : Assessing the effectiveness of the proposed methodology across different design paradigms and both constrained and over-constrained cases (the constraint values per case are given in the parentheses on the x-axis labels). We observe that our methodology BO + (blue) successfully approaches the grid-search solution (gray), while always outperforming the best solution achieved by existing static-design methods (orange). a small headroom for energy savings, thereby significantly limiting the effectiveness of the static method. In fact, for local energy minimization with 1% maximum accuracy degradation allowed (similar constraint as in [20] ), statically designed adaptive CNNs will be forced to always use VGG-19 for the final prediction, while wastefully evaluating CaffeNet first. This results in larger energy consumption than using VGG-19 by itself, as seen in Figure 4a .
(ii) Effectiveness proposed method: We observe that in all the considered cases the proposed BO + method closely matches the result identified by grid search. For instance, in the over-constrained local (1%) case discussed before, Bayesian optimization successfully considers a larger N 1 configuration that trades-off energy consumption of N 1 , yet improves the overall accuracy such that the error constraint is satisfied.
In general, our methodology identifies designs that outperform static methods [20] by up to 6× in terms of minimum energy under accuracy constraints and by up to 31.13% in terms of error minimization under energy constraints. Moreover, from Table 1 , we confirm the generalization of the methodology, i.e., that the adaptive designs are near-optimal with respect to the test error and that the method does not overfit on the validation set.
(iii) Enhanced performance via κ-based fine-tuning: As motivated in the methodology section, the fine-tuning step that we incorporate in Bayesian optimization is beneficial especially in the over-constrained cases, allowing the optimization to identify nearoptimal regions faster. In particular, BO + leads to further energy minimization under accuracy constraints by 13.18% and to error minimization under energy constraints by 21.22%, compared to the result of BO without fine-tuning.
(iv) Local versus remote execution: As an interesting finding in terms of design space exploration, we observe that executing some of CNNs comprising the adaptive neural network remotely allows for more energy-efficient image classification, compared to executing everything locally at the same level of accuracy. Such observations have been also supported by recent design trends which ensure that, due to privacy issues, mobile machine learning services maintain both on-device and cloud components [15, 16, 31] .
We observe this headroom from the Pareto front being further to the left in Figure 2b compared to Figure 2a . That is, using an edge-server design, where only the smallest CNN executes locally, allows for energy reduction of 2.96× compared to executing all networks locally and for the same error constraint. We postulate that this is an interesting finding in terms of computation versus communication trade-offs and an interesting direction to delve into. Interestingly, we observe that the three-network case is less energy-efficient than using two networks. This is to be expected, since adaptive designs with more networks are better fit for more computationally expensive applications, such as object recognition [1] . Exploring the sensitivity of performance metrics to the number of networks is an interesting problem itself. Having shown that our approach can reach near-optimal results compared to exhaustive grid search, we leave this direction for future work.
Exploring hierarchy: Finally, we evaluate the proposed method on a three-network case. We summarize the results in Table 2 . Once again, we observe that, compared to static methods, our methodology closely matches the results obtained by grid search. More specifically, in the case of energy minimization, the solution reached by BO + is only 4.74% away from the optimal grid search-based design, while outperforming best previously published static methods [20] by 2.47× in terms of energy minimization.
CONCLUSION
In this paper, we introduced an efficient hyper-parameter optimization methodology to design hardware-constrained adaptive CNNs.
The key novelty in our work is that both the architecture settings of the CNNs and the network selection problem are treated as hyperparameters to be globally (jointly) optimized. To efficiently solve this problem, we enhanced Bayesian optimization to the underlying properties of the design space. Our methodology, denoted as BO + , reached the near-optimal region faster compared to a hardwareunaware BO, and the optimal designs identified by grid search.
We exploited the effectiveness of the proposed methodology to consider different adaptive CNN designs with respect to energy, accuracy, and communication trade-offs and constraints imposed by mobile devices. Our methodology identified designs that outperform previously published methods which use CNNs as blackboxes [20] by up to 6× in terms of minimum energy per image under accuracy constraints and by up to 31.13% in terms of error minimization under energy constraints. Finally, we studied two image classification practices, i.e., classifying all images locally versus over the cloud under energy and communication constraints.
