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ASYMPTOTIC EXPANSIONS OF SOLUTIONS
OF THE YAMABE EQUATION AND THE σk-YAMABE EQUATION
NEAR ISOLATED SINGULAR POINTS
QING HAN, XIAOXIAO LI, AND YICHAO LI
Abstract. We study asymptotic behaviors of positive solutions to the Yamabe equa-
tion and the σk-Yamabe equation near isolated singular points and establish expansions
up to arbitrary orders. Such results generalize an earlier pioneering work by Caffarelli,
Gidas, and Spruck, and a work by Korevaar, Mazzeo, Pacard, and Schoen, on the
Yamabe equation, and a work by Han, Li, and Teixeira on the σk-Yamabe equation.
The study is based on a combination of classification of global singular solutions and
an analysis of linearized operators at these global singular solutions. Such linearized
equations are uniformly elliptic near singular points for 1 ≤ k ≤ n/2 and become de-
generate for n/2 < k ≤ n. In a significant portion of the paper, we establish a degree
1 expansion for the σk-Yamabe equation for n/2 < k < n, generalizing a similar result
for k = 1 by Korevaar, Mazzeo, Pacard, and Schoen and for 2 ≤ k ≤ n/2 by Han, Li,
and Teixeira.
1. Introduction
In a pioneering paper [1], Caffarelli, Gidas, and Spruck studied the Yamabe equation
of the form
(1.1) −∆u = 1
4
n(n− 2)un+2n−2 in B1 \ {0},
and proved that positive singular solutions of (1.1) in B1 \ {0} are asymptotic to radial
singular solutions of (1.1) in Rn \ {0}. In [11], Korevaar, Mazzeo, Pacard, and Schoen
studied refined asymptotics and expanded such solutions to the next order. Geomet-
rically, for any positive solution u of the equation (1.1), the corresponding conformal
metric
g = u
4
n−2 |dx|2
has a constant scalar curvature Rg = n(n− 1).
To state these results for the Yamabe equation in consistence with similar results
for the σk-Yamabe equation, we express the equation (1.1) on the cylinder R+ × Sn−1.
Introduce the cylindrical coordinates (t, θ) ∈ R+ × Sn−1 by
(1.2) t = − ln |x|, θ = x|x| .
Set
(1.3) v(t, θ) = |x|n−22 u(x).
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A straightforward calculation transforms the equation (1.1) to
(1.4) vtt +∆θv − 1
4
(n− 2)2v + 1
4
n(n− 2)v n+2n−2 = 0 in R+ × Sn−1.
In the following, we always consider positive solutions u of (1.1) in B1 \ {0}, with a
nonremovable singularity at the origin. With v given by (1.3), studying behaviors of u
as x→ 0 is equivalent to studying v as t→∞. For convenience, we shall say that v has
a nonremovable singularity at infinity. A radial solution of (1.1), a solution in terms of
|x|, induces a solution of (1.4) in terms of t only. For convenience again, we refer to this
solution as a radial solution of (1.4).
In terms of v, Caffarelli, Gidas, and Spruck [1] proved the following result by a “mea-
sure theoretic” version of the moving plane technique.
Theorem A ([1]). For n ≥ 3, let v be a positive solution of (1.4) in R+ × Sn−1, with
a nonremovable singularity at infinity. Then, there exists a radial solution ξ(t) of (1.4)
such that
(1.5) v(t, θ)− ξ(t)→ 0 as t→∞.
Moreover, ξ is a positive periodic function on R.
Subsequent to [1], there have been many results related to the theme of Theorem A.
In one direction, the estimate (1.5) was refined to expansions of higher orders for the
Yamabe equation. In another direction, the estimate (1.5) was established for other
types of the equations.
Korevaar, Mazzeo, Pacard, and Schoen [11] extended the expansion (1.5) after the
order ξ by a combination of rescaling analysis, classification of global singular solutions
as in [1], and analysis of linearized operators at these global singular solutions.
Theorem B ([11]). For n ≥ 3, let v be a positive solution of (1.4) in R+ × Sn−1,
with a nonremovable singularity at infinity, and let ξ(t) be the radial solution of (1.4)
satisfying (1.5). Then, there exists a spherical harmonic Y of degree 1 such that, for any
(t, θ) ∈ R+ × Sn−1,
(1.6)
∣∣∣v(t, θ)− ξ(t)− e−t[− ξ′(t) + 1
2
(n− 2)ξ(t)]Y (θ)∣∣∣ ≤ Ce−βt,
where β ∈ (1, 2] and C are positive constants.
The study of singular solutions of the Yamabe equation is related to the characteri-
zation of the size of the limit set of the image domain in Sn of the developing map of
a locally conformally flat n-manifold. Schoen and Yau [20] proved that, for a complete
conformal metric g in a domain Ω ⊂ Sn with the scalar curvature having a positive lower
bound, the Hausdorff dimension of ∂Ω has to be ≤ (n − 2)/2. Schoen [19] constructed
complete conformal metrics on Sn \ Λ when Λ is either a finite discrete set on Sn con-
taining at least two points or a set arising as the limit set of a Kleinian group action.
Mazzeo and Pacard [14] constructed complete conformal metrics on Sn \ Λ with scalar
curvature 1 if Λ consists of a finite number of disjoint smooth closed submanifolds of
dimension ≤ (n− 2)/2.
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Theorem B can be viewed as the expansion up to order 1 for positive solutions of
(1.4), as t→∞.
The first objective of this paper is to study expansions of these solutions up to arbitrary
orders. To this end, we prove the following result.
Theorem 1.1. Let v be a positive solution of (1.4) in R+× Sn−1, with a nonremovable
singularity at infinity, and ξ be a positive periodic solution of (1.4) satisfying (1.5).
Then, there exists a positive sequence {µi}i≥1, strictly increasing and divergent to ∞,
such that, for any positive integer m and any (t, θ) ∈ R+ × Sn−1,
(1.7)
∣∣∣v(t, θ)− ξ(t)− m∑
i=1
i−1∑
j=0
cij(t, θ)t
je−µit
∣∣∣ ≤ Ctme−µm+1t,
where C is a positive constant depending on ξ and m, and cij is a bounded smooth
function on R+ × Sn−1, for each i, j in the summation. Moreover, µ1 = 1.
In the following, we will refer to ξ and {µi} as the leading term and the index set in
the expansion of v, respectively. As Theorem 1.1 demonstrates, the index set determines
the decay rate of v(t, θ)− ξ(t) in the following pattern:
e−µ1t, te−µ2t, e−µ2t, · · · , e−µm−1t, tm−1e−µmt, · · · , e−µmt, · · · .
We will define the index set in Section 2.
We need to emphasize that the index set {µi} is determined by the leading term
ξ. Solutions of (1.4) with different leading terms have different index sets. This is
sharply different from many other similar types of estimates, where the index sets are
determined by underlying equations, independent of specific solutions. The coefficients
cij are determined by the leading term ξ, up to the kernels of some linear equations also
determined by ξ. Each cij is a finite sum of “separable forms” in the following sense.
Let {λi} be the sequence of eigenvalues of −∆θ on Sn−1, arranged in an increasing order
with λi → ∞ as i → ∞, and let {Xi} be a sequence of the corresponding normalized
eigenfunctions of −∆θ on L2(Sn−1). Then,
(1.8) cij(t, θ) =
Mij∑
l=0
aijl(t)Xl(θ),
whereMij is a nonnegative integer depending only on ξ, n, i, and j, and aijl is a smooth
periodic function. The period of aijl is the same as that of ξ if ξ is a nonconstant periodic
solution, and is 2pi/
√
n− 2 if ξ is a constant solution. In the proof of Theorem 1.1, we will
construct the summation part in (1.7), or cij in (1.8) specifically, in a rather mechanical
way. It has two sources, the kernel of the linearized equation and the nonlinearity.
In some special cases, powers of t are absent in the summation, and (1.7) has the form
(1.9)
∣∣∣v(t, θ)− ξ(t)− m∑
i=1
ci(t, θ)e
−µit
∣∣∣ ≤ Ce−µm+1t,
where ci has the form as in (1.8).
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There have been many results related to the theme of estimates (1.5) and (1.6) for
other equations. Han, Li, and Teixeira [10] studied the σk-Yamabe equation near isolated
singularities and derived similar estimates for its solutions. Caffarelli, Jin, Sire, and
Xiong [2] studied fractional semi-linear elliptic equations with isolated singularities. We
now turn our attention to the σk-Yamabe equation, a family of conformally invariant
equations which include (1.1).
Let g be a metric in the punctured ball B1\{0} ⊂ Rn. The Weyl-Schouten tensor Ag
of g is given by
Ag =
1
n− 2
{
Ricg − Rg
2(n − 1)g
}
,
where Ricg and Rg denote the Ricci and scalar curvature of g, respectively. Denote
by σk(g
−1 ◦ Ag) the k-th elementary symmetric function of the eigenvalues of Ag with
respect to g. We consider the equation
(1.10) σk(g
−1 ◦ Ag) = ck in B1 \ {0},
for some positive constant ck. In the following, we always choose
(1.11) ck = 2
−k
(n
k
)
.
For k = 1, (1.10) reduces to Rg = n(n− 1).
We assume that g is conformal to the Euclidean metric; namely, for some positive
smooth function u in B1\{0},
g = u
4
n−2 (x)|dx|2.
In terms of u, the equation (1.10) has the form
(1.12) σk
(−(n− 2)u∇2u+ n∇u⊗∇u− |∇u|2Id) = 2−k(n− 2)2kcku 2knn−2 .
We always assume that u has a nonremovable singularity at x = 0.
In the cylindrical coordinates (t, θ) introduced in (1.2), we write
g = e−2w(t,θ)(dt2 + dθ2).
Then,
(1.13) |x|n−22 u(x) = e−n−22 w(t,θ).
For convenience, we write g0 = dt
2 + dθ2. Then, the equation (1.12) reduces to
(1.14) σk
(
g−10 ◦
{
Ag0 +∇2w +∇w ⊗∇w −
1
2
|∇w|2g0
})
= cke
−2kw.
We point out that w in (1.13) is different from v in (1.3).
We say a solution to (1.12) or (1.14) is in the Γ+k class if its associated Weyl-Schouten
tensor is in Γ+k . For a positive solution u of Γ
+
k , this means that the matrix
( − (n −
2)u∇2u+ n∇u⊗∇u− |∇u|2Id) belongs to Γ+k .
Based on earlier results by Li [12], Han, Li, and Teixeira [10] proved the following
results for the σk-Yamabe equation (1.14), similar to Theorem A and Theorem B for the
Yamabe equation (1.4).
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Theorem C ([10]). For n ≥ 3 and 2 ≤ k ≤ n, let w(t, θ) be a smooth solution of (1.14)
on R+ × Sn−1 in the Γ+k class, with a nonremovable singularity at infinity. Then, there
exists a radial solution ξ(t) of (1.14) on R × Sn−1 in the Γ+k class such that, for any
t > 1,
(1.15) |w(t, θ)− ξ(t)| ≤ Ce−αt,
where α and C are positive constants.
If k ≤ n/2, the constant α in (1.15) can be chosen to be 1, and the estimate (1.15)
can be improved.
Theorem D ([10]). For n ≥ 3 and 2 ≤ k ≤ n/2, let w(t, θ) be a smooth solution of
(1.14) on R+×Sn−1 in the Γ+k class, with a nonremovable singularity at infinity, and let
ξ(t) be the radial solution of (1.14) on R× Sn−1 in the Γ+k class for which (1.15) holds.
Then, there exists a spherical harmonic Y of degree 1 such that, for any t > 1,
(1.16) |w(t, θ)− ξ(t)− e−t(1 + ξ′(t))Y (θ)| ≤ Ce−βt,
where β ∈ (1, 2] and C are positive constants.
Refer to [10] and references there for more information concerning the σk-Yamabe
equation, and in particular to [4], [6], and [7] for the size of the singular sets, and to [16]
and [17] for the existence of solutions with isolated singularity.
In the second part of this paper, we study further asymptotic expansions of solutions
w of (1.14). Our first task is to investigate whether Theorem D holds for n/2 < k ≤ n.
For the case k > n/2, Gursky and Viacolvsky [8] and Li [12] proved that α in (1.15)
can be chosen as α = 2 − n/k. This is the starting point of our study. We will prove
that (1.16) indeed holds for solutions of (1.14) for the case n/2 < k < n.
Theorem 1.2. For n ≥ 3 and n/2 < k < n, let w(t, θ) be a smooth solution of (1.14)
on R+×Sn−1 in the Γ+k class, with a nonremovable singularity at infinity, and let ξ(t) be
the radial solution of (1.14) on R × Sn−1 in the Γ+k class for which (1.15) holds. Then,
there exists a spherical harmonic Y of degree 1 such that, for any t > 1,
(1.17) |w(t, θ)− ξ(t)− e−t(1 + ξ′(t))Y (θ)| ≤ Ce−βt,
where β ∈ (1, 2) and C > 0 are positive constants.
A significant portion of the paper will be devoted to the proof of Theorem 1.2. We now
compare (1.16) for 2 ≤ k ≤ n/2 and (1.17) for n/2 < k < n. Although (1.16) and (1.17)
have the same form, there are significant differences caused by different behaviors of
radial solutions ξ. Refer to [10] for properties of radial solutions. For 2 ≤ k < n/2, radial
solutions ξ with a nonremovable singularity at infinity are always bounded. However,
for n/2 < k < n, radial solutions ξ are unbounded for t > 0 and grow at the rate of t as
t→∞. In fact, ξ has an asymptotic expansion in the following form
(1.18) ξ(t) = t+ a0 + a1e
−(2−n
k
)t + · · · .
See Lemma 4.3 for a complete description of the expansion for radial solutions. By
substituting (1.18) in (1.17), we note that in the expansion of w there are finitely many
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terms between t and e−t, decaying exponentially at orders given by integer multiples of
2− n/k, up to 1. There is a similar pattern for k = n/2.
Theorem D and Theorem 1.2 are viewed as the expansion up to order 1 for the σk-
Yamabe equation. Based on these results, we can establish the expansion up to arbitrary
order.
Theorem 1.3. For n ≥ 3 and 2 ≤ k < n, let w(t, θ) be a smooth solution of (1.14) on
R+×Sn−1 in the Γ+k class, with a nonremovable singularity at infinity, and let ξ(t) be the
radial solution of (1.14) on R×Sn−1 in the Γ+k class for which (1.15) holds. Then, there
exists a positive sequence {µi}i≥1, strictly increasing and divergent to ∞, such that, for
any positive integer m and any (t, θ) ∈ R+ × Sn−1,
(1.19)
∣∣∣w(t, θ)− ξ(t)− m∑
i=1
i−1∑
j=0
cij(t, θ)t
je−µit
∣∣∣ ≤ Ctme−µm+1t,
where C is a positive constant depending on ξ, n, k, and m, and cij is a bounded smooth
function in R+ × Sn−1, for each i, j in the summation. Moreover, µ1 = 1.
We will define the index set {µi}i≥1 in Section 6, and demonstrate that it is determined
by the radial solution ξ for 2 ≤ k ≤ n/2 and is a fixed sequence for n/2 < k < n. In
fact, we can express the index set explicitly in terms of only n and k in the latter case.
Moreover, each cij(t, θ) has the form as in (1.8), where aijl is a smooth periodic function,
with the same period as ξ, for 2 ≤ k < n/2, and is constant for n/2 ≤ k < n.
We now briefly discuss the arrangement of this paper. In Section 2, we prove Theorem
1.1 for the Yamabe equation. In Section 3, we rewrite the σk-Yamabe equation (1.14) as
a linear form equal to a nonlinear form. The precise expression of the nonlinear form is
needed later on. In Section 4, we discuss radial solutions and establish their asymptotic
behaviors near infinity. In Section 5, we study the kernels of the linearized equations. In
Section 6, we study asymptotic behaviors of solutions of the σk-Yamabe equation and
prove Theorem 1.2 and Theorem 1.3. There are two appendices. In Appendix A, we
discuss asymptotic expansions for solutions of linear equations, both ODEs and PDEs.
In Appendix B, we establish several technical identities concerning spherical harmonics.
Acknowledgement: The first author acknowledges the support by the NSF grant
DMS-1404596, and the second and third authors acknowledge the support by the NSF
grant DMS-1569162. The authors would like to thank Zhengchao Han and Yanyan Li
for helpful discussions.
2. Asymptotic Behaviors for the Yamabe Equation
In this section, we study solutions of the Yamabe equation and prove Theorem 1.1. We
choose to present and discuss the main expansion result for the Yamabe equation firstly
and separately, mainly due to the simple structure of the Yamaba equation, although it
is a special case of the more general σk-Yamabe equation.
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Following [11], we study the Yamabe equation in cylindrical coordinates as in (1.4),
which we record here as follows:
(2.1) vtt +∆θv − 1
4
(n− 2)2v + 1
4
n(n− 2)v n+2n−2 = 0.
For radial solutions ξ(t), (2.1) reduces to
(2.2) ξ′′ − 1
4
(n− 2)2ξ + 1
4
n(n− 2)ξ n+2n−2 = 0 on R.
In the following, we fix a positive solution v of (2.1) on R+×Sn−1, with nonremovable
singularity at infinity, and fix a positive periodic solution ξ of (2.2). Set
(2.3) ϕ(t, θ) = v(t, θ)− ξ(t).
A straightforward calculation, with the help of (2.1) and (2.2), yields
(2.4) Lϕ = F(ϕ),
where
(2.5) Lϕ = ϕtt +∆θϕ− 1
4
(n− 2)2ϕ+ 1
4
n(n+ 2)ξ
4
n−2ϕ,
and
(2.6) F(ϕ) = −1
4
n(n− 2)
[(
ξ + ϕ
)n+2
n−2 − ξ n+2n−2 − n+ 2
n− 2ξ
4
n−2ϕ
]
.
The linear operator L in (2.5) is simply the linearized operator of (2.1) at ξ. This
operator has periodic coefficients and hence may be studied by classical Floquet theoretic
methods. Our main interest is its kernel.
We now project the operator L to spherical harmonics. Let {λi} be the sequence of
eigenvalues of −∆θ on Sn−1, arranged in an increasing order with λi → ∞ as i → ∞,
and let {Xi} be a sequence of the corresponding normalized eigenfunctions of −∆θ on
L2(Sn−1); namely, −∆θXi = λiXi for each i ≥ 0. Note that
λ0 = 0, λ1 = · · · = λn = 1, λn+1 = 2n, · · · ,
and that each Xi is a spherical harmonic of certain degree. In the following, we fix such
a sequence {Xi}, which forms an orthonormal basis in L2(Sn−1). Refer to Appendix A
for details.
For a fixed i ≥ 0 and any ψ = ψ(t) ∈ C2(R+), we write
(2.7) L(ψXi) = (Liψ)Xi.
By −∆θXi = λiXi, we have
(2.8) Liψ = ψtt +
(1
4
n(n+ 2)ξ
4
n−2 − 1
4
(n− 2)2 − λi
)
ψ.
We now analyze the kernel of Li for each i = 0, 1, · · · .
We first recall the classification of solutions of (2.2). Let ξ be a positive solution of
(2.2), with nonremovable singularity at infinity. Then, ξ is either a positive constant or
a nonconstant periodic smooth function. The constant solution can be found easily from
(2.2) and is unique. (Refer to [1] for details.)
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Lemma 2.1. Let ξ be the positive constant solution of (2.2).
(i) For i = 0, Ker(L0) has a basis cos(
√
n− 2t) and sin(√n− 2t).
(ii) There exists an increasing sequence of positive constants {ρi}i≥1, divergent to ∞,
such that for any i ≥ 1, Ker(Li) has a basis e−ρit and eρit. Moreover, ρ1 = · · · = ρn = 1.
Lemma 2.2. Let ξ be a positive nonconstant periodic solution of (2.2).
(i) For i = 0, Ker(L0) has a basis p
+
0 and atp
+
0 +p
−
0 , for some smooth periodic functions
p+0 and p
−
0 on R, and some constant a.
(ii) There exists an increasing sequence of positive constants {ρi}i≥1, divergent to ∞,
such that for any i ≥ 1, Ker(Li) has a basis e−ρitp+i and eρitp−i , for some smooth periodic
functions p+i and p
−
i on R. Moreover, ρ1 = · · · = ρn = 1.
In addition, all periodic functions in (i) and (ii) have the same period as ξ.
Refer to [11], [14], and [15] for details, or to [10] for a more general setting.
We now make an important remark concerning the sequence {Li}.
Remark 2.3. Let {Li}i≥0 be given by (2.8). By Lemma 2.1 and Lemma 2.2, the
sequence {Li}i≥0 satisfies Assumption A.6 in Appendix A. As a consequence, Lemma
A.8 is applicable to the operator L given by (2.5).
To proceed, we describe our strategy of proving Theorem 1.1. Let v be a positive
solution of (2.1) on R+ × Sn−1, with nonremovable singularity at infinity, and ξ be a
positive periodic solution of (2.2). The function ϕ in (2.3) satisfies (2.4), i.e., Lϕ = R(ϕ).
According to Remark 2.3, we can apply Lemma A.8 to the linear operator L. Since R(ϕ)
is nonlinear in ϕ, we will apply Lemma A.8 successively. In each step, we aim to get a
decay estimate of R(ϕ), with a decay rate better than that of ϕ. Then, we can subtract
expressions with the lower decay rates generated by Lemma A.8 to improve the decay
rate of ϕ. To carry out this process, we need to make two preparations.
As the first preparation, we introduce the index set. Let ξ be a positive periodic
solution of (2.2) and {ρi}i≥1 be the sequence of positive constants as in Lemma 2.1
and Lemma 2.2. We note that {ρi}i≥1 is increasing and divergent to infinity, with
ρ1 = · · · = ρn = 1. We denote by Z+ the collection of nonnegative integers.
Define the index set I by
I =
{∑
i≥1
miρi; mi ∈ Z+ with finitely many mi > 0
}
.(2.9)
In other words, I is the collection of linear combinations of finitely many ρ1, ρ2, · · ·
with positive integer coefficients. It is possible that some ρi can be written as a linear
combination of some of ρ1, · · · , ρi−1 with positive integer coefficients, whose sum is at
least two.
We now explain the construction of the index set I by examining the equation Lϕ =
R(ϕ) in (2.4). First for each i ≥ 1, the exponential decay solution of Liψ = 0 on R+
contributes a decay order ρi for ϕ. Next, the nonlinear expression R(ϕ) of ϕ adds linear
combinations of finitely many of {ρi}i≥1 with positive integer coefficients to the collection
of decay orders. This is the index set I defined in (2.9).
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For the second preparation, we note that the nonlinear term R(ϕ) will produce prod-
ucts of spherical harmonics. We need the following result.
Lemma 2.4. Let Yk and Yl be spherical harmonics of degree k and l, respectively. Then,
YkYl =
k+l∑
i=0
Zi,
where Zi is some spherical harmonic of degree i, for i = 0, 1, · · · , k + l.
Proof. We adopt polar coordinates (r, θ) in Rn. Then, uk(x) = r
kYk(θ) and ul(x) =
rlYl(θ) are homogeneous harmonic polynomials of degrees k and l, respectively. Hence,
ukul is a homogeneous polynomial of degree k+ l. By a well-known decomposition result
for homogeneous polynomials ([21]), we have
uk(x)ul(x) = vk+l(x) + |x|2vk+l−2(x) + · · ·+ |x|k+l−τvτ (x),
where τ = 1 if k+ l is odd and τ = 0 if k+ l is even, and vi is a homogeneous harmonic
polynomial of degree i, for i = k + l, k + l − 2, · · · , τ . We obtain the desired result by
restricting the above identity to the unit sphere. 
We are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Throughout the proof, we adopt the following notation: f = O(h)
if |f | ≤ Ch, for some positive constant C. All estimates in the following hold for any
t > 1 and any θ ∈ Sn−1.
Let {Xi} be an orthonormal basis of L2(Sn−1), formed by eigenfunctions of −∆θ, and
{λi} be the sequence of corresponding eigenvalues, arranged in an increasing order. Then,
each Xi is a spherical harmonic, and deg(Xi) ≤ deg(Xj) for any i ≤ j. In particular, X0
is a constant, and X1, · · · ,Xn are spherical harmonics of degree 1.
Let L be the linearization at ξ given by (2.5), and Li be the projection of L given by
(2.8). In the following, we assume ξ is a nonconstant periodic solution. The proof below
can be modified easily for the case that ξ is a constant.
According to Lemma 2.2, there is an exponentially decaying solution in Ker(Li) for
i ≥ 1, i.e.,
(2.10) ψ+i (t) = e
−ρitp+i (t).
Let I be the index set defined in (2.9).
Set ϕ as in (2.3), i.e.,
ϕ(t, θ) = v(t, θ)− ξ(t).
By (1.6), we have
(2.11) ϕ(t, θ) = O(e−t).
This is our starting estimate. Note that ϕ satisfies (2.4), with L and R(ϕ) given by (2.5)
and (2.6), respectively. In particular, we have
(2.12) |Lϕ| = |F(ϕ)| ≤ Cϕ2.
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If |ϕ| < ξ, then
F(ϕ) =
∞∑
i=2
ciϕ
i,
where ci is a smooth periodic function on R, for each i ≥ 2. We point out that we write
the infinite sum just for convenience. We do not need the convergence of the infinite
series and we always expand up to finite orders.
We now decompose the index set I. Set
Iρ = {ρj : j ≥ 1},
and
Iρ˜ =
{ k∑
i=1
niρi : ni ∈ Z+,
k∑
i=1
ni ≥ 2
}
.
We assume Iρ˜ is given by a strictly increasing sequence {ρ˜i}i≥1, with ρ˜1 = 2.
We first consider the case that
(2.13) Iρ ∩ Iρ˜ = ∅.
In other words, no ρi can be written as a linear combination of some of ρ1, · · · , ρi−1
with positive integer coefficients, except a single ρi′ which is equal to ρi. In this case, we
arrange I as follows:
(2.14) 1 = ρ1 ≤ · · · ≤ ρk1 < ρ˜1 < · · · < ρ˜l1 < ρk1+1 ≤ · · · ≤ ρk2 < ρ˜l1+1 < · · · .
For each ρ˜i, by the definition of Iρ˜, we consider nonnegative integers n1, · · · , nk1 such
that
(2.15) n1 + · · ·+ nk1 ≥ 2, n1ρ1 + · · ·+ nk1ρk1 = ρ˜i.
There are only finitely many collections of nonnegative integers n1, · · · , nk1 satisfying
(2.15). Set
K˜i = max{n1 + 2n2 + · · ·+ k1nk1 :
n1, · · · , nk1 are nonnegative integers satisfying (2.15)},
and
M˜i = max{m : deg(Xm) ≤ K˜i}.(2.16)
By (2.11), we have
(2.17) ϕ = O(e−ρ1t),
and then, by (2.12),
(2.18) Lϕ = O(e−2ρ1t) = O(e−ρ˜1t).
We divide the proof for the case (2.13) into several steps.
Step 1. Note ρk1 < ρ˜1 = 2ρ1. We claim that there exists an η1 such that
ϕ = η1 +O(e
−ρ˜1t).
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In fact, by (2.18) and Lemma A.8(ii), we can take
(2.19) η1(t, θ) =
k1∑
i=1
ci(t)Xi(θ)e
−ρit,
where ci is a smooth periodic function. In the present case, the function ψ
+
i in Lemma
A.8 is given by (2.10). Set
(2.20) ϕ1 = ϕ− η1.
Then, Lη1 = 0, Lϕ1 = F(ϕ), and
(2.21) ϕ1 = O(e
−ρ˜1t).
Note that (2.21) improves (2.17).
Step 2. We claim there exists an η˜1 such that, with
(2.22) ϕ˜1 = ϕ1 − η˜1 = ϕ− η1 − η˜1,
we have
(2.23) Lϕ˜1 = O(e−ρ˜l1+1t).
We will prove that η˜1 has the form
(2.24) η˜1(t, θ) =
l1∑
i=1
{ M˜i∑
m=0
cim(t)Xm(θ)
}
e−ρ˜it,
where M˜i is defined in (2.16), and cim is a smooth periodic function. Note that (2.23)
improves (2.18).
To prove this, we take some function η˜1 to be determined, and then set ϕ˜1 by (2.22).
Then,
(2.25) Lϕ˜1 = F(ϕ) − Lη˜1.
Note 3ρ1 ∈ Iρ˜. We discuss this step in several cases.
Case 1. We assume ρk1+1 < 3ρ1. Then, ρ˜l1 < ρk1+1 < 3ρ1 and ρ˜l1+1 ≤ 3ρ1. We now
analyze F(ϕ) in (2.25). Note
F(ϕ) = F(ϕ1 + η1) =
∞∑
i=2
ci(ϕ1 + η1)
i.
It is worth mentioning again that we write the infinite sum just for convenience and we
always expand up to finite orders. For terms involving ϕ1, we have, by (2.21),
ϕ21 ≤ Ce−4ρ1t, |ϕ1η1| ≤ Ce−3ρ1t.
Note that η1 is given by (2.19). We write
∞∑
i=2
ciη
i
1 =
∑
n1+···+nk1≥2
an1···nk1 (t)e
−(n1ρ1+···+nk1ρk1 )tXn11 · · ·X
nk1
k1
,
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where n1, · · · , nk1 are nonnegative integers, and an1···nk1 is a smooth periodic function.
By the definition of Iρ˜, n1ρ1 + · · · + nk1ρk1 is some ρ˜i. Hence, by Lemma 2.4,
(2.26)
∞∑
i=2
ciη
i
1 =
∞∑
i=1
{ M˜i∑
m=0
aim(t)Xm(θ)
}
e−ρ˜it,
where aim is a smooth periodic function. We now take the finite sum up to l1 in the
right-hand side and denote it by I1, i.e.,
(2.27) I1 =
l1∑
i=1
{ K˜i∑
m=0
aim(t)Xm(θ)
}
e−ρ˜it.
Then,
F(ϕ) = I1 +O(e−ρ˜l1+1t),
and hence, by (2.25),
Lϕ˜1 = Lη˜1 − I1 +O(e−ρ˜l1+1t).
Consider η˜1 in the form
η˜1(t, θ) =
l1∑
i=1
M˜i∑
m=0
η˜im(t)Xm(θ).
To solve Lη˜1 = I1, we consider, for each 1 ≤ i ≤ l1 and 0 ≤ m ≤ M˜i,
(2.28) Lmη˜im = aim(t)e
−ρ˜it.
Since ρm 6= ρ˜i for any m and i, by Lemma A.2 and Remark A.5, we have a solution
(2.29) η˜im(t) = cim(t)e
−ρ˜it,
for some smooth periodic function cim. In conclusion, we obtain a function η˜1 in the
form (2.24), and ϕ˜1 defined by (2.22) satisfies (2.23). By (2.21) and (2.24), we have
(2.30) ϕ˜1 = O(e
−ρ˜1t).
Case 2: We now assume ρk1+1 > 3ρ1. Then, ρ˜l1 ≥ 3ρ1.
Let n1 be the largest integer such that ρ˜n1 < 3ρ1. Then, ρ˜n1+1 = 3ρ1. We can repeat
the argument in Case 1 with n1 replacing l1. In defining I1 in (2.27), the summation is
from i = 1 to n1. Similarly for η˜1 in (2.24), we define
(2.31) η˜11(t, θ) =
n1∑
i=1
{ M˜i∑
m=0
cim(t)Xm(θ)
}
e−ρ˜it,
for appropriate smooth periodic functions cim, and then set
(2.32) ϕ˜11 = ϕ1 − η˜11.
A similar arguments yields
(2.33) Lϕ˜11 = O(e−ρ˜n1+1t) = O(e−3ρ1t).
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Moreover, by (2.21) and (2.31),
ϕ˜11 = O(e
−ρ˜1t) = O(e−2ρ1t).
We point out there is no ρi between ρ˜1 and ρ˜n1+1. Hence, by Lemma A.8(ii), we have
(2.34) ϕ˜11 = O(e
−3ρ1t).
Note that (2.34) improves (2.30) and hence (2.21).
Now, we are in a similar situation as at the beginning of Step 2, with ρ˜n1+1 = 3ρ1
replacing ρ˜1 = 2ρ1. If ρk1+1 < 4ρ1, we proceed as in Case 1. If ρk1+1 > 4ρ1, we proceed
as at the beginning of Case 2 by taking the largest integer n2 such that ρ˜n2 < 4ρ1. After
finitely many steps, we reach ρ˜l1 .
In summary, we have η˜1 as in (2.24) and, by defining ϕ˜1 by (2.22), we conclude (2.23),
as well as (2.30). This finishes the discussion of Step 2.
Step 3. Now we are in the same situation as in Step 1, with ρ˜l1+1 replacing ρ˜1. We
repeat the argument there with k1 + 1, k2 and l1 + 1 replacing 1, k1 and 1, respectively.
Note ρk2 < ρ˜l1+1. By (2.23) and Lemma A.8(ii), we obtain
ϕ˜1(t, θ) =
k2∑
i=k1+1
ci(t)Xi(θ)e
−ρit +O(e−ρ˜l1+1t),
where ci is a smooth periodic function, for i = k1+1, · · · , k2. By (2.30), there is no need
to adjust by terms involving e−ρit corresponding to i = 1, · · · , k1. Set
(2.35) η2(t, θ) =
k2∑
i=k1+1
ci(t)Xi(θ)e
−ρit,
and
(2.36) ϕ2 = ϕ˜1 − η2.
Then, Lη2 = 0, ϕ2 = ϕ− η1 − η˜1 − η2, and
(2.37) ϕ2 = O(e
−ρ˜l1+1t).
Step 4. The discussion is similar to Step 2. For some η˜2 to be determined, set
(2.38) ϕ˜2 = ϕ2 − η˜2.
Then,
Lϕ˜2 = F(ϕ)− Lη˜1 − Lη˜2.
Note
F(ϕ) = F(ϕ2 + η1 + η˜1 + η2) =
∞∑
i=2
ci(ϕ2 + η1 + η˜1 + η2)
i.
As in Step 2, we need to analyze
∞∑
i=2
ci(η1 + η˜1 + η2)
i.
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In Step 2, by choosing η˜1 as in (2.24) appropriately, we use Lη˜1 to cancel the terms e−ρ˜it
in F(ϕ), for i = 1, · · · , l1. Proceeding similarly, we can find η˜2 in the form
(2.39) η˜2(t, θ) =
l2∑
i=l1+1
{ M˜i∑
m=0
cim(t)Xm(θ)
}
e−ρ˜it
to cancel the terms e−ρ˜it in F(ϕ), for i = l1 + 1, · · · , l2. By defining ϕ˜2 by (2.38), we
conclude
(2.40) Lϕ˜2 = O(e−ρ˜l2+1t).
We can continue these steps indefinitely and hence finish the proof for the case (2.13).
Next, we consider the general case; namely, some ρi can be written as a linear combina-
tion of some of ρ1, · · · , ρi−1 with positive integer coefficients. We will modify discussion
above to treat the general case. Whenever some ρi coincides some ρ˜i′ , an extra power of
t appears when solving Liφi = ai, according to Lemma A.2, and such a power of t will
generate more powers of t upon iteration.
For an illustration, we consider ρk1 = ρ˜1 instead of the strict inequality in (2.14). This
is the first time that some ρi may coincide some ρ˜i′ .
We set ϕ as in (2.3). Then, we have (2.17) and (2.18), i.e.,
ϕ = O(e−ρ1t),
and
Lϕ = O(e−2ρ1t) = O(e−ρ˜1t).
We proceed similarly as in Step 1. Take k∗ ∈ {1, · · · , k1 − 1} such that
ρk∗ < ρk∗+1 = · · · = ρk1 = ρ˜1 = 2ρ1.
By Lemma A.8(ii), we obtain
ϕ(t, θ) =
k∗∑
i=1
ci(t)Xi(θ)e
−ρit +O(te−ρ˜1t),
where ci is a smooth periodic function, for i = 1, · · · , k∗. Instead of (2.19), we define
(2.41) η1(t, θ) =
k∗∑
i=1
ci(t)Xi(θ)e
−ρit,
and then define ϕ1 as in (2.20). Then,
(2.42) ϕ1 = O(te
−ρ˜1t).
Next, we proceed similarly as in Step 2. In the discussion of Case 1 in Step 2, we need
to solve (2.28), for each 1 ≤ i ≤ l1 and 0 ≤ m ≤ M˜i. If ρm 6= ρ˜i, then η˜im(t) is still given
by (2.29). If ρm = ρ˜i, then η˜im has the form
(2.43) η˜im(t) = ci1m(t)te
−ρ˜it + ci0m(t)e−ρ˜it,
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where ci1m, ci0m are smooth periodic functions. In particular, this is the case if i = 1 and
m = k1. Then, by defining η˜1 by (2.24), with new η˜im(t) given by (2.43), and defining
ϕ˜1 by (2.22), we have (2.23). We can modify the rest of the proof similarly. 
Denote the index set I by a strictly increasing sequence {µi}i≥1 of positive constants.
Here, we disregard the multiplicity. Obviously, µ1 = ρ1 = 1 and µ2 = min{2ρ1, ρn+1}.
According to the proof of Theorem 1.1, we can write the summation in (1.7) in the
following form: for any positive integer m and any (t, θ) ∈ (1,∞)× Sn−1,
(2.44) φm(t, θ) =
∑
ρi≤µm
ci(t)Xi(θ)e
−ρit,
where ci is a smooth periodic function, and
(2.45) φ˜m(t, θ) =
∑
ρ˜i≤µm
i−1∑
j=0
{ M˜i∑
l=0
cijl(t)Xl(θ)
}
tje−ρ˜it,
where cijl is a smooth periodic function. We note that φm is a solution of Lφm = 0 and
that φ˜m arises from the nonlinearity in the equation (2.1). In the special case Iρ∩Iρ˜ = ∅,
φ˜m has the form
φ˜m(t, θ) =
∑
ρ˜i≤µm
{ M˜i∑
l=0
cil(t)Xl(θ)
}
e−ρ˜it.
If ξ is a nonconstant periodic solution, then the period of ci in (2.44) and cijl in (2.45)
is the same as that of ξ. If ξ is a constant, then ci in (2.44) is constant and the period
of cijl in (2.45) is 2pi/
√
n− 2.
3. Some Identities
Starting from this section, we study the σk-Yamabe equation. In this section, we
establish some useful identities.
Denote by θ = (θ2, · · · , θn) normal local coordinates on the sphere Sn−1, and by t the
coordinate on R. For convenience, we also write t = θ1. Let w = w(t, θ) be an at least
C2-function and consider the n× n matrix Λ = Λ(w) given by
Λ11 = wtt − 1
2
(1− w2t )−
1
2
|∇θw|2,
Λii = wii + w
2
i +
1
2
(1− w2t )−
1
2
|∇θw|2 for 2 ≤ i ≤ n,
Λab = wab + wawb for 1 ≤ a 6= b ≤ n.
(3.1)
Consider two functions ξ = ξ(t) and ϕ = ϕ(t, θ), at least C2 in their arguments, and
set
(3.2) w = ξ + ϕ.
We view w as a perturbation of ξ and now expand σk(Λ(w)). In fact, we always have
(3.3) σk(Λ(ξ + ϕ)) = σk(Λ(ξ)) + Lξϕ+Rξ(ϕ),
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where Lξ is the linearization of σk(Λ(w)) at ξ, and Rξ is the higher order term.
For ξ = ξ(t), Λ(ξ) is a diagonal matrix. By (3.1) (with w replaced by ξ), we have
σk(Λ(ξ)) = 2
1−k
(n
k
)
(1− ξ2t )k−1
(k
n
ξtt +
n− 2k
2n
(1− ξ2t )
)
.
Then, the equation (1.14) for ξ has the following form:
(3.4) ξtt +
( n
2k
− 1
)
(1− ξ2t )−
n
2k
(1− ξ2t )1−ke−2kξ = 0.
Let ξ be a solution of (3.4) on R in the Γ+k class. According to [3], we have |ξt| < 1 on
R and, for some nonnegative constant h,
(3.5) e(2k−n)ξ(1− ξ2t )k − e−nξ = h.
In the following, we always assume h > 0.
The linearized operator Lξ was computed in [10]. We next provide a computation
leading to expressions of both Lξ and Rξ.
Lemma 3.1. Let ξ be a solution of (3.4) on R in the Γ+k class, satisfying (3.5) for some
h > 0. Then,
(3.6) Lξϕ = 2
1−k
(n− 1
k − 1
)
(1− ξ2t (t))k−1[ϕtt + a(t)∆θϕ+ b(t)ϕt],
and
(3.7) Rξ(ϕ) = (1− ξ2t )k−1Q2(ϕ) +
k∑
l=2
(1− ξ2t )k−lPl(ϕ),
where
a(t) =
1
n− 1
[n
k
− 1 + n(k − 1)
k
· e
−nξ
e−nξ + h
]
,
b(t) = ξt
[
2− n
k
− n(k − 1)
k
· e
−nξ
e−nξ + h
]
,
(3.8)
and Q2(ϕ) is a quadratic polynomial of ϕa, and Pl(ϕ) is a homogeneous polynomial of
degree l in terms of ϕab, ξtϕa, and ϕaϕb, for l = 2, · · · , k.
Proof. Throughout the proof, Q2(ϕ) and Pl(ϕ) are always given as in the statement
of the lemma. They can change from line to line. For simplicity, we write Q2 and Pl
instead. By (3.1), the components of Λ = Λ(ξ + ϕ) are given by
Λ11 = ξtt − 1
2
(1− ξ2t ) + ϕtt + ξtϕt −
1
2
|∇θϕ|2 + 1
2
ϕ2t ,
Λ1i = ϕti + (ξt + ϕt)ϕi for 2 ≤ i ≤ n,
Λii =
1
2
(1− ξ2t ) + ϕii − ξtϕt + ϕ2i −
1
2
|∇θϕ|2 − 1
2
ϕ2t for 2 ≤ i ≤ n,
Λij = ϕij + ϕiϕj for 2 ≤ i 6= j ≤ n.
(3.9)
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Let Λ¯ be the (n − 1) × (n − 1) matrix obtained by deleting the first row and the first
column from the matrix Λ.
Recall that σk(Λ) is the sum of k × k minors of Λ. Such minors can be arranged into
two groups, depending on whether they include Λ11, the (1, 1) component of Λ. For those
not including Λ11, the corresponding summation yields σk(Λ¯). We now consider minors
including Λ11. For an illustration, we consider the k × k matrix consisting the first k
rows and the first k columns of the matrix Λ. We can expand its determinant according
to the first row and express it as the sum of k terms. We keep the term containing Λ11
and note that the rest terms can be written as
k∑
l=2
(1− ξ2t )k−lPl.
Therefore,
(3.10) σk(Λ) = Λ11σk−1(Λ¯) + σk(Λ¯) +
k∑
l=2
(1− ξ2t )k−lPl.
By the definition of Λ¯, it is clear that
σk−1(Λ¯) =
(n− 1
k − 1
)
(
1
2
(1− ξ2t ))k−1
+
(n− 2
k − 2
)
(
1
2
(1− ξ2t ))k−2(∆θϕ− (n− 1)ξtϕt)
+ (1− ξ2t )k−2Q2 +
k−1∑
l=2
(1− ξ2t )k−1−lPl.
(3.11)
We point out that, for terms involving (1− ξ2t )k−2, we single out those whose coefficients
are linear in derivatives of ϕ. A similar expression holds for σk(Λ¯). We now substitute
(3.11) and the corresponding expression for σk(Λ¯), as well as the formula for Λ11 given by
(3.9), into (3.10). Then, we obtain the desired result by a straightforward computation.
During the computation, we need to substitute ξtt and (1 − ξ2t )k by (3.4) and (3.5),
respectively. 
Later on, we need the precise form of Rξ(ϕ) as in (3.7). A part of above computations
will be needed in the proof of Lemma 6.1.
Let ξ be a solution of (3.4), satisfying (3.5) for some h > 0, and let w be a solution of
(1.14). Introduce ϕ as in (3.2), i.e., ϕ = w − ξ. By Lemma 3.1, we write the difference
of (1.14) and (3.4) as
Lξϕ+ 2
1−kk
(
n
k
)
e−2kξϕ = 2−k
(
n
k
)
e−2kξ(e−2kϕ − 1 + 2kϕ) +Rξ(ϕ).
18 QING HAN, XIAOXIAO LI, AND YICHAO LI
By dividing 21−k
(n− 1
k − 1
)
(1 − ξ2t (t))k−1 and substituting (1 − ξ2t (t))k by (3.5), we can
rewrite this identity as
(3.12) Lϕ = R(ϕ),
where
(3.13) Lϕ = ϕtt + a∆θϕ+ bϕt + ne
−nξ
e−nξ + h
(1− ξ2t )ϕ,
and
(3.14) R(ϕ) = ne
−nξ
2k(e−nξ + h)
(1− ξ2t )(e−2kϕ − 1 + 2kϕ) +Q2(ϕ) +
k∑
l=2
(1− ξ2t )1−lPl(ϕ).
Here, a, b, Q2, and Pl are as in Lemma 3.1.
4. Radial Solutions
In this section, we discuss some important properties of radial solutions of (1.14).
The equation (1.14) can be simplified significantly if w does not depend on θ, in which
case the corresponding u is a radial solution of (1.12). Set ξ(t) = w(t, θ). Then,
(4.1) ξtt +
( n
2k
− 1
)
(1− ξ2t )−
n
2k
(1− ξ2t )1−ke−2kξ = 0.
Let ξ be a solution of (4.1) on R in the Γ+k class, with a nonremovable singularity at
infinity. According to [3], we have |ξt| < 1 on R and, for some constant h > 0,
(4.2) e(2k−n)ξ(1− ξ2t )k − e−nξ = h.
The identity (4.2) is referred to as the first integral of ξ. We point out that (4.1) and
(4.2) are simply (3.4) and (3.5).
Lemma 4.1. For n ≥ 3 and 2 ≤ k < n/2, let ξ be a solution of (4.1) on R in the Γ+k
class, satisfying (4.2) for some h > 0. Then, ξ is periodic on R.
Refer to [3] for a proof. As for k = 1, there is a constant solution given by
ξ = − 1
2k
log
(
1− 2k
n
)
.
Lemma 4.2. For n ≥ 3 and n/2 ≤ k ≤ n, let ξ be a solution of (4.1) on R in the Γ+k
class, satisfying (4.2) for some h > 0.
(i) If k = n/2, then h < 1 and there exists a constant a0 such that, for t ≥ 0,
(4.3) |ξ(t)−
√
1− k
√
ht− a0|+ |ξt(t)−
√
1− k
√
h| ≤ Ce−n
√
1− k
√
ht,
where C is a positive constant.
(ii) If n/2 < k ≤ n, then there exists a constant a0 such that, for t ≥ 0,
(4.4) |ξ(t)− t− a0|+ |ξt(t)− 1| ≤ Ce−(2−
n
k
)t,
where C is a positive constant.
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The estimates of ξ were proved in [3], and then the estimates of ξt follow easily from
(4.2).
We note that radial solutions ξ with a nonremovable singularity at infinity behave
differently for k < n/2, k = n/2, and k > n/2. According to Lemma 4.1 and Lemma 4.2,
ξ is bounded if 2 ≤ k < n/2, ξ − βt is bounded for some constant β ∈ (0, 1) if k = n/2,
and ξ − t is bounded if n/2 < k ≤ n.
Next, we expand ξ up to arbitrary orders for n/2 ≤ k ≤ n. To this end, we introduce
an index set. Denote by Z+ the collection of nonnegative integers. Set, for k = n/2,
(4.5) I0 =
{
i
√
1− k
√
h : i ∈ Z+
}
,
and, for n/2 < k ≤ n,
(4.6) I0 =
{
i
(
2− n
k
)
+ nj : i, j ∈ Z+
}
.
We denote I0 by a strictly increasing sequence {νi}∞i=0.
We now examine the case n/2 < k ≤ n. Set
(4.7) ρ0 = 2− n
k
.
Then, 0 < ρ0 ≤ 1. Let l be the integer such that (l − 1)ρ0 < n ≤ lρ0. Then, l ≥ 3, since
ρ0 ≤ 1 and n ≥ 3, and lρ0 < n+ ρ0 ≤ (l + 1)ρ0. Hence,
νi = iρ0 for i = 0, 1, · · · , l.
If n = lρ0, then
νi = iρ0 for any i ≥ 0.
If n < lρ0, then
νl+1 = n+ ρ0, νl+2 = (l + 1)ρ0, · · · .
We note that n = lρ0 for some l if and only if n/ρ0 is an integer. We now present several
simple examples. For k = n, we have ρ0 = 1 and hence n/ρ0 is always an integer. For
k = n− 1, we have ρ0 = (n− 2)/(n− 1) and hence n/ρ0 = n(n− 1)/(n− 2), which is 6,
6, 20/3, for n = 3, 4, 5, respectively.
We next prove an expansion of solutions of (4.1). We will need Lemma A.2 and
Corollary A.3 in Appendix A.
Lemma 4.3. For n ≥ 3 and n/2 ≤ k ≤ n, let ξ be a solution of (4.1) on R in the Γ+k
class, satisfying (4.2) for some h > 0. Then, there exists a sequence of constants {ai}
such that, for any t ≥ 1 and any m ≥ 1,
(i) if k = n/2, then
(4.8)
∣∣∣ξ(t)−√1− k√ht− m∑
i=0
aie
−νit
∣∣∣+ ∣∣∣ξt(t)−√1− k√h+ m∑
i=1
aiνie
−νit
∣∣∣ ≤ Ce−νm+1t,
where C is a positive constant;
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(ii) if n/2 < k ≤ n, then
(4.9)
∣∣∣ξ(t)− t− m∑
i=0
aie
−νit
∣∣∣+ ∣∣∣ξt(t)− 1 + m∑
i=1
aiνie
−νit
∣∣∣ ≤ Ce−νm+1t,
where C is a positive constant.
Proof. We will discuss (ii) only. Let ρ0 be as given in (4.7). Set, for ψ = ψ(t),
(4.10) L0ψ = ψ
′′ + ρ0ψ′.
Note that L0ψ = 0 has two linearly independent solutions 1 and e
−ρ0t. Hence, Assump-
tion A.1 is valid for L0 with ψ
+ = e−ρ0t and ψ− = 1, and therefore, Lemma A.2 and
Corollary A.3 are applicable. More generally, we have, for each j,
(4.11) L0(e
−jρ0t) = j(j − 1)ρ20e−jρ0t.
By (4.1) and (4.2), we have
(4.12) ξ′′ =
1
2
(1− ξ′2)
(
ρ0 +
n
k
· e
−nξ
e−nξ + h
)
.
In the following, all estimates hold for t ≥ 1. With a0 as in Lemma 4.2, set
(4.13) ψ = ξ − t− a0.
By Lemma 4.2, we have
(4.14) |ψ(t)| + |ψ′(t)| ≤ Ce−ρ0t.
By substituting ξ = ψ + t+ a0 in (4.12) and a straightforward calculation, we have
(4.15) L0ψ = F,
where
(4.16) F = −1
2
ρ0ψ
′2 − n
2k
(2ψ′ + ψ′2)
e−nψ−nt−na0
h+ e−nψ−nt−na0
.
By (4.14), the second term in F has an order e−(n+ρ0)t, and hence
|F | ≤ Ce−2ρ0t.
Since ψ is a solution of (4.15) with ψ → 0 as t → ∞, by Corollary A.3 with γ = 2ρ0,
there is a constant a1 such that
|ψ(t)− a1e−ρ0t| ≤ Ce−2ρ0t.
By (4.2), we obtain
(4.17) a1 =
k
2k − n
k
√
h
2
e−(2k−n)a0 ,
and hence a1 6= 0. Set
ψ1 = ψ − a1e−ρ0t.
Then,
L0ψ1 = F,
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with
|ψ1(t)|+ |F (t)| ≤ Ce−2ρ0t.
The interior gradient estimates imply
|ψ′1(t)| ≤ Ce−2ρ0t.
We now expand the first term of F . With ψ = a1e
−ρ0t + ψ1, we have
ψ′2 = (−a1ρ0e−ρ0t + ψ′1)2 = a21ρ20e−2ρ0t − 2a1ρ0e−ρ0tψ′1 + ψ′21 .
Then,
|ψ′2 − a21ρ20e−2ρ0t| ≤ Ce−3ρ0t,
and hence ∣∣∣F + 1
2
a21ρ
3
0e
−2ρ0t
∣∣∣ ≤ Ce−3ρ0t.
By (4.11) with j = 2, we have
L0(ψ1 − a2e−2ρ0t) = F − 2a2ρ20e−2ρ0t.
We now require −2a2ρ20 = a21ρ30/2, and hence a2 = a21ρ0/4. Set
ψ2 = ψ1 − a2e−2ρ0t,
and
F2 = F +
1
2
a21ρ
3
0e
−2ρ0t.
Then,
L0ψ2 = F2,
with
|F2(t)| ≤ Ce−3ρ0t.
By Corollary A.3 with γ = 3ρ0, we obtain
|ψ2(t)| ≤ Ce−3ρ0t.
The interior gradient estimates imply
|ψ′2(t)| ≤ C−3ρ0t.
Note that the second term in F given by (4.16) has an order e−(n+ρ0)t. Let l be
the largest integer such that lρ0 < n + ρ0. By proceeding inductively, we define, for
appropriate constants a1, · · · , al,
ψl = ψ −
l∑
i=1
aie
−iρ0t,
such that
L0ψl = Fl,
where ψl and Fl satisfy
|ψl(t)|+ |Fl(t)| ≤ Ce−tmin{n+ρ0,(l+1)ρ0}.
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If (l + 1)ρ0 > n+ ρ0, then
|ψl(t)|+ |Fl(t)| ≤ Ce−(n+ρ0)t.
The term with the lowest decay rate e−(n+ρ0)t in Fl comes only from the second term of
F . By proceeding similarly, there exists a constant al+1 such that
|ψl(t)− al+1e−(n+ρ0)t| ≤ Ce−(l+1)ρ0t.
If (l + 1)ρ0 = n+ ρ0, then
|ψl(t)|+ |Fl(t)| ≤ Ce−(l+1)ρ0t.
The term with the lowest decay rate e−(l+1)ρ0t in Fl comes from both terms of F . By
proceeding similarly, there exists a constant al+1 such that
|ψl − al+1e−(l+1)ρ0t| ≤ Ce−(l+2)ρ0t.
In both cases, we can continue indefinitely. 
5. Linearized Equations
In the following, we always assume that ξ is a solution of (4.1) on R in the Γ+k class,
satisfying (4.2) for some h > 0. Let L be the linear operator given by (3.13), i.e.,
Lϕ = ϕtt + a∆θϕ+ bϕt + cϕ,
where a and b are as in (3.8), and
c =
ne−nξ
e−nξ + h
(1− ξ2t ).
We now project the operator L to spherical harmonics. Let {λi} be the sequence of
eigenvalues of −∆θ on Sn−1, arranged in an increasing order with λi → ∞ as i → ∞,
and let {Xi} be a sequence of the corresponding normalized eigenfunctions of −∆θ on
L2(Sn−1); namely, −∆θXi = λiXi for each i ≥ 0. Note that each Xi is a spherical
harmonic of certain degree. In the following, we fix such a sequence {Xi}, which forms
an orthonormal basis in L2(Sn−1). Refer to Appendix A for details.
For a fixed i ≥ 0 and any ψ = ψ(t) ∈ C2(R+), we write
L(ψXi) = Li(ψ)Xi.
By −∆θXi = λiXi, we have
(5.1) Li(ψ) = ψtt + p(t)ψt + qi(t)ψ,
where p = b and qi = c− aλi, or specifically
p =
[
2− n
k
− n(k − 1)
k
· e
−nξ
e−nξ + h
]
ξt,(5.2)
and
qi = −(n− k)λi
k(n− 1) −
n(k − 1)λi
k(n− 1)
e−nξ
e−nξ + h
+
ne−nξ
e−nξ + h
(1− ξ2t ).(5.3)
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In this section, we will characterize Ker(Li), for each i ≥ 0. We always denote by
W (ψ+i , ψ
−
i ) the Wronskian of a basis ψ
+
i , ψ
−
i of Ker(Li).
Lemma 5.1. Suppose 2 ≤ k < n/2 and ξ is a constant.
(i) For i = 0, Ker(L0) has a basis cos(
√
n− 2kt) and sin(√n− 2kt).
(ii) There exists an increasing sequence of positive constants {ρi}i≥1, divergent to ∞,
such that for any i ≥ 1, Ker(Li) has a basis ψ+i = e−ρit and ψ−i = eρit. Moreover,
ρ1 = · · · = ρn = 1.
Proof. We note that there is only one constant solution of (4.1). Let ξ be such a solution.
Then, p = 0 and
qi = −(n− k)λi
k(n− 1) −
n(k − 1)λi
k(n− 1) (n− 2k) + (n− 2k).
Hence, q0 = n − 2k, and qi < 0 for i ≥ 1. In particular, q1 = · · · = qn = −1. We have
the desired result. 
Lemma 5.2. Suppose 2 ≤ k < n/2 and ξ is a positive nonconstant periodic solution.
(i) For i = 0, Ker(L0) has a basis ψ
+
0 = p
+
0 and ψ
−
0 = atp
+
0 + p
−
0 , for some smooth
periodic functions p+0 and p
−
0 on R, and some constant a.
(ii) There exists an increasing sequence of positive constants {ρi}i≥1, divergent to ∞,
such that for any i ≥ 1, Ker(Li) has a basis ψ+i = e−ρitp+i and ψ−i = eρitp−i , for some
smooth periodic functions p+i and p
−
i on R. Moreover, ρ1 = · · · = ρn = 1.
In both cases, the Wronskian W (ψ+i , ψ
−
i ) is a periodic function with a fixed sign. In
addition, all periodic functions in (i) and (ii) have the same period as ξ.
Proof. Since ξ is periodic, then p and qi are also periodic. For a proof of the characteri-
zation of Ker(Li), refer to [10], which is based on the Floquet theory. We now provide
a simple computation concerning the Wronskian.
For each i ≥ 0, the Wronskian Wi of ψ+i and ψ−i satisfies W ′i = −pWi, where p is
given by (5.2). A simple integration yields
e−
´
p = (h+ e−nξ)−
k−1
k e−(2−
n
k
)ξ,(5.4)
and hence
Wi = ci(h+ e
−nξ)−
k−1
k e−(2−
n
k
)ξ,(5.5)
for some nonnegative constant ci. 
We now consider n/2 < k < n. By (4.4), ξt → 1 as t→∞. Hence, as t→∞,
p→ 2− n
k
, qi → −(n− k)λi
k(n− 1) .
Replacing p and qi in Li given by (5.1) by their limits as t→∞, we have the following
operator with constant coefficients:
(5.6) L∞i (ψ) = ψtt +
(
2− n
k
)
ψt − (n− k)λi
k(n− 1) ψ.
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For each i ≥ 0, solutions of L∞i (ψ) = 0 are given by linear combinations of
(5.7) e−ρit and eτit,
where
(5.8) ρi =
[( n
2k
)2
+
n− k
k(n − 1)(λi − n+ 1)
] 1
2
+
(
1− n
2k
)
,
and
(5.9) τi =
[( n
2k
)2
+
n− k
k(n− 1)(λi − n+ 1)
] 1
2 −
(
1− n
2k
)
.
Both {ρi} and {τi} are nonnegative and increasing sequences and diverge to ∞, with
(5.10) ρ0 = 2− n
k
, τ0 = 0,
and
(5.11) ρi = 1, τi =
n
k
− 1 for i = 1, · · · , n.
We note that ρ0 in (5.10) is the same as ρ0 in (4.7). We also have, for i ≥ 0,
(5.12) ρi − τi = 2− n
k
.
For k = n/2, the above computation still holds, although ξt has a different limit as
t→∞. In this case, (5.6), (5.8), and (5.9) reduce to
L∞i (ψ) = ψtt −
λi
n− 1ψ,
and
(5.13) ρi = τi =
[ λi
n− 1
]1/2
.
For i = 0, solutions of L∞0 (ψ) = 0 are given by linear combinations of 1 and t. For each
i ≥ 1, solutions of L∞i (ψ) = 0 are given by linear combinations of e−ρit and eρit.
We will prove that solutions of Li(ψ) = 0 behave similarly as those of L
∞
i (ψ) = 0 for
n/2 ≤ k < n.
For simplicity of presentations, we introduce a space of functions. Let {νi}∞i=0 be an
increasing sequence of nonnegative constants.
Definition 5.3. Let ψ be a function defined on R+. We say ψ ∈ E if there exists a
sequence of contants {ci}{i≥0} with c0 6= 0 such that for any integer l ≥ 1 and any t ≥ 1,
(5.14)
∣∣∣ψ(t)− l∑
i=0
cie
−νit
∣∣∣ ≤ Ce−νl+1t.
We emphasize that leading terms of functions in E are nonzero constants. In particular,
functions in E are bounded on R+.
We first characterize Ker(L0).
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Lemma 5.4. The space Ker(L0) has a basis ψ
+
0 and ψ
−
0 such that
(i) for k = n/2, ψ+0 ∈ E, and ψ−0 = atψ+0 + η for some nonzero constant a and some
function η ∈ E, and W (ψ+0 , ψ−0 ) ∈ E;
(ii) for n/2 < k ≤ n, e(2−nk )tψ+0 , ψ−0 ∈ E, and e(2−
n
k
)tW (ψ+0 , ψ
−
0 ) ∈ E.
Proof. We only prove (ii). By a simple differentiation of (4.1) with respect to t, we
obtain L0(ξt) = 0. With {ai} given in Lemma 4.3 with a1 6= 0 by (4.17), we have ξt ∈ E
by (4.9). We set ψ−0 = ξt. Recall that ρ0 is given by (4.7).
Next, we recall a well-known fact. Since ξt is a solution of L0(ψ) = 0, then a linearly
independent solution can be given by
ψ+0 (t) = ξt(t)
ˆ ∞
t
ξ−2t e
− ´ pdτ.
By (5.4), we have
ψ+0 (t) = ξt(t)
ˆ ∞
t
ξ−2t (h+ e
−nξ)−
k−1
k e−ρ0ξdτ.
Note that the leading term in ξt is 1. Then, the leading term in ψ
+
0 is given by
h−
k−1
k
ˆ ∞
t
e−ρ0τdτ =
1
ρ0
h−
k−1
k e−ρ0t.
The coefficient is not zero. By (4.9), we have eρ0tψ+0 ∈ E .
The assertion for the Wronskian follows from (5.5). 
By Proposition 2 in [10], there is a pair of linearly independent elements in Ker(Li),
i ≥ 1, one of which is bounded and another unbounded on R+. We now characterize these
two functions precisely. Recall that ρi and τi are defined by (5.2) and (5.3), respectively.
Lemma 5.5. For n/2 ≤ k < n and any i ≥ 1, the space Ker(Li) has a basis ψ+i and ψ−i
such that eρitψ+i , e
−τitψ−i ∈ E, and eρ0tW (ψ+i , ψ−i ) ∈ E.
Proof. We consider only the case n/2 < k < n.
For i = 1, · · · , n, ρi and τi are given by (5.11). We take ψ+i = (1 + ξt)e−t and
ψ−i = (1− ξt)et. Then, ψ+i and ψ−i are two linearly independent solutions of Li(ψ) = 0.
It is easy to get eρitψ+i ∈ E . Next, by (4.2), we have
ψ−i = (1 − ξt)et =
k
√
h+ e−nξ
1 + ξt
· e(−2+nk )(ξ−t) · e(nk−1)t.
Hence, e−τitψ−i ∈ E .
Next, we consider i ≥ n+ 1. By (5.1) and (5.6), we rewrite Li(ψ) = 0 as
L∞i (ψ) = f,
where
f = (2− n
k
)(1− ξt)ψt +
[
n(k − 1)
k
ξtψt − n(k − 1)λi
k(n− 1) ψ + n(1− ξ
2
t )ψ
]
e−nξ
e−nξ + h
.
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In the first term in f , the factor 1−ξt contributes a factor e−ρ0t, and in the second term,
the factor e−nξ contributes a factor e−nt. Recall that solutions of L∞i (ψ) = 0 are given
by linear combinations of e−ρit and eτit.
Let ψ+i ∈ Ker(Li) be a bounded function on R+. Arguing as in the proof of Lemma
4.3, there exists a constant a0 such that, for any t ≥ 1,
|ψ+i (t)− a0e−ρit| ≤ Ce−(ρi+ρ0)t.
Similarly, we get expansions of higher orders. Hence, eρitψ+i ∈ E .
Let ψ−i ∈ Ker(Li) be an unbounded function on R+. Then, there exist constants b0
and c0 such that, for any t ≥ 1,
|ψ−i (t)− b0eτit − c0e−ρit| ≤ Ce(τi−ρ0)t.
By considering ψ−i − c0ψ+i instead of ψ−i , we may assume c0 = 0 and
|ψ−i (t)− b0eτit| ≤ Ce(τi−ρ0)t.
Similarly, we get expansions of higher orders. Hence, e−τitψ−i ∈ E . 
We now make an important remark concerning the sequence {Li}i≥0.
Remark 5.6. Suppose 2 ≤ k < n and let {Li}i≥0 be given by (5.1). By Lemma 5.1,
Lemma 5.2, Lemma 5.4, and Lemma 5.5, the sequence {Li}i≥0 satisfies Assumption A.6.
As a consequence, Lemma A.8 is applicable to the operator L given by (3.13).
We point out that the sequences {ρi} and {τi} in Lemma 5.1, Lemma 5.2, Lemma
5.4, and Lemma 5.5 are different for different k. For 2 ≤ k < n/2, ρi = τi for each
i ≥ 0, ρ0 = 0, and {ρi}i≥1 is determined by the Floquet theory and hence depends on
the radial solution ξ where the linearization was computed. For n/2 ≤ k < n, {ρi}
and {τi} are given by (5.8) and (5.9), respectively, and are determined only by n and k.
Moreover, ρ0 = 0 for k = n/2, and 0 < ρ0 < 1 for n/2 < k < n. In all cases, we have
ρ1 = · · · = ρn = 1.
The solutions ψ+0 and ψ
−
0 of L0(ψ) = 0 also behave differently for different k. For
2 ≤ k ≤ n/2, ψ+0 is bounded and ψ−0 has at most a linear growth as t → ∞. For
n/2 < k < n, ψ+0 decays exponentially as t→∞ and ψ−0 is bounded.
6. Asymptotic Expansions
In this section, we discuss asymptotic expansions of solutions of (1.14). We first
describe our strategy, which is already adopted in the proof of Theorem 1.1.
Let w = w(t, θ) be a solution of (1.14), and ξ be a radial solution. By setting ϕ = w−ξ,
we write (1.14) as (3.12), i.e.,
Lϕ = R(ϕ),
where L and R are given by (3.13) and (3.14), respectively. According to Remark 5.6,
we can apply Lemma A.8 to the linear operator L. Since R(ϕ) is nonlinear in ϕ, we will
apply Lemma A.8 successively. In each step, we aim to get a decay estimate of R(ϕ),
with a decay rate better than that of ϕ. Then, we can subtract expressions generated
by Lemma A.8 with the lower decay rates to improve the decay rate of ϕ.
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We now examine R(ϕ), which is given by (3.14), i.e.,
R(ϕ) = ne
−nξ
2k(e−nξ + h)
(1− ξ2t )(e−2kϕ − 1 + 2kϕ) +Q2(ϕ) +
k∑
l=2
(1− ξ2t )1−lPl(ϕ).
We note that negative powers of 1 − ξ2t appear in the third term in the expression of
R(ϕ). For 2 ≤ k ≤ n/2, 1− ξ2t has a positive lower bound, and hence negative powers of
1− ξ2t do not cause any trouble. However, for n/2 < k < n, 1− ξ2t decays exponentially
at the order of ρ0, as t → ∞, as hence negative powers of 1 − ξ2t grow exponentially
as t → ∞. Therefore, in order to estimate R(ϕ), we need to use the decay of Pl(ϕ) to
counterbalance the growth of (1− ξ2t )1−l.
We explain the initial step in slightly more details. For n/2 < k < n, according to an
estimate proved by Gursky and Viacolvsky [8], and Li [12], ϕ = w− ξ decays as e−ρ0t, as
t → ∞. For l = 2 in R(ϕ), (1 − ξ2t )−1 grows as eρ0t, and the corresponding P2(ϕ) is at
least quadratic in ϕ and hence decays as e−2ρ0t. As a result, the product (1−ξ2t )−1P2(ϕ)
decays as e−ρ0t. There is no improvement in the decay rates, comparing those of R(ϕ)
over ϕ. As the initial step in the successive improvement of decay rates, we prove ϕ
decays better than e−ρ0t. This is crucial in proving Theorem 1.2.
Let w = w(t, θ) be a solution of (1.14), and set
(6.1) γ(t) =
 
Sn−1
w(t, θ)dθ.
By Theorem E and Proposition 1 in [10], we have, for any t ≥ 0,
(6.2) |w(t, θ)− γ(t)| ≤ Ce−t,
and, for any δ > 0 small, there exists a constant C = C(δ) > 0 such that, for l = 1, 2,
(6.3) |∇lt,θ(w(t, θ)− γ(t))| ≤ Ce−(1−δ)t.
We now derive an identity which plays a key role in our study of asymptotic expansions
of w, for the case n/2 < k < n. Compare (6.4) below with (48) in [10].
Lemma 6.1. For n ≥ 3 and n/2 < k < n, let w(t, θ) be a smooth solution of (1.14) on
(0,∞) × Sn−1 in the Γ+k class, with a nonremovable singularity at infinity. Then, there
exists a constant h > 0 such that
(6.4) e(2k−n)γ
(
(1− γ2t )k(1 + η) +
k∑
l=1
(1− γ2t )k−lηl
)
= h+ e−nγ(1 + η),
where η = O(e−2t) and ηl = O(e−l(1−δ)t), for l = 1, · · · , k, and any δ small.
Some computations below already appeared in the proof of Lemma 3.1.
Proof. Set
(6.5) wˆ(t, θ) = w(t, θ)− γ(t).
In the following, we always denote by Pl a homogeneous polynomial of degree l in terms
of wˆab, γtwˆa, and wˆawˆb. They may change from line to line.
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Our proof starts with a Pohozaev type identity for the solution w(t, θ). Let Λ = Λ(w)
and T be the Newton tensor associated with σk(Λ) defined by
(6.6) T = Tk−1[w] = Tk−1(Λ) =
k−1∑
j=0
(−1)jσk−1−j(Λ)Λj .
Write T = (Tab). Then, for some h > 0,
(6.7)
 
Sn−1
[ n
2kck
e(2k−n)w
n∑
a=1
T1awta − e−nw
]
dθ =
2k − n
2k
h.
The identity (6.7) was first derived by Viaclovsky in [22] and the present form is (60) in
[10].
By Lemma A [18], we have
(6.8)
d
dt
∣∣∣
t=0
σk(Λ + tB) = tr(TB),
for any diagonalizable matrix B. We now express T1a in terms of Λab. Let Λ¯a be the
(n − 1) × (n − 1) matrix by deleting the first row and the a-th column from Λ. The
matrix Λ¯1 is symmetric, but not other Λ¯i for i = 2, · · · , n. Take B in (6.8) to be the
matrix E0, whose (1, 1) component is 1 and all other components are zero. Then,
(6.9) T11 = σk−1(Λ¯1).
Next, for any i = 2, · · · , n, take B in (6.8) to be the matrix Ei whose (1, i) and (i, 1)
components are 1 and all others are 0. A straightforward computation yields
(6.10) T1i = (−1)1+iσˆk−1(Λ¯i),
where σˆk−1(Λ¯i) is the sum of all (k − 1)× (k − 1) minors of Λ¯i.
As (3.9), we have
Λ11 = γtt − 1
2
(1− γ2t ) + wˆtt + γtwˆt −
1
2
|∇θwˆ|2 + 1
2
wˆ2t ,
Λ1i = wˆti + (γt + wˆt)wˆi for 2 ≤ i ≤ n,
Λii =
1
2
(1− γ2t ) + wˆii − γtwˆt + wˆ2i −
1
2
|∇θwˆ|2 − 1
2
wˆ2t for 2 ≤ i ≤ n,
Λij = wˆij + wˆiwˆj for 2 ≤ i 6= j ≤ n.
(6.11)
We now expand T1a according to the powers of 1 − γ2t . For 2 ≤ i ≤ n, it is easy to see
that σˆk−1(Λ¯i) is a polynomial of 1− γ2t of degree k − 2, and specifically
T1i =
k−1∑
l=1
(1− γ2t )k−1−lPl.
By (6.9) and (6.10), we obtain
(6.12)
n∑
a=1
T1awta = (γtt + wˆtt)σk−1(Λ¯1) +
k∑
l=2
(1− γ2t )k−lPl,
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where Λ¯1 is the (n − 1) × (n − 1) matrix by deleting the first row and the first column
from Λ.
We now eliminate γtt with the help of the equation (1.14). Similar as (3.10), we have
σk(Λ) = Λ11σk−1(Λ¯1) + σk(Λ¯1) +
k∑
l=2
(1− γ2t )k−lPl.
By replacing Λ11 by the first formula in (6.11) and then substituting in (6.12), we obtain
n∑
a=1
T1awta = σk(Λ) +
1
2
(1− γ2t )σk−1(Λ¯1)− σk(Λ¯1)
−
(
γtwˆt +
1
2
wˆ2t −
1
2
|∇θwˆ|2
)
σk−1(Λ¯1) +
k∑
l=2
(1− γ2t )k−lPl.
(6.13)
By the definition of Λ¯1, it is clear that
σk−1(Λ¯1) =
(n− 1
k − 1
)
(
1
2
(1− γ2t ))k−1 +
k−1∑
l=1
(1− γ2t )k−1−lPl.(6.14)
A similar expression holds for σk(Λ¯1). Substituting (6.14) and the corresponding expres-
sion for σk(Λ¯1) in (6.13), we obtain
n∑
a=1
T1awta = σk(Λ) +
2k − n
k
(n− 1
k − 1
)
(
1
2
(1− γ2t ))k +
k∑
l=1
(1− γ2t )k−lPl.
Recall that σk(Λ) = cke
−2kw = cke−2kγe−2kwˆ, by (1.14). Therefore,
n
2kck
n∑
a=1
T1awta =
n
2k
e−2kγe−2kwˆ +
2k − n
2k
(1− γ2t )k +
k∑
l=1
(1− γ2t )k−lPl.
Integrating over Sn−1, we have 
Sn−1
[ n
2kck
e(2k−n)w
n∑
a=1
T1awta − e−nw
]
dθ
= −2k − n
2k
e−nγ
 
Sn−1
e−nwˆdθ +
2k − n
2k
e(2k−n)γ(1− γ2t )k
 
Sn−1
e(2k−n)wˆdθ
+
k∑
l=1
e(2k−n)γ(1− γ2t )k−l
 
Sn−1
e(2k−n)wˆPldθ.
By (6.2), we have, for any l,
elwˆ = 1 + lwˆ +O(e−2t),
and thus, with
´
Sn−1
wˆdθ = 0,  
Sn−1
e(2k−n)wˆdθ = 1 + η.
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Substituting these into (6.7), we obtain the desired identity with the help of (6.3). 
Now, we prove an approximation by radial solutions, better than the known approxi-
mation, for the case n/2 < k < n. Recall that ρ0 = 2− n/k as in (4.7).
Lemma 6.2. For n ≥ 3 and n/2 < k < n, let w(t, θ) be a smooth solution of (1.14) on
R+×Sn−1 in the Γ+k class, with a nonremovable singularity at infinity. Then, there exist
a constant 0 < ε < min{1 − ρ0, ρ0} and a radial solution ξ(t) of (1.14) on R × Sn−1 in
the Γ+k class such that, for any t > 1,
(6.15) |w(t, θ)− ξ(t)| ≤ Ce−(ρ0+ε)t,
where C is a positive constant.
Proof. Gursky and Viacolvsky [8], and Li [12] proved that the corresponding solution u
to (1.12) satisfies u ∈ Cρ0(B1). This implies that we can take α = ρ0 in Theorem C.
Hence, there exists a radial solution ξ(t) of (1.14) on R×Sn−1 in the Γ+k class such that,
for any t > 1,
(6.16) |w(t, θ)− ξ(t)| ≤ Ce−ρ0t,
where C is a positive constant. In the following, t is always at least 1.
Set a0 = (ξ − t)(0). By (4.9) and (6.16), we have
|w(t, θ)− t− a0| ≤ Ce−ρ0t.
A simple integration over Sn−1 yields
(6.17) |γ(t) − t− a0| ≤ Ce−ρ0t.
By combining (6.17) and (6.4), we get
(6.18) e(2k−n)t
(
(1 − γ2t )k(1 + η) +
k∑
l=1
(1− γ2t )k−lηl
)
= he−(2k−n)a0 +O(e−ρ0t).
For each l = 1, · · · , k − 1, we write, for δ′ > 0 small,
(1− γ2t )k−lηl = (1− γ2t )k−le−
k−l
k
δ′t · ηle
k−l
k
δ′t.
By the Ho¨lder inequality, we have
|(1− γ2t )k−lηl| ≤ (1− γ2t )ke−δ
′t + Cη
k
l
l e
k−l
l
δ′t.
Note that
η
k
l
l = O(e
−k(1−δ)t).
Hence,
|(1− γ2t )k−lηl| ≤ (1− γ2t )ke−δ
′t + Ce−k(1−δ)te(k−1)δ
′t.
For l = k, we have
(1− γ2t )k−lηl = ηk = O(e−k(1−δ)t).
By substituting these estimates in (6.18), we obtain
e(2k−n)t(1− γ2t )k
(
1 +O(e−δ
′t)
)
+O
(
e(k−n+kδ+(k−1)δ
′)t
)
= he−(2k−n)a0 +O(e−ρ0t).
ASYMPTOTIC EXPANSIONS OF SOLUTIONS NEAR ISOLATED SINGULAR POINTS 31
Since k < n, we choose δ and δ′ sufficiently small such that, for some ε > 0,
e(2k−n)t(1− γ2t )k
(
1 +O(e−δ
′t)
)
= he−(2k−n)a0 +O(e−εt),
and hence,
(6.19) e(2k−n)t(1− γ2t )k = he−(2k−n)a0 +O(e−εt).
This implies
eρ0t(1− γ2t )→ k
√
he−ρ0a0 as t→∞.
Set
(6.20) β(t) = 1− γ2t − k
√
he−ρ0(t+a0).
Then,
(6.21) eρ0tβ(t)→ 0 as t→∞.
By combining (6.19) and (6.20), we have(
eρ0tβ(t) +
k
√
he−ρ0a0
)k
= he−(2k−n)a0 +O(e−εt).
We now arrange the left-hand side according to powers of β. Note that the zero-order
term is he−(2k−n)a0 , which is the same as the first term in the right-hand side, and that
eρ0tβ is a common factor of the rest terms in the left-hand side. Hence,
eρ0tβ(t)
k∑
j=1
( k
j
)(
eρ0tβ(t)
)j−1( k√
he−ρ0a0
)k−j
= O(e−εt).
In the summation above, the term corresponding to j = 1 is a positive constant and all
other terms converge to 0 as t→∞ by (6.21). Therefore,
eρ0tβ(t) = O(e−εt),
or
β(t) = O(e−(ρ0+ε)t).
By (6.20), we obtain
γ2t = 1− k
√
he−ρ0(t+a0) +O(e−(ρ0+ε)t),
and hence
(6.22) γt = 1− 1
2
k
√
he−ρ0(t+a0) +O(e−(ρ0+ε)t).
A simple integration yields
γ(t) = t+ a0 +
k
2(2k − n)
k
√
he−ρ0(t+a0) +O(e−(ρ0+ε)t),
where a0 is the constant from (6.17). We always take ε < min{1− ρ0, ρ0}.
By Lemma 4.3 and, in particular, (4.17), we have
|γ(t)− ξ(t)| ≤ Ce−(ρ0+ε)t.
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Hence, with (6.2),
|w(t, θ)− ξ(t)| ≤ |w(t, θ)− γ(t)|+ |γ(t)− ξ(t)| ≤ Ce−(ρ0+ε)t.
This is the desired result. 
We are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let ε be as in Lemma 6.2. By (4.9) and (6.22), we have, for all
t > 0 and l = 0, 1, 2,
|∇lt,θ(γ(t)− ξ(t))| ≤ Ce−(ρ0+ε)t.
Combining with Lemma 6.2 and (6.3), we obtain, for all t > 0 and l = 0, 1, 2,
(6.23) |∇lt,θ(w(t, θ)− ξ(t))| ≤ Ce−(ρ0+ε)t.
Set ϕ = w − ξ. By (3.12), we can write (1.14) as
Lϕ = R(ϕ),
where Lϕ and R(ϕ) are given by (3.13) and (3.14), respectively. In R(ϕ), each Pl(ϕ) is
a homogeneous polynomial of degree l in terms of ϕab, ξtϕa, and ϕaϕb, for l = 2, · · · , k.
By (6.23), we have, for any t > 1 and l = 0, 1, 2,
(6.24) |∇l(t,θ)ϕ(t, θ)| ≤ Ce−(ρ0+ε)t.
By the expression of R(ϕ) in (3.14), the leading term in R(ϕ) is (1− ξ2t )−1P2(ϕ), given
by l = 2. Hence,
(6.25) |R(ϕ)| ≤ Ce−(ρ0+2ε)t.
If ρ0 + 2ε < 1, by Lemma A.8, we have
|ϕ| ≤ Ce−(ρ0+2ε)t.
Then, as in getting (6.25), we obtain
(6.26) |R(ϕ)| ≤ Ce−(ρ0+4ε)t.
By adjusting ε, we assume ρ0 + 2
l−1ε < 1 < ρ0 + 2lε, for some positive integer l. Then,
after finitely many steps, we obtain
(6.27) |R(ϕ)| ≤ Ce−(ρ0+2lε)t.
For ρ0 + 2
lε > 1, by Lemma A.8, there is a spherical harmonic Y1 of degree 1 such that
|ϕ(t, θ)− (1 + ξt)e−tY1| ≤ Ce−(ρ0+2lε)t.
This is the desired result. 
We now discuss higher order expansions and make two preparations for the proof of
Theorem 1.3.
In the first preparation, we introduce the index set I. Let ξ be a solution of (3.4)
on R in the Γ+k class, satisfying (3.5) for some h > 0, and let {ρi} be the sequence of
nonnegative constants as in Lemma 5.1, Lemma 5.2, Lemma 5.4, and Lemma 5.5. We
note that ρ0 = 0 for 2 ≤ k ≤ n/2 and ρ0 = 2−n/k ∈ (0, 1) for n/2 < k < n, and ρ1 = 1.
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We also note that {ρi} is determined by ξ for 2 ≤ k < n/2, and by only n and k for
n/2 ≤ k < n. In the following, we denote by Z+ the collection of nonnegative integers.
We first consider 2 ≤ k < n/2. Define the index set I by
I =
{∑
i≥1
miρi; mi ∈ Z+ with finitely many mi > 0
}
.(6.28)
This is the same as the index set defined in (2.9) for k = 1. For k ≥ 2, the nonlinear
term R(ϕ) in (3.12) involves ξ and ξt. For 2 ≤ k < n/2, ξ is periodic. Hence, ξ and ξt
in R(ϕ) do not contribute extra decay orders.
Next, we modify I in (6.28) to construct index sets for k = n/2 and n/2 < k < n.
For k = n/2, we define
I =
{
m0n
√
1− k
√
h+
∑
i≥1
miρi; m0,mi ∈ Z+ with finitely many mi > 0
}
.(6.29)
For k = n/2, n
√
1− k√h is the coefficient of t in the asymptotic expansion of ξ as in
(4.3). Hence, the factor e−nξ in the first term of R(ϕ) contributes an extra decay order
n
√
1− k√h. We note that e−nξ does not appear by itself and is always coupled with
nonlinear factors of ϕ. Hence, we need to add positive integer multiple of n
√
1− k√h to
the collection in (6.28). This results in the index set in (6.29).
Last, we consider n/2 < k < n. With ρ0 = 2− n/k, define
I = [1,∞) ∩
{
m0ρ0 +
∑
i≥1
miρi; m0 ∈ Z,mi ∈ Z+ with finitely many mi > 0
}
.(6.30)
For n/2 < k < n, the factor 1− ξ2t in the first term of R(ϕ) contributes an extra decay
order ρ0 = 2 − n/k. Similar as k = n/2, this factor does not appear by itself and is
always coupled with nonlinear factors of ϕ. The other factor e−nξ in the first term of
R(ϕ) contributes a decay order n, which is simply nρ1. In the third term of R(ϕ),
we have functions of the form e(l−1)ρ0tPl(ϕ), for l = 2, · · · , k. The positive exponent
(l− 1)ρ0 means we need to subtract (l− 1)ρ0 from the decay order of Pl(ϕ). This allows
the coefficient of ρ0 to be negative. However, the entire linear combination has to be at
least 1. This results in the index set in (6.30).
We note that ρ1 = · · · = ρn = 1 in all cases.
In the second preparation, we examine the nonlinear term R(ϕ). For the Yamabe
equation (2.1), the nonlinear term R(ϕ) is given by (2.6) and involves ϕ only. Hence, in
the proof of Theorem 1.1, we need to employ Lemma 2.2 to write the product of spherical
harmonics in terms of a linear combination of finitely many spherical harmonics. For
the σk-Yamabe equation, the nonlinear term R(ϕ) is given by (3.14) and involves ϕ and
its derivatives up to order 2. In order to follow the proof of Theorem 1.1, we need to
demonstrate that certain derivatives of spherical harmonics are linear combinations of
finitely many spherical harmonics.
To address this issue, we introduce the following space.
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Definition 6.3. For each integer d ≥ 1, denote by Sd the collection of finite sums∑
ci(t)Yi,
where Yi is a spherical harmonic on S
n−1 of degree not exceeding d, and ci is a smooth
function on an interval I ⊂ R with bounded derivatives, for each i.
In other words, functions in Sd can be expressed as a finite linear combination of
spherical harmonics of degree up to d. For our purpose, we take the interval I = [1,∞).
We need the following crucial lemma.
Lemma 6.4. For each l = 2, · · · , k, let Pl(ϕ) be the homogeneous polynomial of degree
l in terms of ϕab, ξtϕa, and ϕaϕb, as in the expression of R(ϕ) in (3.14). If ϕ ∈ Sd(t),
then Pl(ϕ) ∈ S2ld(t).
We postpone the proof of Lemma 6.4 to Appendix B, which involves some lengthy
computations.
We can prove Theorem 1.3 by a similar method as in the proof of Theorem 1.1, with
Lemma 2.2 replaced by Lemma 6.4. We omit details.
Appendix A. Asymptotic Behaviors of Solutions of Linear Equations
In this section, we consider linear equations on R+ × Sn−1 and study asymptotic
behaviors of their solutions as t→∞. Linear equations in this section are modeled after
the linearization of the Yamabe equation and the σk-Yamabe equation (1.14). Results
in this section are well-known. For completeness, we include proofs, which are adapted
from [10], [11], [14], and [15].
We first consider equations on R+. Let p, q be smooth functions on R+, with bounded
derivatives of arbitrary orders. Consider the linear operator L given by
(A.1) Lψ = ψtt + p(t)ψt + q(t)ψ.
We will discuss the linear equation
(A.2) Lψ = f on [t0,∞),
for some t0 > 0.
We now examine a simple case that p = 0 and q = −λ for some constant λ ≥ 0. If
λ > 0, there is a pair of linearly independent elements in Ker(L) given by e−
√
λt and
e
√
λt, one of which decays exponentially on R+ and another grows exponentially on R+.
If λ = 0, there is a pair of linearly independent elements in Ker(L) given by 1 and t, one
of which is bounded on R+ and another unbounded on R+.
We introduce an assumption for the general L with a similar property.
Assumption A.1. Let L be the operator given by (A.1). The space Ker(L) has a basis
ψ+ and ψ− such that, for some nonnegative constants ρ ≥ τ ,
(i) if ρ > 0, then eρtψ+ and e−τtψ− are bounded on R+, and ψ− does not converge to
0 as t→∞;
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(ii) if ρ = τ = 0, then ψ+ is bounded on R+, ψ
− = η + atψ+ for some constant a and
bounded function η on R+, and ψ
+, ψ− do not converge to 0 as t→∞.
In both cases, the Wronskian W of {ψ+, ψ−} is assumed to satisfy, for any t ∈ R+
(A.3) c1 ≤ |W (t)|e(ρ−τ)t ≤ c2,
for some positive constants c1 and c2.
We point out that the constant a in Assumption (A.1)(ii) may be zero, in which case
ψ+ and ψ− are bounded but do not converge to 0 as t→∞.
We first construct a special solution of (A.2).
Lemma A.2. Suppose Assumption A.1 holds. Let γ > 0 be a constant, m ≥ 0 be
an integer, and f be a smooth function on [t0,∞) for some t0 > 0, satisfying, for all
t ∈ [t0,∞),
|f(t)| ≤ Ctme−γt.
Then, there is a solution ψ∗ of Lψ = f on (t0,∞) such that, for all t ∈ (t0,∞),
|ψ∗(t)| ≤
{
Ctme−γt γ 6= ρ,
Ctm+1e−γt γ = ρ.
Proof. Let ψ+ and ψ− be the two solutions of Lψ = 0 as in Assumption A.1, and W be
their Wronskian.
We first consider the case ρ > 0; namely, eρtψ+ and e−τtψ− are bounded on (t0,∞).
Then, by (A.3), ∣∣∣∣ψ+fW
∣∣∣∣ ≤ Ctme(−τ−γ)t, ∣∣∣∣ψ−fW
∣∣∣∣ ≤ Ctme(ρ−γ)t.
Thus, a particular solution ψ∗ can be given by the following expressions: for γ ≤ ρ,
ψ∗(t) = −ψ+(t)
ˆ t
t0
ψ−(s)f(s)
W (s)
ds− ψ−(t)
ˆ ∞
t
ψ+(s)f(s)
W (s)
ds,
and, for γ > ρ,
(A.4) ψ∗(t) = ψ+(t)
ˆ ∞
t
ψ−(s)f(s)
W (s)
ds− ψ−(t)
ˆ ∞
t
ψ+(s)f(s)
W (s)
ds.
Hence, for γ 6= ρ,
(A.5) |ψ∗(t)| ≤ Ctme−γt,
and, for γ = ρ,
|ψ∗(t)| ≤ Ctm+1e−γt.
This is the desired result.
Next, we consider the case ρ = τ = 0; namely, ψ+ is bounded on (t0,∞), and ψ− =
η+ atψ+ for some bounded function η on (t0,∞). A particular solution ψ∗ can be given
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by (A.4). Note that |W | has positive upper and lower bounds by (A.3). If both ψ+ and
ψ− are bounded, then (A.5) follows easily. Let ψ− be as assumed. Then,
ψ∗(t) = ψ+(t)
ˆ ∞
t
η(s)
W (s)
f(s)ds− η(t)
ˆ ∞
t
ψ+(s)
W (s)
f(s)ds
+ aψ+(t)
ˆ ∞
t
sψ+(s)
W (s)
f(s)ds− atψ+(t)
ˆ ∞
t
ψ+(s)
W (s)
f(s)ds
= ψ+(t)
ˆ ∞
t
η(s)
W (s)
f(s)ds− η(t)
ˆ ∞
t
ψ+(s)
W (s)
f(s)ds
+ aψ+(t)
ˆ ∞
t
ˆ ∞
s
ψ+(τ)
W (τ)
f(τ)dτds.
Hence, (A.5) follows. 
Corollary A.3. Suppose Assumption A.1 holds. Let γ > 0 be a constant, m ≥ 0 be
an integer, and f be a smooth function on [t0,∞) for some t0 > 0, satisfying, for all
t ∈ [t0,∞),
|f(t)| ≤ Ctme−γt.
Let ψ be a solution of Lψ = f on (t0,∞) such that ψ(t) → 0 as t → ∞. Then, for all
t ∈ [t0,∞),
|ψ(t)| ≤
{
Ctme−γt if γ < ρ,
Ctm+1e−γt if γ = ρ,
and there exists a constant c such that
|ψ(t)− cψ+| ≤ Ctme−γt if γ > ρ.
Moreover, c = 0 if ρ = 0.
Proof. Any solution ψ can be written as
ψ = c+ψ+ + c−ψ− + ψ∗,
for some constants c+, c− and the function ψ∗ constructed in Lemma A.2. Since ψ → 0
as t → ∞, we must have c− = 0, and c+ = 0 if ρ = 0. Thus, the desired conclusion
follows from Lemma A.2. 
We are interested in two cases, eρtψ+ and e−τtψ− are either periodic or in the space
E introduced in Definition 5.3. In the latter case, we can integrate term by term. For
the former case, we need the following simple calculus lemma. All periodic functions
involved here have the same period.
Lemma A.4. Let p(t) be a smooth periodic function on R. Then, for any nonnegative
integer m and any positive constant α,
ˆ t
0
smp(s)ds = atm+1 +
m∑
i=0
tipi(t),(A.6)
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and ˆ t
0
smeαsp(s)ds =
m∑
i=0
tieαtpi(t) + a,(A.7)
ˆ ∞
t
sme−αsp(s)ds =
m∑
i=0
tie−αtpi(t),(A.8)
where a is a constant, and p0, p1, · · · , pm (different from line to line) are smooth periodic
functions on R.
The proof is elementary and hence omitted.
Remark A.5. We now strengthen Assumption A.1. Assume that e−ρtψ+(t), eτtψ−(t)
in (i) are periodic, or ψ+, η in (ii) are periodic, and
f(t) = tme−γtq(t),
for some periodic function q, some positive constant γ, and some nonnegative integer m.
Then, the particular solution ψ∗ in Lemma A.2 has the form, for γ 6= ρ,
ψ∗(t) =
m∑
i=0
tie−γtri(t),
and for γ = ρ,
ψ∗(t) =
m+1∑
i=0
tie−γtri(t),
where r0, · · · , rm+1 are periodic functions.
We now turn to linear elliptic equations on R+ × Sn−1. Denote by θ the local co-
ordinates on Sn−1. Let a, b, c be smooth functions on R, with bounded derivatives of
arbitrary orders. Consider the linear operator L given by
(A.9) Lϕ = ϕtt + a(t)∆θϕ+ b(t)ϕt + c(t)ϕ.
The operator L reduces to the standard Laplacian on R × Sn−1 if a = 1 and b = c = 0.
We will discuss the linear equation
(A.10) Lϕ = f on [t0,∞)× Sn−1,
for some t0 > 0. In the following, we assume
(A.11) a ≥ a0,
for some positive constant a0.
We now project the operator L to spherical harmonics.
Let {λi} be the sequence of eigenvalues of −∆θ on Sn−1, arranged in an increasing
order with λi →∞ as i→∞, and let {Xi} be a sequence of the corresponding normalized
eigenfunctions of −∆θ on L2(Sn−1); namely, for each i ≥ 0,
(A.12) −∆θXi = λiXi.
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Here, the multiplicity is considered. Hence,
λ0 = 0, λ1 = · · · = λn = n− 1, λn+1 = 2n, · · · .
Note that each Xi is a spherical harmonic of certain degree. In the following, we fix such
a sequence {Xi}.
For a fixed i ≥ 0 and any ψ ∈ C2(R), we can write
L(ψXi) = (Liψ)Xi,
where Li is given by
(A.13) Liψ = ψtt + b(t)ψt + (c(t)− a(t)λi)ψ.
We point out that b is a fixed function, independent of i.
We now examine Ker(Li) for a special case a = 1 and b = c = 0, where Li is given by
Liψ = ψtt − λiψ.
For i = 0, there is a pair of linearly independent elements in Ker(Li) given by 1 and t,
one of which is bounded on R+ and another is unbounded on R+. For i ≥ 1, there is a
pair of linearly independent elements in Ker(Li) given by e
−√λit and e
√
λit, one of which
decays exponentially on R+ and another grows exponentially on R+.
We introduce an assumption for the general L with a similar property.
Assumption A.6. Let Li be the operator given by (A.13). For each i ≥ 0, the space
Ker(Li) has a basis ψ
+
i and ψ
−
i with the following properties:
(i) there exist two sequences of scalars {ρi}∞i=0 and {τi}∞i=0, nonnegative, increasing,
and divergent to ∞, with τ0 = 0 and, for each i ≥ 1,
(A.14) ρi − τi = ρ0;
(ii) if i ≥ 1 or i = 0 with ρ0 > 0, then eρitψ+i and e−τitψ−i are bounded on (0,∞),
and ψ−i does not converge to 0 as t → ∞; if ρ0 = 0, then ψ+0 is bounded on (0,∞),
ψ−0 = η+ atψ
+
0 for some constant a and bounded function η on (0,∞), and ψ+0 does not
converge to 0 as t→∞;
(iii) the Wronskian W0 of {ψ+0 , ψ−0 } satisfies
(A.15) c1 ≤ |W0(t)|eρ0t ≤ c2 for any t ∈ R+,
for some positive constants c1 and c2.
Roughly speaking, for each i ≥ 1, ψ+i decays exponentially at the order ρi, and ψ−i
grows exponentially at the order τi, as t → ∞. For i = 0, if ρ0 > 0, then ψ+0 decays
exponentially at the order ρ0, as t → ∞, and ψ−0 is bounded; if ρ0 = 0, then ψ+0 is
bounded but not convergent to 0 as t→∞, and ψ−0 is unbounded.
We now make a remark concerning the Wronskian for i ≥ 1.
Remark A.7. Let ψ+i and ψ
−
i be the two solutions of Liψ = 0 as in Assumption A.6,
and Wi be their Wronskian. Then,
W ′i = −bWi,
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where b is the coefficient of t-derivative term in (A.13), which is independent of i. Hence,
Wi differs fromW0 by a nonzero constant factor for any i ≥ 1. Thus, Wi satisfies (A.15),
or by (A.14),
c1 ≤ |Wi(t)|e(ρi−τi)t ≤ c2 for any t ∈ R+.
As a consequence, Lemma A.2 and Corollary A.3 are applicable to Li, for each i ≥ 0.
Next we analyze solutions of (A.10) on (t0,∞) × Sn−1. In the following, {Xi} is a
fixed orthonormal basis of L2(Sn−1), formed by eigenfunctions of −∆θ as in (A.12), and
{ψ+} is as in Assumption A.6.
Lemma A.8. Suppose Assumption A.6 holds. Let γ > 0 be a constant, m ≥ 0 be an
integer, and f be a smooth function in [t0,∞)× Sn−1 for some t0 > 0, satisfying, for all
(t, θ) ∈ [t0,∞)× Sn−1,
|f(t, θ)| ≤ Ctme−γt.
Let ϕ be a solution of (A.10) in (t0,∞)×Sn−1 such that ϕ(t, θ)→ 0 as t→∞ uniformly
for θ ∈ Sn−1.
(i) If γ ≤ ρ0, then, for any (t, θ) ∈ (t0,∞)× Sn−1,
|ϕ(t, θ)| ≤
{
Ctme−γt if γ < ρ0,
Ctm+1e−γt if γ = ρ0.
(ii) If ρl < γ ≤ ρl+1 for some nonnegative integer l, then, for any (t, θ) ∈ (t0,∞) ×
S
n−1, ∣∣∣ϕ(t, θ)− l∑
i=0
ciψ
+
i (t)Xi(θ)
∣∣∣ ≤ {Ctme−γt if ρl < γ < ρl+1,
Ctm+1e−γt if γ = ρl+1,
for some constant ci, for i = 0, 1, · · · , l.
Moreover, if ρ0 = 0, then (i) does not appear and the summation in (ii) starts from
i = 1.
Proof. For each i ≥ 0, set
ϕi(t) =
ˆ
Sn−1
ϕ(t, θ)Xi(θ)dθ, fi(t) =
ˆ
Sn−1
f(t, θ)Xi(θ)dθ.
Then, for any t ∈ (t0,∞),
|fi(t)| ≤ C0tme−γt.
By multiplying (A.10) by Xi and integrating over S
n−1, we obtain
Liϕi = fi on (t0,∞).
Since ϕ(t, θ) → 0 as t → ∞ uniformly for θ ∈ Sn−1, then ϕi(t) → 0 as t → ∞, for each
i. We now apply Corollary A.3 to Li. For i ≥ 0, we have, for any t ∈ (t0,∞),
(A.16) |ϕi(t)| ≤
{
Ctme−γt if γ < ρi,
Ctm+1e−γt if γ = ρi,
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and there exists a constant ci such that
(A.17) |ϕi(t)− ciψ+i (t)| ≤ Ctme−γt if γ > ρi.
For some positive integer l∗ to be determined, set
(A.18) ϕ̂(t, θ) = ϕ(t, θ)−
l∗∑
i=0
ϕi(t)Xi(θ),
and
f̂(t, θ) = f(t, θ)−
l∗∑
i=0
fi(t)Xi(θ).
A simple calculation yields
(A.19) Lϕ̂ = f̂ .
For simplicity, we write ϕ̂(t) = ϕ̂(t, ·) and f̂(t) = f̂(t, ·). By multiplying (A.19) by ϕ̂(t)
and integrating over Sn−1, we obtainˆ
Sn−1
ϕ̂tt(t)ϕ̂(t)dθ + b(t)
ˆ
Sn−1
ϕ̂t(t)ϕ̂(t)dθ + c(t)
ˆ
Sn−1
ϕ̂2(t)dθ
− a(t)
ˆ
Sn−1
|∇θϕ̂(t)|2dθ =
ˆ
Sn−1
f̂(t)ϕ̂(t)dθ.
Set
y(t) =
[ˆ
Sn−1
ϕ̂2(t)dθ
]1/2
.
Then,
y(t)y′(t) =
ˆ
Sn−1
ϕ̂(t)ϕ̂t(t)dθ,
and
y(t)y′′(t) + [y′(t)]2 =
ˆ
Sn−1
[
ϕ̂(t)ϕ̂tt(t) + ϕ̂
2
t (t)
]
dθ.
The Cauchy inequality implies that, if y(t) > 0, then
[y′(t)]2 ≤
ˆ
Sn−1
ϕ̂2t (t)dθ,
and hence
y(t)y′′(t) ≥
ˆ
Sn−1
ϕ̂(t)ϕ̂tt(t)dθ.
Note that ˆ
Sn−1
|∇θϕ̂(t)|2dθ ≥ λl∗+1
ˆ
Sn−1
ϕ̂2(t)dθ.
Therefore, with a ≥ a0 > 0 by (A.11),
y(t)y′′(t) + b(t)y(t)t′(t) + (c(t)− a(t)λl∗+1)y2(t) ≥ −y(t)‖f̂(t)‖L2(Sn−1).
If y(t) > 0, we obtain
Ll∗+1y ≥ −C0tme−γt.
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For i ≥ 0, by (A.11), we have
c− aλi ≤ c− a0λi.
Hence, c− aλi is negative on (t0,∞) for large i, since λi →∞. Next,
Li(t
me−γt) =
(
c− aλi + γ2 − pγ +mpt−1 − 2mγt−1 +m(m− 1)t−2
)
tme−γt.
We take l∗ large such that c− aλl∗+1 < 0 and
Ll∗+1(t
me−γt) ≤ −tme−γt on (t0,∞),(A.20)
and also require l∗ ≥ l if γ ∈ (ρl, ρl+1], for some nonnegative integer l. Set
z(t) = Ctme−γt.
Then, for some constant C sufficiently large, we have z(t0) ≥ y(t0) and, if y(t) > 0,
(A.21) Ll∗+1(z − y)(t) ≤ 0.
Note that y(t)→ 0 as t→∞. If z−y is negative somewhere in (t0,∞), then the minimum
of z − y is negative and is attained at some t∗ ∈ (t0,∞). Hence, y(t∗) > z(t∗) > 0 and
(A.21) holds at t∗. However, (z − y)(t∗) < 0, (z − y)′(t∗) = 0, and (z − y)′′(t∗) ≥ 0,
contradicting (A.21). Therefore, for any t > t0, y(t) ≤ z(t), and hence
‖ϕ̂(t, ·)‖L2(Sn−1) ≤ Ctme−γt.
For any fixed (t, θ) ∈ (t0 + 1,∞) × Sn−1, by applying the interior L∞-estimate to the
equation (A.19) in (t− 1, t+ 1)× Sn−1, we obtain
(A.22) |ϕ̂(t, θ)| ≤ C{‖ϕ̂‖L2((t−1,t+1)×Sn−1) + ‖f̂‖L2((t−1,t+1)×Sn−1)} ≤ Ctme−γt.
First, we consider the case 0 < γ ≤ ρ0. By the definition of ϕ̂ in (A.18), we write
ϕ(t, θ) = ϕ̂(t, θ) +
l∗∑
i=0
ϕi(t)Xi(θ),
By combining (A.16) and (A.22), we obtain the desired result.
Next, we consider the case ρl < γ ≤ ρl+1 for some nonnegative integer l. We write
ϕ(t, θ) =
l∑
i=0
ciψ
+
i (t)Xi(θ) +
l∑
i=0
(
ϕi(t)− ciψ+i (t)
)
Xi(θ)
+
l∗∑
i=l+1
ϕi(t)Xi(θ) + ϕ̂(t, θ).
(A.23)
By combining (A.16), (A.17), and (A.22), we obtain the desired result.
Last, we consider the case ρ0 = 0. First, (i) does not appear since γ is assumed to be
positive. Next, in case (ii) the summation starts from i = 1 since ψ+0 does not converge
to 0 as t→∞. 
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We now make a remark concerning the proof. In order to expand ϕ up to order l, we
may need to expand up to a much higher order l∗ to ensure that tme−γt is a supersolution
as in (A.20). In the expansion of ϕ up to order l∗, the part up to order l has a nice form
as shown in (A.23).
Appendix B. Spherical Harmonics
In this section, we discuss expansions of functions on I × Sm in terms of spherical
harmonics on Sm, where I is an interval in R, with m = n − 1. Recall the space Sd
introduced in Definition 6.3. Our primary goal is to prove that for some smooth function
ϕ ∈ Sd certain combinations of derivatives of ϕ are in Sd˜ for some d˜.
We first recall the following result. If ϕ ∈ Sp and ψ ∈ Sq for some p and q, then
ϕψ ∈ Sp+q. This follows from Lemma 2.4.
In the following, we denote by ∇θ the induced connection on Sm.
Lemma B.1. (i) If ϕ ∈ Sp for some p, then ∆θϕ ∈ Sp.
(ii) If ϕ ∈ Sp and ψ ∈ Sq for some p and q, then 〈∇θϕ,∇θψ〉 ∈ Sp+q.
Proof. (i) If X is a spherical harmonic of degree i, then ∆θX = −λiX, where λi is an
eigenvalue of −∆θ on Sm.
(ii) We note that
∆θ(ϕψ) = ϕ∆θψ + ψ∆θϕ+ 2〈∇θϕ,∇θψ〉.
This implies the desired result with the help of (i) and Lemma 2.4. 
Now we start to study more complicated expressions of derivatives. Let ϕ1, · · · , ϕk be
k smooth functions on I×Sm. Define ∇2θϕ1 ◦ · · · ◦∇2θϕk ∈ Γ(T 2(I×Sm)) by contracting
from the second to the (2k − 1)th indices. That is, if we we choose normal coordinates
{t, θ2, · · · , θn} at x ∈ I × Sm, then
∇2θϕ1 ◦ · · · ◦ ∇2θϕk(p) = ϕ1i1i2ϕ2i2i3 · · ·ϕkik−1ikdθi1 ⊗ dθik ,
where the lower indices of ϕlij are covariant derivatives and we take summation whenever
the indices are repeated. If Ap = (gijϕpjl) is the symmetric matrix associated with ∇2θϕp,
then the matrix associated with ∇2θϕ1 ◦ · · · ◦ ∇2θϕk is the product A1A2 · · ·Ak.
In the following, we always choose normal coordinates {t, θ2, · · · , θn} at arbitrarily
given point x ∈ I×Sm for computation. Denote by Sk the collection of all permutations
of {1, · · · , k}.
Set
(B.1) Hk(ϕ
1, · · · , ϕk) = tr(∇2θϕ1 ◦ · · · ◦ ∇2θϕk).
The function Hk in (B.1) is symmetric for k = 2, 3. However, the symmetry breaks down
for k ≥ 4. For example, there may be 3 different values of H4(ϕτ(1), · · · , ϕτ(4)) if τ runs
over the set of 24 elements of S4.
One primary objective in this section is to prove Hk(ϕ, · · · , ϕ) = tr((∇2θϕ)k) ∈ Skd
if ϕ ∈ Sd. We intend to employ the induction on k to prove this. The proof of
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Lemma B.2 below shows that even if we start with identical functions ϕ1 = · · · =
ϕk = ϕ, a different function |∇θϕ|2 will emerge in the step from Hk to Hk−1 in the term
Hk−1(|∇θϕ|2, ϕ, · · · , ϕ). In the process in reducing k, more different functions will ap-
pear. When the symmetry breaks down, we cannot continue. For a remedy, we need to
consider all possible combinations of Hk(ϕ
τ(1), · · · , ϕτ(k)) and let τ run over all elements
of Sk.
Set, for k ≥ 1,
Hk(ϕ1, · · · , ϕk) =
∑
τ∈Sk
tr(∇2θϕτ(1) ◦ · · · ◦ ∇2θϕτ(k)),(B.2)
and, for k ≥ 2,
Qk(ϕ1, · · · , ϕk) =
∑
τ∈Sk
∇2θϕτ(1) ◦ · · · ◦ ∇2θϕτ(k−2)
(∇θϕτ(k−1),∇θϕτ(k)).(B.3)
Note H1(ϕ1) = ∆θϕ1 and Q2(ϕ1, ϕ2) = 2〈∇θϕ1,∇θϕ2〉. For convenience, we set H0 =
tr(Im) = m. We emphasize that no t-derivatives are involved.
We first study the function Hk.
Lemma B.2. For k ≥ 2, let ϕ1, · · · , ϕk be smooth functions on I × Sm. Then,
Hk(ϕ1, · · · , ϕk) = 1
2
∑
p 6=q
Hk−1(〈∇θϕp,∇θϕq〉, ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
− 1
k − 1
k∑
p=1
〈∇θϕp,∇θHk−1(ϕ1, · · · ϕ̂p, · · · , ϕk)〉
−
∑
p 6=q
〈∇θϕp,∇θϕq〉Hk−2(ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
+Qk(ϕ1, · · · , ϕk).
Here and hereafter, ϕ̂p means ϕp is deleted.
Proof. Let Hk be defined by (B.1). We will prove∑
τ∈Sk
Hk(ϕ
τ(1), · · · , ϕτ(k)) =
∑
τ∈Sk
{1
2
Hk−1(〈∇θϕτ(1),∇θϕτ(2)〉, ϕτ(3), · · · , ϕτ(k))
− 1
k − 1〈∇θϕ
τ(1),∇θHk−1(ϕτ(2), · · · , ϕτ(k))〉
− 〈∇θϕτ(1),∇θϕτ(2)〉Hk−2(ϕτ(3), · · · , ϕτ(k))
+∇2θϕτ(3) ◦ · · · ◦ ∇2θϕτ(k)(∇θϕτ(1),∇θϕτ(2))
}
.
Note
Hk(ϕ
1, · · · , ϕk) = ϕ1i1i2 · · ·ϕkiki1 .
By (
ϕ
τ(1)
j ϕ
τ(2)
j
)
i1i2
= ϕ
τ(1)
ji1i2
ϕ
τ(2)
j + ϕ
τ(1)
ji1
ϕ
τ(2)
ji2
+ ϕ
τ(1)
j ϕ
τ(2)
ji1i2
+ ϕ
τ(1)
ji2
ϕ
τ(2)
ji1
,
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we get ∑
τ∈Sk
Hk−1(〈∇θϕτ(1),∇θϕτ(2)〉, ϕτ(3), · · · , ϕτ(k))
=
∑
τ∈Sk
(
ϕ
τ(1)
j ϕ
τ(2)
j
)
i1i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1
= 2
∑
τ∈Sk
ϕ
τ(1)
ji1
ϕ
τ(2)
ji2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1 + 2
∑
τ∈Sk
ϕ
τ(1)
j ϕ
τ(2)
ji1i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1
= 2
∑
τ∈Sk
Hk(ϕ
τ(1), · · · , ϕτ(k)) + 2
∑
τ∈Sk
ϕ
τ(1)
j ϕ
τ(2)
ji1i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1 .
For the second term, we first apply the Ricci identity. Since Sm has constant curvature
1, we have
ϕ
τ(2)
ji1i2
= ϕ
τ(2)
i1i2j
+Ri2jli1ϕ
τ(2)
l = ϕ
τ(2)
i1i2j
+ (δi2i1δjl − δi2lδji1)ϕτ(2)l
= ϕ
τ(2)
i1i2j
+ δi1i2ϕ
τ(2)
j − δji1ϕτ(2)i2 .
Corresponding to the three terms above for ϕ
τ(2)
ji1i2
, we write∑
τ∈Sk
ϕ
τ(1)
j ϕ
τ(2)
ji1i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1 = I1 + I2 + I3,
where
I1 =
∑
τ∈Sk
ϕ
τ(1)
j ϕ
τ(2)
i1i2j
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1 ,
I2 =
∑
τ∈Sk
ϕ
τ(1)
j ϕ
τ(2)
j ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i2 ,
I3 = −
∑
τ∈Sk
ϕ
τ(1)
i1
ϕ
τ(2)
i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1 .
For I1, we have
I1 =
k∑
l=1
∑
τ∈Sk
τ(1)=l
ϕljϕ
τ(2)
i1i2j
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1
=
1
k − 1
k∑
l=1
∑
τ∈Sk
τ(1)=l
ϕlj(ϕ
τ(2)
i1i2
ϕ
τ(3)
i2i3
· · ·ϕτ(k)ik−1i1)j
=
1
k − 1
∑
τ∈Sk
〈
∇θϕτ(1),∇θHk−1(ϕτ(2), · · · , ϕτ(k))
〉
.
For I2 and I3, we simply note
I2 =
∑
τ∈Sk
〈∇θϕτ(1),∇θϕτ(2)〉Hk−2(ϕτ(3), · · · , ϕτ(k)),
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and
I3 = −
∑
τ∈Sk
∇2θϕτ(3) ◦ · · · ◦ ∇2θϕτ(k)(∇θϕτ(1),∇θϕτ(2)).
We get the desired result by a simple substitution. 
Lemma B.2 demonstrates that Hk can be expressed in terms of Hk−1, Hk−2, and Qk.
We next study Qk.
Lemma B.3. For k ≥ 2, assume ϕi ∈ Sdi for each i = 1, · · · , k. Then, Qk(ϕ1, · · · , ϕk) ∈
Sd1+···+dk .
Proof. We prove by induction on k. We consider k = 2, 3 separately. Note
Q2(ϕ1, ϕ2) = 2〈∇θϕ1,∇θϕ2〉,
and
Q3(ϕ1, ϕ2, ϕ3) =
∑
τ∈S3
ϕ
τ(1)
i1i2
ϕ
τ(2)
i2
ϕ
τ(3)
i1
=
1
2
∑
τ∈S3
(ϕ
τ(1)
i2
ϕ
τ(2)
i2
)i1ϕ
τ(3)
i1
=
1
2
∑
τ∈S3
〈∇θ〈∇θϕτ(1),∇θϕτ(2)〉,∇θϕτ(3)〉.
Hence, Q2(ϕ1, ϕ2) ∈ Sd1+d2 and Q3(ϕ1, ϕ2, ϕ3) ∈ Sd1+d2+d3 by Lemma B.1(ii).
We next consider k ≥ 4. Assume the desired result holds for any collection of l such
functions, for any l ≤ k − 1. Let ϕ1, · · · , ϕk be functions as given and denote by Qk
the quantity in (B.3) for simplicity, i.e., Qk = Qk(ϕ1, · · · , ϕk). Consider the following
quantity:
R =
k∑
q=1
〈∇θQk−1(ϕ1, · · · , ϕ̂q, · · · , ϕk),∇θϕq〉
=
∑
τ∈Sk
〈
∇θ
(∇2θϕτ(1) ◦ · · · ◦ ∇2θϕτ(k−3)(∇θϕτ(k−2),∇θϕτ(k−1))),∇θϕτ(k)〉.
Then, R ∈ Sd1+···+dk by the induction hypothesis. By
( k−3∏
p=1
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
)
j
=
k−3∑
l=1
ϕ
τ(l)
ilil+1j
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
+
k−3∏
p=1
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2j
ϕ
τ(k−1)
i1
+
k−3∏
p=1
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1j
,
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we have
R =
∑
τ∈Sk
( k−3∏
p=1
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
)
j
ϕ
τ(k)
j
=
∑
τ∈Sk
k−3∑
l=1
ϕ
τ(l)
ilil+1j
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
ϕ
τ(k)
j + 2Qk.
As in the proof of Lemma B.2, we get
ϕ
τ(l)
ilil+1j
= ϕ
τ(l)
jilil+1
+ δjilϕ
τ(l)
il+1
− δilil+1ϕτ(l)j ,
and write accordingly
R = I1 + I2 + I3 + 2Qk,
where
I1 =
∑
τ∈Sk
k−3∑
l=1
ϕ
τ(l)
jilil+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
ϕ
τ(k)
j ,
I2 =
k−3∑
l=1
∑
τ∈Sk
δjilϕ
τ(l)
il+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
ϕ
τ(k)
j ,
I3 = −
k−3∑
l=1
∑
τ∈Sk
δilil+1ϕ
τ(l)
j
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
ϕ
τ(k)
j .
For I1, we first have
I1 = 1
2
∑
τ∈Sk
k−3∑
l=1
(ϕ
τ(l)
j ϕ
τ(k)
j )ilil+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
−
∑
τ∈Sk
k−3∑
l=1
ϕ
τ(l)
jil
ϕ
τ(k)
jil+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
.
ASYMPTOTIC EXPANSIONS OF SOLUTIONS NEAR ISOLATED SINGULAR POINTS 47
Then,
I1 = 1
2
( ∑
τ∈Sk
k−3∑
l=1
(ϕ
τ(l)
j ϕ
τ(k)
j )ilil+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
ϕ
τ(k−2)
ik−2
ϕ
τ(k−1)
i1
+
2
k − 3
∑
τ∈Sk
k−3∑
l=1
ϕ
τ(k−2)
ilil+1
k−3∏
p=1
p 6=l
ϕ
τ(p)
ipip+1
(ϕ
τ(l)
j ϕ
τ(k)
j )ik−2ϕ
τ(k−1)
i1
)
− 2Qk − (k − 3)Qk
=
k∑
p,q=1
p 6=q
Qk−1(〈∇θϕp,∇θϕq〉, ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)− (k − 1)Qk.
For I2 and I3, we simply have
I2 =
k−3∑
l=1
∑
τ∈Sk
(
l−1∏
p=1
ϕ
τ(p)
ipip+1
ϕ
τ(k−1)
i1
ϕ
τ(k)
il
)(
k−3∏
p=l+1
ϕ
τ(p)
ipip+1
ϕ
τ(l)
il+1
ϕ
τ(k−1)
ik−1
)
=
k−3∑
l=1
ck,l
∑
τ∈Sk
Ql+1(ϕτ(1), · · · , ϕτ(l+1))Qk−l−1(ϕτ(l+2), · · · , ϕτ(k)),
for some constant ck,l, and
I3 = −
k−3∑
l=1
∑
τ∈Sk
ϕ
τ(1)
i1i2
· · ·ϕτ(l−1)il−1il+1ϕ
τ(l+1)
il+1il+2
· · ·ϕτ(k−1)ik−1ik ϕ
τ(k−1)
ik−1
ϕ
τ(k−1)
i1
ϕ
τ(k)
j ϕ
τ(l)
j
= −(k − 3)
∑
p 6=q
〈∇θϕp,∇θϕq〉Qk−2(ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk).
By a simple substitution, we have, for k ≥ 4,
(k − 3)Qk =
k∑
p,q=1
p 6=q
Qk−1(〈∇θϕp,∇θϕq〉, ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
−
k∑
q=1
〈∇θQk−1(ϕ1, · · · , ϕ̂q, · · · , ϕk),∇θϕq〉
− (k − 3)
∑
p 6=q
〈∇θϕp,∇θϕq〉Qk−2(ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
+
k−3∑
l=1
ck,l
∑
τ∈Sk
Ql+1(ϕτ(1), · · · , ϕτ(l+1))Qk−l−1(ϕτ(l+2), · · · , ϕτ(k)).
(B.4)
In other words, Qk(ϕ1, · · · , ϕk) can be expressed as a combination of Ql for l ≤ k − 1.
Now the desired result follows by an induction. 
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For k = 3, (B.4) reduces to an identity. In fact, the first two summations in the
right-hand side are the same, the last two summations in the right-hand side are absent,
and the expression in the left-hand side is zero.
Lemma B.4. For k ≥ 1, assume ϕi ∈ Sdi for each i = 1, · · · , k. Then, Hk(ϕ1, · · · , ϕk) ∈
Sd1+···+dk .
Proof. We prove by induction on k. By H1(ϕ1) = ∆θϕ1, the desired result follows from
Lemma B.1(i). Assume the desired result holds for any collection of l functions, for any
l ≤ k − 1. Then by Lemma B.2, Lemma B.3 and the induction hypothesis, we have the
desired result for k. 
Similar to (B.3), we define, for k ≥ 2,
P1k(ϕ1, · · · , ϕk) =
∑
τ∈Sk
∇2θϕτ(1) ◦ · · · ◦ ∇2θϕτ(k−2)(∇θϕτ(k−1),∇θϕτ(k)t ),(B.5)
P2k(ϕ1, · · · , ϕk) =
∑
τ∈Sk
∇2θϕτ(1) ◦ · · · ◦ ∇2θϕτ(k−2)(∇θϕτ(k−1)t ,∇θϕτ(k)t ),(B.6)
where the sub-index t in (B.5) and (B.6) denotes the t-derivative. There is one factor
of t-derivative in (B.5) and two factors of t-derivatives in (B.6). We point out that the
second derivatives in t are not present.
Lemma B.5. For k ≥ 2, assume ϕi ∈ Sdi for each i = 1, · · · , k. Then, P1k(ϕ1, · · · , ϕk),
P2k(ϕ1, · · · , ϕk) ∈ Sd1+···+dk .
Proof. The proof is based on induction and similar as that of Lemma B.3. We omit
details and only record some crucial identities. It is clear that ϕit ∈ Sdi , for i = 1, · · · , k.
We first consider P1k = P1k(ϕ1, · · · , ϕk). For k = 2, we have
P12 (ϕ1, ϕ2) = 〈∇θϕ1,∇θϕ2t 〉+ 〈∇θϕ2,∇θϕ1t 〉.
Hence, P12 (ϕ1, ϕ2) ∈ Sd1+d2 by Lemma B.1(ii). For k ≥ 3, we have
(k − 2)P1k =
∑
p 6=q
P1k−1(〈∇θϕp,∇θϕq〉, ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
−
k∑
q=1
〈∇θP1k−1(ϕ1, · · · , ϕ̂q, · · · , ϕk),∇θϕq〉
− (k − 3)
∑
p 6=q
〈∇θϕp,∇θϕq〉P1k−2(ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
+
k−3∑
l=1
ck,l
∑
τ∈Sk
P1l+1(ϕτ(1), · · · , ϕτ(l+1))Qk−l−1(ϕτ(l+2), · · · , ϕτ(k)).
The proof is similar as that of (B.4). Thus by Lemma B.3 and the induction hypothesis,
we have P1k ∈ Sd1+···+dk .
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We next consider P2k = P2k(ϕ1, · · · , ϕk). For k = 2, we have
P22 (ϕ1, ϕ2) = 2〈∇θϕ1t ,∇θϕ2t 〉.
Hence, P12 (ϕ1, ϕ2) ∈ Sd1+d2 by Lemma B.1(ii). For k ≥ 3, we have
(k − 1)P2k =
∑
p 6=q
P2k−1(〈∇θϕp,∇θϕq〉, ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
−
k∑
q=1
〈∇θP1k−1(ϕ1, · · · , ϕ̂q, · · · , ϕk),∇θϕq〉
− (k − 3)
∑
p 6=q
〈∇θϕp,∇θϕq〉P2k−2(ϕ1, · · · , ϕ̂p, · · · , ϕ̂q, · · · , ϕk)
+
k−3∑
l=1
ck,l
∑
τ∈Sk
P1l+1(ϕτ(1), · · · , ϕτ(l+1))P1k−l−1(ϕτ(l+2), · · · , ϕτ(k)).
The proof is also similar as that of (B.4). Thus by Lemma B.3 and the first part of this
lemma, we conclude P2k ∈ Sd1+···+dk . 
For a function ϕ on I × Sn−1, we define Λ(ϕ) ∈ Ω1(T ∗(I × Sn−1)) by
Λ(ϕ) = g−10
{
Ag0 +∇2ϕ+ dϕ⊗ dϕ−
1
2
|∇ϕ|2g0
}
,
where g0 = dt
2 + dθ2 is the standard cylinder metric. Using local normal coordinates
{t, θ2, · · · , θn} at x ∈ I × Sn−1, we can write Λ(ϕ) as a matrix:
Λ11 = ξtt − 1
2
(1− ξ2t ) + ϕtt + ξtϕt −
1
2
|∇θϕ|2 + 1
2
ϕ2t ,
Λ1i = ϕti + (ξt + ϕt)ϕi for 2 ≤ i ≤ n,
Λii =
1
2
(1− ξ2t ) + ϕii − ξtϕt + ϕ2i −
1
2
|∇θϕ|2 − 1
2
ϕ2t for 2 ≤ i ≤ n,
Λij = ϕij + ϕiϕj for 2 ≤ i 6= j ≤ n.
The main result is the following proposition.
Proposition B.6. Assume ϕ ∈ Sd. Then for any l ≥ 0, σl(Λ(ϕ)) ∈ S2ld.
Proof. Let Λ¯ be the (n− 1)× (n− 1) matrix obtained by deleting the first row and the
first column from the matrix Λ, and Λ˜ be the n × n matrix obtained by replacing Λ11
by 0 in the matrix Λ. Then,
σl(Λ) = Λ11σl−1(Λ¯) + σl(Λ˜).
Note Λ11 ∈ S2d.
First, we prove tr(Λ¯l) ∈ S2ld for any l ≥ 0 by induction on l. For l = 1, we have
tr(Λ¯) =
n− 1
2
(1− ξ2t ) + ∆θϕ− (n− 1)ξtϕt −
n− 3
2
|∇θϕ|2 − n− 1
2
ϕ2t .
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Then, tr(Λ¯) ∈ S2d. For some l ≥ 2, assume the assertion holds for all j ≤ l − 1. Set
η =
1
2
(1− ξ2t )− ξtϕt −
1
2
|∇θϕ|2 − 1
2
ϕ2t .
Then, η ∈ S2d. Note
Λ¯ij = ϕij + ϕiϕj + ηδij .
Hence,
tr(Λ¯l) =
l∑
j=0
ηjtr((∇2ϕ)l−j) +
∑
p+j1+···+jp=l
cp,j1,··· ,jpη
pQj1 · · · Qjp ,
where each cp,j1,··· ,jp is a nonnegative integer and each Qj is defined by (B.3) for ϕ1 =
· · · = ϕj = ϕ. Thus, tr(Λ¯l) ∈ S2ld by Lemma B.3 and Lemma B.4.
Now observe that
lσl(Λ¯) =
l−1∑
j=0
(−1)jσl−1−j(Λ¯)tr(Λ¯j+1).
This follows from (6.8) by taking Λ = B = Λ¯. Therefore, σl(Λ¯) ∈ S2ld for any l ≥ 0, by
another induction on l.
Next, we consider Λ˜. Note, for l ≥ 0,
tr(Λ˜l) = tr(Λ¯l) +
∑
p+q+j1+···+jp=l
cp,q,j1,··· ,jpη
p|∇θϕt + (ξt + ϕt)∇θϕ|2qTj1 · · · Tjp,
where each cp,q,j1,··· ,jp is a nonnegative integer and each Tj is one of {Qj}l−2j=2, {P1j }lj=2,
and {P2j }lj=2, defined by (B.3), (B.5), and (B.6), respectively, for ϕ1 = · · · = ϕj = ϕ.
Thus by Lemma B.3 and Lemma B.5, we conclude tr(Λ˜l) ∈ S2ld for any l ≥ 0. As a
consequence, we have σl(Λ˜) ∈ S2ld for l ≥ 0. 
We note that Lemma 6.4 follows from Proposition B.6.
To end this section, we make a final remark concerning the proof of Lemmas B.2-B.5.
As mentioned earlier, one objective is to prove Hk(ϕ, · · · , ϕ) ∈ Skd if ϕ ∈ Sd, for the
Hk defined in (B.1). Due to the lack of the symmetry of Hk(ϕ
1, · · · , ϕk) for k ≥ 4,
we first prove a more general result that Hk(ϕ1, · · · , ϕk) ∈ Sd1+···+dk if ϕi ∈ Sdi for
i = 1, · · · , k, and then take ϕ1 = · · · = ϕk = ϕ. For k = 2, 3, we can prove directly that
Hk(ϕ
1, · · · , ϕk) ∈ Sd1+···+dk . In fact, other methods are available to prove such a result
for small k. For example, for each function ϕi ∈ Sdi , we can consider the corresponding
homogeneous polynomial ui by restoring an appropriate power of |x| for each spherical
harmonic in ϕi, and then attempt to prove that Hk(ϕ
1, · · · , ϕk) is the restriction of some
homogeneous polynomial of degree d1 + · · · + dk to the unit ball. Then, we can use the
decomposition of homogeneous polynomials as in the proof of Lemma 2.4 to get the
desired result. This process can be carried out for small k such as k = 2, 3. However, we
encounter similar difficulties for k ≥ 4 in the induction.
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