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Introdução 
Um dos objetivos deste trabalho é a construção de soluções clássicas das 
equações não estacionárias de Kavier-Stokes, em domínios tri-dimensionais 
com contorno regular através de soluções aproximadas. O objetivo central 
será a obtenção de estimativas de erro para tais soluções aproximadas. 
A prova da existência de soluções das equações de Navier-Stokes é feita com 
a ajuda das aproximações de Galerkin, as quais são construídas sobre a base 
das autofunções correspondentes ao problema linear de valor de contorno de 
Stokes (método de Galerkin Espectral). A parte central de tal prova está em 
obter estimativas para a sequência das aproximações de Galerkin, a partir das 
quais se pode inferir a sua convergência (ou de pelo menos a convergência de 
uma subsequência das aproximações), assim como algum grau de regularidade 
da solução resultante. 
A seguir faremos um breve histórico dos resultados conhecidos sobre este 
problema. 
O p:-imeiro a usar este tipo de aproximaç2.o foi Hopf [10] q'.:e obteve um 
teorema de existência para o problema de valor de contorno inicial baseado em 
uma estimativa energia para as aproximações de Galerkin. Mas, baseado nesta 
simples estimativa, o teorema de existência de Hopf prova pouca regularidade 
da solução e é insuficiente para provar a unicidade da solução se o domínio é 
tri-dimensional. Para melhorar esta situação Kiselev e Ladyzhenskaya [ll], no 
caso de dados iniciais mais regulares obtiveram uma segunda estimativa para 
as aproximações, a qual fornece a necessária regularidade da solução para 
obter também um teorema de unicidade. Esta segunda estimativa se mantem 
apenas localmente no tempo, a menos que os dados sejam pequenos ou então 
o domínio bi-dimensional. 
O Teorema de existência de Prodi é baseado em uma estimativa comple-
tamente diferente das de Hopf e Kiselev-Ladyzhenskaya. Esta estimativa é 
determinada quando autofunções do operador de Stokes são usadas como uma 
base para as aproximações de Galerkin. Esta estimativa é menos elementar 
ll 
que as de Hopf e Kiselev-Ladyzhenskaya pois precisa da teoria de regularidade 
L 2 para as equações de Stokes, associadas ao problema. 
Assim, como as estimativas de Hopf e Kiselev-Ladyzhenskaya, as estimati-
vas de Pro di mantêm-se apenas localmente no tempo levando para uma solução 
generalizada. A regularidade clássica de tal solução generalizada foi provada 
usando resultados da teoria de potencial para as equações de Navier-Stokes 
[6], [12]. 
Melhores resultados nestas direções foram obtidos por Rautmann [13] e 
Heyvvood [8], [9], e a nossa dissertação constará de um detalhamento de parte 
destes trabalhos ([8] e [13]). 
No Capítulo 1 faremos uma revisão sucinta dos resultados básicos necessá-
rios e fixaremos a notação. As definições serão indicadas como tais e os resulta-
dos importantes serão enunciados como teoremas, lemas e proposições. Assim 
sendo, este capítulo serve tanto de preparo para os capítulos posteriores, como 
de lista conveniente de resultados para futuras referências. 
No Capítulo 2 vamos mostrar como através de estimativas adicionais para 
as aproximações de Galerkin podemos obter a regularidade clássica da solução 
diretamente. O único resultado que será necessário para isto será a validade 
da estimativa L 2 das derivadas segundas das soluções do Problema de Stokes 
estacionário associado ao problema não linear. 
O procedimento começa com a introdução de três sequências infinitas de 
desigualdades diferenciais para as aproximações de Galerkin. Para prosseguir 
com a integração destas desigualdades, é necessário trabalhar com as três 
sequências simultaneamente, usando recursivamente as estimativas já obti-
das por integração das desigualdades de uma sequência para integrar as da 
sequências seguintes. 
Para se livrar da necessidade de condições de compatibilidade para os da-
cios iniciais, as quais para as equações de K aYier-Stokes são de natureza não 
local e muito complicadas, estas sequências de desigualdades diferenciais são 
integradas sobre intervalos de tempo da forma [é, T) com é > O. Para isto 
é necessário obter estimativas iniciais para t = é, as quais são determinadas 
usando outra sequência de identidades e desigualdades para as aproximações 
de Galerkin. 
Combinando estas estimativas para as aproximações de Galerkin, deduz-se 
a existência de uma solução u E C 00 ((0, T), H 2(D)) n L00 ([0, T'], H 2 (D)) onde 
n é o domínio espacial e T' < T. Com este grau de regularidade obtido para a 
solução pode-se obter então a regularidade clássica da solução baseados apenas 
na regularidade L 2 para as Equações de Stokes, e então ter ut:C00 (Dx(O,T)). 
A seguir, desde que as propriedades do Problema de Stokes e de suas auto-
lll 
funções são relativamente bem conhecidas, pode-se perguntar: quão bem uma 
solução do problema não estacionário de Navier-Stokes pode ser aproximada 
usando como base as autofunções do operador de Stokes?. 
No Capítulo 3, seguindo Rautmann [13], será mostrado que as normas 
L 2 e H 1 das diferenças entre a solução do Problema de Navier-Stokes e as 
soluçõesaproximadas são estimadas em termos dos inversos dos autovalores do 
Problema de Stokes associado. Desde que estimativas assintóticas de autova-
lores em casos gerais são conhecidas, teremos estimativas de erro assintóticas 
tendendo a zero quando a dimensão do subespaço de aproximações vai a in-
finito. 
Seguiremos Rautmann [13] e mostraremos que para as aproximações de 
Galerkin da equação de Navier-Stokes e também para suas derivadas de qual-
quer ordem com respeito ao tempo podem ser deduzidas estimativas de erro 
se estas aproximações são formadas com as autofunções do correspondente 
Problema de Stokes (método de Galerkin Espectral). Tais estimativas de 
erro serão obtidas de uma desigualdade diferencial para normas adequadas da 
diferença de duas aproximações de Galerkin, passando então ao limite. 
lV 
Capítulo 1 
Preliminares 
Para facilitar a leitura e fixar a notação faremos neste capítulo uma breve revisão dos 
principais conceitos e resultados a serem usados. Estes resultados podem ser encontrados 
nas referências indicadas abaixo. 
1.1 Definições e Resultados Básicos 
K este trabalho denotaremos sempre por n um domínio limitado no espaço tri-
dimensional ~. 
Definição 1.1 Uma subvariedade Mm de classe Ck de uma variedade Nn de classe cr 
(r ~ k) 1 é um subconjunto M C N com a topologia induzida pela de N e dotado de uma 
estrutura de variedade Ck tal que a aplicação de inclusão i : i\1 ---+ N é uma imersão de 
classe Ck. 
Definição 1.2 O contorno de 0 1 denotado por ôD 1 diz-se uniformemente de classe Ck 
(k = 2 ou 3) se: 
i- É possível escolher coordenadas cartesianas locais (y1 , yz, y3) numa vizinhança Bç de 
cada ponto Ç t: 8!11 tal que ôD n Bç é representado por uma função Y3 = F(y1, y2, Ç) de 
classe ck. 
ii- As vizinhanças Be podem ser escolhidas como bolas1 todas do mesmo tamanho) com 
respectivos centros Ç 1 e tais que as derivadas até a ordem k de cada função F (., . , Ç) sejam 
limitadas por uma constq,nte independente de Ç. 
Observação : Se n c ~3 é limitado e ôD é uma subvariedade de classe C3 então auto-
maticamente 8!1 é uniformemente de classe C 3 • 
1 
Definição 1.3 Dois vetores x e y, num espaço V com produto interno (.,.) são ditos 
ortogonais se {x,y)=O. A coleção {xi}i,A de vetores em V onde A é um conjunto de 
índices é chamado um conjunto ortonormal se (xi, xi) = 1 para todo if.A, e (x;, xi) = 
O,i,jeA, i =J j. 
Proposição 1.1 (Desigualdade de Bessel) Seja {xn};;'=1 um conjunto ortonormal 
num espaço V com produto interno. Então para todo x e V: 
N 
llxll~ 2:: L !(x,xn)l 2 • 
n=l 
Ver [4, pag 188}. 
Proposição 1.2 (Desigualdade de Schwarz) Se x e y são dois vetores num espaço 
com produto interno V, então 
l(x, Y)l ~ llxllvllYIIv. 
Ver [14, pag 38}. 
Definição 1.4 (Espaço separável) Se diz-se que S é um espaço separável se existe um 
conjunto A contido em S, tal que A é enumerável e denso em S. 
~rer [16, pag 64}. 
Definição 1.5 (Espaço de Hilbert) Um espaço de Hilbert é um espaço com produto 
interno e completo com métrica definida pelo seu produto interno. 
1ler {16: pag 118}. 
Definição 1.6 (Sistema ortonormal completo) Seja H um espaço de Hilbert, A um 
sistema ortonormal em H. Diz-se que A é um sistema ortonormal completo se não existe 
outro sistema ortonormal em H que o contenha estritamente. 
Proposição 1.3 Um conjunto ortonormal de vetores em um espaço com produto interno 
é completo se e somente se é uma base. 
Ver [4, pag 244]. 
Teorema 1.1 Todo espaço de Hilbert tem uma base ortonormal. 
Ver [14, pag 44]. 
Teorema 1.2 Um espaço de Hilbert é separável se e somente se tem uma base ortonormal 
enumerável. 
Ver [14, pag 47]. 
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Definição 1. 7 (Função mensurável) Sejam X um espaço mensurável, Y um espaço 
topológico e f uma aplicação de X em Y, f diz-se mensurável se f- 1 (V) é um conjunto 
mensurável em X para todo aberto V em Y. 
Definição 1.8 (Equicontinuidade) Seja X um subconjunto de um espaço métrico, e 
seja F um espaço de Banach. Seja <I> um subconjunto do espaço de aplicações contínuas 
C(X, F). Diz-se que <I> é (ou os seus elementos são) equicontínuo no ponto x 0 t X se dado 
é> O, existe 8 >O tal que sempre que xtX e d(x,x0 ) < 8, então 
llf(x)- f(xo)li <é V f t <I>. 
Dizemos que <I> é equicontínuo em X, se é equicontínuo em cada ponto de X. 
Teorema 1.3 (De Caratheódory) Seja f uma função definida sobre R, mensurável em 
t e x, contínua em x para cada t fixo. Se existe uma função integrá veZ m sobre um intervalo 
it- ri ~a tal que lf(x, t)l ~ m(t), V (x, t) t R, então existe uma solução r.p de: 
x' f(x, t) 
x(r) = Ç 
sobre algum intervalo lt- ri ~ /3, (/3 > O). 
Ver {31 pag 4 3 ]. 
Teorema 1.4 (Teorema de Ascoli-Arzelá) Um subconjunto de funções em C[a, b], 
com a norma do supremo1 é relativamente compacto se e sómente se é uniformemente 
limitado e equicontínuo sobre [a, b]. 
Ver [4, pag 156}. 
Agora introduz-se um principio abstrato de Analise Funcional, o qual assegurará em 
certas circunstancias a existência e a unicidade de uma solução fraca para problemas va-
. . . 
nac10na1s. 
Assume-se que H é um espaço de Hilbert, com a norma 11·11 e o produto interno (.,.),e 
< ., . > denota a dualidade de H com o seu espaço dual. 
Teorema 1.5 (Lema de Lax-Milgram) Seja B : HxH ----+ íR uma aplicação bilinear} 
para o qual existêm constantes a, j3 > O tais que 
IB(u,v)l~allullllvll, Vu,vtH e 
/3llull 2 ~ B(u,u), VutH. 
Seja também f : H ----+ íR um funcional linear limitado sobre H. Então existe uma única 
u t H tal que 
B(u,v) =<f, v> VvéH. 
[2~ pag 84}. 
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Definição 1.9 (Convergência fraca) Uma sequência {xn} num espaço de Hilbert H 
converge fracamente para x f. H, se V f f. H' a sequência de números {(f, Xn)} converge 
para (f, x). 
{2, pag 35}. 
Proposição 1.4 Seja H um espaço de Hilbert. Seja {xn} uma sequência em H, tal que 
Xn ____. x fracamente em H. Então llxnll é limitado e 
11 X 11 :::; lim inf li X n JJ. 
n-+oo 
[2, pag 35}. 
Proposição 1.5 Seja H um espaço de Hilbert. Seja { Xn} uma sequência em H, tal que 
Xn __. x fracamente em H e limsupn-+oo Jlxnll :::; JlxJJ. Então 
llxn-xll--+0, emH. 
[2, pag 52}. 
Definição 1.10 (Operador Compacto) Sejam X e Y espaços normados, um operador 
T definido sobre X em Y é compacto se leva todo conjunto limitado de X em um conjunto 
relativamente compacto de Y. Equivalentemente, T é compacto se e somente se para toda 
sequência limitada {xn} C X, {Txn} tem uma subsequência convergente em Y. 
[14, pag 199}. 
Uma importante propriedade dos operadores compactos é dada por 
Teorema 1.6 Um operador compacto aplica sequências fracamente convergentes em se-
quências convergentes em norma {isto é, fortemente convergentes). 
Ver {14, pag 199}. 
A seguir descreveremos os espaços funcionais a serem usados neste trabalho. 
Seja p f.~ , 1 :::; p < oo; temos os seguintes espaços clássicos de funções: 
LP(O) 
LP(O) 
L 00 (0) = 
L00 (D) = 
{u: n---+ ~função mensurável j lo iu(x)JPdx < oo} 
(LP(D))3 
{ u : n ---+ ~ ; u função essencialmente limitada} 
(Loo(D))3 
4 
Observe-se que os elementos de LP(O) são na verdade classes de equivalência de funções 
mensuráveis( com a medida de Lebesque), onde duas funções são equivalentes se elas são 
iguais quase sempre sobre n. 
Tais LP(O) são um espaço de Banach com as normas: 
lluiiLP (k llu(x)JJPdx)* 1.$p<oo 
l!uiJLoo - sup ess jju(x)ll 
x~o 
onde 11·11 é a norma Euclidiana, isto é: 
Para p = 2 , L2 (0) é um espaço de Hilbert separável com o produto interno 
3 
(u,v) = J u(x)v(x)dx = ji:ui(x)vi(x) dx. 
o o í=l 
Consideremos agora os funcionais ll·llm,p, para m um inteiro não negativo e 1 ~ p ~ 
oo, definidos por: 
llullm,p 
JJullm,oo 
l ( 2: llnaulltP(O)) P 
lal::;m 
= max IIDauiiLoo(o) lal::;m 
se 1 ~ p < oo 
para qualquer função u para o qual o lado direito de (1.1) e (1.2) faz sentido, onde 
Consideremos também os espaços: 
wm,p(n) = { u € LP(O) ; nau € LP(O) para o .:::; la I ~ m} 
Wm·P(O) = (Wm·P(O)? 
( 1.1) 
(1.2) 
onde nau é a derivada parcial fraca (ou distribuicional), isto é, nau €LP(0) e satisfaz 
com 
'D(D) = {9€(C00 (!1)) 3 ;suporte 9 ç K para algum compacto f( ç D}. 
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Os espaços \Vm·P(D) dotados com a norma (1.1) ou (1.2) são chamados espaços de Sobolev. 
Ko caso p = 2 denotamos com: 
Hm(n) - ~vm·2 (D) = {u EL2 (D); nc:.u E L2 (D)' iai s; m} 
Hm(n) - wm·2(D). 
Hm(n) é um espaço de Hilbert separável com o produto interno: 
3 
(u,v)m = L (Dc.u,Dc.v) = L J LDc.ui(x)Dc.vi(x) dx, 
ic.l~m ic.l~m n i=l 
onde ( u, v) é o produto interno em L2 (D). 
Como estamos considerando n C lR3 , a norma sobre Hm(n) é: 
Como V(D) C Hm(n) definimos: 
Em H6(D) as normas llui!Hl e !I''V'ull12 são equivalentes, pois como n é limitado vale a 
desigualdade de Poincaré-Friedrichs: 
a constante Cn depende apenas de n. 
Note que, como u E H6(D), então define-se 
No seguinte teorema serão enunciados as desigualdades de Sobolev em domínios limi-
tados: 
6 
Teorema 1.7 Seja D um domínio limitado c ?R-'" com fJD de classe C 3 1 e seja u qualquer 
função em wm,r(D) n Lq(D), 1 ~ r, q ~ oo, m ~ 1. Para qualquer inteiro j, O ~ j < m 
e qualquer número a no intervalo fn. ~ a ~ 11 
1 j 1 m 1 
-=-+a(---)+ (1- a)-p m r N q 
Se m- j- Njr ~O :::} IJDiuJILP(Il) ~ C(JJuiJwm,r(n)t(JiuiiLq(ll)) 1-a 
Se m- j- N/r ~O :::} IIDjuiiLP(Il) ~ C(JJuiJwm,r(n));,(lluiiLq(ll)) 1-;, 
a constante c depende apenas de n, r, q, m, j, a. 
Ref. {51 pag 27}. 
Mencionaremos os teoremas de imersão de Sobolev, os quais serão muito usados . 
Considera-se fJD localmente Lipschitz (se âD é considerado de classe C 1 isto implica que 
âD é localmente Lipschitz). 
Teorema 1.8 Seja m um inteiro1 m ~ 1 e seja p qualquer número finito 1 p ~ 11 e Na 
dimensão do espaço. Então 
Se 
1 m 
--->0 :::} 
P N 
onde < < Np P- q- N 
-mp 
também: lluiiLq(ll) < C(m, p, N, D)JJuiJwm,p(ll) 
Se 
1 m 
-- -=0 
P N 
:::} wm·P(D) c Lq( 0), para qualquer conjunto limitado o c n e 
Vqt:[l,oo) 
também: lluiiLq(O) < C(m,p, N, q, O, D)Jiullwm,p(ll) 
1 m 
Se ---<O :::} Wm·P(D) c C(O), O é qualquer conjunto limitado, O C Õ 
P N 
também: llullco(o) < C(m,p, N, O, D)Jiullwm,p(ll) 
As inclusões acima são contínuas. 
Ref. {171 pag 159}1 [1 1 pag 97}. 
Em particular, no caso m = 1, com n limitado e âD de classe C 1 tem-se: 
W 1·P(D) C Lq(D), 1 1 1 Se 1 ~P < N :::} - ---q p N 
Se p=N ::} W 1·P(D) C Lq(D), \;1 q é [p, 00) 
Se. P > N :::} vV1·P(D) C L 00 (D) 
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:L\ osso interesse particular é quando p = 2, m = 1, e N = 3, e u t: Hà(D). Então temos 
que Hà(D) está continuamente imerso em L6 (0) e 
(1.3) 
Imersões compactas (que têm muitas importantes aplicações em analise), são descritas 
no seguinte teorema: 
Teorema 1.9 (Riellich-Kondrachov) Suponha n limitado, 80 de classe C1 . Sejam 
j, m inteiros, j ?: O , m?: 1, e seja 1 :::; p < oo. Então 
Se mp<N ::::} wi+m,p(n) c Wi,q(n), 1 < q < Np 
- N-mp 
Se mp=N ::::} wHm,p(n) c wi·q(n), 
Se mp>N ::::} wHm,p(n) c wi,q(n), 
wHm,p(n) c ci (f!) 
As inclusões acima são compactas. 
Ref. [1, pag 144}. 
1:s;q<oo 
1:s;q<oo 
Em particular, sem= 1, temos as seguintes imersões compactas: 
1 Se 1 :::; p < N :::;. W 1·P(D) c Lq*(n), com q* €(1, q), e -
q 
Se p = N :::;. W 1·P(O) C Lq(D), Vq t: [1, oo) 
Se p > N :::;. vV1·P(n) c C(D) 
Ref. [2, pag 169]. 
e 
1 1 
---
p N 
Teorema 1.10 (Desigualdade de Holder Generalizada) Sejam ]I, f 2, ... , fk funções 
tais que fi t: LPi (O)~ 1 :::; i :::; k onde 
1 1 1 1 
-=-+-+ ... +-:::;1 
P P1 P2 Pk 
então o produto f= fd2···fk t: LP(D) e 
Ver {2} pag 52}. 
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Em particular: se f € LP(0.) n Lq(0.) com 1 :$ p :$ q :$ oo, então f € Lr(0.), 'i/ r : p :$ 
r :$ q e tem-se a desigualdade de interpolação: 
1 a 1-a llfi!Lr :$ llfii1PIIflli~cr com a € (0, 1) satisfazendo - =- + --. 
T p q 
Ver [2, pag 57). 
Usando esta desigualdade de interpolação com a= t' p = 2, e q = 6, vem para u € H6(D) 
e n limitado 
1 3 l!uiiL~ S lluiil211ull[e => llullt4 S llullulluills S Cnllui!L211Vulll2· 
Assim, tem-se que: 
(1.4) 
Para o estudo das equações de Navier-Stokes é necessária a introdução de outros 
espaços funcionais. Para isto, dado u € 'D(D) define-se divergente de u (em coordenadas 
cartesianas) por: 
3 aui V.u=L:-8 . i=l Xi 
Considerando D(D) = { u € 'D(D) ; V.u =O} definimos os espaços funcionais: 
Ho = D(D)L2 (0) e 1í1 = D(D)Hl(O). 
Desde que estamos considerando n limitado e an de classe C3 (o qual implica que 8D é 
localmente Lipschitz) 1í1 é caracterizado por 
a prova encontra-se em [17, pag 18]. 
O complemento ortogonal de 1í0 em L2 (!1) pode ser caracterizado por 
ver (17, pag 15] 
Assim, L 2(!1) se expressa como soma direta dos espaços 1í0 e H~, isto é: 
e podemos considerar a projeção ortogonal P, definida por esta soma direta 
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Vale, portanto, 
P ( '\7 g) = O , g E H 1 ( n) com '\7 g € L 2 ( n) . 
Sempre com n limitado contido em ~3 , a aplicação a : 1í1x1í1x1í1 --+ ~' tal que 
a(f,g, h)= In f('\!g)h = (J'\!g, h) é uma forma trilinear bem definida. 
De fato; sejam J, g, h E1í1 . Então, usando o Teorema 1.8, temos 
H1(n) = W 1•2(n) c Lq(n), 2 $ q $ 6. 
Assim, JiEL6 (n), ~EL2 (n) e hjEL6 (!1) c L3 (n). Logo, fi(~)hjEL1 (!1). 
V sando a desigualdade de Holder, tem-se: 
Então ti fi(~9j)hjdx =i f('\!g)h = a(f,g,h) é bem definida. 
i,i=l n Xi n 
V m resultado interessante sobre a forma trilinear a é dado na seguinte proposição: 
Proposição 1.6 Sobre (1í1? a forma trilinear a (f, g, h) =In f('\7 g)h = (f'\7 g, h) é lim-
itada e quase-simétrica em g e h} isto é: a (f, h, h) = O. 
Prova 
Por definição temos que 
r 3 r fJgj 
a (f, g, h)= lr J(v g)h = uv g, h) = :L ir !i( 8 )hjdx, n i,j=l n xi 
então 
Mas H1(!1) está continuamente imerso em L6 (!1) e L3(!1) isto é, 
Portanto 
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Assim, a(J,g, h)= fo f('Vg)h é limitado. Além disso, tem-se que 
h f(\lh)hdx = 3 1 ôh. 3 1 1 ôh~ L fi(-3 )hidx = L fi[--3 ]dx 
· · 1 O ÔXi · · 1 O 2 ÔXi 1,]= 1,]= 
-~ t r (Ôfi)h~dx = -~ t r (t Ôfi)h~dx 
2 .. _1 lo Ôxi 3 2 ._1 lo ._1 Ôxi 3 1,]- )- ,_ 
1 3 r 
= - 2 [;lo ('V.f)h]dx =O 
isto é, a(!, h, h) = O. 
1.2 O Problema de Stokes: autofunções, projeções 
. -e aprox1maçoes 
Seja n um conjunto aberto e limitado no espaço tri-dimensional ~3 com pontos x 
(x1, X2, x3) ' assumimos que an é uma C3-subvariedade de ~3 (Definição 1.1). 
Consideremos o seguinte problema de valor de contorno (chamado Problema de Stokes): 
Dado f: n---+ ~3 , achar u: n---+ ~3 e p: n---+ ~tais que 
-.6-u + '\lp - f sobre f2 X (0, 00) 
\l.u O sobre Dx(O,oo) 
ulsn O. 
(1.5) 
(1.6) 
( 1. 7) 
Neste problema consideraremos f E L2 (D) e buscamos u E 11.1 n H 2 (n) e p E H 1 (D). 
Usando o operador projeção ortogonal P, o Problema de Stokes toma a seguinte forma: 
-P.6.u = Pf. (1.8) 
Logo se f E'H.o (isto é, P f = f), estamos procurando uma solução u E1i1 n H2 (D) da 
equaçao: 
-P.6.u = f. (1.9) 
O operador -P .6. é conhecido como operador de Stokes. 
Observe-se que VwEH.1 n H 2(n) e Vvâ'Í1 é satisfeita a equação: 
fo(-P.6.w)vdx = k \lw'Vvdx. (1.10) 
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De fato: Se u· t.1i1 n H 2 (0) então -6.w f. L2 (0), logo tendo em conta a decomposição 
L 2 (D) = 1i0 81-it, -6.w pode se expressar como -6.w = h+ "Vp onde h t.'Ho e "Vp t.'Ht, 
seguidamente aplicando o operador projeção P, temos que -P6.w = h (pois Ph = h e 
P('Vp) = 0). Assim, -6.w = -P6.w + 'Vp, o qual implica -P6.w = -6.w- "Vp. 
Então, para v t.1i1 tem-se: 
fo(-P6.w)vdx = fo(-6.w- "Vp)vdx = fo(-t:...w)vdx. 
Observe-se que fn ("V p )vdx = O desde que v t.1i1 C 1-{0 e "V p t.'Ht. Logo, usando a fórmula 
de Green na integral do lado direito vem 
f ( -Pt:...w)vdx =- f v 88~ + f "Vw"Vvdx = f "Vw\lvdx, ln 18n TJ ln ln 
obtendo-se (1.10). 
A seguir descreveremos as propriedades fundamentais do operador de Stokes ( -P t:...: 
1-{1 n H 2(0) C L2(0) ----+ 1-{0 ), em uma sequência de lemas: 
Lema 1.1 Seja n um subconjunto aberto e limitado de ~3 , âD uniformemente de classe 
C3 . Suponha que w t.1i1 é uma solução generalizada das equações de Stokes -t:...w + "Vp = 
f com f f. L2 (D), isto é: 
k V'w\l Çdx = k f.r/Jdx V 9 f. D(D) (1.11) 
onde Vw\l </; = I:f1·_1 ª-=-8w 88 ~;. ' - X; X; 
Então u: possui segunda derivada em L2 (D) e são satisfeitas as desigualdades: 
(1.12) 
1 1 
II"VwiiL3(í!) < C8(IIP l:...wll[2(í!) 11Vwll[2(í!) + IIVwiiL2(n)) (1.13) 
onde C8 apenas depende da C3-regularidade de âD (não do tamanho de âD ou D). 
Ver [8, pag 641}. 
A teoria de regularidade consiste de L2 (D)-estimativas da forma geral 
IID2 ullnnG" ~ CllfllnnG' + C'IIVullnnG' (1.14) 
para soluções do Problema de Stokes: 
-t:...u -"Vp+f sobref!x(O,oo), 
"V.u O sobre Dx(O,oo), 
ulan O, 
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onde D, G', G", são subconjuntos abertos e limitados de ?R\ com G" C G', e 
Das hipóteses do Lema 1.1, w satisfaz (1.11) e usando (1.10) temos: 
então f= -P 6w, logo levando isto em (1.14), 
obtendo-se a desigualdade (1.12). 
1 1 
Agora, substituindo Vw por </>na desigualdade de Sobolev II</>IIL3 :5 C(IIV</>III,2II</>III,2) 
válida v</> E H 1 ( n) (ver Teorema 1. 7) temos 
desde que ll\7(\7w)IIL2 :5 C1 IID2wll12 e usando a desigualdade (1.12) tem-se: 
como (a+ b)t :5 at + b} para a, b ~O, então 
obtendo-se a desigualdade (1.13). 
De (1.13), aplicando a desigualdade de Young, obtem-se: 
(1.15) 
Do Teorema 1.8, H 2(0) c C( O) é contínua, logo para w E H 2 (D) existe C > O tal que: 
sup lwl :5 CllwiiH2· 
n 
Assim, da definição de II·IIH2 e a desigualdade (1.12), temse: 
sup lwl :5 Cle(IIP6wlli2 + 11Vwlli2)t :5 Ca(IIP6wiiL2 + IIVwiiL2) (1.16) 
n 
Sempre considerando n conjunto limitado contido em ?R3 e 80 de classe C 3 , tem-se 
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Lema 1.2 A aplicação -P 6 : 'H1 n H 2 (D) ---+ Ho define sobre H 1 C 'H0 um operador 
positivo definido, simétrico, tendo inverso compacto 
Prova 
-PL:. é simétrico em 7i0 : 
De fato, de (1.10) temos que: 
in(-P6f)gdx - in \lf\lgdx VgE1i1 e VfEH1 nH2(0), (1.17) 
logo se f, g E1i1 n H 2(D) 
(-PL:.f,g) - in(-Pl:.f)gdx =in \lf.\lgdx 
- in(-Pl:.g)fdx = (f,-Pl:.g). 
Sendo 7i1 n H 2(0) denso em 1-{0 tem-se: 
( -Pl:.f,g) =(f, -Pl:.g) Vf,gE1i0 . 
-P 6 é positivo definido: 
Como n é limitado, usando a desigualdade de Poincaré-Friedrichs para todo u E1i1 n 
H 2(0), u i- O temos: 
O< llulli2(0) < Cnii"Vul!i2(0) = Cn j \lu\ludx 
o 
= Cn in(-Pl:.u)udx = Cn(-Pl:.u,u), 
então Cn(-Pl:.u,u) >O com Cn >O. Assim (-P6u,u) >O Vu i- O, o que prova que 
-P f:. é um operador positivo definido. 
-P f:. é um operador injetor e sobrejetor: 
Para cada f E1i0 existe exatamente um u E1i1 tal que 
De fato, definimos a(u,<P) =(\lu, "V<P) para u,fj>E1i1, então 
!a(u, 4>)1 < jj"VuiiL2 ii"V<PIIL2 ~ iiui!Hlii<PIIw 
a(u,u) I!"Vuj!i,2 ~ Cj!ullkl, 
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e como 'H.1 C 'H.0 tem-se 'H.0 = 'H~ C 'H~. Logo pelo Teorema de Lax-.:\Iilgram: 
para cada f E'H.o ='H.~ C 'H~ existe um único u E'H.1 tal que a(u, 9) = (!, 9) 'V </:>E'H.1, isto 
é, In 'Vu\79 =In f9 'V ÓE'H.1. 
A seguir, da desigualdade (1.12) do Lema 1.1 tem-se que D 2u f. L 2 (!1) logo u f. H 2(!1). 
Então 
-6u f. L2 (0) e - 6u = 'Vp +f para algum p f. H 1 (!1) e f f. 7-ío, 
logo -P6u =f. 
Assim, para cada f E'H.o existe um único u €11.1 n H 2(!1) tal que -P6u =f, mostrando 
que, sobre 1-{0 o operador -P 6 tem inversa ( -P 6)-1 : 1-{0 ----+ 1-{1 n H 2(!1), e desde que 
1-l1 n H 2 (!1) é denso em 1-{0, tem-se (-P6)-1 : 1-lo----+ 1-lo. 
(-P6)-1 é compacto em 7-ía: 
Pondo </:> = w em (1.11) temos: 
ln \7w\7wdx = ln f.wdx => ll\7wjji,2(n) ~ llfiiL2(n)llwiiL2(n) ~ llfiiL2(n)llwiiHl(n), 
logo, usando a desigualdade de Poincaré - Friedrichs tem-se: 
ass1n1, 
llwliHl(n) ~ CnllfiiL2(n) 
Além, da equação 6w + \7p =-f temos P6w =-f e então w = ( -P6)-1 f. 
Então, 11- P6)-1fi1Hl(n) ~ CnllfiiL2(n), logo tem-se que (-P6)- 1 : 1-lo ----+ 1-l1 é 
contínua, e como i : 1-{1 ----+ 1-{0 é compacta (pois H 1 (0) C L2 (0) é compacta), então 
( -P 6)-1 : 1-lo ----+ 7-ío é compacta. 
Outro resultado importante sobre as autofunções do Operador de Stokes no espaço 7-ío 
com o produto interno em L 2 (0) é dado por: 
Lema 1.3 O operador -P 6 tem a sequência {>.i} de autovalores positivos, O < À1 ~ 
À2 ~ ••• ~ Ài ~ ... , Ài ----+ oo como i ----+ oo, e as correspondentes auto funções { ei} 
formam um sistema ortonormal completo em 1-{0 • 
Prova 
Do Lema anterior sabemos que ( -P 6)-1 é linear, contínua, simétrica e compacta, então 
3 /31 2:: /32 2::, ... , 2:: f3n 2::, ... , com /3i > O e f3n ----+ O quando n ----+ oo e as correspondentes 
autofunções { ei} formam um sistema ortonormal completo em 1-{0 • Então 
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logo os .-\ = ~; são autovalores do operador ( -P L:.), .-\ 1 :::; .-\ 2 :::;, ... , :::; Ài :::; , ... , com Ài > O 
e Ài --t oo quando i --t oc, e as correspondentes autofunções { ei} formam um sistema 
ortonormal completo em 1{0 para o operador -P L:.. 
Observe-se que as autofunções {ei} são ortogonais em 1{1 com produto interno ('V<P, 'V?.j;). 
De fato, se i =/= j 
('Vei, 'Vej) =lo 'Vei'Vej =In ( -PL:::.ei)ej = Ài In eiej =O. 
Também as autofunções {ei} são ortogonais no produto interno (PL:.<j), P61.j;), pois para 
i=Jj 
Seja 1io,m o subespaço m-dimensional de 1i0, onde 1io,m é gerado pelas m primeiras 
autofunções { e1 , e2 , ... , em} do operador -P 6, tomados em qualquer ordem correspon-
dentes aos autovalores .-\1 :::; .-\2 :::; ... :::; Àm. 
Denotamos por Pm a projeção ortogonal de L2(0) sobre 1io,m, isto é: 
Pm : L2(0) --t 1io,m, 
e para qualquer f € L2 (0) 
Sobre o espaço 1i1 com o produto interno In 'V f'V g temos: 
Lema 1.4 As funções { J>:i} formam um conjunto ortonormal completo em 1i1 . E pare 
qualquer f € 1{1 a sequência {P d} converge para f em 1i1 • 
Prova 
Usando a equação -P6ei = Àiei para as autofunções ei, i= 1,2, ... , e In'Vf\lg 
In( -Pl:.f)g tem-se 
r 'V __2__ 'V _2_ 
ln A ..f5:k 
Logo { J:t} é ortonormal em 1i1. 
Vamos mostrar que {Pd} converge para f em 1i11 isto é: 
'V f= )im 'VPd. 
1---+00 
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i= k 
i =I= k. 
i i -P6e· i V'e· 
V'Pd = ~(f,ei)V'ei=~(f, À· ;)V'ei=~(f,-P6ei)T 
i=1 j=1 J j=1 J 
- EC"V f, V' e i) V' e i = E(V' f, V' e i) V' e i 
j=1 Àj i=1 ;>:; ;>:; 
Logo, na norma L2(0) tem-se 
Logo, mostrar que {V'Pd} converge para V' f é equivalente a mostrar que 
Primeiro mostra-se que {2:::~=1 (V' f, V' :.fi; )V' :.jr;} é uma sequência de Cauchy. De fato: 
se i 2m: 
i e· ~ i(V' f, V' ~W ---7 O, quando m ---7 oo. 
j=m+1 yÀj 
Logo, existe V' f 1 tal que V' f 1 = limi-oo 2:::~= 1 (V' f, V' Jr; )V' ;fr;· Então, 
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Então V' f - 'V fi = O, o qual implica que 
mostrando assim li V' f- V'PdiiL2 ---+O quando i---+ oo, então Pd---+ f em 1í1. 
A regularidade das autofunções do Operador de Stokes é estabelecida no seguinte lema. 
Lema 1. 5 Seja âD. uma em -sub variedade de ?R3 , m ~ 2. Então as autofunções {e i} de 
{1.9) pertencem a Hm(D.). 
Ver {17, pag 33-39}. 
1.3 Estimativa de Erro para Expansões em Termos 
das Autofunções do Problema de Stokes 
Se aproximarmos elementos de 1í1 por suas projeções P m sobre o espaço de dimensão 
finita 1ío,m (Pm : 1í1 ---+ 1ío,m), podemos achar estimativas de erro: 
Lema 1.6 Assumimos f e 1í1. Então tem-se a estimativa de erro: 
Prova 
rsando fo( -PL::.u)v = fo V'uV'v' -P 6 ei = Àiei e supondo Ài ;::: Àm+l para qualquer 
i ;::: m + 1, obtemos a estimativa 
(1.19) 
Como do Lema 1.3, {ei} é um sistema ortonormal completo em 1í0 e f e1í1 C 1ío, então 
f= L::~ 1 (f,ei)ei e como Pmf = L::~1 (f,ei)ei, temos: 
00 
llf- Pmflli2(í1) = 11 I: (f, ei)edli2(í1) 
i=m+l 
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Aplicando (1.19): 
(1.20) 
Como do Lema 1.4, {Jt} é um conjunto ortonormal completo em 1-{1 respeito ao produto 
interno fn V JV g, podemos aplicar a desigualdade de Bessel: 
(1.21) 
e logo, aplicando (1.21) em (1.20) temos: 
Assumindo mais regularidade, pode-se melhorar a estimativa de erro, como mostra o 
seguinte lema: 
Lema 1.7 Assumir f eH1 n H 2(D). Então tem-se a estimativa de erro: 
2 1 2 iif- PmfliL2(n) ~ ~IIP6fi1L2(n)· 
m+l 
Prova 
De -P 6ei = Àiei , Ài ~ Àm+l para qualquer i ~ m + 1, lembrando que o operador -P 6 
é simétrico temos: 
Então 
00 1 00 
·rJj f.ei) 2 ~ ~ 2: I( -P6j, ei)l 2 
i=l n m+l i=l 
e como { ei} é um sistema ortonormal completo em 1{0 e - P 6f eHo, podemos aplicar a 
desigualdade de Bessel: 
00 
L i( -P6J, ei)l 2 ~ IIP6flli2(0)· 
i=l 
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Logo, vem 
llf- Pmflli2(0) - f: (J f.ei) 2 ::; f:(J f.ei) 2 
i=m+l O i=l O 
< F- f: 1(-P~J, ei)l 2 ~ F-IIP~flli2(o)· 
m+l i=l m+l 
Na norma H 1(0), a estimativa de erro é dado no seguinte lema: 
Lema 1.8 Assumir f e'H1 n H2(0). Então tem-se a estimativa de erro: 
I 2 1 2 I V' J- Y'PmJIIL2(0) ~ -, -IIP~JIIL2(0)• 
"'m+l 
Prova 
Usando f0( -P~J)g = fo V' fV'g, -P~ei = Àiei , Ài ~ Àm+l para qualquer i~ m + 1. 
fazemos as estimativas (h V'JV'(~)2 - (ln(-P~J) ~)2 = ;/ln(-P6J)ei)2 
< -
1
-( f (-P6J)ei?, (1.2'.'! Àm+l Jn 
como a expansão f- Pmf = E~m+l(J0 (-P6J).ei)ei converge em 'H1, temos: 
Além disso, para j = 1,2, ... ,m, e como {.}t} é um sistema ortonormal completo em 11, 
para o produto interno fn V' fV' g, e assim temos 
Assim, sendo f- Pmf ortogonal a e1 , e2 , ... , em em 'H1 , e usando a relação de Parsev,,l 
com respeito ao sistema ortonormal completo { :Jt} tem-se: 
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Aplicando (1.22), resulta: 
IIY'(f- Pmf)lli2(0) :S ~ f: (h ( -Pl::.J)ei) 2 :S ~f I( -Pl::.j, ei)l 2 • 
m+l i=m+l n m+l i=l 
Finalmente aplicando a desigualdade de Bessel para a função -P l::.f € 1í0 obtemos: 
IIY'(f- Pmf)llt2(0):::; .)-IIPf:::.JIIt2(0)• 
-"m+l 
1.4 Lemas e Proposições sobre Desigualdades Dife-
• • renc1a1s 
Nos seguintes lemas assumimos que <P(t), 'lj;(t), f(t) e h(t) são funções regulares, 
não negativas definidas Vt ~ O. 
Lema 1.9 Suponha 4>(0) =~o e <P'(t) + 'lj;(t):::; g(<P(t)) + f(t) para t ~O, onde g é uma 
função Lipschitz-contínua e não negativa definida para 4> ~ O. 
Então 4>( t) :::; F( t; <Po) para i€ [0, T( <Po)) onde F(.; ~o) e a solução do problema de valor 
inicial: 
F'(t) = g(F(t)) + f(t) 
F(O) = <Po 
e [0, T( 60 )) é o intervalo maximal de existência. Além disso, se g é não decrescente, 
então: 
lat '1/J(r)dr:::; F(t; 9o) onde F(t; ~o)= <Po + lat[g(F(r; 9o)) + f(r)]dr 
Ref. [9, pag 656}. 
Lema 1.10 Suponha 9(0) = 90 e 9'(t) + 'lj;(t) :::; h(t)Ç;(t) + f(t) para t ~ O. 
Então 9(t):::; F(t; <Po) e f~ 1/J(r)dr:::; F(t; <Po) para todo t ~O, onde 
F(t; <Po) - [9o + lat f(r)(exp hr -h(i7)di7)dr]exp ht h(r)dr e 
F(t; ~o) - <Po + lat[h(r)F(r; <Po) + f(r)]dr. 
Assim, estimativas para tjJ(t) e f~'lj;(r)dr são obtidas de estimativas para ~0 , f~ h(r)dr e 
f~ f(r)dr. 
Ref. {9, pag 656}. 
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Proposição 1. 7 Seja a função a(t) ~ O absolutamente contínua com a'(t) ~ O e b(t) ~ O 
somárel em [0, T]. Suponha que para as funções contínuas positit:as <p e rç· sobre [0, T] 
com constante À > O, mantem-se a desigualdade integral: 
Então, 
onde 
Ver {13, pag 437}. 
<p(t) + fot <p'"(r)dr ~ ~[1 + lt b(r)dr]~(t), 
~(t) = a(t)efo' b(-r)d-r. 
Proposição 1.8 Sejam a(t) ~ O , b(t) ~ O , <p'"(t) ~ O funções contínuas, <p(t) continua-
mente diferenciável sobre [êo, T] e assumimos que com constantes a0 ~ O , À > O e um 
valor t .. e [êo, êo + ê] são satisfeitas as desigualdades: 
<p1(t) + <p"(t) < a~t) + b(t)rç(t) sobre [êo, T] e 
<p(t .. ) < 
Então 
<p(t)+ ft <p'"(r)dr~A(t,ê;+ê) sobre [êo+ê,T], J~o+~ 
com as funções contínuas: 
A(t,êo+t:) - ao+ r[a(r)+b(r)~(T,êo+ê)]dr e J~o 
~(t,êo+t:) - [ao+ 1~a(r)exp(-1:+eb(a)da)dr]exp(1:b(r)dr), 
sendo monótonas crescentes na variável t. 
Ver {13, pag 445}. 
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Capítulo 2 
Estimativas A Priori das 
Aproximações de Galerkin e 
Existência de Soluções 
2.1 Aproximações de Galerkin Espectrais 
Consideremos n c ?Jt3 um domínio limitado, com contorno 80 de classe C 3 . 
Seja o problema de valor de contorno inicial (Equação de Navier-Stokes): 
PoUt + pou.'\lu- 116u 
'\l.u -
-'\lp+pof 
o 
U (X, 0) Uo (X) 
ulan - O, 
em ( x, t) d1 x (O, oo) 
em ( x, t) d1 x (O, oo) 
onde u( x, t) é a velocidade do fluido incompressível e homogêneo (densidade constante) 
num ponto x E n C ~3 (região de escoamento) e instante t de tempo, p0 > O é a densidade 
(constante) do fluido, 11 > O é o coeficiente de viscosidade (constante). 
f ( x, t) é a densidade de forças externas por unidades de massa, u 0 é a velocidade inicial 
do fluido, u.'\lu indica o operador de convecçao e p(x, t) é a pressão hidrostática. 
A equação '\1. u = O indica que o fluido é incompressível, e a condição sobre a fronteira 
an indica que o fluido adere às paredes do vaso n que é considerado em repouso. 
Vamos considerar que o problema está normalizado de modo que Po e 11 sejam iguais 
a um e também que a densidade de forças f é o gradiente de um potencial e assim possa 
ser absorvida dentro da pressão. Sem perda de generalidade, podemos então considerar o 
problema na forma seguinte: 
11 1 + u.'\lu = - '\lp + 6u em 0 X (0, oo) 
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V'.u - O em 0 X (0, oc) 
U (X, 0) Uo (X) (2.1) 
ulan - O 
Chamaremos a (u,p) de uma solução clássica do Problema (2.1) se u E C(D x [0, T)), 
Ut, V'u, 6u, V'p t C(O x (0, T)), e se as condições de contorno e inicial do problema são 
satisfeitas continuamente. Diz-se que u é uma solução local forte do Problema (2.1) se 
u E L00 ([0, T], ?-ll) sobre um intervalo de tempo [O,T], com as suas derivadas Ut, a~u, para 
0:1 + 0:2 + 0:3 ~ 2 em L2((0, T], L 2(0)) e IIY'u(., t)- V'uoiiL2 --+o' quando t--+ o+. 
Soluções locais forte u E L00 ([0, T], ?-l1) do Problema (2.1) sobre um (possívelmente pe-
queno) intervalo de tempo [O,T], podem ser construídas usando o método de Galerkin 
com autofunções do operador de Stokes -P 6 como base de funções. 
Para isto, consideremos a k-ésima aproximação da solução de (2.1): 
k 
uk(x, t) = 2:: Cik(t)ei(x) 
i=l 
onde os k coeficientes desconhecidos devem satisfazer 
i= 1,2, ... ,k 
e são determinados pelo sistema não linear de equações diferenciais ordinarias 
(u:,et)- (6uk,et) = -(ukV'u\et) 
l = 1, 2, ... , k, com condições iniciais 
i=1,2, ... ,k. 
Aqui ( , ) denota o produto interno em L 2(0) ( ( <P, ~) = In <P.~ ), e u~ = ft uk. 
(2.2) 
Da existência e unicidade das funções Cik em um intervalo [0, T], tem-se a existência e a 
unicidade das aproximações de Galerkin uk(x, t), onde cada uk pertence a L00 ([0, T], 1í0)n 
L2([0, T], ?-l1). 
De fato, usando (2.2) e observando que ( -6uk, e1) = (V'uk, V'e1) (deduz-se da fórmula de 
Green, pois edan = 0), tem-se: 
para l = 1, 2, ... , k. Logo, desenvolvendo vem 
k k k k 2:: c~k(t)( ei, et) + 2:: Cik(t)(\7 ei, V' et) + 2::2:: Cik(t)cjk(t)( ei\7 ej, et) =O (2.2') 
i=l i=l i=l j=l 
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Como as autofunções e1 são linearmente independentes, então a matriz [(ei, ei)]kx k, i, l = 
1, 2, ... , k é não singular. Assim, o sistema (2.2') pode ser colocado na forma: 
<k(t) - 'Pi(t, C1k, C2k, ...... , Ckk) , Í = 1, 2, ... , k 
Cik(O) - ( Uo, ei), 
com 'Pi funções de classe C00 • 
Logo, existe Cik(t) (Teorema 1.3), o qual implica na existência de uk(x, t), pelo meno5 
localmente no tempo. 
Agora multiplicando (2.2) por Cik(t) somando 2:7=1 e observando (uk'Vuk, uk) =O temos: 
( Ôtuk, uk) - ( 6uk, uk) = O. 
Logo, usando integração por partes tem-se -(6uk, uk) = ('Vuk, 'Vuk) e, então 
1 d k( 2 k( 2 2 dt llu ., t)IIL2 + II'Vu ., t)IIL2 =O (2.3) 
Na estimativa (2.3), integrando de O a t, e desde que jjuk(O)IIL2 ~ lluoiiL2, se uoeL2(D), 
temos: 
1
1 
k 2 rt k 2 1 k 2 1 2 2lu (., t)IIL2 +lo IJ'Vu (., T)jiL2dT = 2llu (., O)IIL2 ~ 2l!uoiiL2 (2.4) 
assim, em particular 
lluk(., t)llt2 ~ lluo!li2, 
e logo, uk é limitado independente de t e k. Assim a solução é global (porque a norma 
não vai a infinito em tempo finito). 
Também, 
sup jjuk(., t)jji,2 ~C e então uk(., t) pertence a L00 ([0, T], 'Ho). 
te[O,T] 
Também, tomando t = T em (2.4), obtemos que uk pertence a L2([0, T], 'H1). Portanto 
uk e L00 ([0, T], 'Ho) n L2([0, T], 'H1). 
A estimativa de energia (2.4) é aquela sobre o qual o teorema de existência de solução de 
Hopf é baseado. 
A estimativa de Kiselev e Ladyzhenskaya é baseada sobre uma identidade obtida por 
diferenciação de (2.2) com respeito a t, multiplicando-se então o resultado por ftclk(t) e 
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tomando a soma I:7=l· 
Prossegue-se tendo em conta que ( uk'V u~, un = O e integrando pu r partes. De fato, temos: 
1 d k 2 k 12 ( k k k) 
--d llut IIL2 + II'Vut I L2 = - ut 'Vu , ut 2 t (2.5) 
Para o lado direito de (2.5) pode ser determinada uma estimativ<t: usando a desigualdade 
de Holder, obtem-se 
I( u:vuk, u:)l :::; llu:IIL•II'VukiiL2IIu:IIL• = II'Vukil L2ilu;lli4. 
Logo, usando a desigualdade de Sobolev (1.4), llullt•:::; ClluliL211Vulli2, tem-se: 
e da desigualdade de Young, ab:::; ~ + bqq com ~ + ~ = 1, e Jl = 4, q = ~ temos: 
k k 1 k 2. 3 3 k k 1 2 3 3 Cjj'Vu IIL2ilut III,2II'Vut III,2 = (C(2) 4 II'Vu IIL2IIut III,11[(3) 4 II'Vu:lli2J 
< C1II'Vukllt211u:lli2 + ~I!Vu:lli2. 
Assim, 
l(u:'Vu\uni:::; CIII'Vukllt211u;lli2 + ~II'Vu;'IIL2 
e de (2.3), a desigualdade de Holder e (2.4) tem-se: 
Então, levando (2. 7) em (2.6), resulta a estimativa: 
O uso da estimativa (2.8) na identidade (2.5), fornece: 
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(2.8) 
(2.91 
Para obter estimativas para as aproximações de Galerkin por integração de (2.9), pre-
cisamos de uma estimativa para o valor inicialJJu~(O)JJL2, que seja uniforme em k. Usando 
(2.2) obtemos: 
(u~(O), u~(O))- (6uk(O), u~(O)) - -(uk(O)Vuk(O), u~(O)) 
JJu~(O)Jit2 + (Vuk(O), Vu~(O)) - -(uk(O)Vuk(O),u~(O)) 
1Ju:(O)Jit2 - -(Vuk(O), Vu:(O))- (uk(O)Vuk(O), u:(O)). 
Usando (1.10) e a desigualdade de Holder tem-se: 
iiu~(O)IIf.2 - (P 6uk(O), u~(O)) - ( uk(O)Vuk(O), u~(O)), 
$ IIP 6uk(O)i112 llu~(O)IIL2 + lluk(O)Vuk(O)IIL2 llu~(O)IIL2, 
llu~(O)IIL2 $ IIP6uk(O)IIL2 + lluk(O)Vuk(O)IIL2, (2.10) 
onde P é a projeção ortogonal de L 2(0) sobre o subespaço 1i0 • 
Usando sucessivamente a desigualdade de Holder, lluviiL2 $ lluiiLsllviiL3, a desigualdade 
de Sobolev (1.3), a desigualdade (1.13) e a desigualdade de Young, tem-se: 
llu~(O)IIL2 < IIP 6uk(O)IIL2 + lluk(O) IILs 11Vuk(O)IIL3 
< 
1 1 
IIP6uk(O)IIL2 + CIIVuk(O)IIL2(11P6uk(O)IIi211Vuk(O)IIi2 + 11Vuk(O)IIL2) 
< 
1 3 
IIP6uk(O)IIL2 + CIIP6uk(O)IIt211Vuk(O)IIt2 + CIIVuk(O)ilt2 
< 2IIP6uk(O)IIL2 + Cti!Vuk(O)IIi2 + CIIVuk(O)IIh· 
Assim, 
IJu;(o)Jiu $ 2IIP.6.uk(O)JIL2 + C1Jivuk(O)IIi2 + CJJvuk(O)IJi2 
e da ortogonalidade das funções { ei} no produto interno (V 9, V'lj;) e (P 69, P 6-y)) (ver 
' · 16) k(O) "'k (O) d (O) ( ) (V'uo,Y'e,) (P.6.u0 ,P.6.~i) pagma ' e u = L,..i=l Cik ei on e Cik = uo, ei = IIY'e;llb - IIP.6.e;Jib : 
tem-se: 
IIP6uk(O)IIL2 $ IIP6uoiiL2 e 11Vuk(O)IJL2 $ IIVuoiiL2· 
Logo, se u 0 e.?i1 n H 2(0), deduz-se uma estimativa para llu~(O)IIL2, isto é: 
(2.11) 
Então, a desigualdade (2.9) junto com a condição inicial (2.11) para u0 e.?i1 n H 2(0) pode 
ser integrada, e pelo uso do Lema 1.9, existem F(t) e F(t) tais que: 
iiu~(., t)lli,2 < F(t), 
lt I!Vôruk(.,T)IIt2dT < F(t) 
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(2.12) 
(2.13) 
para té[O,T). 
Da desigualdade (2. 7), isto é, IJ'Vuklli2 ~ lluollt211u~IIL2 e (2.12) obtemos a estimativa: 
JJ'Vuk(., t)j;12 ~ G(t). (2.14) 
O teorema de existência de Kiselev-Ladyzhenskaya é baseado nas estimativas (2.12), (2.13) 
e (2.14). 
Desde que as funções base { ei} sejam as autofunções do problema de autovalores 
-6.W - ÀW- \lp X € !1, 
\l.w = O 
wlen = O, 
X€!1, 
segue da teoria de regularidade para as Equações de Stokes que as autofunções { ei} per-
tencem a H 2 (D). Assim, podemos escrever -P6.ei = Àiei, onde >.i é o i-ésimo autovalor. 
Logo, multiplicando (2.2) por >.1c1k(t) e somando 2:7=1 , temos: 
k k 
( u~, Í: c1k(t)>.1e1) - (6.u\ Í: c1k(t)>.1e1) -
1=1 1=1 
k k 
k 
- (uk\luk, Í: c1kÀ1e1), 
1=1 
k 
( u~, -P 6.(L c1k(t)e1)) + ( 6.uk, P 6.(2: c1k(t)e1)) - (uk.'Vu\P6.(í:c1k(t)e1)), 
1=1 1=1 1=1 
(u~,-P6.uk) + (6.u\P6.uk) = (uk\luk,P6.uk). 
Usando (1.10) e tendo em conta que P é simétrico e P 2 = P, tem-se: 
('Vuk, \lu~)+ (6.uk, P 26.uk) = (uk.'Vuk, P6.uk). 
Logo, obtemos 
1 d 
--IJ'Vukll2 + I'P6.ukll2 - (uk\luk P6.c/) 2 dt L2 I L2 - ' . (2.1.:>) 
É sobre a identidade (2.15) que é baseada a estimativa de Prodi para as aproximações de 
Galerkin. 
O lado direito de (2.15) pode ser estimado usando sucessivamente a desigualdade de 
Hõlder, a desigualdade de Sobolev (1.3), a desigualdade (1.13) e a desigualdade de Young. 
De fato: 
I( ukVuk, P 6.uk)J < lluklltsJJVukJJvJJP 6.ukJI12 
1 1 
< CJJVukllt2Ce(JIP 6.ukllt2IIVukiiL2 + IJ'VukiiL2 )JIP 6.ukiiL2 
3 3 
< C'II'Vukllt2IIP 6.ukllt2 + C'IIVuklli2IIP 6.ukllu 
< C1II'Vukllt2 + ~IIP 6.ukllt2 + C2II'Vukllt2 + liiP 6.ukllt2 • 
1 
Entào, l(uk'Vuk,P6.uk)i < Clii'Vukilt2 + C2IIY'ukllt2 + 2IIP6.ukllt2 (2.16) 
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e levando (2.16) em (2.15) tem-se: 
~ I/V'uklli2 + IIPl::.uklli2 ~ 2Ctii'Vukllt2 + 2C21/V'ukl/t2. (2.17) 
Pela ortogonalidade em 1í.1 das autofunções { ei} no produto interno (V rP, "V?.jJ ), e uk(O) = 
uk(x,O) = 2:f=1 cik(O)ei(x), onde Cik(O) = (ua,ei) =(~;:/~~~)'se u0 €1í.1l temos uma 
estimativa para o valor inicial: 
De (2.17), (2.18) e o Lema 1.9, existem f 0 (t) e h0 (t) tais que: 
ii'Vuk(., t)jjf_2 < fo(t), 
fot I!Pl:.uk(.,r)llt2dr < ho(t) 
para t em algum intervalo [0, T). 
Agora, devemos obter uma estimativa para u;. 
(2.18) 
(2.19) 
(2.20) 
Multiplicando (2.2) por ftcik(t) e somando 2:7=1 , e considerando a identidade (1.10) 
( -PL:.u, v)= ("Vu, "Vv), tem-se: 
(u~,u~)-(L:.uk,u;) -
jju;l!i2 
Logo, usando a desigualdade de Hõlder, a desigualdade de Sobolev (1.3), a desigualdade 
(1.13) e a desigualdade de Young, vem 
l!u~IIÍ-2 < IIPL::.ukl!vl!u;I!L2 + l!uki!Lsii'Vukl!vllu;l!v 
1 1 llu~IIL2 < IIP L::.ukiiL2 + CII'Vuki!L2 (IIP l::.ukllf:21!Vukllf:2 + I!V'ukiiL2) 
1 3 
= IIP L:.ukl!v + CIIP l::.ukllf:21!V'ukllf:2 + CI!'Vukllt2 
< IIPL:.uki!L2 + IIPL:.uki!L2 + Cti!V'ukl!l2 + CII'Vukllt2· 
Então, tem-se a estimativa: 
(2.21) 
e, portanto, usando (2.19) e (2.20) para integrar (2.21), obtem-se: 
r k 2 -lo li87'u (.,r)l!vdr:::; fo(t) (2.22) 
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.· ~: :· .,~ .~ ····•1' 
, - }, . -·'L ; 
para tE [0, T). 
Assim, o teorema de existência de Prodi é baseado sobre as estimativas (2.19), (2.20) e 
(2.22). 
As funções !o, ho, jo dependem apenas de II'VuoiiL2 e da regularidade de an, e as 
estimativas (2.12), (2.13) e (2.14), isto é: as funções F, F, G dependem de lluoiiL2, 
ll\7uoiiL2, IID2 uollv. 
2.2 Existência de Solução 
As estimativas (2.19), (2.20) e (2.22) são suficientes para se obter o seguinte teorema de 
existência. 
Teorema 2.1 Seja n domínio limitado contido em 3(3 , com an de classe C3 . Seja 
uo E1í1. Então existe um intervalo {0, T), e funções u(x, t), p(x, t) definidos e satis-
fazendo as equações de Navier-Stokes ut+u\7u = -\7p+6u, \7.u =O em Dx(O,T), tal 
que: 
u E L00 ([0, T'], 1í1) 
Ut, n;u, \7p E L2 ([0, T'], L2(D)) 
llvu(t)- \7uollv ----+ O 
para O< T' < T 
para O< T' < T 
como t ----+ o+ 
(2.23) 
(2.24) 
(2.25) 
Além disso, T ;::: T(ll\7uoiiL2, 80.), o qual depende somente de ll\7u0 IIL2 e a C3 -regulari-
dade de an. A solução u e as suas derivadas também satisfazem as estimativas (2.19), 
{2.20) e {2.22). 
Prova 
Como n limitado, então tem-se que as aproximações de Galerkin { uk} satisfazem (2.2), 
(2.19), (2.20), (2.22) e a desigualdade de Poincaré-Friedrichs llukiiL2 ::; Cllvukllt2· 
De (2.19) e a desigualdade de Poincaré-Friedrichs tem-se que: 
T' T' T' lo lluk(., r)llif~dr::; C lo llvuk(., r)llt2dr::; C lo fo(r)dr < oo, 
logo, a sequência { uk} é limitada em L2 ([0, T'], 1íi) e de (2.22) tem-se que a sequência { uD é limitada em L2 ((0, T'], L2(D)) para O < T' < T. Então existe uma subsequência 
{ uk'} de { uk} convergindo fracamente em L2([0, T'], 1í1) e { u7'} convergindo fracamente 
em L2 ([0, T'], L2 (D.)). O limite u e as suas derivadas satisfazem a condição (2.23), (2.24). 
De fato: 
li u(., t) li HI < lim inf lluk' (., t) IIHl ::; C :::;. u E L 00 ([0, T'], 1í1), 
k'-oo 
llut(.,t)llv < liminfllu:'(.,t)llv::; lvf :::;. UtEL2 ([0,T'],L2 (D)). 
k'-oo 
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Das estimativas (2.19) e (2.20), temos que { uk} é limitada em L2 ([0, T'], H 2 (D)), e 
desde que a inclusão H2(D) C H 1(D) é compacta, deduz-se que u e: H2 (D) e assim 
n;u e: L2 ([0, T'], L2(D)). Também u satisfaz as estimativas (2.19), (2.20) e (2.22). 
Se Çr é qualquer função da forma: 
m 
qr(x, t) = L ct(t)et(x) 
1=1 
com Ct(t) contínuo em [O,T], então (2.2) implica: 
(u;, ~m)- (6uk, ~m) + (ukVuk, qr) - O, 
T' fo fn ( u;- 6uk + uk\luk)Çrdxdt O, 
para todo k 2::: m, e O < T' < T. Passando ao limite k---+ oo, obtem-se: 
(2.26) 
Usando a desigualdade de Holder, a desigualdade de Sobolev (1.3), a desigualdade (1.13) 
e a desigualdade de Young, tem-se: 
I I jjuVujjL2:::; l!ui!Lsi!VuJIL3 < Cai!Vui!L2(1!P6ullf:211Vullf:2 + I!Vui!L2) 
< jjP6uiiL2 + C~IIVuJii2 + CeiiVuJJh. 
Assim, 
llut- 6u + uVuJJu :::; Jluti!u + IJ6uJJL2 + liuV'uJiu 
:::; llutiiL2 + IJ6ullu + IIP6uJIL2 + C~JJVulli2 + CeiJVullt2· 
Como jJ6uJIL2 :::; IID;uiiL2, usando (1.12), temos 1!6ui!L2 :::; Ce(JJP6ui!L2 + IJVuJIL2), 
vem 
llut- 6u + uVullu < llutiiL2 + C~IJP6ui!L2 + C~IJVuiiL2 + IIP6uJIL2 
+C~I!VujjÍ,2 + Cai!Vulli2 
de onde temos que: 
< JlutiiL2 +(C~+ 1)JJP6uJJL2 + C~I!VujjÍ,2 + CeJJVuJJt2 
+C~IIVui!L2, 
llut- 6u + uVul!i2 < CJiutllt2 + C1eiiP6ulli2 + C2ei!Vulli2 
+C3aiiVuJit2 + C4aiiY'ullt2· 
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Logo, integrando no tempo de O a T' (com T' < T), usando (2.22), (2.20) e (2.19) deduz-
se que Ut - ~u + u'Vu € L 2([0, T'], L 2 (D)). De (2.26) e desde que as çm são densas em 
L 2 ([0, T'], 1-ío) (pois as autofunções { e1} formam um sistema ortonormal completo em 
1-ío), tem-se que Ut - ~u + u'Vu € L2 ([0, T'], 1-í~ ), er1tão existe uma função p(x, t) com 
'Vp € L 2 ([0, T'], L2(D)) tal que Ut- ~u + u'Vu = - 'Vp. 
Agora considere-se a condição inicial (2.25). Como u satisfaz (2.19), isto é, IIY'uiiL2 ~ 
1. f~ (t), e fo(O) = IIY'uollt2 (é a condição inicial usada para determinar f 0 (t)) tem-se: 
1 
limsup IIY'u(., t)i112 ~ JJ(O) = IIY'uaiiL2 (2.27) 
t-o+ 
Verificaremos agora que u( ., t) converge fraco para u0 em ?-ít, isto é: 
lo V(u(x, t)- uo(x))'Ve1dx = (u(x, t)- u0 (x), ei)Hl --+O como t--+ o+ Ve1. 
Observe-se que: 
(u(., t)- ua, e1)H1 = (u(., t)- uk(., t), e1)H1 + ( uk(., t)- uk(., 0), e1)H1 + ( uk(., O)- u 0 , e1)H1 
(2.28) 
Primeiro note-se que: 
i(uk(., t)- uk(., 0), e1)H1I - ifo V(uk(t)- uk(O))'Ve1dxi = i('V(uk(t)- uk(O)), Y'e1)l 
I ht ddr ('Vuk(r), 'Ve1)dri = ifo\d~ 'Vuk(r), Vet)drl 
ifo\v éJTuk( r), 'Vet)dTi = I - fo\aTuk(, ), P ~et)dT I 
= ifot[-(D.uk(.,r),PD.et) + (uk(.,r)'Vuk(.,r),P~ei)]dTI 
< lat 1(\iuk(.,r), 'VP~e1) + (uk(.,r)'Vuk(.,r),P~el)idT 
< lat [lj'Vukllt2II'VP D.ediL2 + lluklltsii'Vuk llt2IIP ~edlt3]dr 
< lat [II'Vukllt2II'VP ~ediL2 + CII'Vuklli2IIP ~edlt3 ]dr 
e o último termo tende a zero quando t --+ o+. 
Então, i(uk(.,t)-uk(.,O),ei)H!i-+ O uniformementeemk, quando t--+ o+, é con-
sequência de (2.19) e (2.20). A igualdade (u;, P~e1) = ( -~uk + uk'Vuk, P~et) é jus-
tificado por (2.2); a integração por partes (~uk,PD.er) = -('Vuk, 'VP~et) é justifi-
cada pois P~e1 €1í1 n H 2(D). Também foi usada a desigualdade (uk'V?.Lk,P~et) ~ 
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li uk IILsll "Çuki1L2IIP ~ed1L3 $ CII"ÇukiiL211"ÇukiiL211P ~ed1L3 · 
Assim, 
(uk(., t)- uk(., 0), ez)Ht ___,O como t---+ o+ , Vez, 
isto é, uk(., t) converge fraco para uk(., 0), quando t-o+. 
A seguir, observe-se que para qualquer fixado t t (0, T) 
h "Ç(u(., t)- uk(., t))'Çezdx -+ O quando k-+ oo. 
(2.29) 
De fato, pondo wk = u- uk e considerando h(-r) uma função regular, a qual é definida 
como 
tem-se: 
h( T) = { O se -r :s; ~ 
1 se -r 2: t, 
h Vwk(., t)'Çezdx - fot d~ h h(-r)Vwk(., -r)Vezdxd-r 
- fot h h.,.(-r)'Çwk(., t)Vez + h(-r)Vw~(., -r)Vezdxdr 
= fot h h.,.(-r)"Çwk(., t)Vez + h(r)w~(., -r)P~ez)dxdr, 
e desde que uk converge fracamente para u, então u - uk = wk converge fracamente para 
O em L2 ([0, t], 1í1). Portanto "Çwk converge fracamente para O em L2([0, t], L2(0)) e w7 
converge fracamente para O em L2([0, t], L2(0)). Assim: 
lo Vwk(., t)Vezdx ___, O quando k---+ oo. 
Logo, 
(u(., t)- uk(., t), ez)Ht ___,O quando k---+ oo, 
isto é, uk(., t) converge fracamente para u(., t) quando k-+ oo em H 1 . 
Finalmente, 
(2.30) 
(2.31) 
Logo usando (2.29), (2.30) e (2.31) em (2.28) obtem-se que u(., t) converge fracamente 
para u 0 em H 1 • Então Vu(., t) converge fracamente para Vu0 em L 2 (0), e considerando 
(2.27), tem-se pela Proposição (1.5) que Vu(., t) -+ Vu0 fortemente em L2(!1) quando 
t -t o+' isto é, u satisfaz (2.25). 
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2.3 Propriedades das Soluções Aproximadas 
Para obter uma solução clássica na próxima seção e para obter estimativas de erro no 
próximo capítulo, necessitaremos das estimativas do teorema seguinte: 
Teorema 2.2 Seja o valor inicial u0 e.11.1. Então sobre um (possívelmente pequeno) in-
tervalo de tempo {0, T}, o problema de Navier-Stokes 
Ut- P6.u 
V.u 
- -P(u.Vu) em D 
- o em n' t >o 
uJan 
u(., O) 
o t ~o 
uo 
tem uma única solução forte u. As derivadas parciais de u 
Galerkin uk satisfazem as estimativas: 
JjVu(., t)!li,2 + ht llôru(., r)!li,2dT < Fo(t) ~ Fo,o 
ht IIP6.u(.,r)!li,2dr < ho(t) sobre [0, T] 
I!Vô~u(., t)l!i,2 + lt liô~+lu(., r)jji,2dr < Fn(t,ê) 
lt IIP6.ô~u(.,r)l!i,2dr < hn(t,ê) 
IJô~u(., t)l!i,2 + lt IIVô~u(., r)lli,2d1 < Gn(t,ê) 
IIP6.ô~u(., t)lli,2 < 9n(t,ê) ~ 9n,~ 
(2.32) 
e as suas aproximações de 
(2.33) 
(2.34) 
(2.35.n) 
(2.36.n) 
(2.37.n) 
(2.3S.n) 
sobre [é, T] para qualquer ê num intervalo aberto (0, T) e qualquer n =O, 1, 2, 3, .... 
Além disso, no caso u0 e.11.1 n H 2 tem-se: 
llôtu(.,t)JJi2 + ht JJVôru(.,r)lli,2dT < G1(t) 
IIP6.u(., t)jji,2 < 9o(t) ~ 9o,o 
(2.39) 
(2.40) 
sobre {0, Tj. As funções do lado direito dependem apenas de t ou ( t, ê), de n, T e da norma 
Dirichlet 11VuoJJi2. No caso em que Uo e.'H1 n H 2 dependem de JJuoiiH2 também. Sobre o 
intervalo correspondente estas funções são contínuas na variável t, e as funções ho, Fn, Gn 
são continuamente diferenciáveis com respeito a t pela sua definição. 
Prova 
A prova da existência de solução forte é dada pelo Teorema 2.1. 
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As estimati\·as para as aproximações uk serão obtidas usando-se três sequências infinitas 
de identidades: 
A primeira sequência de identidades é: 
1 d 11 k 2 k 2 2 dt 'Vu IIL2 + IIP D.u IIL2 = (uk'Vuk, P D.uk) 
1 d 11 k 2 k 2 2 dt 'VÔtU IIL2 + IIPb.ÔtU IIL2 = ( Ôtuk'Vuk, P D.âtuk) + ( uk'V Ôtuk, P D.âtuk) 
1 d 11 82 k 2 2 k 2 2dtl 'V tu llv + IIPD.âtu IIL2 = (â2uk'Vuk p D.â2uk) + 2(uk'Vuk p D.â2uk) t ' t t tl t 
+(uk'Vâ[uk, PD.â[uk) 
(2.41.0) 
(2.41.1) 
(2.41.2) 
1 d li'tlân kll2 + IIP Aé)n kll2 (âtnuk'tluk + Clâtn-luk'tlutk + C2âtn-2uk'tlé)t2uk + ... 2 dt v t u L2 ~ t u L2 = v v v 
(2.41.n) 
A igualdade (2.41.0) é obtida multiplicando (2.2) por Àzczk, somando I:f=u e observando 
que (âtuk, PD.uk) = -t jt II'Vukllt2; (2.41.1) é obtida derivando (2.2) com respeito a t, mul-
tiplicando por Àz d~~k, somando I:f=11 e observando que ( â[uk, P D.âtuk) = -t ft li 'V Ôtukllt2; 
(2.41.2) é obtida derivando (2.2) duas vezes com respeito a t, multiplicando por >.. 1 d~~jk: 
somando I:f=1 e observando que (âfuk,PD.â[uk) = -tftii'Vâ[ukilt2· Similarmente a n-
ésima identidade (2.41.n) é obtida derivando (2.2) n-vezes com respeito a t, multiplicando 
por Àzd;tc~k, somando I:f=1 , e observando que (ar+1u\PD.âfuk) = -tftliY'âfukilh· 
A segunda sequência de identidades é: 
llâtUk llt2 
iiâ[ukiiL2 
llâtukllt2 
(P.6uk,â1uk)- (uk'Vu\âtu"') 
- (PD.u7,â[uk)- (âtuk'Vuk,â[uk)- (uk'VÔtuk,â[uk) 
- (P .6â2uk â3uk)- (â2uk'Vuk â3uk) - 2(uk'Vuk â3uk) t ' t t ' t t tl t 
-(uk'Vâ[uk, âtuk) 
(2.42.1) 
(2.42.2) 
(2.42.3) 
liârukiit2 - (PD.â~- 1 uk, â~uk)- (â~-luk'Vuk + C1â~- 2 uk\i'u7 + C2â~-3uk'Vâ[uk + ... 
+Cn_2u7'V â~-2 uk + uk'V â~-1 uk, â~uk) (2.42.n) 
A identidade (2.42.1) é obtida multiplicando (2.2) por d~~k, somando I:f:u e observando 
que (D.uk, Ôtuk) = (P .6uk, Ôtuk); (2.42.2) é obtida derivando (2.2) com respeito a t, 
multiplicando por d~~? somando I:f=1 , e observando que (D.u~, â[uk) = (P D.âtuk, âfuk); 
(2.42.3) é obtida derivando (2.2) duas vezes com respeito a t, multiplicando por d:;Jk, 
somando 2:7=1 , e observando que (.6âfuk, Ôfuk) = (P.6o(uk, âfuk). A n-ésima identidade 
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(2.42.n) é obtida deri\·ando (2.2) n - 1 vezes com respeito a t, multiplicando por jt~~ Ctk, 
somando L.7=1 , e obsen·ando que (68~-luk, 8~uk) = (P 68~-luk, 8~uk). 
A terceira sequência de identidades é: 
1 d 11 k 2 k 2 2 dt u IIL2 + IIVu IIL2 - O (2.43.0) 
1 d 118 k 2 k 2 k k k 2 dt tU IIL2 + IIV8tu llu = -(8tu Vu , 8tu ) (2.43.1) 
1 d li 82 k 112 2 k 2 2 k k 2 k k k 2 k 2dt tu L2 + IIV8tu llu - -(8tu Vu ,8tu)- 2(8tu V8tu ,8tu) (2.43.2) 
1 d li 83 k I 2 3 k 2 3 k k 3 k 2 k k 3 k 2dt tu IL2 + IIV8tu IIL2 - -(8tu Vu ,8tu)- 3(8tu Vut,8tu) 
-3( u;v 8[uk, 8fuk) (2.43.3) 
+Cn-18tukV8~-luk, 8~uk) (2.43.n) 
A identidade (2.43.0) é obtida multiplicando (2.2) por Czk, somando L.7::1 , e observando 
que (ukVuk, uk) =O; (2.43.1) é obtida derivando (2.2) com respeito a t, multiplicando por 
d~~k, somando L.7=1 , e observando que ( ukV 8tuk, 8tuk) = O. A n-ésima identidade (2.43.n) 
é obtida derivando (2.2) n vezes com respeito a t, multiplicando por d;t~k, somando L.7=1 , 
e observando que ( ukV 8~uk, 8~uk) = O. 
O objetivo agora é obter desigualdades diferenciais a partir destas identidades, obtendo 
estimativas do lado direito. Detalharemos no caso n = O, 1, 2 e logo generalizaremos por 
indução sobre n. 
Comecemos com o caso n = O 
De (2.41.0) temos 
1 d 2 dt I!Vuklli2 + IIP 6uklli2 = ( ukVuk, P 6uk) 
da estimativa feita em (2.16) e condição inicial dado em (2.18) chegamos a: 
!11vuklli2 + IIP6ukl!i2 < Clai!Vukllt2 + C2ai1Vukllt2 
I!Vuk(O)IIL2 < I!Vuoi!L2· 
Pelo Lema 1.9, existem f 0 (t) e h0 (t) contínuas, tais que sobre algum intervalo [O,T) 
mantem-se: 
IIVuk(., t)lli,2 < fo(t), (2.44) 
fot IIP6uk(., T)ilt2dT < ho(t) isto é (2.34). 
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Para ê >O 
lt IIP.6uk(., r)ilt2dr:::; lat IIP.6uk(., r)llt2dr:::; ho(t). 
Então, sobre [ê, T] para qualquer ê t:: (0, T): 
1t IIP.6uk(., r)!li2dr:::; ho(t,e) isto é (2.36.0). 
De (2.42.1): 
ilâtukili2 = (P.6uk,Ôtuk)- (uk'Vuk,âtuk), 
e da estimativa feita em (2.21) temos: 
iiâtukiiL2 :::; 2jjP.6ukiiL2 + CI\I'Vuklli2 + Cjj'Vukl!i,2, 
iiâtukiii2 :::; C2IIP.6uklli2 + Cali'Vukilt2 + C4li'Vukilt2· 
Considerando as estimativas (2.44) e (2.34) para t t:: [O, T) na última equação, integramos 
obtendo: 
lat iiâ.,.ukiif.2dr:::; C2ho(t) + Cafot J5(r)dr + c4fot !6(r)dr = ia(t). (2.45) 
Logo, somando (2.44) e (2.45), isto é: 
ii'Vuk(., t)lli2 + fot llâ.,.uk(., r)llt2dr :::; fo(t) + ia(t) = Fa(t), 
obtemos (2.33). 
Para ê > O. usando (2.45) tem-se: 
e logo 
obtendo-se (2.35.0). 
De (2.43.0), da estimativa obtida em (2.4) temos: 
iiuk(., t)llt2 + fot ll'Vuk(., r)lli2dr :::; llualli2 = Ga(t) 
e então para ê > O , e t:: (0, T) temos 
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obtendo assim (2.37.0). 
De (2.43.1) vem 
~~llôtukiiL2 + IJVôtukiiL2 = -(Ótuk.\luk,Ôtuk). 
Da estimativa obtida em (2.8) e a condição inicial (2.11) para u 0 €1í1 n H 2 (!1) temos: 
~ ilôtuklli2 +li V Ôtuklli2 < CjJuolli211ôtukJit2 
iiôtuk(O)i!L2 < 2JJP 6uoJIL2 + C'JJVuoJJf.2 + CJJVuallt2. 
Integrando e usando Lema 1.9, existem H1(t) e H1(t) tais que: 
ilôtuk(., t)lli2 < H1(t), 
fot JJVôruk(., r)Jii2dr < H1(t), 
sobre um intervalo [O,T). Logo, 
Jiôtuk(., t)jjf_2 + fot IJVôruk(., r)jjf_2 dr $ H1(t) + H1(t) = G1(t), 
obtendo-se (2.39). 
(2.46) 
Desde que -tfti1Vuklli2 = -(Vôtu\ \luk) = (ôtuk,PD.uk), então de (2.41.0) tem-se que 
-(Ôtuk, P6u ) + jjPD.uklli2 = (uk\luk, PD.uk). Logo: 
JJP 6uklit2 = ( Ôtu\ P 6uk) + ( uk\luk, P 6uk). 
Agora, devemos encontrar uma estimativa para o lado direito da igualdade acima. Usando 
a desigualdade de Hõlder, a desigualdade de Sobolev (1.3), a desigualdade (1.13) e a 
desigualdade de Young, tem-se: 
Então 
IJPD.uklli2 
IJPD.ukJIL2 
< JiôtukJIL2IIP 6ukJIL2 + JjukJJLei!VukJIL3 JIP D.ukllv 
1 1 
< llôtukiiL2 + Cjj\7ukJIL2 (JIP 6uklli2IIVuklli2 + IJVukiiL2) 
3 1 
< llôtuki!L2 + CjjVukllt2IIP 6ukilt2 + CjjVukllt2 
< iiôtukiiL2 + C1JJVukJIÍ.2 + ~JJPD.ukJIL2 + CJJVukJit2· 
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logo, elevando ao quadrado e considerando as estimativas (2.46) e (2.35.0), obtemos: 
IIP 6uklli2 :::; C4lléltuklli2 + Csii'Vuklli2 + Csii'Vukllt2 
:::; C4H1(t) + CsF5(t,ê) + CsF5(t,e) = go(t,e). 
Portanto 
IIP 6uklli2 :::; go(t, e), e obtemos (2.38.0). 
Se Uo € 7-{1 n H 2(0), então 
Passamos a analisar o caso n = 1. 
De (2.41.1) temos: 
~ ~ II'Véltuklli2 + IIP6éltuklli2 = (ôtuk'Vuk, P6Ôtuk) + (uk'VÔtuk, P6ôtuk). 
Agora, devemos encontrar uma estimativa para o lado direito de (2.41.1). Usando a 
desigualdade de Hõlder, a desigualdade (1.16) (supn lukl ~ Cl(IIP6ukiiL2 + II'VukiiL2)), a 
desigualdade de Sobolev (1.3), a desigualdade (1.15) e a desigualdade de Young, temos: 
i(u~\7uk,P6u;) + (uk'Vu;,P6u;)l ~ 
< lléltukiiLeii'VukiiL3 IIP 6u7IIL2 + sup lukiii'Vu711L211P 6u7IIL2 
n 
< CII'Vu711L2(IIP 6ukiiL2 + II'VukiiL2 )IIP 6u7IIL2 
+C1 (IIP 6ukllu + II'Vukllu) li'Vu;IIL2IIP 6u;l!u 
< C2IIP6u7IIL2IIY'u;llv[IIP6ukiiL2 + IIY'ukiiL2] 
< ~IIP6u711i2 + C3II'Vu711i2(IIP6uk!IL2 + II'Vukllv) 2 
< ~IIP6u;lli2 + C4II'Vu711i2(1iP6uklli2 + IIY'uklli2). 
Levando isto para equação (2.41.1), obtemos: 
Para poder integrar a desigualdade (2.4 7) devemos encontrar uma estimativa indepen-
dente de k, para o valor inicial de IIY'ôtuk(., t)IIL2, para isso usamos (2.42.1) e (2.43.1) 
para obter estimativas para IIY'ôtuk(.,.e:)IIL2, em valores arbitrariamente pequenos de E. 
Assim~ apenas precisamos assumir que u0 t1i1 . Dado é> O, seja {En} uma sequência tal 
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que O < ét < é2 < é3 < ... < é. 
De (2.45), isto é: 
fot i!ôruk(., r)jji,2dT $Jo(t), 
como o integrando é contínuo, pelo Teorema do Valor 1-'lédio, para todo inteiro positivo 
k, existe um número Tk , O < Tk < é1 < ê, tal que: 
i!ôtUk(., Tk)lli2 = ~ r iiôruk(., r)lli2dT $ io(ê). 
êlo ê (2.48) 
Também, o lado direito de (2.43.1) pode ser estimado usando (2.6): 
I( ÔtukVuk, Ôtuk)l $ CIJJVukJit211ôtuklli2 + ~li V Ôtuklli2. (2.49) 
Então, levando (2.49) em (2.43.1), obtemos: 
~llôtuklli2 + IJVôtuklli2 :S C2JJVukllt2llôtuklli2, (2.50) 
a qual é uma desigualdade diferencial, quando (2.44) é considerado. Logo, usando (2.48) 
podemos integrar (2.50) sobre o intervalo [rk, t], de acordo com o Lema 1.10, obtendo: 
1: IJV8ruk(., r)lli,2dT :S 1~ IJVôtuk(., r)jji,2dr::; G1(t, ê1), (2.51) 
k 2 -1!8tu (.,t)iiL2 ::; GI(i,ét) para ê1 < t < T. (2.52) 
Como ê 1 < ê, temos que [é, T] C [ê1 , T], então (2.51) e (2.52) continua sendo válido com 
ê em vez de é1. 
Logo, de (2.51) e (2.52) temos 
118tuk(., t)Jii2 + lt IJV8ruk(., r)lli2dT::; G1(t, ê), obtendo assim (2.37.1). 
Além disso, de (2.51), para todo inteiro positivo k, pelo Teorema do Valor Médio, existe 
um ak , ê1 < ak < ê2 < ê, tal que: 
(2.53) 
Assim, usando (2.53) podemos integrar (2.47) sobre o intervalo [ak, t] de acordo com o 
Lema 1.10, obtendo: 
< jt IIP68ruk(., r)lli2dT::; h1(t, ê2), 
(Jk 
< ft(t,ê2) para é2<t<T. 
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(2.54) 
(2.5.5) 
Como [é, T] C [ê2 , T], então, em (2.54), pondo ê em vez de t 2 temos: 
obtendo assim (2.36.1). 
De (2.42.2): 
Usando a desigualdade de Holder, as desigualdades (1.16), (1.13), (1.3) e a desigualdade 
de Young, na identidade acima temos: 
JJ8lukllt2 < 
JJ8[ukJJL2 < 
JJP 6u;JIL2JJ8lukJJL2 + JJu;V'ukJIL2JJâlukJIL2 + JJukV'u;IJL2JJâlukJlu 
JJP 6u;JJL2 + JJu;IJLsJJV'ukJJL3 + JJukJJLaJJV'u:IJL3 
< 
< 
< 
< 
JJP6u;JIL2 + CtiJY'u;JIL2(JJP6ukJIL2 + JJV'ukJIL2) 
I I 
+CziiY'ukiiL2(JIP 6u:Jif:2IIY'u:Jii2 + IIY'u:IIL2) 
JJP 6u:JJL2 + CtJJV'u:JIL2JJP 6ukJIL2 + CtJJV'u:JJL2JJV'ukJIL2 
k k 1 k 1 k k +C2JJY'u llviJY'ut llf.2JIP 6ut llf.2 + C2JJY'u llvJJV'ut IIL2 
2JJP 6u:JJu + CtJJV'u:IJL2JJP 6ukJIL2 + C3JJV'u:IJL21JV'ukJIL2 
+C4JIV'uk lli2IIY'u:JIL2 
2JJP6u:JIL2 + CsJJV'u:JIL2[IIP6ukiiL2 + IJV'ukiiL2 + IIY'ukllt2]. 
Logo, elevando ao quadrado e tendo em conta (2.55), (2.38.0), e (2.44), obtemos: 
118fuklli2 :::; C6IIP6u;llt2 + C7JJVv711t2[IIP6t/Jit2 + IIY'ukllt2 + IJVukllt2l 
:::; C6JJP6u:Jii2 + C7fi(t,t2)(go(t,é) + fo(t) + f6(t)). 
Assim, integrando sobre [é2 , T] e usando (2.54), obtemos: 
r IID;uk(.,r)lli2dr:::; C6ht(t,ê2) + Õl(t,éz) = jl(t,€2)· (2.:)G) Je2 
Pondo em (2.56) E em vez de €2 (pois [é, T] C [é2, T]), temos: 
1t 2 k 2 - -e Jlârv (., r)IIL2dr :::; C6h1(t, t) + G1(t, t) = ft(t, t). (2 . .17) 
Logo, somando (2.55) e (2.57) resulta: 
JJY'u:(., t)llt2 + lt !Jâ;uk(., r)llt2dr:::; fi(t, é)+ j1(t, é)= F1(t, é), 
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obtendo-se assim (2.3.5.1). 
De (2.43.2): 
~ ~ iiâ[ukllt2 + JJVâ[ukiiL2 = -(â[ukvuk, ô?t/)- 2(âtukVÔtuk, â?uk). 
Devemos achar estimativas para o lado direito de (2.43.2). Usando a desigualdade de 
Holder, as desigualdades (1.3), (1.15) e a desigualdade de Young, tem-se: 
i(âiukvuk, a;uk) + 2(u;vu;, a;uk)i ~ 
Logo, em (2.43.2): 
< llâiukiiv iiV'ukiiL3 iiâiukiiL2 + 2llu;IILe llvu; IIL3 iiâiukiiL2 
< ClllvâiukiiL21iâiukiiL2(iiP.6.ukiiL2 + IIY'ukiiL2) 
+liâiukiiL2C21iV'u;IIL2(1iP.6.u;IIL2 + llvu;IIL2) 
< ~IIY'â[uklli2 + C31iâ?uklli2(1iP.6.uklli2 + I!Y'ukiiL2) 
+IIY'u;IIL2 + C41iâiuklli2(IIP.6.u;ili2 + IIY'u;IIL2) 
< ~IIV'âiukiih + Csllâiuklli2[i1P.6.uklli2 + IIY'ukiiL2 
+IIP .6.u;iit2 + 11vu;lli2l + IIY'u;lli2. 
~ 1iâiukiit2 + IIY'âiukllt2 < C6(11P .6.uklli2 + IIY'ukiiL2 + IJP .6.u;lli2 
+llvu;lli2JIIâiuklli2 + C7IIV'u711i2, (2.58) 
a qual é uma desigualdade diferencial, quando (2.38.0), (2.44), (2.36.1) e (2 .. 55) são con-
siderados. Agora precisamos da condição inicial para llâ[uk(., t)IIL2· De (2 .. 56) 
l t ') k 2 -iiâ;u (.,r)IIL2dT ~ !1(t,e2), !:2 
sendo o integrando contínuo, pelo Teorema do Valor Médio, para todo inteiro k, existe 
bk , e2 < bk < é 3 < é, tal que: 
iiâiuk(., bk)lit2 = (~ 1 ) 1!: iiâ;uk(., r)llt2dT ~ {l(é, ~2 ~. (2.59) 
C- é2 !:2 é- C2 
Logo, podemos integrar (2.58) com a condição inicial (2.59) sobre um intervalo [bk, t] de 
acordo com o Lema 1.10, obtendo: 
j t k 2 r 2 k 2 -~3 iivâ;u (.,r)I!L2dr < lsk IIV'âtu (.,r)IIL2dr ~ G2(t,é3), 
iiâiuk(., t)IIL2 < G2(t,é3) para é3 < t < T. 
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(2.60) 
(2.61) 
Desde que [é, T] C (ê3, T], então (2.60) e (2.61) é válido comê em vez de ê3. 
De (2.41.1) vem 
IIP6u;l!i,2 = (âiu\P6âtuk) + (âtukvuk,P6âtuk) + (uk"'lâtuk,P6âtuk). 
Para encontrar uma estimativa do lado direito, usamos a desigualdade de Holder, as 
desigualdades (1.16), (1.3), (1.15): 
IIP 6u;lli.2 < llâ?ukiiL2IIP 6u;IIL2 + llâtukiiLsii"'VukiiL3IIP 6u;IIL2 
+ sup lukiii"'Vu;IIL2IIP 6u;IIL2, 
n 
IIP 6u;IIL2 < ilâfukiiL2 + Clli"'Vu;IIL2(IIP .6ukiiL2 + li"'VukiiL2) + C2(1lP .6ukllu 
+li"'VukiiL2) ii"'Vu:iiL2, 
IIP .6u;IIL2 < llâfukiiL2 + C3li"'Vu;IIL2 (IIP .6ukllu + II"'VukiiL2 ), 
IIP.6u;lli.2 < C411âfuklli.2 + C5II"'Vu;llf.2(IIP.6uklli.2 + II"'Vuklli.2). 
Logo, usando (2.61), (2.35.1), (2.38.0) e (2.35.0), vem 
k 2 - . IIP.6utiiL2:::; C4G2(t,ê)+C5Fl(t,ê)[go(t,ê)+Fo(t,ê)] = 91(t,ê) obtendo assim (2.38.1). 
Passamos a analisar o caso n = 2. 
De (2.60), para todo inteiro positivo k, pelo Teorema do Valor Médio, existe /k, ê 3 < 
/k < ê 4 < ê, tal que: 
11 82 k( )ll2 1 1~ li 82 k( )ll2 G2(ê, e3) "'V tu .,"fk L2=( ) V ru .,T L2dT:s; ( )' 
é- ê3 ~3 é- é3 
(2.62) 
De (2.41.2), temos: 
~!II"'VâJuklli2 + IIP.6â[u~<lli2 = (ôJl/Vu\P.6ôJuk) + 2(u7"'Vu7,P.6âJuk) 
+( uk"\7 â[uk, P .6ôJuk), 
encontraremos uma estimativa para o lado direito de (2.41.2). Usando as desigualdades 
de Holder, (1.3), (1.15), (1.16) e a desigualdade de Young, tem-se: 
l(â[uk"'Vu\P.6ôfuk) + 2(u;vu7,P.6ôfuk) + (ukVô[uk,P.6ôfuk)l 
< [llô[ukiiLsii"'VukiiL3 + 2llu; IILsiiVu;IILa]IIP .6ô?ukiiL2 
+ sup lukiii"'V âiuk lluiiP .6âfukllu 
n 
< [C1(1lP .6ukiiL2 + II"'VukiiL2 )li V ôiukiiL2 + C2(IIP .6u711L2 
+IJVu7iiL2 )11Vu711L2]IIP .6ôfuk I lu 
< ~IIP.6ôiukiit2 + C311Vôfuklli2(IIP.6uklli2 + IIVuklli2) 
+C411Vu711i2(IIP.6u711i2 + 11Vu711i2). 
43 
Levando esta estimativa para (2.41.2), tem-se: 
! IIVâiukllt2 + IIPD.âiuklli2 < Cs(I!P6uklli2 + 11Vuklli2)11Vâiuklli2 
+Csi1Vu~lli2(IIPD.u~lli2 + IIVu~lli,2). (2.63) 
Logo podemos integrar (2.63), usando (2.62) sobre um intervalo bk, t] de acordo com c 
Lema 1.10, obtendo: 
r IIPD.â;uk(., r)lli2dT ~ it IIPD.â;uk(., r)lli2dT ~ h2(t, e4), (2.64) 
./e4 7k 
11Vâ[uk(.,t)lli2 ~ !2(t,e4) para e4 < t < T. (2.65) 
Como [ê, T] C [ê4 , T], então (2.64) e (2.65) é válido sobre [e, T]. 
Logo em (2.64), pondo e em vez de e4 , fornece: 
obtendo-se assim (2.36.2). 
Somando (2.60) e (2.61) com e em vez de e3 , tem-se: 
2 k 2 [t 2 k 2 - -llât u ll12 +.!e 11Vâ1'u ll12dr ~ G2(t, e)+ G2(t, e)= G2(t, e), 
obtendo-se (2.37.2). 
De (2.42.3) vem 
llâ[uklli2 = (PD.â[u\â[uk)- (â[ukVu\â[uk)- 2(u;vu;,â[uk)- (ukVâ[uk,â[uk). 
Para encontrar uma estimativa do lado direito, usamos as desigualdades de Hõlder, (1.3). 
(1.15) e (1.16), isto é: 
llâ[ukiiL2 ~ IIPD.â[ukll12 + CIIVâ[ukiiL2(IIPD.ukiiL2 + IIVukll12) 
+CIIIVu;IIL2(IIPD.u~IIL2 + IIVu~!IL2) 
+C2(IIP 6ukll12 + IIVukll12 )li V â[uki112, 
< IIPD.â[ukll12 + C311Vâ[ukiiL2(IIPD.ukiiL2 + IIVukll12) 
+C1IIV ÔtukiiL2(IIP D.âtuk !112 + IIV Ôtuk ll12 ), 
llâfuklli2 < IIPD.âiuklli2 + C411Vâ{uklli2(IIPD.uklli2 + 11Vuklli2) 
+CsiiVu;lliAIIPD.u;lli2 + 11Vu:llt2). 
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Integramos no tempo, considerando (2.64), (2.37.2), (2.36.0), (2.37.0), (2.37.1) e (2.36.1), 
para obter: 
Logo, 
Pondo ê em vez de ê 4 temos 
Então, de (2.65) e (2.67), tem-se: 
IIY'ô[uk(., t)llt2 + 1t llô~uk(., r)llt2dr ~ h(t, ê) + J2(t, ê) = F2(t, ê), 
obtendo-se assim (2.35.2). 
Agora, de (2.43.3) vem 
(2.66) 
(2.67) 
~~1183ukll2 + IIY'fJ3ukll2 - -(ô3ukV'uk ô3uk)- 3(82ukV'uk ô3uk)- 3(uk\lô2uk ô3uk) 2 dt t . 1 2 t 12 - t ' t t t ' t t t ' t 
Estimemos o lado direito: usando as desigualdades de Holder, (1.3), (1.15) e a desigual-
dade de Young temos: 
1(8(t/V'u\ ô(uk)- 3(ô[ukV'u~, ô(uk)- 3(u~Y'ô[uk, ô(uk)l ~ 
~ C li V' a;ukll12 (IIP L.uk 1112 + IIY'ukll12) llô(uk li 12 
+CIII8(ukii12IIY' a;uk 1112 ( IIP L.8tukll12 + li 'V ÔtUk 1112) 
+C2IIY' ôtuki112 (IIP L.ô?ukll12 + li V' ô?ukll12) 118(ukllu 
< ~IIV8(uklli2 + C3(IIPL.ukl!i2 + IIY'uklli2)11fJ(uklli2 
+IIY'8?uklli2 + C4118(uklli2(IIPL.u~lli2 + 11Vu~lli2) + II'Vu~lli.2 
+Csll8(uklli2(IIPL.o?uklli2 + IIY'ô?uklli2). 
Levando esta estimativa em (2.43.3), resulta: 
:t 118(uklli2 + I IV' ô(ukllt2 < [Cs(IIP L.ukiiÍ-2 + li V'uklli2) + C1(IIP L.u~IIÍ-2 + II'Vu~lli2 ) 
+Cs(IIPL.ô?uklli2 + IIY'ô[uklli,2)]118(uklli.2 + 211Vo?ukllt2 
+211Vu;l!t2, (2.6S) 
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a qual é uma desigualdade diferencial, quando (2.38.0), (2.35.0), (2.38.1), (2.3.5.1), (2.36.2) 
e (2.64) são considerados. De (2.66), pelo Teorema do Valor :\Iédio, para todo inteiro 
positivo k, existe f3k , e: 4 < f3k < e: 5 < e:, tal que: 
Então, podemos integrar (2.68) com a condição inicial (2.69), sobre um intervalo [(3k, t]. 
de acordo com o Lema 1.10, obtendo: 
t uva;uk(.,r)llt2dr < Ga(t,e:s), 1~3 
llo;uk(.,t)llt2 < Õa(t,e:s), 
(2.70) 
(2. 71) 
para ês < t < T. Também (2.70) e (2.71) são válidos com ê em vez de e 5 , desde que 
[e, T] C [es, T]. 
De(2.41.2): 
(8fuk,P6.8iuk) + (8iuk\1uk,P6.8iuk) + 2(u;vu;,P6.8iuk) 
+( uk\7 a;uk' p 6.8[uk). 
Estimemos o lado direito, usando as desigualdades (1.3), (1.15), (1.16) e a desigualdade 
de Young, isto é: 
IIP 6.8[ukllu < 118(ukilL2 + CliiV a;ukiiL2(IIP 6.ukiiL2 + IJVukiiL2) 
+C211Vu~!IL2(IIP6.u~IIL2 + 11Vu~IIL2) 
IIP6.8(uklli2 < Call8(ukllt2 + C4IIV8?ukllb(IIP6.uklli2 + IIVukllt2) 
+Csi1Vu~lli2(IIP6.u~llt2 + I!Vu~llt2). 
Logo, de (2.71), (2.35.2), (2.38.0), (2.35.0), (2.35.1) e (2.38.1), tem-se: 
IIP6.8[ukllt2 ~ CaÕa(t, e:)+ C4F2(t, e)(go(t, e)+ Fo(t, e)) 
+CsFI(t,e)(gi(t,e) + F1(t,e)) = 92(t,e), 
obtendo-se (2.38.2). 
Por indução suponhamos que todas as estimativas do Teorema 2.2 são válidas até n = m 
e provaremos para n = m + 1. 
Da identidade (2.42.m + 1), temos: 
Jlo;n+1uklli2 = (PD.o;nuk, a;n+Iuk)- (o;nuk\luk + Cla;n- 1ukvu; + ... 
... + Cm-lOtUkVa;n-luk + tl'Va;nuk' atm+luk). 
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Encontraremos urna estimativa para o lado direi to. Usando a desigualdade de Holder 
obtem-se: 
na;n+~ukiiL2 ~ IIP68;nukiiL2 + 118;nukiiL&I!\"ukiiL3 + Clll8;n-lukllt6 IIV8tUk\:L3 
+ ... + Cm-lll8tuk!ILsiiV8;n-luk IIL3 + llukllt6 IIV8;nukiiL3. 
Logo, usando as desigualdades (ver (1.3) e (1.15)): 
118/ukllte ~ CIIV8{ukiiL2 e IIV8{ukiiL3 ~ Ca(IIP68{ukiiL2 + IIV8{ukiiL2), (2.72) 
tem-se: 
lla;n+lukiiL2 < IIP 6â;nukiiL2 +C a li V a;nukllt2(IIP 6ukiiL2 + IIVukiiL2) 
+CialiVâ;n-lukilt2(IIP6âtukilt2 + 11Vâtukilt2) + ... 
... + C(m-l)aiiVâtukilt2(iiP6â;n-1ukiiL2 + 11Vâ;n-1ukilt2) 
+CmaiiVukiiL2(IIP6â;nukiiL2 + IIV8;nukiiL2), 
llâ;n+luklli2 < Ct!IP6â;nukllt2 + Cai1Vâ;nukllt2(11P6ukilt2 + iiVukllt2) 
+C~a11Vâ;n-lukilt2(IIP6âtukllt2 + IIV8tukllt2) + ... 
... + C(m-l)a11Vâtukllt2(IIP6â;n-lukllt2 + 11Vâ;n-luklli2) 
+C:na11Vukllt2(IIP6â;nukllt2 + 1!Vâ;nukllt2). (2.73) 
Pela hipótese indutiva tem-se a existência de fn e hn tais que, 
11Vâ~uk(.,t)IIÍ,2 ~ fn(t,ê2n) e 1:n IIP6â~uk(.,r)IIÍ,2dT ~ hn(t,ê2n) (2.74) 
para tE k2n, T) e para todo n =L 2, 3, ... , m. Corno [s-, T] C k2n, T], então 
11Vâ~uk(.,t)11i2 ~ fn(t,ê) 
lt IIP6â~uk(., r)iit2dT ~ hn(t,ê) 
para tE [ê, T) e para todo n = 1, 2, 3, ... , m. 
Logo, pode-se integrar (2.73) sobre [ê2m, T), obtendo-se: 
ft iiâ~+luk(., r)iit2dT ~ fm(t, ê2m), }1!2m 
onde fm(t, ê2m) é urna função contínua de t e(ê2m, T). 
(2.75) 
(2. 76) 
Corno o integrando é contínuo, então pelo Teorema do Valor Médio, existe um número 
a.k, ê2m < a.k < ê2m+l <é, tal que: 
(2.77) 
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Da identidade (2.43.m + 1) tem-se: 
i~ ilâ;n+luklli2 + ll9â;n+luklli2 -( a;n+luk9uk + C1â;nuk9 ÔtUk + ... 
C â k'r!âm k am+l k) ... + m tU v t U , t U . 
Estimaremos o lado direito. Usando a desigualdade de Holder: 
~! iiâ;n+lukllh + IJ9â;n+luklli2 < ilâ;n+lukiiL•II9ukiiL2ilâ;n+lukiiL4 
+CIIJâ;nukJJLeJI9 ÔtukJIL3Jjâ;n+lukJIL2 + ... 
+CmllâtukiiL611'7â;nukiiL3ilâ;n+lukiiL2 (2.78) 
o primeiro termo sobre o lado direito pode ser estimado usando a desigualdade Sobolev 
(1.4) (iiullt4 $ CJiuiiL211Vulli2), e a desigualdade de Young (com p = 4 e q = ~). Então, 
aplicando as desigualdades mencionadas tem-se: 
1 3 
< Clll9ukiiL2ilô;n+luklli2ll9ô;n+luklli2 
< CIJ9ukllt2ilô;n+luklli2 + ~11\7 a;n+luklli2. (2.79) 
Para os outros termos, usando as desigualdades (2.72) e logo a desigualdade de Young, 
obtem-se: 
llô;n+l-i uk IILeiiV ô{uk IIL3IIB;n+lukiiL2 $ 
$ CaiiVô;n+l-iukiiL2(llPLôfukllv + ll9ô/ukiiL2)ilô;n+lukiiL2 
:::; Cjajjvo;n+l-jukllb(IIP68/uklli2 + li98/uklli2) + llo;n+lukllid2.80) 
Assim, levando as estimativas (2.79) e (2.80) em (2.78) tem-se: 
:tll8tm+luklli2 + 11Vôtm+luklli2 < [CII9ukllt2 + mJII8tm+lukJii2 
+Clall'78;nuklli2(IIPLu;lli2 + ll\lu;lii2) + ... 
+Cmall\lu~lli2(11PLô;nuklli2 + ll\lô;nuklli2) (2.81) 
a qual é uma desigualdade diferencial quando (2. 75) e (2. 76) são considerados. Logo (2.81) 
pode ser integrada com a condição inicial (2.77) sobre um intervalo [ak, t] de acordo com 
o Lema 1.10, obtendo: 
1:m+l ll\lô;'+1uk(., T)llt2dT 
llo;n+luk(., t)lli2 
< 1t li \7 a;-+luk(., T) lli2dT :::; Gm+l ( t, é2m+l), (2.82) 
"'k 
< Gm+l(i,é2m+l), (2.83) 
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para te: ft-2m+l, T), onde Gm+l (t, ê2m+I) é uma função contínua de t t:[e:2m+l! T). Como 
[~, T] C [~2m+I, T], então de (2.82) e (2.83) com é em vez de ê2m+l! tem-se: 
l\ôt+lukl\i2 + lt IIY'ô;n+luklli2dT ~ Gm+t(t,e:) + Gm+t(t,e:) = Gm+t(t,e:), 
obtendo-se (2.37.m + 1). 
Além disso, de (2.82), pelo Teorema do Valor Médio, para todo inteiro k, existe um 
f3k , ê2m+l < f3k < ê2m+2 = ê2(m+l) <e:, tal que: 
(2.84) 
De (2.4l.m + 1) temos: 
~! IIY'ô;n+tuklli2 + IIPL.ô;n+tuklli2 (ô;n+lukV'uk + C1ô;nukV'u~ + ... 
+Cmu~V'ô;nuk + ukV'ô;n+luk, P L.ô;n+lt/). 
Encontraremos uma estimativa para o lado direito da igualdade anterior. Usando a de-
sigualdade de Holder obtemos: 
~~li V' ô;n+lukl!t2 + li p L.ô;n+tukllt2 < li a;n+tukjjLsll V'ukiiL311 p L.ô;n+tukiiL2 
+Ctll8tukiiLsiiY'u~IIL3IIP L.ô;n+lukiiL2 + ... 
+Cmi!ÔtUk IILsll V' a;nukiiL3IIP L.a;n+lukiiL2 
+ sup lukii!Y' a;n+luk!IL2!1P La;n+tuk!i v. 
íl 
Logo, usando as desigualdades (2.72), (1.16) e a desigualdade de Young, obtemos: 
~ l!'vô;n+tuklli2 + IIPLô;n+tuklli2 < Cei!Y'ô;n+luk!lt2(!!PL.uk!li2 + I!Y'uk!!i2) 
+Cta!IY'ôtukili2(IIPLu711i2 + !!Y'u~l!i2) + ... 
+ ... + Cmai!Y'ôtuki!t2(!!PLô;nuk!!i2 
+IIY'ô;nuklli2). (2.85) 
Então, (2.85) pode ser integrada com a condição inicial (2.84), de acordo com o Lema 
1.10, num intervalo [,Bkl t], obtendo: 
Jt !!PLô;n+tuk(., T)l!t2dT 
~2(m+l) 
liY'ôt+luk(., t)!!i2 
< rt !IPL.ô;+luk(., T)llt2dT ~ hm+l (t, ê2(m+1))(2.86) 1{3. 
< fm+t(i,ê2(m+l)), (2.87) 
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para t t:[êz(m+l}' T). Como [ê, T] C [êz(m+l}: T], então (2.86) e (2.87) continua válido com 
ê em vez de êz(m+l} = êzm+2· 
Logo, de (2.86) pondo ê em vez de êzm+2, tem-se: 
1t IIP.6ô;'+1uk(.,r)ilt2dT:::; hm+I(t,ê), 
obtendo assim (2.36.m + 1). 
De (2.42.m + 2) vem 
iiô;n+zukiit2 = (P.6a;n+1uk,a;n+2uk)- (ô;n+IukVuk + C1 ô;nukVu~ + .... 
+Cm u~'V a;nuk + ukV a;n+Iuk, a;n+Z.uk). 
Estimaremos o lado direito, usando as desigualdades de Hõlder, (1.3), {1.15) e (1.16), 
temos: 
llô;n+ 2ukiiL2 :::; IIP .6ô;n+Iuk IIL2 +C a IIV a;n+IukiiL2 (IIP .6ukiiL2 + IIVukiiL2) 
+Ciaii'Vô;nukiiL2(IIP.6ôtukiiL2 + 11VôtukliL2) + ... 
+CmaliVôtukiiL2(IIP .6ô;nukiiL2 +li V a;nukiiL2 ). 
Assim, elevando ao quadrado, tem-se: 
ilô;n+ 2ukili2 :::; C2IIP.6ô;n+lukllt2 + CéliVô;n+Iukilt2(11P.6ukili2 + li'Vukllt2) 
+C~ali'Vô;nukilt2(IIP.6u~llt2 + IIVu~lit2) + ...... 
+C:na 11Vu~IIL2 (IIP .6ô;nuklli2 + li V a;nuklli2 ). (2.88) 
De (2.74), (2.86) e (2.87), tem-se: 
II'Vô;ukllt2:::; fn(t,êzn) e r IIP.6ô;uklli2dT:::; hn(t,êzn) 
}!:211 
para todo n = 1, 2, ... , m + 1, e assim pode-se integrar (2.88) sobre [êzm+2, T), obtendo-se: 
1:m+2 iiô;'+Zuk(., T )llt2dr :::; fm+l (t, ê2m+2) 
e logo, de (2.87) e (2.89), pondo ê em vez de ê2m+2 tem-se: 
(2.89) 
11Vô;n+luk(.,t)IIL2 + 1t jjô;'+2uk(.,r)iit2dT:::; fm+I(t,ê) + fm+I(t,ê) = Fm+I(t,ê), 
obtendo (2.35.m + 1). 
De (2.43.m + 2) vem 
~ ~ llô;n+2ukllt2 + 11Vô;n+2ukllt2 -(ô;n+2uk'Vuk + Clô;n+IukVÔtUk + ... 
+Cmô[uk'V a;nuk + Cm+l Ôtuk'V a;n+1uk, a;n+ 2uk). 
50 
Estimaremos o lado direito, usando sucessivamente a desigualdade de Holder, a desigual-
dade (2.i2) e a desigualdade de Young, obtemos: 
J(ô;""+2ukVuk + C1ô;""+1ukVôtuk + ... + Cmoiu"'Vô;""uk + Cm+ 1u;'Vô;""+1uk,ô;""+ 2uk)l::::; 
< [llô;""+2ukiiLsii'VukiiL3 + Clllô;""+1ukiiLsii'VôtukiiL3 + ··· 
+CmllôfukJILsii'V ô;""ukiiL3 + Cm+lliu;JILsii'V fJ;""+lukiiL2]Jiô;""+2ukJIL2 
Assim: 
< Caii'Vô;""+2ukiiL2(IIP6ukiiL2 + IJ'VukiiL2)11ô;""+2ukllv 
+Claii'Vô;""+lukiiL2(IIP6ôtukiiL2 + II'VôtukiiL2)11ô;""+2ukiiL2 + ... 
+CmaiiVô[ukiiL2 (JIP 6ô;""ukll12 + IIV ô;""uk ll12 )llô;""+2ukllv 
+C(m+l)aiiV Ôtukii12(!IP 6ô;""+1ukll12 + IIV ô;""+1ukll12 )llô;""+2ukiiL2 
< ~11Vô;n+2 ukllt2 + C~llfJ;""+ 2 ukllt2(IIP6ukllt2 + 11Vukllt2) 
+C~allfJ;n+2 ukllt2(IIP6u;lli2 + 11Vôtukllt2) + IIVfJ;n+luklli2 + ... 
+C:nallô;n+2ukllt2(11P6ô;nuklli2 + 11Vô;nukllt2) + 11Vô[uklli2 
+C(m+l)allô;n+2uklli2 (IIP 6ô;""+luklli2 + IIV a;n+lukllt2) + 11Vu;lli2 o 
~ llô;n+2uklli2 + IIVfJ;n+2uklli2 ::::; 
< [C~(IIP6ukllt2 + I!Vukllt2) + C~a(IJP6u;llt2 + 11Vu711t2) 
+ ...... + c:na(IIP6ô;nuklli2 + 11Vô;""ukllt2) 
+C(m+l)â(IIP 6a;n+lukllh +li V a;n+lukllt2)]11ô;n+2Uklli2 
+(IJVô;""+1uklli2 + ... + IJV8?uklli2 + IIV8tukllt2)· (2.90) 
De (2.89), pelo Teorema do Valor Médio, para todo inteiro k, existe ek , t: 2m+2 < ek < 
é2m+3 < é, tal que: 
(2.91) 
logo, podemos integrar a desigualdade diferencial (2.90) com a condição inicial (2.91) de 
acordo com o Lema 1.10, sobre um intervalo [Bk, t], obtendo: 
1:m+
3
IJVâ;+2uk(.,T)jji,2dT < 1e: jjVô;+2uk(.,T)IIi2dT::::; Gm+2(t,ê2m+3), (2.92) 
Jjâ;""+2uk(., t)jjÍ,2 < Gm+2(t, ê2m+3), (2.93) 
para é2m+3 < t < T, onde Gm+2(t, ê2m+3) é uma função contínua de t é[ê2m+3: T). 
Também (2.92) e (2.93) é válido com é em Yez de E2m+3: desde que [ê, T] C [ê2m+3: T]. 
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De (2.4l.m + 1) temos: 
IIP.6.o;n+luklli2 = (o;n+ 2uk,P.6.8;""'"" 1uk) + (o;n+1uhvuk + C1o;nuk'Vu~ + ... 
+Cméltuk'V o;nuk + uhvo;·+luk, P .ê:.o;n+luk). 
Usando as desigualdades de Hõlder, (1.3), (1.15) e (1.16), tem-se: 
IIP.6.o;n+luklli2 < [ijo;n+2ukiiL2 + l!o;n+1uki1Leii'Vuki!L3 + Cljjo;nukiiLeii'Vu~IIL3 + ... 
+Cm lléltuk!ILsii'V a;nuk IIL3 + sup jukiii'V a;n+luk IIL2]IIP .ê:.o;n+luk IIL2, 
n 
IIP .6.o;n+lukiiL2 < llo;n+2ukiiL2 + Call\7 a;n+lukiiL2(11P .6.ukiiL2 + II'VukiiL2) 
+Claii'Vo;nukliL2(iiP.6.éltukiiL2 + li'Véltukll12) + ... 
+Cmaii'V8tukiiL2(IIP.6.o;nukiiL2 + II'Vo;nukiiL2). 
Então, elevando ao quadrado, logo usando (2.93), (2.35.m+ 1) e as estimativas da hipótese 
indutiva, tem-se: 
IIP.6.o;n+1ukllt2 ~ Cllo;n+2ukllt2 + C~II'Vo;n+lukllt2(IIP.6.ukllt2 + II'Vuklit2) 
+C~aii'Vo;nukllt2(IIP.6.u~lli2 + 1i'Vu~lli2) + ... 
+C:naii'Vu~llt2(11P.6.o;nukllt2 + 1i'Vo;nukllt2), 
< CGm+2(t, ê) + C~Fm+l[9o + Fo](t, ê) + C~aFm[91 + F1](t, ê) 
+ ... + c:naFdgm + Fm](t,ê) = 9m+l(t,ê), 
obtendo-se (2.38.m + 1). 
Completa-se assim, a prova do Teorema 2.2. 
2.4 Soluções Clássicas Obtidas Como Limites de So-
luções Aproximadas 
Usando somente as estimativas (2.19), (2.20), (2.22), mostrou-se no Teorema 2.1, que as 
aproximações de Galerkin convergem para uma solução generalizada, isto é, se u 0 é 1í1 , 
existe uma solução local forte ué L00 ([0, T'], 1í1 ) com Ut, n;u, 'Vp é L2 ([0, T'], L 2 (D)) para 
O < T' < T (para isto sómente precisamos da convergência de uma subsequência das 
aproximações de Galerkin, o que é provado com argumentos de compacidade, e assim 
toda a sequência de aproximações converge). Primeiro, se estabelece a regularidade deu 
com respeito ao tempo t; mais precisamente quer-se mostrar que ué C 00 ((0, T), H 2(D)). 
De fato, por definição 
(2.94) 
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da desigualdade (1.12) do Capítulo 1, tem-se: 
IID;â~ullt2 ~ Ca(IIP 6ô~ulli2 + ll\7 â~ullt2). 
Então, levando (2.95) em (2.94), tem-se 
llâ~ulliP ~ llâ~ulli2 + CtaiiV'â~ulli2 + CaiiP6â~ullt2· 
Usando as estimativas do Teorema 2.2-(2.37.n), (2.35.n) e (2.38.n), tem-se: 
llâ~u(.,t)lliP ~ Gn(t,é) + CtaFn(t,ê) + Cagn(t,ê) 
sobre [ê, T], com é E (0, T). Portanto, 
max llâ;u(., t)IIH2 < 00 ' logo a;u E C((O, T), H 2(!1)) Vn =o, 1, .... 
t! (O,T) 
Assim, 
u E C00 ((0, T), H 2(!1)). 
(2.95) 
Além disso, pelo resultado (2.23) do Teorema 2.1, e a estimativa do Teorema 2.2-(2.38.0), 
temos que 
Então 
u E C00 ((0, T), H 2(!1)) n L00 ([0, T'], H 2(!1)). 
Queremos a regularidade de uma solução clássica, isto é mostrar que u E C(D x [0, T)): 
Do Teorema 2.1-(2.25), tem-se que u(., t) -+ Uo fortemente em Hl quando t -+ o+ ' e 
desde que u E L00 ([0, T'], H2(!1)), então u(., t) -+ u0 fracamente em H2(!1). Do Teorema 
1.9, a inclusão H 2 (D) C C(D) é compacta; logo, segue-se que u(., t)-+ u 0 fortemente em 
C(D, isto é, u(x, t) -+ u0(x) continuamente como (x, t) -+ (x, 0). Assim, se u 0 E H 2 (D) 
tem-se que UEC(Dx[O,T)). 
2.5 A Existência de Subsequência Uniformemente 
Convergente das Aproximações de Galerkin 
Como uma consequência do Teorema 2.2 tem-se 
Corolário 2.2 Para qualquer número natural n = O, 1, 2, ... , e qualquer é E (0, T) existe 
uma subsequência { uk·} das aproximações de Galerkin { uk} de (2.1), k = 1, 2, ... , a qual 
converge em Hm(n) uniformemente sobre [é, T] para a solução u do problema de Navier-
Stokes, m = O, 1. Igualmente, esta convergência mantem-se para todas as suas derivadas 
com respeito ao tempo até a ordem n. No caso u0 e.H1 e n = m =O ou u 0 e.H1 n H 2 (í2) 
e n = O, m =O, 1, a convergência é uniforme sobre {0, Tj. 
53 
Prova 
De acordo com o Teorema de Ascoli-Arzelá tem-se que mostrar que { uk} é equicontínua 
e uniformemente limitada. 
{ uk} é equicontínua em 'Hm: de fato, paras, t t [ê, T] no caso m =O, usando a desigualdade 
de Cauchy-Schwarz tem-se 
(uk(x, t)- uk(x, s)) 2 - [lt l.(âTuk(., r))dr] 2 :5 (lt dr) (lt (âTuk(., r)) 2dr) 
< it- siilt(âTuk(.,r)) 2drl quase Sempre SObre n. 
Integrando sobre n, vem 
in (uk(x, t)- uk(x, s)) 2dx < it- si in 11t (âTuk(x, r)) 2drldx 
lluk(., t)- uk(., s)1it2 < it- silt in lâTuk(x, r)i 2dxdr 
< it- silt ilâTuk(., r)llt2dr. 
Usando agora o Teorema 2.2-(2.35.0), temos 
iluk(.,t)- uk(.,s)lli2 Sit- siFo(T,ê). 
Então { uk(., t)} é equicontínua em 1í0 = DL
2
. No caso m = 1, usando a desigualdade de 
Cauchy-Schwarz, para t, s t [ê, T], tem-se: : 
(Y'uk(x, t)- \i'uk(x, s)) 2 = (lt âT \i'uk(x, r) dr) 2 = (lt \i'âTuk(x, r) dr) 2 
< it- siilt(Y'âTuk(x,r)) 2drl quase Sempre SObre n 
e integrando sobre n 
in (Y'uk(x, t)- \i'uk(x, s)) 2dx < it- si in lt IY'âTuk(x, r)l 2drdx 
< it- silt IIY'âTuk(x, r)lli2dr. 
Do Teorema 2.2- (2.37.1), tem-se 
IIY'uk(., t)- \i'uk(., s)llh :5 lt- siG1(T, ê). 
Como llukllw é equivalente a IIY'ukiiL2, deduz-se que {uk(., t)} é equicontínua em 'H1. 
{uk(., t)} é uniformemente limitada em 'Hm· De fato: 
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Observando as estimativas do Teorema 2.2-(2.38.0), obtem-se estimativas em H 2 (D) por 
meio da desigualdade de Cattabriga, isto é: 
lluk(., t)IIH2::; CIIP6uk(., t)IIL2::; CgL 
No caso m = O tem-se que H 2(!1) c L2(!1), logo, 3 C1 > O tal que lluk(., t)IIL2 ::; 
I 
C1lluk(., t)IIH2 ~ C2gJ.~, então {uk(., t)} é uniformemente limitada em 'Ho. 
1 
No caso m = 1, H 2(D) C H 1(!1), então lluk(., t)IIHt ::; C3gJ.I!:, logo { uk(., t)} é uniforme-
mente limitada em 1{1. 
Logo, considerando af uk em vez de uk e assim por diante para j = 1, 2, ... , usando as 
estimativas do Teorema 2.2-(2.35.j), (2.37.j), mostra-se que {a{uk} é equicontínua e uni-
formemente limitada na norma de 7-{0 e 7-{1. 
De fato: 
Do Teorema 2.2, a estimativa (2.35.j) implica que {a{ uk} é equicontínua em L2(!1), e pela 
estimativa (2.37.j) tem-se que { a{uk} é uniformemente limitada em L2(D). 
Por outro lado, a estimativa (2.37.j) implica que {a{uk} é equicontínua em H 1(!1) e pela 
estimativa (2.35.j) resulta que {a{uk} é uniformemente limitada em H 1 (!1). 
Então, pelo Teorema de Ascoli-Arzelá, em cada passo selecionando uma subsequência 
apropriada, obtem-se uma subsequência { up} de { uk}, a qual converge na norma de 7-lm 
(m = O, 1) uniformemente sobre [ê, T] junto com a sequência de todas as suas derivadas 
{ af uk·} até a ordem n. Como os uk• são contínuas e a covergência é uniforme, por um 
teorema conhecido em espaços de Banach, o limite a{ limk• ..... oo uk· = limp ..... 00 a{uk· existe 
em C ([é, T], 7-l0) para j = O, 1, 2, ... , n. 
:\"o caso u 0 E7-l1 e n = m =O, do Teorema 2.2-(2.33), tem-se que {uk(., t)} é equicontínua 
na norma de 7-{0 e se, além disso, usamos o fato que 1iuklli2 ~ CII'Vuklli2, temos que 
{ uk( ., t)} é uniformemente limitada sobre [0, T] na norma de 1{0. Então, { uk"} converge 
uniformemente em 1{0 sobre [0, T]. 
No caso u0 E7-l1 n H 2 (D) e n =O, m =O, 1: 
Se n =O em= O, desde que 7-{1 n H 2(!1) C 7-{1 , estamos no caso acima. 
Se n =O em= 1, do Teorema 2.2-(2.39), Vs, tE [0, T] temos 
II'Vuk(., t)- 'Vuk(., s)llt2 ~ it- sifot ii'Varuk(., r)llt2dT ~ it- siG1(T). 
Logo, { uk} é equicontínua em H 1(!1); e do Teorema 2.2-(2.40), junto com a desigualdade 
de Cattabriga, tem-se 
a qual implica que {uk} é uniformemente limitada em H 1 (i1) sobre [O,T]. Então, {uk"} 
converge uniformemente em 7-lm, m =O, 1 sobre [0, T]. 
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Seja u· € C ([0, T], 'Ho) o limite dos u"'", usando as estimativas (2.19), (2.20), (2.22) para 
as aproximações de Galerkin como no Teorema 2.1, temos que u· e qualquer outro ponto 
de acumulação de { u"'} em L2 ((0, T], 'Ho) (com respeito à convergência uniforme forte) é 
uma solução de (2.1), a qual satisfaz todas as propriedades listadas no Teorema 2.2. Da 
unicidade de tal solução temos que u*(., t) = u(., t) em L 2(fl), e a sequência { uk} pode 
ter no máximo um ponto de acumulação em L2((0, T], 'H0 ). Portanto, toda a sequência 
{uk(., t)} converge para u(., t) em L2(fl) uniformemente com respeito a t. 
T~mbém, a sequência {ô{uk(., t)} converge (fortemente) em 'Hm para o respectivo limite 
ôfu(., t) uniformemente sobre [é, T] e sobre (0, T] nos casos especiais acima mencionados. 
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Capítulo 3 
Estimativas de Erro 
3.1 Estimativa de Erro em L2 (0) para as Soluções 
Aproximadas 
Seja [O,T] o intervalo de tempo sobre o qual o problema de Navier-Stokes 
Ôtu- l::.u + '\lp = -u.'\l'u em nx (0, oo) 
'\l.u = o em f! X (0, oo) (3.1) 
ulan = o 'v't ~o 
u - Uo para t =O, 
tem uma única solução forte u. 
Seja ainda { ei} o sistema de autofunções correspondentes a os autovalores {>.i} do pro-
blema linear de Stokes: 
Do Lema 1.3, os { ei} formam um sistema ortonormal completo em 'H0 • Vai-se mostrar 
Teorema 3.1 Suponhamos que a velocidade inicial u0 € 'H1 . Então as aproximações de 
Galerkin 
k 
uk(x, t) =L Cik(t)ei(x) (3.2) 
i=l 
da solução u de {3.1) satisfazem a estimativa de erro: 
k 2 lt k 2 Fõ ( t) JJu(.,t)- u (.,t)jj 12 + JJ"Vu(.,r)- '\lu (.,r)il12dr :S -,-o Ak+l (3.3) 
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para qualquer t t: [0, T]. A função contínua Fõ da varíáz:el t depende apenas de T e a 
norma Diríchlet de u0 ( IIV7u0 !1L2). (3.3) vale também com qualquer u1 em vez de u) 
l > k. 
Prova 
Sejam uk e u1, com l > k, duas aproximações de Galerkin (3.2) da solução u de (3.1). Das 
equações aproximadas: 
ÔtUj- PL:.uj - -Pj(uÍ'9uj) em n e t >o, (3.4) 
uj(O) = Pjuo para t =O, 
para j = k e l, por subtração obtemos: 
Ôtu1 - Ôtuk- P L:.u1 + PL:.uk - -Pt(u1'9u1) + Pk( uk'9uk) 
Ôt(u1 - uk)- PL:.(u1 - uk) = -Pt(u1'9u1) + Pk(u1Vu 1)- Pk(u1Vu 1) + Pk(uk'9uk) 
Pondo w = u1 - uk, temos que w(., O) = u1(0) - uk(O) = Ptuo- Pkuo = (Pt- Pk)uo. 
Logo, na equação acima, tem-se: 
Ôtw- Pl:.u: = -(Pt- Pk)(u1Vu1)- Pk(u1Vu1 - ukVuk) 
Então, 
= -(Pt- Pk)(u1Vu1)- Pk(u1Vu1 - u1'9uk + u1'9uk- uk'9uk) 
= -(Pt- Pk)(u1'9u1)- Pk(u1Vw + wVuk). 
Ôtw- PL:.w 
w(., O) 
= -(Pt- Pk)(u1'9u1)- Pk(u1Vw + wVuk), 
(Pt- Pk)uo. 
(3.5) 
Sabendo que J0 ( -PL:.u)v = fo. VuVv, e tomando o produto interno de (3.5) por w em 
L 2(0), obtemos: 
(ôtw, w)- (P L:.w, w) 
1 d I 2 2 2 dt I wiiL2 + I!Vw!IL2 -
~ llwlli2 + 2IIVwlli2 -
llw(., O)jji,2 
- lo[(Pt- Pk)(u1Vu1) + Pk(u1Vw + wVuk)]wdx, 
-2[lo(Pt- Pk)(u1Vu1)wdx +lo Pk(u1Vw)wdx 
+lo Pk(wVuk)wdx], 
II(Pt- Pk)uoiiL2· 
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(3.6) 
(3.7) 
Estimaremos os termos do lado direito de (3.6) um após de outro. Utilizando o Lema 1.1• 
Teorema 2.2-(2.33), e desde que uk = Pku1 se l > k, temos: 
Então, 
2 Fo(O) llw(.,O)IIL2::; -, -. 
"k+l 
(3.81 
Observe-se que Pt, Pk e Pt- Pk são projeções ortogonais de L 2 (0) e a equação 
(Pt- Pk)w = (Pt- Pk)(u1 - uk) = Ptu1 - Ptuk- Pku1 + Pkuk 
= u1 - uk- Pku1 + uk = u1 - Pku1 = (I- Pk)u1 para l > k. 
Assim, para qualquer f € L 2 (0), tem-se: 
Logo, na primeira integral de (3.6), temos: 
(3.!11 
Encontraremos agora uma estimativa para o fator u1\7u1: 
Para qualquer f e;1í1 n H 2 (0), do Teorema de imersão de Sobolev sobre regiões limitad;1, 
tri-dimensionais, tem-se: H 2(0) c L00 (0), logo existe C1 > O tal que: 
(3.11 li 
Da desigualdade de Cattabriga 
(3.11 I 
Então de (3.10) e (3.11) tem-se: 
(3.1 ~) 
Portanto, para arbitrários g € H 1(0) e h € L 2 (0) , usando a desigualdade de Cauchj 
Schwarz e (3.12), obtemos a estimativa: 
ifn (f\7 g)hdxl < llf\7 9IIL2IIhllu ~ llfiiLoo li 'V 9llullhiiL2 
< C3IIP 6fiiL211'V YIIL2IIhiiL2. 
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(3.1 :li 
Aplicando a desigualdade de Young em (3.13) tem-se: 
ifn (f'lg)hdxl < 8IIVgllf.2 + C'õiiP6JIIi21ihlli2, 
ifn(f'lg)hdxi < 8llhllh + CóiiP6JIIi21!Vgjji,2, 
(3.14) 
(3.15) 
onde Có depende apenas do arbitrário valor de 8 > O. Agora estimamos o lado direito de 
(3.9) usando (3.13), isto é: 
ifn ( u1'lu1)(I- Pk)u1dxl :::; C3JIP 6u1iiL211Vu1iiL211(J- Pk)u1IIL2. (3.16) 
Do Lema 1. 7, temos que: 
11(1- Pk)u1lli2 = llu1 - Pku11ii2:::; )) IIP6u11!i2 
k+l 
(3.17) 
e aplicando (3.17) e Teorema 2.2-(2.33) em (3.16): 
I r (u1'lu1)(I- Pk)u1dxl:::; ,03 IIP6u1lli211Vu1IIL2:::; ,03 IIP6u1lli2FJ.o· l11 Ak+l Ak+l 
Assim, considerando (3.9), obtemos a estimativa 
(3.18) 
para a primeira integral em (3.6). 
Para encontrar uma estimativa para a segunda integral de (3.6) observe-se que, sendo Pk 
projeção ortogonal em L2(D), para qualquer f E L2(D): 
Então, com a ajuda de (3.19),(3.13) e (3.14): 
e obtemos 
ifo[Pk(u1'lw)]wdxl < I!Pk(u1Vw)IIL211wi!L2:::; llu1Vwi!L211wi!L2 
< C3IIP 6u1IIL211Vwi!L211w!IL2 
< 811Vwlli2 + CsiiP6u1lli21iwlli2, 
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(3.19) 
Para a terceira integral de (3.6), precisamos de uma estimativa contendo II'VwiiL2, o 
qual é estimado pelo segundo termo do laco esquerdo de (3.6). Primeiro aplicamos a 
desigualdade de Cauchy-Sch,varz, logo (3.19), para obter: 
da desigualdade de Hõlder, para f c L6 (0) e \7 g c L3 (0), temos: 
(3.22) 
1 1 
Na desigualdade de Sobolev II<PIIL3 ~ C(II'V</>IIt211<PIID + II<PIIL2) [5,pag 27] para funções 
ç)cH1 (0), substituímos \7g em vez de <P e usamos a desigualdade de Cattabriga (3.11) 
para g c 1í1 n H 2(0), isto é: 
1 1 1 1 
ll\7giiL3 < C(II'V(\7g)lli2ll\7glli2 + ll\7giiL2) ~ Cl(IID2glli2ll\7glli2 + II'VgiiL2) 
1 1 
< Cl(ll9llii2II9IIÍP + II9IIH2) = 2CdgiiH2 ~ C4IIP6.giiL2. 
Obtemos, para todo g c 1í1 n H 2(0): 
(3.23) 
Usando a desigualdade de Sobolev (1.3) (llfiiLs ~ Csii'V fll12) e (3.23) em (3.22), tem-se: 
(3.24) 
e, substituindo (3.24) em (3.21), vem 
(3.2.j) 
De acordo com a desigualdade de Young, para f € H 1 , h c L 2 (f2) e g € 1í1 n H 2(0): 
I in [Pk(J'V g)]hdxl < 811\7 fllt2 + CsiiP 6.gllt2llhllt2, (3.26) 
I fn[Pk(f\7 g)]hdxl < 8llhlli2 + Csii'V flli2IIP 6.glli2; (3.27) 
novamente o coeficiente Cs > O depende apenas do (arbitrário) valor 8 > O. 
De (3.26) temos, para a terceira integral de (3.6): 
61 
Substituindo (3.18), (3.20) e (3.28) em (3.6), fornece 
~C3 IIP6u 1 1\i,2F0~0 + 48IIY'wlli2 + 2Cs[IIP6u1lli2 
"'k+l 
+IIP 6ukllt2lllwllt2, 
< ~C3 IIP6u1 llt2Fo~o 
"'k+l 
+2Cs[IIP b.u1llt2 + IIP b.ukllt2J llwllt2 · 
Agora, assumimos 8 f (0, ~], temos 1 ::; 2- 48, logo: 
d 11 11 2 I 2 [ / 2 k 2 l 11 2 2c3 11 " 111 2 ~ ( ) dt w L2 + IY'wiiL2::; 2Cs IIPb.u IIL2 + IIPD.u IIL2 llw L2 + Àk+l PL.lu L2Fo,o· 3.29 
Desde que pelo Teorema 2.2-(2.34) tem-se que f~ I!Pb.u1(.,r)!!i,2dr::; h0(t), então (3.29) 
com a condição inicial (3.8) é uma desigualdade diferencial e pode ser integrada com 
respeito a t, de acordo com o Lema 1.10, obtendo-se: 
llw(., t)llt2 + fot IIY'w(., r)llt2dr ::; 2Cs fot(IIP6u1llt2 + IIP6ukllt2)llwllt2dr 
+ ~Ca Fo~o rt IIP6u1llt2dr + llw(., O)lli2 
"'k+l lo 
< fot 2Cs(IIP6u1llt2 + IIP6ukllt2)11w(., r)llt2dT 
1 
+ 2C3F0~0ho(t) + Fo(O). 
Àk+l. 
Assim, temos 
2 lat 2 a(t) lt 112 llw(., t)IIL2 + IIY'w(., T)IIL2dr::; -, - + b(r)llw(., T) vdT, 
o ~'~k+l o 
(3.30) 
contendo as funções contínuas: 
1 
a(t) = Fo(O) + 2C3Fo~0ho(t), 
b(t) = 2Cs[I!Pb.u1(., t)llt2 + IIPb.uk(., t)llt2], (3.31) 
fot b(T)dT < 2Cs[h0(t) + ho(t)] = 4Csho(t). 
Observe-se que a(t) é continuamente diferenciável (pois h0 (t) é continuamente diferenciá-
vel). 
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Considerando (3.30), a Proposição 1.7, fornece: 
llu:(., t)lli.2 + r IIVw(., r)lli.2dr $ a(t)e..rp;f~ b(r)dr) [1 + rt b(r)dr] = ~õ(t)' 
lo k+l lo "'k+l 
onde, de (3.31), 
(3.:32) 
Assim, 
llu1(., t)- uk(., t)!li,2 + r IIV(u1(., r)- uk(., r))llf.2dr $ ~õ(t), (3.33) lo "'k+l 
sendo ~ô(t) independente da particular aproximação de Galerkin u1 , l > k. 
"k+l 
Desde que u 0 t:?i1 , por Corolário 2.2, existe uma subsequência {u1'(.,t)} de {u1(.,t)}, tal 
que {u1'(.,t)} converge em L2(S1) uniformemente sobre [O,T) para a solução de Nav:er-
Stokes u(., t). Portanto, 
lim llu1' (., t)- uk(., t)lli,2 = llu(., t)- uk(., t)lli2 
11-oo 
De (3.33) temos que IIV(u1-uk)IIP([O,t],L2(0)) =f~ IIV(u1-uk)(.,r)lli,2dr é uniformemente 
limitada. Então {V(u1'- uk)} converge fracamente para V(u- uk) em L2([0, t], L2(f1)) 
para qualquer tE (0, T). Assim, temos: 
r IIV(u- uk)(., r)lli2d7" $ limsup r IIV(u1'- uk)(., r)lli2d7" lo 1'-oo lo 
e logo, 
limsup r I\V(u1'- uk)(., r)\lf.2dr $limsup rt IIY(u1 - uk)(., r)\\i2dr, 
l'-+oo lo 1-oo lo 
ll(u- uk)(., t)\li,2 = ~im ll(u1'- uk)(., t)\li,2 $limsup ll(u1 - uk)(., t)\li,2. 
1-oo 1-oo 
Então passando ao limite (3.33), temos: 
llu- uk\li2 + rt IIVu- ukllf.2dr < lim l\u1'- uklli2 + limsup r I\V(u1'- uk)llf.2dT lo 1'-oo 1'-oo lo 
< limsup \lu1 - ukllf.2 + limsup ft I\V(u1 - uk)lli,2dr 
1-oo 1-oo lo 
< F0(t) 
Àk+l ' 
o que prova que 
k 2 lt k 2 Fõ ( t) 1\(u- u )(., t)IIL2 + 1\V(u- u )(., r)IIL2dr $ -, -. 
o "'k+l 
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3.2 Estimativa de Erro na Norma de Dirichlet para 
as Soluções Aproximadas das Equações de Na-
vier-Stokes 
Seja [O,T] um intervalo de tempo sobre o qual o problema (3.1) tem uma única solução forte 
u, e as afirmações do Teorema 2.2 são satisfeitas. Dando mais regularidade à velocidade 
inicial uo obtem-se outra estimativa de erro na norma H 1(0), como mostra o seguinte 
teorema: 
Teorema 3.2 Suponhamos que a velocidade inicial u0 €?-l1 n H 2(0). Então, as aprox-
imações de Galerkin (3.2), da solução u de (3.1), satisfazem a estimativa de erro: 
para qualquer t € (0, T]. A função contínua G* da variável t depende apenas de Te l!uoiiH2. 
Também (3.34) vale com qualquer u1 em vez deu , l > k. 
Prova 
Seja w = u1- uk a diferença de duas aproximações de Galerkin (3.2) com l > k da solução 
u de (3.1). Fazemos o produto interno de (3.5) com OtW€1-í1 em L2(0), e usamos (1.10), 
para obter 
Agora, tendo em consideração que V e Ôt comutam, temos: 
Assim, 
-2[k((PI- Pk)(u1'Vu1)]âtwdx + k[Pk(u1'Vw)]âtwdx 
+ k[Pk(w'Vuk)]éJtw dx] (3.35) 
e além disso, temos a condição inicial 
(3.36) 
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Para que (3.35) se transforme em uma desigualdade diferencial, devemos encontr;tr esti-
mativas para o lado direito. Estas estimativas serão determinadas termo por terrn<). 
O Lema 1.8, e Teorema 2.2-(2.40), fornece: 
11Vu1 - Vuklli2 ~ - 1-IIP6.u1lli2 ~ go(t) 
Àk+l Àk+l 
e assim temos a desigualdade 
IIVw(., O)IIL2 ~ ~o(O) · 
Ak+l 
(3.37) 
As projeções ortogonais Pt e Pk comutam com a derivada com respeito ao tempo, isto é, 
PtÔt = ÔtPl. Então, de (3.9), tem-se: 
h[(Pt- Pk)( u1Vu1)]âtwdx - h ( u1Vu1)[(I- Pk)Ôtu1]dx 
- h ( u1Vu1)ât(I- Pk)u1dx. (3.38) 
Integrando por partes com respeito a t t [O, T], temos: 
lt h((Pt- Pk)(u1Vu1)]ârwdx dr = h[(u1Vu1)(I- Pk)u1 l~)dx 
-lt h[âr( u1Vu1)][(I- Pk)u1]dx d r (3.39) 
para qualquer ê t [0, T]. Usando a desigualdade triangular, a desigualdade de I fõlder) 
(3.24), (3.13) e Lema 1.7, obtemos: 
Ih Ôt(t/\1u1)(I- Pk)u1dxl < I k(âtu1Vu1)(I- Pk)u1dxl +I k(u1Vâtu1)(I- ]', )u1dxl 
< C611Vâtu1IIL2IIP6u1IIL211(J- Pk)u1IIL2 
+C3IIP 6u1llviiV Ôtu1IIL211(J- Pk)u1IIL2 
< (C~+ C3) IIP6.u1llvi!Vâtu1IIL2IIP6.u1IIL2· 
k+l 
Assim, 
I f [ât(u1Vu1)](I- Pk)u1dxl ~ ,c7 IJP6.u1(., t)llt211Vâtu1(., t)IIL2 ln Ak+l (3.40) 
e do Teorema 2.2-(2.38.0) temos que jjP6u1(., t)l!i,2 ~ 9o,~· Então: 
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usando a desigualdade de Young jj'Vôtu1(., t)i!L2 ~ t + tli'Vôtu1(., t)1it2, tem-se: 
e logo, integrando (3.41) de e a t, temos: 
11t fnWr(u1'Vu1)][(I- Pk)u1]dxdTI < 1t I k[ôr(u1'Vu1)](I- Pk)u1dxldT 
< ;lgo,~ r(1 + II'Vôru1(., T)llt2]dT 
k+l 1~ 
(3.41) 
< ~sgo.~[(t- e)+ t II'Vôru1(.,T)IIt2dT]. 
k+l 1~ 
Portanto, usando G1(t,e) de Teorema 2.2-(2.37.1), temos: 
Novamente, de (3.13), Lema 1.7, e usando a desigualdade de Young tem-se: 
I k[(u1'Vu1)(I- Pk)u1 l~0 ]dxl < 21 k(u1'Vu1)(I- Pk)u1dxl 
Finalmente obtemos a estimativa 
< 2C3IIP D.u1IIL211V'u1IIL211(I- Pk)u1IIL2 
< 2C3IIP D.u1IIL21i'Vu1IIL2 ~IIP 6u1IIL2 
Ak+l 
< ~03 IIP D.u1lli211'Vu1IIL2 
"k+l 
2C3 [ 1 c 4 1 l 2 ] < -, - -2JJPD.u IIL2 + -IJ'Vu IIL2 · "k+l 2 
para qualquer t 0 t [0, t]. Logo, em (3.39), usando (3.43) e (3.42), tem-se a estimativa 
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,
03 (IIP D.u1llt2 + IJ'Vu1lli2l 
/\k+l 
+ Cs go,~ [(t-e)+ G1(t, e)] 
),k+l 
(3.44) 
para a primeira integral de (3.35). 
Para a segunda e terceira integral de (3.35), considerando (3.19) e usando (3.15), (3.27) 
temos: 
lfo[Pk(u1Vw)]ôtwdxJ < 8llôtwJJi2 + C.sJJP6u11li2JJVwJJi2, (3.45) 
lfo[Pk(wVuk)]ôtwdxJ < 8JJôtwlli2 + C.;JJVwJJi2JJP6ukJJi2, (3.46) 
onde o coeficiente C6 depende apenas do (arbitrário) valor 8 > O. 
Agora, assumimos 8 E (O,~], e como u0 E1í.1 n H 2(D), de acordo com a última parte do 
Teorema 2.2, podemos considerar e = O. Logo de acordo com o Lema 1.10, usando as 
estimativas (3.44), (3.45), (3.46); integramos (3.35) com respeito atE [O, T], para obter: 
2[,C3 (JJP6u1JJt2 + JJVu1JJi2) +C; 90'0 (t- G1(t,O))] 
Ak+l k+l 
+2C.; fo\JJP6u 1JJi2 + JJP6ukJJt2)JJVwJJt2dT 
+48 fot JJôtwJJt2dT + JJVw(., O)JJt2· 
Como O < 8 :::; i então 2 - 48 > 1 , e obtemos 
2[ ,c3 (JJP6u1JJt2 + JJVu1JJi2) +C; 90'0 (t- G1(t, O))] 
Ak+l k+l 
+2C.; fo\JJP6u1Jii2 + JJP6uklli2)JJVwJJi2dT 
+JJVw(., O)JJi2· 
De Teorema 2.2-(2.40), (2.35.0) e a condição inicial (3.37), tem-se: 
IJY'w(., t)Jii2 + rot llôrw(., T)lli2dT :::; [2C3(95,o + Fo(t) + 2Cs 9o,o(t- Gl(t)) + go(O)] 
Jn Àk+l 
+4C.; 9o,o fot l1Vwllt2dT. 
Então, sobre [O,T] vale 
2 lt 2 a(t) lt ( )112 IJVw(., t)llv + llôrw(., T)ll12dT :S -, - + b JJVw ., T 12dT, 
0 Ak+l 0 
(3.47) 
com funções continuamente diferenciáveis: 
a(t) 2C3(95 0 + Fo(t)) + 2Cs 9o,o(t- G1(t)) + go(O), 
' 
b = 4C.s 9o,o· 
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Em (3.47) aplicando a Proposição 1.7, fornece: 
onde G*(t) = (1 + bt)a(t)ebt. Como ~·(t) é independente da particular aproximação 
"k+l 
de Galerkin u1, por Corolário 2.2 (com u0 f.'H1 n H 2(0)) existe {u1'(., t)} subsequência de 
{ u1(., t)} convergindo em H 1(0) para u(., t) uniformemente sobre (O,T). Desde que ll\7uliL2 
é equivalente a iiuiiHl(pois 0 limitado) tem-se que {\7u1'(.,t)} converge para \7u(.,t) em 
L2(0) uniformemente sobre (O,T). Então, passando ao limite 
De (3.48) temos que llôt(u1-uk)IIL2([o,t],L2(rl)) =f~ llôru1(., r) -Ôruk(., r)l!i,2dr é uniforme-
mente limitada e desde que por Corolário 2.2, {ôtu1'(., t)} converge para Ôtu(., t), tem-se 
que {ôtu1'- Ôtuk} converge para (ôtu- Ôtuk) em L2([0, t], L2(0)) para qualquer t f. (0, T). 
Assim, temos: 
Além disso, vale 
Então, passando ao limite em (3.48), temos: 
+limsup r liôr(u1'- uk)(.,r)iii2dr 
1'-+oo lo 
< limsup ll\7(u1 - uk)(., t)l!i,2 
1-+oo 
. lt / k 2 +hmsup llôr(u -u )(.,r)i1L2dT 
1-+oo O 
< G•(t) 
Àk+l . 
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Portanto, 
k 2 lot r k 2 c- (t) li'Vu(., t)- \7u (., t)IIL2 + iiâru~., r)- ÔrU (., r)IIL2dr $ -,-, 
0 Ak+l 
onde G'"(t) é uma função contínua, dependendo apenas de T e lluoiiH2, como mostra a 
construção e o Teorema 2.2. 
Sem a restrição u0 t:H2(0), não temos a estimativa inicial para II'Vw(., t)llt2 em t = O. 
Usando apenas a primeira parte do Teorema 2.2, prova-se: 
Corolário 3.2 Supondo que a velocidade inicial u 0 € 1í1 .Então as aproximações de Galer-
kin uk de (3.2) da solução u de (3.1}, satisfazem: 
(3.49) 
para qualquer t € [e, T] e e > O. Gõ é contínua com respeito a t, dependendo apenas de 
t, e, T, e ll\7u0 IIL2. Também (3.49} é satisfeito com qualquer u1 em vez de u, l > k. 
Prova 
Primeiro estabeleceremos um equivalente à condição inicial (3.36). 
Seja w = u 1 - uk com l > k, a diferença de duas aproximações de Galerkin. 
Dado e > O, do Teorema 3.1, obtemos: 
(3.50) 
sendo o integrando contínuo. Portanto, o Teorema do Valor Médio do Cálculo Integral. 
assegura a existência de pelo menos um t. € (~,e) tal que: 
II'Vw(., t*)lli2 = ~h~ II'Vw(., r)llhdr 
2 
Logo, usando (3.50) com t* € (~,e), tem-se: 
(3.51) 
As desigualdades (3.44), (3.45) e (3.46), foram provadas independentemente da restrição 
Uot:H 2 (f2). 
Assim, assumindo 8 € (0, ~], substituindo as estimativas do Teorema 2.2-(2.33), (2.37.1). 
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(2.38.0), e tendo em conta as estimativas (3.44), (3.45), (3.46) junto com a condição inicial 
(3.51), integramos (3.35) de t .. a t, obtendo a desigualdade integral: 
2 1t 2 a(t) 1t ( 2 II"Vw(., t)JIL2 + 1187'w(., r)JIL2d7" :=:; -, - + b JJ"Vw ., r)JIL2dr 
t. "'k+l t. 
(3.52) 
sobre [t .. , T], com as funções continuamente diferenciáveis: 
a(t) 2Fô(é) é é 2 ] 
- é + 2Cs9o.~[(t- 2)- G1 (t, 2 )] + 2C3[9o.~ + Fo(t) , 
b - 4Csgo,~· 
Para calcular a(t) temos usado o fato que a integral do lado direito de (3.40) é uma função 
monótonamente decrescente de seu limite inferior, isto é: como ~ < t. < é, 
ft ,c7 IJP6.u11li2ll\787'u1IIL2dr lt "'k+l 
< ,c8 9o.~ rt[1 + li"V8tu1Jlt2]dr 
"'k+l lt 
Cs é é 
< ,\k+l 9o.~[(t- 2) + G1(t, 2)]. 
Assim, usando Proposição 1.7 em (3.52), sobre [t .. , T] tem-se: 
com A(t) = (1 + J/. bdT)a(t)exp(J/. bdr) = [1 + b(t - t.)]a(t)exp[b(t- t.)], e come· 
~ < t. < é, temos que t- t. < t- ~' e assim exp(t- t.) < exp(t- ~). Portanto 
A(t) :::; [1 + b(t- ~)]a(t)exp[b(t- ~)]. 
Então, 
JJ"VwJJi2 + ft JJ87'w(., r)Jit2dr :::; G~(t, é) (3.53) 1~ k+l 
com Gõ(t,é) = [1 + b(t- ~)]a(t)exp[b(t- ~)]. 
Logo o corolário se segue passando ao limite 1--+ oo como na prova do Teorema 3.2. 
Observação: 
Se u0 é 'H1 n H 2(0), podem-se encontrar estimativas de erro uniforme no tempo para as 
aproximações de Galerkin espectral, nas normas L2(0) e H 1(0). Assim, o lado esquerdo 
de (3.3) tem uma estimativa proporcional a xf- para todo t ~ O, isto é, 
k+l 
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e também 
IIV'u(.,t)- V'uk(.,t)lli2 + r IJ8,.u(.,r)- a,.uk(.,r)llt2dr::::; ,c2 , lo Ak+l 
para todo t ~ o, com cl e c2 independente de t. 
Estos resultados encontram-se em [15]. 
3.3 Estimativa de Erro em H 1(0) para as Derivadas 
Temporais das Soluções Aproximadas 
Exibiremos um sistema infinito de estimativas de erro para as aproximações de Galerkin 
uk e das suas derivadas com respeito ao tempo de quaisquer ordem na norma de L2(D) e 
H1(D). 
Teorema 3.3 Suponhamos que a velocidade inicial satisfaz u0 € 'H1 .Então as aproxima-
ções de Galerkin (3.2) da solução u de (3.1), satisfazem o sistema infinito de estimativas: 
ila;n(u- uk)(., t)IIÍ,2 + lt IIV'8~(u- uk)(., r)llt2dr < F~(t, e) (3.54.m) Àk+t ' 
IIVa;n(u- uk)(., t)lli2 + lt 118~+ 1 (u- uk)(., r)lli2d7" < c:n(t, e) (3.55.m) Àk+l ' 
sobre [e, T] para qualquer e > O. As funções G':n e F~ são contínuas com respeito a 
t e monótonas crescentes em t e m = 1, 2, . . . . . Além, G':n e F~ dependem apenas de 
t, e, m, Te IJV'uoiiL2. Também, (3.54.m) e (3.55.m) são satisfeitos com qualquer u1 em 
vezdeu,l>k. 
Prova 
O Teorema será provado por indução sobre m. 
Para m = O, por Teorema 3.1 a equação (3.54.0) é verdadeira para qualquer e € [0, T] e 
(3.55.0) mantem-se pelo Corolário 3.2. 
Agora suponhamos que as equações(3.54.m) e (3.55.m) sejam verdadeiras para todo m = 
1, 2, ... , n- 1, provaremos para m = n. 
Como as soluções Cik(t) da equação diferencial (3.4) têm derivadas de quaisquer ordem, 
podemos derivar (3.5) para a diferença w = u1 - uk (de duas aproximações de Galerkin 
(3.2) com l > k) n vezes com respeito a t. De acordo com a regra de Leibniz an(Jg) = 
Ei=oC'J)fU)g(n-j), e observando que pk e af comutam, obtemos a equação diferencial: 
n 
a~+lw- P68~w = - l:(j)[(Pz- Pk)((8{u 1 )'V8~-iu 1 ) 
j=O 
+Pk((a/u1)'Va;-iw) + Pk((a/u·)'Va;-iuk)]. (3.54) 
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Usando (1.10) (J0 ( -P .6J)g = fn \.1 f\.1 g) e fazendo o produto interno de (3.54) com 
8~w E 7-í1 em L2(!1), resulta a identidade diferencial: 
-2 tcn 1 [(P1- Pk)((a{u1 )\la~-iu 1 ) 
i=O 0 
+Pk((a{u1)\l a;-iw) + Pk((8{w)\l a;-iuk)]8;wdx. (3.55) 
Dado ê >O, seja ên = (1- 21n)ê, então cada ên depende de ê e {ên} é uma sequência 
crescente, isto é, O < e1 < e2 < ê3 < ... < e. 
Agora, precisamos de uma estimativa para o valor inicial da função 118~w(., t)lli2 num 
ponto t* E (eb e2). 
Da afirmação de que (3.55.n- 1) é verdadeira com e1 no lugar de e (hipótese indutiva), 
temos: 
1~ 118n ( )112 d < G~-1 (e, êi) T w . ' T L2 T - \ ' ~1 "k+l (3.56) 
onde o integrando é uma função contínua pela sua definição. Assim, o Teorema do Valor 
Médio do Cálculo Integral, garante que existe t* E(ê1,ê2 ) C (e1 ,e) talque: 
logo, aplicando (3.56) obtem-se a estimativa 
(3 .. 57) 
para pelo menos um t.,. E(ê1,e2) C (e1,e). 
Reescrevemos o primeiro termo da integral em (3.55) de acordo a (3.9): 
e usando (3.13) no lado direito da equação acima, temos: 
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e, fazendo uso do Lema 1.7 em (3.58), temos: 
C3 Í Í n I < -, -gj,~Fn-j(t, ê)jjP6ât U IJL2 
"'k+l 
c3 1 1 1 
< -,-gJ.~F;__1 (t, ê)gJ.~. 
"'k+I 
Como 9m,~ e Fm são funções monótonas crescentes com respeito a m, temos que 9i.~ :::; 9n,~ 
e Fn-j(t,ê):::; Fn(t,ê), então: 
t . l n . I C3 l I ((P1- Pk)((âfu )'Vât -Ju )]â~wdxj :::; -, -FJ (t, ê)9n,~· n "'k+l (3.59) 
Para o segundo e terceiro termos da integral de (3.55), notemos que Pk é a projeção 
ortogonal em L2 (D). Então, com a ajuda de (3.14), obtemos: 
!fn[Pk(fJ1u1 'Vâ~-iw)]â~wdxj:::; 81!'Vâ~-iwlli2 + CsiiP6fJ1u1 IIL21!â~wlli2, 
com Cs >O dependendo apenas do (arbitrário) valor 8 >O. 
Portanto, usando a estimativa do Teorema 2.2-(2.38.j), no caso j =O, temos: 
(3.60) 
e, no caso j > O, usamos as estimativas de (3.55.n- j) e Teorema 2.2-(2.38.j), obtendo: 
como 1 :::; j :::; n , temos n- j :::; n- 1, logo G~-i :::; G~_ 1 e 9i.~ :::; 9n.~ (pois G:n e 9m.~ 
são monótonas crescentes em m). Então, para j >O 
llr[p (âi 1-nan-j )]ân d j<8G~-l(t,ê) C jjân 1'2 k tU v t W t W X _ , + 69n,~ t W IL2. 
n "'k+I 
Para o terceiro termo da integral em (3.55) usando (3.26), resulta: 
ifn Pk(fJ1w'Vâ~-iuk)â~wdxj:::; 81!'Vâfw!lt2 + Csi!P6â~-iuk!lt21!â~w!lt2, 
com Cs >O dependendo apenas do (arbitrário) valor 8 >O. 
Para o caso j = n usando a estimativa do Teorema 2.2-(2.38.0): 
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(3.61) 
Para o caso j < n, usando a estimativa (3.55.j) e Teorema 2.2-(2.38.n- j), temos: 
li P (ôj 'tlan-j k)ôn d I< >:Gj(t,ê) C llôn 11 2 k t W v t U t W X _ v , + õ9n-j,~ t W L2 n Ak+l 
e, como j < n implica j ~ n - 1 , temos Gj ~ Gn-1 e 9n-j,~ ~ 9n,~ . Então: 
li P (ô j 'tlan-j k)ôn d I< >:G~_ 1 (t,e) C llôn 11 2 k t W v t U t W X _ v , + õ9n,~ t W L2, n Ak+l 
onde o coeficiente Cõ > O depende apenas do (arbitrário) valor b > O. 
Levando as estimativas (3.59) até (3.63) em (3.55) temos: 
C 1 n 
2{ >:!-FJ (t, e)gn,~ L)i) + biiV" Ô~wllt2 
k+l j=O 
(3.63) 
+Cõgo,~llô~wlli2 + [80i-l(t,e) + Cõ9n.~llô~wllt2] f)j) 
k+l j=l 
+[80i-l(t,e) + có9n.~llô~wlli2] 'I:G) 
k+l j=O 
+[8IIV"ô~wlli2 + cõ9o.~llô~wlli2]} 
< 2[ ,c3 FJ(t,e)gn,~2n + 28IJV"ô~wlli2 + 2Cõ9o.~IJô~wJJi2J 
Ak+l 
+4[ 80\-l(t,e) + Cs9n.~JJ8~w1Ji2](2n -1) 
k+l 
2n+lc 1 
À 3 FJ (t, e)gn,~ + 48JJV" ô~wJJi2 + 4Cõ9o.~JJ8~wJJi2 
k+l 
< 
+4(2n- 1)[ 80~-l(t,e) + Cõ9n.~JJô~wJJi2J 
k+l 
2n+l 1 
< -, -[C3Fl (t, é)9n.~ + 2bG~_ 1 (t, é)]+ 48JJV" ô~wJJi2 Ak+l 
+[4Cõ9o.~ + 2n( 4Cõ)9n.~] JJô~wJJf.2 · 
Então: 
2n+l l 
< -, -[C3FJ (t, é)9n,~ + 28G~-1 (t, é)] Ak+l 
+[4C89o.~ + 2n( 4Cõ)9n.~]JJô~wJJi2 · 
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Agora, assumimos b t (0, tJ e então 1 < 2-46, assim (3.55) transforma-se na desigualdade 
diferencial: 
~llô~wiiE2 + 1!Vô~wlli2 :S ~~:: + bllô~wlli,2, (3.64) 
para a função continuamente diferenciávelllô~wlli,2 com coeficientes contínuos: 
I 
a(t) - 2n+1 [CaFJ(t,ê)9n,e + 28G~_1 (i,ê)], (3.65) 
b - 4C5[9o,e + 2n9n,eJ, 
sobre (€1, T]. 
Como t .. t (êb ê2) C (êb ê), então a desigualdade (3.64), junto com a estimativa inicial 
(3.57) e a Proposição 1.8, fornece: 
(3.66) 
sobre it[ê,T], onde 
A(t, ê) G" (ê,ê1) lt rl ) + [a(r) + b(r)1j;(r,ê)]dr e 
ê- ê1 e1 
1/;(t, ê) G* ( ê ê 1) r t lt [ (;~ ;
1
) + 1~1 a(r)exp(- 1!: b(a)da)dr]exp( !: 1 b(r)dr) 
são funções contínuas, monótonas crescentes na variável t. 
Observe-se que A, a(t) e b são independentes da particular aproximação de Galerkin u1, 
l > k. Portanto, sobre [é, T] tem-se: 
De acordo com o Corolário 2.2, existe uma subsequência {u1'(., t)} convergindo junto 
com todos os {ôfu1'(.,t)}, (j = 0,1, ... ,n) em H 1(D) para o respectivo limite ôfu(.,t) 
uniformemente sobre [e:, T]. Então em (3.67) podemos passar para o limite l' --t oo 
obtendo: 
llô~(u- uk)(., t)lli2 + rt IIVô~(u- uk)(., r)llt2dr :::; ~(t, ê)' 1~ k+l 
como ~~t~~) é monótona crescente em t, definindo F;;,(t,ê) = max{ A(t,e:), F;;,_1 (t,ê)} a 
sequência {F~} é monótona crescente em tem= O, 1, ... , n. Logo, temos 
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que é (3.54.n). Provando assim, a primeira parte do teorema. 
Para provar (3.5.S.n), fazemos o produto interno de (3.54) em L 2 (D) com a função vetorial 
ô~+lw e'H1 , obtendo a aquação diferencial: 
para a função 11Vôtwllt2· 
De (3.54.n) temos: 
-2 fcJ) f [(P1- Pk)(ô{u1Vô?-iu1) 
i=O Jn 
+Pk(ô{u1Vô?-iw) + Pk(ô{wva;-iuk)Jô?+lwdx (3.68) 
r IIVô~w(., r)lli2dr ~ F~; E:, ê 2). 1~2 k+l 
Sendo o integrando uma função contínua, pelo Teorema do Valor Médio do Cálculo Inte-
gral, existe um t* f. ( t:2 , t:3 ) C ( t:2 , é) tal que: 
Então, para pelo menos um t*e(t:2 ,t:3 ) C (t:2 ,t:), mantem-se: 
II "Ôn ( t*)ll2 < F~( é, é2) v t w . , L2 _ ( ) , . 
ê- ê2 1\k+l (3.69) 
De acordo a (3.9), reescrevemos o primeiro termo da integral em (3.68) e logo usamos 
(3.13), isto é: 
I~ (P,- Pk)(ô{u1Vô;-iu 1)8;+1wl I~ (ô{u 1Vô;-iu 1)(I- Pk)ô?+lu1dxl 
< C3IIP6ô{u1IIL211Vô?-iu1IIL211(J- Pk)ô?+1u1llv· 
Agora, usando Lema 1.7, as estimativas do Teorema 2.2-(2.35.n- j), (2.38.j), (2.38.n+ 1), 
tem-se: 
I h(P1- Pk)(ô/u 1Vô?-iu1 )ô~+1 wdxl < À~~1 IIP6ô{u 1 IIL211Vô?-iu1 IIL2IIP6ô~+1 u 1 IIL2 
c3 1 1 1 
< -,-gJ.~F;__i(t, é)g~+I.~· 1\k+l 
Desde que, 9m,~ e Fm são monótonas crescentes com respeito a m, então 9i,!: ~ 9n+l,! e 
Fn-j ~ Fn. Assim, 
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Para o segundo e o terceiro termo da integral em (3.68) lembremos IIPkFIIL2 ~ IIFIIL2, e 
usando (3.15) obtemos: 
No caso j =O, usamos as estimativas do Teorema 2.2-(2.38.0), então: 
lk Pk(u1'Vô~w)ô~+lwdxl < 8llô~+lwlli2 + CõiiP.0.u 1 lli211"Vô~wlli2 
< 8llô~+lwlli2 + c69o.~II'Vô~wlli2· (3.71) 
No caso j > O, usamos a estimativa de (3.55.n- j) e a estimativa do Teorema 2.2-(2.38.j). 
Então: 
ifn Pk(ô{u 1'Vô~-jw)ô~+lwdxl < 8llô~+lwlli2 + c69j.~II"Vô~-jwlli2 
< 8llô~+1 wlli2 + ,06 9i,I!G~_i(t, é). 
"k+1 
Como 9m,l! e G~ são monótonas crescentes, temos: 
Com a ajuda de (3.27), para o terceiro termo da integral em (3.68) obtemos: 
ifn Pk(8{w'Vô;·-iuk)a~+ 1 wdxl ~ 8llô;'+1wlli2 + Cõii'Vôfwlli2IIP.0.8;-iuklli2, 
com coeficiente Cs >O dependendo apenas do (arbitrário) valor 8 >O. 
No caso j = n, substituindo a estimativa do Teorema 2.2-(2.38.0), tem-se: 
No caso j < n, usamos a estimativa (3.55.j) e Teorema 2.2-(2.38.n - j), obtendo: 
logo, 
ifn Pk(ô/w'Vô~-iuk)ô;+1 wdxl < 
ifn Pk(ô/w'Va;-iuk)a;+1wdxl < 
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8llô~+lwlli2 + ,06 Gj(t, é)9n-j,~i 
"k+l 
8llô~+lwlli2 + ,06 G~-l(t,é)9n.~· 
"k+1 
(3.74) 
Substituindo as estimativas (3.70) até (3.74) em (3.68), ternos: 
d 2 2 2nc3 1. +1 2 dt ll\78;wiiL2 + 2jja;+1wiiL2 < 2[-,-FJ (t, e)gn+I.~ + 26jja; wiiL2 
"k+1 
+2Csgo.~ll\7 a;wllt2 + (2n- 1)(26IIB;+1wlli2 
+ ~Cs G~_ 1 (t, e)gn,~)J 
"k+l 
2n+l 1. 
< -,-[C3FJ (t, e)gn+I.~ + 2Cc5G~_1 (t, e)gn,~] 
"k+1 
+4Csgo,~!l\78;wllf.2 + 48(1 + 2n)lla;+1wlli2· 
Ou seja 
d 
dt ll\7 a;w!li2 + [2- 48(2n + 1)]11â;+lwlli2 ~ 
2n+l 1 
~ -, -(C3FJ (t, e)gn+l,~ + 2CsG~_ 1 (t, e)gn,~) + 4Csgo,~ll\7â;wllh 
"k+l 
Agora, assumimos 8 E (O, 2-(n+3)] , logo O < 8 < 2n\3 , então 48 < 2,\1 . 
Assim, 48(2n+l) < 1, logo 48(2n + 1) ~ 48(2n+l) < 1 , e assim 2- 48(2n + 1) > 1 . 
Usando isto, tem-se a desigualdade diferencial: 
(3.75) 
sobre [e2 , T] para a função continuamente diferenciável ll\7 âfwlli2 com os coeficientes 
contínuos: 
1 
a(t) = 2n+l(C3FJ(t,e)gn+l.~ + 2C5G~_1 (t,e)gn,~), 
b = 4Cc59o.~· 
Logo, corno r E [e2 , e], de acordo com a Proposição 1.8 (com e0 = e2), a desigualdade 
diferencial (3.75) junto com a condição inicial (3.69) fornece: 
ll\7â;(u1(., t)- uk(., t))lli2 + lt llâ~+ 1 (u 1 (., r)- uk(.,r))llt2dr ~ A}t,e) 
~ k+l 
sobre tE [e, T], onde 
A(t,e:) 
1/;(t, é) 
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são funções contínuas, monótonas crescentes na variável t. 
Observe que as funções A(t,e) e 'lj;(t,e) são independentes da particular aproximação de 
Galerkin u1, l > k. Portanto sobre [e, T], tem-se: 
(3. 76) 
Pelo Corolário 2.2, existe uma subsequência { u1' (., t)} convergindo junto com todas as 
suas derivadas Ôf'u1'(., t), (m =O, 1, ... , n + 1) em H 1(fl) para âf"u(., t) respectivamente. 
Desde que a convergência é uniforme sobre [e, T], em (3.76) podemos passar ao limite 
l' --+ oo, obtendo 
desde que ~(t.~) é monótona crescente, definindo G~(t, e) = max{ A(t, e) , G~_1 (t, e)} 
"k+l 
temos que a sequência { G::n} é monótona crescente em t e m = O, 1, ... , n. Logo 
mostrando (3.55.n ). 
Assim, a prova do teorema esta completo. 
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