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Abstract
There is well-known relationship between both the isospectral flows and the unitarily self-
equivalent flows, and the abstract FG eigenvalue algorithm. Namely, the values of the isospec-
tral and self-equivalent flows at integer times coincide with the iterates of FG algorithm. We
show that such a relation is characteristic of a whole class of matrix differential equations. All
these equations are built by means of various representations of an arbitrary Lie algebra on
Kn×n. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In his paper [19] Symes noticed a connection between the finite non-periodic
Toda flow and the well-known QR algorithm for calculating eigenvalues of matrices.
Symes’s work has given an impulse to a study of many various generalizations of
the Toda flows associated, at first, only with the QR algorithm, and later, with other
eigenvalue algorithms e.g. the LR, Cholesky, SR and HR algorithms. From many pa-
pers dealing with these problems it is worth mentioning [5,11,20,21] and references
therein.
In 1988 appeared two papers [3,22] in which authors analysed the initial-value
problem related to a class of the Lax-type [10] matrix differential equations
E-mail address: mprzyb@astri.uni.torun.pl (M. Przybylska).
0024-3795/02/$ - see front matter  2002 Elsevier Science Inc. All rights reserved.
PII: S0024 -3795(01)00511-0
156 M. Przybylska / Linear Algebra and its Applications 346 (2002) 155–175
L˙ = [N,L], L(0) = L0, (1.1)
where L,L0 ∈ Cn×n and N = N(t, L) belongs to a Lie algebra g of a certain closed
subgroup G of GL(n,K). Throughout this paper K denotes C or R. In papers [3,22]
the connection between the equations of the type (1.1) and the abstract FG algo-
rithm was found. Namely, values of the solution of autonomous equation (1.1) at
integer times determine the iterates of the FG algorithm applied to the expression
exp{f (L0)}, where f is an arbitrary function defined on the spectrum of L0. Particu-
lar cases of the abstract FG algorithm are the commonly used eigenvalue algorithms,
e.g., the QR, LR, SH, HR, Cholesky algorithms.
Many different flows of the form (1.1) with specific N were analysed. A certain
list of these flows with applications was presented by Chu [4]. Among Lax-type
matrix differential equations, Hamiltonian ones were analysed the most exhaustively
because of their significance in integrability theory. Hamiltonian structures are con-
structed on Lie algebras as well as on Lie groups by means of classical R matrix (see
e.g. [15,17,18] and references therein). In both cases the characteristic factorization
of the FG algorithm was observed but authors did not mention explicitly a connection
with eigenvalue algorithms.
From the historical point of view it is worth mentioning that in the 1950s Ru-
tishauer [16] introduced a continuous analogue of the LR algorithm by a limiting
process. This analogue has the form of Eq. (1.1). Rutishauer’s work was forgotten
until the 1990s, when Watkins and Elsner [24] applied the approach proposed by
this author to the construction of self-similar flows related to various eigenvalue
algorithms.
In 1989 Watkins and Elsner [23] studied eigenvalue algorithms associated with
another class of matrix initial-value problems
L˙ = LA+ BL, L(0) = L0, (1.2)
where L,L0 ∈ Cn×n and A = A(t, L), B = B(t, L) are n-dimensional skew-
Hermitian matrices. The flow L(t) generated by (1.2) is called the unitarily self-
equivalent flow. In [23] the relation between autonomous nonlinear equations of the
form (1.2) and the abstract FG algorithm applied to exp{f (L∗0L0)} and exp{f (L0L∗0)}
was shown, where f is an arbitrary real-valued function defined on the spectrum
of L∗0L0 and L0L∗0. The sign ∗ denotes the Hermitian conjugation. Unitarily self-
equivalent flows were investigated by many authors, see e.g., [6,8,9].
The aim of this paper is to show that a whole class of matrix differential equations
has the connection with the abstract FG algorithm. All equations from this class are
built by means of various representations ρ of an arbitrary Lie algebra g on Kn×n in
the following way:
L˙ = ρN(L). (1.3)
Here L ∈ Kn×n, and N = N(t, L) ∈ g. We only assume that g is the Lie algebra of
a certain closed subgroup G of GL(n,K). The above mentioned relations between
both the self-similar flows and the unitarily self-equivalent flows, and the abstract
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FG algorithm are particular cases of a general connection between the flow (1.3) and
the FG algorithm.
In order to show this general relationship, we introduce the second class of matrix
differential equations
L˙ = ρˆM(L), (1.4)
where L ∈ Kn×n, M = M(t, L) belongs to another Lie algebra f of a certain closed
Lie subgroup F of GL(n,K). The map ρˆ is an arbitrary anti-representation of f on
Kn×n. The Lie algebras g and f are in general different.
If mappings ρ and ρˆ, and matrices N and M are related to each other in a spe-
cific manner, then Eqs. (1.3) and (1.4) are equivalent. By definition, the equivalence
means that the difference of the right-hand sides of matrix differential equations
(1.3) and (1.4) is equal to zero. Furthermore, if one additional condition is satisfied,
then a solution of two equivalent equations satisfying the condition L(0) = L0 is
connected with the abstract FG algorithm applied to the element exp{f (C(L0))}.
The map C : Kn×n → Kn×n corresponds to an appropriate change of variable and f
is an arbitrary analytic matrix-valued function. We derive the conditions which map
C has to satisfy in order that the pair of Eqs. (1.3) and (1.4) to be associated with the
abstract FG algorithm and with the generalized abstract FG algorithm.
The order of this paper is the following. In Section 2, we show the general proper-
ties of (1.3) and (1.4) and we introduce the condition that guarantees (1.3) and (1.4)
to be equivalent. In Section 3, we recall the basic information of the theory of the
abstract FG algorithm. In Section 4, the connection between the pair of matrix differ-
ential equations (1.3) and (1.4) and the abstract FG algorithm is shown. In Section 5,
we present some examples of equivalent matrix differential equations defined by the
representations and associated anti-representations. All these equations are related to
the abstract FG algorithm. In Section 6, we consider the generalized FG algorithm
[22] and its connection with our matrix differential equations.
In order to omit repetitions, we always assume that the right-hand sides of matrix
equations which appear in this paper are such that, at least locally, there exist their
unique solutions.
2. Matrix differential equations defined by an arbitrary representation or anti-
representation
Our main equation (1.3) was constructed as a natural generalization of the well-
known Lax equation, where the adjoint representation was replaced by an arbitrary
representation ρ. Equation obtained in this way has properties similar to its prototype
provided that ρ is integrable. Integrability of the representation ρ : g× Kn×n →
Kn×n means that, we can find the representation  : G× Kn×n → Kn×n of Lie
group G on Kn×n such that
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∀L ∈ Kn×n, ∀N ∈ g, ρN(L) = dds
∣∣∣∣
s=0
exp{sN}(L). (2.1)
HereG is the Lie group of Lie algebra g. Properties of (1.3) with integrable represen-
tations were analysed in detail by the author in paper [14] and now we present only
one theorem describing main properties of such a generalization of the Lax equation.
Theorem 1. Initial-value problem
L˙ = ρN(t,L)(L), L(0) = L0, (2.2)
where L,L0 ∈ Kn×n, N = N(t, L) belongs to any Lie algebra g of a certain closed
Lie subgroup G of GL(n,K), and map ρ is a representation of g on Kn×n, has a
unique solution of the form
L(t) = G(t)(L0), (2.3)
where function G(t) is the solution of
G˙(t) = N(t, L)G(t), G(0) = 1. (2.4)
The map  is the representation of G corresponding to the representation ρ of g.
Conversely, let L have the form (2.3), where G(t) is some differentiable matrix
function satisfying G(0) = 1. Then L(t) is a solution of the initial-value problem
(2.2), where
N(t) = G˙(t)G−1(t). (2.5)
Theorem 1 shows that integral curves of (2.2) belong to a certain orbit OL0 of
associated representation  of G determined by initial condition L0.
It is possible to construct Hamiltonian equations of the form (2.2). Appropriate
constructions can be found in two sections of paper [14]. According to our knowl-
edge autonomous Hamiltonian equations of this form were analysed for the first time
in [2].
We can formulate a similar theorem for matrix differential equations defined by
an arbitrary integrable anti-representation of an arbitrary Lie algebra.
Theorem 2. Consider the initial-value problem
L˙ = ρˆM(t,L)(L), L(0) = L0, (2.6)
where L,L0 ∈ Kn×n, M = M(t, L) belongs to any Lie algebra f of a certain closed
Lie subgroup F of GL(n,K). The map ρˆ is an arbitrary anti-representation of f on
Kn×n. Then (2.6) has a unique solution of the form
L(t) = ˆF(t)(L0), (2.7)
where the function F(t) is the solution of
F˙ (t) = F(t)M(t, L), F (0) = 1. (2.8)
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The map ˆ is the anti-representation of F corresponding to the anti-representation
ρˆ of f. Conversely, let L satisfy (2.7), where F(t) is some differentiable matrix func-
tion satisfying F(0) = 1. Then L(t) is a solution of the initial-value problem (2.6),
where
M(t) = F−1(t)F˙ (t). (2.9)
The most important for us are the anti-representations of Lie algebras and Lie
groups built in a specific manner from representations of Lie algebras and Lie groups,
respectively. If we have the representation ρ of g on Kn×n, we can always define
appropriate anti-representation of the same g on Kn×n by relation
∀N ∈ g, ∀L ∈ Kn×n, ρˆN (L) := ρ−N(L). (2.10)
Similarly, using representation  of a Lie group, we can define an appropriate anti-
representation ˆ of the same Lie group as
∀G ∈ G, ∀L ∈ Kn×n, ˆG(L) = G−1(L). (2.11)
We can now present classes of equivalent equations. Suppose that ρ is not only
the representation of the Lie algebra g but of gl(n,K)  Kn×n on Kn×n as well.
It means that ρP is well defined for any P ∈ Kn×n. We show examples of such
representations in Section 5. Consider the initial-value problem
L˙ = ρN(t,L)−P(t,L)(L), L(0) = L0, (2.12)
where P(t, L) ∈ Kn×n satisfies the condition
ρP(t,L)(L) = 0. (2.13)
By linearity of a representation, we obtain
ρN(t,L)−P(t,L)(L) = ρN(t,L)(L)− ρP(t,L)(L) = ρN(t,L)(L). (2.14)
If we define a new matrix M(t, L) ∈ Kn×n as
−M(t, L) = N(t, L)− P(t, L), (2.15)
and use the fact that any representation defines an appropriate anti-representation in
the standard manner (2.10), then we can rewrite (2.14) as
ρˆM(t,L)(L) = ρN(t,L)(L). (2.16)
We can now formulate a theorem about equivalent matrix differential equations.
Theorem 3. If there exists a matrix-valued function P(t, L) ∈ Kn×n satisfying the
condition (2.13), then the equation
L˙ = ρˆM(t,L)(L), (2.17)
where M is defined by
N(t, L)+M(t, L) = P(t, L), (2.18)
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is equivalent to Eq. (2.2). The solution of (2.17) with the initial condition L(0) = L0
is given by
L(t) = ˆF(t)(L0), (2.19)
where F(t) is the solution of the initial-value problem on GL(n,K)
F˙ (t) = F(t)M(t, L), F (0) = 1. (2.20)
Proof. The equivalence is obvious from (2.16). The form of the solution (2.19) and
of the relation (2.20) is explained in Theorem 2. 
If for the representation ρ : gl(n,K)× Kn×n → Kn×n, we can find P satisfy-
ing (2.13), then it is possible to construct a pair of equivalent matrix differential
equations: one by means of this representation, and the second by means of the ap-
propriate anti-representation.
We see that
P(t, L) = 0 (2.21)
is a solution of (2.13) for any representation ρ but it is trivial because M = −N ∈ g
and F = G−1 ∈ G. The only interesting cases correspond to M /= −N , and, as a
consequence, FG /= 1. In these cases M(t) = M(t, L(t)) belongs to a certain subset
of Kn×n in general different from g. In the sequel, we will discuss cases when this
subset has a structure of a certain Lie algebra f. Then the curve F(t) belongs to the
Lie group F of the Lie algebra f different from G. In such cases Eq. (2.18) amounts
to a Lie-algebra decomposition.
3. Abstract FG algorithm
In this section, we recall basic information about the abstract FG algorithm fol-
lowing [22].
The abstract FG algorithm is associated with a pair of closed subgroups F and
G of the Lie group GL(n,K) and with their Lie algebras f and g, which have the
following properties:
(1) F ∩ G = 1,
(2) f⊕ g = Kn×n, where ⊕ denotes the direct sum of Lie algebras.
These properties guarantee that there exists an open setU ⊆ GL(n,K) containing
identity matrix such that every element A ∈ U has a unique factorization of the form
A = FG, (3.1)
where F ∈F and G ∈ G [22]. Eq. (3.1) is called the abstract FG decomposition of
the matrix A.
For a decomposition of a specified form there exist appropriate conditions on A
which guarantee that arbitrary matrix (not only those which are closed to 1) satis-
fying these conditions has required decomposition. For example, in the well-known
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QR decomposition the set F consists of unitary matrices and G consists of upper
triangular matrices with positive entries on the main diagonal. Then f is the Lie
algebra of skew-Hermitian matrices, and g consists of the upper triangular matrices
having real main diagonal entries. Furthermore, every nonsingular matrix has the QR
decomposition.
More general decompositions corresponding to violation of condition (2) were
also considered. For example, in paper [3] such generalized decompositions were
applied to construction of self-similar flows.
The abstract FG algorithm applied to matrix A consists in the construction of a
sequence of matrices A0, A1, A2, . . . . The first matrix A0 is equal to A. We assume
that A0 has the FG decomposition A0 = F 1G1 and we define A1 = G1F 1. If A1 has
the FG decomposition, then we can repeat this procedure and build A2 and so on. In
general, if
Ai = F i+1Gi+1, F i ∈F, Gi ∈ G, (3.2)
then Ai+1 is defined as
Ai+1 = Gi+1F i+1. (3.3)
Sometimes the algorithm breaks down, because not always every Ai has the FG
decomposition. Such breakdowns appear for example in the LR algorithm. These
problems for particular decompositions were analysed, e.g., in [12,22,26].
If we introduce notation
Fm = F 1F 2 · · ·Fm, Gm = Gm · · ·G2G1, (3.4)
we can write two fundamental relations which characterize the abstract FG algorithm
Am=F−1m AFm = GmAG−1m , (3.5a)
Am=FmGm, (3.5b)
where m ∈ N. In the first relation, we recognize the discrete counterpart of the self-
similar flow. It is obvious that all matrices in the sequence Am,m ∈ N, have the
same spectrum. The second equation is exactly the FG decomposition of successive
powers of A.
If Lie groupsF and G and the matrix A fulfil certain conditions, it can be proved
that the sequence A,A1, A2, . . . converges to the matrix of a desired simple form
(e.g., diagonal or triangular). The problem of convergence for the most popular al-
gorithms was analysed by Della-Dora [7]. These studies for a certain general class
of decomposition algorithms were continued by Watkins and Elsner in [25].
There exists a generalization of the abstract FG algorithm, the so-called gen-
eralized abstract FG algorithm. This generalization consists in the replacement of
Eq. (3.5b) by a more general one. We return to the generalized FG algorithm in
Section 6.
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4. The connection between a pair of equivalent equations and the abstract FG
algorithm
In this section, we generalize the well-known connection between self-similar
flows and the abstract FG algorithm to the case when flows are defined by an ar-
bitrary representation ρ : g× Kn×n → Kn×n and its associated anti-representation
ρˆ : f× Kn×n → Kn×n.
We assume that F,G and f, g satisfy all assumptions as at the beginning of Sec-
tion 3.
In Section 2, we met already the Lie algebra decomposition of P(t, L)
M(t, L)+N(t, L) = P(t, L), (4.1)
where P ∈ Kn×n,M ∈ f, N ∈ g. This equality means that matrix-valued functions
M(t, L) and N(t, L) are, in fact, the results of the action of certain projectors µ and
ν on P(t, L), i.e.,
M(t, L) = µ(P(t, L)), N(t, L) = ν(P(t, L)). (4.2)
Operators µ and ν project arguments onto f and g, respectively.
We now limit ourselves to cases when matrices M,N and P do not depend explic-
itly on time, i.e.,M(t) = M(L(t)), N(t) = N(L(t)), P (t) = P(L(t)). More general
problem with the explicit time dependence and its connection with the generalized
FG algorithm will be considered in Section 6.
In order to present the connection between the pair of matrix differential equations
built by means of any representation and the associated anti-representation, and the
abstract FG algorithm, we have to determine the forms of M,N and P. The key
problem is to find P satisfying (2.13). For many representations it is convenient to
look for P in the following form:
P(L) = f (C(L)), (4.3)
where a mapC : Kn×n → Kn×n is an appropriate change of variables in Kn×n, and f
is an arbitrary analytic matrix-valued function of the argument C(L). Now matrices
M and N are projections of f (C(L)) onto f and g, respectively, i.e.,
M = µ(f (C(L))), N = ν(f (C(L))). (4.4)
Consider the initial-value problem defined by the representation ρ : gl(n,K)×
Kn×n → Kn×n in the standard way
L˙ = ρR(t,L)(L), L(0) = L0. (4.5)
From Theorem 1, we know that (4.5) has a unique solution of the form
L(t) = S(t)(L0), (4.6)
where S(t) ∈ GL(n,K) is the solution of the initial-value problem
S˙(t) = R(t, L)S(t), S(0) = 1. (4.7)
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Suppose that we can find a map C : Kn×n → Kn×n which fulfils condition
∀L ∈ Kn×n, ρf (C(L))(L) = 0, (4.8)
for an arbitrary analytic matrix-valued function f. A decomposition of the form
µ
(
f (C(L))
)+ ν(f (C(L))) = f (C(L)), (4.9)
and the application of Theorem 3 enable us to construct a pair of equivalent matrix
differential equations
L˙=ρν(f (C(L)))(L), (4.10a)
L˙= ρˆµ(f (C(L)))(L). (4.10b)
From Theorems 1 and 2 it follows that solutions of these equations with the initial
condition L(0) = L0 can be written as
L(t)=G(t)(L0), (4.11a)
L(t)=ˆF(t)(L0), (4.11b)
where flows G and F are determined by two initial-value problems
G˙=ν(f (C(L)))G, G(0) = 1, ν(f (C(L))) ∈ g, (4.12a)
F˙ =Fµ(f (C(L))), F (0) = 1, µ(f (C(L))) ∈ f. (4.12b)
We can now formulate our main theorem about the connection between a pair of
equivalent equations (4.10a) and (4.10b) and the abstract FG algorithm.
Theorem 4. Suppose that for matrix differential equation (4.5), we can find a map
C : Kn×n → Kn×n, which fulfils two conditions:
∀L ∈ Kn×n, ρf (C(L))(L) = 0, (4.13a)
∀t  0, ∃S(t) ∈ GL(n,K), S−1(t)C(L(t))S(t) = C(L0) (4.13b)
for an arbitrary analytic matrix-valued function f. Then flows G(t) ∈ G and F(t) ∈
F defining the solution of the equivalent equations (4.10a) and (4.10b) are related
by equalities
F(t)G(t) = ef (C(L0))t , (4.14a)
F−1(t)ef (C(L0))F (t) = G(t)ef (C(L0))G−1(t) = ef (C(L(t))), (4.14b)
which are continuous analogues of two characteristic relations of the FG algorithm.
Proof. In order to prove (4.14a), we observe that exp{f (C(L0))t} satisfies the
initial-value problem
Y˙ (t) = f (C(L0))Y (t), Y (0) = 1. (4.15)
164 M. Przybylska / Linear Algebra and its Applications 346 (2002) 155–175
Let Z(t) := F(t)G(t). Then Z(0) = 1. Differentiation of Z with respect to t yields
dZ
dt
= F˙ (t)G(t)+ F(t)G˙(t)
=F(t)µ(f (C(L)))G(t)+ F(t)ν(f (C(L)))G(t)
=F(t)f (C(L))G(t) = F(t)f (C(L))F−1(t)F (t)G(t)
=f (C(L0))Z(t).
From the uniqueness theorem for initial-value problems it follows that
Z(t) = ef (C(L0))t . (4.16)
Using (4.13b), we can easily check that the map C(L) has the following proper-
ties:
∀t  0, ∃F(t) ∈F, ∃G(t) ∈ G,
G−1(t)C(L(t))G(t) = F(t)C(L(t))F−1(t) = C(L0). (4.17)
We obtain (4.14b) from (4.17) and from elementary properties of matrix-valued func-
tion. 
Now, the connection between Eqs. (4.10a) and (4.10b), and the abstract FG algo-
rithm is clear. Namely, if we take
A = ef (C(L0)), (4.18)
then (4.14a) and (4.14b) are continuous analogues of two characteristic equations
(3.5b) and (3.5a) of the abstract FG algorithm, respectively.
From the last correspondence, we deduce
Am = ef (C(L(m))). (4.19)
In another words, if we takeA=exp{f (C(L0))}, then values of exp{f (C(L(m)))},
determined by values of the flow (4.10a) (or (4.10b)), at integer times coincide with
the iterates of the FG algorithm.
For an application of the above construction for particular equations of the form
(4.5), we have to know how to find a change of variables C : Kn×n → Kn×n satisfy-
ing (4.13a) and (4.13b). In the following section, we show a solution of this problem
for certain classes of matrix differential equations.
5. Examples of the pair of equivalent equations and connection with the
abstract FG algorithm
We accept the same assumptions about F,G, f and g as at the beginning of
Section 3. We consider two classes of matrix differential equations defined by an
arbitrary automorphism and an arbitrary anti-automorphism of Kn×n from the point
of view of the abstract FG algorithm.
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An automorphism τ of Kn×n is a map τ : Kn×n → Kn×n which fulfils the fol-
lowing conditions:
∀X1, X2 ∈ Kn×n, τ (X1 +X2) = τ(X1)+ τ(X2), (5.1a)
∀X1, X2 ∈ Kn×n, τ (X1X2) = τ(X1)τ (X2), (5.1b)
∀X ∈ Kn×n, τ 2(X) = X. (5.1c)
One can see, we restrict ourselves to automorphisms of the second order. By
means of an arbitrary automorphism τ , we can construct the representation ρ and
the relevant matrix differential equation
L˙ = τ(R(t, L))L− LR(t, L). (5.2)
The equations of this form appeared as e.g. in [1]. The solution of (5.2) with the
initial condition L(0) = L0 is the following:
L(t) = τ(S(t))L0S−1(t), S˙(t) = R(t, L)S(t), S(0) = 1. (5.3)
We now have to find C(L) which satisfies two conditions of Theorem 4, namely
τ
(
f (C(L))
)
L− Lf (C(L)) = 0, (5.4)
for any analytic function f : Kn×n → Kn×n and
S−1(t)C(L(t))S(t) = C(L0). (5.5)
It is easy to check that the choice C(L) = τ(L)L is correct. Indeed, using the analy-
ticity of f and properties of automorphism, we obtain
τ
(
f (τ(L)L)
)
L = f (Lτ(L))L = Lf (τ(L)L). (5.6)
Furthermore, the new variable τ(L)L evolves in time by means of the similarity
transformation
S−1(t)τ (L(t))L(t)S(t) = τ(L0)L0. (5.7)
The pair of equivalent equations has the form
L˙=τ(N)L− LN, (5.8a)
L˙=LM − τ(M)L, (5.8b)
where N = ν(f (τ(L)L)) ∈ g,M = µ(f (τ(L)L)) ∈ f. The solutions of these equa-
tions satisfying L(0) = L0 are the following:
L(t) = τ(G(t))L0G−1(t), G˙ = ν
(
f (τ(L)L)
)
G, G(0) = 1, (5.9a)
L(t) = τ(F−1(t))L0F(t), F˙ = Fµ(f (τ(L)L)), F (0) = 1. (5.9b)
We can now write continuous analogues of the characteristic relations of the ab-
stract FG algorithm
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∀t  0, F (t)G(t) = ef (τ(L0)L0)t , (5.10a)
∀t  0, F−1(t)ef (τ(L0)L0)F (t) = G(t)ef (τ(L0)L0)G−1(t)
= ef (τ(L(t))L(t)). (5.10b)
If we choose A = exp{f (τ(L0)L0)}, then the values of exp{f (τ(L(t))L(t))} at
integers times t = m,m ∈ N, coincide with the iterates of the abstract FG algorithm.
The simplest example of an automorphism is the identity map τ(X) = X, X ∈
Kn×n. In agreement with the above considerations, we can take C(L) = L2 but in
this case there exists a simpler map C satisfying (5.4) and (5.5), namely C(L) = L.
A pair of equivalent matrix differential equations has the well-known form (see for
instance [22])
L˙=[ν(f (L)), L], (5.11a)
L˙=[L,µ(f (L))]. (5.11b)
Solutions of these equations with the initial condition L(0) = L0 are the following:
L(t) = G(t)L0G−1(t), G˙ = ν(f (L))G, (5.12a)
G(0) = 1, ν(f (L)) ∈ g,
L(t) = F−1(t)L0F(t), F˙ = Fµ(f (L)), (5.12b)
F(0) = 1, µ(f (L)) ∈ f.
Flows F(t) and G(t) are connected by relations
∀t  0, F (t)G(t) = ef (L0)t , (5.13a)
∀t  0, F−1(t)ef (L0)F (t) = G(t)ef (L0)G−1(t) = ef (L(t)), (5.13b)
which are continuous analogues of the characteristic equalities of the abstract FG
algorithm.
The second example of automorphism is the complex conjugation τ(X) = X, X ∈
Cn×n. In this case C(L) = LL and a pair of equivalent equations is the following:
L˙ = ν(f (LL))L− Lν(f (LL)), ν(f (LL)) ∈ g, (5.14a)
L˙ = Lµ(f (LL))− µ(f (LL))L, µ(f (LL)) ∈ f. (5.14b)
Their solutions with the initial condition L(0) = L0 can be written as
L(t) = G(t)L0G−1(t) = F−1(t)L0F(t), (5.15)
where flows G(t) and F(t) are generated by ν(f (LL)) ∈ g and µ(f (LL)) ∈ f in the
standard way
G˙=ν(f (LL))G, G(0) = 1, (5.16a)
F˙ =Fµ(f (LL)), F (0) = 1. (5.16b)
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These flows define continuous analogues of the abstract FG algorithm applied to
A = exp{f (L0L0)}. Appropriate equations are the following:
∀t  0, F (t)G(t) = ef (L0L0)t , (5.17a)
∀t  0, F−1(t)ef (L0L0)F (t) = G(t)ef (L0L0)G−1(t)
= ef (L(t)L(t)). (5.17b)
As a result of the above relations, we obtain Am = exp{f (L(m)L(m))}.
The next class of examples is associated with anti-automorphisms κ of Kn×n. An
anti-automorphism κ of Kn×n is a map κ : Kn×n → Kn×n which satisfies (5.1a) and
(5.1c), and instead (5.1b), it satisfies condition
∀X1, X2 ∈ Kn×n, κ(X1 X2) = κ(X2) κ(X1). (5.18)
We also restrict ourselves to anti-automorphisms of the second order.
The matrix differential equation built by means of an arbitrary anti-automorphism
κ of Kn×n has the form
L˙ = R(t, L)L+ Lκ(R(t, L)), (5.19)
where R ∈ Kn×n. Certain properties of this type of matrix differential equations
were analysed in [13].
We assume that L0 = L(0) is nonsingular. This assumption guarantees that for
any t  0 matrix L(t) is nonsingular.
We can write a solution of this equation in the form
L(t) = S(t)L0κ(S(t)), S˙ = R(t, L)S, S(0) = 1. (5.20)
We now look for C(L), which satisfies two conditions of Theorem 4. The second
one
S−1(t)C(L(t))S(t) = C(L0), (5.21)
is fulfilled by two expressions: Lκ(L−1) and κ(L)L−1. It is more difficult to find
C(L) satisfying the first one
Lκ
(
f (C(L))
)+ f (C(L))L = 0. (5.22)
Neither C(L) = Lκ(L−1) nor C(L) = κ(L)L−1 satisfies this condition. But if we
construct a new function g
g(C(L)) = f (Lκ(L−1))− f (κ(L)L−1), (5.23)
then we get
Lκ(g(C(L)))+ g(C(L))L
= L [κ(f (Lκ(L−1)))− κ(f (κ(L)L−1))]
+f (Lκ(L−1))L− f (κ(L)L−1)L
= Lf (L−1κ(L))− Lf (κ(L−1)L)
+f (Lκ(L−1))L− f (κ(L)L−1)L
= Lf (L−1κ(L))− f (Lκ(L−1))L
+f (Lκ(L−1))L− f (κ(L)L−1)L
Lf (L−1κ(L))− f (κ(L)L−1)L = 0.
(5.24)
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We used in calculations the analyticity of f and properties of κ . Basing on the above
calculations, we can write a pair of equivalent equations defined by κ
L˙=NL+ Lκ(N), (5.25a)
L˙=−ML− Lκ(M), (5.25b)
where N and M have the forms
N = ν (f (Lκ(L−1))− f (κ(L)L−1)) ∈ g,
M = µ (f (Lκ(L−1))− f (κ(L)L−1)) ∈ f.
(5.26)
The solutions of these equations with the initial condition L(0) = L0 are the follow-
ing:
L(t) = G(t)L0κ(G(t)), G˙ = NG, G(0) = 1, N ∈ g, (5.27a)
L(t) = F−1(t)L0κ(F−1(t)), F˙ = FM, F(0) = 1, M ∈ f, (5.27b)
and flows F(t) and G(t) appearing in these solutions satisfy the relations
F(t)G(t) = e[f (L0κ(L−10 ))−f (κ(L0)L−10 )]t , (5.28a)
F−1(t)ef (L0κ(L
−1
0 ))−f (κ(L0)L−10 )F (t)
= G(t)ef (L0κ(L−10 ))−f (κ(L0)L−10 )G−1(t)
= ef (L(t)κ(L−1(t)))−f (κ(L(t))L−1(t)). (5.28b)
Thus the connection between a solution of (5.25a) (and of (5.25b)) and abstract
FG algorithm is the following. If we take
A = exp
{
f
(
L0κ(L
−1
0 )
)− f (κ(L0)L−10 )
}
,
then
Am = exp
{
f
(
L(m)κ(L−1(m))
)− f (κ(L(m))L−1(m))} .
An example of anti-automorphism of Kn×n is the transposition of matrices κ(X)
= XT. In this case a pair of equivalent equations has the form:
L˙=NL+ LNT, (5.29a)
L˙=−ML− LMT, (5.29b)
where N ∈ g,M ∈ f are the following:
N = ν (f (L(L−1)T)− f (LTL−1)) ,
M = µ (f (L(L−1)T)− f (LTL−1)) . (5.30)
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The flows F(t) and G(t) defined by
G˙=ν
(
f (L(LT)−1)− f (LTL−1)
)
G, G(0) = 1, (5.31a)
F˙ =Fµ
(
f (L(LT)−1)− f (LTL−1)
)
, F (0) = 1, (5.31b)
are related to solutions of (5.29a) (and of (5.29b)) by equalities
F(t)G(t) = e[f (L0(L−10 )T)−f (LT0L−10 )]t , (5.32a)
F−1(t)ef (L0(L
−1
0 )
T)−f (LT0L−10 )F (t)
= G(t)ef (L0(L−10 )T)−f (LT0L−10 )G−1(t)
= ef (L(t)(L−1(t))T)−f (LT(t)L−1(t)), (5.32b)
which give the continuous analogues of the abstract FG algorithm applied to
A = exp
{
f (L0(L
−1
0 )
T)− f (LT0L−10 )
}
.
Replacing the transposition of matrices by the Hermitian conjugation, we obtain
the next example associated with the anti-automorphism. In this case a pair of equiv-
alent equations is connected with continuous analogues of the abstract FG algorithm
applied to
A = exp
{
f (L0(L
−1
0 )
∗)− f (L∗0L−10 )
}
.
The last example concerns the matrix differential equation built by means of a cer-
tain representation of the product gl(n,K)× gl(n,K) on Kn×n. It has the following
form:
L˙ = N1(t, L)L− LN2(t, L), (5.33)
whereN1, N2 ∈ Kn×n. The solution of this equation with the initial conditionL(0) =
L0 can be written as
L(t)=G1(t)L0G−12 (t),
G˙1=N1(f (C1(L)))G1, G1(0) = 1,
G˙2=N2(f (C2(L)))G2, G2(0) = 1. (5.34)
We now have to find two maps C1(L), C2(L) : Kn×n → Kn×n which satisfy two
conditions of Theorem 4. At first, we consider the second condition:
G−11 (t)C1(L(t))G1(t) = C1(L0),
G−12 (t)C2(L(t))G2(t) = C2(L0).
(5.35)
It has a nontrivial solution provided that G1(t),G2(t) belong to the unitary group
U(n,C) or to the orthogonal group O(n,R). In further considerations, we will deal
with the case of unitary matrices G1(t),G2(t). Then the maps C1 and C2 can be
taken as
C1(L) := LL∗, C2(L) := L∗L. (5.36)
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This choice guarantees that also the first condition of Theorem 4, namely
−Lf (C2(L))+ f (C1(L))L = 0 (5.37)
is satisfied, because
f (LL∗)L = Lf (L∗L). (5.38)
The assumptionG1(t),G2(t) ∈ U(n,C) implies thatN1(t, L),N2(t, L) are skew-
Hermitian, i.e., g = u(n,C). Now we have to find f such that f⊕ g = Cn×n. It is
satisfied by tUr—the Lie algebra of upper triangular matrices with real entries on the
main diagonal. Now we can write the pair of equivalent equations:
L˙=ν(f (LL∗))L− Lν(f (L∗L)), (5.39a)
L˙=−µ(f (L∗L))L+ Lµ(f (LL∗)), (5.39b)
where ν(f (LL∗)), ν(f (L∗L)) ∈ u(n,C) and µ(f (L∗L)), µ(f (LL∗)) ∈ tUr(n,C).
Solutions of these equations with the initial condition L(0) = L0 are the following:
L(t)=G1(t)L0G−12 (t), (5.40a)
G˙1=ν(f (LL∗))G1, G1(0) = 1, (5.40b)
G˙2=ν(f (L∗L))G2, G2(0) = 1,
L(t)=F−11 (t)L0F2(t), (5.40c)
F˙1=F1µ(f (LL∗)), F1(0) = 1, (5.40d)
F˙2=F2µ(f (L∗L)), F2(0) = 1.
We have to check relations of the type (5.35) for flows F1, F2:
F1(t)C1(L(t))F
−1
1 (t) = C1(L0), (5.41a)
F2(t)C2(L(t))F
−1
2 (t) = C2(L0). (5.41b)
In previous cases it was not necessary: if flow G(t) satisfied the second part of
relation (4.14b) between C(L) and C(L0), then flow F(t) satisfied automatically the
first part of this relation. But in this case in order to prove that C1 and C2 defined by
(5.36) satisfy (5.35), we used a specific property of flowsG1,G2, namely their unita-
rity. Now the existence of relations (5.41a) and (5.41b) for flows F1, F2 is not obvi-
ous. We check these equalities as follows. At first, taking the Hermitian conjugation
of Eq. (5.39a) and using the fact that ν(f (LL∗)), ν(f (L∗L)) are skew-Hermitian,
we find that L∗ is the solution of the following initial-value problem:
L˙∗ = −L∗ν(f (LL∗))+ ν(f (L∗L))L∗, L∗(0) = L∗0. (5.42)
Now, from decompositions of f (LL∗) and f (L∗L):
f (LL∗)=ν(f (LL∗))+ µ(f (LL∗)), (5.43a)
f (L∗L)=ν(f (L∗L))+ µ(f (L∗L)), (5.43b)
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we can calculate ν(f (LL∗)), ν(f (L∗L)) and insert them into (5.42). Using (5.38),
we can rewrite (5.42) in the following form:
L˙∗ = L∗µ(f (LL∗))− µ(f (L∗L))L∗, L∗(0) = L∗0. (5.44)
It is easy to check that
L∗(t) = F−12 L∗0F1(t), (5.45)
is the solution of (5.44) if F1 and F2 are defined as in (5.40d). From (5.40c) and
(5.45), we deduce that (5.41a) and (5.41b) are satisfied.
Since C1 and C2 chosen in agreement with (5.36) fulfil both conditions of Theo-
rem 4 and relations (5.41a) and (5.41b) are satisfied, continuous analogues of char-
acteristic relations of the abstract FG algorithm can be written as
F1(t)G1(t) = ef (L0L∗0)t , (5.46a)
F−11 (t)e
f (L0L∗0)F1(t) = G1(t)ef (L0L∗0)G−11 (t) = ef (L(t)L
∗(t)), (5.46b)
F2(t)G2(t) = ef (L∗0L0)t , (5.46c)
F−12 (t)e
f (L∗0L0)F2(t) = G2(t)ef (L∗0L0)G−12 (t) = ef (L
∗(t)L(t)). (5.46d)
If we take A = exp{f (L0L∗0)}, then Am = exp{f (L(m)L∗(m))}, and if A =
exp{f (L∗0L0)}, then we obtain Am = exp{f (L∗(m)L(m))}. We see that the initial-
value problems (5.39a) and (5.39b) have the connection with calculations of the
singular values of matrices. This fact was observed by Watkins and Elsner in [23].
If we replace ∗ by T in (5.39a) and (5.39b), and assume that ν(f (LLT)), ν(f
(LTL)) ∈ o(n,R) and µ(f (LTL)), µ(f (LLT)) ∈ tU(n,R)—the Lie algebra of all
upper triangular real matrices, then we obtain the next pair of equivalent equations.
They give continuous analogues of the abstract FG algorithm applied to matrices
ef (L0L
T
0 ) and ef (LT0L0).
6. Generalized FG algorithm and a connection with matrix differential equa-
tions defined by means of representation
In this section, we recall at first what generalized FG algorithm is, and next we
present its connection with the matrix differential equation defined by means of the
representation. We put the same assumptions aboutF,G and f, g as at the beginning
of Section 3.
Let us take any A ∈ Kn×n. Let pi for i ∈ N be a function defined on the spectrum
of A, such that pi(A) is nonsingular for each i. We construct the sequence of matrices
Ai and flows F i ∈F,Gi ∈ G in the following way. We use the decomposition
pi(Ai−1) = F iGi (6.1)
to define
Ai = F−1i Ai−1F i = GiAi−1G−1i , (6.2)
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for i ∈ N. As the initial matrix, we takeA0 = A. We see that for the case pi(Ai−1) =
Ai−1 for every i ∈ N, we obtain the standard abstract FG algorithm.
If we define
Fi = F 1F 2 . . . F i, Gi = Gi . . . G2G1, (6.3)
then it is easy to prove the two fundamental relations for the generalized FG algo-
rithm:
pm(A) . . . p2(A)p1(A) = FmGm, m ∈ N, (6.4a)
Am = F−1m AFm = GmAG−1m , m ∈ N. (6.4b)
The difference between the generalized and the standard abstract FG algorithms
appears in the form of the first relation. In the standard FG algorithm the left-hand
side was equal to Am.
We mentioned that in general a pair of equivalent equations defined by an arbitrary
representation ρ and the associated anti-representation ρˆ has the form
L˙=ρN(t,L(t))L, (6.5a)
L˙= ρˆM(t,L(t))L, (6.5b)
where
M(t, L)+N(t, L) = P(t, L), (6.6)
and P(t, L) has to satisfy condition
ρP(t,L)(L) = 0, (6.7)
for any L ∈ Kn×n. Now we admit the explicit time dependence of P. We assume the
following form of P:
P(t, L) = f (t, C(L)), (6.8)
where C : Kn×n → Kn×n is a certain change of variable in Kn×n and f (t, x) is
an arbitrary function defined on [0,∞)× spectrum(L0). We suppose that matrix
functions M(t, L) and N(t, L) are the results of the action of certain projectors µ
and ν on the matrix P(t, L). Operators µ and ν project arguments onto f and g,
respectively, i.e.,
M(t, L) = µ(f (t, C(L))) ∈ f, N(t, L) = ν(f (t, C(L))) ∈ g. (6.9)
Properties of solutions of a pair of equivalent matrix differential equations with
explicit time dependence of matrices N and M, are characterized in the following
theorem.
Theorem 5. Consider a pair of equivalent equations
L˙=ρν(f (t,C(L)))(L), (6.10a)
L˙= ρˆµ(f (t,C(L)))(L), (6.10b)
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where C(L) satisfies two conditions
ρf (t,C(L))(L) = 0, (6.11a)
F(t)C(L)F−1(t) = G−1(t)C(L)G(t) = C(L0), (6.11b)
for any function f continuous in t and analytic in matrix variable. Then the solutions
of (6.10a) and (6.10b) with the initial condition L(0) = L0 can be written as
L(t)=G(t)(L0), (6.12a)
L(t)=ˆF(t)(L0), (6.12b)
where flows F(t) andG(t) are defined by matrices ν(f (t, C(L))) andµ(f (t, C(L))),
respectively, in the standard way
G˙=ν(f (t, C(L)))G, G(0) = 1, (6.13a)
F˙ =Fµ(f (t, C(L))), F (0) = 1. (6.13b)
Furthermore, flows F(t) and G(t) are connected by the relation
F(t)G(t) = exp
{∫ t
0
f (s, C(L0)) ds
}
. (6.14)
Proof. The form of equivalent equations, their solutions and flows F(t) and G(t)
was explained in Section 2. In order to prove (6.14), we observe that exp
{ ∫ t
0 f (s,
C(L0)) ds
}
satisfies the initial value problem
dY
dt
= f (t, C(L0)), Y (0) = 1. (6.15)
It is obvious, because
d
dt
exp
{∫ t
0
f (s, C(L0)) ds
}
= f (t, C(L0)) exp
{∫ t
0
f (s, C(L0)) ds
}
. (6.16)
Let
Z(t) := F(t)G(t). (6.17)
Then Z(0) = 1. Also
dZ(t)
dt
= F˙ (t)G(t)+ F(t)G˙(t)
=F(t)µ(f (t, C(L)))G(t)+ F(t)ν(f (t, C(L)))G(t)
=F(t)f (t, C(L))G(t)
=F(t)f (t, C(L))F−1(t)Z(t)
=f (t, C(L0))Z(t). (6.18)
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From the uniqueness theorem for initial-value problems it follows that
Z(t) = exp
{∫ t
0
f (s, C(L0)) ds
}
.  (6.19)
In the last theorem, we present the connection between the generalized FG algo-
rithm and solutions L(t) of the forms (6.12a) and (6.12b). It is a direct generalization
of Theorem 9.3 in [22].
Theorem 6. Let φ be an analytic matrix-valued function, and C, f and L be defined
as above. Suppose A = φ(C(L0)), and∫ i
i−1
f (s, C(X)) ds = logpi(φ(X)), i ∈ N, (6.20)
for all X ∈ Kn×n. Then the generalized FG algorithm and the solution L(t) of
(6.10a) and (6.10b) are connected by
Am = φ(C(L(m))), m ∈ N. (6.21)
Proof. If we substitute X = L0 in (6.20), sum from 1 to m and take the exponent,
then it is easy to get
exp
{∫ m
0
f (s, C(L0)) ds
}
= p1(A)p2(A) . . . pm(A), m ∈ N. (6.22)
From the previous theorem, we know that
exp
{∫ m
0
f (s, C(L0)) ds
}
= F(m)G(m). (6.23)
If we denote F(m) = Fm and G(m) = Gm for integer m, then combining (6.22)
with (6.23), we obtain the first characteristic relation (6.4a) of the generalized FG
algorithm. Furthermore,
φ(C(L(m))=F−1(m)φ(C(L0))F (m) = F−1m AFm = Am, (6.24)
φ(C(L(m))=G(m)φ(C(L0))G−1(m) = GmAG−1m = Am.
In this way, we obtain the second characteristic relation (6.4b) of the generalized
FG algorithm. Thus if we take A0 = A = φ(C(L0)), then Am = φ(C(L(m)). 
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