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Abstract. First, we obtain decay rates of probabilities of tails of polynomials
in several independent random variables with heavy tails. Then we derive
stable limit theorems for sums of the form
∑
Nt≥n≥1 F
(
Xq1(n), . . . ,Xqℓ(n)
)
where F is a polynomial, qi(n) is either n − 1 + i or ni and Xn, n ≥ 0 is a
sequence of independent identically distributed random variables with heavy
tails. Our results can be viewed as an extension to the heavy tails case of the
nonconventional functional central limit theorem from [11].
1. Introduction
Nonconventional ergodic theorems (with the name coming from [8]) motivated
originally by multiple recurrence problems have attracted much attention during
the last 30 years. Probabilistic limit theorems for corresponding expressions have
appeared more recently, in particular, a functional central limit theorem for non-
conventional sums of the form
(1.1) SN (t) =
∑
Nt≥n≥1
F
(
Xq1(n), . . . , Xqℓ(n))
was obtained in [11] for sequences of random variables X1, X2, ... with weak depen-
dence. In this paper we consider polynomial functions
(1.2) F (x1, ..., xℓ) =
∑
σ1,...,σℓ
hσ1···σℓ x
σ1
1 · · ·x
σℓ
ℓ ,
where the sum is taken over a finite set of nonnegative integer indexes, and study the
tail probabilities of F (X1, X2, ..., Xℓ) for independent random variables Xi, i ≥ 1
with heavy tails. Then we obtain various results concerning convergence of distri-
butions of properly normalized and centralized sums of the form (1.1) where for
all i’s either qi(n) = n − 1 + i or qi(n) = in, F has the form (1.2) and Xi’s are
independent and have identical distributions with heavy tails.
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We start with random variables X having the same asymptotical tail behavior
as stable distributions, i.e.
(1.3) P{±X > x} ∼ c±x−α as x→∞
where 0 < α < 2 and c± ≥ 0 with c+ + c− > 0. Then we consider the minimal
class which contains all such random variables and which is closed with respect to
sums and products of independent random variables with such tails. It turns out
that this class consists of random variables X with tails
(1.4) P{±X > x} ∼ c±x−α(lnx)k as x→∞
where k ≥ 0 is an integer.
Namely, if we start with ℓ independent random variables X1, ..., Xℓ with tails of
the form
(1.5) P{±Xi > x} ∼ c
±
i x
−αi(lnx)ki as x→∞,
where 0 < α < 2, ki ≥ 0 are some integers and c
± ≥ 0, c+i + c
−
i > 0, then the
polynomial Y = F (X1, ..., Xℓ), with F given by (1.2), will have the tail behavior
(1.6) P{±Y > x} ∼ c±∗ x
−α∗(ln x)k∗ as x→∞
where c+∗ + c
−
∗ > 0, 0 < α∗ < 2 and both α∗ and an integer k∗ ≥ 0 can be explicitly
described. Actually, this holds true for a somewhat larger class of random variables
Xi having tail distributions satisfying (1.5) with any real ki ≥ 0, and so we obtain
our results for the latter. Allowing negative integer values for k will generate tail
behavior that contains additional ln lnx terms. In fact, our method works directly
also for F given by a finite sum (1.2) with arbitrary real nonnegative σ1, ..., σℓ
provided random variables Xi’s are nonnegative to make sense of their arbitrary
real powers.
Next, we consider nonconventional sums (1.1) where F is a polynomial of the
form (1.2), {Xi, i ≥ 1} is a sequence of independent identically distributed (i.i.d.)
random variables with the tail behavior given by (1.4). Concerning integer valued
functions 1 ≤ q1(n) < q2(n) < · · · < qℓ(n) we will concentrate on two important
cases, namely, the ℓ-dependence case qj(n) = n+j−1 and the long range dependence
arithmetic progression case qj(n) = jn which leads to an interesting comparison of
results for these two cases. After obtaining the tail behavior of the form (1.6) for
summands of SN we proceed to establishing limit theorems for SN showing that
for a particular class of polynomials F and certain sequences aN and bN ,
1
bN
(SN (t)−NtaN )
weakly converges in the Skorokhod J1 topology to an α∗-stable Le´vy process. On
the other hand, for general polynomials F in the ℓ-dependence case qi(n) = n+j−1
the convergence in J1 may not hold true though finite dimensional distributions
always weakly converge. In the arithmetic progression case qj(n) = jn, while the
convergence in J1 takes place for any polynomial F , the limiting process in some
cases may have dependent increments.
In the ℓ-dependence case the summands form a stationary sequence, and so
after verifying corresponding conditions it is possible to rely on previous results
(see [16]). On the other hand, in the arithmetic progression case qj(n) = jn the
sum SN consists of summands with a strong long range dependence which do not
form a stationary sequence. This does not enable us to rely directly on existing
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results concerning stable limit theorems for sums of stationary weakly dependent
random variables (see, for instance [7], [5], [6], [16] and references there). Some
of our results can be extended to a wider class of random variables which have
tail behavior given by (1.4) with more general slowly varying functions in place of
powers of the logarithm but then most of our explicit computations will not be
available.
2. Preliminaries and main results
Let X1, ..., Xℓ be independent random variables with tail distribution satisfying
(2.1) lim
z→∞
zαj (ln z)−kjP{±Xj > z} = c
±
j , j = 1, ..., ℓ
for some αj ∈ (0, 2), kj ≥ 0 and c
±
j ≥ 0 with c
+
j + c
−
j > 0, j = 1, ..., ℓ. We
will often consider a space W of bounded continuous functions W defined on some
m-dimensional Euclidean space Rm and satisfying
(2.2) |W (x)| ≤ C|x|2(1 + |x|2)−1
for some constant C > 0. It is known (see Theorem 3.6 of [13] and Lemma 7.3 in
Appendix) that (2.1) holds true if and only if
(2.3) lim
z→∞
zαj (ln z)−kjE[W (
Xj
z
)] =
∫
W (x)(cj−1x<0 + c
j
+1x<0)
dx
|x|1+αj
for all W ∈ W (here m = 1) and j = 1, . . . , ℓ.
First, we want to establish the tail behavior of random variables Y =
F (X1, ..., Xℓ) where F is a polynomial of the form
(2.4) F (x1, ..., xℓ) =
∑
θ∈Θ
hθgθ(x)
where θ = (σ1, . . . , σℓ) is a multi index from a finite set Θ of multi indices of integers
σi > 0 and gθ(x) = x
σ1
1 · · ·x
σℓ
ℓ is a monomial. We will also assume that Θ consists
only of those θ for which hθ 6= 0.
Introduce the following notations
α(θ) = min1≤j≤ℓ
αj
σj
, J(θ) = {j :
αj
σj
= α(θ)}, p(θ) = |J(θ)| = #{j :
αj
σj
= α(θ)}
k(θ) = p(θ)− 1 +
∑
j∈J(θ) kj , α∗ = minθ∈Θ α(θ), k∗ = maxθ∈Θ,α(θ)=α∗ k(θ)
and Θ∗ = {θ : α(θ) = α∗ and k(θ) = k∗}.
Now we can state our first main result. Consider the collection of random variables
{gθ(X1, . . . , Xℓ)} and view them as a random vector Z in R
m where m is the
cardinality of Θ.
2.1. Theorem. (i) The limit
(2.5) lim
z→∞
zα∗(ln z)−k∗E[W (
Z
z
)] =
∫ ∞
0
∫
Sm−1
W (rs)
ν(ds) dr
r1+α∗
exists for any W ∈ W with some measure ν on the sphere Sm−1 satisfying
ν(Sm−1) > 0. Moreover, let m∗ be the cardinality of Θ∗ and R
m∗ be any m∗-
dimensional subspace containing the support of the distribution of the random vec-
tor {g∗θ(X1, ..., Xℓ), θ ∈ Θ} where g
∗
θ = gθ if θ ∈ Θ∗ and g
∗
θ ≡ 0 if θ ∈ Θ \Θ∗. Then
ν
(
Sm−1 \ (Rm∗ ∩ Sm−1)
)
= 0.
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(ii) The tail behavior of the polynomial Y = F (X1, ..., Xℓ) is given by
(2.6) lim
z→∞
zα∗(ln z)−k∗P{±Y > z} = cF±
where c±F ≥ 0 satisfies c
+
F + c
−
F > 0.
Theorem 2.1 claims, in particular, that the class of random variables satisfy-
ing (2.1) is closed with respect to taking products and sums of products of inde-
pendent random variables. We will prove Theorem 2.1 by establishing first the
joint tail behavior of the collection of monomials {gθ(X1, ..., Xℓ), θ ∈ Θ} which is
the assertion (i) and deduce from it the tail behavior of the linear combination∑
θ∈Θ hθgθ(X1, ..., Xℓ) which is the assertion (ii) of the theorem.
It is natural to inquire whether the wider class of random variables Xj satisfying
(2.1) with arbitrary integers kj is closed with respect to products of independent
random variables, as well. This turns out to be false as the following example
shows.
2.2. Example. Let X1 and X2 be independent symmetric random variables such
that
(2.7) lim
z→∞
zαP{X1 > z} = c1 and lim
z→∞
zα(ln z)P{X2 > z} = c2.
Then
(2.8) lim
z→∞
zα(ln ln z)−1P{X1X2 > z} = 2c1c2α.
We will make necessary computations leading to (2.8) at the end of Section 3.
This example also shows that it may be difficult to obtain general precise folmulas
for tail asymptotics beyond the class of random variables satisfying (2.1).
Next, we consider a sequence of i.i.d. random variables X1, X2, ... satisfying
(2.9) lim
z→∞
zα(ln z)−kP{±Xj > z} = c±
where, again, α ∈ (0, 2), k ≥ 0, c± ≥ 0 and c+ + c− > 0. For 0 ≤ t ≤ T , set
(2.10) SN (θ, t) =
∑
1≤n≤Nt
gθ(Xq1(n), Xq2(n), ..., Xqℓ(n))
and
(2.11) SN (t) =
∑
1≤n≤Nt
F (Xq1(n), Xq2(n), ..., Xqℓ(n)) =
∑
θ∈Θ
hθSN (θ, t).
Here F is the same as in (1.2) and (2.4) while the integer valued functions
1 ≤ q1(n) < q2(n) < · · · < qℓ(n) will be considered here in two situations
(2.12) ℓ− dependence case: qj(n) = n+ j − 1, j = 1, 2, ..., ℓ; n = 1, 2, ... and
(2.13) arithmetic progression case: qj(n) = jn, j = 1, 2, ..., ℓ; n = 1, 2, ....
Set
σ(θ) = max1≤j≤ℓ σj , α(θ) =
α
σ(θ) , J(θ) = {j : σj = σ(θ)}; p(θ) = #{j : j ∈ J(θ)},
k(θ) = (k + 1)p(θ)− 1 and α∗ = minθ∈Θ α(θ), k∗ = maxθ:α(θ)=α∗ k(θ).
We define again Θ∗ as above and observe that for all θ ∈ Θ∗,
p∗ = p(θ) = (k∗ + 1)(k + 1) and σ∗ = σ(θ) = αα
−1
∗
are the same. We denote also by m∗ the cardinality of Θ∗.
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Consider the collection of random variables {Zθ, θ ∈ Θ} where Zθ =
gθ(X1, . . . , Xℓ). Let
bN = N
1
α∗ (
1
α∗
lnN)
k∗
α∗ , and aθN = E[
b2NZθ
b2N + Z
2
θ
]
In Section 5 we will establish the following limit theorem for the ℓ-dependence case.
2.3. Theorem. Let qj(n) be defined by (2.12).
(i) As N →∞, all finite dimensional distributions of the Rm valued process
(2.14) ΞN (θ, t) =
1
bN
(
SN(θ, t) −Nta
θ
N
)
, t ∈ [0, T ], θ ∈ Θ
converge weakly to the corresponding finite dimensional distributions of an α∗-stable
Le´vy process {Ξ(θ, t), θ ∈ Θ}, t ∈ [0, T ] where Ξ(θ, ·) ≡ 0 for θ ∈ Θ \ Θ∗. For each
θ the process ΞN (θ, t) converges in J1 topology but the R
m valued vector process
{ΞN(θ, ·), θ ∈ Θ} may not converge weakly in any of Skorokhod’s J1, J2,M1 or M2
topologies.
(ii) Suppose now that in the representation (2.10) there exists no pair θ1, θ2 ∈ Θ
satisfying J(θ2) = J(θ1)+r in the sense that there is no integer r such that i ∈ J(θ1)
if and only if i+ r ∈ J(θ2). Then, as N →∞, the vector process {ΞN (θ, ·), θ ∈ Θ}
converges weakly in the J1 topology on the space D([0, T ], R
m) to the above α∗-
stable vector Le´vy process {Ξ(θ, ·), θ ∈ Θ} and the component processes Ξ(θ, ·) are
mutually independent for different θ ∈ Θ.
(iii) The sum ξN (t) =
∑
θ∈Θ hθ ΞN (θ, t) converges to the α∗-stable Le´vy process
ξ(t) =
∑
θ∈Θ hθ Ξ(θ, t), in general, only in the sense of weak convergence of finite
dimensional distributions while under the additional condition of (ii) the conver-
gence is in the J1 topology.
For the arithmetic progression case we will obtain in Section 6 the following
result.
2.4. Theorem. Let SN (θ, t) and ΞN (θ, t) be defined by (2.10) and (2.14), respec-
tively, with qj(n) defined by (2.13).
(i) As N →∞, the Rm-valued vector process {ΞN (θ, ·), θ ∈ Θ} converges weakly
in the J1 topology on the space D([0, T ], R
m) to a process {Ξ(θ, ·), θ ∈ Θ} where
Ξ(θ, ·) ≡ 0 for θ ∈ Θ \ Θ∗. Each Ξ(θ, ·), θ ∈ Θ∗ is an α∗ stable Le´vy process but,
in general, these processes are mutually dependent. Their dependence structure will
be clarified in the proof. Furthermore, the vector process {Ξ(θ, ·), θ ∈ Θ} has, in
general, dependent increments.
(ii) Suppose that in the representation (2.10) there exists no pair θ1, θ2 ∈ Θ∗
satisfying J(θ2) = r J(θ1) in the sense that there is no positive number r such
that i ∈ J(θ1) if and only if ir ∈ J(θ2). Then, as N → ∞, for each θ ∈ Θ∗
the process ΞN (θ, ·) weakly converges in J1 topology to an α∗-stable Le´vy process
Ξ(θ, ·) and the latter processes are independent. Moreover, as N → ∞ the vector
process {ΞN (θ, ·), θ ∈ Θ∗} weakly converges in the J1 topology of D([0, T ];R
m∗) to
the m∗-dimensional α∗ stable Le´vy process {Ξ(θ, ·), θ ∈ Θ∗}.
(iii) The sum ξN (t) =
∑
θ∈Θ hθΞN (θ, t), t ∈ [0, T ] converges weakly in the J1
topology to an α∗-stable process ξ(t) =
∑
θ∈Θ hθ Ξ(θ, t), t ∈ [0, T ] which may have,
in general, dependent increments but under the additional condition of (ii) this
process has independent increments, i.e. it is a Le´vy process.
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Setting Yn = F (Xq1(n), Xq2(n), ..., Xqℓ(n)) we observe that when qj(n) = n+j−1
then the sequence {Yn, n ≥ 1} is stationary and ℓ-dependent, and it is known
that under conditions which can be veryfied in our circumstances the stable limit
theorem holds true (see, for instance, [16]). When qj(n) = jn the sequence {Yn; n ≥
1} is strongly long range dependent and it is not stationary. So we are not able
to rely directly on any known results. We deal with this case establishing first
a multidimensional stable limit theorem for ΞN (θ, t) splitting the whole sum into
independent subsums similarly to [12] and applying some time rescaling. It turns
out that under additional arithmetic conditions specified in the above theorems
the limiting behavior as N → ∞ of the process ΞN is similar in both cases (2.12)
and (2.13) while, in general, it is quite different in these two cases. Indeed, in the
ℓ-dependence case consider F (x1, x2) = x2−x1 with ℓ = 2 then SN (t) = X[Nt]−X1
and it is not difficult to understand (see [2]) that all finite dimensional distributions
of SN/bN converge to the unit mass at 0 while there is no weak convergence in any
of Skorokhod’s topologies. It is shown also in [2] that if, for instance, we take
here F (x1, x2) = x1 + x2 then there will be weak convergence of SN/bN in the M1
topology but not in J1. On the other hand, in the arithmetic progression case with
F (x1, x2) = x1 + x2 and ℓ = 2 the weak convergence of SN/bN in J1 will hold
true but the increments of the limiting process on the time intervals [T/4, T/2]
and [T/2, T ] will be dependent. The same remains true for vector processes from
Theorem 2.4(i) considering gθ1(x1, x2) = x1 and gθ2(x1, x2) = x2 so that we will be
dealing with the sums SN(t) =
∑
1≤n≤Nt(Xn, X2n). Then the partial sums from
TN/4 to TN/2 and from TN/2 to TN will be strongly dependent which will lead
to dependence of increments of the limiting vector process on the time intervals
[T/4, T/2) and [T/2, T ].
2.5. Remark. The truncated average E(ZθI|Zθ|≤bn) is often taken as a centering
expression in stable limit theorems in place of aθN introduced above. The latter is
more convenient for our purposes and this change does not influence convergence
in the corresponding limit theorem but leads only to an additional drift term in
the Le´vy limiting process. Actually, we can interpret truncation in a wider sense as
replacing EX by E(f(X)) where f is a bounded function and |f(x)− x| = o(|x|2)
near 0. Two common choices are f(x) = x1|x|≤τ(x) or
x
1+|x|2 . They affect only the
values of γ in the Le´vy-Khintchine representations
logψ(t) = i < γ1, t > +
∫
|x|≤τ
(ei<t,x> − 1− i < t, x >) +
∫
|x|>τ
(ei<t,x> − 1)dM(x)
or
logψ(t) = i < γ2, t > +
∫ (
ei<t,x> − 1−
i < t, x >
1 + |x|2
)
dM(x)
with
γ1 = γ2 +
∫ (
x1|x|≤τ −
∫
x
1 + |x|2
)
dM(x)
If we want to relate the truncated mean of X+Y to the sum of the truncated means
of X and Y it is easier to handle f(X + Y )− f(X)− f(Y ) with f(x) = x1+|x|2 than
with f(x) = x1|x|≤τ . If we use the truncated mean with some f(x) and center by
subtracting the truncated mean then we end up in the limit with the representation
logψ(t) =
∫
[ei <t,x> − 1− i < t, f(x) >]dM(x)
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with γ = 0. We can do one truncation and still go to the other representation by
defining γ suitably (cf. [9]).
2.6.Remark. An obvious corollary of Theorems 2.3 and 2.4 when α∗ > 1 is a weak
law of large numbers saying that for all θ ∈ Θ,
lim
N→∞
1
N
SN (θ, 1) = EZθ
where convergence is considered in probabability. This is not new in the ℓ-
dependence case since then the summands in SN (θ, 1) form a stationary sequence
but in the arithmetic progression case of Theorem 2.4 this assertion does not seem
to follow directly from previous results.
3. Tails of products of independent random variables
Clearly, in order to establish Theorem 2.1 for products, i.e. F (x1, x2, ..., xℓ) =
x1x2 · · ·xℓ it suffices to prove it for ℓ = 2 and then to proceed by induction. Thus,
we prove first
3.1. Proposition. Let X1 and X2 be independent random variables such that X1
satisfies (2.1) with 0 < α1 < 2, k1 ≥ 0 and c
±
1 ≥ 0, c
+
1 + c
−
1 > 0.
(i) Suppose that for some α2 > α1,
(3.1) lim sup
z→∞
zα2P{|X2| > z} = ρ <∞.
Then
limz→∞ z
α1(ln z)−k1P{±X1X2 > z}(3.2)
= α1
∫∞
0
xα1−1(c+1 P{±X2 > x}+ c
−
1 P{∓X2 > x})dx.
(ii) Suppose that X2 satisfies (2.1) with α2 = α1 ∈ (0, 2) and some k2 ∈ Z+∪{0}
and c±2 ≥ 0, c
+
2 + c
−
2 > 0. Then
limz→∞ z
α1(ln z)−(k1+k2+1)P{±X1X2 > z}(3.3)
= α1c
± Γ(k1+1)Γ(k2+1)
Γ(k1+k2+2)
where c+ = c+1 c
+
2 + c
−
1 c
−
2 , c
− = c+1 c
−
2 + c
−
1 c
+
2 and Γ denotes the Gamma function.
Proof. The assertion (i) follows actually from the theorem of Breiman as presented
by means of Proposition 7.5 in [13]. On the other hand, the assertion (ii) seems
to be specific for the class of random variables satisfying (2.1) and for readers’
convenience we will give the complete proof of the whole result here. In the proof
we will employ several times integration by parts for Stiltjes integrals which will
be legitimate since integrands in our circumstances will be differentiable (see, for
instance, [3], Theorem 18.4 and remarks there or [15], Theorem 11 and Corollary 1
in §6, Ch.II). For any z > 1 we write
(3.4) Q(z) = P{X1X2 > z} = Q
+
1 (z) +Q
−
1 (z) +R1(z)
where for some small δ > 0,
Q+1 (z) = E10<X2≤z/(ln z)δP{X1 >
z
X2
|X2},
Q−1 (z) = E10>X2≥−z/(ln z)δP{−X1 >
z
−X2
|X2}
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and by (3.1) or by (2.1) depending on the case,
(3.5) |R1(z)| ≤ P{|X2| >
z
(ln z)δ
} ≤ C1z
−α2(ln z)α2δ
(
ln
z
(ln z)δ
)k2
for some C1 > 0 independent of z. Next, set
Q+2 (z) = c
+
1 E10<X2<z/(ln z)δ
(
X2
z
)α1(
ln zX2
)k1
= c+1 I
+
1 (z)
where I+1 (z) =
∫ z/(ln z)δ
0 (
x
z )
α1(ln zx )
k1dP{X2 ≤ x}.
Then taking into account that zX2 ≥ (ln z)
δ when 0 < X2 < z/(ln z)
δ we obtain
that
(3.6) |Q+1 (z)−Q
+
2 (z)| ≤ I
+
1 (z)R2(z)
where by (2.1),
(3.7) R2(z) = sup
u≥(ln z)δ
|uα1(lnu)−k1P{X1 > u} − c
+
1 | → 0 as z →∞.
Now integrating by parts we obtain
I+1 (z) = z
−α1xα1(ln zx)
k1P{X2 ≤ x}|
z/(ln z)δ
0(3.8)
−z−α1
∫ z/(ln z)δ
0
xα1−1
(
α1(ln
z
x )
k1 − k1(ln
z
x )
k1−1
)
P{X2 ≤ x}dx = Q
+
3 (z)
where
Q+3 (z) = z
−α1
∫ z/(ln z)δ
0
xα1−1
(
α1(ln
z
x
)k1 − k1(ln
z
x
)k1−1
)
P{
z
(ln z)δ
> X2 > x}dx.
Set
Q+4 (z) = z
−α1
∫ z/(ln z)δ
0
xα1−1
(
α1(ln
z
x
)k1 − k1(ln
z
x
)k1−1
)
P{X2 > x}dx.
Then
(3.9) |Q+3 (z)−Q
+
4 (z)| ≤ R3(z)P{|X2| > z/(ln z)
δ}
where changing variables y = ln zx we have
R3(z) = |
∫ ∞
δ ln ln z
e−α1y(α1y
k1 − k1y
k1−1)dy|.
Assuming α2 > α1 we have from (3.1) that x
α2P{X2 > x} is bounded and then
it follows easily that
(3.10) lim
z→∞
zα1(ln z)−k1Q+4 (z) = α1
∫ ∞
0
xα1−1P{X2 > x}dx
and the integral in (3.10) converges. On the other hand, when α2 > α1, it follows
from (3.1) and (3.5)–(3.9) that
(3.11) lim
z→∞
zα1(ln z)−k1 |Q+1 (z)− c
+
1 Q
+
4 (z)| = 0.
This together with (3.10) and similar estimates for Q−1 (z) yields (3.2) proving (i).
Next we complete the proof of (ii) considering the case α2 = α1. By (2.1),
(3.12) R4(u) = sup
w≥u
|c+2 − w
α2 (lnw)−k2P{X2 > w}| → 0 as u→∞.
For each ε > 0 choose uε ≥ 1 so that
(3.13) R4(uε) ≤ ε and uε →∞ as ε→ 0.
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If z is large enough so that z/(ln z)δ > uε then setting y = lnx we write
Q
(ε)
5 (z) = c
+
2 I
(ε)
2 (z) where
I
(ε)
2 (z) = z
−α1
∫ z/(ln z)δ
uε
x−1(lnx)k2
(
α1(ln
z
x)
k1 − k1(ln
z
x)
k1−1
)
dx
= c+2 z
−α1
∫ ln z−δ ln ln z
uε
yk2
(
α1(ln z − y)
k1 − k1(ln z − y)
k1−1
)
dy
and
Q
(ε)
6 (z) = z
−α1
∫ uε
0
xα1−1
(
α1(ln
z
x
)k1 − k1(ln
z
x
)k1−1
)
P{X2 > x}dx.
Then
(3.14) |Q+4 (z)−Q
(ε)
5 (z)−Q
(ε)
6 (z)| ≤ εI
(ε)
2 ..
Changing variables u = yln z and integrating by parts repeatedly we obtain
limz→∞ z
α1(ln z)−(k1+k2+1)I
(ε)
2 (z)(3.15)
= α1
∫ 1
0 u
k2(1− u)k1du = α1
Γ(k1+1)Γ(k2+1)
Γ(k1+k2+2)
since the last integral above is the well known β-function B(k1+1, k2+1). On the
other hand,
(3.16) lim
z→∞
zα1(ln z)−(k1+k2+1)Q
(ε)
6 (z) = 0.
Now observe that by (3.5) choosing δ < k1α1 we have
(3.17) lim
z→∞
zα1(ln z)−(k1+k2+1)|R1(z)| = 0.
Similarly, by (3.5) and (3.9),
(3.18) lim
z→∞
zα1(ln z)−(k1+k2+1)|Q+3 (z)−Q
+
4 (z)| = 0.
It follows from (3.8), (3.9), (3.12)–(3.16) and (3.18) that the (finite) limit
lim
z→∞
zα1(ln z)−(k1+k2+1)Q+2 (z)
exists. Since limz→∞R2(z) = 0 by (3.7) we see from (3.6) that
(3.19) lim
z→∞
zα1(ln z)−(k1+k2+1)|Q+1 (z)−Q
+
2 (z)| = 0.
Finally, (3.8) and (3.14)–(3.19) together with similar estimates for Q−1 (z) yields
(3.3) with ” + ” while (3.3) with ”− ” follows in the same way. 
3.2. Remark. Suppose that X1 and X2 are positive random variables having the
tail behavior P{Xi > x} ∼ cix
−αi(lnx)ki , i = 1, 2 as x → ∞ with αi, ci > 0 and
ki ≥ 0, i = 1, 2. Then Yi = lnXi, i = 1, 2 have the tail behavior P{Yi > y} ∼
cie
−αiyki , i = 1, 2 as y →∞. The latter tail behavior (with a proper normalization)
is the same as for the Γ-distribution with parameters ki + 1 and α
−1
i . Thus, we
can first study the tail behavior of the sum Y1 + Y2 of two independent random
variables Y1 and Y2 having the Γ-distribution with parameters k1 + 1, α
−1
1 and
k2 + 1, α
−1, respectively, and then consider exp(Y1 + Y2). This is strightforward
when α1 = α2 = α since then Y1 + Y2 has the Γ-distribution with parameters
k1+k2+2, α
−1. If α1 6= α2 then one has to obtain the tail behavior of a convolution
of two Γ-distributions which involves computation of some integrals. Of course, we
can take the logarithm only if X1 and X2 are positive but negative values can be
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treated similarly considering positive tails of −X1 and −X2. Still, one has to take
special care of the cases when some of ci’s are zero and when Xi’s may take on zero
values.
Proceeding by induction in the number of variables we derive from Proposition
3.1 the following result.
3.3. Corollary. Theorem 2.1 holds true for any monomial
F (X1, ..., Xℓ) = X
σ1
1 X
σ2
2 · · ·X
σℓ
ℓ , σj ∈ Z+
where X1, ..., Xℓ are independent random variables satisfying (2.1).
Proof. Observe first that the assertions (i) and (ii) of Theorem 2.1 coincide here
since now F consists of only one monomial, and so the descriptions of the tail
behavior (2.5) and (2.6) are equivalent in view of Theorem 3.6 in [13] and Lemma
7.3 of Appendix.
Next, set Yi = X
σi
i , i = 1, ..., ℓ. Then (2.1) implies that for i = 1, ..., ℓ,
(3.20) lim
z→∞
zαi/σi(ln z)−kiP{−Yi > z} = 0 if σi is even and
(3.21)
lim
z→∞
zαi/σi(ln z)−kiP{±Yi > z} = lim
z→∞
zαi/σi(ln z)−kiP{±Xi > z
1/σi} = σ−kii c
±
i
provided σi is odd and, furthermore, if σi > 0 is even then
limz→∞ z
αi/σi(ln z)−kiP{±Yi > z} = limz→∞(3.22)
zαi/σi(ln z)−ki(P{Xi > z
1/σi}+ P{Xi < −z
1/σi}) = σ−kii (c
+
i + c
−
i ).
Next, we proceed by induction in ℓ. For ℓ = 1 the result follows from (3.20)–(3.22).
Suppose that it still holds true for ℓ = 1, 2, ..., n− 1. In order to obtain it for ℓ = n
we set Z = Y1 · · ·Yn−1. Then by the induction hypothesis
lim
z→∞
zα(ln z)−kP{±Z > z} = c±
for some α, k and c± described in Theorem 2.1. Since Yn satisfies (3.20)–(3.22) we
derive the result for ZYn from Proposition 3.1 completing both the induction step
and the proof of this corollary. 
Next, we derive (2.8) of Example 2.2. We write
(3.23) Q0(z) = P{X1X2 > z} = 2Q1(z) +R1(z)
where Q1(z) = Q
+
1 (z) = Q
−
1 (z) and R1(z) are the same as in (3.4) and now
(3.24) |R1(z)| ≤ P{|X2| >
z
(ln z)δ
} ≤ Cz−α(ln z)αδ
(
ln
z
(ln z)δ
)−1
for some C > 0. Similarly to (3.6) we have also
(3.25) |Q+1 (z)−Q
+
2 (z)| ≤
1
c+1
Q+2 (z)R2(z)
where
(3.26) Q2(z) = c1E10<X2< z
(ln z)δ
(
X2
z
)α = c1z
−α
∫ z/(ln z)δ
0
xαdP{X2 ≤ x}
and
R2(z) = sup
u≥(ln z)δ
|uαP{X1 > u} − c1|.
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Next, we write
(3.27) Q2(z) = Q3(z)−R3(z)
where
Q3(z) = c1αz
−α
∫ z/(ln z)δ
0
xα−1dP{X2 > x}dx−R3(z)
and by (3.23),
(3.28) R3(z) =
c1
(ln z)δα
P{X2 >
z
(ln z)δ
} ≤ Cc1z
−α
(
ln
z
(ln z)δ
)−1
.
Now, we write
(3.29) Q3(z) = Q
(ε)
4 (z) +Q
(ε)
5 (z) +R
(ε)
4 (z)
where
(3.30) Q
(ε)
4 (z) = c1αz
−α
∫ uε
0
xα−1P{X2 > x}dx ≤ c1z
−αuαε ,
(3.31) Q
(ε)
5 (z) = c1c2αz
−α
∫ z/(ln z)δ
uε
x−1(lnx)−1dx = c1c2αz
−α ln
( ln−δ ln ln z
lnuε
)
and
(3.32) |R
(ε)
4 (z)| ≤
ε
c2α
Q
(ε)
5 (z) = εc1z
−α ln
( ln−δ ln ln z
lnuε
)
provided uε →∞ as ε→ 0 is chosen so that
sup
w≥uε
|c2 − w
α(lnw)P{X2 > w}| ≤ ε.
By (3.29)–(3.32),
(3.33) lim
z→∞
zα(ln ln z)−1Q3(z) = lim
ε→0
lim
z→∞
Q
(ε)
5 (z) = c1c2α
which together with (3.23)–(3.28) yields (2.8). 
4. Tails of polynomials
In order to prove Theorem 2.1 we will view the collection of monomials which
compose the polynomial F as a vector and fit them into the following setup. For
i = 1, 2, ...,M let Zi = (Zi1, Zi2, ..., Zimi) be mi-dimensional random vectors and
Wi be the spaces of bounded continuous functions W on R
mi satisfying (2.2).
Suppose that for each i and any W ∈ Wi,
(4.1) lim
ρ→∞
ρα(ln ρ)−kE[W (
Zi
ρ
)] =
∫ ∞
0
∫
Smi−1
W (sz)
νi(ds)dz
|z|1+α
where α > 0 and νi are measures on S
mi−1, i = 1, ...,M with νi(S
mi−1) > 0. Let
also Z0 = (Z01, ..., Z0,m0) be a m0-dimensional random vector such that
(4.2) lim
ρ→∞
ρα(ln ρ)−kP{|Y0| > ρ} = 0.
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4.1. Lemma. With the above notations consider the m =
∑M
i=0mi-dimensional
random vector Z = (Z0, Z1, ..., ZM ) and assume that
(4.3) lim
ρ→∞
ρα(ln ρ)−kP{|Zil1 | > ρ, |Zjl2 | > ρ} = 0
for any i, j = 1, ...,M, i 6= j and 1 ≤ l1 ≤ mi, 1 ≤ l2 ≤ mj. Then for each bounded
continuous W on Rm satisfying (2.2) the limit,
(4.4) lim
ρ→∞
ρα(ln ρ)−kE[W (
Z
ρ
)] =
∫ ∞
0
∫
Sm−1
W (sx)
ν(ds)dx
|x|1+α
exists with a measure ν supported on Sm−1 ∩ (∪Mi=1Γi) where Γi =
(0, ..., 0, Rmi, 0, ..., 0), i = 1, ...,M . Moreover, the projection to Rmi of the restric-
tion ν|Γi coinsides with νi, i = 1, ...,M .
Proof. In view of (4.2) and (4.3) any weak limit as ρ→∞ of the distributions
ρα(ln ρ)−kP{
Z
ρ
∈ ·}
has support on ∪Mi=1Γi, and by (4.1) the limiting measure ν exists and the projection
of ν|Γi to R
mi coincides with νi. 
We will need also the following result where we denote byW andWm the spaces
of bounded continuous functions on R and Rm, respectively, satisfying (2.2).
4.2. Lemma. Let a scalar random variable V be such that for some α, k with
0 < α < 2, k ≥ 0 and all W ∈ W,
lim
ρ→∞
ρα(ln ρ)−kE[W
(V
ρ
)
] =
∫ ∞
−∞
(c−1x<0 + c+1x>0)W (x)
dx
|x|1+α
.
Next, let Y be a random vector in Rm independent of V and satisfying E[|Y |α] <∞.
Then the tail behavior of the vector Z = V Y is given by the limit
(4.5) lim
ρ→∞
ρα(ln ρ)−kE[W (
Z
ρ
)] =
∫ ∞
0
∫
Sm−1
W (sx)
ν(ds) dx
|x|1+α
which holds true for any W ∈ Wm. The measure ν(ds) on S
m−1 is computed for
subsets A ⊂ Sm−1 from the identity
E[
∫ ∞
0
(c+W (xY ) + c−W (−xY )]
dx
x1+α
)dx =
∫
Sm−1
∫ ∞
0
W (sr)
ν(ds)dr
r1+α
as
ν(A) = c+
∫
Â
|y|αdλ+ c−
∫
−Â
|y|αdλ
where Â is the cone ∪σ>0σA, −Â = ∪σ<0 σA and λ is the distribution of Y on R
m.
Proof. Given W ∈ W , for each fixed y ∈ Rm as a function of x, W (xy) ∈ W on R.
Therefore
lim
ρ→∞
ρα(ln ρ)−kE[W (
V y
ρ
)] =
∫ ∞
0
(c+W (xy) + c−W (−xy))
dx
x1+α
Moreover, the convergence is easily seen to be uniform over bounded sets of y.
Hence if ρ ≥ 3,
sup
ρ≥3
sup
‖y‖≤1
ρα(ln ρ)−kE[W (
V y
ρ
)] ≤ C.
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If 1 ≤ |y| ≤ ρ3 then setting ρ
′ = ρ|y| ≥ 3, writing y = |y|y
′ with |y′| = 1 and
observing that ρ′ ≤ ρ we obtain
ρα(ln ρ)−kE[W (V yρ )] = ρ
α(ln ρ)−kE[W ( V y
′
ρ|y|−1 )] = ρ
α(ln ρ)−kE[W (V y
′
ρ′ )]
≤ ρ
α(ln ρ)−k
(ρ′)α(ln ρ′)−k
(ρ′)α(ln ρ′)−kE[W (V y
′
ρ′ )] ≤ C
ρα(ln ρ)−k
(ρ′)α(ln ρ′)−k
≤ C|y|α.
If |y| ≥ ρ3 and ln ρ ≥ 1 then
ρα(ln ρ)−kE[W (
V y
ρ
)] ≤ ‖W‖∞ρ
α ≤ C|y|α.
We can now apply the dominated convergence theorem to conclude that
lim
ρ→∞
ρα(ln ρ)−kE[W (
V Y
ρ
)] = E
∫ ∞
0
(c+W (xY ) + c−W (−xY ))
dx
x1+α
.
Replacing W (·) by W (σ ·) and changing variables we see that
E
∫ ∞
0
(c+W (xY ) + c−W (−xY ))
dx
x1+α
is homogeneous of order α under dilation and therefore can be expressed as∫
Sm−1
∫ ∞
0
W (rs)
ν(ds)dr
r1+α
where for a Borel A ⊂ Sm−1,
ν(A) = c+
∫
Â
|y|αdλ+ c−
∫
−Â
|y|αdλ
with λ being the distribution of Y . If Y is a scalar then the Le´vy measure on R is
given for each Borel A ⊂ R by
ν(A) =
∫
A
(c∗−1x<0 + c
∗1x>0)
dx
|x|1+α
where
c∗− = c+
∫ 0
−∞
|y|αdλ+ c−
∫ ∞
0
|y|αdλ
and
c∗+ = c−
∫ 0
−∞
|y|αdλ+ c+
∫ ∞
0
|y|αdλ.

In order to apply Lemma 4.1 to the collection of monomials composing the
polynomial F we will need the following result which will ensure the compliance
with the condition (4.3).
4.3. Lemma. Let Y = V1V2 and Z = V2V3 where V1, V2 and V3 are independent
random variables such that
(4.6) lim
z→∞
zα(ln z)−uiP{±Vi > z} = v
±
i
where α > 0, ui ≥ 0, v
+
i + v
−
i > 0, i = 1, 2, 3. Then
(4.7) lim sup
z→∞
zα(ln z)−u2P{|Y | > z, |Z| > z} <∞.
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Proof. Observe that
(4.8) P{|Y | > z, |Z| > z} ≤ P{|Y Z|1/2 > z} = P{|V1V2|
1/2|V2| > z}.
By (4.6) and Proposition 3.1,
lim sup
z→∞
z2α(ln z)−(u1+u3+1)P{|V1V2|
1/2 > z} <∞,
and so, again, by (4.6) and Proposition 3.1,
lim sup
z→∞
zα(ln z)−u2P{|V1V3|
1/2|V2| > z} <∞
which together with (4.8) gives (4.7). 
4.4. Corollary. Let θ1, θ2 be two multi indices with corresponding monomials gθ1 =
Πℓj=1x
σj
j and gθ2 = Π
ℓ
j=1x
τj
j . If α(θ1) = α(θ2) = α
∗ and k(θ1) = k(θ2) = k
∗ but
J(θ1) 6= J(θ2), then
lim
x→∞
xα
∗
(log x)−k
∗
P [|gθ1(X1, . . . , Xℓ)| ≥ x, |gθ2(X1, . . . , Xℓ)| ≥ x] = 0
Proof. In Lemma 4.3 set Y = gθ1(X1, ..., Xℓ), Z = gθ1(X1, ..., Xℓ) and V2 =∏m
i=1Xji where j1, ..., jm ∈ J(θ1) ∩ J(θ2) while if the latter intersection is empty
we take V = 1. Now, the result follows immediately from Lemma 4.3. 
Now we are able to complete the proof of Theorem 2.1. Order arbitrarily the
sets J(θ), θ ∈ Θ∗ and denote these different sets by J1, J2, ..., JM . Next, we define
vectors Zi, i = 1, ...,M so that Zi consists of different monomials gθ, θ ∈ Θ∗ having
the form
(4.9) gθ = (
∏
j∈Ji
xj)
σ∗
∏
l 6∈Ji,σl∈θ
xσll
observing that σl < σ∗ here for all l 6∈ Ji. Define also the vector Z0 which consists of
monomials gθ, θ ∈ Θ\Θ∗ taken with an arbitrary order. In order to obtain (4.1) for
Zi, i ≥ 1 consider random variables Vi = (
∏
j∈Ji
Xj)
σ∗ and form random vectors
Yi which consist of random monomials
∏
l 6∈Ji,σl∈θ
Xσll , so that Zi = ViYi. Next,
the conditions of Lemma 4.2 are verified relying on Corollary 3.3 which enables us
to apply Lemma 4.2 in order to obtain (4.1) with α = α∗ and k = k∗. Now, for
such α and k the condition (4.2) follows from Corollary 3.3 and the condition (4.3)
follows from Lemma 4.3 using Corollary 3.3. Hence, applying Lemma 4.1 we derive
the assertion (i) of Theorem 2.1. Since taking the sum of components of vectors is
a particular case of a linear map the assertion (ii) of Theorem 2.1 follows from (i),
Lemma 7.3 and the following observation.
4.5. Lemma. (see Proposition 7.3 of [13]) Suppose that a random m-dimensional
vector Z satisfies (4.4) for some measure ν on Sm−1 with ν(Sm−1) > 0 and any
bounded continuous function W satisfying (2.2). Let T : Rm → Rd, d ≤ m be a
linear map. Then Z ′ = TZ will again satisfy (4.4) with Z ′, ν′ and d in place of
Z, ν and m where ν′ is defined for any Borel set Γ ⊂ Sd−1 by
ν′(Γ) =
∫
Sm−1
1Γ(
Ts
|Ts|
)|Ts|αν(ds).
Proof. The result follows considering bounded continuous functions W˜ on Rd which
satisfy (2.2) while observing that W (x) = W˜ (Tx) is a bounded continuous function
on Rm satisfying (2.2) to which we can apply (4.4). 
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5. Limit theorem in the ℓ-dependence case
In this section we will prove Theorem 2.3. We are dealing here with the sums
(5.1) SN (θ, t) =
∑
1≤n≤Nt
gθ(Xn, Xn+1, ..., Xn+ℓ−1), θ ∈ Θ
containing the summands which form a stationary ℓ-dependent sequence. By this
reason our proof will rely on the following result which appears in [16] as Corollary
1.4.
5.1. Proposition. Let {Zn} be a stationary ℓ-dependent sequence with values in
Rd which satisfies (4.1) and such that for any j = 2, 3, ..., ℓ and δ > 0,
(5.2) lim
N→∞
NP{|Z1| > δbN and |Zj | > δbN} = 0
where bN = N
1
α ( lnNα )
k
α . Set aN = E(
b2NZ1
b2
N
+|Z1|2
). Then the process
(5.3) ΥN (t) =
1
bN
(
∑
1≤n≤Nt
Zn −NtaN)
weakly converges in the J1 topology on D([0, T ], R
d) to an α-stable Le´vy process
with the same Le´vy measure as Z1.
Actually, the identification of the limiting Le´vy measure is not stated explicitly
in Corollary 1.4 of [16] but this follows from the proof there. In Appendix we will
exhibit a more general result for the ℓ-dependent stationary sequences which will
yield either convergence in the J1 topology or only of finite dimensional distributions
depending on whether the condition (5.2) is assumed or not and we will describe
in both cases limiting Le´vy measures. We will give a direct proof there unlike
Corollary 1.4 of [16] which follows from a more general result whose proof relies on
the point processes machinery.
Observe that the one dimensional version of Proposition 5.1 is applicable to each
sum SN (θ, t), θ ∈ Θ∗ in (5.1). Indeed, each gθ, θ ∈ Θ∗ has the form
(5.4) gθ(x1, ..., xℓ) = (
p∗∏
i=1
xσ∗ji )fθ(xp∗+1, ..., xℓ)
where J(θ) = (j1, j2, ..., jp∗) and fθ is a monomial in complementary to
xj1 , ..., xjp∗ variables rised to powers lower than σ∗. Then for n1 6= n2 we
can apply Lemma 4.3 setting there Y = gθ(Xn1 , Xn1+1, ..., Xn1+ℓ−1), Z =
gθ(Xn2 , Xn2+1, ..., Xn2+ℓ−1) and defining V2 as the common part of the prod-
ucts
∏p∗
i=1X
σ∗
n1+ji−1
and
∏p∗
i=1X
σ∗
n2+ji−1
(taking V2 = 1 if these products do not
have a common part). This will yield the condition (5.2) for the (scalar) sequence
Zn = gθ(Xn, Xn+1, ..., Xn+ℓ−1).
The main problem in application of Proposition 5.1 to the vector sums
{SN(θ, t), θ ∈ Θ} is that, in general, we may have pairs of large (vector) sum-
mands there so that the condition (5.2) will not hold true. Indeed, consider a
simple example with F (x1, x2) = x1 + x2 and q1(n) = n, q2(n) = n + 1 so
that θ1 = (1, 0), θ2 = (0, 1) and gθi(x1, x2) = xi, i = 1, 2. Then both vectors
Zn = (gθ1(Xn, Xn+1)) = (Xn, Xn+1) and Zn+1 = (Xn+1, Xn+2) may be large in
norm if |Xn+1| is large. In other words, the probability P{|Z1| > δbN , |Z2| > δbN}
may be of the same order as P{|X1| > δbN} which is of order 1/N . We observe
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that in this situation there is no weak convergence of the process ΥN from (5.3) in
the J1 topology. Indeed, if this convergence would take place then also the process
ξN (t) = b
−1
N
∑
1≤n≤Nt(Xn+Xn+1) would weakly converge in the J1 topology which
is false as shown in [2].
In order to adjust our sums to requirements of Proposition 5.1 we will perform a
rearrangement procedure which will produce new sums SN (θ, t) not much different
from SN (θ, t) where large pairs of summands can emerge only with negligible prob-
ability. In the above simple example we will set Zn = (Xn+1, Xn+1) for n ≥ 2 and
the latter vector sequence will satisfy the conditions of Proposition 5.1. This yields
the convergence in the J1 topology of the process Υ˜N (t) obtained from ΥN(t) by
replacing Zn by Zn but the estimate
|
∑
1≤n≤Nt
Zn −
∑
2≤n≤Nt
Zn| ≤ |X1|+ |X[Nt]|
does not enable us to obtain convergence of ΥN in the J1 topology but only provide
weak convergence of finite dimensional distributions. In Appendix we will exhibit
an alternative approach which will yield directly convergence of finite dimensional
distributions without the condition (5.2) as required in Theorem 2.3(i) and the
rearrangement which is special for the polynomial setup here will not be used there.
In order to deal with the general case we consider the disjoint subsets
Ψ1,Ψ2, ...,Ψr of Θ∗ which are not singletons and such that for each pair θ1, θ2 ∈ Ψi
the sets J(θ1) = (i1, ..., ip∗) and J(θ2) = (j1, ..., jp∗) have the differences jl− il, l =
1, ..., p∗ equal to a constant independent of l. If there are no such (non singleton)
subsets of Θ∗ then we are in the circumstances of the second part of Theorem 2.3
where there is no need in a rearrangement applying directly Proposition 5.1 and
this case will be discussed later on. Thus, we assume now that such subsets exist.
In each Ψi, i = 1, ..., r choose θi such that J(θi) = (ji1, ji2, ..., jip∗) has the maximal
first index ji1 where we set the order ji1 < ji2 < ... < jip∗ in J(θi). Then there
exist integers 0 = ai1 < ai2 < ... < aizi < ji1 such that Ψi = {θi1, θi2, ..., θizi} and
J(θil) = (ji1 − ail, ji2 − ail, ..., jip∗ − ail) for each l = 1, 2, ..., zi.
The goal of our rearrangement procedure is to produce new vector
summands Yn(θ), θ ∈ Θ∗ which will replace the summands Yn(θ) =
gθ(Xn, Xn+1, ..., Xn+ℓ−1), θ ∈ Θ∗ in (5.1) so that Proposition 5.1 could be applied
to the new sum while the difference between these two sums can be controlled.
If θ does not belong to some Ψi (in particular, if θ ∈ Θ \Θ∗) defined above then
we set Yn(θ) = Yn(θ). Now, suppose that θ = θil for some 1 ≤ l ≤ zi. then for all
n ≥ ℓ set
(5.5) Yn(θ) = gθ(Xn+ail , Xn+ail+1, ..., Xn+ail+ℓ−1) = Yn+ail(θ).
Let
(5.6) SN (θ, t)
∑
ℓ≤n≤Nt
Yn(θ).
It is easy to see that
(5.7) |SN (θ, t)− SN (θ, t)| ≤ (
∑
1≤n≤2ℓ
+
∑
Nt≤n≤Nt+ℓ
)|gθ(Xn, Xn+1, ..., Xn+ℓ−1)|.
Relying on Lemma 4.3 it is easy to see that the vector summands Zn = (Yn(θ), θ ∈
Θ) satisfy the condition (5.2) of Proposition 5.1 (considered with Zn in place of
Zn), and so as N →∞ the processes ΥN(t), t ∈ [0, T ] defined by (5.3) (again, with
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Zn in place of Zn) weakly converge in the J1 topology on D([0, T ], R
m) to an α∗-
stable vector Le´vy process {Ξ(θ, t), θ ∈ Θ}, t ∈ [0, T ]. The estimate (5.7) enable us
to conclude from here that all finite dimensional distributions of the vector process
{ΞN(θ, t), θ ∈ Θ}, t ∈ [0, T ] weakly converge to the corresponding finite dimensional
distributions of {Ξ(θ, t), θ ∈ Θ}, t ∈ [0, T ]. Clearly, 1bN {ΞN (θ, t), θ ∈ Θ \ Θ∗} will
converge to zero in probability.
Still, the estimate (5.7), in general, does not yield weak convergence of the
vector process {ΞN (θ, ·), θ ∈ Θ} in any of Skorokhod’s topologies. Indeed, take
F (x1, x2) = x1− x2, Zn = (Xn,−Xn+1) with Xj satisfying (2.9) and define ΥN by
(5.3). The weak convergence of ΥN (·) as N → ∞ would imply the weak conver-
gence of the process 1bN (X[Nt] −X1), t ∈ [0, T ] which does not converge in any of
Skorokhod’s topologies as explained in [2].
The above provides the proof of the assertion (i) of Theorem 2.3. In order to
derive the assertion (ii) we observe that since there exist no non singleton subsets Ψi
satisfying conditions of the above proof it follows that already the vector summands
Zn = (Yn(θ), θ ∈ Θ) satisfy (5.2) of Proposition 5.1, and so the vector process
ΥN(t) = {ΞN (θ, t), θ ∈ Θ}, t ∈ [0, T ] weakly converges in the J1-topology to an
α∗-stable Le´vy process {Ξ(θ, t), θ ∈ Θ}, t ∈ [0, T ].
In order to prove that the component processes Ξ(θ, ·) will be independent
for different θ it suffices to show that the Le´vy measure of the vector process
{Ξ(θ, ·), θ ∈ Θ} will be concentrated on axes. Relying on Section 4 from [16] we
conclude that the latter follows if the random vector Z = (Y1(θ), θ ∈ Θ) satisfies
(4.4) with the Le´vy measure ν supported on the axes, i.e.
ν{(x1, ..., x2) : |xi| > 0 and |xj | > 0, i 6= j} = 0.
The latter will hold true if we show that for any θ, θ˜ ∈ Θ, θ 6= θ˜ and δ > 0,
(5.8) lim
ρ→∞
ρα∗(ln ρ)−k∗P{|Y1(θ)| > ρ and |Y1(θ˜)| > ρ} = 0.
If θ, θ˜ ∈ Θ∗ and there exists no integer r such that J(θ˜) = J(θ) + r (in the sense
of Theorem 2.3(ii)) then we can represent Y1(θ) = V1V2 and Y1(θ˜) = V2V3 where
V1, V2 and V3 satisfy conditions of Lemma 4.3 and then (5.8) follows from there. If,
say, θ ∈ Θ \Θ∗ then (5.8) still holds true since
P{|Y1(θ)| > ρ and |Y1(θ˜)| > ρ} ≤ P{|Y1(θ)| > ρ}
taking into account that for θ ∈ Θ \ Θ∗ the random variables Y1(θ) have faster
decaying tail probabilities than for θ ∈ Θ∗.
The assertion (iii) follows from (i) and (ii) taking into account properties of
weak convergence in the J1 topology. Namely, regarding weak convergence of finite
dimensional distributions of vector processes it is clear that this remains true also for
sums of components of vectors. Furthermore, if a sequence of Rd curves converges
in the J1-topology then the corresponding time changes are the same for all d-
components, and so the same time changes work also for the sums of components
of these curves. 
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6. Limit theorem in the arithmetic progression case
Now we turn to the situation where
SN (θ, t) =
∑
1≤n≤Nt Yn(θ), Yn(θ) = gθ(Xn, X2n, ..., Xℓn), Yn =
∑
θ∈Θ hθYn(θ)
and SN(t) =
∑
1≤n≤Nt Yn =
∑
1≤n≤Nt F (Xn, X2n, . . . , Xℓn).
As in [12] we consider all primes p1, . . . , ps in 1, 2, . . . , ℓ. Denote by Γ1 the set of
numbers {pb11 · · · p
bs
s } with b1, . . . , bs ≥ 0 and arrange them in the increasing order
as 1 = n1 < n2 < · · · < nq < · · · . Let Z0 be the set of all positive integers that do
not have p1, p2, . . . , ps as factors. Then any positive integer n ∈ Z+ can be written
uniquely as a product n = inq where i ∈ Z0 and nq ∈ Γ1. It is not difficult to
see (for instance, by the inclusion-exclusion principle) that the set Z0 has density
ρ = Πsi=1(1 −
1
pi
) as a subset of Z+. For i ∈ Z0, we denote by Γi the set {in}
with n from Γ1. Then Γi are disjoint and Z+ = ∪i∈Z0Γi. If n ∈ Γi so is rn for
r ≤ ℓ. In particular Ym depends only on the variables {Xn} with n in the same Γi
to which m belongs and the collections {Ym : m ∈ Γi} are mutually independent
for different values of i. We need the following fact.
6.1. Lemma. Given ℓ, the set Z+ of positive integers can be divided into ℓ
2 + 1
mutually disjoint sets Ei such that if r and s are two different integers in the same
Ei then the two sets {r, 2r, . . . , ℓr} and {s, 2r, . . . , ℓs} are disjoint. In particular for
every i, {Yr : r ∈ Ei} are mutually independent.
Proof. Let us construct a graph with Z+ as vertices. There is an edge connecting
r and s, if the two sets {r, 2r, . . . , ℓr} and {s, 2s, . . . , ℓs} have a common integer.
In other words is = jr for some i, j between 1 and ℓ. For each fixed r the equation
r
s =
i
j has at most ℓ
2 solutions in i and j. Hence, the vertices of the graph have
degree at most ℓ2. Therefore ℓ2 + 1 colors are enough to make sure that no two
vertices connected by an edge have the same color. 
6.2. Lemma. Let T < ∞ be fixed. For each q > 1 and N , let AqN be a subset of
integers from [1, NT ] with density limN→∞
|Aq
N
|
NT = ρq such that ρq → 0 as q →∞.
Then for any θ ∈ Θ,
lim sup
q→∞
lim sup
N→∞
P
{
sup
0≤t≤T
1
bN
|
∑
r∈Aq
N
, r≤Nt
(Yr(θ)− a
θ
N )| ≥ δ
}
= 0
where
aθN = E
( b2NY1(θ)
b2N + Y
2
1 (θ)
)
.
Proof. We can use Lemma 6.1 to split the setAqN into ℓ
2+1 subsets such that when
r runs within each subset the random variables Yr(θ) are mutually independent.
Since it is enough to prove the estimate for each subset, we can assume that Yr(θ)
are mutually independent for r ∈ AqN . For each Yr(θ) with θ ∈ Θ∗ we have the tail
estimate,
lim
ρ→∞
ρα∗(ln ρ)−k∗E[W (
Yr
T
)] =
∫
W (x)M(dx)
where
M(dx) = (c−1x<0 + c+1x>0)
dx
|x|1+
α
α∗
.
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Let Nq be the cardinality of A
q
N ∩ [1, NT ]. If Nq stays bounded as N →∞ then the
assertion of the lemma is clear. Suppose that Nq → ∞ as N → ∞. Then relying
on standard (functional) stable limit theorems for i.i.d. random variables (see, for
instance, [1], [4], [9] and [10]) and properties of the J1 convergence we conclude
that as N → ∞ the quantity sup0≤t≤T
1
bNq
|
∑
r∈AqN , r≤Nt
(Yr − aNq )| will have a
limiting distribution which does not depend on q. Now, the lemma follows from
the observation that
lim
q→∞
lim
N→∞
bNq
bN
= 0.

For each integer q ≥ 1 set
ΞqN (θ, t) =
1
bN
q∑
j=1
∑
i∈Z0, inj≤Nt
(Yinj (θ)− a
θ
N ).
We will need the following result.
6.3. Lemma. For each fixed T <∞ and ε > 0,
(6.1) lim
q→∞
lim sup
N→∞
P{ sup
0≤t≤T
|ΞqN (θ, t)− ΞN (θ, t)| ≥ ε} = 0.
Proof. Since
ΞN (θ, t) =
1
bN
∞∑
s=1
∑
i∈Z0, ins≤Nt
(Yins (θ)− a
θ
N )
we can write
ΞN (θ, t)− Ξ
q
N (θ, t) =
1
bN
∞∑
s=q+1
∑
i∈Z0, ins≤Nt
(Yins(θ)− a
θ
N ).
Hence,
sup
0≤t≤T
|ΞN (θ, t)− Ξ
q
N (θ, t)| ≤ sup
1≤n≤NT
|
∞∑
s=q+1
∑
i∈Z0, ins≤n
(Yins(θ)− a
θ
N )|
= sup
1≤n≤NT
1
bN
|
∑
r∈AqN , r≤n
(Yr(θ)− a
θ
N )|(6.2)
where AqN is the set of integers in [1, NT ] that are divisible by some nq′ with
q′ > q. The set of such integers in the interval [1, NT ] will have a proportion at
most
∑
q′>q
1
nq′
= ǫq → 0 as q →∞ since
∑
q
1
nq
=
∑
b1,...,bs≥0
1
pb11 · · · p
bs
s
=
s∏
j=1
(1−
1
pj
)−1 =
1
ρ
<∞.
Now, the result follows from Lemma 6.2. 
We will study first the limiting behavior of ΞqN as N → ∞ in the J1 topology
and then, relying on Lemma 6.3, will let q → ∞ and obtain weak limits of distri-
butions of ΞN required in Theorem 2.4. Set Z
j,θ
i = Yinj (θ) so that Yinj =
∑
θ Z
j,θ
i .
Recalling the notation Θ∗ = {θ : α(θ) = α∗, k(θ) = k∗} from Section 2 we define
an equivalence relation in Γ1×Θ∗ by declaring (nj1 , θ1) ∼ (nj2 , θ2) if nj1J(θ1) and
nj2J(θ2) are identical as subsets of Z (viewing these as products of a scalar and a
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vector). The equivalence classes will be denoted by τ and together they form a set
T , a quotient of Γ1×Θ∗. The joint distribution of the collection {Z
j,θ
i } as j and θ
vary does not depend on i. Let Dq be the (finite) set {(nj , θ) : j ≤ q, θ ∈ Θ} whose
cardinality we denote by mq. The vector space R
mq can be naturally decomposed
as
Rmq = ⊕τ∈T Vτ ⊕ U
corresponding to the span of coordinates from the equivalence classes τ ∈ T and
the span U of the remaining coordinates from Dq.
6.4. Lemma. Let Zq be the random mq-dimensional vector {Z
j,θ
1 , j ≤ q, θ ∈ Θ}.
Then the limit
(6.3) lim
ρ→∞
ρ−α∗(ln ρ)k∗EW
(Zq
ρ
)
=
∫
Smq−1
∫ ∞
0
W (su)ν(ds)
du
u1+α∗
exists for any bounded continuous function W satisfying (2.2) and for some measure
ν on the (mq − 1)-dimensional sphere S
mq−1. Moreover, ν is concentrated on
∪τ∈T · · · {0} ⊕ {0} ⊕ Vτ ⊕ {0} ⊕ · · · .
Proof. In view of (5.4) we can write for any (nj1 , θ1) and (nj2 , θ2) with θ1, θ2 ∈ Θ∗,
(6.4) gθi(Xnji , X2nji , ..., Xℓnji ) =
( p∗∏
u=1
Xσ∗
l
(i)
u
)
fθi(Xl(i)p∗+1
, ..., X
l
(i)
ℓ
), i = 1, 2
where njiJ(θi) = (l
(i)
1 , ..., l
(i)
p∗ ) while fθi is a monomial containing Xlv ’s with indexes
lv in nji , 2nji , ..., ℓnji which are different from l
(i)
1 , ..., l
(i)
p∗ and Xlv ’s are rised in fθi
to powers smaller than σ∗. If (nj1 , θ1) ∼ (nj2 , θ2) then (l
(1)
1 , ..., l
(1)
p∗ ) = (l
(2)
1 , ..., l
(2)
p∗ ),
and so for (nj , θ) within one equivalence class we are in circumstances of Lemma
4.2. If (nj1 , θ1) and (nj2 , θ2) are in different equivalence classes then (l
(1)
1 , ..., l
(1)
p∗ ) 6=
(l
(2)
1 , ..., l
(2)
p∗ ) and we can apply Lemma 4.3 with Y = gθ1(Xnj1 , X2nj1 , ..., Xℓnj1 ), Z =
gθ2(Xnj2 , X2nj2 , ..., Xℓnj2 ) and V2 consisting of the common part of the products∏p∗
u=1X
σ∗
l
(1)
u
and
∏p∗
u=1X
σ∗
l
(2)
u
while setting V2 = 1 if this common part is empty. Thus,
we arrive at the circumstances of Lemma 4.1 and the current lemma follows from
there. 
Now, set
Ξˆj,θN (t) =
1
bN
∑
i∈Z0, i≤Nt
(Zj,θi − a
θ).
It follows from Lemma 6.4 and standard stable limit theorems for sums of i.i.d.
(regularly varying) random vectors (see, for instance, [14] and Section 7.2 in [13])
that for each q <∞ as N →∞ the vector process
ΞˆqN (t) = {Ξˆ
j,θ
N (t), j ≤ q, θ ∈ Θ∗}, t ∈ [0, T ]
weakly converges in the J1-topology to an α∗-stable vector Le´vy process
Ξˆq(t) = {Ξˆj,θ(t), j ≤ q, θ ∈ Θ∗}, t ∈ [0, T ]
while for θ ∈ Θ\Θ∗ the components Ξˆ
j,θ
N converge to Ξˆ
j,θ ≡ 0. Moreover, we obtain
also from the last assertion of Lemma 6.4 that the vector processes {Ξˆj,θ, (nj , θ) ∈
τ} parametrized by τ ∈ T are mutually independent.
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Define the vector processes
Ξ˜qN (t) = {Ξˆ
j,θ
N (
t
nj
), j ≤ q, θ ∈ Θ∗}, t ∈ [0, T ].
Since the processes Ξˆj,θN weakly converge as N → ∞ in J1-topology to the corre-
sponding processes Ξˆj,θ then the processes Ξ˜j,θN (t) = Ξˆ
j,θ
N (
t
nj
) weakly converge as
N → ∞ to Ξ˜j,θ(t) = Ξˆj,θ( tnj ). Moreover, observe that for a fixed j all processes
Ξ˜j,θN , θ ∈ Θ∗ are obtained from the corresponding processes Ξˆ
j,θ
N , θ ∈ Θ∗ by the same
linear time change, and so we can use for them the same change of time functions ap-
pearing in the definition of the J1-convergence. It follows that for each j the whole
vector process Ξ˜qN (j, t) = {Ξ˜
j,θ
N (t), θ ∈ Θ∗}, t ∈ [0, T ] converges weakly in the J1-
topology to an α∗-stable Le´vy vector process Ξ˜
q(j, t) = {Ξ˜j,θ(t), θ ∈ Θ∗}, t ∈ [0, T ].
Next, relying on Corollary 7.2 in Appendix we will prove that as N →∞ the full
vector process Ξ˜qN (t), t ∈ [0, T ] weakly converges in the J1-topology to the vector
process
Ξ˜q(t) = {Ξ˜j,θ(t), j ≤ q, θ ∈ Θ∗}, t ∈ [0, T ].
In order to do this we have to show that with probability one the vector components
Ξ˜q(j, t), t ∈ [0, T ], j ≤ q have no (pairwise) simultaneous jumps. Namely, consider
Ξ˜q(i, t) and Ξ˜q(j, t) for j > i. Set c =
nj
ni
. For each integer k ≥ 0 and t ∈
[njc
k, njc
k+1) define new vector processes
Ψqk(i, t) = Ξ˜
q(i, t)− Ξ˜q(i, ck+1) and Ψqk(j, t) = Ξ˜
q(j, t) − Ξ˜q(j, ck).
Since the limiting vector Le´vy process Ξˆq has independent increments we obtain
that the vector processes Ψqk(i, t) and Ψ
q
k(j, t) are independent Le´vy processes when
t ∈ [njc
k, njc
k+1], and so almost surely they cannot have simultaneous jumps.
Hence, with probability one the processes Ξ˜q(i, t) and Ξ˜q(j, t) have no simultaneous
jumps when t runs in [0, T ].
Now, from the J1-convergence of the full vector process Ξ˜
q
N to Ξ˜
q we obtain also
by Corollary 7.2 that the vector process ΞqN =
∑q
j=1 Ξ˜
q
N (j, ·) = {Ξ
q
N (θ, ·), θ ∈ Θ∗}
weakly converges in the J1 topology to the vector process Ξ
q =
∑q
j=1 Ξ˜
q(j, ·) =
{Ξq(θ, ·), θ ∈ Θ∗} where Ξ
q(θ, ·) =
∑q
j=1 Ξ˜
j,θ. It follows from the convergence of
vector processes that as N → ∞ the sum process ξqN (t) =
∑
θ∈Θ hθΞ
q
N (θ, t), t ∈
[0, T ] also converges weakly in the J1 topology to ξ
q(t) =
∑
θ∈Θ hθΞ
q(θ, t), t ∈
[0, T ].
Next, we can write
Ξq(θ, t) =
∑q
j=1 Ξˆ
j,θ( tnj )(6.5)
=
∑q
j=1 Ξˆ
j,θ( tnq ) +
∑q−1
j=1
∑j
i=1(Ξˆ
i,θ( tnj )− Ξ
i,θ( tnj+1 )).
Since for each fixed θ the pairs (i, θ) belong for different i’s to different equivalence
classes and taking into account that each limiting Le´vy process Ξˆj,θ has independent
increments we conclude that the summands in the right hand side of (6.5) are
independent. Hence, the process Ξq(θ, t), θ ∈ Θ∗ is an α∗-stable Le´vy process.
If all equivalence classes are singletons then the whole limiting vector process Ξˆq
has independent increments and this remains true for Ξq, as well, in view of its
construction by taking sums of certain components of Ξˆq.
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It remains to let q → ∞ and to verify properties of corresponding limiting
processes. Denote by Lq,θN , L
q,θ, LqN , L
q, LˆθN and LN the distributions of processes
ΞqN (θ, ·), Ξ
q(θ, ·), ΞqN , Ξ
q, ΞN (θ, ·) and {ΞN (θ, ·), θ ∈ Θ∗}, respectively, on the time
interval [0, T ]. Denote by d the Prokhorov distance (see, for instance, [4] or [10])
on the corresponding space of distributions and observe that convergence in this
metric is equivalent here to the weak convergence with respect to the J1 topology.
The above proof yields that for each θ ∈ Θ and q ≥ 1,
(6.6) lim
N→∞
d(Lq,θN ,L
q,θ) = lim
N→∞
d(LqN ,L
q) = 0.
It is also clear from the corresponding definitions that for each θ ∈ Θ and N ≥ 1,
(6.7) lim
q→∞
d(Lq,θN , Lˆ
θ
N ) = lim
q→∞
d(LqN ,LN ) = 0.
In addition, it follows from Lemma 6.3 that for each θ ∈ Θ,
(6.8) lim
q→∞
lim sup
N→∞
d(Lq,θN , Lˆ
θ
N ) = limq→∞
lim sup
N→∞
d(LqN ,LN ) = 0.
By the triangle inequality for any q, q′ ≥ 1,
d(Lq,θ ,Lq
′,θ) ≤ d(Lq,θ ,Lq,θN ) + d(L
q,θ
N , Lˆ
θ
N ) + d(L
q′,θ
N , Lˆ
θ
N ) + d(L
q′,θ,Lq
′,θ
N )
and
d(Lq ,Lq
′
) ≤ d(Lq,LqN ) + d(L
q
N ,LN ) + d(L
q′
N ,LN ) + d(L
q′ ,Lq
′
N ).
These together with (6.6)–(6.8) yields that
(6.9) lim
q,q′→∞
d(Lq,θ,Lq
′,θ) = lim
q,q′→∞
d(Lq ,Lq
′
) = 0.
Hence, {Lq,θ, q ≥ 1} and {Lq, q ≥ 1} are Cauchy sequences in the corresponding
complete metric spaces, and so there exist distributions Lˆθ and L on the corre-
sponding spaces such that
(6.10) lim
q→∞
d(Lq,θ, Lˆθ) = lim
q→∞
d(Lq,L) = 0.
It follows also from (6.6)–(6.8) that
(6.11) lim
N→∞
d(LˆθN , Lˆ
θ) = lim
N→∞
d(LN ,L) = 0.
Let also L˜qN , L˜
q and L˜N be distributions of the sum processes ξ
q
N (·) =∑
θ∈Θ hθΞ
q
N (θ, ·), ξ
q(·) =
∑
θ∈Θ hθΞ
q(θ, ·) and ξN (·) =
∑
θ∈Θ hθΞN (θ, ·), respec-
tively. Then, in the same way as above we obtain that there exists a distribution
L˜ such that
(6.12) lim
q→∞
d(L˜q, L˜) = lim
N→∞
d(L˜N , L˜) = 0.
Let Ξ(θ, ·), {Ξ(θ, ·), θ ∈ Θ∗} and ξ be the processes on the time interval [0, T ]
having the distributions Lˆθ, L and L˜, respectively. Thus, we established the fol-
lowing weak convergencies in the J1 topology as N →∞,
ΞN (θ, ·)⇒ Ξ(θ, ·), {ΞN (θ, ·), θ ∈ Θ∗} ⇒ {Ξ(θ, ·), θ ∈ Θ∗} and ξN ⇒ ξ.
Observe that from convergence of the vector process above it follows that ξ(·) =∑
θ∈Θ hθΞ(θ, ·).
Since for each q the processes Ξq(θ, ·), {Ξq(θ, ·), θ ∈ Θ∗} and ξ
q have α∗-stable
distributions we derive from convergence as q → ∞ of characteristic functions of
marginal and finite dimensional distributions of these processes that the limiting
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processes Ξ(θ, ·), {Ξ(θ, ·), θ ∈ Θ∗} and ξ must have α
∗-stable distributions, as
well. Under the conditions of Theorem 2.4(ii) for each q the processes Ξq(θ, ·),
{Ξq(θ, ·), θ ∈ Θ∗} and ξ
q have independent increments and, again, in view of con-
vergence of characteristic functions we see that the limiting as q → ∞ processes
Ξ(θ, ·), {Ξ(θ, ·), θ ∈ Θ∗} and ξ have independent increments, as well, i.e. they are
Le´vy processes, completing the proof of Theorem 2.4. 
7. Appendix
We will start here with a basic property of the J1-convergence. Let X and Y be
two Polish spaces and D([0, 1];X) and D([0, 1];Y ) are spaces of X valued and Y
valued functions that are right continuous, have left limits at every t ∈ [0, 1] and
are, in addition, left continuous at 1. In general, if xn(·) ∈ D([0, 1];X) and yn(·) ∈
D([0, 1];Y ) converge in J1 topology respectively to x(t) and y(t) then it does not
follow that zn(·) = (xn(·), yn(·)) converges to z(·) = (x(·), y(·)) ∈ D([0, 1];Z) where
Z = X × Y . It is possible that xn(·) and yn(·) have jumps at two distinct points
tn, t
′
n that tend to a common point t. As functions with values in Z = X×Y , zn(t)
has two jumps that come together and this rules out convergence in D([0, 1];Z).
However we have the following
7.1. Lemma. Let xn(·) and yn(·) converge in J1 topology to x(·) and y(·) respec-
tively in D([0, 1];X) and D([0, 1];Y ) . Let x(·) and y(·) do not have a jump at
the same t, i.e the sets of discontinuity points of x(·) and y(·) are disjoint. Then
zn(·) = (xn(·), yn(·)) converges in J1 topology to z(·) = (x(·), y(·)) in D([0, 1];Z)
where Z = X × Y . In particular if f : Z → S is a continuous map then
f(xn(·), yn(·)) converges in the J1 topology to f((x(·), y(·)) ∈ D([0, 1];S) .
Proof. Since xn(t) and yn(t) converge in the J1 topologies onX and Y , respectively,
there are compact sets KX and KY in X and Y such that xn(t) ∈ KX , and
yn(t) ∈ KY for all n and t ∈ [0, 1]. Therefore zn(t) ∈ K = KX ×KY for all n and
t ∈ [0, 1]. We need to control uniformly the D[0, 1] modulus of continuity ωh(zn(·))
of zn(t) = (xn(t), yn(t)) where
ωh(z(·)) = sup
t1,t2:|t1−t2|≤h
inf
τ∈(t1,t2)
max[∆(t1,τ)(z(·)),∆(τ,t2)(z(·))]
and
∆(a,b)(z(·)) = sup
t,s∈(a,b)
d(z(t), z(s))
is the oscillation of z(·) in the interval (a, b). We can take d(z1, z2) = d1(x1, x2) +
d2(y1, y2) where d, d1, d2 are the metrics in Z,X, Y respectively. Then with the
obvious definitions of ∆(a,b)(x(·)) and ∆(a,b)(y(·)),
ωh(z(·)) ≤ sup
t1,t2:|t1−t2|≤h
inf
τ∈(t1,t2)
max[∆(t1,τ)(x(·)),∆(τ,t2)(x(·))]
+ sup
t1,t2:|t1−t2|≤h
sup
τ∈(t1,t2)
max[∆(t1,τ)(y(·)),∆(τ,t2)(y(·))].
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The convergence of xn(·) and yn(·) in the corresponding J1 topologies guarantees
that
lim
h→0
lim sup
n→∞
[
sup
t1,t2:|t1−t2|≤h
inf
τ∈(t1,t2)
max[∆(t1,τ)(xn(·)),∆(τ,t2)(xn(·))]
+ sup
t1,t2:|t1−t2|≤h
inf
τ∈(t1,t2)
max[∆(t1,τ)(yn(·)),∆(τ,t2)(yn(·))]
]
= 0.
Since the jumps of xn(·) and yn(·) converge individually to the jumps of x(·) and
y(·) while x(·) and y(·) do not have any common jumps, for any ǫ > 0 there is a
δ > 0 such that all the jumps of xn(·) and yn(·) of size at least ǫ > 0 are uniformly
separated from one another by some δ = δ(ǫ) > 0 . We can now estimate the D[0, 1]
modulus continuity of zn(·). If h < δ any interval of length h will have at most one
jump of size larger than ǫ. Therefore of the two components xn(·) and yn(·) only
one of them can have a jump larger than ǫ. If yn(t) does not have a jump of size
larger than ǫ in (t1, t2) and |t2 − t1| < h then
supτ∈(t1,t2)max[∆(t1,τ)(yn(·)),∆(τ,t2)(yn(·))] ≤ ∆(t1,t2)(yn(·))
≤ 2 infτ∈(t1,t2)max[∆(t1,τ)(yn(·)),∆(τ,t2)(yn(·))] + ǫ
Therefore
lim
h→0
lim sup
n→∞
ωh(zn(·)) = 0
and we are done. 
7.2. Corollary. (i) If xin converge to x
i, i = 1, ..., d in the J1 topology on
D([0, 1];Xi), where Xi are Polish spaces, and for any pair i 6= j the limits x
i and
xj have no common jumps, i.e the discontinuity points Ul = {t : x
l(t− 0) 6= xl(t})
for l = i and l = j are disjoint, then as n → ∞ the d-vector functions
{xin, i = 1, ..., d} converge to {x
i, i = 1, ..., d} in the J1 topology of the product
space D([0, 1];
∏d
i=1Xi).
(ii) Let xin and x
i satisfy conditions of (i) with Xi = R
q, i = 1, ..., d for some in-
teger q ≥ 1. Then
∑d
i=1 x
i
n converges in the J1 topology of D([0, 1];R
q) to
∑d
i=1 x
i.
(iii) Let {Pn, n ≥ 1} be probability measures on D([0, 1];
∏d
i=1Xi), where Xi, i =
1, ..., d are the same as in (i), and suppose that the marginals on D([0, 1];Xi), i =
1, ..., d of Pn’s converge weakly with respect to the J1 topology while the joint finite
dimensional distributions of Pn converge on D([0, 1];
∏d
i=1Xi) to a limit P . If P al-
most surely the components of d-vector functions (x1(t), ..., xd(t)) have no common
jumps pairwise then Pn weakly converges to P as n→∞ in the J1 topology.
While considering real valued random variables in the domain of attraction of a
stable law it is natural to consider tail behavior of the form
(7.1) lim
T→∞
Tα(lnT )−kP [±X ≥ T ] = c±.
If X is Rd valued then a tail behavior similar to the one dimensional case above
will be to require that for every continuous function f on the unit sphere Sd−1 the
limit
(7.2) lim
ρ→∞
ρα(ln ρ)−kE
[
1|X|≥ρf
( X
|X |
)]
=
∫
Sd−1
f(s)ν(ds)
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exists where ν is a finite nonnegative measure on Sd−1. To make the connection we
need only to think of S0 as ±1 and ν({±1}) = c±. The following result essentially
coincides with Theorem 3.6 of [13] but for readers’ convenience we provide its proof
here.
7.3. Lemma. The relation (7.2) holds true for every bounded continuous f on Sd−1
if and only if
(7.3) lim
ρ→∞
ρα(ln ρ)−kE[W (
X
ρ
)] =
∫
Sd−1
∫ ∞
0
W (sr)
αν(ds) dr
r1+α
for every W from the space W of bounded continuous functions satisfying (2.2).
Proof. In (7.2) we can replace ρ by ρz with z > 0, to get
lim
ρ→∞
ρα(ln ρ)−kE
[
1 |X|
ρ
≥z
f
( X
|X |
)]
=
1
zα
∫
Sd−1
f(s)ν(ds)
=
∫
Sd−1
f(s)ν(ds)
∫ ∞
z
α
u1+α
du(7.4)
It is now easy to conclude that if V (r, s) is a continuous function of r > 0 and
s ∈ Sd−1 and for some δ > 0 it is identically 0 if r ≤ δ then
lim
ρ→∞
ρα(ln ρ)−kE
[
V (
|X |
ρ
,
X
|X |
)
]
=
∫ ∞
0
∫
Sd−1
V (u, s)ν(ds)
α
u1+α
du.(7.5)
We now take V (r, s) =W (rs) and obtain (7.3). To control the contribution near 0
for W ∈ W we denote by R(x) the tail probability P [|X | ≥ x] and obtain
ρα(ln ρ)−kE[W (Xρ )1 |X|
ρ
≤δ
] ≤ Cρα(ln ρ)−kE[(X
2
ρ2 )1 |X|
ρ
|≤δ
]
= Cρα−2(ln ρ)−kE[X21|X|≤δT ] = −CT
α−2(lnT )−k
∫ δρ
0
x2dR(x)
≤ Cρα−2(ln ρ)−k
∫ δρ
0 2 xR(x) dx
≤ Cρα−2(ln ρ)−k
∫ δρ
0
x(1 + x)−α(ln(2 + x))kdx ≤ Cδ2−α
is uniformly controlled because α < 2. Finally to go from (7.3) to (7.2), we take
W (x) = 1[1,∞](x)f(
x
|x|) which can be justified by approximating 1[1,∞] by contin-
uous functions. 
7.4. Remark. Let {Xn} be a sequence of independent and identically distributed
random vectors in Rd that satisfy (7.3). Let
SN (t) =
∑
1≤n≤Nt
Xn
and
(7.6) ΞN (t) =
1
bN
[SN (t)−NtaN ]
where the normalizer bN is given by
bN = N
1
α (
lnN
α
)
k
α
and the centering aN is given by
aN = E
[ b2NX1
b2N + |X1|
2
]
.
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Then, according to standard limit theorems for sums of independent random vectors
(see, for instance, [14] and Section 7.2 in [13]), the processes ΞN (t) converge in the
Skorokhod J1 topology on D[[0, T ];R
d] to a limiting stable process Ξ with the
characteristic function of the increments Ξ(t)− Ξ(s) given by
(7.7) E[ei<ξ,Ξ(t)−Ξ(s)>] = exp[(t− s)ψ(ξ)]
where
ψ(ξ) =
∫
Rd\{0}
[ei<ξ,y> − 1−
i < ξ, y >
1 + |y|2
]µ(dy)
=
∫
Sd−1
∫ ∞
0
[ei<ξ,sr> − 1−
i < ξ, sr >
1 + |r|2
]
ν(ds)dr
r1+α
It follows that if ν is concentrated on axes then components of the process X(t) are
independent. The proof relies on the calculation
lim
N→∞
N ln[E[ei<ξ,X
′
N>]] = ψ(ξ)
where X ′N =
1
bN
[X1 − aN ].
7.5. Remark. The basic assumptions involved in proving the convergence to the
stable process with independent increments is independence of the random vari-
ables, a common distribution with the correct tail behavior that puts them in the
domain of attraction of the stable distribution with Le´vy measure ν(ds)drr1+α on R
d.
It is possible that we have a random vector in which two components are not in-
dependent but in the limiting distribution they become independent. If the Le´vy
measure is ν(ds)drr1+α , then for R
d to split as a sum ⊕Vj with components of the ran-
dom vector corresponding to different Vj being mutually independent it is necessary
and sufficient that ν is supported on the union of the subspaces Vj . In other words
ν[|xj | > 0, |xj′ | > 0] = 0 where x =
∑
xj is the natural decomposition of x into
components from {Vj}. This requires that
lim
ρ→∞
ρα(ln ρ)−kP{|X1j| > ρ, |X1j′ | > ρ} = 0
for any j 6= j′ where X1 = (X11, X12, ..., X1d) and X1 is the same as in Remark 7.4.
7.6. Remark. Let {Xn} be as in Remark 7.4 and T be a linear map R
d → Rm.
Then the process
YN (t) = TΞN(t) =
∑
1≤n≤Nt
1
bN
(TXn − TaN)
will, after normalization, converge to Y (t) = TΞ(t), a process with independent
increments given by
E[ei<ξ
′,Y (t)−Y (s)] = exp[(t− s)[i < γ, ξ′ > +ψ′(ξ′)]]
where
ψ′(ξ′) =
∫
Rm\{0}
[ei<ξ
′,s′r> − 1−
i < ξ′, sr >
1 + |r|2
]
ν′(ds′)dr
r1+α
and
γ′ =
∫
Rd
[
T (sr)
1 + |T (sr)|2
−
T (sr)
1 + |r|2
]
ν(ds)dr
r1+α
.
The amount by which the process needs centering is only unique up to a constant
and this requires us to make the adjustment with the term γ′t which is the difference
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between two possibly infinite terms. It is not hard to see that as N →∞, bN →∞
and by the bounded convergence theorem, aNbN → 0.
In Section 5 we proved convergence of the finite dimensional distributions to a
stable Le´vy process, by appealing to [16]. This required a rearrangement of the
monomial terms, that make up the polynomial. The new process converged in J1
topology. If condition (7.13) below were satisfied then the rearrangement was not
needed and the original process converged in the J1 topology. We provide here an
alternate proof that does not require this modification, but yields directly finite
dimensional convergence for stationary ℓ dependent sums as well as convergence in
J1 topology under the additional assumption (7.13).
Let H be a finite dimensional Euclidean space and {Xi, i ≥ 1} be a stationary
sequence of H valued random variables that are ℓ-dependent and have regularly
varying heavy tails with an index α ∈ (0, 2) and a Le´vy measure M , i.e. (7.2)
holds true with X = X1 and ν = M . We will assume that for d = 2ℓ − 1 and all
f ∈ W(Hd),
(7.8) lim
N→∞
NE[f(
X1
bN
, . . . ,
Xd
bN
)] =
∫
Hd
f(x1, . . . , xd)M
d(dx).
Observe that when the stationary ℓ-dependent sequence of random vectors above is
obtained in the framework of Theorem 2.3 then relying on Lemma 4.1 and Corollary
4.4 we see that the condition (7.8) is automatically satisfied.
7.7. Lemma. Suppose that (7.8) holds true. Then for any integer k ≥ 1 the limit
(7.9) lim
N→∞
NE[f(
X1
bN
, . . . ,
Xk
bN
)] =
∫
Hd
f(x1, . . . , xk)M
k(dx)
exists and Mk can be computed from Md.
Proof. If for k > d the limits do not exist then because of stationarity we can always
select a subsequence such that the limits exist for all values of k and f ∈ W(Hk)
and we will continue to denote corresponding limiting measures by Mk. If we can
recover Mk from Md, then all subsequences will have the same limit and hence
the limit as N → ∞ will exist. For −∞ < a ≤ b < ∞ with b − a ≤ 2ℓ − 2,
J = {i : a ≤ i ≤ b} will be of size at most 2ℓ − 1 and the limits MJ on HJ will
exist and be translation invariant. For any partition of J into disjoint subsets A
and B we can write HJ\{0} as the disjoint union
HJ\{0} = ∪A∈A(J)H
J
A
where A(J) = {A : (A,B) ∈ P(J)} and P(J) is the set of partitions with nonempty
A and
HJA = {x ∈ H
J : xi 6= 0 ∀ i ∈ A; xi = 0 ∀i ∈ B}.
We can write MJ =
∑
A∈A(J)M
J
A, where M
J
A is the restriction of M
J to HJA. By
the ℓ dependence we obtain that if |i − j| ≥ ℓ then for any δ > 0
lim
N→∞
NP [|Xi| ≥ δbN , |Xj| ≥ δbN ] = 0
which in turn implies that MJ [xi 6= 0, xj 6= 0] = 0 whenever i, j ∈ J and |i− j| ≥ ℓ.
Any set A ∈ A(J) can be ordered a1 < a2 < . . . ar and integers r, and σi = ai+1−ai
for i = 1, . . . , r−1 determine A up to a translation. Set sp(A) = 1+σ1+ · · ·+σr =
ar − a1 + 1. Then M
J
A = 0 unless sp(A) ≤ ℓ. For any A consider the extended
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interval Â = {ar − ℓ + 1 ≤ i ≤ a1 + ℓ − 1}. It is the set of integers j such that
|j − i| ≤ ℓ − 1 for all i ∈ A. In particular MJA is determined by M
Â
A if J ⊃ Â. We
write
MJ =
∑
A∈A(J)
MJA =
∑
A∈A(J)
Â⊂J
MJA +
∑
A∈A(J)
Â6⊂J
MJA.
Since MJ determines MJA it determines alsoM
Â
A if Â ⊂ J . If Â 6⊂ J we can replace
J by I = J ∪ Â and
MJA =
∑
B⊃A
M IB =
∑
B⊃A
M B̂B
Clearly,M B̂B = 0 unless sp(B) ≤ ℓ and so sp(B̂) ≤ 2ℓ−1. By translation invariance
all these measures are determined by M2ℓ−1. 
Sets with sp(A) ≤ ℓ can be characterized by r and a1 < a2 . . . < ar with
ar − a1 ≤ ℓ − 1 and up to a translation by r and σi ≥ 1 for i = 1, . . . , r − 1 with∑r−1
i=1 σi ≤ 1. We map H
Â into H by x =
∑
i∈Â xi and the push forward of the
measure M ÂA is denoted by M
r,{σi} on H . Let
(7.10) M∗ =
∑
r,σ1,...,σr
M r,{σi}.
For each r, {σi} we set
γr,{σi} =
∫
HÂ
[ ∑
i∈A xi
1 + |
∑
i∈A xi|
2
−
∑
i∈A
xi
1 + |xi|2
]
M ÂA (dx)
and let
γ =
∑
r,{σi}
γr,{σi}.
We note that γ1,{σi} = 0 because A contains only one integer.
7.8. Theorem. Under the condition (7.8) the finite dimensional distributions of
the process
(7.11) ξN (t) =
∑
1≤i≤Nt
1
bN
[Xi − aN ]
converge weakly to those of a stable process with the logarithm of its characteristic
function at time t given by
(7.12) logψt(u) = it〈γ, u〉+ t
∫
H
[ei〈u,x〉 − 1−
i〈u, x〉
1 + ‖x‖2
]M∗(dx)
where M∗ is computed from Md as in (7.10). In addition, if for all i 6= j
(7.13) lim
N→∞
NP [|Xi| ≥ δbN , |Xj| ≥ δbN ] = 0
then there is no need in the assumption (7.8) as (7.9) automatically holds true for
any integer k ≥ 1 and the weak convergence as N → ∞ of the processes ξN takes
place in the J1 topology. Furthermore, in the latter case M
∗ =M .
Note that since aNbN → 0 as N →∞, (7.13) is equivalent to
lim
N→∞
NP [|Xi − aN | ≥ δbN , |Xj − aN | ≥ δbN ] = 0
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Proof. Let k be an integer that will eventually get large. To exploit ℓ dependence
we want to sum over blocks of size k and leave gaps of size ℓ− 1. We divide the set
of positive integers into blocks of size k+ ℓ− 1. B(r) = {i : (r− 1)(k+ ℓ− 1)+ 1 ≤
i ≤ (r− 1)(k+ ℓ− 1)}. Each B(r) consists of the initial segment B+(r) of length k
and the gap B−(r) of size ℓ− 1. Z+ = ∪rB
+(r) and Z−(r) = ∪rB
−(r). We define
ξkN (t) =
1
bN
∑
1≤i≤Nt
i∈Z+
[Xi − aN ]
and
ηkN (t) =
1
bN
∑
1≤i≤Nt
i∈Z−
[Xi − aN ]
so that ξN (t) = ξ
k
N (t) + η
k
N (t). It follows from Lemma 6.2 considered with Xi’s in
place of Yi(θ)’s (as the proof in this lemma does not rely on a specific monomial
form of summands there) that for any ǫ > 0,
(7.14) lim
k→∞
lim sup
N→∞
P [ sup
0≤t≤T
|ηkN (t)| ≥ ǫ] = 0
It is enough to show that for fixed k the limit theorem is valid for ξkN (t) as N →∞.
We can then let k →∞ similarly to the end of Section 6. We denote the block sums
by Yi =
∑
j∈B+(i)Xj and observe that Y1, Y2, ... are i.i.d. by the ℓ-dependence and
stationarity. Then
(7.15) ξkN (t) =
1
bN
∑
j:j(k+ℓ−1)≤Nt
[Yj − kaN ] +
1
bN
∑
i∈I(t)
[Xi − aN ] = ζ
k
N (t) +R
k
N (t)
where I(t) is an incomplete block at the end. If we want to show convergence of
finite dimensional distributions to the Le´vy process given by (7.10) we need to show
that
lim
k→∞
lim
N→∞
N
k
E[f(
X1 + · · ·+Xk
bN
)] =
∫
H
f(x)M∗(dx).
In order to complete the proof of finite dimensional convergence we need to check
only that for each fixed t the second term in (7.15) is negligible in probability.
Since k is fixed and N → ∞ this is obvious. The tails behavior of X1+···+XkbN is
given by the image of Mk by the map x1 + x2 + · · · + xk → x of H
k → H . Since
Mk =
∑
AM
k
A and they are 0 unless sp(A) ≤ ℓ, averaging over translations of A,
ignoring a few terms at the ends, produces as k → ∞, M∗ for the Le´vy measure.
The effect of the gap is a factor of kk+ℓ−1 that multiplies M
∗ which tends to 1
as k → ∞. Any partial block consists of a sum of at most k terms of XibN and is
negligible for large N . So is aNbN .
Next, we need to verify the centering. We use the truncated mean x1+|x|2 which
then appears in the representation as a counter term in the integrand
(7.16)
∫ [
ei<ξ,x> − 1−
∑
j
i ξj xj
1 + |xj |2
]
M ÂA (dx)
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But when we push forward the measure M Â from HÂ → H by taking the sum
y =
∑
i∈A xi we end up with∫ [
ei ξ y − 1−
i ξ y
1 + |y|2
]
M r,{σi}(dy)
=
∫ [
ei ξ y − 1−
i ξ
∑
i xi
1 + |
∑
i xi|
2
]
M ÂA (dx)(7.17)
The difference between the two counter terms in (7.16) and (7.17) is γr,{σi} and it
adds up to
γ =
∑
r,{σi}
γr,{σi}
which appears outside of the integral in (7.12) and does not influence the limiting
measure M∗.
Now, if the condition (7.13) is satisfied then convergence in the J1 topology fol-
lows from Proposition 5.1 obtained in [16] as a corollary of a more general result
but we will still give an alternative direct proof below. Since convergence of finite
dimensional distributions was already obtained above it remains to establish tight-
ness of the processes ξkN , N ≥ 1 and the conclusion of the proof is similar to Section
6 by letting k → ∞. Observe though that the convergence of finite dimensional
distributions was established above under the condition (7.8) while we claim that
(7.13) already implies (7.8), and so we discuss this issue first.
Set m =dimH and let Zi = (Xj , j ∈ B
+(i)) be mk-dimensional random vectors
whose m-dimensional components are Xj ’s and their sum amounts to Yi. The
random vectors Zi, i = 1, 2, ... are i.i.d. and in view of (7.13) we conclude by
Lemma 4.1 that they have regularly varying tails and, in particular, that (7.8)
holds true. Thus by [14] (or by Section 7.2 in [13]) the vector process
ΨkN(t) =
1
bN
∑
i: i(k+ℓ−1)≤Nt
(
Xj − aN , j ∈ B
+(i)
)
converges weakly in the J1 topology as N →∞ to a vector Le´vy process. Consid-
ering the linear map (x1, ..., xk) −→ x1 + · · · + xk of H
k to H we see by Remark
7.6 that
ζkN (t) =
1
bN
∑
i: i(k+ℓ−)≤Nt
(Yi − kaN )
also converges weakly in the J1 topology asN →∞ to a corresponding Le´vy process
which implies also tightness of the sequence of processes {ζkN , N ≥ 1}.
Now, we just need to make sure that the summation that has been carried out
over blocks Y = X1+· · ·+Xk will still allow us to derive tightness in the J1 topology
of the processes ξkN which amounts to boundedness and modulus of continuity
estimates (see, for instance, [10], Theorem 3.21 in Ch.VI). The J1 tightness of
processes {ζkN , N ≥ 1} explained above yields estimates of D[0, T ] modulus of
continuity of these processes in the following form.
For any ǫ > 0, η > 0, there is a θ > 0 and a set ∆(N, θ, ǫ) such that
lim sup
N→∞
P [∆(N, θ, ǫ)] < η
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and on the complement [∆(N, θ, ǫ)]c, given any u, v with |u− v| < θ, either
(7.18) sup
Nu
kℓ
≤j≤Nv
kℓ
|
1
bN
∑
Nu
kℓ
≤r≤j
(Yr − kaN )| < ǫ
or there is an integer q such that Nu ≤ q ≤ Nv and both
(7.19) sup
Nu
kℓ
≤j≤q−1
|
1
bN
∑
Nu
kℓ
≤r≤j
(Yr − kaN)| < ǫ
and
(7.20) sup
q+1≤j≤Nv
kℓ
|
1
bN
∑
q+1≤r≤j
(Yr − kaN )| < ǫ
where for brevity we set kℓ = k + ℓ − 1. We need a similar estimate for ξ
k
N (t) the
process of partial sums of { 1bN [Xi− aN ]}. From (7.13), we can assume that for any
η > 0, δ > 0, there is a θ > 0 such that
lim sup
N→∞
P [F (N, θ, δ)] < η
where
F (N, θ, δ) = ∪i,j:|i−j|≤Nθ{||Xi − aN ] ≥ δbN & |Xj − aN | ≥ δbN}.
Suppose Y = X1+ · · ·Xk is the sum over a block. On [FN,θ,δ]
c, if some |Xi−aN | ≥
δbN , then |Xj − aN | ≤ δbN for j 6= i and therefore
|Xi − aN | ≤ |Y − kaN |+
∑
j:j 6=i
|Xj − aN | ≤ |Y − kaN |+ (k − 1)δbN
In particular, if |Y − kaN | ≤ ǫbN then sup1≤i≤k |Xi − aN | ≤ ((k − 1)δ + ǫ)bN . On
the other hand, if |Y − kaN | ≥ ǫbN then |Xi− aN | ≥
ǫ
k bN for some i. If δ ≤
ǫ
k then
|Xi − aN | ≥ δbN and on [F (N, θ, δ)]
c, for j 6= i, |Xj − aN | ≤ δbN .
Now we can estimate the D[0, T ] modulus of continuity of the ξkN process. Let
θ be small enough and |i− j| < Nθ. Then there are blocks B+(ri) and B
+(rj) to
which i and j belong. We consider the rescaled partial sums of the process Yr in
the interval ri ≤ r ≤ rj . We restrict ourselves to the set [∆(N, θ, ǫ)]
c. Suppose the
alternative (7.18) holds. In particular |Yr − kaN | ≤ ǫbN for every r in the range.
Any Xq belonging to any of the blocks will satisfy
1
bN
|Xq − aN | ≤ (ǫ + (k − 1)δ).
Therefore the analog of (7.18) holds and
(7.21) sup
i≤q≤j
|
1
bN
∑
i≤r≤q
(Xq − aN )| < ǫ+ k(ǫ + (k − 1)δ) = fk(ǫ, δ)
which goes to 0 with ǫ and δ.
Suppose the alternatives (7.19) and (7.20) hold. This provides us a block B+(q).
Suppose 1bN |Yq−kaN | < ǫ we are in the previous situation of (7.18) with 3ǫ replacing
ǫ. If 1bN |Yq−kaN | > ǫ and δ <
ǫ
k , there is a q′ in the block with
1
bN
|X ′q−aN | ≥ δbN .
On [F (N, θ, δ)]c, for any q′′ 6= q′ in B+(q), 1bN |X
′′
q −aN | ≤ δbN , and combined with
(7.19) and (7.20) this proved the modulus of continuity estimate for the process
ξkN (·) in the J1 topology. Now the tightness follows (see Theorem 3.21, Ch.VI in
[10]) since we obtain also uniform boundedness in probability of processes ξkN from
the corresponding result for normalized sums ζkN of independent blocks together
with the above estimates.
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As mentioned above, letting k →∞ similarly to the end of Section 6 we obtain
weak convergence in the J1 topology of processes ξN to a Le´vy process with the
measure M∗. Finally, we observe that under the condition (7.13) the right hand
side of (7.10) contains only r = 1, and so M∗ =M , completing the proof. 
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