Variable selection for high dimensional data has recently received a great deal of attention. However, due to the complex structure of the likelihood, only limited developments have been made for time-to-event data where censoring is present. In this paper, we propose a Bayesian variable selection scheme for a Bayesian semiparametric survival model for right censored survival data sets. A special shrinkage prior on the coefficients corresponding to the predictor variables is used to handle cases when the explanatory variables are of very high-dimension. The shrinkage prior is obtained through a scale mixture representation of Normal and Gamma distributions. Our proposed variable selection prior corresponds to the well known lasso penalty. The likelihood function is based on the Cox proportional hazards model framework, where the cumulative baseline hazard function is estimated using a discrete gamma process. We assign a prior on the tuning parameter of the shrinkage prior and adaptively control the sparsity of our model. The primary use of the proposed model is to identify the important covariates relating to the survival curves.
Introduction
In many microarray experiments, a major objective is to find a subset of genes, which are strongly correlated with the survival time (or the time to events of interest). The identified genes in the subset are then used to build a predictive model, which allows us to predict the survival times for new patients. The survival prediction based on discovery of the relationship between the survival time and gene expression profile could help medical doctors to make good prognoses and accurate diagnosises, and determine appropriate treatment procedures.
There are several aspects of the microarray data analysis with survival time which requires special attention. First, survival times are typically incomplete or censored. Due to the time limit or cost considerations, the investigator may terminate the study before all patients realize the event of interest. Second, owing to the nature of microarray gene expression data such as the diffuse large B-cell lymphoma (DLBCL) of Rosenwald et al.(2002) , it is naturally presumed that the number of genomic covariates (p) exceeds the number of subjects (n). In recent studies of variable selection given these conditions most of the proposed methods used Cox's proportional hazards model with a prior dimension reduction (Bair et al., 2006) or with a penalty function (Tibshirani, 1996) .
In the proportional hazards model (Cox, 1972) , the hazard rate for the survival time T of a subject with covariate vector x = (x 1 , ..., x p ) can be expressed as h(t|x) = h 0 (t) exp(x β),
where β = (β 1 , ..., β p ) is a vector of p regression parameters, and h 0 (t) is unspecified arbitrary baseline hazard function. When n > p, estimates of β can be obtained by maximizing the partial likelihood (Cox, 1975) ,
where R k is the set of indices of subjects at risk at time t k − 0, and D is the set of indices of the failure times. However, the solution that maximizes (2) is not unique for the cases when p n.
One possible way of solving this problem is by including a penalty or a regularization term into the model. Verweij and van Houwelingen (1994) proposed a L 2 penalized Cox regression model, where estimates of the regression parameters are obtained by maximizing the penalized log partial likelihood l(β)−λ p j=1 β 2 j . (where l(β) is the log partial likelihood from (2)). The p j=1 β 2 j is the L 2 -penalty function and λ is the tuning parameter, which determines the amount of shrinkage.
In a comparative study by Bøvelstad et al. (2007) , the L 2 -penalty (ridge regression) method was shown to have the best overall prediction performance among methods they considered for the Cox regression model. However, the L 2 -penalty or ridge regression do not give a sparse solution.
To achieve sparsity, Tibshirani (1996) introduced the lasso penalty based on the L 1 -norm.
Lasso shrinks the regression coefficients toward zero by imposing a penalty on their absolute values and hence achieves sparsity. Based on this, Tibshirani (1997) suggested a penalized log partial likelihood l(β) − λ p j=1 |β j |. (Notations are same as before). However, lasso can select at most n variables. For gene expression microarray data sets, where the number of covariates (p) is very large and the number of subjects (n) is limited this may be a problem. Realistically, if the number of truly relevant genes is more than n lasso will fail to identify them. In similar studies Gui and Li (2005) proposed LARS-Cox procedure to obtain solution for the Cox model with L 1 -penalty in the setting of very high-dimensional covariates. Adapting ideas from dimension reduction and penalized regression, Bair el al. (2006) proposed supervised principal components regression (SPC). More recently Tibshirani (2009) proposed Cox univariate shrinkage (CUS) estimator, which under the assumption of feature independence, obtains a simple estimate through a set of one-dimensional maximizations with the lasso penalty. The CUS estimator is the maximizer of the penalized partial log-likelihood,
where g j (β) ≡ K k=1 (x kj β j − log m∈R k exp(x mj β j )), K is the number of distinct failure times, and λ ≥ 0 is the tuning parameter.
Variable selection under the Bayesian framework traditionally has been done using the SSVS (Stochastic Search Variable Selection) procedure proposed by George and McCulloch (1993) .
In this procedure, after identifying the promising subsets of variables by their higher posterior probability, Gibbs sampling is used for the further identification. The SSVS type of techniques are also adopted in discrete response models (Lee et al. 2003; Tadesse et al., 2005) . In more recent years Chakraborty et al. (2007) and Chakraborty (2009) extended Bayesian gene selection in non-linear binary and multiclass problems. Annest, A. et al. (2009) developed the iterative Bayesian Model Average (BMA) algorithm for the application of survival analysis to microarray data. However, iterative BMA cannot select more than the size of the BMA window (maximum 30). This could be problematic if there exist 31 or more relevant variables.
Under the Bayesian framework the lasso estimate can be viewed as a Bayesian posterior mode estimate under independent Laplace priors for the regression parameters. The Laplace distribution can be expressed as a scale-mixture of normals with a gamma mixing density (Andrews and Mallows, 1974) ,
where a > 0. priors in a hierarchical Bayesian model. Based on this scale mixture representation (4) Park and Casella (2008) proposed a full hierarchical Bayes method for variable selection and estimation for linear regression model.
In this paper, we extend the idea of Bayesian lasso to the Cox proportional hazards model for survival data in the situation where there are many more genomic variables than subjects. In our proposed model, we adopt the grouped data likelihood (Burridge, 1981) , where the cumulative baseline hazard function is modeled nonparametrically by a discrete gamma process (Kalbfleish, 1978) . A big merit of our approach is that the regression coefficients and the baseline hazard can be jointly modeled and estimated via MCMC method. Furthermore, grouped data likelihood will help us to suitably handle grouped survival data or survival data with many failure time ties. We construct the Bayesian hierarchical model with lasso-type shrinkage prior based on the scale mixture representation of Laplace distribution. In our approach the tuning parameter is controlled adaptively by assigning a prior on it. The proposed model is shown to be better than existing methods in terms of variable selection and prediction accuracy.
The rest of the paper is organized as follows. In Section 2, we introduce and describe our
Penalized semiparametric Bayesian Cox model (PSBC). In Section 3 we give a step by step MCMC algorithm to fit our model. In Section 4, we present simulation studies and compare the performance of our proposed model against several competing methods like CUS, SPC, and iterative BMA. In Section 5, we illustrate the performance of our method on real-life data sets.
In Section 6, we provide some discussion and the possible future direction of research. The proof regarding the unimodality of our posterior is given in the Appendix.
Penalized Semiparametric Bayesian Cox Model (PSBC)
Suppose a data set consists of n subjects. For the i th subject we record the survival time t i , covariates x i = (x i1 , . . . , x ip ) , and the right censoring indicators c i . We denote the survival times from all n subjects by T = (t 1 , . . . , t n ) and the n × p covariance matrix by X. Under the Cox model (1), the joint survival probability of n subjects given the matrix of covariates X is given by
where H 0 (t) is the cumulative baseline hazard function. There are several types of nonparametric prior processes we can consider for the baseline hazard or cumulative hazard function in the Cox model. One of the most popular choice in semiparametric Bayesian survival analysis is a gamma process. In model (5) we can assign the gamma process prior for the cumulative baseline hazard function H 0 (t) (Kalbfleish, 1978) as follows.
where H * (t) is an increasing function with H * (0) = 0, and c 0 is a positive constant. The specified H * can be viewed as an initial guess at H 0 and c 0 is a specification of weight or confidence attached to that guess. In general, H * is taken as a known parametric function such as exponential or
Weibull distribution. For example, if H * corresponds to the Weibull distribution, then H * (t) = η 0 t κ 0 , where (η 0 , κ 0 ) is a specified vector of hyperparameters. The values of hyperparameters should be carefully selected to avoid the convergence or floating problem in MCMC sampling.
However, Burridge (1981) showed that using grouped data lead to more satisfactory results than by using continuous data. On top of that, we also know that the occurrence of grouped data is quite usual in practice. In this section we will construct our model based on the group data likelihood (Ibrahim et al., 2005, chapter 3.2.2) .
In order to construct the grouped-data likelihood, let us consider a finite partition of the time axis, 0 = s 0 < s 1 < s 2 < ... < s J , with s J > t i for all i = 1, ..., n. Then, we have J disjoint intervals, I j = (s j−1 , s j ] for j = 1, 2, ..., J. The survival time t i of the i th subject falls in one of those J disjoint intervals. We assume that the observed data D = (X, R j , D j : j = 1, 2, ..., J) is available as grouped within I j 's. The R j and D j are the risk sets and the failure sets corresponding to the j th interval I j . Here, X is the n × p matrix of covariates with i th row x i denoting the usual vector of predictors for the i th subject. We also assume that the x ij s are standardized so that i x ij /n = 0 and i x 2 ij /n = 1. Let h j denote the increment in the cumulative baseline hazard in the interval I j , as follow
The gamma process prior in (6) implies that the h j follows independent gamma distribution, that is
where α 0j = c 0 H * (s j ). Therefore, the conditional probability of the i th subject failing in the interval I j is given by
where h = (h 1 , h 2 , ..., h J ) . This leads to our grouped data likelihood function (Ibrahim et al., 2005 , chapter 3.2.2)
where 
The regression coefficients β = (β 1 , ..., β p ), plays a major role in selecting the covariates in the model (10). So we introduce a prior that will results in shrinkage and automatic variable selection in our model. Note that, the |β j | in lasso penalty is proportional to the (minus) log-density of Laplace distribution. Laplace prior (11) for the regression coefficients is given by,
The Laplace distribution puts more probability mass near zero and in its tails. Therefore, we can expect that the prior (11) will bring about the posterior estimates (mode), which are either 0 or large as the lasso. This ensures us a sparse solution. For unimodality reason(Appendix A) instead of (11) we use the conditional Laplace prior of the form (Park and Casella, 2008) ,
A noninformative marginal prior π(σ 2 ) = 1/σ 2 is assigned on σ 2 . The hierarchical representation of the Bayeisan lasso with prior (12) can thus be obtained by utilizing the representation of the Laplace distribution as a scale mixture of normals with an exponential mixing density as described in (4). Combining (4), (8), (10), and (12), the hierarchical representation of our full model can be described as,
The λ is a tuning parameter, which controls the sparsity of our model. Large value of λ will induce higher sparsity. In general, the tuning parameter of the ordinary lasso is chosen by crossvalidation or generalized cross-validation (Tibshirani, 1996) . Likewise, the tuning parameter for Bayesian lasso can be selected using empirical Bayes approach which involves maximizing the marginal maximum likelihood estimates of hyperparameters (Casella, 2001; Park and Casella, 2008) . However, it requires a EM-algorithm type step within each MCMC iteration and hence computationally very slow for large p cases. We here use the hierarchical Bayes method of choosing λ with the help of a diffuse hyperprior on it (Park and Casella, 2008) . From (13), we can see that the tuning parameter λ enters in our model as λ 2 . Therefore, we assign gamma prior directly on λ 2 of the form
The r and δ are the shape and the rate parameters of the gamma distribution. To avoid mixing problems, r and δ should be determined such that the prior density (14) moves toward 0 relatively fast as λ 2 → ∞. At the same time, the prior (14) should be able to put a large enough probability mass near the maximum likelihood estimate and should be comparatively flat. One big advantage of using the full Bayes approach for λ is that it can be easily incorporated into our hierarchical model (13) structure and it does not affect the full conditional distribution of any other parameters.
Moreover, it is computationally less expensive than the empirical Bayes approach. This full
Bayesian approach results in adaptive selection of the tuning parameter λ. Therefore, the final joint posterior distribution about PSBC model can be written as,
where h = (h 1 , ..., h J ) and τ = (τ 2 1 , ..., τ 2 p ) .
Computational Scheme
In this section, we describe a MCMC algorithm to fit our PSBC model described in the previous section. The final output from the MCMC simulation is used for variable selection, parameter estimation, and prediction in our PSBC model. From the joint posterior distribution in (15) we derived full conditional posterior distributions for the model parameters (β, h, σ 2 , τ , λ 2 ). For the parameter β, the conditional posterior distribution does not have a standard form, so we use Metropolis-Hastings algorithm with an adaptive jumping rule. The conditional posterior distributions of other parameters have standard forms or can be well approximated by certain distribution, so Gibbs sampler can be used to get posterior samples. Our detailed step by step MCMC algorithm, the conditional distributions, and justifications are given as follows.
• Step 1. Start with initial values,
, σ 2(0) , and λ 2(0) . The index g denote the g th iteration, and set g = 1.
• Step 2. Update β by using Metropolis-Hastings algorithm with an adaptive jumping rule. The
where β (−j) denotes the β vector without the j th element.
The conditional posterior π β | h, σ 2 , τ , λ 2 , D is log-concave in β, so the derivative-free adaptive rejection sampling (ARS) (Gilks, 1992) could be an efficient way to sample from (16). We have also tested the adaptive rejection Metropolis sampling (ARMS) (Gilks et al., 1995) , available through R package HI. When we update one component of β at a time the ARMS reduces to ARS for log-concave densities. However, since available R code for ARMS enables multivariate updating for β, it is much faster than single-parameter updating. Three sampling methods, ARS, ARMS, and the usual Metropolis-Hastings algorithm are implemented for performance comparison. In simulation study, we learned that if p (number of covariates) is larger than 200 ARS does no better than the Metropolis-Hastings algorithm. It also turns out that, ARMS does not work properly for multivariate updating even with a moderate number of parameters (Gilks et al., 1995) . This is primarily because, constructing efficient proposal densities for high dimensional parameter vector is not an easy problem in ARMS. To overcome this, we designed a special random walk Metropolis-Hastings method with adaptive jumping rules to update the β parameter.
The most important factor in our MH-algorithm is to find out an efficient Metropolis jumping rule. We propose a simple adaptive jumping rule to force the pace of the algorithm. Let, µ β j denote the mean of the normal jumping kernel density. The µ β j is not adjusted until the proposal values are not accepted during many consecutive iterations. That means, µ β j is tuned only when the kernel density with µ β j proposes the optimal sample, β * j , which in turn results in almost highest posterior probability in (16) among all the proposals from it. It is fairly intuitive that, β * j is closer to the posterior mode of (16) than µ β j because (16) is log-concave function. Then we take a normal jumping kernel with mean equal to β * j for the next iteration. This simple idea of jumping rules is derivative free and thus speeds up the algorithm for the high dimensional parameter space. A graphical illustration of the jumping rules is shown in Figure 1 . The variance of the normal kernel is tuned to obtain reasonable acceptance rates.
Our Metropolis-Hastings algorithm for updating β is as follows,
(iii) Calculate the ratio of ratios:
(iv) Accept the proposal β
with acceptance probability min(r j , 1).
(v) Tune the mean and variance of the proposal distribution in step (ii) with the above aforementioned adaptive jumping rules and obtain µ 
have not produced accepted proposals during 20 consecutive iterations. (b) Then we take β * as the new mean for jumping density for next iteration g.
(vi) Stop if j = p. Otherwise set j = j + 1, and go to step (ii).
In Appendix A we provide a brief mathematical proof of the unimodality of the posterior distribution of β.
• Step 3. The original full conditional distribution for h j is,
However, (18) can be well approximated by the gamma distribution in (19) (See Chapter 3.2.2, Ibrahim et al., 2005) . So instead of (18) we sample from
for j = 1, ..., J, where d j is the number of subjects in the set D j . This direct sampling from (19) provides more efficient Gibbs sample scheme in our algorithm.
• Step 4. Full conditional of 1/τ 2 j is inverse-Gaussian, so we sample from
for j = 1, ..., p.
• Step 5. Since full conditional distribution of σ 2 is inverse-gamma, we draw a sample from
• Step 6. The full conditional for λ 2 is gamma so we sample from
• Step 7. Let M denote the number of posterior samples desired. If g < M , then g = g + 1, and go to
Step 2. Otherwise, go to the next step.
• Step 8. Calculate the posterior mean and median of β to obtain estimators.
It is worth noting that the posterior estimatesβ in our PSBC will be biased toward zero when the posterior estimate of the tuning parameter λ is large. Therefore, if the estimate of β is of primary interest, it is recommended to obtain the scaled estimate, given byγβ. This is done by fitting the single predictor γx i β in a Cox model on the data (see Tibshirani, 2009 ).
Nevertheless, Bayesian lasso formulation cannot shrink the β estimates to exact zeros. Therefore, for variable selection some thresholding is necessary. We arrange the absolute posterior estimates of β j in decreasing order, and compute BIC (23) of the sequentially entering each β j . From the plotted BIC curve we can easily find out the best set of covariates that should be included in the model. More clear illustration is given in the simulation studies (Section 4) and real data analyses (Section 5). Using the posterior samples, one can also calculate the credible intervals for each of β j and select the covariates that have significantly larger (or smaller) value than zero.
Simulation Study
We performed simulation studies to compare the performance of our PSBC with CUS, SPC, and iterative BMA in terms of prediction accuracy and variable selection. R packages, uniCox, superpc, and iterativeBMAsurv are used to implement CUS, SPC, and iterative BMA respectively. For accurate estimation with CUS, we set the nlam (the number of λ values to consider) option in uniCox as equal to p (the number of variables in the data set). The n.threshold (the number of thresholds to consider) option for SPC in superpc is also set as p. For iterative BMA, we set maxNvar as equal to p for p ≤ 25 and 25 otherwise. If maxNvar is larger than 25, iterative BMA gives an error due to the limitation as mentioned. Other user-specified input parameters, nbest and #top ranked variables to consider, in iterative BMA are set as 50
and p respectively.
Choice of the prior parameters (r, δ, κ 0 , η 0 , c 0 ), plays a crucial role in our PSBC model. For the prior on λ 2 in (14), we set r and δ such that the prior has the mean equal to 10 times thê λ 2 CU S (the cross validation estimate of λ from CUS). This formulation results in reasonable initial guess on λ 2 and gives relatively flat noninformative prior. We set η 0 and κ 0 so that the increasing function H * (t) looks similar to the Nelson-Aalen estimator of H 0 (t). This is to do with the fact that H * (t) is an initial guess at H 0 (t). For simulated data sets, clear separation of significant variables from insignificant ones is observed as the confidence parameter c 0 gets smaller. However, the convergence speed is quite slow if c 0 is kept too small. After examining the trace plots from all simulations with several choices of c 0 , we decided to use c 0 = 2 to get reasonably fast convergence and good performance of isolating the true non-zero predictors. Additionally, the intervals I j for the grouped data likelihood we considered should be carefully selected. We fixed J − 1 to be the number of uniquely ordered failure times from simulated data set so that one failure subject falls in each interval. A different choice of intervals may be necessary, especially when there are many failure observations in the data set.
To avoid any problem with multi-modality the posterior estimates of the parameters are calculated using two independent MCMC chains. Each chain ran for 10, 000 iterations with the first quarter as burn-in. We monitor the convergence of our MCMC chain through trace plots of the posterior samples and also by the Gelman and Rubin's diagnostic (calculated using R package coda).
As we have assigned continuous priors for β our posterior mean estimate does not give exact zeros. In this paper, we use the BIC thresholding techniques for our PSBC model. The absolute posterior estimates of β j are arranged in descending order, and then we compute the BIC values in a stepwise manner by sequentially adding important covariates in (23). The formula for BIC with j largest βs is written as
where l j (β (1:j) ) is the log maximized likelihood under a model M j that includes covariates corresponding to largest j |β j |-s given by (β (1:j) ), and l 0 (0) is the log likelihood under the null model. Volinsky and Raftery (2000) showed that BIC provides a closer approximation to twice the log Bayes fator when the number of events d, is used instead of n in (23). We calculated BIC based on both n and d, but decided to use n in (23) as it gave a little better result in variable selection. However, the difference in the BICs (computed using n and p) in our simulation is not very siginifant.
We design two different simulation scenarios, (i) covariates are independent of each other and
(ii) covariates are correlated among each other. The detailed description of our simulation settings is as follows:
• Simulation 1. We simulated Gaussian samples of size n = 100 with p = 20, 200, 500, and 1000 predictors. The pairwise correlation between the predictors x i and x j is denoted by C(x i , x j ) = ρ |i−j| . In this setting the correlation ρ = 0 is used to generate the data set. The survival time t is generated from an exponential distribution with rate parameter 1/ exp( p j=1 x j β j ). The censoring time is simulated such that 40% censoring is expected. We assume that only a randomly chosen 10 out of a total of p variables are correlated with the survival time. The 10 coefficients (β j ) corresponding to those significant x j -s are set equal to 4. The remaining coefficients (β j ) are set equal to 0. This simulation setting is quite similar to that of Tibshirani (2009) . The underlying true model is very sparse as p gets larger (p = 20, 200, 500, and 1000 predictors) and the variable selection becomes increasingly difficult.
• Simulation 2. The second scenario is same as the first one except ρ = 0.5 is used to generate the data set.
We randomly generate data under each combination of simulation setting and number of covariates 100 times. The variable selection capability of our model is judged by computing four operating characteristics based on the parameter estimates. They are true positive rate (TPR or sensitivity), true negative rate (TNR or specificity), positive predictive value (PPV), and negative predictive value (NPV). The formulas for these operating characteristics are as follows.
× 100 (%),
The T P denotes the number of significant variables correctly entered into a model. The T N denotes the number of insignificant variables correctly excluded from the model. On the other hand, F P and F N represent the number of irrelevant variables mistakenly entered into the model and the number of relevant variables mistakenly excluded from the model respectively. Ideally, In Table 1 and Table 2 we report the overall averages and standard deviations of these four measures for our PSBC, CUS, SPC, and iterative BMA. We also include the average number of variables selected by all methods. From Table 1 and 2, we can see that our PSBC model outperforms the competing methods in terms of variable selection accuracy. In almost all the cases our PSBC gives higher TPR, TNR, PPV, and NPV. As in our simulation studies we assume only 10 significant variables out of p, missing only one significant variable results in 10% lower TPR. On the other hand, 10% lower in TNR means including (p − 10) × 0.1 many insignificant variables into the model. Therefore, for the better assessment of the overall performance of variable selection, we also look at the PPV, NPV, and the number of selected variables. Our PSBC model consistently give higher PPV and NPV (Table 1 and Table 2 ) than all other competing methods. In the case of p = 1000 even though CUS and SPC tend to yield slightly higher TPR, but the average number of The receiver operating characteristic (ROC) curves for three fitting methods (CUS, SPC and PSBC) are provided as another criterion for evaluating the efficiency of variable selection. TPR and (1-TNR) were calculated to generate ROC curve after rearranging |β j | in descending order (same way we had computed the sequential BIC values). The ROC curves are given in Figure   2 and Figure 3 . Since the iterative BMA cannot assess the significance of a variable except for the top 25 variables selected, ROC curves for the cases when p > 25 cannot be completed for iterative BMA. Ideally the ROC curve resulted from a perfect variable selection is the straight lines that connect coordinates (0, 0), (0, 1), and (1, 1). Plotted graphs in Figure 2 and Figure 3 indicates that the ROC curve from our PSBC model is the closest to the ideal one. Therefore, we can convincingly say that our PSBC has a better variable selection capability than CUS and SPC in all simulation studies.
The BIC curves (averaged over 100 replications) for all the four fitting methods are computed based on the BIC values (23), and given in Figure 4 and Figure 5 . The lowest point on the average BIC curve corresponds to the best choice of covariates. From figures (4) and (5) we can see that, based on the BIC curve PSBC selects the correct number of covariates. On the other hand, only a very small subset of variables is chosen by CUS and SPC, giving rise to false negatives. Iterative BMA tends to selects more variables than necessary in simulation 1 and very few in simulation 2. This indicates if BIC is used as the sole criterion for thresholding (variable selection), CUS, SPC, and iterative BMA can produce sparse model like PSBC. However, the overall accuracy is compromised, as sparsity for CUS, SPC, and iterative BMA is achieved in the cost of many false negatives. Finally, our PSBC and the other three competing methods are also evaluated in terms of the prediction accuracy. Test sets of size n = 100 are generated (for all simulation scenarios) and the difference in test set deviance between a fitted model and the null model is computed using
where l (Rosenwald et al., 2002) seems working a little better than PSBC but performance of two methods are comparable. This validates the better prediction performance of our PSBC model.
Application to some real data sets
We applied our PSBC model along with CUS, SPC, and iterative BMA to three different real life data sets. A detail description of the data sets we used is given in Table 3 . In all three data sets we have more genetic covariates than the subjects (p n). In Data 1 (Norway/Stanford breast cancer data) and Data 3 (DLBCL data) the missing gene expressions are imputed by using 10-nearest neighbors in the space of genes. Each data set is randomly divided into training and test set 10 times. The number of patients used in the training and the test sets for each data is also provided in Table 3 . We calculated the difference in test set deviance (25) between the fitted model and the null model over 10 random splits as we sequentially include a gene (or a variable) into the model based on its significance as done in section 4. The significance is measured by the estimated |β j | for the corresponding gene. The average difference in test set deviance plot is given in Figure 8 . From Figure 8 we can see that our PSBC works best among the four prediction methods for all three data sets. Despite variability in sample size and covariate dimension from data set to data set, our PSBC consistently gives the best prediction performance.
For the microarray data such as Data 2 (Dutch breast cancer data)and Data 3 (DLBCL data), the difference in test set deviance plots for iterative BMA cannot be clearly seen as it cannot complete the curve (iterative BMA cannot select more than 25 genes). Therefore, we consider another model evaluation criterion to overcome this difficulty in comparison. The relationship 
where δ(t) is the event indicator at time t. Based on estimates from the training set we estimate the risk scores (prognostic index) f (X test ) = x testβtrain for subjects in the test set by using four fitting methods. The higher value of prognostic index is indicative of a disease. A ROC curve can be drawn at each time t and overall predictive performance can be assessed by the area under the curve (AUC). The larger AUC at time t indicates better predictability at that particular time point. The time-dependent AUCs for all three data sets are calculated and displayed in Figure   9 . For all three data sets, the AUC plot for our PSBC model is consistently above the plots for other competing methods, which indicates higher prediction performance of our PSBC.
Additionally the BIC curves for the data sets are also computed as done in Section 4. In Table   4 we report the number of genes selected by the four methods. For CUS and SPC, the optimal tuning parameters are obtained by 5-fold and 10-fold cross-validation respectively. For iterative BMA, user-specified parameters are determined by 10-run/10-fold cross-validation.
To validate the biological significance of the selected genes in the DLBCL data set by our PSBC model, we report the GenBank ID and description of the corresponding top ten genes selected (by PSBC with BIC thresholding) in Table 5 . It is important to note that four genes among these ten genes belong to Lymph-node signature group, proliferation signature group, and MHC class II group defined by Rosenwald et al. (2002) . None of these top ten genes selected by PSBC is included in the Germinal-center B-cell group. However, when we investigated the list of top 14 genes by PSBC, the gene ESTs (AA505184) from Germinal-center B-cell group appeared in the model. Furthermore, out of the top ten genes selected by PSBC in Table 5 , genes with GenBank ID D42043 and BC012161 are also selected by CUS, SPC, and iterative BMA. Other six genes, with GenBank ID X15804, X77743, NM 014456, AF127481, U15552, and M20430 which are selected by our PSBC are also marked as important by at least one of the competing methods as indicated in Table 5 .
Discussion
One major goal of microarray technology is to build a predictive model, by relating the censored survival time to gene expression profiles. The predictive model is required to have high predictive accuracy and also be parsimonious. In this paper, we proposed a penalized semiparametric Bayesian Cox (PSBC) model for such purpose. The performance of variable selection and prediction of our model is compared with other three methods (CUS, SPC, and iterative BMA) on simulated and real data sets. We used variable selection criteria like TPR, TNR, PPV, NPV, and ROC curve to show the superiority of our PSBC in the simulated data sets. Furthermore graphical criteria like drop in test set deviance and time dependent AUC curves are used to evaluate the prediction power of our model. In almost all the simulations and real data cases, our PSBC outperforms other three competing methods.
The tuning parameter in our PSBC model is adaptively chosen by putting a prior distribution on λ 2 , whereas, in CUS and SPC λ is determined by cross validation method. Cross-validation procedures often result in unstable choice of tuning parameter and it is heavily depending on the choice of range of the λ. In our PSBC model we get a clear picture about λ by obtaining the full posterior distribution (22). The distribution of the estimates of the tuning parameter λ from the simulated data sets are shown in Figure 10 and Figure 11 . From Figure 10 and 11, we can see that the estimate of λ gets larger as we have more variables in a data set. This ensures that PSBC will have parsimony for high-dimensional data. Note that, in the Figure 10 and 11, we have nonzero estimates for the tuning parameter for the case when p = 20. This indicates that, PSBC has good variable selection property also for the low dimensional data. Unlike PSBC, the method CUS often results inλ CU S = 0 for p = 20, so it selects all the variables giving rise to false positives as we can see in Table 1 and Table 2 .
Although PSBC shows very impressive results in the simulated and real life data sets, there are still several matters that can be taken into account for the method. For example, the genes are often grouped together by their role play, and therefore, it is desired to select or drop the whole group of genes together in a variable selection method. Group lasso (Yuan and Lin, 2006) , fused lasso (Tibshirani et al., 2005) , and elastic-net (Zou and Hastie, 2005) are proposed for grouped variable selection. Bayesian priors corresponding to these shrinkage and grouping methods are introduced by Kyung et al. (2010) under linear model setup. By incorporating the Bayesian priors into our PSBC, we can generalize it in such a way that a highly pairwise-correlated group of variables can be suitably picked or dropped together. In many clinical trials and medical settings, it is quite common to have interval censored survival data as well as right censored data. Similar to our PSBC, we can develop a model to handle interval censored data by replacing the likelihood in (10) by a beta process model (Sinha, 1997) . Moreover, under the multiplicative assumption similar Bayesian variable selection technique can also be developed for the accelerated failure time (AFT) model. These are some future directions of our research. In this section, we prove unimodality of the joint posterior distribution π(β, σ 2 |D) of β and σ 2 > 0 under the prior (12). The unimodality is established for common choices of π(σ 2 ) and any choice of λ ≥ 0, in the sense that for every c > 0, the upper level set {(β, σ 2 )|π(β, σ 2 ) > 0} is connected.
The marginal joint posterior distribution π(β, σ 2 |D) is obtained by integrating out h from π(β, h, σ 2 |D)
as follows.
π(β, σ 2 |D) = 
Using the first order Taylor expansion we have,
Therefore, 
Combining (27) and (29), the marginal joint posterior distribution of (β, σ 2 ) can be written as,
(α 0j − α 0,j−1 + d j − 1)! {c 0 + k∈R j −D j exp(x k β)} α 0j −α 0,j−1 +d j l∈D j exp(x l β).
Only considering the terms that involve either β or σ 2 , the log posterior is given by, 
We can see the second and third terms are trivially concave in (β, σ 2 ). We denote the last term in (31) by g(β). To show g(β) is concave in each component of β, it suffices to show that 
Since (α 0j −α 0,j−1 +d j ) > 0, using (33) we get ∂ 2 g(β) ∂β 2 r ≤ 0, ∀r = 1, ..., p. Therefore, g(β) is concave in each component of β. That implies (31) is concave in (β, σ 2 ) provided that ln π(σ 2 ) is concave.
Hence the posterior is unimodal with any noninformative scale-invariant marginal prior π(σ 2 ).
