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Abstract
The aim of this paper consists on the study of the following fourth-
order operator:
T [M ]u(t) ≡ u(4)(t)+p1(t)u′′′(t)+p2(t)u′′(t)+M u(t) , t ∈ I ≡ [a, b] , (1)
coupled with the two point boundary conditions:
u(a) = u(b) = u′′(a) = u′′(b) = 0 . (2)
So, we define the following space:
X =
{
u ∈ C4(I) | u satisfies boundary conditions (2)} . (3)
Here p1 ∈ C3(I) and p2 ∈ C2(I).
By assuming that the second order linear differential equation
L2 u(t) ≡ u′′(t) + p1(t)u′(t) + p2(t)u(t) = 0 , t ∈ I, (4)
is disconjugate on I, we characterize the parameter’s set where the Green’s
function related to operator T [M ] in X is of constant sign on I × I. Such
characterization is equivalent to the strongly inverse positive (negative)
character of operator T [M ] on X and comes from the first eigenvalues of
operator T [0] on suitable spaces.
1 Introduction
In this paper, we characterize the strongly inverse positive and negative char-
acter of operator
T [M ]u(t) ≡ u(4)(t) + p1(t)u′′′(t) + p2(t)u′′(t) +M u(t) , t ∈ I ≡ [a, b] ,
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on the space of definition
X =
{
u ∈ C4(I) | u(a) = u(b) = u′′(a) = u′′(b) = 0} ,
which corresponds to the simply supported beam boundary conditions.
Once we have obtained such result about this operator, we would be able to
obtain additional sufficient conditions which ensure the strongly inverse negative
or positive character of operator
T [M ]u(t) ≡ u(4)(t) + p1(t)u′′′(t) + p2(t)u′′(t) + c(t)u(t) , t ∈ I ,
for a given continuous function, c.
This problem has been studied along the time. The particular case where
p1(t) ≡ p2(t) ≡ 0 on I has been considered in many papers: In [13] the result for
p1 = p2 = 0 here obtained is proved for the strongly inverse positive character.
The strongly inverse negative character for that case has been proved in [4]. It is
important to mention that in both cases the expression of the Green’s function
has been used. Moreover, no spectral relationship with operator u(4) has been
found in both references.
Moreover, in [10], weaker sufficient conditions to ensure either the strongly
inverse positive or negative character are given for operator u(4)+c(t)u. In [1], it
is studied the operator u(4)−(α2 +β2)u′′+α2 β2 u defined in a complex domain,
with α2 6= β2. In this case, some sufficient conditions to ensure the inverse
positive character are obtained. In [11], some results which ensure the existence
of one or more positive solutions of the problem u(4)(t) − f(t, u(t), u′′(t)) = 0
with the boundary conditions (2) on the interval [0, 1] are obtained.
Fourth order problems with different boundary conditions have also been
studied. For instance, in [5] it is characterized the inverse positive character
of operator u(4) coupled with the boundary conditions u(a) = u′(a) = u(b) =
u′(b) = 0, which corresponds to the clamped beam boundary conditions. Fur-
thermore, inverse negative character of this operator with the boundary condi-
tions u(a) = u′(a) = u′′(a) = u(b) = 0 and u(a) = u(b) = u′(b) = u′′(b) = 0 has
been studied in [6].
In all these cases the expression of the related Green’s function was needed
to characterize the inverse positive or inverse negative character of the opera-
tor. In [8], without knowing the expression of Green’s function it is obtained a
characterization of inverse positive or inverse negative character for general nth
- order operators defined in the following spaces of definition:
Xk =
{
u ∈ Cn(I) | u(a) = · · · = u(k−1)(a) = u(b) = · · · = u(n−k−1)(b) = 0
}
,
(5)
where 1 ≤ k ≤ n− 1.
Such characterization follows from spectral theory on suitable spaces related
to the considered nth - order operator.
In this paper we are going to follow some ideas of this result to deduce the
characterization of strongly inverse positive (negative) character of (1)-(2).
2 Preliminaries
In this section, for the convenience of the reader, we introduce the fundamental
tools in the theory of Green’s functions that will be used in the development of
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further sections. Some of these results can be found in [9, Chapter 3] and are
valid for the general nth− order linear operator
Ln[M ]u(t) ≡ u(n)(t)+p1(t)u(n−1)(t)+· · ·+pn−1(t)u′(t)+(pn(t)+M)u(t) , (6)
with t ∈ I and pj ∈ Cn−j(I), j = 1, . . . , n.
Definition 2.1. The nth− order linear differential equation
Ln[M ]u(t) = 0 , t ∈ I (7)
is said to be disconjugate on I if every non trivial solution has less than n zeros
on I, multiple zeros being counted according to their multiplicity.
Definition 2.2. The functions u1, . . . , un ∈ Cn(I) are said to form a Markov
system on I if the n Wronskians
W (u1, . . . , uj) =
∣∣∣∣∣∣∣
u1 · · · uj
... · · · ...
u
(j−1)
1 · · · u(j−1)j
∣∣∣∣∣∣∣ , j = 1, . . . , n , (8)
are positive throughout I.
Theorem 2.3. The linear differential equation (7) has a Markov fundamental
system of solutions on I if, and only if, it is disconjugate on I.
Theorem 2.4. The linear differential equation (7) has a Markov system of
solutions if, and only if, operator Ln[M ] has a representation of the form
Ln[M ]u ≡ v1 v2 . . . vn d
dt
(
1
vn
d
dt
(
· · · d
dt
(
1
v2
d
dt
(
1
v1
u
))))
, (9)
where vk > 0 on I and vk ∈ Cn−k+1(I) for all k = 1, . . . , n.
Theorem 2.5. Let Lˆ and L˜ be two nth and mth− order (respectively) linear
differential operators following the expression (6) for adequate coefficients pˆk
and p˜k. If both equations Lˆ y = 0 and L˜ y = 0 are disconjugate on the interval
I, then the composite (n + m)th− order linear equation Lˆ (L˜ y) = 0 is also
disconjugate on I.
The following result, which appears on [12, Theorem 3.2], shows a property
of the eigenvalues of a disconjugate operator in these particular spaces Xk.
Theorem 2.6. Let M¯ ∈ R be such that equation Ln[M¯ ]u(t) = 0 is disconjugate
on I. Then for any 1 ≤ k ≤ n− 1 the following properties hold:
• If n − k is even, there is not any eigenvalue of Ln[M¯ ] on Xk such that
λ < 0.
• If n − k is odd, there is not any eigenvalue of Ln[M¯ ] on Xk such that
λ > 0.
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In order to introduce the concept of Green’s function related to operator
T [M ] in X, we consider the following equivalent first order vectorial problem:
x′(t) = A(t)x(t) , t ∈ I , B x(a) + C x(b) = 0, (10)
with x(t) ∈ R4, A(t), B, C ∈M4×4, defined by
x(t) =

u(t)
u′(t)
u′′(t)
u′′′(t)
 , A(t) =

0 1 0 0
0 0 1 0
0 0 0 1
−M 0 −p2(t) −p1(t)
 ,
B =

1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 , C =

0 0 0 0
0 0 0 0
1 0 0 0
0 0 1 0
 . (11)
Definition 2.7. We say that G is a Green’s function for vectorial problem (10)
if it satisfies the following properties:
(G1) G ≡ (Gi,j)i,j∈{1,...,4} : (I × I)\ {(t, t) , t ∈ I} →M4×4.
(G2) G is a C1 function on the triangles
{
(t, s) ∈ R2 , a ≤ s < t ≤ b} and{
(t, s) ∈ R2 , a ≤ t < s ≤ b}.
(G3) For all i 6= j the scalar functions Gi,j have a continuous extension to I×I.
(G4) For all s ∈ (a, b), the following equality holds:
∂
∂t
G(t, s) = A(t)G(t, s) , for all t ∈ I\ {s} .
(G5) For all s ∈ (a, b) and i ∈ {1, . . . , 4}, the following equalities are fulfilled:
lim
t→s−
Gi,i(s, t) = lim
t→s+
Gi,i(t, s) = 1 + lim
t→s−
Gi,i(t, s) = 1 + lim
t→s+
Gi,i(s, t) .
(G6) For each s ∈ (a, b), the function t → G(t, s) satisfies the boundary condi-
tions
BG(a, s) + C G(b, s) = 0 .
Remark 2.8. On previous definition, item (G5) can be modified to obtain the
characterization of the lateral limits for s = a and s = b as follows:
lim
t→a+
Gi,i(t, a) = 1 + lim
t→a+
Gi,i(a, t) , and lim
t→b−
Gi,i(b, t) = 1 + lim
t→b−
Gi,i(t, b) .
It is very well known that Green’s function related to this problem follows
the expression ([2, Section 1.4])
G(t, s) =

g1(t, s) g2(t, s) g3(t, s) gM (t, s)
∂
∂t
g1(t, s)
∂
∂t
g2(t, s)
∂
∂t
g3(t, s)
∂
∂t
gM (t, s)
∂2
∂t2
g1(t, s)
∂2
∂t2
g2(t, s)
∂2
∂t2
g3(t, s)
∂2
∂t2
gM (t, s)
∂3
∂t3
g1(t, s)
∂3
∂t3
g2(t, s)
∂3
∂t3
g3(t, s)
∂3
∂t3
gM (t, s)

, (12)
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where gM is the scalar Green’s function related to operator T [M ] in X.
Using Definition 2.7 we can deduce the properties fulfilled by gM . In par-
ticular, gM ∈ C2(I × I). Moreover it is a C4− function on the triangles{
(t, s) ∈ R2 , a ≤ s < t ≤ b} and {(t, s) ∈ R2 , a ≤ t < s ≤ b}, it satisfies, as
a function of t, the two-point boundary value conditions (2) and solves equation
(1) for all t ∈ I\{s}.
Studying the matrix Green’s function, we can make a relation between g1,
g2, g3 and gM and we can express them as follows in this particular case, (see
[8] for details),
g1(t, s) = − ∂
3
∂s3
gM (t, s) + p1(s)
∂2
∂s2
gM (t, s) + (2 p
′
1(s)− p2(s))
∂
∂s
gM (t, s)
+(p′′1(s)− p′2(s)) gM (t, s) ,
g2(t, s) =
∂2
∂s2
gM (t, s)− p1(s) ∂
∂s
gM (t, s) + (p2(s)− p′1(s)) gM (t, s) ,
g3(t, s) = − ∂
∂s
gM (t, s) + p1(s) gM (t, s) . (13)
Next result appears in [9, Chapter 3, Theorem 9]
Theorem 2.9. A linear differential equation (7) is disconjugate on I if, and
only if, its adjoint equation, L∗n[M ] y(t) = 0 is disconjugate on I.
We denote g∗M (t, s) as the Green’s function related to the adjoint operator
L∗n[M ].
In [2, Section 1.4] it is proved the following relationship
g∗M (t, s) = gM (s, t) , ∀(t, s) ∈ I × I . (14)
Now, we introduce the following space of functions:
XU =
u ∈ Cn(I),
n−1∑
j=0
(
αij u
(j)(a) + βij u
(j)(b)
)
= 0, i = 1, . . . , n
 ,
being αij , β
i
j real constants for all i = 1, . . . , n, and j = 0, . . . , n− 1.
Definition 2.10. Operator Ln[M ] is said to be inverse positive (inverse neg-
ative) on XU , if every function u ∈ XU such that Ln[M ]u ≥ 0 in I, satisfies
u ≥ 0 (u ≤ 0) on I.
Next results are proved in [2, Sections 1.6 and 1.8].
Theorem 2.11. Operator Ln[M ] is inverse positive (inverse negative) on XU
if, and only if, Green’s function related to operator Ln[M ] in XU is non-negative
(non-positive) on I × I.
Theorem 2.12. Let M1, M2 ∈ R and suppose that operators Ln[Mj ], j = 1, 2,
are invertible in XU . Let gj, j = 1, 2, be Green’s functions related to operators
Ln[Mj ] and suppose that both functions have the same constant sign on I × I.
Then, if M1 < M2, it is satisfied that g2 ≤ g1 on I × I.
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Theorem 2.13. Let M1 < M¯ < M2 be three real constants. Suppose that oper-
ator Ln[M ] is invertible in XU for M = Mj, j = 1, 2 and that the corresponding
Green’s function satisfies g2 ≤ g1 ≤ 0 (resp. 0 ≤ g2 ≤ g1) on I × I. Then the
operator Ln[M¯ ] is invertible in XU and the related Green’s function g¯ satisfies
g2 ≤ g¯ ≤ g1 ≤ 0 (0 ≤ g2 ≤ g¯ ≤ g1) on I × I.
We introduce a definition to our particular problem (1) in the space X.
Definition 2.14. Operator T [M ] is said to be strongly inverse positive (strongly
inverse negative) in X, if every function u ∈ X such that T [M ]u 	 0 in I,
satisfies u > 0 (u < 0) on (a, b) and, moreover u′(a) > 0 and u′(b) < 0 (u′(a) <
0 and u′(b) > 0).
Next result shows a relationship between the Green’s function’s sign and the
previous definition. The proof is an adaption to this situation of [2, Corollaries
1.6.6 and 1.6.12]
Theorem 2.15. Green’s function related to operator T [M ] in X is positive (neg-
ative) a.e on (a, b)×(a, b) and, moreover, ∂∂tgM (t, s)|t=a > 0 and ∂∂tgM (t, s)|t=b <
0 ( ∂∂tgM (t, s)|t=a < 0 and
∂
∂tgM (t, s)|t=b > 0) a.e. on (a, b), if, and only if, op-
erator T [M ] is strongly inverse positive (strongly inverse negative) in X.
The following conditions on gM (t, s) have been introduced in [2, Section 1.8]
and they will be used along the paper.
(Pg) Suppose that there is a continuous function φ(t) > 0 for all t ∈ (a, b) and
k1, k2 ∈ L1(I), such that 0 < k1(s) < k2(s) for a.e. s ∈ I, satisfying
φ(t) k1(s) ≤ gM (t, s) ≤ φ(t) k2(s) , for a.e. (t, s) ∈ I × I.
(Ng) Suppose that there is a continuous function φ(t) > 0 for all t ∈ (a, b) and
k1, k2 ∈ L1(I), such that k1(s) < k2(s) < 0 for a.e. s ∈ I, satisfying
φ(t) k1(s) ≤ gM (t, s) ≤ φ(t) k2(s) , for a.e. (t, s) ∈ I × I.
Finally, we introduce the following sets, which show the parameter’s set
where the Green’s function is of constant sign,
PT = {M ∈ R | gM (t, s) ≥ 0 ∀(t, s) ∈ I × I} ,
NT = {M ∈ R | gM (t, s) ≤ 0 ∀(t, s) ∈ I × I} .
Using Theorem 2.13 we know that these two sets are real intervals. We
mention that they are not necessarily bounded or nonempty.
Next results describe the structure of the two previous real intervals,
Theorem 2.16. [2, Theorem 1.8.31] Let M¯ ∈ R be fixed. If operator Ln[M¯ ] is
invertible in XU and its related Green’s function satisfies condition (Pg), then
the following statements hold:
• There exists λ1 > 0, the least eigenvalue in absolute value of operator
Ln[M¯ ] in XU . Moreover, there exists a nontrivial constant sign eigen-
function corresponding to the eigenvalue λ1.
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• Green’s function related to operator Ln[M¯ ] is nonnegative on I × I for all
M ∈ (M¯ − λ1, M¯ ].
• Green’s function related to operator Ln[M¯ ] cannot be nonnegative on I×I
for all M < M¯ − λ1.
• If there is M ∈ R for which Green’s function related to operator Ln[M¯ ] is
nonpositive on I × I, then M < M¯ − λ1.
Theorem 2.17. [2, Theorem 1.8.36] Let M¯ ∈ R be such that Ln[M¯ ] is invertible
on XU and the related Green’s function gM¯ satisfies condition (Pg). If the
interval NT is nonempty then sup(NT ) = inf(PT ).
Next result, which appears in [8], gives us a property of the operator under
the disconjugacy hypothesis.
Lemma 2.18. Let M¯ ∈ R be such that Ln[M¯ ]u(t) = 0 is disconjugate on I.
Then the following properties are fulfilled:
• If n− k is even, then Ln[M¯ ] is a inverse positive operator on Xk and its
related Green’s function, gM¯ (t, s), satisfies (Pg).
• If n − k is odd, then Ln[M¯ ] is a inverse negative operator on Xk and its
related Green’s function satisfies (Ng).
3 Strongly inverse positive character of T [0].
Under the assumption of disconjugation on I of the second order linear differ-
ential operator L2 defined in equation (4), we prove in this section the strongly
inverse positive character of operator T [0] in X.
Since the differential equation (4) is disconjugate on I we can apply Theo-
rems 2.3 and 2.4 to write such equation as
L2 u(t) ≡ v1(t) v2(t) d
dt
(
1
v2(t)
d
dt
(
u(t)
v1(t)
))
= 0 , t ∈ I ,
where v2 ∈ C1(I) and v1 ∈ C2(I) are positive functions on I.
Let us see that, in fact, v2 ∈ C3(I) and v1 ∈ C4(I). Indeed, following the
proof of Theorem 2.4, given in [9, Chapter 3], we can affirm that
v1(t) = y1(t) and v2(t) =
∣∣∣∣ y1(t) y2(t)y′1(t) y′2(t)
∣∣∣∣
y21(t)
,
where y1 and y2 form a Markov fundamental system of solutions of (4). Since
p1 ∈ C3(I) and p2 ∈ C2(I), every solution of (4) is of class C4(I). Then
v1 ∈ C4(I) and v2 ∈ C3(I).
So, trivially we can express T [0] in the following way
T [0]u(t) ≡ v1(t) v2(t) d
dt
(
1
v2(t)
d
dt
(
u′′(t)
v1(t)
))
, t ∈ I . (15)
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Realize that if we use the notation of Theorem 2.4, we have that v4(t) = v2(t),
v3(t) = v1(t), v2(t) = 1 and v1(t) = 1. In order to avoid more complication with
notation, we are going to keep up with the notation of v1(t) and v2(t).
In the sequel, we introduce a previous lemma which will allow us to obtain a
characterization of the parameter’s set where the Green’s function, gM , related
to operator T [M ] in X is of constant sign.
Lemma 3.1. If the second order linear differential equation (4) is disconjugate
on I, then operator T [0] is strongly inverse positive on X.
Moreover, the related Green’s function, g0(t, s), satisfies condition (Pg).
Proof. Firstly, let us see the strongly inverse positive character of operator T [0]
on X.
Let u ∈ X be such that T [0]u 	 0 on I. Considering now the decomposition
expression of operator T [0] given in (15), since v1(t) v2(t) > 0 for all t ∈ I, the
fact that T [0]u  0 in I allows us to affirm that
1
v2
d
dt
(
u′′
v1
)
is a nondecreasing
function in I, which can vanish at most once on (a, b).
Since v2(t) > 0 for all t ∈ I, we have that function d
dt
(
u′′
v1
)
can also vanish
at most once on (a, b), being negative at t = a and positive at t = b.
So,
u′′
v1
has at most two zeros on I. Since v1 > 0, also does u
′′. But
u′′(a) = u′′(b) = 0, so u′′ is of constant sign on (a, b). Thus, in order to ensure
the maximum number of zeros of u′′, we have that
d
dt
(
u′′(t)
v1(t)
)
|t=a
< 0 and so,
we can affirm that u′′ < 0 on (a, b).
Hence, u is a concave function on I, verifying u(a) = u(b) = 0, so it must be
positive on (a, b).
If u′(a) = 0 or u′(b) = 0, we have that, since u′′ < 0 on (a, b), u′ is of
constant sign on I. Thus u(a) = u(b) = 0 implies that u ≡ 0 on I. But, this
contradicts the fact that T [0]u 	 0 on I. Then u′(a) > 0 and u′(b) < 0. Hence,
the strongly inverse positive character of operator T [0] in X is proved.
Moreover, we conclude, by means of Theorem 2.15, that g0(t, s) > 0 a.e. on
I × I, and ∂∂tg0(t, s)|t=a > 0 and ∂∂tg0(t, s)|t=b < 0.
Let us see that, in fact, g0(t, s) > 0 on I × I.
For a fixed s ∈ (a, b), we denote us(t) ≡ g0(t, s). From the properties of
Green’s function, we know that us ≥ 0 is a solution of problem
T [0]us(t) = 0, t ∈ I\{s}, us(a) = u′′s (a) = us(b) = u′′s (b) = 0.
We are going to see that us cannot have any double zero on (a, b).
Since T [0]us(t) = 0 if t 6= s, and v1 v2 > 0 on I, d
dt
(
u′′s
v1
)
has two constant
sign components, which, to allow the maximal oscillation, must be of different
sign in each subinterval.
Since g0 is a C
2 function on I × I, we have that u
′′
s
v1
is a continuous function
that has at most two zeros on I, verifying u′′s (a) = u
′′
s (b) = 0. So, it is of
constant sign in (a, b). Now, from the positiveness of v1, we can ensure that the
same property holds for u′′s .
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Hence, us has at most two zeros on I. Since us(a) = us(b) = 0, we deduce
that us > 0 on (a, b). So
g0(t, s)
(t− a) (b− t) > 0 , ∀(t, s) ∈ (a, b)× (a, b) . (16)
And, for s ∈ (a, b) the following limits exist
lim
t→a+
g0(t, s)
(t− a) (b− t) =
∂
∂tg0(t, s)|t=a
b− a = `1(s),
lim
t→b−
g0(t, s)
(t− a) (b− t) = −
∂
∂tg0(t, s)|t=b
b− a = `2(s).
Moreover, `1(s) > 0 and `2(s) > 0 for a.e. s ∈ (a, b). So, for each s ∈ (a, b), we
construct the continuous extension of
g0(t, s)
(t− a)(b− t) to I, thus
0 < k1(s) = min
t∈I
g0(t, s)
(t− a)(b− t) < maxt∈I
g0(t, s)
(t− a) (b− t) = k2(s) , for a.e. s ∈ (a, b) .
The continuity of functions k1 and k2 follows from the continuity of function
g0.
To verify condition (Pg) is enough to take φ(t) = (t− a) (b− t).
4 Construction of the adjoint operator of T [M ].
To prove the main result of this paper, we need to work with the adjoint operator
of T [M ], which we denote as T ∗[M ].
As it is proved in [9, Theorem 10, pag. 104], operator T ∗[0] has the corre-
spondent decomposition
T ∗[0] v(t) ≡ d
2
dt2
(
1
v1(t)
d
dt
(
1
v2(t)
d
dt
(v1(t) v2(t) v(t))
))
, t ∈ I , (17)
where v1 and v2 are previously introduced in equation (15).
We note that the regularity of v1 and v2 is required in order to ensure the
validity of previous expression.
At first, we are going to construct the space where this adjoint operator is
defined. To this end, we use the characterization given in [2, Section 1.4] (see
also [9, page 74]).
X∗ =
v ∈ C4(I) |
4∑
j=1
j−1∑
i=0
(−1)j−1−i(p4−j v)(j−1−i)(b)u(i)(b) (18)
=
4∑
j=1
j−1∑
i=0
(−1)j−1−i(p4−j v)(j−1−i)(a)u(i)(a) (with p0 = 1 and p3 = 0) ,∀u ∈ X
 .
Since u(a) = u(b) = u′′(a) = u′′(b) = 0 for every u ∈ X , we can transform
it as follows
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X∗ =
v ∈ C4(I) |
4∑
j=2
(−1)j−2(p4−j v)(j−2)(b)u′(b) + v(b)u′′′(b) (19)
=
4∑
j=2
(−1)j−2(p4−j v)(j−2)(a)u′(a) + v(a)u′′′(a) (with p0 = 1) , ∀u ∈ X
 .
If we choose u ∈ X, such that u′(a) = u′(b) = u′′′(b) = 0 and u′′′(a) = 1, we
have that v(a) = 0. So, if v ∈ X∗, then v(a) = 0.
Analogously, taking u ∈ X, such that u′(a) = u′(b) = u′′′(a) = 0 and
u′′′(b) = 1, we have that v ∈ X∗ must verify v(b) = 0.
Now, if we choose u ∈ X verifying u′(a) = u′′′(a) = u′′′(b) = 0 and u′(b) = 1,
we have that every u ∈ X∗ should satisfy
p2(b) v(b)− p′1(b) v(b)− p1(b) v′(b) + v′′(b) = 0 ,
which, since v(b) = 0 and p′1 and p2 are continuous functions in I, is equivalent
to
v′′(b)− p1(b) v′(b) = 0 .
Analogously, with u ∈ X, such that u′(b) = u′′′(a) = u′′′(b) = 0 and u′(a) =
1, we have that every v ∈ X∗ satisfies v′′(a)− p1(a) v′(a) = 0.
So we conclude that the set of definition of the adjoint operator is
X∗ =
{
v ∈ C4(I) | v(a) = v′′(a)− p1(a) v′(a) = v(b) = v′′(b)− p1(b) v′(b) = 0
}
.
Remark 4.1. Under similar arguments, we can deduce that X∗k = Xn−k (see
[8] for details).
In the sequel, we will prove that
d
dt
(
1
v2(t)
d
dt
(v1(t) v2(t) v(t))
)
vanish at
t = a and t = b for every v ∈ X∗.
We write the previous expression in the following way
d
dt
(
v′2(t) v1(t)
v2(t)
)
v(t) +
v′2(t) v1(t)
v2(t)
v′(t) + v′′1 (t)v(t) + 2v
′
1(t) v
′(t) + v1(t) v′′(t) ,
since v(a) = v(b) = 0, v2 ∈ C3(I) and v1 ∈ C4(I) we have
d
dt
(
1
v2(t)
d
dt
(v1(t) v2(t) v(t))
)
|t=a
=
(
v′2(a) v1(a)
v2(a)
+ 2v
′
1(a)
)
v
′
(a) + v1(a) v
′′
(a) , (20)
d
dt
(
1
v2(t)
d
dt
(v1(t) v2(t) v(t))
)
|t=b
=
(
v′2(b) v1(b)
v2(b)
+ 2v
′
1(b)
)
v
′
(b) + v1(b) v
′′
(b) . (21)
Now, to see that two previous equalities are null, let us write p1 in terms of
v1 and v2.
In order to do that, we are going to develop the decomposition of the operator
T [0] given in Section 3.
v1(t) v2(t)
d
dt
(
1
v2(t)
d
dt
(
u′′(t)
v1(t)
))
= v1(t) v2(t)
d
dt
(
u′′′(t) v1(t)− v′1(t)u′′(t)
v2(t) v21(t)
)
= u
(4)
(t)−
(
v′2(t)
v2(t)
+ 2
v′1(t)
v1(t)
)
u
′′′
(t)
+
(
v′2(t) v
′
1(t)
v2(t) v1(t)
+ 2
v′21 (t)
v21(t)
− v
′′
1 (t)
v1(t)
)
u
′′
(t) .
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So, p1(t) = −
(
v′2(t)
v2(t)
+ 2
v′1(t)
v1(t)
)
and we can transform the boundary condi-
tions v′′(a)− p1(a) v′(a) = v′′(b)− p1(b) v′(b) = 0 in the following way
v′′(a) +
(
v′2(b)
v2(b)
+ 2
v′1(b)
v1(b)
)
v′(a) = 0 , (22)
v′′(b) +
(
v′2(b)
v2(b)
+ 2
v′1(b)
v1(b)
)
v′(b) = 0 . (23)
So, multiplying equations (20)–(21) by
1
v1(a)
and
1
v1(b)
respectively, we
obtain exactly the boundary conditions (22) and (23). So, both of them are
null.
5 Study of the eigenvalues of operator T [0] in
different spaces of definition.
In this section we will prove that the first positive eigenvalues of T [0] in the
spaces
U[a,b] =
{
u ∈ C4(I) | u(a) = u′(a) = u(b) = u′′(b) = 0} , (24)
and
V[a,b] =
{
u ∈ C4(I) | u(a) = u′′(a) = u(b) = u′(b) = 0} , (25)
have an associated eigenfunction of constant sign.
In order to do that, we introduce some preliminary Lemmas.
Lemma 5.1. If the second order linear differential equation (4) is disconjugate
on an interval [c, d], then there exist:
• λ′3[c,d] > 0 the least positive eigenvalue of T [0] in U[c,d]. Moreover there
exist a nontrivial constant sign eigenfunction corresponding to the eigen-
value λ′3[c,d].
• λ′′3 [c,d] > 0 the least positive eigenvalue of T [0] in V[c,d]. Moreover there
exist a nontrivial constant sign eigenfunction corresponding to the eigen-
value λ′′3 [c,d].
Furthermore,
• For M ∈ [−λ′3[c,d], 0], every nontrivial solution of T [M ]u(t) = 0, t ∈ [c, d],
verifying one of the following boundary conditions
u(c) = u(d) = u′′(d) = 0 , (26)
u′(c) = u(d) = u′′(d) = 0 , (27)
does not have any zero on (c, d).
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• For M ∈ [−λ′′3 [c,d], 0], every nontrivial solution of T [M ]u(t) = 0, t ∈ [c, d],
verifying one of the following boundary conditions
u(c) = u′′(c) = u(d) = 0 , (28)
u(c) = u′′(c) = u′(d) = 0 , (29)
does not have any zero on (c, d).
Proof. Since the linear differential equations (4) and u′′(t) = 0 are disconjugate
on [c, d], we can apply Theorem 2.5 to affirm that T [0]u(t) = 0 is a disconjugate
equation in [c, d] too.
Then, using Lemma 2.18 and Theorem 2.16 we can affirm that there exists a
positive eigenvalue of T [0] in X2[c,d] (with obvious notation) which an associated
eigenfunction of constant sing, i.e., verifying the boundary conditions u(c) =
u′(c) = u(d) = u′(d) = 0.
So, we study for M ≤ 0 the behavior of solutions of problem
T [M ] zM (t) = 0 , t ∈ [c, d] , zM (c) = z′M (c) = zM (d) = 0 .
First, let us see what happens for M = 0.
Let us use the decomposition given in (15) to see how a nontrivial function
z0 ∈ C4([c, d]), satisfying
T [0]z0(t) = 0, t ∈ [c, d], z0(c) = z′0(c) = z0(d) = 0,
behaves.
Since v2 v1 > 0 on [c, d], we have that
1
v2
d
dt
(
z′′0
v1
)
is a constant function on
[c, d].
Now, taking into account that v2 > 0, we deduce that
d
dt
(
z′′0
v1
)
is a constant
sign function and
z′′0
v1
is a monotone function on [c, d], which can have at most
a zero. Since v1 > 0, this last property of maximum number of zeros also holds
for z′′0 .
Then, z0 can have at most three zeros counting according to their multiplic-
ity, which in fact it has, since z0(c) = z
′
0(c) = z0(d) = 0. Then, we can affirm
that necessarily z′′0 (c)z
′′
0 (d) < 0 to ensure the maximum number of zeros.
Let use assume that z0(t) ≥ 0, if z0(t) ≤ 0 the arguments are analogous.
Since z0(c) = z
′
0(c) = 0, we can affirm that z
′′
0 (c) > 0, so z
′′
0 (d) < 0.
As consequence, if we move M ≤ 0 starting at zero, we will arrive to M =
−λ, where λ is the least positive eigenvalue of T [0] in X2[c,d]. So,
T [−λ]z−λ(t) = 0 , t ∈ I , z−λ(c) = z′−λ(c) = z−λ(d) = z′−λ(d) = 0 ,
and z−λ(t) > 0 on (c, d). Obviously, we have that z′′−λ(d) ≥ 0. Then, it must
exist λ′3[c,d] ∈ (0, λ], such that
T [−λ′3]z−λ′3(t) = 0 , t ∈ I , z−λ′3[c,d](c) = z′−λ′3[c,d](c) = z−λ′3[c,d](d) = z
′′
−λ′3[c,d](d) = 0 ,
i.e., there is a positive eigenvalue, λ′3[c,d], of T [0] in U[c,d].
Analogously, we can see that there is a positive eigenvalue of T [0] in V[c,d],
λ′′3 [c,d] ∈ (0, λ].
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The fact that the associated eigenfunctions are of constant sign follows from
the second part of the proof.
Now, let us prove the second part of the result.
First, let us use the decomposition given in (15) to see that every nontrivial
function u0 ∈ C4([c, d]), satisfying
T [0]u0(t) = 0, t ∈ [c, d] ,
coupled with boundary conditions either (26) or (27) is of constant sign in [c, d].
Arguing as above, we deduce that
u′′0
v1
is a monotone function on [c, d], which
verifies
u′′0(d)
v1(d)
= 0. Thus, it is of constant sign and, since v1(t) > 0 for all
t ∈ [c, d], also does u′′0 .
As consequence, we have proved that u0 is a strictly concave or convex
function which can have at most two zeros on [c, d]. With boundary conditions
(26), using that u0(c) = u0(d) = 0 we conclude that u0 is of constant sign on
[c, d].
We point out that if u′0(c) = 0 or u
′
0(d) = 0, since u
′′
0 is of constant sign
on (c, d), we have that u′0 is a function of constant sign on [c, d], then u0(c) =
u0(d) = 0 implies that u0 ≡ 0 on [c, d]. In other words, 0 is not an eigenvalue
of operator T [0] coupled either with boundary conditions u(c) = u′(c) = u(d) =
u′′(d) = 0 or u(c) = u(d) = u′(d) = u′′(d) = 0.
Now, working with boundary conditions (27), we know that u′0(c) = 0, then
with the previous argument u′0 is of constant sign. Hence, u0 is a monotone
function with at most a zero, which satisfies u0(d) = 0, then u0 is of constant
sign on [c, d).
Let us see that every solution
T [M ]uM (t) = 0 , t ∈ [c, d] ,
verifying the boundary conditions (26) will be of constant sign until one of the
following assertions holds: u′M (c) = 0 or u
′
M (d) = 0.
From the properties deduced for M = 0, we know that uM > 0 or uM < 0 on
(c, d) for all M in a suitable interval containing 0 as interior point. We consider
the case where uM > 0, the other is analogous.
For all M on that interval we have that
T [0]uM (t) = −M uM (t) , t ∈ [c, d] ,
and, hence T [0]uM is of constant sign on (c, d). Since v1 v2 > 0 on [c, d],
1
v2
d
dt
(
u′′M
v1
)
is a monotone function, that vanish at most once on [c, d]. Thus,
d
dt
(
u′′M
v1
)
can have at most one zero on [c, d] too. Then
u′′M
v1
has at most two
zeros, being zero at t = d, so it can have only a change of sign on [c, d], and the
same happens to u′′M , then u
′
M can have two zeros at most, and uM has three
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or less zeros in [c, d]. Using that uM (c) = uM (d) = 0, we deduce that it cannot
have a double zero in (c, d) while it is of constant sign.
The proof that every solution
T [M ]uM (t) = 0 , t ∈ [c, d] ,
verifying the boundary conditions (27) will be of constant sign until one of the
following assertions holds: uM (c) = 0 or u
′
M (d) = 0 is analogous.
Analogously, it can be seen that a solution of
T [M ] vM (t) = 0, t ∈ [c, d] , (30)
verifying either the boundary conditions (28) or (27) cannot have a double zero
on (c, d) while it is of constant sign, and, moreover the change’s sign becomes
on the boundary, v′M (c) = 0 or v
′
M (d) = 0 for (28) and v
′
M (c) = 0 or vM (d) = 0
for (29)
It is important to point out that in both situations we do not impose any
sign conditions to the real parameter M .
Since, due to Theorem 2.6, for M < 0 it cannot exist a nontrivial solution
of
T [M ]u(t) = 0 , t ∈ [c, d] ,
coupled either with boundary conditions u(c) = u′(c) = u′′(c) = u(d) = 0 or
u(c) = u(d) = u′(d) = u′′(d) = 0 ; we can affirm that the eigenfunctions asso-
ciated to the least positive eigenvalues in U[c,d] and V[c,d] are of constant sign
on (c, d) and that for every M ∈ [−λ′3[c,d], 0] every solution of T [M ]uM (t) = 0
verifying either the boundary conditions (26) or (27) is of constant sign. Anal-
ogously, for every M ∈ [−λ′′3 [c,d], 0] every solution of T [M ] vM (t) = 0 verifying
either the boundary conditions (28) or (29) is of constant sign.
Remark 5.2. Arguing as in Section 4 we can obtain the adjoint spaces of
definition of U[a,b] and V[a,b]. They are given by
U∗[a,b] =
{
u ∈ C4(I) | u(a) = u′(a) = u(b) = u′′(b)− p1(b)u′(b) = 0
}
,
V ∗[a,b] =
{
u ∈ C4(I) | u(a) = u′′(a)− p1(a)u′(a) = u(b) = u′(b) = 0
}
.
Using similar arguments we obtain the following Lemma.
Lemma 5.3. If the second order linear differential equation (4) is disconjugate
on [c, d], there exist:
• λ′3[c,d] > 0 the least positive eigenvalue of T ∗[0] in U∗[c,d]. Moreover there
exist a nontrivial constant sign eigenfunction corresponding to the eigen-
value λ′3[c,d].
• λ′′3 [c,d] > 0 the least positive eigenvalue of T ∗[0] in V ∗[c,d]. Moreover there
exist a nontrivial constant sign eigenfunction corresponding to the eigen-
value λ′′3 [c,d].
Furthermore,
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• For M ∈ [−λ′3[c,d], 0], every nontrivial solution of T ∗[M ] v(t) = 0, verify-
ing one of the following boundary conditions
v(c) = v(d) = v′′(d)− p1(d) v′(d) = 0 ,
does not have any zero on (c, d).
• For M ∈ [−λ′′3 [c,d], 0], every nontrivial solution of T ∗[M ] v(t) = 0, verify-
ing the boundary conditions
v(c) = v′′(c)− p1(c) v′(c) = v(d) = 0 ,
does not have any zero on (c, d).
Proof. Using (14) we can affirm that the least positive eigenvalue of T ∗[0] in
U∗[c,d] exists and it coincides with λ
′
3[c,d] and the least positive eigenvalue of T
∗[0]
in V ∗[c,d] exists and it is λ
′′
3 [c,d], where λ
′
3[c,d] and λ
′′
3 [c,d] are given in Lemma 5.1
Now, from the calculation made at Section 4, we can affirm that the bound-
ary conditions
u(c) = u′′(c)− p1(c)u′(c) = 0, imply d
dt
(
1
v2(t)
d
dt
(v2(t)v1(t)v(t))
)
|t=c
= 0
and
u(d) = u′′(d)−p1(d)u′(d) = 0, imply d
dt
(
1
v2(t)
d
dt
(v2(t) v1(t) v(t))
)
|t=d
= 0.
The end of the proof follows the same arguments as Lemma 5.1, using, in
this situation, the decomposition of the adjoint operator given in (17).
As consequence of these results we obtain a property of the existence of
eigenvalues in some spaces.
Lemma 5.4. If the second order linear differential equation (4) is disconjugate
on [c, d], the following assertions are verified:
• For all M ∈ (−λ′3[c,d], 0] and e ∈ [c, d), the following problem has no
nontrivial solution u ∈ C4([e, d]):
T [M ]u(t) = 0, t ∈ [e, d], u(e) = u′(e) = u(d) = u′′(d) = 0. (31)
• For all M ∈ (−λ′′3 [c,d], 0] and e ∈ (c, d], the following problem has no
nontrivial solution u ∈ C4([e, d]):
T [M ]u(t) = 0, t ∈ [c, e], u(c) = u′′(c) = u(e) = u′(e) = 0,
Proof. We are going to prove the first assertion, the proof of the second one is
analogous.
To this end, we get the fundamental system of solutions y1[M ](t), y2[M ](t),
y3[M ](t), y4[M ](t), where y
(i−1)
i (d) = 1 and y
(k)
i (d) = 0 for k ∈ {0, 1, 2, 3},
k 6= i− 1, and we construct the Wronskian
WM (t) =
∣∣∣∣∣∣
y2[M ](t) y4[M ](t)
y′2[M ](t) y
′
4[M ](t)
∣∣∣∣∣∣ ,
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which is a continuous function with respect to M .
It is obvious that the general solution of problem
T [M ] y(t) = 0 , t ∈ [c, d], y(d) = y′′(d) = 0,
is given by the expression
y(t) = α1 y2[M ](t) + α2 y4[M ](t),
with α1, α2 ∈ R.
Every nontrivial solution given by the previous expression, verifies y(e) =
y′(e) = 0 if, and only if, WM (e) = 0.
Moreover, taking into account the proof of Lemma 5.1, we can affirm that
W0(e) 6= 0 for every e ∈ [c, d).
Also, since we have seen that the first positive eigenvalue of T [0] in U[c,d] is
λ′3[c,d], we can affirm that WM (c) 6= 0 for every M ∈ (−λ′3[c,d], 0].
Then if there exist M ∈ (−λ′3[c,d], 0] and e ∈ [c, d] for which WM (e) = 0.
Then the following problem has a nontrivial solution
T [M ]u(t) = 0, t ∈ [e, d], u(e) = u′(e) = u(d) = u′′(d) = 0.
Since WM (t) is a continuous function of M , it must exist M¯ ∈ (−λ′3[c,d], 0]
and e¯ ∈ [c, d] such that WM¯ (e¯) = 0 and W ′¯M (e¯) = 0, i.e.∣∣∣∣∣∣∣∣
y2[M¯ ](e¯) y4[M¯ ](e¯)
y′2[M¯ ](e¯) y
′
4[M¯ ](e¯)
∣∣∣∣∣∣∣∣ = 0 and
∣∣∣∣∣∣∣∣
y2[M¯ ](e¯) y4[M¯ ](e¯)
y′′2 [M¯ ](e¯) y
′′
4 [M¯ ](e¯)
∣∣∣∣∣∣∣∣ = 0 .
Then, if we consider function
y(t) = y4[M¯ ](e¯) y2[M¯ ] (t)− y2[M¯ ](e¯) y4[M¯ ] (t) ,
it satisfies T [M ] y(t) = 0 on [c, d] coupled with the boundary conditions y(e¯) =
y′(e¯) = y′′(e¯) = y(d) = y′′(d) = 0. In particular, it satisfies the boundary
conditions 3− 1 in [e, d] and, as consequence, there exists a positive eigenvalue
of T [0] in X3[c,d].
Now, since the linear differential equations (4) and u′′(t) = 0 are disconjugate
on [e, d], we can apply Theorem 2.5 to affirm that T [0]u(t) = 0 is a disconjugate
equation in [e, d] too. So, since n − k = 1 is an odd number we attain a
contradiction with Theorem 2.6.
As a direct corollary from this property we obtain the following result.
Corollary 5.5. If the second order linear differential equation (4) is disconju-
gate on [c, d], then:
• The least positive eigenvalue of T [0] in U[e,d], λ′3[e,d], increases with respect
to e ∈ [c, d).
• The least positive eigenvalue of T [0] in V[c,e], λ′′3 [c,e], decreases with respect
to e ∈ (c, d].
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6 Main result
This section is devoted to prove the main result of this paper. The result is the
following.
Theorem 6.1. If the second order linear differential equation (4) is disconju-
gate on I, then T [M ] is strongly inverse positive in X if, and only if, M ∈
(−λ1,−λ2], where:
• λ1 > 0 is the least positive eigenvalue of T [0] in X.
• λ2 < 0 is the maximum between:
– λ′2 < 0, the biggest negative eigenvalue of T [0] in X1.
– λ′′2 < 0, the biggest negative eigenvalue of T [0] in X3.
Moreover, T [M ] is strongly inverse negative in X if, and only if, M ∈
[−λ3,−λ1), where:
• λ3 > 0 is the minimum between:
– λ′3 ≡ λ′3[a,b] > 0, the least positive eigenvalue of T [0] in U[a,b].
– λ′′3 ≡ λ′′3 [a,b] > 0, the least positive eigenvalue of T [0] in V[a,b].
Proof. The inverse positive character for M ∈ (−λ1, 0] follows from Lemma
3.1 and Theorem 2.16. Since T [0] is a strongly inverse positive operator, from
Theorems 2.15 and 2.12 we have that the strongly inverse positive character
also holds for M ∈ (−λ1, 0].
Once it is proved that NT is not empty, from Theorem 2.17 we deduce that
sup(NT ) = −λ1.
The proof of the other extremes of the intervals PT and NT follows several
steps.
At first, we focus on the inverse positive parameter set, PT . We study what
happens on the boundary of I×I and, after that, we prove that the sign change
must begin necessarily on the boundary.
Once we have described the interval PT , we characterize NT by proving at
first that there must exist an interval where the Green’s function is nonpositive
on a neighborhood of the boundary. And, to finish, we will see that while it is
non positive on the boundary it must be nonpositive on the interior too.
Step 1. Behavior of the Green’s function at s = a.
From equation (14), we know that gM (t, s) = g
∗
M (s, t), where g
∗
M (t, s) is the
Green’s function related to the adjoint operator T ∗[M ].
So, taking into account the boundary conditions verified for the adjoint
operator, given in Section 4, we know that gM (t, a) = g
∗
M (a, t) = 0.
So, we define the following function
wM (t) :=
∂
∂s
g2M (t, s)|s=a , t ∈ I (32)
where
gM (t, s) =
 g
1
M (t, s) if a ≤ t < s ≤ b ,
g2M (t, s) if a ≤ s ≤ t ≤ b .
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It is clear that, while wM > 0 on (a, b), then gM (t, s) satisfies the property
∀ t ∈ (a, b) ∃ η(t) > 0 such that gM (t, s) = g2M (t, s) > 0 ∀s ∈ (a, a+ η(t)) . (33)
Reciprocally, if wM oscillates on I, then gM (t, s) oscillates on a neighborhood
of s = a.
In order to deduce which are the boundary conditions that wM satisfies, we
will use the expression of the Green’s matrix related to the vectorial problem
(10) given in (12).
Using the boundary conditions (11), taking into account the expression of
g3(t, s) given in (13), we have that g
1
M (t, s) satisfies the following equations for
s ∈ (a, b)
g1M (a, s) = −
∂
∂s
g1M (t, s)|t=a + p1(s)g
1
M (a, s) = 0 ,
and, because of the continuity for the Green matrix on the elements which do
not belong to the diagonal, previous equations are verified for s = a and we
have
g2M (a, a) = −
∂
∂s
g2M (t, s)|(t,s)=(a,a) + p1(a)g
2
M (a, a) = 0 .
In particular, we conclude that wM (a) = 0.
Now, studying the third row of the correspondent matrix (12) we arrive to
∂
∂t2
g1M (t, s)|t=a = −
∂3
∂s∂t2
g1M (t, s)|t=a + p1(s)
∂
∂t2
g1M (t, s)|t=a = 0 , s ∈ (a, b)
we can again consider such equalities for s = a, but now, since we achieve a
diagonal element, by applying Remark 2.8, in terms of g2M (t, s) we have the
following system
∂
∂t2
g2M (t, s)|(t,s)=(a,a) = 0 ,
− ∂
3
∂s∂t2
g2M (t, s)|(t,s)=(a,a) + p1(s)
∂
∂t2
g2M (t, s)|(t,s)=(a,a) = 1 ,
so, we conclude that w′′M (a) = −1.
Analogously, we study the boundary conditions for wM at t = b. Now, since
in this case we do not have any jump at s = a, the obtained system is already
expressed by means of g2M (t, s). We directly show the equations for s = a.
g2M (b, a) = −
∂
∂s
g2M (t, s)|(t,s)=(b,a) + p1(a)g
2
M (b, a) = 0 .
So, we obtain wM (b) = 0 and, similarly, w
′′
M (b) = 0.
Thus, wM satisfies the boundary conditions
wM (a) = wM (b) = w
′′
M (b) = 0 , w
′′
M (a) = −1 . (34)
As consequence, for the particular case of M = 0, since g0(t, s) ≥ 0, using
Lemma 5.1 we have that w0(t) > 0 for all t ∈ (a, b).
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Now, by analogous arguments to the ones used in the proof of Lemma 5.1
we can affirm that the sign change must begin on the boundary of I. In this
case, we are interested on the behavior for M ≥ 0, because for M ≤ 0 the result
is already known using Theorem 2.16.
So, necessarily the function wM > 0 on (a, b) until w
′
M (a) = 0 or w
′
M (b) = 0.
If w′M (a) = 0, since wM (a) = 0 and w
′′
M (a) = −1, we have that necessarily
wM (t) < 0 on a neighborhood of t = a, so it must have changed sign before.
Hence, wM > 0 on (a, b) until it is verified wM (a) = wM (b) = w
′
M (b) = w
′′
M (b) =
0, i.e., forM ∈ [0,−λ′2]. Hence, we can affirm that forM in such interval gM (t, s)
satisfies (33).
Let us see that for M > −λ′2, gM (t, s) oscillates.
Suppose that gM¯ (t, s) ≥ 0 for some M¯ > −λ′2 and all (t, s) ∈ I × I. From
Theorem 2.12 we have g−λ′2 ≥ gM¯ . Since, on the other hand, gM¯ (t, a) = 0, we
know that wM¯ (t) ≤ w−λ′2(t) on I, then necessarily w′M¯ (b) ≥ w′−λ′2(b) = 0.
Notice that if w′
M¯
(b) > 0, then wM¯ (t) < 0 on a neighborhood of t = b, so
gM (t, s) change sign on a neighborhood of (b, a). As consequence, w
′
M¯
(b) = 0.
Using Theorem 2.13, we know that for every M ∈ [−λ′2, M¯ ], gM (t, s) ≥ 0
for all (t, s) ∈ I × I, so w′M (b) = 0. This implies that every M ∈ [−λ′2, M¯ ]
is an eigenvalue of T [0] in X1, which contradicts the discrete character of the
eigenvalues’ set. Hence, we can conclude that for M > −λ′2, gM (t, s) oscillates
on a neighborhood of s = a.
Step 2. Behavior on a neighborhood of s = b.
Now, since gM (t, s) = g
∗
M (s, t) and taking into account the boundary con-
ditions given for the adjoint operator in Section 4, we have that gM (t, b) =
g∗M (b, t) = 0. So, we define
yM (t) :=
∂
∂s
gM (t, s)|s=b , (35)
and with similar arguments, using the expression of the Green’s matrix given
by (12) and the expressions of g3 given in (13) we have that yM satisfies the
following boundary conditions
yM (a) = yM (b) = y
′′
M (a) = 0 , y
′′
M (b) = 1 . (36)
In this case, for M = 0, from Lemma 5.1, we have that y0 < 0 on (a, b).
With the same arguments as in Step 1 we arrive at the conclusion that
Green’s function must satisfy the following property
∀ t ∈ (a, b) ∃ η(t) > 0 such that gM (t, s) = g1M (t, s) > 0 ∀ s ∈ (b− η(t), b) (37)
while M ∈ [0,−λ′′2 ], where λ′′2 < 0 is the biggest negative eigenvalue of T [0] in
X3. And, we can also affirm that gM (t, s) oscillates for every M > −λ′′2 .
So, with this two steps we have already seen that the upper bound given by
−λ2 cannot be improved.
Step 3. Behavior of the Green’s function on a neighborhood of t = a and t = b.
In order to study the behavior of the Green’s function on a neighborhood of
t = a and t = b, we are going to consider the adjoint operator and study, with
analogous arguments to Steps 1 and 2, the behavior of g∗M (t, s) in a neighborhood
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of s = a and s = b. Then, using the equality gM (t, s) = g
∗
M (s, t), we can know
how gM (t, s) behaves on a neighborhood of t = a and t = b.
As we have seen in Section 4, the boundary conditions satisfied by the adjoint
operator are the following
v(a) = v(b) = v′′(a)− p1(a) v′(a) = v′′(b)− p1(b) v′(b) = 0 .
Since g∗M (t, a) = gM (a, t) = 0, we consider the function
w∗M (t) :=
∂
∂s
g∗M (t, s)|s=a , (38)
studying the corresponding Green’s matrix of the adjoint vectorial operator, we
can verify that it satisfies the following boundary conditions.
w∗M (a) = w
∗
M (b) = w
∗
M
′′(b)−p1(b)w∗M ′(b) = 0 , w∗M ′′(a)−p1(a)w∗M ′(a) = −1 .
Moreover, for M = 0, we know that w∗0 > 0 on (a, b).
With the arguments done in Section 4 it is known that w∗M
′′(b)−p1(b)w∗M ′(b) =
0 implies that
d
dt
(
1
v2(t)
d
dt
(v2(t) v1(t)w
∗
M (t))
)
|t=b
= 0.
Using this fact we can use the decomposition of the adjoint operator, given
in (17) and the arguments of the proof of Lemmas 5.1 and 5.3 to conclude that
w∗M cannot have any double zero while w
∗
M ≥ 0 on I.
Also, we can see that while w∗M
′(b) 6= 0, w∗M must be positive on (a, b).
So, we can affirm that the sign change come when w∗M satisfies the following
boundary conditions:
w∗M (a) = w
∗
M (b) = w
∗
M
′(b) = w∗M
′′(b)− p1(b)w∗M ′(b) = 0 ,
which are equivalent, since p1 is a continuous function, to
w∗M (a) = w
∗
M (b) = w
∗
M
′(b) = w∗M
′′(b) .
Hence, w∗M (t) ≥ 0 for M ∈ [0,−λ′′′2 ], where λ′′′2 < 0 is the biggest negative
eigenvalue of T ∗[0] in X1. But, since the eigenvalues of T ∗[0] in X1 are the same
as the eigenvalues of T [0] in X3 (see Remark 4.1), we have that λ
′′′
2 = λ
′′
2 .
So, g∗M (t, s) satisfies the property (33) for all M ∈ [0,−λ′′2 ] and it oscillates
for M > −λ′′2 . So, we can conclude that if M ∈ [0,−λ′′2 ], then gM (t, s) satisfies
the condition
∀ s ∈ (a, b) ∃ η(s) > 0 such that gM (t, s) = g2M (t, s) > 0 ∀ t ∈ (a, a+ η(s)) (39)
Now, proceeding analogously with the function
y∗M (t) :=
∂
∂s
g∗M (t, s)|s=b , (40)
we can affirm that gM (t, s) ≥ 0 satisfies
∀ s ∈ (a, b) ∃ η(s) > 0 such that gM (t, s) = g1M (t, s) > 0 ∀ t ∈ (b− η(s), b) (41)
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for all M ∈ [0,−λ′2] and that if M > −λ′2 the Green’s function oscillates.
So,we have already seen that gM (t, s) satisfies properties (33),(37), (39) and
(41) for all M ∈ [0,−λ2], and that if M > −λ2 Green’s function changes its
sign on I × I.
Step 4. Sign change must begin on the boundary.
For every fixed s ∈ (a, b), we denote usM (t) ≡ gM (t, s).
By definition of Green’s function, we have that T [M ]usM (t) = 0, for every
t ∈ I\{s}.
So, T [0]usM (t) = −M usM (t) ≤ 0, while usM (t) ≥ 0 for M > 0.
From the decomposition given in (15), we have that
1
v2
d
dt
(
usM
′′
v1
)
is a non-
increasing function which, since it has a jump at t = s, can vanish at most twice
on I . With maximal oscillation it has the shape as Figure 1.
Figure 1:
1
v2
d
dt
(
usM
′′
v1
)
with maximal oscillation.
Since v2 > 0 on I,
d
dt
(
usM
′′
v1
)
has the same sign as
1
v2
d
dt
(
usM
′′
v1
)
. So, since
usM
′′
v1
is a continuous function on I, it can have at most four zeros, having two
on the boundary. Hence, with maximal oscillation it is as the function shown
in Figure 2.
And, due to the fact that v1 > 0 on I, u
s
M
′′ has at most two sign changes,
being positive on a neighborhood of t = a and t = b. So, usM
′(t) has at most
three sign changes. However, since usM ≥ 0 and usM (a) = usM (b) = 0, we can
affirm that usM
′(a) ≥ 0 and usM ′(b) ≤ 0, which implies that usM ′ has at most a
sign change. Then uM > 0 on (a, b), since it vanish at t = a and t = b.
Hence, since gM (t, s) is a continuous function of M , we conclude that the
sign change has necessarily to begin on the boundary, i.e. gM (t, s) ≥ 0, if, and
only if, M ∈ (−λ1,−λ2].
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Figure 2:
usM
′′
v1
with maximal oscillation.
Moreover, we have proved that gM (t, s) > 0 on (a, b) × (a, b) and that
w∗M (t) > 0 and y
∗
M (t) < 0 on (a, b). Then, using Theorem 2.15 the opera-
tor T [M ] is strongly inverse positive if, and only if, M ∈ (−λ1,−λ2].
Step 5. Study of the inverse negative character.
We are going to see that in the boundary of I × I the Green’s function must
be nonpositive for M ∈ [−λ3,−λ1). And then, we will see that this constant
sign on the boundary, implies the constant sign on (a, b)× (a, b).
From Lemma 5.1 we know that the eigenfunctions related to λ′3 and λ
′′
3 are of
constant sign in I. Moreover, every function satisfying the boundary conditions
(26) on [a, b] is of constant sign on I for every M ∈ [−λ′3, 0]. In particular this is
true for wM defined in (32). The same property holds for any solution satisfying
(28) in [a, b] for all M ∈ [−λ′′3 , 0]. In particular, for yM defined in (35).
Since for M = −λ′3, w−λ′3(a) = w′−λ′3(a) = 0 and w
′′
−λ′3(a) = −1 < 0, we
conclude that w−λ′3(t) ≤ 0 on I. Since it is a continuous function of M ∈
[−λ′3,−λ1], wM (t) ≤ 0, and gM (t, s) satisfies an analogous property to (33) for
the nonpositive case:
∀ t ∈ (a, b) ∃ η(t) > 0 such that gM (t, s) = g2M (t, s) < 0 , ∀ s ∈ (a, a+ η(t)) . (42)
Now, for M = −λ′′3 , y−λ′′3 (b) = y′−λ′′3 (b) = 0 and y
′′
−λ′′3 (b) = 1, so y−λ′′3 (t) ≥ 0
on I. Hence yM (t) ≥ 0 for all M ∈ [−λ′′3 ,−λ1) and then gM (t, s) satisfies an
analogous property to (37)
∀ t ∈ (a, b) ∃ η(t) > 0 such that gM (t, s) = g1M (t, s) > 0 , ∀ s ∈ (b− η(t), b) . (43)
Studying the adjoint operator we arrive to similar conclusions for neighborhoods
of t = a and t = b for all M ∈ [−λ′′3 ,−λ1) and M ∈ [−λ′3,−λ1), respectively.
∀ s ∈ (a, b) ∃ η(s) > 0 such that gM (t, s) = g2M (t, s) < 0 , ∀ t ∈ (a, a+ η(s)) . (44)
∀ s ∈ (a, b) ∃ η(s) > 0 such that gM (t, s) = g1M (t, s) < 0 , ∀ t ∈ (b− η(s), b) . (45)
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Then gM (t, s) satisfies (42), (43), (44) and (45) for all M ∈ [−λ3,−λ1).
For every s ∈ (a, b), let us denote usM (t) ≡ gM (t, s).
Now, let us suppose that the Green’s function has a zero on (a, b)× (a, b) for
some M¯ ∈ [−λ3,−λ1), hence there exists s¯ ∈ (a, b), such that us¯M¯ has a zero on
(a, b). Since M¯ ∈ [−λ3,−λ1), gM¯ (t, s) satisfies properties (44) and (45), hence
us¯
M¯
(t) < 0 on a neighborhood of t = a and t = b.
So, under our assumption, there are two possibilities, either us¯
M¯
has a double
zero or us¯
M¯
has at least two different zeros.
If us¯
M¯
has a double zero at a point c ∈ (a, b), we have two possibilities either
c ≥ s¯ or c ≤ s¯.
If c ≥ s¯, there exists an eigenvalue of T [0] on the interval [c, b], verifying the
correspondent boundary conditions to U[c,b] on [c, b] ⊂ I. And this eigenvalue
is less or equal than λ′′3 , so this fact contradicts Lemma 5.4.
If c ≤ s¯, there exists an eigenvalue of T4[0] on [a, c] ⊂ I, verifying the
boundary conditions correspondent to V[a,c]. And, again this value is less or
equal than λ′3, which contradicts Lemma 5.4.
If us¯
M¯
has two different zeros at points c1, c2 ∈ (a, b), such that c1 < c2.
Since us¯
M¯
is a C1 function on I, it must exist d ∈ (c1, c2) such that us¯M¯
′
(d) = 0.
Again, we have two possibilities either d ≤ s¯ or d ≥ s¯.
If d ≤ s¯, u ∈ C4([a, d]). From Corollary 5.5, we know that λ′′3 [a,d] > λ′′3 [a,b] ≡
λ′′3 ≥ λ3, so M¯ ∈ [−λ′′3 [a,d],−λ1) and us¯M¯ (a) = us¯M¯
′′
(a) = us¯
M¯
′
(d) = 0. Hence,
by applying Lemma 5.1, us¯
M¯
does not have any zero on (a, d), but uM¯ s¯(c1) = 0
and c1 ∈ (a, d).
Finally, if d ≥ s¯, u ∈ C4([d, b]). From Corollary 5.5, we know that λ′3[d,b] >
λ′3[a,b] ≡ λ′3 ≥ λ3, so M¯ ∈ [−λ′3[d,b],−λ1) and us¯M¯
′
(d) = us¯
M¯
(b) = us¯
M¯
′′
(b) =
0. Hence, by applying Lemma 5.1, us¯
M¯
does not have any zero on (d, b), but
us¯
M¯
(c2) = 0 and c2 ∈ (d, b).
Hence, we arrive to a contradiction of supposing that while M ∈ [−λ3,−λ1),
gM (t, s) has a zero on (a, b)× (a, b). So, this together with properties (42), (43),
(44) and (45), tell us that NT 6= ∅ and, moreover, that [−λ3,−λ1) ∈ NT .
To see that in fact [−λ3,−λ1) = NT , we do a similar argument to end of Step
1, to see that for M < −λ3, the Green’s function has to change sign necessarily.
Moreover, we have seen that if M ∈ [−λ3,−λ1), then gM (t, s) < 0 on (a, b)×
(a, b), and, furthermore, ∂∂tgM (t, s)|t=a < 0 and
∂
∂tgM (t, s)|t=b > 0 for s ∈ (a, b).
Then T [M ] is strongly inverse negative in X if, and only if, M ∈ [−λ3,−λ1).
From Theorem 6.1 we obtain a direct corollary by using the method of upper
and lower solutions, see [4] for details.
Corollary 6.2. We consider the operator T [c]u(t) ≡ u(4)(t) + p1(t)u′′′(t) +
p2(t)u
′′(t) + c(t)u(t), with c ∈ C(I), under the hypothesis of Theorem 6.1.
Then,
• If −λ1 < c(t) ≤ −λ2 for every t ∈ I, then T [c] is strongly inverse positive
in X.
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• If −λ3 ≤ c(t) < −λ1 for every t ∈ I, then T [c] is strongly inverse negative
in X.
7 Particular cases
In this section, in order to see the usefulness of given results, several examples
where it can be applied are shown.
7.1 Operator u(4) − p u′′, with p ≥ 0.
Now, let us consider the operator given by the expression u(4) − p u′′ + M u,
with p ≥ 0 defined on I.
In [7, Theorem 2.1] it is proved that the second order linear differential equa-
tion u′′(t)+mu(t) = 0 is disconjugate on I if, and only if, m ∈
(
−∞,
(
pi
b−a
)2)
.
In particular, u′′(t) − p u(t) = 0 is always a disconjugate equation on I for all
p > 0, so, we can apply Theorem 6.1.
So, in order to apply Theorem 6.1 we have to obtain the eigenvalues of this
operator in X, X3, X1, U[a,b] and V[a,b].
In this particular case, the eigenvalues of the operator in X1 and X3 are
the same, and also the eigenvalues in U[0,1] and V[0,1] coincide. Indeed, if we
have u ∈ X1 (resp. u ∈ U[0,1]) such that u(4)(t) − pu′′(t) + M u(t) = 0, then
v(t) = u(1−t) satisfies v ∈ X3 (resp. v ∈ V[0,1]) and v(4)(t)−pv′′(t)+M v(t) = 0
on I.
We consider the general expression of the solution of equation u(4)(t) −
p u′′(t) = λu(t) to obtain the different eigenvalues.
So, the eigenvalues of u(4) − p u′′ in X are given by
λ = k4
(
pi
b− a
)4
+ k2 p
(
pi
b− a
)2
, k = 1, 2, 3, . . .
In particular, the least positive eigenvalue is given by λ1(p) =
(
pi
b−a
)4
+
p
(
pi
b−a
)2
.
The eigenvalues of u(4) − p u′′ in X3 are given as −λ, where λ is a positive
solution of
tan
(
4
√
λ(b− a) sin
(
1
2 cot
−1
(
p√
4λ−p2
)))
sin
(
1
2 cot
−1
(
p√
4λ−p2
)) = 2 tanh
(
1
2
4
√
λ(b− a)
√√
p2
λ + 2
)
√√
p2
λ + 2
.
By denoting m1 as the least positive solution of this equation, then λ2(p) =
−m1 is the biggest negative eigenvalue of u(4) − p u′′ in X3.
Finally, the eigenvalues of u(4) − p u′′ in U[a,b] are given as the positive solu-
tions of
tan
(
(b−a)
√√
p2+4λ−p√
2
)
√√
p2 + 4λ− p
=
tanh
(
(b−a)
√√
p2+4λ+p√
2
)
√√
p2 + 4λ+ p
.
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Then the least positive solution of this equation, λ3(p), is the least positive
eigenvalue of u(4) − p u′′ in U[a,b].
So, now we apply Theorem 6.1 to obtain that u(4)−p u′′+M u is strongly in-
verse positive in X if, and only if M ∈
((
pi
b−a
)4
+ p
(
pi
b−a
)2
,−λ2(p)
]
. And it is
strongly inverse negative inX if, and only if, M ∈
[
−λ3(p),−
(
pi
b−a
)4
+ p
(
pi
b−a
)2)
.
7.1.1 The operator u(4)
As a particular case we can consider p = 0 and [a, b] = [0, 1], and we have the
operator u(4)(t) + M u(t) on [0, 1]. This result has already been studied in [4]
and [13], but in these cases the expression of Green’s function was needed and
no relationship with spectral theory has been shown.
In this case λ1(0) = pi
4 is the least positive eigenvalue of u(4) in X.
Moreover, λ2(0) = −λ4, where λ is the least positive zero of
tan
(
λ√
2
)
= tanh
(
λ√
2
)
,
(λ2(0) u −5.554) is the biggest negative eigenvalue of u(4) in X3.
Finally, λ3(0) = λ
4, with λ is least positive root of
tanh(λ) = tan(λ) ,
(λ3(0) u 3.9274) is the least positive eigenvalue of u(4) in U[0,1].
Then, we can use Theorem 6.1 to conclude that u(4) +M u is strongly inverse
positive if, and only if M ∈ (−pi4,−λ2(0)] and u(4) + M u is strongly inverse
negative if, and only if M ∈ [−λ3(0),−pi4). These results were obtained in [4],
the inverse negative character, and in [13], the positive one; but in our case we
do not need to obtain the expression of Green’s function.
7.2 Operators with non constant coefficients
In this Subsection we are going to study some operator with non constant coef-
ficients, obtaining its eigenvalues numerically.
The first operator which we are going to consider is u(4) − t2 u′′ on [0, 1].
Its eigenvalues in the different spaces are obtained numerically by means of the
representation of the corresponding Wronskians, and are the following
• λ1 u 3.1644 is the least positive eigenvalue in X.
• λ′′2 u −5.5544 is the biggest negative eigenvalue in X3.
• λ′2 u −5.57164 is the biggest negative eigenvalue in X1.
• λ′′3 u 3.9344 is the least positive eigenvalue in V[0,1].
• λ′3 u 3.9464 is the least positive eigenvalue in U[0,1].
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In particular, λ2 u −5.5544 and λ3 u 3.9344.
By means of [7, Theorem 2.1], we know that u′′(t)− t2 u(t)+M u(t) = 0 is a
disconjugate equation on [0, 1] if, and only if M ∈ (−∞,−λ¯), where λ¯ u −10.16.
In particular, it is disconjugate for M = 0.
So we can apply Theorem 6.1 to conclude that operator u(4) − t2 u′′ +
M u is strongly inverse positive in X if, and only if, M ∈ (−λ1,−λ2] u
(−3.1644, 5.5544] and it is strongly inverse negative in X if, and only if M ∈
[−λ3,−λ1) u [−3.9344,−3.1644).
Now, let us study the operator u(4) + 16 t2 u′′ + M u. Using again [7,
Theorem 2.1], we can see that the second order linear differential equation
u′′(t) + 16 t2 u(t) + M u[t] = 0 is disconjugate on [0, 1] if, and only if M ∈
(−∞,−λ21∗), where λ21∗ u −5.05. In particular, it holds for M = 0.
Then, in order to apply Theorem 6.1 we can obtain the eigenvalues of
u(4) + 16 t2 u′′ in the different spaces. As in the previous case we obtain them
numerically by means of the study of the corresponding Wronskians.
• λ1 u 2.6624 is the least positive eigenvalue in X.
• λ′′2 u −5.53344 is the biggest negative eigenvalue in X3.
• λ′2 u −5.24054 is the biggest negative eigenvalue in X1.
• λ′′3 u 3.5554 is the least positive eigenvalue in V[0,1].
• λ′3 u 3.8094 is the least positive eigenvalue in U[0,1].
So, λ2 u −5.24054 and λ3 u 3.5554 and we can affirm that operator u(4) +
16 t2 u′′+M u is strongly inverse positive in X if, and only if, M ∈ (−λ1,−λ2] u
(−2.6624, 5.24054] and it is strongly inverse negative in X if, and only if, M ∈
[−λ3,−λ1) u [−3.5554,−2.6624).
Finally, we consider operator u(4) + 2t u′′′ + 2u′′ +M u on [0, 1].
Every solution of u′′(t)+2 t u′(t)+2u(t) = 0 satisfying u(0) = 0 and u′(0) =
1, follows the expression
y(t) = e−t
2
∫ t
0
es
2
ds ,
which does not vanish for every t > 0. Then the second order linear differential
equation is disconjugate on every interval [0, c], in particular on [0, 1]. So we can
apply Theorem 6.1. In order to do that, we obtain numerically the eigenvalues
of u(4) + 2 t u′′′ + 2u′′ in the different spaces of definition as follows:
• λ1 u 3.0794 is the least positive eigenvalue in X.
• λ′′2 u −5.5954 is the biggest negative eigenvalue in X3.
• λ′2 u −5.6064 is the biggest negative eigenvalue in X1.
• λ′′3 u 3.9864 is the least positive eigenvalue in V[0,1].
26
• λ′3 u 3.8544 is the least positive eigenvalue in U[0,1].
Then, λ2 u −5.5954 and λ3 u 3.8544 and we can conclude, applying Theo-
rem 6.1, that u(4) + 2 t u′′′ + 2u′′ +M u is inverse positive in X if, and only if,
M ∈ (−λ1,−λ2] u (−3.0794, 5.5954] and it is inverse negative in X if, and only
if, M ∈ [−λ3,−λ1) u [−3.8544,−3.0794).
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