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ABSTRACT
One of the difficult problems on the Internet is finding the electronic mail
addresses of users. In practice, there are some indirect ways of finding these addresses
such as the finger program in UNIX, but almost all of these methods require the
user to know the exact host name of the destination. W hat is most desirable is an
automated mechanism which provides the e-mail addresses of users if some minimal
information about the destination site is known.
This thesis describes the design of such a directory service support system,
based on the X.500 Series of CCITT Recommendation, for the elm electronic mail
facility in the UNIX environment. The purpose of the system is to provide easy
access to the electronic mail addresses of users, without requiring the direct use of
the X.500 directory system. To facilitate the service, the user only needs to know
the approximate name of the person and the location he/she works at. The query is
done automatically and the returned e-mail address is used for the “To:” field in the
header. In case of multiple hits, the sender has a few options: he can choose between
the possible solutions offered by the system, ask for more information about a person
or eliminate ambiguous references from the original request.
The system was designed and implemented on a Sun SparcStation. Tests were
conducted to measure the response time of the system and the results are reported.
Work is in progress to provide more functionality and a better user interface.
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I. IN T R O D U C T IO N

A. L IN K IN G E -M A IL W ITH DIRECTORY INFO RM ATION

The Internet is now expanding at an exponential rate [19]. Each month thou
sands of new hosts, users and services are added to the already crowded network.
Under these conditions, finding the e-mail address of a user or a specific service on
the network is getting more and more difficult. There are a number of indirect ways
available (such as the

fingerand the whois programs), but almost all of these met

require exact knowledge, for example the host name of the destination. The CCITT
standards for the directory service (see [8] to [16]) are designed to provide guidelines
for such general purpose utilities.
Models for the directory service are the original Telephone System Direc
tory Service, the centralized WHOIS database and the Domain Name Service (DNS)
database which is used for routing purposes in the Internet. A more detailed pre
sentation of these can be found in Chapter II. Due to particular limitations, none of
these systems is able to process the volume and diversity of information necessary for
an Internet directory service.
The current X.500 directory service is a distributed database used to store
information about the users on the Internet. The directory is an OSI application, so
most of the implementations run on top of ISODE, a support structure that provides
OSI compatibility with the existing Internet T C P/IP protocol. The database is or
ganized as a tree, having different countries as children of the root. Information is
stored and managed locally on different nodes in Directory System Agents (DSAs). A
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user can query the system through an interface called Directory User Agent (DUA).
When queried, the DUA binds to the nearest DSA, and then is referred to the one
that has the required data. To improve the efficiency, a replicating mechanism (cache)
for the information is provided. Among other capabilities, the system is able to make
a search with minimal information, and returns a list of possible entries that match
all the keywords provided.
Obviously, information about a user cannot be obtained if he/she is not regis
tered in the directory. Currently, the directory system is developing at an accelerating
rate. As of 1992, there are over 25 countries taking part in the project, inanity from
Western Europe, North America, and Australia. The US White Pages Pilot Project
has over 100 DSAs running, with more joining every month.
The purpose of this thesis is to automate the procedure of finding the e-mail
address of a user. The user does not have to search for an address. The mailer does
this operation mostly by itself. If no destination address is found, the mail is returned
with “unknown address” . If more than one “hit” is scored, the user has to decide in
an interactive manner to whom the message will be sent.
B. T H E S IS O U T L IN E

The second chapter is a brief presentation of the X.500 Directory Service Stan
dard. It includes the underlying structure, the protocols and the distributed operation
of the directory.
The third chapter is devoted to the ISODE-Quipu package. At this point, the
ISODE system is the most extensive free implementation of the OSI protocol stack.
On top of it an OSI application can run over the existing T C P/IP internet. The
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major part of the chapter discusses the ISODE implementation and how to set up
a DSA under the Quipu application. The White Pages Pilot Project is introduced,
together with the necessary procedure to link the DSA to the Pilot.
Chapter IV describes the implementation of the C O N N E C T application. Dif
ferent design issues are analyzed and the advantages of the existing one are discussed.
The two interface programs (elm as the e-mail system and FRED as a front end to the
directory) are presented. The structure of C O N N E C T and implementation details
are given.
Experimental results and the performance analysis of the system are reported
in Chapter V. Advantages and existing problems are discussed. Future research
directions are given at the end of the chapter.
Conclusions are in Chapter VI which is followed by the references used in the
writing of the thesis.
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II.

T H E X .5 0 0 D IR E C T O R Y SER V IC E S T A N D A R D

A. M O D ELS OF E X IS T IN G D IR E C T O R Y SERV ICES

To better understand the design decisions taken in the X.500 standards, three
existing directory systems will be analyzed. The first is the telephone system, wellknown to all its users. Two more systems which coexist on the Internet, the WHOIS
database and the Domain Name Service will be presented. The advantages and the
possible drawbacks of extending these types of services to a very dynamic Internet
will be discussed.
1. Telephone System D irectory.

The worldwide telephone system

could serve as a model for many applications of computer networks. All the stations
(end user phones) are connected into a single, transparent network, and any pair can
be linked in a conversation. If we have to pass local boundaries, an access code and the
addition of some numbers to the dialed information (area code, country prefix, etc.)
give us the right connection. If we need an unknown number and we have additional
information about the user (name,address, etc.), we can dial the telephone directory
service or look up the number in a printed directory. Although some systems provide
additional functionality (e.g. Minitel-France), the scope of the Internet directory
is much broader than just finding people’s e-mail addresses. In the future, routing
applications should be able to use the information from the Internet directory without
the need to refer to present routing protocols.
2. W H O IS D a ta b a s e .

The WHOIS database is centrally managed by

the Defense Data Network - Network Information Center DDN NIC [18] and gives
us information about services and people available on the network. The database is
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updated manually. The processing delay can take up to two weeks. Advantages of
the system are perfect coherence of the data (even if some information is outdated),
and easy access. Some important drawbacks of the systems are slow answer time at
peak loads, the potential for errors due to additional handling of the information, and
poor reliability in case of link failure to the single information server.
3.

D om ain N am e S ervice.

The Domain Name Service (DNS) [18] forms

the backbone of the routing system, by providing a correspondence between host and
domain names and IP addresses. An unknown host is looked up on the nearest server,
which eventually will pass the request if it cannot be fulfilled. Secondary nameservers
can be identified for each domain so that an unreachable network will not cut off the
service. The implementation is robust and its reliability has been proven by real-time
usage. However, difficulties arise if we try to extend this approach to a directory
service. The major drawbacks are a limited number of data types, a limited search
capability, and that the data base is not easily expandable.
B. THE X.500 APPRO ACH FO R T H E D IR E C T O R Y

After an extensive analysis of the advantages and disadvantages of the previous
directory systems, some of which are outlined above, a distributed database structure
was chosen for the OSI X.500 directory implementation by the CCITT commission.
This structure directly offers the following features:
• decentralized maintenance
• powerful searching capabilities
• single global namespace
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• structured information framework
« standard-based directory services
Particular implementations have added extra features, such as color photos in the
JPEG format.
Problems in the use of the current directory system are:
® slow search over a big namespace
• slow search due to the network delays and poor algorithms
• tradeoff between performance and security issues
While security is not yet a major problem in the implementation of the directory, a
discussion about confidentiality is in progress [20]. Not every organization and not
every person desires unlimited access by strangers to the data stored in their directory
database. W ith the widespread use of computer systems, such concerns will become
more common.
C. OVERVIEW OF THE DIRECTORY

Most of the elements in this part are credited to the excellent paper “Dis
tributed Operation of the X.500 Directory” [1] by Bohdan Smetaniuc. This paper is
highly recommended to any researcher who studies the X.500 directory.
1. T h e D irecto ry M o d e l.

The directory is an on-line distributed system

which holds information about objects and which provides users with services for
accessing the information. It includes a set of cooperating systems, each of which
contains some directory information and executes the directory protocols.
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Figure 1. Model of the Directory and its users
The Directory System Agent (DSA) is an application process that represents
the directory functionality.
The Directory User Agent (DUA) is an application process running in the
user’s domain. It provides an interface to the information stored in the DSAs, in
formation that can be used either by people or computer programs (i.e. the X.400
electronic messaging system).
The structure of the system is given in Figure 1.
2. The Inform ation M odel.

All the information stored in the directory

about different objects is known as the Directory Inform ation Base (D IB). The
information is stored in the form of entries. The structure of an entry is shown in
Figure 2.
The DIB has the following particular characteristics:
* it is distributed
• the number of queries is much greater than the rate of the updates
• temporary inconsistencies are quite acceptable
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Entry

west®JI1
__ ^

IfW illi

Attribute
Value(s)

Attribute

Attribute Value(s)
Distinguished
Attribute Value

Attribute
Value

Figure 2. Structure of an entry in the Directory Information Base
The entries in the DIB are arranged in the form of a tree known as the Direc
tory Information Tree (D IT ), reflecting the natural hierarchical relations among
the objects. A portion of a DIT is shown in Figure 3. A person works in a Depart
ment, which is part of an organization, which has its headquarters in some country.
The root of the DIT is not an entry. This is the reason the symbol for the root in
Figure 3 is different.
Given such a huge namespace, we have to distinguish any two objects that
are stored in the DIB. Because of this, the directory provides a naming scheme that
ensures a unique identity for each object. Following are some of the elements:
A ttribute Value A ssertion (AVA): is a pair (attribute type, attribute
value), usually written as “a= b” , where “a” is the attribute type and “b” the attribute
value.
R elative D istinguished Nam e (R D N ): is one or more attribute value

Level 0
Countries

Figure 3. Portion of a hypothetical DIT

Level 1
States and
Organizations

Level 2
Organizational
Units

Leaf level
Persons

@c=US@st=Missouri@o=University o f Missouri - Rolla® ou=Computer Science Department® cn=Angela Lammers

co
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Figure 4. User’s View of the Directory
assertions chosen when the entry was created and unique among the entries with
the same superior node.
D istin g u ish ed N am e (D N ): the concatenation of the RDNs of all superior
entries - starting at the hypothetical entry root - and the entry’s own RDN. The DN
of an object is the DN of its object entry.
Figure 3 shows the RDNs for each entry. The DN for one node is the list of
RDNs for each node along the path from the DIT root to the current node. In our
example, we concatenate the RDNs for the grey nodes. The DN for the marked leaf
is given at the bottom of the figure.
3. B asic Services P ro v id e d by th e D ire c to ry .

From the user’s point

of view (Figure 4) the directory is an integrated system capable of performing vari
ous services. The two main service types are retrieval and modification of the DIB
information.
The following operations are supported by the directory:
• Read
• Compare
• List
• Search
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• Abandon
• AddEntry
• RemoveEntry
• ModifyEntry
• Modify RDN
The user DUA sends a message to the directory requesting that one of the
above operations be performed. The directory responds to each DUA request by
returning either a result or an error. An error can occur in case of incorrect data, or
an internal error in the system or because permission was denied to the user for this
specific operation.
4. Directory P rotocols.

There are two main directory protocols as

presented in Figure 5.
The D irectory Access Protocol (D A P ) defines the exchange of requests
and responses between a DUA and DSA.
The Directory System P rotocol (D S P ) defines the exchange of requests
and responses between two DSAs.
The protocols use the X.219 (Remote Operation Service - ROS) CCITT Rec
ommendations [7].
D . D IS T R IB U T E D O P E R A T IO N O F THE DIRECTORY

From the processing point of view, the directory operations fall into one of the
following categories:
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REQUEST
Arguments Specific to
Operation Type

>

Common Arguments
DSA

DUA
RESULT
Result Specific to
Operation Type
or
ERROR
a) DAP: Exchange protocol between a DUA and a DSA

REQUEST
Arguments Specific to
Operation Type
Common Arguments

>

Chaining Arguments
DSA

DSA
RESULT

<

Result Specific to
Operation Type
Chaining Results
or
ERROR
b) DSP: Exchange protocol between two DSAs
Figure 5. Directory Protocols
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• Single-object operations: these involve a single entry (Read, Compare,
AddEntry, RemoveEntry, ModifyEntry and ModifyRDN). The evaluation is
performed by the DSA that holds that entry.
• M ultiple-object requests: these can involve multiple entries (ex. List and
Search). Evaluation may need to be performed by several DSAs.
• Abandon operation: this does not involve any entry. The abandon request
simply follows the path taken by the request to be cancelled, and will inform
all the involved DSAs to cease processing the request.
In addition to the DSAs holding the entries which are subject to the request,
other DSAs may be involved in the processing by routing requests to these DSAs.
Currently, the standard employs three different data distribution mechanisms:
chaining, referrals, and replication [1, 5]. These mechanisms are discussed in the
following subsections.
1.

C haining.

Chaining is the main information search strategy in the

directory. It involves a number of global steps. Processing of a request by a DSA
begins when it is submitted by a DUA. If the receiving DSA cannot fully evaluate
the request, it will accomplish evaluation by cooperating with several other DSAs.
After the request is received, the DSA enters a global phase called Name Resolution.
During this phase, the request is passed from DSA to DSA until the DSA holding the
principal entry of the request is reached. Evaluation will start as the second global
phase of request processing. For a multiple-object operation, the DSA sends - where
necessary - subrequests to the DSAs which hold immediate subordinates of these
entries. The process is recursive.
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Figure 6 shows the processing of a typical Search request. The full descrip
tion of the procedure can be found in the X.518 Recommendation for Distributed
Operation of the Directory [12].
2.

R e fe rra ls.

Figure 7 shows a different approach when evaluating a

request. Sometimes, not all the chaining required for a full evaluation takes place.
There can be several reasons for this:
» the DSA involved (for example C in Figure 6), is not willing to chain to another
DSA
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DSA C generates a referral
rather than chaining to DSA D

Request

< ~ q DSA A

DSA B

DSA C

Response

Figure 7. Generation and subsequent execution of a referral
® the DSA cannot chain to another DSA due to technical reasons (target off-line,
network unreachable, etc.)
• the user requested no further chaining by setting the specific service control
( “chainingProhibited”) to TRUE
Instead of connecting to the next DSA, the request accompanied by the name
of the DSA to which it should have been sent is routed back on the calling path. Such
an operation is called a Referral. Each DSA along the request path has the following
courses of action available:
• it may try to execute the referral itself, since all the necessary information is
available
• it can pass the referral to the calling DUA/DSA
Regarding Figure 7, let’s presume that the connection between DSA C and
DSA D is not open due to one of the reasons outlined above. This would lead to
the referral of the request back to DSA B. If the DSA B is on the same network as
C, it will not be able to chain to D itself. DSA B will thus refer the problem to the
caller, DSA A. In this case, a chaining to DSA D is possible, and the request will be
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executed. The referral is transparent to the nodes upward of DSA A in the calling
tree. Such nodes would not know the exact pattern of the execution.
3.

R eplication of D ata.

The replication mechanism is also referred to

as “shadowing” . A server will receive a copy of the information from another DSA,
followed by periodic updates of the information. There is no attempt to perform the
updates synchronously, but the process maintains the replicated information reason
ably up to date.
In [26], Kille discusses some of the needs for a stronger replication mechanism.
Increase of performance, availability and reliability are the main reasons for its use.
Additional replication issues are analyzed in [2].
Unfortunately, the X.500 standard does not provide a powerful replication
mechanism. It is expected that the next versions will correct this omission.

17

III. T H E IS O D E -Q U IP U P A C K A G E
A. ISO D E AND T H E D IR E C T O R Y SE R V IC E

1. G eneral In fo rm a tio n .

The ISODE package is a non-proprietary

development tool used to test and implement OSI applications. Usually, it operates
on top of the TCP-IP layers that currently control the Internet communication, but
it can also work on pure OSI lower layers of software. The package has a wide range
of functions and possibilities, and includes the work of many dedicated programmers.
It is necessary to point out that although the programs are openly available, they are
not in the public domain.
The main purpose of ISODE is to accelerate the creation, development, and use
of true OSI applications. Experience has shown that the development of application
level protocols take as long as or significantly longer than the development of lower
level protocols [28]. Another purpose of ISODE is to make an OSI tool available to the
US Internet community. Due to the success of the Internet protocols, US programmers
were reluctant to get involved actively in experimenting with OSI protocols.
Most applications that implement the X.500 standard today are running on
top of the ISODE platform.
2. T he W h ite P ages P ilo t P r o je c t.

Introducing the X.500 OSI service

is a complicated task. A pilot project has been undertaken, both to demonstrate the
viability of the new service and to provide this extended service to a widely distributed
community.
Performance Systems International, Inc, is the sponsor of the White Pages
Pilot Project for the United States. PSI manages the “@c=US” level zero DSA and
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Hostname
ftp.psi.com
cs.ucl.ac.uk

IP Address Programs
38.146.10.5 ISODE, Quipu, DSA for US
128.16.5.31 ISODE, Quipu

Table I. FTP sites for the ISODE software
provides registration for the local DSAs. Additional information is available to the
sites that want to start a DSA and be part of a unified effort (see also section C in
this chapter). Support for working with ISODE and QUIPU - the official software of
the pilot - is given to sites that have joined the project. While it is possible to use
other software packages that conform to the X.500 protocols, no assistance is given
to users of such packages by the pilot managers.
3.

ISO D E A vailab ility .

The ISODE package can be downloaded from

a series of anonymous FTP sites. Table I lists some of them. A numeric IP address
is included in case the site is not visible (i.e., the ftp program does not recognize the
host name as valid).
The ISODE distribution package is a big one. The source files - usually found
under is o d e -8 .ta r.Z - are about 5.5MB in size, in tar and compressed form. There
are also manuals available. A IATpjXversion can be found as iso d e -7 -d o c .ta r.Z
(3.5MB), and a PostScript version is available as iso d e -7 -p s.ta r .Z (4.3MB). The
changes for version 8 in the manuals are available as an update release under number 8
from the same sites.
If a site plans to start a local DSA and join the pilot, an additional file is
required: wpp-addon. t a r . Z. The files and the information to start a US-White Pages
compatible program are included in it. A sample session for downloading the files
necessary to a US-based organization is given in Figure 8. The same approach can
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msirbu{ercalisc-66} ftp ftp.pal.cam
Connected to batcher2.psi.com.
220 batcher2.psi.com FTP server (SunOS 4.1) ready.
Name (ftp.psi.com:msirbu): Anonymous
331 Guest login ok, send ident as password.
Password: guest
230 Guest login ok, access restrictions apply.
ftp> binary
200 Type set to I.
ftp> cd wp/src
ftp> get isode-pilot.tar.Z
ftp> get wpp-addon.tar.Z
ftp> bye
221 Goodbye.
msirbu{ercalisc-67} uncompress < isode-pilot.tar.Z I tar xfBp msirbu{ercalisc-68} uncompress < wpp-addon.tar.Z I tar xfBp msirbu{ercalisc-68} rm isode-pilot.tar.Z wpp-addon.tar.Z

Figure 8. Downloading of the ISODE software
be used to obtain the ISODE manuals.
B. INSTALLATION

The process of installing ISODE is relatively straightforward, but there are
some important elements:
* To install the programs, superuser permission is necessary.
o If all ISODE applications are to be installed, about 60 MB of free disk space
is needed. If source files are not kept after the installation, 7 MB of disk space
will be sufficient.
• If you plan to join the White Pages Pilot Project, you should follow the rules
in [29]. Otherwise, follow the ISODE manuals [28] and the instructions found
in the software package.
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The first step is to configure ISODE for the target system. This involves
copying the proper ISODE files into configuration files and setting up some directories.
Scripts have to be started to compile and install the system. Since the process is long
(a few hours), it is good practice to redirect the output to a file.
To start and keep ISODE operational, you need to [29]:
1. add a “tsa p d ” entry to your r c .l o c a l file.
2. add the “ts a p ” to the /e tc /s e r v ic e s file.
3. add an entry to the crontab file to clean the log files daily.
4. start the “tsapd daemon” by hand (only the first time).
Since the ISODE system runs without problems on a wide range of UNIX
systems, there should be no problems when starting it. If something goes wrong,
debugging hints are given in the documentation. In case they do not work, the user
is instructed to contact one of the ISODE mailing lists.
1. S ta rtin g U p a Q u ip u D S A .

Before the DSA start is attempted,

a DUA should be operational. Of course, this means that the ISODE package is
running error free on the system. The user should test the DUA by trying to connect
to a well-known DSA. The “@c=US” directory servers can be used for this purpose,
since their addresses are in the ta ilo r file for all Quipu DUAs, and their availability
is among the highest on the Internet. Then the DSA is started.
The first step is to choose a name for the DSA. It is the Quipu convention that
every DSA should be named after endangered South American wildlife1. You have to
1For UM R, the D SA nam e is “T inam ou”. The D istinguished Nam e is “@ c=U S@ cn=Tinam ou”.
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check that no other DSA exists by that name. Since it is a part of the Distinguished
Name, there cannot be two DSAs with the same name.
The DSA configuration file has to be changed as above, and then the initial
ization script can be run.
Adding, removing entries, changing the values of attributes and adding new
attributes are some of the test procedures that have to be employed to make sure the
DSA is fully operational.
2. M an ag em en t of th e D S A .

There are a series of services that have

to be configured to allow maximum access to your directory server. Possible services
include:
• White Pages via the DA-service;
• White Pages via TELNET;
• White Pages via WHOIS;
• White Pages via mail.
Discussion of these services is beyond the scope of this thesis. More information can
be found in [28, 29].
C. LINKING THE DSA TO THE W H ITE PAGES PILOT

Once the DSA is running correctly for a number of days, it is time to join
the Pilot Project. E-mail to the project manager informs him of the newly available
DSA. He will run some tests to see if your DSA is visible from other sites on the
Internet. Once satisfied that the server is running correctly, the manager will include
your entry in the level-0 server and give you some connecting information. With this
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action, and the subsequent updates of your directory tree, the DSA is part of the
White Pages Pilot Project, and is visible from all the DSAs in the world.
It is important to note that you do not need to have an operational DSA or to
be a part of the White Pages Pilot to access the directory. Any running DUA that
can connect to a DSA can do the job. But if you have a DSA that is not linked to the
project, information from your site will not be available to the servers outside your
organization.
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IV .

C O N N E C T IN G E -M A IL TO T H E D IR E C T O R Y
SER VICE

A. D E S IG N ISSU E S

There are a number of ways to allow direct access by an e-mail system to the
information stored in the directory service. As seen in Figure 9, any such application
needs two interfaces: one with the directory system and one with the electronic
mailing system.
There are a number of options available when building such a system. The one
adopted for this project was to take two existing interfaces and link them together
by the use of interprocess communication. Such an application requires an extensive
knowledge of the components. Still, the solution is straightforward and time-efficient.
Other valid options include building the system from scratch or taking an
existing interface (i.e. an e-mail program) and incorporating the functionality of the
second interface (i.e. a DUA).
The building blocks of the CO NNECT system are (see Figure 10):

Figure 9. Linking e-mail to the Directory Service
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Directory System
Interface

Communication Channel

E-mail System
Interface

Figure 10. The structure of the C O N N E C T System
® FRED: a user-friendly DUA used as an X.500 directory system interface. FRED
is an ISODE-QUIPU component.
• elm : a public domain electronic mail program for the UNIX environment, and
also as one of the few interactive, screen-oriented mailers. The elm program
was a clear choice for the project.
• The C O N N E C T daemon links these two interfaces to create a fully functional
system.
There is an additional advantage to this approach. It is very simple to extend
the system to a different pair of interfaces. The connection element and the second
interface are already operational. After studying the new interface, only a link to the
existing parts is required.
1.

elm .

Elm is a full screen oriented mailer for the UNIX operating system

that is part of the public domain. It has most of the features of /b in /m a il and
B erkeley Mail.
The elm distribution package can be downloaded by anonymous ftp from the
sites given in Table II. It consists of a compressed tar file. Upon unpacking, the user
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IP Address
path
128.252.135.4 /mirrors/elm
/ networking/mail / elm
137.39.1.9
192.48.96.9

Hostname
wuarchive.wustl.edu
ftp.uu.net

Table II. US/Canada FTP sites for the elm software
has to create and tailor the configuration files. The process is guided by a script and
it is straightforward. After configuring the system, the program can be compiled.
The executable code is created in the local bin directory.
Additional information about elm can be obtained by reading the references
[30] to [34], or from the comp.mail, elm newsgroup on the Usenet.
2.

FRED.

Our selection for a directory service interface is FRED, a

user-friendly DUA that is part of the ISODE distribution (see Chapter III),
The QUIPU package contains a number of DU As that can be used for different
purposes. The most complex and powerful DUA is DISH (Directory SHell). Working
with DISH can be difficult. While it is well suited for managing an entire system,
DISH is relatively difficult for an inexperienced operator to use. FRED is designed
as a simple, straightforward interface to the directory system. FRED is not a stand
alone DUA. It first links to DISH (actually, FRED stands for FRont End to Dish),
and executes its queries with the help of the more advanced DUA.
The simplicity and user-friendliness of FRED were the main reasons for choos
ing it as the directory service interface in our implementation.
The sources for FRED can be found in the isode/others/quipu/uips/fred di
rectory. Usually, the binary is generated in the binary directory (/usr/local/bin on
the “ercalisc.isc.umr.edu” system).
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Figure 11. CO NNECT Process Structure and Communication
B . CO NN ECT DA EM O N

1.

S tru c tu re .

The process structure of the CO NN ECT application is

given in Figure 11. We call the computer which is running the DSA server for that
particular site as the “host system” . In case no DSA is installed there, we need to
have at least knowledge of an operational DSA to which our DUA will be able to link.
On the same system we will install the connect daemon. The program will detach,
will bind a socket and will wait for a communication request from an e-mail program.
The moment a user starts the mailer, it will request a link to the daemon.
As shown in Figure

11, the mailer does not have to be on the same machine as

the directory server. It will request the service via an Internet socket, so the only
necessary information will be the host system name (or IP address) and the port
number.
Once the daemon receives a “call” , it forks to process the connection, and
the parent will continues to wait in the background for the next request. The child
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starts FRED (fork 4- exec) and opens up a communication line to it. In its turn,
FRED contacts the nearest DISH and completes the communication chain between
the e-mail system and the directory service.
At this point, the communication link waits for a directory request from the
mailer. When a request is received, FRED will change its local “org” string to that
of the requested directory address. Then it will activate a WHOIS query with the
appropriate parameters. The following outcomes are possible:
1. A single entry is returned: the e-mail address of the user is parsed by the C O N 
N E C T daemon and passed to the mailer to fulfill the request.
2. Multiple entries are found: the original search was ambiguous. Detailed infor
mation about each target is passed back to the mailer. In this case, an interac
tive process is started. The user has the following options:
• accept one of the proposed entries;
• accept all proposed entries for a group mailing;
» request full information on one or more of the entries;
• submit additional address information and request another search;
• abandon the search process.
At the end, we will either have a single address that matches our initial request,
a group of addresses or the command to quit the current mailing.
3. No entry is found: there is no user with the given characteristics, or he/she is
not registered with the directory service. We can abandon the mail or submit
a new address.
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4. An error is reported: the communication or the directory system is broken. The
mailer may close the communication line and try to reconnect a number of times,
or report the failure and mark the directory service extension as unavailable at
the present.
2. Im p le m e n ta tio n .

The C O N N E C T daemon is implemented along

the lines of a typical UNIX server. When it is started, the daemon creates an Internet
socket and waits for a client to access it.
The decision to use an Internet socket was taken so that the service would be
available on machines other than the directory service host. In this way, we would
need only one C O N N E C T program running in the background for every site. The
mailers can run on every machine that has access to the designated host. Because of
the extra load, it would be advisable to use the connection only over high-performance
networks, like LAN-s.
3. U ser In te rfa c e .

To be a useful service, the user interface needs to

be simple and straightforward. To mark an X.500 type address in the “To:” line of
the e-mail message, the user will bracket it by < < and > > . He can then request
a Directory search for the given person. If only one hit is encountered, the internet
e-mail address of the user is substituted in the “To:” field and the mailing process
continues as usual. If more than one hit is present, the names are printed on the
screen in the elm mailbox format. The user can accept one of them, abandon the
request, select one to see more information related to that entry, or change the request
to find a reduced number of hits. Also, the user can add other recipients to the list.
Basically, if the address search is a success, the mailing process continues. If
not, the user is given more information to make a choice, or the entire message is
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abandoned.
Note that it is important that the directory search is done at the beginning
of the mailing process. It would be very frustrating to write a two-page message
only to discover that your correspondent does not have his/her directory information
registered with an X.500 service.
C. PRO JEC T DEV ELO PM ENT

The following steps were performend in order to implement the CO NNECT
program:
• The X.500 Recommendations Series was obtained and examined thoroughly.
• The complete ISODE package (version 7, later replaced by version 8) was down
loaded, compiled and installed on the “ercalisc.isc.umr.edu” SUN workstation.
• A local DSA with about 20 persons (nodes) was created under two organiza
tional units (Computer Science Deptartment and UMR Engineering Education
Center - see Figure 3).
• UMR has been linked to the White Pages Pilot Project. The local DSA was
started under the Distinguished Name “@c=us@cn=tinamou” . At this point, it
is the second DSA registered in the state of Missouri, and the only one currently
available.
® The structure of the C O N N E C T daemon and the communication protocol
was designed, and coded.
® FRED was modified to be able to communicate with the daemon. The connec
tion and standalone operation were tested.
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• elm was modified to allow access to the directory.
• The complete system was integrated and tests were conducted. The results are

presented in the next chapter.
Effort is currently being made to adapt the user interface to the elm implicit
guidelines.
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V . E X P E R IM E N T A T IO N A N D D IS C U S S IO N S

A. RESULTS

1. F u n c tio n a lity .

The integration of e-mail and the directory system was

successfully implemented. We have a system available with which one can automate
a directory query and use the given address in the same step.
Because of the particular design structure, multiprocessing is also available.
Multiple requests can be handled by the C O N N E C T daemon by forking a child
process for each user. The initial connection is made over an Internet Socket. Pro
grams on an entire LAN can access the same daemon, reducing the need for multiple
copies of DUAs on the local network.
2. T im in g s.

A number of tests are conducted to study the timing response

of the system. The results are given in Table III.
The system start-up time is the time needed for the C O N N E C T daemon
to accept the request, to fork a child process, to start a local FRED DUA and to

Timing results in seconds
Average
Maximum
Operation or Query
Network Load j Network Load
Low
High
Low
High
System start-up
8
8
10
10
local 1 person query
1
1
2
2
remote n persons, no specific match
2
3
5
5
[st=California, o=Inform...]
remote 1 person (Europe)
8
17
10
25
Table III. Timing results
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connect to the DISH program. Most of the time is taken by the FRED - DISH
communication.
The low network load has been tested at around 10 p.m., central time. This
is equivalent to 4 a.m. G.M.T., or 6 a.m. in Eastern Europe. The load on the local
network, as well as the load on the intercontinental Internet are relatively low at that
hour compared to the daytime hours when the usage is at its peak. The high for the
network load was measured at around 9 a.m. central time, with a high level of traffic
on both sides of the Atlantic.
For each test, a number of trials were made. The timings in Table III give the
average values and the worst result for each test.
A different name was queried each time, because DISH would not initiate a new
network request for a previously used name. Instead, DISH would get the information
directly from the local cache. While in normal operation a cache hit would improve
the performance, and therefore would be desirable, for our purposes it would lead to
wrong results and is not desired.
The first row gives the time neccessary to find a person registered in the local
DSA. This time is important if local e-mail routing is desired in the future.
The second query was to look for all the “John”s at a California Research
Institute. In this test, it is assumed that we did not have the exact name or the
e-mail address of the person, but we knew his/her company.
For the third test, a specific European person was considered. The complete
information including name and organization was provided in this case.
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B . DISC U SSIO N

As expected, the US Internet structure provided a good directory response
time, even for long-distance requests. The Internet network was developed in the US
and has been operational for a long time. Thus, the hardware has high performance
and provides sufficient bandwidth even for “long-distance” communication. This is
the major reason for the good results in row number three.
During peak traffic, the search in Europe took a relatively longer time. The
weak spot in the system is the intercontinental link, that cannot handle the requested
load efficiently. In time, the available bandwidth for this network segment is expected
to increase, hence resulting in a better response time.
In all cases, the query times are within reasonable limits. It is not a high-speed
process, and thus not yet appropriate for routing applications. It is slow because of
the OSI application and service running on top of a TCP-IP network. If, in the future,
the network protocol is switched to the OSI protocol, and the routing is performed
directly by the directory service, thus eliminating the need for Internet addresses, a
significant increase in efficiency of the system is expected.
The directory responds to a growing need of the Internet community. One of
its major implementation advantages is that it already provides a network standard
which is ready to be used. As such, most of the current implementations are protocolcompatible, and it is expected that this trend will continue.
The directory is currently a hot research item in network and distributed pro
gramming. Nine out of the last 40 RFCs (Request for Comments) on the Internet
deal with directory problems ( [17] to [27] ), ranging from technical to legal issues
[20]. A new standard is due this year.
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Currently, Europe, North America and Australia have X.500 services with over
300 sites, and the numbers are growing daily (see [3] to [6] ). Some universities, such
as University of Michigan and Dartmouth College are already using directory servers
for routing purposes.
There are a number of open research and implementation issues. New DSAs
and DUAs, with increased capabilities are expected. The security issues are not
fully solved yet, and the current data replication mechanism leaves room for further
analysis and design. Elements of the distributed database theory can be successfully
applied to solve certain problems in this area.
Currently, there are two major problems associated with using a direct link
to the directory service from e-mail programs. Both of them are due to the X.500
service and not to the link:
1. The speed of the query is relatively slow.
2. Not all the sites and users are recorded in the directory. Some portions of the
directory tree are voluntarily ommited by users, since they do not want the
information to be available to others. W ith these limitations, the efficiency of
the e-mail searches drops due to the “not available” queries.

C. F U T U R E RESEA R C H DIRECTIO NS

We may list the possible research directions in two categories: short-term and
long-term goals.
1. S h o rt te rm research d ire c tio n s.

In the short term, we can attem pt

to link other mailers to the directory. Also, we can develop a separate, dedicated
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system, instead of linking two independent applications together. We can test its
performance and see if there is any significant improvement over the existing system.
Another possible research direction is to provide an e-mail distribution system
within an organization based on the local directory service. For example, at UMR,
there are a number of people that have accounts on different machines, or people
who change their departments and thus change their e-mail addresses. Instead of
propagating these changes to all their correspondents, a system could be developed
which accepts mail sent to FirstNam e.LastNam e@ um r.edu, queries the directory
for the current e-mail address of the recepient, and internally routes the message to
the targeted person. Currently, there is such research going on in the Computer
Center at UMR, but their efforts are based on a self-developed database format and
not on the X.500 system.
2. Long term research directions.

Since the overall performance of

the system depends highly on the performance of the directory service in general,
any global improvement made in the standard or implementation of it will benefit an
e-mail facility in general. One of the most promising research topics to date is using
X.500 name information for routing packages on the network. Instead of querying
a nameserver for the destination hostname, we could access a DSA for the same
purpose. Of course, to rely on X.500 information for routing purposes, the current
performance of the directory service needs to be improved by at least two orders of
magnitude. Maybe it does not sound very optimistic, but unless major improvements
axe made to the system, it will not be considered more than an experimental tool.
Obviously, the ultimate goal is to make the directory service a useful and a functional
tool in the future networking environment.
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V I.

C O N C L U SIO N S

The directory service is a powerful and a useful tool considering the recent increase
in the size of the international networking community. Integrating it directly with
e-mail programs to provide directory support will eventually spread its use among
the users.
The CO NNECT application developed in this thesis helps users to send email messages by using X.500 type addresses.
Most of the drawbacks mentioned in Chapter V are inherent to the current
structure of the X.500 directory service. By improving the service, all the applications
built on top of it are expected to have a better performance.
The integration of the e-mail facility and the directory services is a step for
ward. It gives the users the flexibility of using naturally defined e-mail addresses.
Furthermore, by providing a completely new service, the number of users learning
about it, and the number of professionals involved in design and implementation of
applications will increase. In time, the increase in the quality and the range of the
OSI services will hopefully lead to the global availability of services on the network
accessed through a uniform application interface.
At a point in the near future, users may very well be identified by their X.500like addresses, and this information could be used directly in routing, making the
X.500 to IP-address conversion an unnecessary step. In this sense, we can say that
using the directory address at an early stage is a good practice for the future.
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