In the canonical ensemble, a system of dimension d is equipped with the Boltzmann-Gibbs probability measure, i.e. the canonical measure
where x ∈ R d is the system configuration, V : R d → R is the potential energy function and
dx exp [−βV (x) ] is the normalization constant or the so-called partition function. To sample this measure, one can use the overdamped Langevin dynamics,
where A t • ξ denotes the composition of A t with ξ, so that A t • ξ(x) = A t [ξ(x)], and A t is the estimated mean force, i.e. −∇V + (A t • ξ)∇ξ. The dynamics can be viewed as a standard overdamped Langevin dynamics associated with the time varying potential V − A t • ξ. The law of the process x t will be denoted by ψ t (x)dx.
Let us consider a geometrical transformation carried over a reaction pathway of length L and assume that convergence of the free energy is achieved within t 0 . Let us further consider that the reaction path can be broken down in a series of N non-overlapping windows of lengths
. . , L N , for which convergence is attained after t 1 , . . . , t N -continuity of the free-energy * To whom correspondence should be addressed assume that the probability distribution of configurations, ψ(t, x), follows,
If we compare the free-energy profile at some value of the transition coordinate obtained from a single simulation and from a stratification scheme, the difference is equal to some tolerance, .
Typically,
which can be rewritten as λ(L 1 )t 1 = = − ln , or, in an equivalent form, as
More generally,
. From the above, it is rather obvious that if L increases, λ should decrease accordingly. For the sake of argument, let us now choose a law where λ varies with 1/L 2 and consider the Fokker-Planck equation for pure diffusion (i.e. in the absence of drift), ∂ t ψ = ∆ψ.
When t tends towards infinity, ψ is expected to be constant. We can write the probability distribution of configurations at time t as ψ(t,
As an example, let us consider
, which is in line with our law for λ in 1/L 2 . Over the series of sequential windows, (
The time required for convergence in a single run is t 0 = (
The adaptive biasing force algorithm formally converges
In this section, we would like to study the longtime convergence of the adaptive biasing force algorithm. We restrict ourselves to the following simple setting. We consider the overdamped Langevin dynamics,
where
N with periodic boundary conditions) and ξ(x 1 , . . . , x N ) = x 1 . We direct the reader to references 2,3 for extensions to more general situations of the results presented below.
Starting from equation (S5) and using the above choice of the transition coordinate ξ, the adaptive biasing force dynamics writes,
where X 1 t denotes the first coordinate of the vector x t , e 1 is the vector with coordinates (1, 0, . . . , 0)
and ∂ 1 V denotes the partial derivative of V (x 1 , . . . , x N ) with respect to x 1 . We would like to understand under which assumptions the adaptive biasing force dynamics (S6) indeed converges faster to equilibrium than the original unbiased dynamics (S5).
One way to understand this convergence is to look at the way the law of x t evolves. Let us denote ψ(t, x) the density of x t . For the original dynamics (S5), the density ψ satisfies the FokkerPlanck equation,
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For the adaptive biasing force dynamics, the density ψ satisfies
It ought to be noted that equation (S8) is a nonlinear partial differential equation (PDE), which makes the study of its longtime behavior much more complicated than for the linear Fokker-Planck PDE (S7).
To study the longtime behaviors of these densities, we need a mathematical tool -Entropy techniques and logarithmic Sobolev inequalities. 4 The convergence rate is computed using the relative entropy of the law at time t with respect to the equilibrium measure. As a preliminary step, we need to introduce three definitions. Let ψ and ψ ∞ denotes two densities of probability measures.
First, the entropy of ψ with respect to ψ ∞ is defined by H(ψ|ψ ∞ ) = ln ψ ψ ∞ ψ. We recall that the entropy is a non-negative quantity which can be seen as a measure of the distance between two probability measures since, for all probability densities ψ and
Second, the Fisher information of ψ with respect to ψ ∞ (we invite the reader to check reference 4 for more on this subject) is defined by
ψ. Third, the measure ψ ∞ (x) dx is said to satisfy the Logarithmic Sobolev inequality with constant ρ (in short LSI(ρ)) if, for any probability density ψ, H(ψ|ψ ∞ ) ≤ 1 2ρ I(ψ|ψ ∞ ).
The Logarithmic Sobolev inequality constant can be seen as a way to measure the multimodality of a probability measure, or the metastability of the associated overdamped Langevin dynamics, as illustrated by the following result. Let ψ satisfy the linear Fokker-Planck equation (S7). Then, the two following statements are equivalent, -The probability density Z −1 exp[−βV (x)] satisfies a LSI(R).
-The probability density ψ satisfies: for any initial condition ψ 0 , for all
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The original overdamped Langevin dynamics (S5) thus converges to equilibrium at a rate β −1 R, R being the logarithmic Sobolev inequality constant associated with the canonical measure
Concerning the adaptive biasing force dynamics, one expects an exponential convergence to the equilibrium density
The following can be proven. 2 Let us make the following assumptions,
(2) LSI for the conditional measures: there exists ρ > 0 such that for all x 1 ∈ T, the condi-
Then, H(ψ(t, ·)|ψ ∞ ) and A t − A L 2 (T) converge exponentially fast to zero with rate (at least) β −1 min(4π 2 , ρ). The upper bound 4π 2 to the rate of convergence corresponds to the rate of convergence of a diffusion to equilibrium on the torus T. Typically, one expects ρ < 4π 2 .
In summary, going from the standard overdamped Langevin dynamics (S5) to the adaptive biasing force dynamics (S6), the rate of convergence is changed from β −1 R to β −1 ρ, where R denotes the LSI constant associated with the canonical measure Z −1 exp(−βV (x)) dx and ρ the LSI constant associated with the conditioned canonical measures
If ξ is well chosen, one typically expects ρ to be much larger than R. This is typically the case for the simple illustrative two-dimensional potentials in Figures 1 and 2 of the article, if ξ(
This gives actually a way to measure the quality of the transition coordinate: The transition coordinate, ξ, is good if the ratio ρ/R of the LSI constants of the conditioned canonical measures µ(·|ξ(x)) = z over the LSI constant of the canonical measure µ, is large.
The proof of the longtime convergence of the adaptive biasing force dynamics mentioned above is based on two ingredients. The first one is that the law of ξ(x t ) follows a simple diffusion S6 dynamics if x t is solution of the adaptive biasing force dynamics (S6). Indeed, if one considers
. . dx N where ψ satisfies (S8), it is easy to check that,
This rigorously justifies the intuition that the adaptive bias flattens the potential energy landscape in the ξ direction. The second ingredient is a two-scale analysis of entropy following ideas introduced by F. Otto and co-workers, see references 5, 6 and 7.
To conclude this section, let us emphasize that the above analysis assumes that the conditional expectation appearing in the adaptive biasing force dynamics is exactly computed. This analysis is therefore well adapted to discretizations using many replicas in parallel, which indeed converge to the adaptive biasing force dynamics with the exact conditional expectation, see. 8 The analysis of the adaptive algorithms (adaptive biasing force or adaptive biasing potential) with estimates of the conditional expectations based on trajectory averages along a single path are much more complicated. See references 9 and 10 for preliminary results for the Wang-Landau algorithm.
In practice, in order to check convergence, the following technique can be used -The biasing force is fixed, and from the biased trajectory, the mean force is evaluated (see equation (7) of the article), which shows that the conditional expectation of the local mean force, indeed, yields the mean force, even on the biased potential. If the obtained mean force is similar to the fixed biasing force, this indicates with good confidence that the computed free-energy changes are converged.
Measure of the stastical error
Statistical error of the mean force According to the adaptive biasing force protocol, the mean force is calculated by accumulating the instantaneous force in bins along the transition coordinate.
At each simulation step t, the system takes on a configuration x t , which determines the instantaneous force of the system on the transition coordinate, denoted F ξ (x t ). Choosing small bins of S7 size δξ defined by the bin edges
, the mean force in bin i is estimated by
where the sum runs over all simulation steps in which ξ(x t ) lies in the ith bin and n i is the total number of such simulation steps. Note that F ξ i and F ξ (x t ) represent intrinsic system forces, and therefore do not include contributions from the biasing force. Let ∆F ξ (x t ) be the random component of the instantaneous force -namely, ∆F ξ (x t ) = F ξ (x t ) − F ξ i with the bin index i defined by Z i ≤ ξ(x t ) < Z i+1 . Using this definition, the error of the mean force can be identified with the standard error of the mean,
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Err
where m i is the number of independent samples obtained in bin i and ∆F
is the variance of the random force pertaining to bin i. The number of independent samples is generally not equal to n i since the instantaneous forces are, in practice, correlated over many time steps. An estimate of the number of independent samples is obtained by dividing the simulated time spent in the bin by the autocorrelation time of the random force, m i = n i ∆t/τ i , where ∆t is the simulation time step.
We then obtain the following estimate for the statistical error of the mean force,
Obtaining convergence of the autocorrelation function requires a large number of samples; thus, in practice we compute it over several neighboring bins by,
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where the averages are taken over subtrajectories for which Z i ≤ ξ(x t ) < Z i+j and i, i + j represents the chosen range of j bins. Another option to obtain Err F ξ i is to apply the approach of Flyvbjerg and Petersen 12 to the time series of random forces, which yields the statistical error of the mean force without explicit computation of the correlation time.
The equation given in the main text for the error of a free-energy difference,
has similar properties to the formula derived in the appendix of Rodriguez-Gomez et al.; 13 however, we do not make the approximation that the number of samples in each bin is uniform (n i = n ).
Although the adaptive biasing force method yields uniform sampling in the long-time limit, significant nonuniform sampling is sometimes observed in practice, as demonstrated below. However, the form given by Rodriguez-Gomez et al., Err[∆A a→b ] ∝ z b − z a , is instructive in that the dependence on the size of the interval can be clearly seen. Thus, free-energy differences over small intervals in ξ are more reliable than free-energy differences over larger intervals. This effect is also apparent in equation S14 -more positive terms are included in the sum as the size of the interval is increased.
Calculating the standard deviation and autocorrelation time of the random force. Our results for reversible folding of deca-alanine as well as for other systems, including passive permeation of water through lipid bilayers, suggest that the standard deviation and the autocorrelation time of the instantaneous system force often vary little in the transition coordinate. It, therefore, may be unnecessary to carefully compute the ξ dependence of these quantities, However, it is advisable to check that a few different regions of the transition coordinate yield similar values for ∆F Reconciling thermodynamics and kinetics: Precision and reliability Statistical error. Here we briefly address the question as to how to estimate the statistical error of the results of the Bayesian scheme. One method that has been used in the past 14, 15 is to partition the trajectory into multiple subsets and perform the analysis on each of the subsets individually.
The deviation of the results for these subsets from the results for the entire trajectory yields the error estimate.
Consistency of the diffusive model. One might ask why we use the Bayesian scheme to determine the mean system force F (z), or equivalently, the free energy A(z), when it is already available within the adaptive biasing framework. First, keeping F (z) as a free parameter allows some validation Bayesian inference scheme. For example, disagreement between the system force derived from adaptive biasing, F ABF (z), and that predicted by the Bayesian scheme, F Bayes (z),
can indicate that the Metropolis-Hastings algorithm used in the latter has not converged. Choosing too large a value for ∆t or using an inappropriate diffusive model can also be manifested as a difference between F ABF (z) and F Bayes (z). Indeed, we have observed that leaving out the Finally, F ABF (z) is not exact, and it may be possible to construct a more robust diffusive model by allowing F Bayes (z) to deviate slightly, especially in undersampled regions. Figure 13A shows that for reversible unfolding of deca-alanine, the mean force yielded by the adaptive biasing force algorithm and the Bayesian scheme are quite similar. If desired, the correspondence between F ABF (z)
and F Bayes (z) can be enforced through the appropriate prior distribution.
14 It is furthermore important to verify the self-consistency of the diffusive model. In overdamped Langevin dynamics, consecutive displacements are uncorrelated; thus, one should check that significant correlation is absent from the simulation trajectory on the observation time interval ∆t.
Values of ∆t must be chosen to be both sufficiently large that consecutive displacements are uncorrelated and sufficiently small that discretization error is negligible. 15 Another major sign that
Langevin dynamics is not an appropriate model is if the results of the Bayesian scheme show a significant dependence on ∆t (in the absence of large discretization error), implying non-Markovian behavior. 16 Indeed, figure 13B of the main text reveals just such a strong dependence for reversible folding of deca-alanine in vacuum. Many systems with non-Markovian dynamics have been identified, [17] [18] [19] and developing more sophisticated models to study such systems is an ongoing challenge.
