Categorical data clustering has been adopted by many scientific communities to classify objects from large databases. In order to classify the objects, Fuzzy k-Partition approach has been proposed for categorical data clustering. However, existing Fuzzy k-Partition approaches suffer from high computational time and low clustering accuracy. Moreover, the parameter maximize of the classification likelihood function in Fuzzy k-Partition approach will always have the same categories, hence producing the same results. To overcome these issues, we propose a modified Fuzzy k-Partition based on indiscernibility relation. The indiscernibility relation induces an approximation space which is constructed by equivalence classes of indiscernible objects, thus it can be applied to classify categorical data. The novelty of the proposed approach is that unlike previous approach that use the likelihood function of multivariate multinomial distributions, the proposed approach is based on indescernibility relation. We performed an extensive theoretical analysis of the proposed approach to show its effectiveness in achieving lower computational complexity. Further, we compared the proposed approach with Fuzzy Centroid and Fuzzy k-Partition approaches in terms of response time and clustering accuracy on several UCI benchmark and real world datasets. The results show that the proposed approach achieves lower response time and higher clustering accuracy as compared to other Fuzzy k-based approaches.
Introduction
Clustering is a fundamental problem that frequently arises in a broad variety of fields such as pattern recognition, image processing, machine learning and statistics (Haixia and Zheng, 2009; Jain et al., 1999) . It can be defined as a process of partitioning a given data set of multiple attributes into groups. The k-means algorithm (MacQueen, 1967) is the most popular among clustering algorithms developed to date because of its effectiveness and efficiency in clustering large data sets. However, k-means clustering algorithm fails to handle data sets with categorical attributes because it can only minimize a numerical cost function. As a result, Huang (Huang, 1998) proposed the k-modes clustering method that removes the numeric-only limitation of the k-means algorithm. Since then major improvements have been made in kmodes algorithms including new dissimilarity measures to the kmodes clustering (He et al., 2005; Ng et al., 2007; San et al., 2004) and a fuzzy set based k-modes algorithm (Huang, 1999; Wei et al., 2009) . To improve the efficiency of fuzzy k-modes, Kim et al. (2004) [10] proposed a technique using Fuzzy Centroid (FC) approach. On the base of a different construction on categorical data, Umayahara and Miyamoto (2005) proposed another fuzzy approach for clustering documents data.
The Fuzzy c-mean (FCM) clustering algorithm (Kim et al., 2004 ) and its variants for clustering numerical (Khalilia et al., 2014; Leski, 2004) , symbolic (De Carvalho, 2007; Dobosz and Duch, 2010) and categorical data (Huang, 1999 (Huang, , 1998 Parmar et al., 2007; Yang et al., 2008 ) are non-parametric approaches which are based on the least sum of squared errors within-clusters. Yang et al. (2008) proposed Fuzzy k-Partititon (FkP) algorithm which is a parametric approach based on the likelihood function of multivariate multinomial distributions. The FkP can also be referred to a Fuzzy-based clustering algorithm for categorical data. However, almost all fuzzy categorical data clustering algorithms mentioned above represent data set in the binary values. Moreover, in FkP algorithm we observed that the maximized parameter of the classification likelihood function in the same categories always have the same results. Another issue with the aforesaid approaches is that they tend to have high computational time and low clusters purity. This indicates that an approach that does not suffer from high computational time and low clusters purity is needed.
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In this paper, we propose a modified Fuzzy k-Partition based on indiscernibility relation for categorical data clustering. The indiscernibility relation induces an approximation space which is constructed by equivalence classes of indiscernible objects. The indiscernibility relation is intended to express fact that due to the lack of knowledge we are unable to discern some objects by just employing the available information. The indiscernibility relation induces an approximation space made of equivalence classes of indiscernible objects. Thus, the indiscernibility relation can be applied to the categorical data without representing data in the binary values. In summary, this paper makes the following contributions:
A modified Fuzzy k-Partition approach based on indiscernibility relation for categorical data clustering is proposed.
A correctness of proof and related algorithm of proposed approach are presented.
Theoretical comparative analysis in term of computational complexity between the proposed approach with others Fuzzy k-based approaches is presented.
Comparison from experiment results on bechmark and real world data sets between the proposed approach with others Fuzzy k-based approaches in terms of response time and clustering purity are presented.
The rest of the paper is organized as follows. Section 2 describes related works on Fuzzy-based categorical data clustering. Section 3 describes the proposed approach based on the indiscernibility and fuzzy set concept, followed by its correctness, proposed algorithm and its computational complexity. Section 4 describes the experiment results on benchmark and real world datasets. Finally, we conclude our work in Section 5.
Fuzzy-based categorical data clustering
Recently, fuzzy-based clustering has been widely focused by many scholars and some significant results have been achieved in the theoretical and practical aspects. In this section, we review related works of two Fuzzy-based categorical data clustering approaches i.e. Fuzzy Centroid and Fuzzy k-Partition.
Fuzzy Centroid
The Fuzzy k-modes proposed by Huang (1998) is the most used algorithm for numerical data and there are several extensions of FCM (Yang et al., 2008) . For clustering data, hard and fuzzy kmodes algorithms using simple matching dissimilarity measure (Huang, 1999) . Let Y ¼ y 1 ; y 2 ; …; y I be a set of categorical data and let each data be defined by a set of attributes A 1 ; …; A J with y i ¼ y i1 ; y i2 ; …; y iJ ; for i ¼ 1; 2; …; I. Each attribute A j describes a
, where L j is the number of categories of the attribute A j ; for j ¼ 1; 2; …; J. Suppose that v k ¼ ðv k1 ; v k2 ; …; v kJ Þ is the centroid of the k-th cluster where each v kj is coded by ðv kj1 ; v kj2 ; …; v kjL j Þ for k ¼ 1; 2; …; K; and j ¼ 1; 2; …; J with v kjl ¼ 1 and v kjl 0 ¼ 0 for l 0 a l; 1 r j rJ; 1 rl 0 ; l rL j if
The matching dissimilarity measure by Huang (1998 Huang ( , , 1999 ) is defined as follows
The minimize objective function of fuzzy k-modes (Huang, 1998) is as follows
where m is the fuzziness index. The update equations for hard k-modes are as follow:
Huang (1999) extended the hard k-mode to Fuzzy k-modes. Using the objective (2), the update equation for fuzzy k-modes using objective function (2) is as follows
The use of hard centroids can give rise to the artifacts. For example, although the Fuzzy k-modes algorithm efficiently handles categorical data sets, it uses a hard centroid representation for categorical data in a cluster. The use of hard rejection of data can lead to misclassification in the region of doubt (Yang et al., 2008) . Kim et al. (2004) improved the performance of fuzzy k-modes by changing hard centroids to Fuzzy Centroid withṽ kj 1 v kj1 ; …;ṽ kjL j ; for k ¼ 1; 2; …K and j ¼ 1; 2; …; J; whereṽ kjl A ½0; 1 and
The minimize objective function of Fuzzy Centroid is as follows
subject to
The distance measure with the centroid updates equations which are given as following equation:
The update equation of memberships can be obtained as follows
Both of the Fuzzy k-modes with hard centorid and Fuzzy Centroid approach are non-parametric approaches. The algorithms use the dissimilarity functional based on the least total within cluster matching dissimilarity. This selection implies, in essence, the assumption of data organized into spherical clusters (Bryant and Williamson, 1978; Chatzis, 2011) .
Fuzzy k-Partition
The Fuzzy k-Partition model proposed by Yang et al. (2008) is another alternative approach for categorical data clustering. It is based on the likelihood function of multivariate multinomial distribution. The approach is operated on a data set Y composed of I observations of J discrete attribute with only one of a finite number (say L j ) of value categories for the attribute j: The model uses the indicator function z 1 ; z 2 ; …; z k for each partition P ¼ P 1 ; P 2 ; …; P K of Y into K classes as mutually disjoint sets P 1 ; P 2 ; …;
This is known as clustering data into K classes using z and termed a hard k-partition of Y. The review of the model is given as follows:
For each attribute j in individual i, let the values be represented by Y ijl with a set of L j binary random attributes where y ijl is a realization of Y ijl with Y ijl ¼ y ijl ; for i ¼ 1; 2; …; I; j ¼ 1; 2; …; J; and l ¼ 1; 2; …; L j Thus, y ijl has a binary value, that is, y ijl has value 0 or 1. Consider Y i ; for i ¼ 1; 2; …; I to be a random sample of size I from a multivariate multinomial distribution f ðy; λÞ.
which is co-called Classification Maximum Likelihood (CML) approach (Bryant and Williamson, 1978; Scott and Symons, 1971; Symons, 1981) . Consider the extension the indicator function z ik
, μ is called a Fuzzy k-Partition of the data set Y that had been used for fuzzy clustering (Bezdek, 2013; Wu and Yang, 2002; Yang, 1993) . By increasing the power of the fuzziness power of μ ik to μ m ik , the extension of maximizing the log likelihood CML procedure as described in (Leski, 2004) can be written as follows:
where m 4 1 is a fixed constant as an index of fuzziness. The optimization for J m ðμ; λÞ is by choosing a Fuzzy k-Partition and an estimate λ to maximize J m ðμ; λÞ. Consider f k y; λ k À Á as a multivariate multinomial distribution with
where λ kjl is a probability of value l for the jth attribute by individual i with the kth extreme profile, i.e PðY ijl ¼ 1jY i in k classÞ ¼ λ kjl : By replacing f k y; λ k À Á with the above multivariate multinomial distribution, the model can be written as
The maximization of the Fuzzy k-Partition objective function J m μ; λ À Á can be obtained by updating the equation as follows:
Fuzzy k-Partition is a parametric approach based on the likelihood function of multivariate multinomial distribution. It can improve the accuracy of the clusters. However, since the Fuzzy kPartition has more complicated computation, it may spend more running time than that the Fuzzy Centroid approach. Meanwhile, in Fuzzy Centroid, the categorical data must be represented as binary random attributes. Thus, it tends to have high computational time.
In the following section, we present an alternative Fuzzy-based categorical data clustering which is based on indiscernibility relation. We will illustrate how that our proposed Fuzzy indescernibility approach will produce better results in terms of lower response time and higher cluster purity as compared to Fuzzy Centroid and Fuzzy k-Partition approaches.
Proposed modified Fuzzy k-Partition approach
In this section, we introduce modified Fuzzy k-Partition approach. Its algorithm is presented along with necessary preliminary information.
Indiscernibility relation
In this section, we reviewed some definitions with regard to indiscernibility relation. The concept of an indiscernibility relation comes from the fact that two instances in an information system can have similar attribute-value. In rough set theory (Pawlak, 1982) , data are often presented as a finite table (later we called an information system), where columns of which are labeled by attributes, rows by objects of interest and entries of the table are attribute values (Pawlak, 1992) . Formally, an information system is defined as a 4-tuple (quadruple) S ¼ U; A; V; f ð Þ , where U is a nonempty finite set of objects, A is a non-empty finite set of attributes,
The indiscernibility relation of objects in information system is intended to express the fact that due to the lack of knowledge, we are unable to discern some objects employing the available information. Therefore, we are unable to deal with just a single object. Nevertheless, we have to consider classes of indiscernible (similar) objects. The following definition precisely describes the notion of indiscernibility relation between two objects (Pawlak and Skowron, 2007) . From Definition 1, it is clear that every subset of A induces unique indiscernibility relation. Notice that, an indiscernibility relation induced by the set of attribute B, denoted by IND B ð Þ, is an equivalence relation which is reflexive, symmetric, and transitive. It is well known that, an equivalence relation induces unique partition. The partition of U induced by IND B ð Þ in an information system S ¼ U; A; V; f ð Þdenoted by U=B and the equivalence class in the partition U=B containing x A U,denoted by x ½ B . Based on the notion of indiscernibility relation above, in the following subsection we present the proposed modified Fuzzy k-Partition based on indiscernibility relation.
Fuzzy k-Partition based on indiscernibility relation
In this section, we present the proposed approach called fuzzy indescernibility based (FID), which we refer to as indiscernible set in every attribute to represent the categorical data Y. The main proposed approach is replacing the binary data y ijl as a realization of Y ijl with the equivalence classes in the indiscernible relation of the original categorical data Y. In this sub-section, we introduce several rudimentary used in the proposed approach.
Definition 2. Consider the categorical data Y which can be represented by the information system S ¼ U; A; V; f ð Þ , the row of data Y represents a finite set of object U ¼ y 1 ; y 2 ; …; y I Â Ã and the column as a finite set of attribute a j ¼ ½a 1 ; a 2 ; …; a J . Suppose that
be a subset of the objects having have l-different values of attribute a j . The data Y ijl can be represent by
Obviously, for i ¼ 1; 2; ::; I; the above equation is equivalent to
and the logarithm value of λ kjl in equation (12) can be represented as follows
We can see that the probability of value λ kjl which will give contribution in the objective function in Eq. (12) is only object in each the equivalence class in the partition U=a j ; a j & A containing x A U, that is x ½ a j . Otherwise the result is 0. In other word, it can be said that the data which have the same category or in the same equivalence class have the same probability of value λ kjl .
Definition 3. Let the information system S
; be a subset of the objects having have l-different values of attribute a j . The maximize parameter λ kjl of the initial cluster k, for object i belong to the set X a j ¼ γ jl , denotedλ
The maximization of the objective function J m μ; λ À Á can be rewritten as follows:
by the contrains μ ik Z0;
The maximition of the objective function in Eq. (15) is based on the indiscernibility relation in Definition 1. Only the equivalence class that has contribution is used to maximize the function. The optimum can be obtained by setting the first derivatives of the Lagrangian J m with respect to the all parameter to be 0. 
and (16) and (17). Using Lagrangian multiplier method, the problem is equivalent to maximizing
The necessary conditions for this problem are
From (21), we obtain
Subtituting (25) into (23),
Substituting (26) into (25), we get (19) 
Substituting (27) into (24),
Substituting (28) into (27),
Based on Definition 3, (29) can be obtained as in (18) λ
The proposition applies the indiscernibility relation to Definitions 2 and 3 to analyze the categorical data. The indiscernibility relation is intended to express the fact that due to the lack of knowledge we are unable to discern some objects by just employing the available information. The indiscernibility relation induces an approximation space made of equivalence classes of indiscernible objects. Thus, the indiscernibility relation can be applied to the categorical data without representing data in the binary values. Fig. 1 shows the pseudo-code of the proposed algorithm.
To clearly depict the idea of the proposed algorithm, we illustrate an example from a given Boolean data set adopted from (Pawlak, 1999) . The following table is a modified information system from example 3 as in (Pawlak, 1999) .
From Table 1 , there are 5 instances with 4 categorical attributes. Based on Definition 1 and each of the attribute, there are four partitions of U induced by indescernibility relation on each attribute, i.e.
Given the random initial of membership functions described in Table 2 as follows:
Based on Eq. (16), the maximize parameter λ k U a j
; for k ¼ 1 can be obtained as follows: 
Following the same procedure, the maximization parameters of all attribute in Table 1 can be summarized in Table 3 (for k ¼ 1) and Table 4 (for k ¼ 2) as follows:
The new membership function of fuzzy k-Partition based on indescernibility can be obtained by using Eq. (17). If given the fuzziness index of m ¼ 1:4; then the new membership function for i ¼ 1 in the first cluster (k ¼ 1) is given below: Table 5 .
Based on the membership function in Table 5 (after 17 iterations), the obtained clusters are {1, 2, 5} as the first cluster and {3, 4} as the second cluster. Table 2 The random initial of membership function. 7 In the next section, we perform experiment with the proposed algorithm based on benchmark and realworld data. We also compare the results obtained with two other Fuzzy k-based approaches in terms of computational time and cluster purity.
Experiment results
In this section, we compare the proposed approach with the Fuzzy Centroid and fuzzy k-Partition approaches based on computational complexity, estimation parameters, response time and clustering accuracy. The responses time are calculated by the time needed to execute the algorithm by computer and the clustering accuracies are analyzed using internal criteria and external criteria.
In the experiment, the proposed approach and other two fuzzy k-based approaches are implemented in MATLAB version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 Duo CPUs. The total main memory is 2G and the operating system is Windows 8. In this section, we have two different clustering experimentations from real datasets.
Computational complexity
The computation complexity of the proposed algorithm will be discussed and compared with two existing Fuzzy k-based algorithms. From the following theoretical analysis, a conclusion can be drawn that the proposed algorithm achieved lower computational complexity as compared to (Huang, 1998; Yang et al., 2008) .
Computational complexity of Fuzzy Centroid
The time complexity required mainly depends on the updates of the Fuzzy Centroid v kjl and partition matrix μ ik in each iteration.
The computational costs of updating the Fuzzy Centroid and partition matrix are O KIM ð Þand O KIJ ð Þ, respectively. Thus, the overall complexity for Fuzzy Centroid algorithm is OðKI M þ J ð ÞtÞ, where t is number of iteration, k is the number of cluster, I is the number of data, J is the number of attributes, and M ¼ P J j ¼ 1 L j . Similary, the overall computational complexity for Fuzzy Centroids algorithm is O 2KIMt ð Þ .
Computational complexity of Fuzzy k-Partition
The computational complexity of the Fuzzy k-Partition is calculated at each iteration based on two parts, parameters λ kjl and fuzzy partition μ ik , with OðKIMÞ and O KIM ð Þ; respectively, so that the complexity is O 2KIMt ð Þ :
Computational complexity of the proposed approach
The proposed approach need OðIJÞ to contruct equivalence classes U a j based on indicernibility and the complexity at each iteration from two parts, parameter λ k U a j and fuzzy partition μ ik are OðKMÞ and O KIM ð Þ; respectively. Thus, the computational complexity for the proposed approach is the polynomial of
The following table presents the comparative analysis result in terms of computational complexity.
From Table 6 , we can see that the proposed Fuzzy indescernibility approach has the smallest computational complexity.
Parameter estimation
In this section, the algorithms are implemented to estimate the parameters of multivariate multinomial mixtures where the data points are assumed from the mixture distribution f ðy; λÞ.
The mixing proposition α k are estimated by α k ¼
where g ik and μ ik are the final output from the Fuzzy Centroid, Fuzzy k-Partition and Fuzzy indescernibility, respectively. We use the numerical data drawn from multivariate binomial mixtures distribution as in (Yang et al., 2008) . The algorithms are implemented to estimate the parameters of four- Table 3 The maximization parameter in Table 1 for 1st cluster. Table 4 The maximization parameter in Table 1 attribute binomial mixture of two classes using random samples drawn from the mixture distribution f ðy; λÞ as in (31) f y; λ The algorithms are implemented for random sample from mixture distribution of all combinations under eight different fuzifiers m A ½1:11:9 and random initial value as g ik ¼ μ ik . The responses time (RT) and Mean Square Error (MSE) of parameters between the estimates and true parameters for these eight fuzifiers are computed. Table 7 shows the results and according to Table 7 , the average MSEs of parameters using the Fuzzy indescernibility and Fuzzy k-Partition algorithms were almost lower than those of Fuzzy Centroid. The average responses times of Fuzzy indescernibility are also lower than those of Fuzzy k-Partition and Fuzzy Centroid. These results indicate that Fuzzy indescernibility possesses more accuracy and efficiency than Fuzzy k Partition and Fuzzy Centroid Table 8.
Experiment on real datasets
This sub-section explains and discusses the experimental results of the proposed approach. The main focus of the experiments is on the performance measurement of the proposed approach in which execution time and accuracy are used as parameters. For comparisons, the clusters purity is commonly used as a measure to test the quality of clustering accuracy. The purity of a cluster as described in Parmar et al. (2007) is defined as in (32): Purity i ð Þ ¼ the number of data occuring in both the ith cluster and its corresponding class the number of data in the data set
According to the above measure, a higher value of overall purity indicates a better clustering result, with perfect clustering yielding a value of 100% (Gibson et al., 2000) . Other external used to analyze the cluster is Rand Measure. The adjusted Rand index (Hubert and Arabie, 1985) is the corrected-for-chance version of the Rand index that computes how similar the clusters (returned by the clustering algorithm) are to the benchmark classifications. The Adjusted Rand Index is as in (33)
where n ij represents the number of objects that are in predefined class i and cluster j, n i : indicates the number of objects in a priori class i; n :j indicates the number of objects cluster j; and n is the total number of objects in the data set. Davies Bouldin index and Dunn index are used to assess the quality of clustering algorithms based on internal criterion. Davies Bouldin index attempts to minimize the average distance between each cluster and the one most similar to it (Davies and Bouldin, 1979) . It is defined as in (34)
where K is the number of clusters, σ k is the average distance of all elements in cluster k and dðc k ; c m Þ is the distance between cluster k and cluster m. The clustering algorithm that produces a collection of clusters with the smallest Davies-Bouldin index is considered the best algorithm based on this criterion. Dunn's Validity Index (Dunn, 1974) attempts to identify those cluster sets that are compact and well separated. The Dunn's validation index can be calculated with the following formula in (35):
where d c i ; c j À Á represents the inter cluster distance between cluster k and cluster m. It may be any number of distance measure, such as the distance between the centroids of the cluster. d 0 n ð Þ is called the intra cluster distance of cluster n that may be measured in variety mays, such as the maximal distance between any pair of element in cluster n. In the experiment, all distance are calculated using Hamming distance.
We elaborate the three approaches through the UCI benchmark datasets as follow: a. Zoo data set which is comprised of 101 objects, where each data point represents information of an animal in terms of 18 categorical attributes. b. Soybean data set contains 47 instances and 35 categorical attributes. c. Balloon dataset which contains 20 instances and 4 categorical attributes. d. Breast Cancer dataset which contains 699 instances and 9 attributes. e. Tic-tac-toe dataset which contains 958 instances and 9 attributes. f. Monk dataset which contains 432 instances and 6 attributes. g. Spect dataset which contains 187 instances and 922 attributes. h. Car dataset which contains 1728 instances and 6 attributes.
All approachs are run partially given one initial membership function μ ik . The matrix initial membership μ ik is a random matrix input for all approaches satisfying the constraint (16). Generally, the random matrix μ ik can be obtained by generating a random matrix I number of object, K number of clusters and then divided by the sum rows on each column, respectively. From 100 times implementation of all approaches for the Zoo, Breast cancer, Ballon, Soybean, Tic-tac-toe, Monk, Spect and Car datasets in varying fuzziness index i.e. m A ½1:1; 2:0 and then the average accuracy rates are calculated. The results show that the best average accuracy of Fuzzy k-Partition and proposed Fuzzy indescernibility approaches in all case is almost the same, and it is better than that Fuzzy Centroid for Zoo, Breast cancer, Ballon, and Soybean datasets. The improvement is summarized in Table 9 . All the approaches have no significant difference in term of accuracy rate for Tictac-toe, Monk, Spect and Car datasets. However, the proposed Fuzzy indescernibility approach has lower executing time due to less computation required as shown in Table 10 . For example, for Monk dataset, the executing time for fuzzy indescernibility based is 0.0472 s, while the executing times for Fuzzy k-Partition is 0.1323 s and Fuzzy Centroid is 0.4959 s.
Thus in this case, the proposed approach improves the executing time of fuzzy k-Partition on the average up to 49.72%. Figs. 2 and 3 show the average of Index value based on internal evaluation using Davies Bouldin and external evaluation using adjusted rand index, respectively. From the graph it is clear that we are getting In the following section, we present further on applicability of the proposed Fuzzy indiscrnibility approach on other real world dataset. The first data set is studies anxiety dataset and the second data is supplier management dataset.
Studies anxiety dataset
The nature, degree, and persistence of stress are particularly important in anxiety disorders and other related psychiatric conditions (Bystritsky and Kronemyer, 2014) . In this case, the studies anxiety refers to anxiety condition during study. High level of anxiety is perceived to relate to the low performances in academic. Such anxiety can interfere with students'performance on exam (Harris and Coy, 2003; McCraty, 2003) . The study's anxiety data used were taken from a survey aimed to identify cause of study anxiety among university students. The respondents are 770 students which consist of 395 males and 375 females (Yanto et al., 2012) . We take two results of studies anxiety from (Yanto et al., 2012) i.e. mathematic anxiety and social anxieties. There are five attributes of mathematics anxiety; Felt mathematic is difficult subject (DS), Always fail in mathematic (FM), Always writing down while in mathematic class (WD), Anxious if do not understand (DU), Lost of interest in mathematic (Li). We run all the approaches for mathematics anxiety dataset in two different numbers of clusters. The experiment we define nine diferent number of clusters i.e 2-10 clusters with m ¼ 1:3. The Davies Bouldin Index and Dunn Index are shown in Figs. 4 and 5, respectively. From the graph it is clear that we are getting best performance using fuzzy indescernibility and Fuzzy k-Partition in terms of the Dunn's validity index and Davies Bouldin index. However, from Fig. 6 , we can see that the fuzzy indescernibility achieves lower of response time than Fuzzy k-Partition.
There are seven attributes in Social anxiety dataset i.e. Problem with peers (PP), Uncomfortable hostel (UH), Problem with roommate (PR), Home-sick (HS), Uncomfortable with the campus environment (CE), Racial diversity (RD), Difficult to study because of many roommates (MR). We run all the approaches for social anxiety dataset in nine experiments. In the experiment, we define two to ten clusters with m ¼ 1:3. The Davies Bouldin Index and Dunn Index obtained are shown in Figs. 7 and 8, respectively . From both Figure, we can see that the the Fuzzy indescernibility and Fuzzy k-Partition obtained better performance than that the Fuzzy Centroid in terms of the Dunn's validity index and Davies Bouldin index. However, from Fig. 9 , we can see that the fuzzy indescernibility achieves lower of response time than Fuzzy k-Partition.
Supplier base management data set
A supplier base management dataset is obtained from (Herawan et al., 2010; Liu and Jiang, 2010) as shown in Table 11 . From the dataset, there are 27 suppliers with 7 quantitative attributes, namely Quality system outcome (QSO), Claims (CL), Quality improvement (QI), Response to claims (RC), On-time delivery (OD), Internal audit (IA), and Data administration (DA).
We run all the approaches for Suplier base management dataset in nine experiments. In the experiment, we define two to 
Conclusion
In this paper, we studied the categorical data clustering with emphasizes on fuzzy-based approaches. This is the first study that proposed fuzzy-based categorical data clustering approach using indiscernibility relation. We have succesfully proposed an alternative algorithm of our modified Fuzzy k-Partition approach. Although several algorithms exist that address the issues concerning fuzzy-based categorical data clustering, none of the previous algorithms provide lower response time and higher clusters purity. We presented comparative analysis of the proposed approach theoretically on computational complexity to two well known Fuzzy approaches and it is shown that the proposed approach achieved lower complexity. Furthermore, we carried out experiments on benchmark and real world data sets to show the performance of our proposed Fuzzy indiscernibility approach in terms of response time and clusters purity. The result showed that the proposed Fuzzy indiscernibility approach out performed the two well known Fuzzy approaches in terms of lower response time and higher clusters purity up to 49.72 % and 9 %, respectively. 
