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ABSTRACT 
 Two-phase systems, in which one phase is solid and the other fluid, are widespread in 
nature. Examples of such systems include reservoir rocks holding vital fluids like water or 
petroleum; slurries of partially crystallized magmas; the semi-brittle middle crust where, at the 
same pressure and temperature conditions, some minerals fracture in a brittle manner while 
others flow in a ductile manner; and fluids migrating along faults filled with fault gouge. 
Previous studies of two-phase systems have shown that they deform in a complex manner, where 
the weak phase plays an important role on deformation localization and dynamics. Here, I study 
the influence of a weak phase on stress distribution in a granular medium. To this end, in my 
experiments I deform a two-phase material in a simple shear apparatus under constant strain rate. 
I use photoelastic polyurethane discs as the granular or strong phase and a linear-viscous silicone 
as the weak phase. The photoelastic property of the discs allows for direct observation and 
measurement of force distributed throughout the system. I compare the two-phase experiments to 
granular experiments without the silicone. In the granular experiments I observe force chains, 
connected sequences of highly stressed discs, forming in a framework pattern oriented parallel to 
the principal stress direction. With the addition of the fluid, force initially localizes along the 
shear plane imposed by the experimental apparatus. The results show that the fluid phase can 
support force locally over an extended period of time. In contrast to the granular experiment, 
force chains can terminate within the experiment. The addition of the weak phase has a strong 
impact on the force distribution and the force chain orientation. In the two-phase system, the 
force chains form parallel to the shear plane and only rotate to the principal stress direction with 
an increase in strain. The experiments presented here quantify the impact of the weak phase in a 
granular system during deformation.  
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CHAPTER 1: INTRODUCTION 
 
Many natural materials such as rocks are not just composed of one component. They are 
a combination of different phases which, in some cases, can have different aggregate states. This 
co-occurrence of different materials can have a significant impact on the overall material 
properties such as strength, failure mode, and deformation localization (White et al., 1980). Such 
systems are common and occur in various geological settings including slurries of partially 
molten magma, the semi-brittle middle-crust, landslide and liquefaction events, and slurries of 
aqueous solution in combination with fault gouge (Brodsky and Kanamori, 2001; Iverson et al., 
2000; Lejeune and Richet, 1995; Pec et al., 2012; Ross et al., 1987; Sibson, 1996). The 
deformation of such systems is complex and is controlled by a multitude of factors including the 
volume fraction and rheology of the individual phases, and their spatial distribution. 
Previous work has shown that the volume fraction, in addition to the competency contrast 
between the two phases, plays an important role in controlling the deformation mechanics of the 
material (Figure 1) (Handy, 1990; Holyoke and Tullis, 2006; Johnson et al., 2004; Jordan, 1987; 
Li et al., 2007). For a small amount of weak-phase, the bulk rheology is governed by the strong 
phase; the material is in a load bearing framework with stresses being distributed along strong-
phase contacts and deformation mostly occurring in a brittle manner throughout the strong-
phase. This can lead to brittle failure in the strong phase. With an increasing amount of weak-
phase, the bulk rheology moves towards governed by the weak-phase. Whether both phases are 
actively deforming and how much of the weak phase is necessary to dominate the deformation is 
mainly dependent on the competency or strength contrast between the two phases. For a large 
strength contrast, the weak-phase will dominate the rheology if the weak-phase makes up 30% or 
more of the two-phase system (Figure 1) (Holyoke and Tullis, 2006; Jordan, 1987). For a small 
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strength contrast, however, both the brittle and the ductile phase will accommodate deformation 
(Bruhn et al., 1999). Figure 1 shows three, end-member rheological systems based on the 
strength contrast and volume fraction of the two phases. In domain 1, the deformation is 
supported by a load bearing framework of strong-phase particles. In this domain, only the strong 
phase is accommodating deformation. The weak phase is undeformed and occupies only the pore 
space between the strong phase. In domain 2, both phases accommodate strain and impact the 
rheology. In domain 3, only the weak phase deforms. In this case, the strong phase remains 
undeformed and is surrounded entirely by the weak phase. The framework of these three 
domains has been developed based on microscopic observations of quartzofeldspathic tectonites 
(Handy, 1990). Even though the three domains have sharp boundaries, in nature there exists a 
more gradual transition between the individual end-member rheologies. In a system, for 
example, where the two phases are two types of minerals, the competency contrast can change 
with a change in pressure and temperature (Jammes et al., 2015). High-pressure, high-
temperature experiments on synthetic two-phase rocks show that by changing the ratio of weak 
phase and strong phase, the strength of the two-phase material is not changing linearly. The 
weakest variations of the synthetically-produced rocks occurred at 40% - 60% weak phase (Li et 
al., 2007). Numerical two-phase experiments where mid-crustal pressure and temperature 
conditions were imposed show a similar behavior (Jammes et al., 2015). By changing the amount 
of weak phase (in this case quartz) with respect to the strong phase (feldspar), they observe a 
change in localization of the deformation and the involvement of the different phases in the 
deformation. For low amounts of quartz, the overall deformation is driven by the stronger, brittle 
phase of plagioclase. With an increase in the amount of quartz, the deformation changes from 
brittle to semi-brittle (a combination of brittle and viscous deformation) and eventually to 
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viscous once quartz makes up over 80% of the material. The amount of weak phase not only has 
an impact on the localization of the deformation but also on the deformation dynamics. Beall et 
al. (2019) observe a transition of deformation dynamics from a matrix dominated aseismic creep 
to a jammed state with a decrease in weak phase. These numerical models suggest that the 
jammed state can lead to tremor and slow slip events.  
 
 
Figure 1: Distribution of rheology depending on volume fraction and strength of phases. Domain 
1) load-bearing framework. Domain 2) both phases actively deforming. Domain 3) strong phase 
is passive while weak phase accommodates deformation. Figure 1 adapted from Handy (1990).  
 
Besides the ratio between phases, the initial orientation and distribution of the phases has 
an impact on the deformation. For example, in natural rocks where micas are preferentially 
distributed parallel to the shear direction, deformation initiates more readily than in rocks with 
micas that are randomly oriented (Wilson, 1983). In a two-phase system, this indicates that the 
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formation of a foliation containing the weaker phase reduces the strength of the system (Holyoke 
and Tullis, 2006; Jordan, 1987; Mitra, 1978; Montesi, 2013; Niemeijer and Spiers, 2005; Ross et 
al., 1987).  
Analog models have proven to be a suitable way of investigating rheologically complex 
systems such as the mixture of two phases where one is brittle and the other a fluid. Several 
analog models have explored the impact of the weak phase on the deformation localization and 
dynamics. By submerging glass spheres in water, the frictional mechanics of wet granular 
material were investigated (Geminard et al., 1999). The study showed that adding a fluid phase 
to the granular material causes the friction coefficient to become smaller compared with that of 
dry spheres deformed in the same manner, which has a direct impact on the deformation 
dynamics of the two-phase material. The volume fraction of the two phases as well as the 
viscosity of the weak phase determines how the bulk material deforms. Experiments that used a 
low viscosity fluid show stick-slip deformation while, with an increase of fluid viscosity, the 
deformation becomes smoother and more creep-like (Geminard et al., 1999; Higashi and Sumita, 
2009; Huang et al., 2005; Reber et al., 2014).  
While these experiments give insight into the deformation distribution and dynamics, 
they do not shed light on the impact of the weak phase on the force distribution in the system. 
Knowing the stress distribution and the location of maximum stress peaks in a system is essential 
for understanding the material failure. The physics community has been interested in the force 
distribution in granular materials for many years (Cates et al., 1998; Herrmann et al., 1997; Liu 
et al., 1995; Majmudar and Behringer, 2005b; Radjai et al., 1996), mainly because granular 
systems can be considered to be both fluids and solids. These experiments, however, rarely take 
a weak secondary phase into account (Mahabadi and Jang, 2017)  
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Here, I present results from physical analog experiments investigating how a fluid phase 
changes the stress distribution in a granular material during deformation. Through the use of 
photoelastic materials, I can document the force distribution throughout the experiment. My 
results show how the weak and the strong phases interact and have implications for determining 
bulk strength of heterogeneous materials such as the semi-brittle crust, magma slurries, and shear 
zone gouge. 
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CHAPTER 2: METHODS 
 
Experiments are performed using a linear simple shear table consisting of two plates 
(Figure 2). One plate is held fixed while the other plate moves at a constant velocity (0.337 
mm/s), creating a discrete shear plane where the two plates meet. The experimental material is 
confined by an aluminum frame to ensure the conservation of volume. During deformation we 
record the overall force with a Chatillon DFS II piezoelectric force gauge and measure the 
displacement by using a Celesco cable transducer. Both are measured at a rate of 10 Hz (Daniels 
and Hayman, 2008; Hayman et al., 2011; Reber et al., 2014). The maximum strain we impose is 
0.25 and the maximum force recorded is 180 Newtons. 
 
Figure 2: Linear simple shear table exhibiting sinistral motion. Confining box shown as shaded 
region. Bottom illustration shows a cross section of the table.  
 
For model materials I use 6.25-mm-thick circular polyurethane discs of two diameters (9 
and 11 millimeters) as well as silicone (Dow Corning PDMS-DC SGM36) with a viscosity of 8 x 
104 Pa s that behaves as a linear-viscous fluid at the imposed strain rate (3.74 x 10-4 s-1 ) 
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(Weijermars, 1986). In total, 2,300 discs with a diameter of 9 mm and 884 discs with a diameter 
of 11 mm fill a region 90 cm long by 30 cm wide; the packing density is 81%. Having two disc 
sizes prevents perfect packing and instantaneous locking of the experiment during deformation. 
The polyurethane discs exhibit photoelastic properties. Photoelasticity is an optical material 
property, which transforms the transparent isotropic material into an anisotropic refractive 
material when subjected to a force (Hecht and Zajac, 1974). The discs transmit light at varying 
intensities and exhibit sequential fringe patterns based on progressive force applied to each 
individual disc (Daniels et al., 2017).  
 
Figure 3: Example of fringes formed during an experiment.  
Fringe patterns form due to optical interference produced by dependence of the refractive index 
of a material on the difference between principal stresses (Figure 3) (Frocht, 1941). These fringe 
patterns can only be viewed using cross-polarized light. We use a polariscope to visualize the 
local stresses in the model materials (Figure 4).  
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Figure 4: Schematic polariscope setup used for viewing the fringe patterns in the photoelastic 
discs.  
 
During deformation, stress distributes along the contacts of particles. Pseudo-linear bands 
of stressed particles form to carry the majority of the load; unstrained discs lie within 
frameworks formed by the highly stressed discs. The pseudo-linear bands of highly stressed discs 
are known as force chains. To quantify and study the evolution of force chains, I take time lapse 
photographs of the experiments. I extract the force chain traces and create a chain map (Figure 
5). This chain map is then used to determine force chain orientations by employing FracPaQ, a 
code developed by Healy et al. (2017). FracPaQ breaks the force chains into segments and 
assigns an azimuthal orientation to each force chain segment. FracPaQ then compiles the 
orientations of all segments into a rose diagram.  
  
Disks 
Right circular 
polarizer
Left circular 
polarizer
Light
Camera
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Figure 5: Force chain mapping and extraction into a chain map for analysis using rose diagrams. 
a) Leftmost image is the photoelastic response of discs. Next photo in sequence includes force 
chain traces. Next sequential photo is the chain map created by extracting chain traces. b) A rose 
diagram created through use of FracPaQ and the chain map. 
 
Force calculation of polyurethane discs 
 
To measure local forces in our experiments, I use a code developed by Daniels et al., 
(2017). The code, PEGS, uses the photoelastic images to calculate contact forces based on the 
fringe pattern displayed by a disc (Figure 12). The light intensity I at any location in the material 
can be calculated in the following way: 
                                                      𝐼 = 	 𝑠𝑖𝑛! "($!%$")
'#
                                                     (1)             
1%5%10%
0 20 40 60 80 100 120 140 160 180
Segment strike, degrees
a)
b)
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𝐹$ is the stress optic coefficient that accounts for the reactional property of the material to 
stresses (Frocht, 1941). Only two stresses are considered, 𝜎( and 𝜎!, because the material is 
deformed in only two dimensions.  
The stress optic coefficient 𝐹$ is a constant needed for calibrating the code for the 
material used and can be calculated by 
                                                       𝐹$ = 	𝜆/𝐶𝑡                                                              (2), 
where 𝐶 is an optical property of material measured in Brewsters (Figure 6a), 𝜆 the wavelength 
(m) of the light used for the experiments (Figure 6b), and t the thickness (0.00625 m) of the 
material (Puckett, 2012). 
 
Figure 6: Properties used in determining stress optic coefficient 𝐹$. a) C values of various 
photoelastic materials (Daniels et al., 2017). 1 Brewster = 10%(!	𝑚!/𝑁. b) measured wavelength 
of the red-light source used in the experiments. 
 
I used an Ocean Optics spectrometer with a measuring resolution of 1 nm to measure the 
wavelength of a red-filtered LED lightboard. The light source must be monochromatic so that 
there is only one peak. The peak wavelength of the light source is ~630 nm. The strong peak at 
800 nm does not fall on the visual light spectrum and cannot be used in force quantification. 
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As an alternative, the stress optic coefficient can be determined empirically by using a 
diametric load test. For this, subject a disc to a known force and record the corresponding fringe 
number. The fringe number is counted from the edge to the center of a disc; each dark band and 
each light band is worth 0.5 fringes so that a pair of light and dark fringes equals one fringe 
(Figure 7) (Daniels et al., 2017; Puckett, 2012). With the force and fringe number, the stress 
optic coefficient can then be determined in the following manner (Puckett, 2012): 
                                                      𝐹$ =
)'
"*+$%&'()
                                                   (3). 
F is the force (N) applied to the disc, R is the radius (m) of the disc, and 𝑁',-./0 the fringe 
number. I record 𝑁',-./0 for increasing forces and calculate 𝐹$ 	using the slope of the line 
produced by equation 3. This leads to 𝐹$ 	≈ 123	𝑘𝑔/𝑠! (Figure 8). Once 𝐹$ is known, I use 
equation 1 to determine contact forces on each disc.  
 
 
 
Figure 7: Example of how to count fringes in a disc (Daniels et al., 2017) 
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Figure 8: Diametric load test depicting fringe counting and plotting of force vs. fringe numbers. 
Top panel of red discs depict fringe counting during diametric load testing. Bottom graph shows 
the relationship between fringe number and force. The slope of the plotted line equals the stress 
optic coefficient, 𝐹$ .   
 
To calibrate the fringe matching portion of the code, the light intensity difference 
between sequential pixels in an image (𝐺!) needs to be known. 𝐺! is used as a contact 
verification method and for creating the synthetic force images to match to experimental fringe 
images. A sufficient change in light intensity determined by 𝐺! must be attained for a contact 
between two discs to be validated. Once contacts are validated contact forces can be calculated. 
To calibrate 𝐺! for force calculation purposes, I input the 𝐹$ value of the material into a separate 
code from the PEGS (photoelastic grain solver) package. This code creates synthetic photoelastic 
response images to probe the appropriate 𝐺! scaling. For each force the 𝐺! vaules are obtained 
from the respective synthetic image (Figure 9). The relationship calculated here between 𝐺! and 
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force on synthetic images allow forces to be found based on fringe image matching. Changing 
the 𝐹$ value changes sythetic fringe counts, so having the correct 𝐹$ value is vital to calculating 
forces correctly.  
 
 
Figure 9: G2 and force relationship showing how the gradient values vary based on force. The red 
line is a linear fit between the force and the gradient values. The slope is then used by the code 
for calculating forces. Synthetic images like the 4N disc shown are produced here and used for 
matching to experimental photoelastic responses. 
 
At the single grain level, forces can be calculated higher than physically possible in the 
experiments. By comparing synthetic disc images to actual photoelastic responses, I am able to 
verify if the 𝐺!calculation is correct for certain discs. To reduce error from the fringe matching, I 
use brightness as a proxy for force. The brighter the disc, the higher the force. For calculating 
brightness, each individual pixel within a disc has a brightness value on a spectrum from 0 to 
255. By summing the brightness values of all pixels within a disc, I obtain the total brightness 
value of each disc. I ran 15 linear regressions between the force and the brightness of discs and 
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found a strong relationship with p-values in the range of 10-16. The small p-values signify a 
relationship between brightness of a disc and force exerted on the disc. The spread of R2 values 
of the 15 regressions is 0.18 to 0.44. The correlation is significant, but not strong. Incident light 
on disc edges lower R2 values. Discs that do not experience force but are not located in the center 
of images can still have a brightness due to light reflecting off their perimeters. After the 
correlation is made, I use the slopes from the linear regressions to adjust the forces for each 
individual disc (Figure 10, Figure 11). 
 
 
Figure 10: Linear regression of relationship between brightness and force of 600 discs within a 
granular experiment. 
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Figure 11: Force calculated by code compared to the brightness of discs from a two-phase 
experiment. 
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Figure 12a, b: Output of the force processing code. The first step is to input two images, the 
cross-polarized image with the photoelastic response of the discs (a) and a nonpolarized image 
for finding the disc positions (b). 
a)
b)
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Figure 12c, d: From the input images, the code will first find the location of each disc (c). In a 
second step, the individual discs are cropped and their position is matched to the photoelastic 
images like that shown in 12a. Next, disc brightness and position are used to find neighboring 
discs experiencing force (d). 
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Figure 12e, f, g, h, i: Force chains are plotted based on the neighbors found (e). Force calculation 
at the singular disc level is solved based on brightness and fringe number (f-h). Last, all 
computed discs are combined into a full synthetic force image (i). 
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Balancing Forces 
 
 After the calibration of the code, I compare the calculated total force in an experiment to 
the force recorded by the force gauge to make sure the calculations are correct. For this 
comparison I first determine the force necessary to move the empty table (Figure 13). After an 
initial loading period, the background force signal from the friction of the table is constant. I 
subtract this background force from the total force measured by the gauge when an experiment is 
being deformed. This allows me to calculate the force exerted by the experimental material. 
The images employed for force calculations using the force chains do not involve all the 
discs on the table. For a meaningful comparison to the measured force, I have to scale the 
calculated force. The images used for force calculation include between 15% and 30% of the 
total table area. Once the background force signal from the table is subtracted and the total force 
is correctly scaled, I am able to match the forces between the gauge and the calculations from the 
code. In the granular experiments the average difference between the total and the calculated 
force is 0.48 N with a standard deviation of 0.59 N. 
The inclusion of the fluid phase changes the background force signal from the table to a 
nonconstant background signal. To match forces between the gauge and the code in two-phase 
experiments, I subtract the background force corresponding to the exact strain at which I am 
calculating the force (Figure 14). Then, I use the same scaling procedure based on the number of 
discs in the photo. The average difference between the total and the calculated force of the two-
phase experiment at increasing strains is 0.46 N. The standard deviation is 0.65 N.  
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Figure 13: Balancing forces between force measured by gauge and force calculated by code for a 
typical granular experiment. a) Total force measured during a granular experiment (blue) and 
background force from the table with no grains present (red). b) Representation of area 
photographed during this granular experiment and used by the code for calculating forces. In this 
experiment the yellow box represents 19.57% of the table area. c) Table for comparing measured 
and calculated forces. For each column, work from top until row titled Force in Area 
Photographed of the column to find the force that should be in the photographed area at that 
strain (based on gauge measurements). Compare with next row down to see if the calculated 
force from the code is close to the measured force. The final row of each column shows the 
difference between the force measured by the gauge and the force calculated by the code.   
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Figure 14: Balancing forces between force measured by gauge and force calculated by code for a 
typical two-phase experiment. a) Total force measured during a two-phase experiment (blue) and 
background force belonging to table with only silicone present (red). b) Representation of area 
photographed during this two-phase experiment and used by code for calculating forces. In this 
experiment the yellow box represents 18.89% of the table area. c) Table for comparing measured 
and calculated forces. For each column, work from top row until row titled Force in Area 
Photographed of the column to find the force that should be in the photographed area at that 
strain (based on gauge measurements). Compare with next row down to see if the calculated 
force from the code is close to the measured force. The final row of each column shows the 
difference between the force measured by the gauge and the force calculated by the code. 
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CHAPTER 3: RESULTS 
 In order to isolate the influence of the weak phase on the stress distribution during 
deformation, 10 experiments containing no weak phase are compared with 10 two-phase 
experiments. The only difference between the two sets of experiments is the addition of the fluid 
phase. The strain rate, number of discs, and shear box dimensions were held constant. 
Experiments were run until discs began to pop out of plane, usually around a shear strain of g = 
0.15 for granular experiments and g = 0.25 for two-phase experiments.  
Qualitatively there are evident differences between the two sets of experiments. In the 
granular experiments, force chains form a framework pattern spanning the width of the 
experimental box and distributing the force to the boundaries of the experimental box (Figure 
15). This behavior is common in granular materials and has been observed in a multitude of 
different experiments (Cates et al., 1998; Daniels and Hayman, 2008; Majmudar and Behringer, 
2005). The number of force chains is directly dependent on the strain as can be seen in figure 15 
where the strain is increased from 0.004 to 0.08. Furthermore, the discs appear brighter with an 
increase in strain. 
 In comparison with the granular experiments, the experiments containing a viscous fluid 
show force chain patterns that differ in several aspects (Figure 16). In the two-phase experiments 
the force chains do not extend to the boundaries of the experimental box. Instead, discs that are 
close to the shear plane are strained while discs away from the shear plane show no strain. As 
strain increases, the force chains grow toward the boundaries of the experimental box. Also 
contrasting the granular experiments, the force chains change in intensity along their lengths. 
Discs away from the shear plane are less strained and form fewer fringes than discs close to the 
shear plane.  
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Figure 15: Granular experiments at low and high strain. The bright bands represent chains of 
highly stressed discs; dark areas represent unstressed discs. The bright line crossing the center of 
the images is where the two halves of the table slide past each other, forming a shear plane.  
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Figure 16: Two-phase experiments at low and high strains. The bright bands represent chains of 
highly stressed discs; dark areas represent unstressed discs. The bright line crossing the center of 
the images is where the two halves of the table slide past each other, forming a shear plane.   
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Another difference evident between granular and two-phase experiments occurs in the 
force signals from individual experiments (Figure 17). The granular experiments load quickly 
before a small drop in force occurs. The force then increases throughout the rest of the 
experiments. Minor oscillations occur when force slightly drops then recovers. The two-phase 
experiments also have a quick loading period, but then force gradually decreases throughout the 
rest of the experiment. Generally, there are no oscillations in the two-phase experiments where 
force increases again. While the difference in force chain patterns is obvious from figures 15, 16, 
and 17, I will discuss the quantitative differences in the force distribution in the two types of 
experiments in the following two sections. 
 
 
 
Figure 17: Force signals measured at the force gauge from a) granular experiments and b) two-
phase experiments. The magnitude of forces measured contrasts between the granular and two-
phase experiments. Much larger forces are recorded in two-phase experiments. 
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Force Chain Evolution 
 
During the course of an experiment the formation and breaking of several force chains 
can be observed. Overall, we see an increase in the number of force chains with increasing strain 
(Figure 18). While I would expect to find no force chains at the onset of the experiments, I do 
observe some minor force chains developing during the setup of the experiment. They are a side 
effect of the experimental setup and fail as soon as deformation sets in (Figure 18a). At a shear 
strain of g = 0.004, some force chains have formed. The maximum recorded force in a force 
chain is 2.25 N (Figure 18b). With increasing strain, force chains increase in number and in 
brightness, indicating that they are supporting higher forces (Figure 18c-f). At g = 0.075, the 
maximum force measured in any force chain is 2.50 N (Figure 18d). At g = 0.100, there are 
multiple force chains supporting a maximum force of 2.50 N (Figure 18e). At g = 0.125, some of 
the force chains have failed and are supporting less force (Figure 18f).  
Comparing the granular experiments with the two-phase experiments we observe an 
overall higher force in two-phase experiments reaching up to 3.0 N in an individual disc. This is 
also reflected by an adjustment to the scale bars between figure 18 and figure 19. Similar to the 
granular experiments we see some minor force chains that are due to the experimental setup 
(Figure 19a). At the onset of shearing, new chains form and localize along the shear plane 
(Figure 19b). Discs located in close proximity to the shear plane experience the highest forces, 
while discs close to the edge of the experimental box are undeformed. At g = 0.050, the force 
chains have grown in length away from the shear plane (Figure 19c). Discs at the shear plane 
appear to be experiencing lower forces but are actually so highly strained that light does not pass 
as efficiently through the discs for accurate force calculation. Above g = 0.050, the force chains 
reach the edges of the photographed box (Figure 19d,e,f). In contrast to the granular experiments, 
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force chains in two-phase experiments do not suddenly fail along their whole length. A disc 
slipping at the shear plane leads to reduction of force in a chain. As soon as the diminished chain 
is again in contact with another disc at the shear plane, the force chain will brighten. 
I count the number of discs supporting 1 Newton of force as strain progresses, using the 
experiments depicted in figures 18 and 19 (Figure 20). In the granular experiment the number of 
discs experiencing 1N of force increases with strain in a nonsmooth fashion. The reason for this 
jagged increase is that the formation of individual force chains leads to an increase in strained 
discs, while every failure of an individual force chain leads to a decrease in the number of bright 
discs. The granular experiment in figure 18 began failing after a total shear strain of g = 0.125, 
marking the end of the experiment.  
The number of discs strained in two-phase experiments differs from the number in 
granular experiments. At g = 0, many of the discs already strain enough for a significant amount 
of light to pass through. As soon as deformation sets in, I observe a rapid increase in number of 
discs with a force above 1N. Between g = 0 and g = 0.025, over 150 out of 700 discs display 
force above 1N. At g = 0.05, the number of discs above the threshold begins to level off and 
approximates a steady state. At this point 48% of the discs in the experiment experience large 
enough forces to pass above the threshold level. In comparison, fewer than 8% of all discs in the 
granular experiments reach strains high enough to pass above the threshold level at any point in 
the experiment. The shape of the curve from the two-phase experiment further indicates force 
chains do not fail in the two-phase experiments, since there are no decreases in the number of 
discs above the threshold force. 
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Figure 18: Force chain distribution and force magnitude in a typical granular experiment with 
increased strain 
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Figure 19: Force chain distribution and force magnitude in a typical two-phase experiment with 
increasing strain 
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Figure 20: Number of discs with a brightness above 1 Newton of force plotted against strain. 
Gold signifies granular experiments; cardinal identifies two-phase experiments. 
 
 A close-up view of force chains from granular experiments shows that all force 
supporting discs are in contact with at least two other discs. This leads to force chains that span 
the entire width of the experimental box. Discs in contact with only one other disc do not support 
any force (Figure 21, circled disc). This is in contrast to the observations in two-phase 
experiments where it is not uncommon to see discs that are strained, which are in contact with 
only one other disc (Figure 22). One such disc is shown in figure 22 (circled disc). During the 
life of the experiment this disc experienced an increase followed by a decrease in force, where 
individual contacts to other discs contributed various amounts of force (Figure 23). The fluid 
around the disc was able to support an average force of 0.65 N for 60 seconds.  
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Figure 21: a) Photo of granular experiment under polarized light. Circled grain is in contact with 
only one other disc and is not supporting any force. b) Synthetic force image showing the same 
disc assembly. Note that larger discs have a diameter of 11 mm.  
 
 
 
Figure 22: a) Photo of two-phase experiment under polarized light. Circled disc is in contact with 
one other disc. b) The synthetic force image of the same disc assembly. Circled disc is 
experiencing 0.97 N of force.  
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Figure 23: Force evolution of circled disc in figure 22 through time. a) Time versus force on four 
different contacts of circled grain in figure 22. b) Photographs of experiment showing the same 
disc assembly at 126 s, 156 s, 174 s and 210 s since the onset of deformation. c) Calculated 
fringe patterns of the same disc assembly. Colored circles indicate different force contacts.   
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Force Chain Orientations 
 
Already by simply looking at the force chain images we observe that the addition of the 
weak phase impacts the orientation of force chains between granular and two-phase experiments 
(Figure 15, Figure 16). To quantify the orientation of the individual force chains, I obtain the 
orientation of individual segments of a force chain, and then count the frequency of segments 
that occur in similar orientations. A segment is defined as the line from the center of one disc to 
the center of the next disc involved in a force chain. The azimuthal value of each segment is then 
plotted in a rose diagram using 10° interval bins. Colors represent the azimuth of each bin. Bin 
sizes represent a percentage of the total number of force chain segments counted. To compare 
different experiments with each other, I calculate and plot the average force chain orientation. 
For reference, the shear plane of the experimental apparatus aligns with the 90° orientation.  
 Force chains from a granular experiment develop in two major orientations, 15° and 80° 
at low strain and shift slightly to 15° and 75° at higher strain (Figure 24a & b). The average force 
chain orientation nearly bisects the two major orientations, plotting 38° at low strain and 34° at 
high strain. Very few chains form between 90° and 180°. 
At low strain force chains in a two-phase experiment develop in a dominant orientation, 
between 70° and 100°. The average force chain orientation falls within that range, 79° in this 
experiment (Figure 24c). At high strains there are no obvious dominant orientations (Figure 
24d). The largest bin is formed by segments in the orientation approximately perpendicular to the 
shear plane. Another large bin includes segments in the orientation parallel to the shear plane. 
The average force chain orientation of this high-strain, two-phase experiment is 56°. 
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Figure 24: Rose diagrams showing force chain orientations. Colors represent azimuth values of a 
granular experiment at low strain, g = 0.004. b) Granular experiment at g = 0.08. c) Two-phase 
experiment with g = 0.004. d) Two-phase experiment at a later strain, g = 0.08. Brown arrows 
represent the principal stress orientation. Black lines represent the average force chain 
orientation of each experiment.  The shear plane of the experimental apparatus aligns with the 
90° orientation. 
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By amassing average force chain orientations, I find that the average orientation of force 
chains differs between granular and two-phase experiments as well as low and high strains 
(Figure 25; Table 1). The average angle of the force chain segments from all the low-strain 
granular experiments is 58° (Figure 25a). At an increased strain, the average angle decreases to 
54° (Figure 25b). The two-phase, low-strain experiments have an average angle of 78° (Figure 
25c) while at a high strain, the average angle decreases to 54° (Figure 25d). The granular 
experiment average force chain orientations cluster less tightly compared with two phase average 
force chain orientations. The low-strain granular experiment average orientations range between 
37° and 71° and the high-strain granular experiments range between 34° and 67°. The low-strain 
two phase experiment average orientations range between 69° and 87°, while the high-strain 
two-phase experiment average orientation range between 45° and 65°. The granular average 
force chain orientations have at least 13° more spread between end-member averages. 
To determine the significance in change in orientation between the different strains and 
the granular and two-phase experiments, I use the Kullback-Leibler (KL) divergence method. 
The KL divergence method can be used to compare data generated under different conditions for 
similarities and differences (Kullback and Leibler, 1951). KL divergence values are 
dimensionless with larger numbers corresponding to more difference between distribution 
densities. A statistically significant difference is assigned based on the dataset being used. The 
KL divergence data plots between 0.5 and 0.01. Because of the order of magnitude difference for 
my data, a difference of 0.1 is considered as being statistically significant.   
When comparing the low-strain with the high-strain experiments in a granular setting, the 
divergence is 0.098. In two-phase experiments the comparison between low and high strain leads 
to a KL divergence of 0.138. Figure 25 shows that the difference between average force chain 
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orientations in two-phase experiments between low and high strain is large, while the difference 
between low and high strain in the granular experiments is small, which is reflected in the KL 
divergence numbers (Figure 25c & d). When comparing granular experiments to two-phase 
experiments at low strains and high strains, the KL divergence numbers are 0.178 and 0.151, 
respectively. The force chain orientations between the two experiments are significantly different 
at both strains (Table 2). When comparing granular experiments at low strains to two-phase 
experiments at high strains, the KL divergence is 0.02, which is statistically insignificant. When 
comparing the low-strain two-phase experiments to high-strain granular experiments, the KL 
divergence is 0.506, which represents the most significant difference.  
 
Table 1: Overall average angle of force chains in the respective experiments at low and high 
strain. G = granular experiments, TP = two-phase experiments. 
 
  
Table 2: KL Divergence values between respective experiments. G = granular experiments, TP = 
two-phase experiments. 
 
 
  
Low Strain G High Strain G Low Strain TP High Strain TP
Avg Angle 58 54 78 54
Std. Dev. 12.5 8.5 9.8 5.6
Low Strain G - 
High Strain G 
KL Divergence
Low Strain TP - 
High Strain TP 
KL Divergence
Low Strain G - 
Low Strain TP 
KL Divergence
High Strain G - 
High Strain TP 
KL Divergence
Low Strain TP - 
High Strain G 
KL Divergence
Low Strain G - 
High Strain TP 
KL Divergence
0.098 0.138 0.178 0.151 0.506 0.02
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Figure 25: Average force chain orientations of granular and two-phase experiments at low and 
high strains. The black arrows represent the principal stress direction. Like the rose diagrams, the 
top of the chart represents 0 degrees. a) The average force chain orientations of 10 low strain 
granular experiments. b) 10 average orientations of the same granular experiments at higher 
strain, g = 0.08. c) Average orientations of 10 low strain two-phase experiments. d) Average 
orientations of the same 10 two-phase experiments at higher strain, g = 0.08.  
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CHAPTER 4: DISCUSSION 
 The experiments presented here belong to the category of granular photoelastic 
experiments, which have been used to study deformation dynamics in granular materials before 
(Clark et al., 2012; Daniels and Hayman, 2008; Daniels et al., 2017; Iikawa et al., 2016; Jung et 
al., 2015; Mahabadi and Jang, 2017; Majmudar and Behringer, 2005; Uenishi and Goji, 2018; 
Wendell et al., 2012). The experiments are designed in an analytical framework (Hooke, 1968; 
Paola et al., 2009). This is in contrast to experiments designed in an analogy-based framework, 
in which they can be scaled to the natural prototype via applying a simple algebraic operation. 
Experiments in an analytical framework do not have to fulfill such a stringent scaling but they 
still need to capture enough of the dynamics observed in the prototype to serve as a plausible 
testing ground for investigating the problem at hand. Even though the here presented 
experiments cannot be simply scaled, they allow us to make in situ observations on how the 
presence of the weak phase impacts the distribution of force during simple shear, which in all 
likelihood is similar to processes observed in nature. There are multiple natural examples that are 
composed of two phases, a strong, brittle phase and a weak, fluid-like phase, that are both active 
during deformation (Fagereng and Sibson, 2010; Handy, 1990; Hayman and Lavier, 2014). 
For my experiments, I chose a strain-rate convenient to attain high enough forces to 
visualize stresses over long enough time scales to see important variations between the two types 
of experiments. At the imposed strain rate (3.74 x 10-4 s-1), the silicone behaves as a linear-
viscous fluid (Weijermars, 1986), while its viscosity is high enough to not leak out of the 
experimental apparatus during the time it takes to conduct an experiment.  
Even though most natural two-phase systems are expected to be three-dimensional, I 
investigate these systems in my experiments in two dimensions. This simplification allows for a 
 
 
39 
 
direct observation of the force chains and the associated stress fluctuations through time. One 
disadvantage of conducting the two-phase experiments in 2D is that the weak phase can be 
separated into nonconnected pores. This has a direct effect on the pore fluid pressure during 
deformation as equilibration of the pressure can be inhibited in nonconnected pores (Aharonov et 
al., 1997). 
The grain shapes are idealized to investigate the influence of the fluid phase. Discs of two 
different diameters distributed randomly inhibit perfect packing and therefore locking during 
deformation that occurs in single-size granular systems (Kennedy, 2005). Using discs also 
minimizes shape effects that would lead to uneven stress distributions. Even though grain shape 
and orientation, as well as the spatial distribution between the phases are important parameters 
that can determine how a two-phase system fails (Handy, 1990; Jordan, 1987; Montesi, 2013), 
they are currently not accounted for in the presented experiments.  
Similar to the findings presented in Reber et al. (2014), I observe in my experiments that 
the addition of a weak phase immediately impacts the deformation of the experiment. Reber et 
al. (2014) show that the addition of a weak phase leads to an increase in strain localization during 
simple shear. While they were interested in the impact of the fluid phase on the deformation 
dynamics, they did not investigate the impact of the weak phase on the force distribution. I 
observe a similar localization of the deformation in the two-phase experiments. All the 
experiments with a fluid phase show that the deformation is strongly localized around the shear 
plane of the experimental table at the onset of deformation. With an increase of strain, the 
deformation becomes distributed over the entire width of the experimental box. A similar 
behavior has also been documented in a numerical study of quartzofeldspathic rocks at semi-
brittle crustal conditions (Jammes et al., 2015). They found that deformation is very localized in 
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cases of small amounts of weak phase. With an increase of the weak phase, they observe a 
delocalization, and the shear zone width increases. They argue that the weaker material, quartz 
deforming in a ductile manner, impedes the propagation of plastic deformation between the 
stronger grains of plagioclase and therefore causes the zone of strain accumulation to widen. The 
results presented here suggest that the weaker phase can indeed impede deformation in the strong 
phase, but only for a limited amount of time. Eventually the system will equilibrate and the 
strong phase will be supporting the majority of the stress, leading to a widening of the shear 
zone.  
The presence of a weak phase such as the fluid phase filling all the pore spaces leads to a 
more even distribution of the force when compared with granular experiments. The highest 
number of discs involved in force chains in granular experiments before experimental failure is 
8% of the discs. Meanwhile, 48% of all the discs in the two-phase experiments are part of force 
chains at an equal strain. The fluid viscosity has a large effect on how much force can be 
supported and over what time scales. For fluids with a low viscosity, such as water, the viscous 
phase leads only to a slight increase in number of contact forces (Mahabadi and Jang, 2017). 
I observe in all the two-phase experiments that the weak phase is able to support force 
over a significant amount of time (Figure 23). This temporary support of force in a weak phase 
can also be observed in numerical models investigating the deformation dynamics of a 
subduction mélange (Beall et al., 2019). Beall and colleagues found that stress amplifies within 
the stronger material due to jamming of force chains. The weak phase can exert enough force 
onto the strong phase to provide a potential explanation for fracturing of brittle materials in the 
presence of moderate fluid pressures. A significant difference between the numerical simulations 
and the here presented experiments is the ratio between the strong and weak phases. Beall et al. 
 
 
41 
 
(2019) investigate the deformation of a two-phase system with a ratio of the strong to weak 
phases between 0.3 and 0.64. My experiments use a volume fraction of the strong phase of 0.81, 
which leads to a larger concentration of force chains. The numerical study by Beall et al. 
employs significantly fewer but larger clasts. They observe a force chain orientation that is sub 
parallel to the principal stress orientation, while the force chains in my two-phase experiments 
start out at an orientation parallel to the shear plane and only over time become subparallel to the 
principal stress orientation. 
I compare the bulk rheology of my two-phase system to established mixing models, such 
as the Roscoe without jamming model:  
                                                     𝜂, = (1 − 𝜙)%!.2                                                  (4) 
Here, 𝜂, is relative viscosity and 𝜙 is the concentration of the strong phase suspended in a 
weaker fluid phase. I calculate the effective viscosity of the composite material in my 
experiments following the Marone-Pierce-Katano model (Barnes, 2003). I consider effective 
viscosity and relative viscosity to be the same parameters. The Marone-Pierce-Katano model 
calculates the effective viscosity of a mixture of a Newtonian weak phase and a densely packed 
granular material:  
                                                  𝜂033 =	𝜂4 =1 −	
5
5*
>
%!
                                          (5) 
Here, 𝜂4 is the viscosity of the weak phase, 𝜙 is the disc fraction, and 𝜙6 is the maximum disc 
fraction. With a maximum disc fraction in the experiments of 0.907 (Kennedy, 2005), the two-
phase experiments have an effective viscosity of 7.17 x 106 Pa s.  Plotting the normalized 
effective viscosity versus the fraction, we are able to compare our experiments with theoretical 
mixture models (Figure 26). The Roscoe models were developed for either uniformly sized 
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strong clasts (Roscoe with jamming) or for systems with differently sized spheres suspended in 
any liquid (Roscoe without jamming) (Roscoe, 1952).  
The Roscoe models are not the only laws I compare to that predict strength of two phase 
materials. An empirical model for generalized mixtures assumes that the volume fraction and 
microstructure of the phases are the two most important parameters controlling the bulk behavior 
of the material (Ji, 2004). An empirically determined “compensation coefficient,” J, is used to 
take the place of any microstructural characteristics, such as phase continuity and connectivity, 
particle shape, or size distribution, in order to understand two-phase strength based solely on 
volume fraction. Ji uses a J value of -0.4 to approximate the Roscoe mixing law. The Handy 
interconnected weak layer (IWL) model is based on experiments in which a weak layer has 
formed strain pathways, termed micro shear zones, between the stronger clasts (Handy, 1994; 
Jordan, 1987; Le Hazif, 1978). These pathways form in metallic alloys as well as limestone-
halite aggregates at shear strains of 0.1 to 0.3 (Jordan, 1987; Le Hazif, 1978) and have a 
significant impact on the strength of the two-phase material. 
My data plots close to the Roscoe strength model that does not include jamming. While 
my experiments are conducted above the granular jamming level of 0.64, this model captures 
many of the aspects of my experiments. It is designed for systems with various grain sizes. While 
Ji’s model is approximating the Roscoe model without jamming, its shape is rather similar and 
my data plot along it. The Roscoe model with jamming is not a good approximation for my 
experiments because it investigates systems with uniform grain sizes leading to system strength 
tending toward infinity for jammed systems. The Reuss model assumes that both phases strain 
equally (Ji, 2004), which is not the case in my experiments – the weak phase is able to strain 
significantly more than the strong phase. Also, the Handy IWL (Handy, 1994) model is not a 
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good approximation of the experiments because it assumes connecting weak pathways. I do not 
observe such pathways in the experiments even though they might be able to form at a higher 
shear strain (> 0.1).  
 
Figure 26: Comparison of the strength of two-phase systems in relation to the amount of the strong 
and weak phase present. The individual curves correspond to different theoretical deformation 
relationships. The black dot represents this study. The blue square represents the study of Webber 
et al. (2018). Red triangles and black vertical bars correspond to results presented in Beall et al. 
(2019). Figure adapted from Beall et al. 2019.     
 
Results obtained by Beall et al. (2019) plot along the Roscoe without jamming mixture 
law for clast ratios between 0.3 and 0.64. With an increase in clasts, they observe a wider 
variability in the effective viscosity due to jammed and unjammed states in the experiments. This 
leads to a wider spread in the data, indicated by black bars in figure 26. These experiments have 
strength ratios that plot between the Roscoe laws with and without jamming. The experiments 
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presented here investigate a higher fraction of strong phase compared with the experiments by 
Beall and coworkers (2019), but they plot along a similar trend.  
The numerical results obtained by Webber et al. (2018) plot along the same theoretical 
viscosity curve as the results presented in this study and the findings by Beall et al. (2019). In 
comparison with the numerical study of Beall and the experiments, Webber et al. (2018) base 
their model distribution of strong and weak phase on observations from a subduction mélange 
(Chrystalls Beach Complex, NZ). They are using a concentration of 70% competent clasts and 
30% weak matrix. The strength of the weak matrix is dependent on pressure, temperature, strain 
rate, and fluid pressure (Fagereng and den Hartog, 2017). In their study, Webber and coworkers 
(2018) use shear strength values of 55 MPa, 30 MPa, and 10 MPa for the weak matrix. Using 
these shear strengths and the strain rates used in the model, the viscosity of the weak phase can 
be calculated as follows: 
                                                                     𝜂 = 	𝜏?̇?                                                            (6) 
Here, h is the viscosity, t the shear stress, and  ?̇? the strain rate. For strain rates of 10-11 and 10-9 
the viscosity of the weak phase ranges between 6.25 x 1016 and 3.63 x 1014 Pa s. Employing 
equation 5 then gives a range for the effective viscosity between 1.17 x 1018 and 6.81 x 1015 Pa s, 
for 𝜙 of 0.7 and 𝜙6 of 0.901. Because of the nonidealized shape of the strong phase, there is no 
geometrical rule to determine the maximum packing density. Because of this limitation, I chose 
the maximum packing ratio to match 𝜙6 in the experiments (0.901). Adding the normalized 
effective viscosity to figure 26 reveals that it also plots along the Roscoe without jamming curve. 
Irrespective of the modeling approach, all three studies show effective viscosity to clast 
concentrations that follow the theoretical prediction proposed by Roscoe. 
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Implications 
 
While the experimental results are not directly scalable to scenarios in nature, they 
provide valuable insights into the force distribution in two-phase systems. One such scenario is 
the formation of slow-slip events. Slow-slip events have been linked to the presence of strong 
and weak phases, where altering clast- or matrix- supported rheology leads to either fast slip 
(earthquakes) or slow-slip events (Beall et al., 2019; Fagereng and Sibson, 2010; Lavier et al., 
2013; Webber et al., 2018). While I do not record the slip dynamics in the experiments, I 
measure how much force the weak phase can support over time. The presented findings support 
results obtained from numerical simulations and strengthen the argument that the presence of a 
weak phase has the potential to distribute forces more evenly, leading to the formation of slow 
slip events. 
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CHAPTER 5: CONCLUSIONS 
 
 Displacement, force, and force chain distributions are measured during simple shear 
experiments of granular systems. The photoelastic quality of the granular material allows for in 
situ observation of stress distribution during deformation within each system. The addition of a 
weak fluid phase has an impact on multiple aspects of the deformation: 
• The dynamics of the formation of force chains differs in the two-phase experiments when 
compared with the granular experiments. In the granular experiments, force chains build 
a load-bearing framework that spans the entire experimental chamber from the onset of 
deformation. In two-phase systems, the force chains initially localize along the shear 
plane imposed by the experimental apparatus and dissipate before reaching the 
boundaries. With an increase in strain, the force chains grow longer until they connect to 
the boundaries.  
• Force chains grow in number and magnitude in a nonlinear manner as strain increases in 
the granular experiments, chains break, and rearrange, continuously. In the two-phase 
experiments, force chains do not fail, leading to an increasing number of discs supporting 
force.  
• In the granular experiments, force chains form predominantly parallel to the principle 
stress direction. This overall force chain orientation is independent of strain. In the two-
phase experiments, the mean orientation of the force chains with increasing strain 
changes from an orientation subparallel to the shear direction to an orientation 
approximating the principle stress direction.   
• The results from two-phase experiments show that force can be supported for a limited 
time by the weak fluid phase.  
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The results from the experiments show that the presence of a weak phase in a granular material 
has a significant impact on the force distribution in the system. The presented findings are in line 
with results from numerical studies where the dependence of the effective viscosity on the ratio 
between weak and strong phase can best be described by the Roscoe law.   
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APPENDIX A: ACCOMPANYING FIGURES 
 
 
 
 
Figure 27: Force evolution of a fluid supported disc through time. a) Time versus force on four 
different contacts of the center grain in the photo series. b) Photographs and related fringe pattern 
images of disc assembly at 108 s, 138 s, 150 s, and 174 s. The maximum force supported by any 
fluid contact is 0.38 N. 
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Figure 28: Force evolution of a fluid supported disc through time. a) Time versus force on four 
different contacts of center grain in photo series. b) Photographs and related fringe pattern 
images of disc assembly at 198 s, 234 s, 240 s, and 246 s. The maximum force supported by any 
fluid contact is 0.60 N. 
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Figure 29: Photo of a two-phase experiment in which the two circled discs are being supported 
by fluid.  
 
 
Figure 30: Fringe progression with force during a load test. 
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APPENDIX B: MATLAB & IMAGEJ SCRIPTS 
 
 The following MATLAB script was used to determine angles for force chain average 
calculations and KL divergences (Table 1, Table 2).  
 
%-------------------------------------------------------------------------% 
%                           Christopher Ladd                              % 
%                  Determining angles of force chains                     % 
%   This code calculates segment angles and plots them in rose diagrams   % 
%       for comparison with Healy rose diagrams & KL divergence work.     % 
%-------------------------------------------------------------------------% 
  
clear all 
close all 
  
Files = dir('*FCconverted.txt'); %This designates which files to use  
  
for j = 1:length(Files) %This for loop runs through all files in the folder 
     
    FileNames = Files(j).name; 
    formatSpec = '%s%s'; %This is for saving purposes 
    y = FileNames; %This is for later saving purposes 
    z = '_hist.csv'; %Also for saving purposes 
     
    p = load(FileNames); 
    angle = zeros(length(p),1); %initializing empty vector for angles 
    radius = zeros(length(p),1); %initializing empty vector for 
                                 % segment lengths 
  
    % This for loop calculates angles and segment lengths% 
     
    for i = 1 : length(p) % Looping through each x&y data line 
        x1 = p(i,3); % Here I assign segment endpoints 
        y1 = p(i,2); 
        x2 = p(i,1); 
        y2 = p(i,4); 
         
        % Here the angles are calculated 
        angle(i) = acos((x2-x1)/(sqrt(((x2-x1)^2)+(y2-y1)^2))); 
        angle(i) = rad2deg(angle(i)); 
  
        % Here the segment length is determined 
        radius(i) = sqrt(((x2-x1)^2)+(y2-y1)^2); 
  
        % These if statements assign which Cartesian quadrant the segments 
        % belong in. All are assigned to either quadrant I or IV to match  
        % how segments appear in experiments. 
        if x2 > x1 & y2 > y1 
            angle(i) = 90 - angle(i); 
        end 
        if x2 > x1 & y2 < y1 
            angle(i) = 90 + angle(i); 
        end 
        if x2 < x1 & y2 < y1 
            angle(i) = 90 + angle(i); 
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        end 
        if x2 < x1 & y2 > y1 
            angle(i) = 450 - angle(i); 
        end 
        if angle(i) > 180 
            angle(i) = angle(i) - 180; 
        end 
        if x1 == x2 & y1 == y2 
            angle(i) = 0; 
        end 
    end 
     
    % Here I double the angles and add 180 degrees for replication of rose  
    % diagrams to comparen to those produced in Healy et al. 2018. 
    az2 = [angle;(angle+180)] ; 
    angleRad = deg2rad(angle); 
    az2Rad = deg2rad(az2); 
  
% Creating a histogram with all angle data 
myHist = histogram(az2,[0:10:360]); 
hold on; 
  
% Plotting histogram and rose diagram of angles 
plot(myHist.Values); 
  
    figure(2) 
    subplot(2,2,1) 
    hist(angle,18); 
    subplot(2,2,2)     
    polarhistogram(angleRad,18); 
    pax = gca; 
    pax.ThetaDir = 'clockwise'; 
    pax.ThetaZeroLocation = 'top'; 
    pax.ThetaLim = [0 180] 
    subplot(1,2,1) 
    hist(az2,36); 
    subplot(1,2,2) 
    polarhistogram(az2Rad,36); 
    pax = gca; 
    pax.ThetaDir = 'clockwise'; 
    pax.ThetaZeroLocation = 'top'; 
    print('-f2','-dpdf') 
     
    % This saves angle data into csv files for input into the KL divergence  
    % code 
    csvwrite(sprintf(formatSpec,y,z),az2);     
end 
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 This MATLAB script calculates the total force within an image for comparison to the 
force gauge (Figure 13, Figure 14).  
 
%-------------------------------------------------------------------------% 
%                          Christopher Ladd                               % 
%                 Calculating total force in an image                     % 
%  This code sums all individual force vectors into a total force vector. % 
%-------------------------------------------------------------------------% 
  
clear all 
close all 
  
load('20_N_solved.mat-postProcessingWorkspace.mat'); % Load the workspace 
                                                   % created by PEGS code 
  
n = pres(1,end).id; % Obtaining the length for our force vector 
  
forces = cell(n,1); % Initializing empty vector for force values 
  
% This for loop fills the forces and angles vectors for each disc. The cell 
% function is used because number of forces and angles changes for each 
% individual disc.  
  
for i = 1:numel(forces) 
    forces{i} = pres(i).forces;   
    angles{i} = pres(i).betas; 
end 
  
z = [forces{:}]; % Forces put into continuous vector, no disc affiliation  
p = [angles{:}]; % Angles put into continuous vector, no disc affiliation  
components = zeros(length(z),4); % Initializing new vector for force  
                                 % calculations 
                                  
% This for loop fills the new vector with original force, angle, force in  
% the x component, and force in the y component. 
  
for i = 1:length(z) 
    components(i,1) = z(1,i); % Forces 
    components(i,2) = p(1,i); % Angles  
     
    % Here, discs estimated to be > 20% of guage force are discarded 
    if components(i,1) > 5; % 20% of guage force 
        components(i,1) = 0; % Assigns force of 0 to problem discs 
    end 
     
    % Here, discs with negative forces are discarded 
    if components(i,1) < 0 % Force < 0 
        components(i,1) = 0;  
    end 
    components(i,3) = components(i,1)*cos(p(1,i)); % X component of force 
    components(i,4) = components(i,1)*sin(p(1,i)); % Y component of force 
end 
  
total_x = sum(components(:,3)); % Summing all x components  
total_y = sum(components(:,4)); % Summing all y components 
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final_force = sqrt(total_x^2 + total_y^2); % Pythagorean's theorem for  
                                           % total force value 
  
% This figure plots all disc force values into a histogram to check the  
% range of values. Total force value also given.  
figure(1) 
histogram(components(:,1)); 
str = {'The total force (N) is',final_force}; % Plots final force 
text(0.15,50,str) % Specifies where final_force is plotted on figure 
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 This MATLAB script finds the discs that will be input into PEGS code after an 
intermediate step that discards and fixes incorrect discs. 
 
%-------------------------------------------------------------------------% 
%                          Christopher Ladd                               % 
%                            Disc finding                                 % 
%       This code finds and outlines discs for later processing.          % 
%-------------------------------------------------------------------------% 
  
clear all 
close all 
  
Files = dir('*N.jpg'); % Reads in any image ending in N.jpg  
  
% This for loop locates the circles for each image read in. 
for j = 1:length(Files) 
    FileNames = Files(j).name; 
    formatSpec = '%s%s'; % For saving later on  
    y = FileNames; % For saving later on  
    z = '_circs.csv'; % For saving later on  
    I = imread(FileNames); 
    imshow(I); 
     
    % Circle finding part returns center and radius of each circle 
    [centers,radii] = imfindcircles(I,[60 85],'Sensitivity',0.97); 
    viscircles(centers,radii,'EdgeColor','.294,.325,.125'); 
     
    M = zeros(length(centers),3); 
    M(:,1) = centers(:,1); % X-component of circle center 
    M(:,2) = centers(:,2); % Y-component of circle center 
    M(:,3) = radii(:,1); % Radius of circle 
     
    % Saving M to .csv file for later work 
    csvwrite(sprintf(formatSpec,y,z),M);   
end 
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 This ImageJ script creates an overlay from the centers data .csv of the disc finder code for 
disc corrections and deletions before inputting into PEGS code. Disc corrections are needed to 
counteract distortion effects.  
 
%-------------------------------------------------------------------------% 
%                      Christopher Ladd & Jonathan Coy                    % 
%                             Disc Corrections                            % 
%     This code creates a .tif overlay for correcting discs in ImageJ.    % 
%-------------------------------------------------------------------------% 
 
run(“Set Measurements...”, “area mean standard modal min centroid shape integrated median 
kurtosis area_fraction limit display redirect=None decimal=3”); 
data_folder = getDirectory(“Choose a Folder with names”); 
setBatchMode(true); 
start = getTime() 
recur_process(data_folder);  
setBatchMode(“exit and display”) 
end = getTime(); 
showMessage(“Macro Completed. Elasped Time:”+(end-start)/1000); 
 
 
function recur_process(folder)  
{ 
 list = getFileList(folder); 
 for (i=0; i<list.length; i++)  
 { 
  //Do subfolders/// 
  if (endsWith(list[i], “/”)) 
  { 
   recur_process(“”+folder+list[i]); 
  } 
  else if (endsWith(list[i], “N.jpg”)) 
  { 
 
   open(folder + list[i]);//Opens jpg 
   run(“8-bit”); 
   name = File.nameWithoutExtension;//Grab File Name 
   open(folder + name+”_circs.csv”);//Opens circs.csv 
   //Table.rename(name+”_circs.csv”, “Results”); 
   for(j=0;j<nResults;j++) 
   { 
    x = getResult(“C1”, j); 
    y = getResult(“C2”, j); 
    dia = getResult(“C3”, j); 
    makeOval(x-dia, y-dia, dia*2, dia*2); 
    roiManager(“Add”); 
    roiManager(“Select”, j); 
    roiManager(“Rename”, j-1); 
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   } 
   run(“From ROI Manager”); 
   saveAs(“Tiff”, folder +name+”.tif”); 
   run(“Close All”); 
   close(“Results”); 
   if(roiManager(“count”)>0) 
   { 
    roiManager(“Deselect”); 
    roiManager(“Delete”); 
   } 
  } 
 } 
} 
 
 
