We study the earnings losses of Finnish private sector workers who lost their jobs at two very different points in the business cycle. The first group was displaced in 1992 (depression period) and the second one in 1997 (recovery period). The focal point of the analysis is the quantile displacement effect, the change in the earnings distribution due to involuntary job separation. We use mass layoffs and plant closures to identify groups of workers who were displaced from exogenous causes. The effect of displacement is strongest at the lower end of the earnings distribution, and small or negligible at the upper end. Women and those displaced during the depression period are subject to larger earnings losses.
Introduction
In all labor markets a large number of workers lose their jobs every year. Some job losers are re-employed quickly without significant earnings losses. Others remain unemployed for long periods, have to accept large cuts in the wage rate, or may be pushed out of the labor market. Job displacement can lead to substantial individual costs in terms of foregone earnings and employment. These costs have been the focus of a number of recent studies. Evidence from the US studies suggests that the average earnings losses of displaced workers are large and persistent, being around 10-25 percent even several years after the job loss (see Ruhm, 1991 , Jacobson et al., 1993 , and Stevens, 1997 . However, the reduction in employment following displacement has been found to be relatively short-lived in the US labor market. Some studies, including Couch (2001) , Burda Margolis (1999) for France, Carneiro and Portugal (2006) for Portugal, Eliason and Storrie (2006) for Sweden, and for Finland find the long-term losses to be much larger and more concordant with the earlier studies for the US. Although the results from these studies are not directly comparable due to the di erent time periods analyzed and large dissimilarities in the underlying data and research design, there seem to be significant di erences in the displacement cost between countries.
With the exception of Carneiro and Portugal (2006) and Eliason and Storrie (2006) , 1 the existing analysis of earnings losses associated with displacement has employed classical least-squares regression methods. Although the resulting e ect on the conditional mean of earnings is of considerable interest, the distributional aspects of earnings losses are equally important. Earnings dispersion provides, for example, a measure of uncertainty about future earnings. For a given mean loss a larger increase in dispersion following displacement implies a larger welfare loss for the risk-averse worker. Furthermore, the mean impact is not indicative of the size and nature of the e ect of displacement in the tails of the earnings distribution, which might be of primary interest from the policy point of view. A strong negative e ect in the upper tail would suggest lower chances of being re-employed in a highly paid job for the displaced worker. An equally strong e ect in the lower tail is perhaps more alarming, because it would imply that many workers drop to the bottom of the earnings distribution. If such an e ect still exists several years after the displacement period, it may call for directed supportive measures. When the focus of the analysis is restricted solely on the mean impacts, these pieces of information will remain missing. In general, the change in the conditional mean gives an incomplete picture of the consequences of displacement. A more complete picture can be obtained by estimating a 1 family of conditional quantile functions, which is the approach we take in this study.
This study considers the e ect of job displacement over the entire distribution of earnings in Finland. We use linked employer-employee panel data to construct groups of private sector employees who lost their jobs at two very di erent points in the business cycle. The first group was displaced in 1992 (depression period) and the second group in 1997 (recovery period). Following the standard practice, we take separations associated with mass layo s and plant closures to be job displacements, as they are likely to be exogenous from the workers' standpoint. These groups of displaced workers and the associated comparison groups are followed over an 11-year period beginning three years before and ending seven years after the year of possible displacement. To include all the costs of job loss we also include periods with zero earnings resulting from long-term unemployment or non-participation in the analysis.
Our two follow-up periods reflect markedly di erent macroeconomic conditions. At the beginning of the 1990s, Finland su ered an exceptionally severe depression; GDP dropped over 10% between 1990 and 1993, causing the unemployment rate to rise from 3.2% to 16 .3% (according to the Labor Force Survey). 2 Hence, experiences of workers who lost their jobs in 1992 represent an extreme case that highlights the consequences that may follow from a displacement during exceptionally di cult labor market conditions, providing a worst-case scenario for job losers. The macroeconomic climate was dramatically changed by the end of the decade. At the end of the 1990s the economy grew 3-5% per year and the unemployment rate was declining. So our second group displaced in 1997 encountered an entirely di erent situation. In many ways, this period is more typical and hence more in line with the research on displacement conducted elsewhere.
According to our results, the earnings losses are especially large when job loss occurs in the depression period. In that case, the entire earnings distribution still lies below the counterfactual distribution (without job loss in the reference period) seven years after the job loss. Losing a job in the recovery period also has a long-lasting e ect but only at the lower end of the distribution. Women tend to su er from larger earnings losses irrespective of the timing of job loss in the business cycle. We also find evidence of considerable heterogeneity in the displacement e ect. The e ect of job loss is concentrated in the lower end of the distribution, being relatively moderate (the depression period) or even negligible (the recovery period) at the upper end. Finally, we show that job loss not only causes a decline in the expected earnings, but also raises uncertainty about the future earnings level due to a substantial increase in the earnings dispersion.
The rest of the paper proceeds as follows. In the next section we discuss the evaluation issues and define the quantile displacement e ect. Section 3 describes our data and the selection of di erent worker groups for the regression analysis. Descriptive evidence is presented in section 4, which is followed by the regression results in section 5. The final section concludes.
Evaluation issues
We are interested in the e ect of job displacement in a past period on the current earnings. Since the involuntary job loss can be viewed as a "treatment", we can discuss the evaluation issues along the lines of the extensive literature on program evaluation. Let 1 be the earnings in the current period if the worker was displaced in a reference period, and let 0 be the earnings in the counterfactual situation without displacement in the reference period. If we could observe workers in both states, the displacement e ect, 1 0 would be directly observed for each worker. The fundamental problem of causal inference is that both 1 and 0 are never observed for the same individual (Holland, 1986) .
The observed earnings can be expressed as
where = 1 if the worker was displaced, and = 0 otherwise. Displacements are certainly not randomly assigned but dismissed workers are selected in a complicated procedure that takes into account individual characteristics, some of which may not be observable for the researcher. This implies a dependence between and ( 1 0 ) even after controlling for a wide array of individual characteristics. For example, a good match between a worker and a job in the reference period may imply a high value of 0 and a low probability of displacement. One consequence of this is that simple comparisons of outcomes between displaced and non-displaced workers do not have a causal interpretation.
A vast majority of displacement studies have exploited mass layo s or plant/firm closures to detect workers who lost their jobs from exogenous reasons. Such workers are less likely to be laid o because of their own characteristics or performance, but as a result of a shock that hit their employer. Under this assumption one can overcome the endogeneity problem by choosing a sample where displacements result from mass layo s or plant/firm closures. This approach is taken also in this study. Thus is hereafter an indicator of a displacement associated with a mass layo or a plant closure, and it is assumed to be independent of ( 1 0 ) given observed individual characteristics.
Expected earnings losses
Since the individual e ects of displacement cannot be identified, the focus of the evaluation literature has been on estimating the average e ect, ( 1 0 ) or the average e ect on the displaced, ( 1 0 | = 1) Let us assume that ( 0 |X = x) = x 0 and 1 = 0 + where is an individual-specific e ect of displacement which is independent of and X Under these assumptions we could estimate = ( ) = ( 1 0 ) = ( 1 0 | = 1) by least squares from
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The estimates of displacement costs have been usually obtained from regressions similar to this stylized example. 3 There are some pitfalls worth noting. First, the data on earnings typically involve observations on zero earnings for the long-term unemployed and those who withdrew from the labor market. It follows that the outcome variable takes on the value zero with a positive probability (that is, there is a mass point at zero) but is continuously distributed over strictly positive values. A common practice in the displacement cost literature has been to restrict the analysis to a subset of observations with strictly positive earnings. This results in a selective sample of those who were able to return to work after displacement, and hence the estimated e ects of displacement are potentially subject to the selection bias. This practice has been sometimes dictated by survey data that cover only the employed workers. Workers with zero earnings are typically observed in the register data but may still be excluded from the analysis due to econometric di culties. Angrist (2001) argues that, in the context of limited dependent variables, estimates obtained using positive outcomes only do not have a meaningful causal interpretation as treatment e ects even if the data come from an ideal randomized experiment. How large the resulting selection bias is depends on the application. At least in our Finnish data, restricting the analysis to strictly positive observations would arguably lead to strongly biased results. Keeping zero observations in the analysis and applying least squares to the full sample is a problematic alternative because the conditional mean is unlikely to be linear in x and . Despite the underlying non-linearity, that approach may give an acceptable approximation to the mean e ect (see Angrist, 2001 ). Non-linear models for the conditional mean of limited dependent variables, like Tobit or sample selection models, could be used, but such models rely on strong parametric assumptions (about homoskedasticity, symmetry or functional forms) that may be di cult to justify in practice.
The displacement e ect in (2) is also assumed to shift the location of the earnings distribution (possibly in an individual-specific way) without a ecting other distributional aspects, such as dispersion, skewness or tail behavior. The ranking of workers in the earnings distribution (conditional on X = x) is, however, partly determined by past luck and success in the labor market. In the theoretical models of job search, employed workers are looking for better jobs and climb up the job ladder when a higher-paying job is found. When this time-consuming process is interrupted by involuntary job loss, the worker has to restart the job search from the bottom. Search theory suggests that the upper end of the distribution of 0 given X = x is disproportionately populated by workers who have been lucky to find good jobs. In the case of job loss these workers are likely to experience larger earnings losses than their less lucky counterparts at the lower end of the distribution of 0 who would probably be employed in bad jobs also without a displacement. In other words, the e ect of displacement increases with 0 given X = x Here the displace- 3 Displacement studies have usually exploited panel data. The estimating equations are somewhat more involved than (2) due to repeated observations on the same workers over time. With the panel data one can also allow the displacement status to be correlated with the error term by introducing fixed individual e ects. But these panel data models are subject to the same pitfalls discussed in the text.
4 ment e ect heterogeneity stems from random events that may be independent of workers' characteristics.
Alternatively, the ranking of observationally identical workers in the earnings distribution may reflect individual-specific characteristics not observed by the researcher. The upper end of the distribution of 0 (conditional on X = x) may be populated by high ability workers who are able to return to work quickly after a job loss at a wage rate close to their previous wage. In contrast, those at the lower end of the earnings distribution without displacement may be less able workers who would have trouble in finding work after displacement, and hence are subject to potentially large earnings losses due to long periods out of work if displaced. This kind of reasoning would suggest that the e ect of displacement decreases with 0 given X = x
In general, we do not have a reason to rule out heterogeneity in the displacement e ect a priori. But this is what we would do if we estimated specifications like (2) by least squares methods. In the models for the conditional mean, it is also di cult to deal with observations with zero earnings without introducing the selection problem or imposing strong parametric assumptions. While these are technical problems, a substance matter is that the mean impact may not tell the whole story because changes in the shape of the earnings distribution are equally important. The quantile regression approach of Koenker and Batesse (1978) for distributional analysis provides a powerful alternative that overcomes these issues.
Distributional analysis
To define our displacement e ect we follow the quantile treatment literature, going back to Lehmann (1974) and Doksum (1974) . Let 1 and 0 be the cumulative distribution functions of 1 and 0 respectively. We define the quantile displacement e ect (QDE) at the -th quantile as =
where
In other words, equals the horizontal distance between the distribution functions of potential earnings with and without displacement at given A family of over captures heterogeneity in the displacement e ect over the distribution of potential earnings. More precisely, what is captured is the di erence between the two marginal distributions. For example, 0 5 describes the di erence in the median earnings with and without displacement, not the e ect of displacement on the earnings of a worker with median earnings in the absence of displacement. The di erence in the marginal distributions is all we can identify from the observed data, without imposing strong additional restrictions. Nevertheless, the QDE estimates can be very informative, as they reveal whether job displacement reduces expected earnings (the distribution shifts left), increases uncertainty about the future earnings (dispersion increases), or has di erent e ects at the lower and upper ends of the distribution.
In the absence of covariates, the natural and simple estimator of the QDE is obtained by replacing ( ) with their empirical counterparts. This would require two randomized samples of individuals: those who were displaced in the reference period and those who were not. Then, for example, the di erence in median earnings in the current period between the displaced and non-displacement groups would give an estimate of the QDE at = 0 5 We do not believe that our sample design based on mass layo s and plant closures is comparable to a randomized experiment, but we do assume independence of the displacement status conditional on the control variables. Since this assumption is crucial for causal interpretation of the estimated displacement e ects, we shall provide (indirect) empirical evidence to support its validity in our application.
Koenker and Batesse (1978) introduced the quantile regression method for estimating conditional quantile functions. Powell (1986) developed an estimator for the conditional quantiles of limited dependent variables. We parameterize the conditional quantiles of the potential earnings as:
where the limited support of the earnings distributions is explicitly accounted for. Provided that is independent of ( 1 0 ) given X = x the conditional quantile function for observed earnings can be written as
This type of models can be applied to corner solution data or to censored data with the fixed censoring point. In our application the issue is not data observability: the earnings are observed for all workers but they are zero for those who did not work in the period in question. That is, the outcome variable is not censored but has a mass point at zero, being continuously distributed over strictly positive values. Wooldridge (2002) calls models for such outcome variables corner solution models. These are statistically identical to models for censored data, but are conceptually very di erent, which should be kept in mind when interpreting the results. Under the corner-solution interpretation, the conditional -th quantile of is zero for x 0 + 0, while it is strictly positive and linear in x and for x 0 + 0 4 In the former case the worker is predicted to be out of work -and hence has zero earnings -with a probability no less than 5 4 It should be stressed that we view that the limited support of the dependent variable is a technical problem. The mass point in the earnings data at zero implies that the linearity assumption of the conditional quantile function is not valid in the left tail of the distribution, whereas the consequences for higher regression quantiles are negligible. In our application, the standard quantile regression method, which ignores the limited support of the dependent variable, would lead to highly similar estimates to the corner-solution approach except for the first decile, which is the lowest quantile analyzed. 5 In the context of censored data, x 0 + 0 would imply that the conditional -th quantile of the latent outcome variable is negative, which is a very di erent interpretation of the same finding. Since Powell's (1986) estimator does not require additional parametric assumptions, we can recover the e ect of displacement over the conditional distribution in a robust way despite the limited support of the outcome variable. This is an important advantage over the models for the conditional mean. In summary, we apply the same identifying assumption -the conditional independence of -that has been commonly assumed in linear specifications like (2), but we do not rule out heterogeneity in the e ects of X and (which would be a very strong assumption), nor do we exclude observations with zero earnings from our analysis (which would lead to the selection bias). 6 
Data and sample construction
Our data come from the Finnish Longitudinal Employer-Employee Database of Statistics Finland. This database combines information from several administrative registers for all working age persons with a permanent residence in Finland. It includes detailed information on employment and earnings history along with a number of background characteristics, like education, marital status and age. Since the data include all people, not just those who are currently employed, we can follow individuals irrespective of their labor market state, provided they have not emigrated or died. This is important because job loss may be followed by periods of unemployment and non-participation. For example, a worker who loses his or her job in a sunset industry may withdraw from the labor force temporarily in order to acquire new skills required by jobs in other industries. Thus, if all costs of job loss are to be included, we should not exclude periods out of work from our analysis. The database also includes unique identification codes for all plants (and firms) operating in Finland. This information allows us to detect all employees of a given plant at the end of any given year, as well as to identify plants that were downsizing or exiting the market in a given year.
Starting from Ruhm (1991) and Jacobson et al. (1993) , practically all of the recent studies on the cost of job loss have employed a methodology that involves a comparison of displaced workers with a control group that did not experience displacement during a given reference period. Displacements are typically defined as permanent and involuntary separations caused by an employer-specific shock, not related to the worker's job performance. In practice, it is not possible to distinguish directly between layo s and quits on one hand, and between employer-specific and individual-specific reasons for separations on the other. A common solution in empirical work has been to interpret separations associated with a mass layo or a plant/firm closure to be displacements. The underlying assumption is that such separations are driven by employer-specific shocks, and hence exogenous from the worker's standpoint.
Obviously, this strategy is not completely accurate. First, displacements defined in this way may also include some voluntary quits. Second, the employer has an incentive to get rid of the least productive workers in the first place, although the seniority rules and unions may prevent the employer from choosing freely the group to be laid o . This suggests that workers who are displaced in a mass layo are probably not a completely random group. Therefore some researchers prefer the use of plant (or firm) closures to mass layo s. A counter-argument is that those plants that closed down are a more selective group of all plants (for example, they are much smaller on average) than downsizing plants are, suggesting that their employees may also be a rather selective group. In the absence of a superior solution, we include both groups in our analysis, but estimate distinct displacement e ects for those who lost their jobs in mass layo s and for those who were displaced due to plant closures. Finally, the plant closure or mass layo is likely to be expected by employees, and thereby some of them may quit earlier in anticipation of the forthcoming reduction in the workforce. If workers with better outside options are more likely to leave early, those who are displaced in the year of the mass layo or plant closure form a selective group. On the other hand, the downsizing process can be longer than one year, so that the employer may have laid o some workers well before the period of the mass layo or plant closure. This suggests that some of the early leavers may be low productivity employees. One could classify the early leavers as displaced workers, but then more voluntary quits and more selective dismissals would be included as well. Therefore, we instead include workers who left their jobs a year before a mass layo or plant closure as a separate group in our analysis.
We construct two separate samples using 1992 and 1997 as base years when the event of displacement possibly took place. We focus on workers who all have initially a fairly strong labor market attachment, and thereby require that everyone included in the sample has at least three years of tenure with the same private sector employer before the base year. We also require that during these three years everyone included in the sample had exactly one employer and did not have any unemployment spells. The employers are identified using plant codes and we only include workers from plants that employ at least ten workers at the end of the year preceding the base year. 7 Furthermore, we require that all workers in the sample were 21 to 52 years old in the base year, 8 and were not self-employed at any point in the observation period. 9 7 We consider plants, not firms, as production units that are subject to a risk of downsizing and closure. In doing so, we avoid problems with artificial firm closures that result from changes in the firm identifiers due to mergers or dispersals and changes in ownership or industry classification. The plant codes do not su er from the same problems, as the plant is defined as a local kind-of-activity unit in the underlying register data. 8 By excluding individuals over 52 years of age, we rule out the possibility of early retirement via the unemployment tunnel scheme that consists of extended unemployment benefits and a particular unemployment pension scheme for the older long-term unemployed. The older unemployed entitled to this scheme are a very distinctive group, as roughly half of them have been estimated to have e ectively withdrawn from job search and to be waiting passively for early retirement (Kyyrä and Ollikainen, 2008) . 9 The dependent variable in our analysis is labor income (earnings). In addition to labor income, the 8
For both base years, we identify a group of displaced workers (the displacement group) as well as a group of workers who were not displaced at that time (the control group). The control group includes employees who did not separate from their employer during the base year, that is, had the same plant code at the end of the base year as they had a year earlier. The displacement group consists of two subgroups: those who lost their jobs in mass layo s and those who were displaced due to plant closures. The former subgroup includes all workers who separated during the base year from plants from which at least 50% but not all of their employees left by the end of the base year. 10 The latter subgroup consists of separating workers whose plant disappeared entirely (in terms of employment) by the end of the base year. From the displacement group we exclude workers who return to the pre-displacement plant at some later period (cf. our definition of displacement). We also include a group of workers who, during the base year, left their jobs in plants that downsized or closed down in the next year (the early-leaver group). These workers are analyzed separately and the results for this group are used as a robustness check. To summarize, we have defined the following groups for the base year (1992 or 1997):
• Control group: Workers who did not change their employer during year
• Displacement group: Workers separating in year from plants that closed down during year (plant-closure subgroup) and from plants that reduced workforce at least by 50% between years 1 and but were still in operation at the end of year (downsizing subgroup).
• Early-leaver group: Workers separating in year from plants that closed down during year + 1 (plant-closure subgroup) and from plants that reduced their workforce by at least 50% between years and + 1 but were still in operation at the end of year + 1 (downsizing subgroup).
These groups are followed over an 11-year period beginning three years before and ending seven years after the base year: from 1989 until 1999 and from 1994 until 2004, respectively. This results in two large unbalanced panel data sets. The 1992 sample has 2,471,751 observations (225,919 individuals) and the 1997 sample 2,872,552 observations (262,487 individuals). 11 We allow separations in the control group after the base year, implying that workers in the control group may be displaced at later dates. In this respect we follow Huttunen et al. . Some other studies require that individuals in the control group remain employed (possibly in the same firm) over the self-employed typically have other significant sources of income, which may be hidden in the balance sheet of their firm. 10 We discuss the robustness of our results with respect to this threshold value in section 5.3. 11 Persons disappear from our data only if they die or move abroad. In the 1992 sample attrition is 3,608 persons from 1992 to 1999 and in the 1997 sample 3,706 persons from 1997 to 2004. There is no selection pattern according to the displacement status. whole observation period. Of course, the members of the displacement and early-leaver groups can experience additional job losses in the later periods. Subsequent job losses can significantly increase the costs from the initial job loss (Stevens, 1997) , whereas the likelihood of multiple job losses may be much higher during economic downturns (Eliason and Storrie, 2006 ). Tables 1 and 2 present summary statistics by group status and sex. Most of the variables are measured a year before the base period, but the earnings variables and plant and firm sizes are tracked for three pre-displacement periods. The outcome variable in our analysis is annual earning, covering all salaries and wages received during a year. In section 5.3, we also discuss the results obtained using annual income as the outcome variable.
Descriptive evidence 4.1 Background characteristics
By and large, the displacement and control groups are similar in terms of age, education, and family background. With the exception of men displaced in 1997 from downsizing plants, the members of the displacement groups have slightly shorter job tenures compared to the control group. The earnings percentile in the plant describes the worker's relative position in the earnings hierarchy within the employing plant. Since the average value of this measure is rather similar for displaced and control workers, there is no evidence of selective displacements.
As expected, the relative share of displaced workers is considerably higher in the 1992 sample compared to the 1997 sample: 2.6% vs. 0.9% (4.7% vs. 1.2% if the groups of early leavers are included). The share of women seems to slightly lower among workers displaced in 1992 and conversely higher in 1997 (33% vs. 43%), which is due to an exceptionally high layo rate in the male-dominated construction sector in 1992. In the 1997 sample a disproportionate number of workers who lost their jobs in plant closures worked in trade (including also hotels and restaurants) and in business services, which are industries characterized by a high share of small business units. Not surprisingly, the average plant and firm sizes are smallest for the plant-closure subgroup.
There are only moderate di erences between the early-leaver and displacement groups. With a few exceptions, the early-leavers have more young children and have shorter job tenures on average. Di erences in annual earnings are rather small, but the early leavers seem to be located at lower levels in the plant-specific earnings distributions, which may indicate that they did not quit but were dismissed. The average plant and firm sizes as well as the industry allocation are also quite di erent for the early leavers and displaced workers. Figure 1 shows the average number of the months of work in each year for the control group and displacement groups. These groups are divided into the first quartile, inter-quartile range and fourth quartile according to their annual earnings in 1989 (the 1992 sample) or 1994 (the 1997 sample). To be included in the analysis the worker had to be employed with the same employer, without unemployment periods, at least three years before the base year, and thereby the employment levels are fixed at 12 months for the first years. This also explains a declining trend in the average employment months starting from the base period for the control group. The incidence of non-employment varies greatly with the earnings level. Displaced workers at the lower end of the pre-displacement earnings distribution are likely to be several months out of work, whereas those who were located at the upper end typically found jobs more quickly after being displaced. A similar pattern is also observed for the control groups, although the di erences between the income categories of control group members are smaller than the di erences within the displacement groups. The graphs quite aptly demonstrate how di erent were the labor market conditions that the displaced workers in the two samples had to face. In the 1992 sample the average employment months of low and mid-income displaced workers dropped 5-6 months in the year following displacement and then recovered quite quickly. However, in 1999, seven years later, their average employment months were still about 2 months less than in the control group. The high-income displaced workers in 1992 fare somewhat better and over the seven years following displacement get closer to the level of the comparison group. The workers displaced during 1997 also have a distinct drop in their employment but it is nowhere close to the drastic e ect in the earlier group. It also seems that the two distinct displacement groups are more homogeneous in the depression period, as their employment histories are more similar in the 1992 sample than in the later sample. In particular, the first earnings quartile of workers displaced in mass layo s in the 1997 sample su ered from relatively moderate employment losses compared to other displaced workers in that period. There appears to be some gender di erences as well. The employment levels of the female control groups drop generally more over time, which may be driven by a higher degree of both part-time and temporary work among women. Moreover, in the 1992 sample, women's employment history following displacement looks almost the same as for men, but women displaced in 1997 su ered from larger employment losses than displaced men. Figure 2 shows the evolution of the 1st decile, median, and 9th decile of the annual earnings for the control and displacement groups. The earnings dispersion, as measured by the ratio of the 9th to 1st decile, increases quite strongly over time in the control group in all graphs. This trend is mainly driven by increasing variation in the annual working time within the control group (see figure 1) . The declining pattern of the 1st decile, in particular, is due to an increasing fraction of control workers who leave full-time employment.
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Empirical earnings distributions
In the 1992 sample, the dip in earnings after displacement is very pronounced and clear at all parts of the distribution. This is largely due to non-employment (see figure 1) , and in smaller part a result of lower wages in the post-displacement jobs. Median earnings declined from 1991 to 1993 by some 60% among displaced women and men. While the 9th decile declines less, the 1st decile drops all the way to zero and remains there until 1999 for the 1992 displacement groups. Thus a large share of displaced workers were out of work in each post-displacement period. By and large, the patterns of the earnings distributions of the two distinct displacement groups in the 1992 sample are very similar. The only notable di erence is the higher 9th decile of male job losers in the plant-closure group over the pre-displacement years. Also, the overall picture is very similar between women and men who were displaced in 1992.
The earnings quantiles of the displacement groups in the 1997 sample exhibit much smaller declines compared to the 1992 sample. There is basically no di erence in the median earnings between those displaced in mass layo s and the control group. Workers displaced from plants exiting in 1997 have lower median earnings in all periods, and the di erence increases somewhat after the displacement. Interestingly, the lower and upper tails of the distributions of the two displacement groups evolve somewhat di erently over the post-displacement period. The 9th decile of the job losers of downsizing plants drops only a little, while the 1st decile declines more clearly compared to the control group. In the plant-closure group, the 9th decile of the distribution follows very closely that of the control group, but the 1st decile of men declines sharply compared to the other displacement group. By contrast, there are no notable di erences in the behavior of the lower tail of the earnings distribution between women in the two displacement groups. As a result, displacement led to the largest increase in the earnings dispersion for male job losers in the plant-closure group.
Unlike in the 1992 sample, the earnings distribution of the plant-closure group in the 1997 sample di ers from those of the other groups already in the pre-displacement periods. This suggests a possibility that the plants exiting the market in the recovery period (and, hence, their employees) form a rather selective group. There may also be more early leavers in the 1997 sample because the chances of finding work in other plants were much better and because the economic environment was more predictable at the end of the 1990s. By conditioning on the control variables, we can eliminate these di erences for men but not for women (see our quantile regression results below). Therefore the female plant-closure group in the 1997 sample remains a problematic group due to a potential selection problem.
Quantile displacement e ects
The descriptive analysis suggests that displacement had a notable and long-lasting negative e ect on the earnings distribution. This e ect seems clearly heterogeneous, as the ratio of the earnings quantiles between the displacement and control group were found to change over time. We also recovered some di erences in the background characteristics between the groups. Using the quantile regression method, we can model heterogeneity in the displacement e ect while controlling for di erences in the background characteristics.
Our specification for the conditional earnings quantiles di ers slightly from the stylized example in section 2.2. First, we model relative e ects by taking the log of the strictly positive values of annual earnings (but we do not drop zero earnings). Because of the equivariance of the quantiles to monotone transformations, this transformation of the dependent variable is completely transparent. Second, we have four groups of separating workers to be compared to the control group. These are indicated by the following dummy variables: equals 1 for workers displaced in year from plants that closed down in that year (plant-closure displacement group), equals 1 for workers displaced in year from downsizing plants (downsizing displacement group), equals 1 for those who left their jobs in year in plants that closed down in year + 1 (plant-closure early-leaver group), and equals 1 for those who left their jobs in year in plants that downsized in year + 1 (downsizing early-leaver group). The control group -those who did not change the plant during year -serves as the reference group in the analysis. Thus, our model for the conditional -th quantile of the earnings in year is
where is log annual earnings for strictly positive earnings and zero otherwise, {1992 1997} is the base period, { 3 2 + 7} { 1 2 9}, and z = (x ) The vector of control variables x includes age, age squared, predisplacement tenure, education level (5 levels), place of residence (5 regions), marital status, indicator of children under the schooling age, the log annual earnings in year 4
and the size category (4 classes) and industry (6 main industries) of the firm in year 1.
The past earnings are included to control for the e ect of unobserved characteristics. By taking the exponent of the right-hand side of (6), provided it is not zero, we obtain the conditional -th quantile of the annual earnings in year Coe cients of the group dummies capture proportional di erences compared to the non-displacement case. For example, provided that x 0 0 and x 0 + 0 exp ¡ ¢ gives the ratio of the -th quantile in year if displaced in year due to a plant closure to the -th quantile without displacement in year . This proportional e ect is independent of the values of control variables. If x 0 0 and x 0 + 0, the conditional -th quantile of annual earnings is zero with displacement but strictly positive without displacement, and thereby the ratio of the quantiles with and without displacement is zero, not exp ¡ ¢
That is, the proportional e ect interpretation does not apply to arbitrarily values of control variables. This is a relevant concern when exp ¡ ¢ is close to zero, which is the case with some lowest deciles in our application below. In those cases, the -th quantile of annual earnings of some people is predicted to drop to zero after displacement, which should be kept in mind when interpreting our results below. 12 Using Powell's (1986) method, 13 we have estimated the model (6) separately for women and men in the two samples. All regression parameters of each 9 deciles were allowed to vary freely across the 11 cross sections. This amounted to a total of 396 distinct quantile regressions. The point estimates of and are reported in tables 3 and 4, whereas the time patterns of exp ¡ ¢ and exp ¡ ¢ are shown in figures 3 and 4. Each curve in 12 If x 0 0 and x 0 + 0 the displacement has no e ect at all because the conditional -th quantile is zero in any case. This is not a very relevant case in our application. 13 For details see Jolli e et al. (2002) .
the graph shows how the proportional displacement e ect at a particular decile evolves over time. In section 5.3 we also discuss briefly the results for the early leavers; that is, the estimates of and .
Pre-displacement e ects
Under the assumption that the displacement status is exogenous, we can interpret differences in the conditional earnings distributions between the control and displacement groups as the causal e ect of displacement. This conditional independence assumption also implies that, given the control variables, there should be no notable earnings di erences between the groups in the periods when the displacement group was not yet a ected. Although the earnings of the displacement group may have been a ected some periods before the actual displacement took place, the earnings di erences between the groups should disappear at some point when we go further back in time. If that does not happen, we take it as evidence against the validity of the conditional independence assumption.
As seen in table 3, the earnings distributions of workers who were displaced in 1992 due to plant downsizing or closure are very similar to that of the control group three years before the displacement period. Only one displacement dummy out of 18 for men in table 3 gets a significantly (at the 5% risk level) non-zero coe cient in 1989. Namely, the 1st decile of the earnings distribution of men losing their jobs due to plant closure in 1992 is estimated to be 0.7% lower than that of the control group. In table 3 there are five statistically significant coe cients for women in 1989. Except for the highest decile for women in the plant-closure group, all significant e ects imply less than 1% di erence in the deciles compared to the control group. These very small discrepancies between the female groups may result from sample noise, because only one coe cient di ers significantly from zero a year later in 1990 (the 4th decile in panel C in table 3). It should be stressed that at the 1% risk level, which might be a more reasonable choice given our sample sizes, only one coe cient out of 36 di ers significantly from zero in 1989 in table 3. 14 In other words, the earnings distributions of the displacement and control groups for both sexes are virtually identical four years before the base period, suggesting that the conditional independence assumption holds in the 1992 sample.
There are some statistically significant di erences for men in 1990, but these are very modest in absolute value. For both women and men we find a decline in the earnings distributions of the displacement groups in 1991. At the left tail of women's distribution, the di erence compared to the control group exceeds 5%, but elsewhere the di erences are still only around 2%. This implies a possibility that the annual working hours of female employees with relatively low earnings have a tendency to decline prior to job loss. Many of these workers are probably part-timers whose working time and, hence, earnings vary with firm-specific business conditions. This could explain a stronger e ect for women who Notes: Significantly (95%-confidence level) non-zero coe cients in bold. Statistical inference based on the standard errors boostrapped using 100 replications.
are more likely to be employed on a part-time basis. Overall, the estimates for the pre-displacement periods show very modest earnings di erences between the displacement and control groups in the 1992 sample. One might expect these small pre-displacement e ects to be attributable to an unexpected nature of the 1990s depression. But this explanation does not sound very convincing because the pre-displacement e ects appear to be rather small, or even smaller, in the 1997 sample (see figure 4 and table 4) . In the 1997 sample the earnings distributions of the displacement and control groups in 1994 are equally similar for men as they were in 1989 in the 1992 sample. In particular, none of the e ects for men in 1994 di ers statistically significantly from zero in table 4, which is consistent with the conditional independence assumption. Surprisingly, one year later the upper half of the earnings distribution of men to be displaced from downsizing plants lies slightly above that of the control group. In addition to being very small in absolute value, these di erences also vanish in the next period (with the exception of the e ect at the 9th decile). The displacement e ect for men in the plant-closure group becomes statistically significant for the first time in 1996 at the lower end of the distribution.
For women our setting does not work quite as well. The group of women to be displaced from downsizing plants seems to earn less than the control group already in 1994 (panel C in table 4). The di erences in the deciles are relatively small, being 0.9-5.9%, but statistically significant from the 3rd decile upwards and around 5% at the right tail of the distribution. This raises a doubt that our sample design fails and a selection problem remains for this particular group of women. For women in the plant-closure group we find only one statistically significant coe cient in 1994. The absolute value of this e ect is relatively high, implying a di erence of 5.4% in the 1st decile compared to the control group. On the other hand, the e ect is associated with a rather high standard error (0.020) and it also disappears by 1996.
To summarize, with the exception of women displaced in 1997 due to plant downsizing, the earnings distributions of all other displacement groups are almost identical to that of the control group three or four years prior to the base period. Hence, our approach to detect exogenous displacements using mass layo s and plant closures seems successful, though one female group might pose some problems. We also found relatively small predisplacement e ects one to two years before the displacement period.
Post-displacement e ects
Losing a job in the middle of the depression in 1992 has a huge e ect on the earnings distribution. In the year following the displacement, the median earnings of displaced men are less than half of the median of the control group (see figure 3) . The decline in the median earnings is even slightly more pronounced for displaced women. Not only does the entire distribution shift down, but also its shape changes drastically. The deciles above the median drop less, whereas the lower deciles decline much more than the median. The Notes: Significantly (95%-confidence level) non-zero coe cients in bold. Statistical inference based on the standard errors boostrapped using 100 replications. huge proportional e ect in the left tail of the distribution implies that a large fraction of displaced workers were unable to return to paid employment (see also figures 2a and 2a). After the sharp initial drop in the first two years following the job loss, the earnings distributions of the displacement groups start to converge toward that of the control group. This recovery is rather strong between the 2nd and 6th deciles, though it slows down after a few years for women who lost their jobs in mass layo s. This pattern can be attributed to an increasing probability of having found a suitable job after displacement. 15 It is striking, however, that the 1st decile does not show any sign of recovery, suggesting that the displaced worker has a notable risk of remaining outside paid work until the end of the follow-up period.
Displacement has a much weaker e ect in the upper part of the distribution. At the 9th decile, for example, the displacement e ect never exceeds 20%. Hence, a job loser can sometimes perform relatively well in the labor market compared to what would have happened without the displacement. On the other hand, the recovery of the upper deciles is rather slow and, consequently, the upper tail does not catch up with the level of the control group by the end of the observation period. Except for the e ect at the 1st and 9th deciles for women displaced from downsizing plants, the displacement e ect is statistically significant at all deciles in 1999 (see table 3 ). The two lowest deciles for the displaced worker are less than half of the counterfactual values without displacement, whereas the medians and upper deciles are 3-25% below the counterfactual values. It is remarkable that the displacement in the depression still has an e ect on the entire distribution seven years after the job loss. Note also that the consequences of job loss in 1992 are rather similar for workers displaced from downsizing plants and those displaced from exiting plants.
Women are subject to larger long-term earnings losses than men. Among those displaced from downsizing plants, the displacement e ect at the median is 15% and 22% in 1999 for men and women, respectively. Except for the two lowest deciles the sex di erence in the displacement e ects is even larger below the median, whereas it is rather small in the upper part of the distribution. A similar pattern exists for the plant-closure group, though the sex di erence in the displacement e ects at the median is less pronounced for that group.
When we turn our attention from the severe depression to the ensuing recovery period, the picture of earnings losses changes dramatically (see figure 4) . Compared to the 1992 e ect, the e ect of displacement in 1997 is much smaller on average but even more concentrated in the lower end of the distribution. The displacement e ect exhibits relatively little variation between the 3rd and 9th deciles (at least compared to the 1992 sample), but it is of a di erent order of magnitude at the two lowest deciles. In all displacement groups the lowest decile drops more than 50% compared to the control group. Despite very large absolute values, the displacement e ect at the 1st decile is occasionally statistically insignificant in the last years of the observation period (see table 4), which may be due to the relatively small sample sizes of the 1997 displacement groups.
In 1997 the displacement has a statistically significant negative e ect for men only at the lower end of the earnings distribution. This e ect is more pronounced for those who were displaced from exiting plants. The displacement e ect in the lower part of the earnings distribution gets stronger in 1998, the median being around 5% below the median of the control group. The displacement e ect for men is not statistically significant above the 6th decile after 1997 except at one decile in 2004 for the plant-closure displacement group. By the end of the observation period, the displacement e ect for men at the median disappears but the negative e ect at the lower deciles remains statistically significant. This heterogeneity implies that a large fraction of workers experienced rather moderate earnings losses, if any, after a job displacement that took place during the period of economic growth. That is, much of the decline in mean earnings can be attributed to a relatively small group of displaced workers who su ered from notable earnings reductions due to di culties to return to work.
Women displaced in 1997 due to plant closures su ered from larger earnings losses than male job losers did. One year after the displacement, the e ect is statistically significant between the 1st and 8th deciles for the plant-closure group (see panel D in table 4). This displacement e ect gets weaker over time, but remains statistically significant in the lower half of the distribution until the end of the observation period. In 2004 the e ect is still some 8% at the median and even larger at the lower deciles. The e ect of being displaced from an exiting plant is slightly larger in 2004 for women than for men. In the earlier periods the displacement e ect is clearly stronger for women. These findings are in line with the larger losses for women in the 1992 sample. There seems to be a positive displacement e ect for the female plant-closure group at the highest decile over the years 1999-2003, but this e ect is not significantly di erent from zero in any period.
The displacement e ect for women who lost their jobs in mass layo s is significantly negative at each decile between 1997 and 2004 (panel C in table 4). That is, the entire earnings distribution of this group is estimated to lie below the distribution of the control groups for the whole post-displacement period. The e ect of being displaced from a downsizing plant for women is relatively weak but very persistent, as there is little or no recovery at all over time. These estimates should be treated with caution, however, as the pre-displacement e ects raised some doubts about the validity of the conditional independence assumption for this particular group.
In the 1992 sample there are no systematic di erences in the displacement e ects between workers who lost their jobs in mass layo s and those who became displaced from exiting plants. By contrast, men in plants that closed down in 1997 were subject to much larger earnings reductions than those displaced from downsizing plants in that year. Our findings for women who were displaced in 1997 are inconclusive due to a potential selection problem in the downsizing subgroup. A potential explanation is that, during the exceptionally deep (and to some extent unexpected) depression, mass layo s and plant closures were rather common, and hence perhaps less selective, events.
One of our key findings is that the e ect of displacement is very heterogenous, being much larger at the lower quantiles, and this holds for women and men in both time periods. This implies a higher degree of earnings dispersion, as measured by the ratio of the upper deciles to the lower ones, for the displaced workers. In other words, job loss increases uncertainty about the future earnings level, suggesting an additional welfare loss for the risk-averse workers.
Robustness of the results
We have checked the robustness of the main results with respect to various departures from our benchmark setting. Here we describe the main findings briefly, but do not report any parameter estimates due to a huge number of them. 16 First, our analysis involves an implicit assumption that better workers did not quit and less able workers were not laid o to a large extent in the periods preceding a mass layo or plant closure. In section 5.1 we did not find evidence of notable di erences in the earnings distributions between the treatment and control groups 3-4 years before the base periods (except for women in the 1997 downsizing group). While these findings support the validity of our sample design, it is of interest to compare the earnings of the early leavers to that of the control and displacement groups. As discussed earlier, two subgroups of early leavers are included in the data: workers who separated in the base year (1992 or 1997) from plants that downsized or closed down during the next year. Di erences in their earnings distributions compared to that of the control group are captured by the coe cients and in (6) . In the 1992 sample, these e ects exhibit very similar patterns over time but are (almost) uniformly larger (in absolute value) than the associated displacement e ects, and in the post-displacement period. That is, between 1992 and 1999 each decile of the earnings distribution of the early-leaver group typically dropped more than the corresponding decile of the associated displacement group. This result is consistent with the hypothesis that the 16 Of course, the detailed results are available from the authors on request.
employers laid o their worst employees prior to the period of mass layo or plant closure. On the other hand, we do not detect notable di erences in the earnings distribution between the early leavers and the control groups 3-4 years before 1992, 17 implying that the early leavers are not a selective group compared to the control and displacement groups. A potential explanation is that the early leavers are otherwise similar but are a ected by a stigma e ect compared to those who separated during the period of a mass layo or plant closure.
In the 1997 sample we find much larger earnings losses for the early-leaver group than for the displacement group. In this case there seems to be a selection problem, however. With an exception of men in downsizing plants, the earnings distribution of the early leavers was below that of the control group already in 1994. So the early leavers in 1997 seem to be a selective group of workers in terms of unobserved characteristics, and thereby their exclusion from the control and displacement groups is important for appropriate statistical inference.
Second, our threshold value for mass layo s -a 50% reduction in employment -is essentially arbitrary. We have checked the robustness of our results with respect to this choice by lowering the threshold value to 30%. Our results remain qualitatively unchanged, but the displacement e ect right after the period of job loss becomes a few percentage points stronger at the 6th and lower deciles in the 1992 group and at the 1st and 2nd decile in the 1997 group. We interpret this as an e ect of including more selective dismissals in our displacement group.
Third, so far we have discussed the consequences of job losses that occurred at two specific points in time. Those years were not randomly chosen but we have conducted similar analyses for all displacements taking place in the period 1992-2001. The results from this exercise show that workers displaced in 1992 were subject to the largest earnings losses. The earnings losses exhibit a gradually decreasing trend as a function of the displacement period from 1992 to 1997. There is no notable variation in the displacement costs with respect to the timing of job loss after 1997. Thus, our results for the 1997 sample describe the costs of job loss under "normal" economic conditions, whereas the 1992 results provide an upper bound for the displacement costs that the worker can face in an exceptionally di cult economic environment.
Finally, as the dependent variable in our analysis is earnings, our estimates describe a reduction in labor income that results from shorter working time and/or lower wage rates following the displacement. When out of work, individuals are typically entitled to income transfers, like unemployment benefits, disability benefits and/or housing allowance, which can compensate for a large part of the earning losses in a welfare state like Finland. So we should expect displaced workers to experience smaller income losses than earnings losses. To address this issue we have replicated our analysis by using taxable annual income (excluding capital income) as the dependent variable in place of labor income.
As expected, the displacement e ect on annual income is much smaller than on annual earnings at the lower end of the distribution. In the 1992 sample, the displacement e ect at the two lowest deciles of annual income is above 30% in 1999. The corresponding e ect at the lower end of the distribution for the 1997 sample in 2004 is smaller but statistically significant, being around 10%. At the upper end of the distributions, the e ects of job loss on annual income and earnings are of the same magnitude. These findings are not very surprising given that eligibility for income transfers depends on the level of labor income. But it may come as a surprise that the displacement has an equally long-lasting e ect on the distribution of annual income as it has on the earnings distribution. Namely, seven years later, a job loss still has a statistically significant e ect on the entire distribution of annual income for those displaced in 1992 and at the lower end of the distribution for those displaced in 1997.
Concluding remarks
We analyzed the costs of involuntary job loss among Finnish workers who became displaced during the period of depression or recovery. Using the quantile regression method, we estimated the e ect of displacement at each decile of the earnings distribution. Our findings from both time periods suggest that 1) displaced workers su er from substantial and persistent earnings losses, 2) women are subject to larger earnings losses, and 3) the e ect of displacement is very heterogeneous, being much larger at the lower quantiles. An important implication of impact heterogeneity is that displacement does not only cause a large loss in the expected earnings, but also raises uncertainty about the level of the future earnings.
By contrasting the results of the two periods, we found much larger earnings losses for those who lost their jobs during the depression period. Men (women) who were displaced in the middle of the depression had approximately 15% (20%) lower median earnings 7 years after the job loss. As a result of exceptionally di cult labor market conditions, their earnings distribution as a whole remained below the counterfactual level until the end of the follow-up period. By contrast, job loss in the recovery period had a long-lasting e ect only in the lower half of the distribution. For women displaced in 1997 the median e ect seven years later was about 8%, whereas it did not di er from zero for men. These long-term losses do not vanish even when income transfers are accounted for.
As a general lesson, our analysis suggests that the mean e ect alone can give a rather incomplete picture of the consequences of job loss. For example, a moderate e ect of displacement on the mean or median earnings may hide a notable e ect that is present only in the left tail of the distribution. When distributional e ects are disregarded a priori, there is an obvious risk of misleading inference.
