We show how techniques from machine learning and optimization can be used to find circuits of photonic quantum computers that perform a desired transformation between input and output states. In the simplest case of a single input state, our method discovers circuits for preparing a desired quantum state. In the more general case of several input and output relations, our method obtains circuits that reproduce the action of a target unitary transformation. We use a continuous-variable quantum neural network as the circuit architecture. The network is composed of several layers of optical gates with variable parameters that are optimized by applying automatic differentiation using the TensorFlow backend of the Strawberry Fields photonic quantum computer simulator. We demonstrate the power and versatility of our methods by learning how to use shortdepth circuits to synthesize single photons, Gottesman-Kitaev-Preskill states, NOON states, cubic phase gates, random unitaries, cross-Kerr interactions, as well as several other states and gates. We routinely obtain high fidelities above 99% using short-depth circuits, typically consisting of a few hundred gates. The circuits are obtained automatically by simply specifying the target state or gate and running the optimization algorithm.
I. INTRODUCTION
Machine learning is a paradigm where data is used to train computer models in order to reproduce a desired behavior, without the need for explicitly programming an algorithm [1] [2] [3] [4] [5] . Quantum computing is a model of computation where the fundamental operations employed to process information are determined by the laws of quantum mechanics [6] [7] [8] [9] [10] . Recently, a new field known as quantum machine learning has emerged, combining insights from these two disciplines [11] [12] [13] [14] . There are many aspects to quantum machine learning, including quantum speedups for machine learning algorithms [15] [16] [17] [18] , employing classical machine learning to analyze quantum systems [19] [20] [21] [22] , and quantum versions of models such as neural networks, Boltzmann machines, and kernel methods [23] [24] [25] [26] [27] [28] [29] [30] .
It is natural to ask whether we can employ methods from machine learning to aid in the design and realization of quantum algorithms [31] [32] [33] [34] [35] [36] [37] [38] [39] . For instance, many quantum algorithms employ subroutines that require the preparation of resource states or demand a compact decomposition of specific transformations into gates from a universal set [40] [41] [42] [43] . For state preparation, several techniques have been proposed for specific applications [35, [44] [45] [46] . Providing methods to automate and optimize the construction of these subroutines would constitute a valuable and far-reaching tool for quantum computation. This is particularly important for gate synthesis because many methods rely on product-rule approximations that lead to decompositions involving a large overhead in the total number of gates [47] [48] [49] .
In this work, we outline how techniques from machine * Electronic address: juanmiguel@xanadu.ai learning and optimization can be employed to find quantum circuits that perform a desired transformation between input and output states. In the simplest case of a single input and output, this corresponds to state preparation: finding a circuit to create a target quantum state. In its generalized form of several inputs and outputs, this is equivalent to gate synthesis: the task of obtaining a circuit that reproduces the action of a target unitary transformation. We focus on the continuous-variable (CV) model of quantum computation, which is a leading platform for optical quantum computing [8, 9, 50, 51] , noting that our results can in principle extended to other models of quantum computing.
As an ansatz for the circuit architecture we employ the CV quantum neural network introduced in Ref. [23] . We consider networks with a limited number of layers that perform state preparation and gate synthesis using circuits with significantly fewer gates than standard decomposition techniques. To optimize these quantum neural networks, we simulate the corresponding circuits using the Strawberry Fields software platform for photonic quantum computation [52] . Strawberry Fields is equipped with a TensorFlow [53] backend which is capable of automatically computing gradients with respect to circuit parameters. These can be used to optimize the networks using TensorFlow's built-in gradient descent optimizers. We routinely obtain fidelities above 99% using short-depth circuits consisting of roughly one hundred gates. All results are obtained automatically by just specifying the target state or gate and running the optimization algorithm, providing a significant simplification of the overall algorithm development process.
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In the following, we discuss our approach for learn-ing state preparation and gate synthesis using the CV neural network architecture. This technique is applied to find circuits that can prepare several single and twomode quantum states. We then employ our results to find circuits capable of synthesizing various single and two-mode gates. High fidelities are observed in all cases studied, providing evidence for the wide-ranging applicability of this approach.
II. AUTOMATED CIRCUIT DESIGN
The problems considered in this work fall under the same general scope: given a quantum information task, find the circuit that best achieves that task. For state preparation, the goal is to prepare a particular target state starting from a fixed reference state. For gate synthesis, the task is to provide the decomposition of a desired unitary transformation into a sequence of elementary gates. Our strategy to attack this problem is to use a variational quantum circuit approach. A variational quantum circuit is a circuit whose gates and connectivity are fixed by an ansatz, but where some or all of the gates contain free parameters. Through varying these free parameters, we can change the unitary enacted by the circuit. The two tasks listed above can be tackled with this strategy provided that (i) the variational circuit is expressive enough, and (ii) we have a well-performing method for finding good circuit parameters. To address both of these needs, we will leverage methods and ideas from classical and quantum machine learning.
In order to provide the most representational power, we would like our variational circuit to be as general and flexible as possible. To this end, we will employ the CV neural network architecture from Ref. [23] . The CV quantum neural network consists of multiple layers L composed of the sequence of gates:
where
S(r i ) are squeezing operations, and Φ = ⊗ N i=1 φ(λ i ) are non-Gaussian gates acting independently on each mode. The displacement and squeezing gates are defined as D(α) = exp(αa † − α * a) and
, where a and a † are respectively the annihilation and creation operators of the mode. The linear optical interferometers are made up of single-mode rotation gates R(φ) = exp(iφn) and two-mode beamsplitters BS(θ, φ) = exp[θ(e iφ a † 1 a 2 − e −iφ a 1 a †
2 )], wherê n = a † a is the number operator. A single layer of a quantum neural network is shown in Fig. 1 . Note that this network architecture is capable of simulating any universal CV quantum circuit with at most polynomial overhead, since the gates in every layer constitute a universal set [54] .
The displacement, squeezing, rotation, beamsplitter, and non-Gaussian gates in a single layer all contain free parameters which determine the strength of transformation carried out by the gate. Collectively, we denote these parameters by θ. The goal is to find the choice of parameters which optimizes some cost function C( θ). In order to perform this optimization, we employ the family of gradient descent algorithms that are widely used in the field of deep learning. In vanilla gradient descent, we start off with randomly initialized values for the parameters θ.
We compute the gradient ∇ θ C of the cost function with respect to the parameters θ, which determines the direction of steepest descent. We then update the parameters based on the rule
where η is some user-specified step size (also known as a learning rate). This process is iterated until the cost function no longer improves. The parameter values corresponding to the lowest-observed cost function then determine the proposed solution circuit for the given task, which may or may not be a global optimum. For optimization, variants of gradient descent, such as stochastic gradient descent, momentum, or Adam [55] [56] [57] introduce noise, adaptive step-size, and memory effects into this process, yet they all follow the basic principle of following the gradient. Algorithms based on gradient descent have become so important that numerous libraries now provide the ability to automatically compute gradients [53, [58] [59] [60] . We encode the variational circuits using the Strawberry Fields software platform [52] and make extensive use of its TensorFlow backend, which can automatically compute the gradients of gate parameters and perform the desired optimizations. In all cases studied in this paper, we use the Adam optimizer.
In the following, we fix the non-Gaussian element Φ of each layer to be the Kerr gate K = exp(iκn 2 ), wheren is the number operator. We choose the Kerr gate because it is diagonal in the Fock basis, a feature that leads to faster and more reliable numerical simulations. In the simulations, each mode is truncated to a subspace of fixed cutoff dimension, i.e., a state |Ψ is represented in simulation by Π D |Ψ , with Π H the projector onto the D-dimensional truncated space. To prevent any initial, final, or intermediate state of the circuit having significant support s=0 s=120 s=70 s=200 s=350 s=1000 outside of the space, we set the cutoff dimension to be suitably large to fully contain the state at all stages of the simulation, see Appendix A for more details. For simulations and experimental implementations, it is important to be aware of the magnitude of parameters in active gates that can change the photon number, namely the displacement, squeezing, and Kerr gates. It may be desirable to fix upper bounds on these parameters due to the simulation or hardware constraints. Tables I  and II provide a summary of the various hyperparameters and results for each of the examples that follow in this paper, including in particular the largest parameters required for displacement, squeezing, and Kerr gates.
III. STATE PREPARATION
The goal is to find a quantum circuit that, for a given canonical input state |Ψ 0 and a target output state |Ψ t , performs a unitary transformation U satisfying
In other words, the circuit U prepares the state |Ψ t from the input |Ψ 0 . Eq. (3) fixes a single column of the unitary U in a basis containing the input state |Ψ 0 , while the remaining components of U are free parameters. For simplicity, we henceforth fix the input state to be the vacuum, i.e., |Ψ 0 = |0 . In principle, it is possible to solve the state preparation problem by fixing the remaining free parameters of U and finding an approximate decomposition in terms of a universal gate set. This approach has several drawbacks: it is not clear how to optimally choose the free parameters, finding decompositions can be computationally expensive, and the resulting circuits usually involve a very large number of gates from the universal set. These drawbacks are even more pronounced for CV quantum computers where finding decompositions is significantly more involved than in other models [41] .
Instead, our approach is inspired by strategies employed in machine learning. To prepare a given target state, we first fix the architecture by selecting the number of layers (depth) of the quantum neural network. Optimization is performed by minimizing the cost function
which captures the goal of finding parameters θ such that
In the following, we showcase the effectiveness and versatility of this approach by selecting several canonical single and two-mode states and employing our techniques to find quantum circuits that prepare them. Our results demonstrate that the search for these circuits can be largely automated and the resulting circuits have short depth while still preparing the states with very high fidelity.
A. Examples

Single photon state
As a first example, we consider the task of preparing a single photon. We select a single-mode quantum neural network consisting of 8 layers, for a total of 40 gates from a universal set. For a single mode, a linear optical interferometer reduces to a rotation gate R(φ) = e iφn . In Fig. 2 , we visualize the optimization process by displaying the Wigner function of the output state of the network at different stages during the optimization of the circuit. Initially, due to the random initialization of the circuit parameters, the network prepares a random state that is close to the vacuum. After only a few steps, the network learns to include negativity in the Wigner function. As the optimization continues, the network carves an output state that increasingly resembles an ideal single photon. The result of optimization is illustrated in Fig.  3 , where we plot the Wigner functions of an ideal single photon and of the state prepared by the circuit. After 5000 steps of the gradient descent algorithm, a circuit is found that can prepare a state with 99.998% fidelity to a perfect single photon. The Adam optimization algorithm is a stochastic gradient descent algorithm. Together with the random initialization of the gate parameters in the network, this leads to a non-deterministic output of the network. Although the optimization converges to low values of the cost function for a sufficiently large number of steps, for a fixed number of steps the values will differ across different independent runs, as shown in Fig. 4 . Consequently, it is often desirable to perform many independent optimization sessions and select the best output among them. FIG. 5: Value of the cost function after 1000 steps of optimization for quantum neural networks with a different number of layers. Each value is an average over ten independent runs of the circuit optimization for preparing a single photon.
Finally, we remark that the depth of the quantum neural network plays an important role in the performance of state preparation. Complex quantum states require large circuits to prepare them and therefore a correspondingly large number of layers in the network. However, there is a price to pay for adding layers: it increases the number of parameters to optimize as well as the resources required to simulate the resulting circuits, leading to longer optimization times. It is therefore preferable to find an adequate number of layers such that sufficiently high fidelities can be reached while minimizing the computational resources required for optimization. This is shown in Fig. 5 , where we find that the single photon state can be well approximated using only a few layers. As demonstrated also in subsequent examples for both state preparation and gate synthesis, it is possible to find circuits of remarkably short depth that can still achieve high fidelities.
ON state
In the measurement-based model of CV quantum computing [8, 9] , quantum gates are applied via gate teleportation: a technique where measuring a resource state in a neighbouring mode enables the application of a corresponding gate on a target mode. In Ref. [61] , it was shown that superpositions of vacuum and Fock states of the form
where |0 is the vacuum, |N is an N -photon Fock state, and a is a complex number, can be employed via gate teleportation to apply the gate exp(iτx N ) to first order in τ . These states are known as ON states and we select the N = 9 ON state as the target for state preparation, setting a = 1 such that the state is an equal superposition of the vacuum and a nine-photon Fock state. We fix a network of 20 layers (100 gates) and optimize for 5000 steps, using a cutoff dimension of 14. The result is a circuit that can prepare a state with 99.93% fidelity to the ideal ON state as shown in Fig. 6 .
GKP state
Gottesman-Kitaev-Preskill (GKP) states [62] are important resource states that can be used for error correction in CV quantum computing [63] . Here, we focus on Hex GKP states, as defined in Ref. [64] , which are better suited than the original GKP states for correcting errors due to loss. In their idealized form, Hex GKP states are given by
where d is the dimension of a code space, µ = 0, 1, . . . , d− 1, and |0 is the vacuum. In the case of finite energy, the states are modulated by a Gaussian envelope exp(−∆ 2n ) |µ . In Strawberry Fields, it is convenient to specify states in terms of their components in the Fock basis. In the case of the GKP states, these can be computed by numerically evaluating the inner products Ψ|n for all Fock states |n in the Hilbert space defined by the cutoff dimension in the simulation. We choose a Hex GKP state with µ = 1, and ∆ = 0.3 as the target for state preparation. This state is significantly more complex than our previous examples, so we select a network with 25 layers (125 gates), a cutoff dimension of 51 for the simulation, and optimize for 10,000 steps. The result is illustrated in Fig. 7 , where a circuit was found that can prepare a state with 99.60% fidelity to the target GKP state.
Random state
All the states studied thus far have significant symmetry. To demonstrate that our method is versatile enough to prepare unstructured states, we now focus on a random state of the form
where the values a n and b n where drawn from a standard normal distribution and
n=0 |(a n + ib n )| 2 is a normalization constant. We fix a value of d = 15 and select a network of 25 layers (125 gates), with a cutoff dimension of 20 in the simulation. The optimization is carried out for 5000 steps resulting in a prepared state with fidelity 99.82% with respect to the target random state. This is shown in Fig. 8 .
NOON state
As a final example, we extend the state preparation method to two-mode states. Computationally, optimization is significantly more challenging because the Hilbert space dimension in the simulation is quadratically larger than in the single-mode case. As the target state we select a NOON state, defined as
where |0N is a state of vacuum in the first mode and N photons in the second mode, with an analogous definition for the state |N 0 . NOON states play an important role in quantum metrology as they are known to be optimal resource states that saturate the Heisenberg limit of precision for phase estimation [65] [66] [67] . We set the NOON state with N = 5 as the target state, fixing a network of 20 layers (100 gates) with a cutoff dimension of 10. The network prepares a state with 99.89% fidelity to the ideal target state. This is shown in Fig. 9 , where we plot the two-dimensional wavefunction Ψ NOON (x, y) of the target and prepared states. Note that we plot the wavefunction and not the Wigner function since the latter is a function of four variables in the twomode case.
All state preparation results are summarized in Table I . A straightforward generalization of state preparation is gate synthesis, where we consider the action of the circuit not just on a fixed input, but on a complete orthonormal basis of a given Hilbert space. In the following section, we describe how our methods can be extended to the gate synthesis problem.
IV. GATE SYNTHESIS
In the context of photonic quantum computing, a gate is a quantum transformation operating either on the full infinite-dimensional Hilbert space or on a restricted subspace of a set of modes. Gates are most often of unitary form, which is the setting we consider in this work. One approach to synthesize a target unitary gate V t is to decompose it into a fixed set of elementary gates. The set of gates in the elementary set can vary, and there exists multiple decomposition methods for each gate set [41, 54] . However, there are several drawbacks to traditional methods for performing gate decomposition, including computational overhead, a large number of gates from the elementary set, and errors arising due to Trotterization and commutator approximations.
As with state preparation, we approximate V t using a CV quantum neural network whose parameters are optimized to replicate the action of the target gate. This process allows for a realization of the target unitary V t that is both deterministic and of fixed depth, providing the user with control over the number of elementary gates used. The strategy is as follows. Any given unitary can be equivalently described by a set of inputoutput relations between basis states: given a set of orthogonal input states {|Ψ
}, the action of V t can be described by specifying a set of target states |Ψ
We fix the input states to be the first d states in the Fock basis of each mode, i.e., |Ψ
= |i where |i is the Fock state of i photons. For unitaries acting on the infinite-dimensional multimode space, this represents a restriction on the countably infinite number of relations. This description of the unitary captures its action only on a subspace of restricted photon number. Energy constraints in any physical implementation of a CV quantum computer mean that an effective restriction on photon number is already introduced, and the user can fix d to match this limitation.
To optimize the unitary transformation U ( θ) performed by the quantum neural network, we opt for the cost function Optimization was run on a quadcore AMD Radeon R7 computer operating at 2.1GHz with 12GB RAM for all cases except the Hex GKP state, where the optimization was performed on a 20-core Intel Xeon CPU operating at 2.4GHz with 252GB RAM.
By comparing to the cost function in Eq. (4), we see that gate synthesis can be considered as a generalization of state preparation to more than one input-output relation.
The following section provides example applications of gate synthesis to several single and two-mode gates. These results demonstrate how relatively short-depth approximations of a unitary can be constructed using a process that is largely automated.
We measure the performance of gate synthesis by numerically calculating the average fidelity between the target unitary V t and the circuit unitary U ( θ) when applied over all states with support in the input d-dimensional Fock subspace; see Appendix B for more details.
A. Examples
Cubic phase gate
The cubic phase gate is a single mode non-Gaussian unitary that, in combination with Gaussian gates, forms a universal set for CV quantum computing [51] . It is defined as
withx the position operator and γ > 0 a fixed gate parameter. As discussed previously, we synthesize a gate that replicates the action of the cubic phase gate on a subspace of the infinite-dimensional Hilbert space. We set this subspace to be the 10-dimensional subspace of states with at most nine photons and fix a gate parameter of γ = 0.01. We select a network consisting of 25 layers, i.e., 125 gates, and perform the optimization for 4000 steps.
The cubic phase gate can increase photon number and therefore in general it maps states in the subspace of at most d − 1 photons to states that may have more than d − 1 photons. This transformation can be represented in terms of a matrix with d columns where column i represents the result of applying the gate to the i-th Fock state and the columns have dimension d > d. The result of optimization is illustrated in Fig. 10 . Here, we visualize the real and imaginary parts of the transformation matrices for both the ideal cubic phase gate and the unitary U ( θ) applied by the circuit.
The synthesized gate has an average fidelity of 99.86% with respect to the ideal cubic phase gate. To visualize these transformations, we also highlight the result of applying both the ideal and synthesized gate to the equal superposition state in the d-dimensional subspace given by
with |i the i-th Fock state. In this case, we apply the ideal and synthesized gates to the state |Ψ 10 and plot the Wigner functions of the resultant states in Fig. 10 .
Similarly to the state preparation setting, the result of gate synthesis is non-deterministic due to random initialization of gate parameters and the use of stochastic gradient descent. In Fig. 11 , we plot the progress in minimizing the cost function for 10 independent runs of gate synthesis. We study both the case of a 6-dimensional and a 10-dimensional subspace. The result of different optimization runs varies greatly, with many of them becoming stuck in local minima that are far from optimal. This behavior can be understood in terms of the subspace dimension: increasing the number of relations that define the transformation makes the optimization landscape more complex and adds computational overhead. In particular, it can be seen in Fig. 11 that for d = 6 input-output relations, a smaller proportion of runs become stuck in local minima that are far from the global optimum. 
Quantum Fourier transform
We now consider a unitary transformation acting on a finite-dimensional system embedded into the first d Fock states of a single mode. This transformation has the effect of mapping input Fock states into equal superpositions of all Fock states, thus performing a transformation between two mutually-unbiased bases. We denote this gate as the quantum Fourier transform (QFT) in relation to the mathematically equivalent transformation employed in discrete systems. The gate is defined as
This is a highly complex gate and hence we allow for a deeper architecture and more optimization steps. We fix d = 8 and carry out gate synthesis with 40 layers (200 gates) for 8000 steps, resulting in an average gate fidelity of 98.89% between the ideal gate and the transformation performed by the network. We plot visualizations of both unitaries in Fig. 12 as well as the result of applying them to the equal superposition state |Ψ 8 . Note that in this case V QFT |Ψ 8 = |0 . 
Random unitary
As in the case of state preparation, we now study the suitability of our gate synthesis method for unstructured transformations. This complements our investigation of random state preparation by adding multiple relations. For this task, we generate a random unitary V according to the Haar measure that acts only on the five-dimensional space of at most four photons. Gate synthesis was performed with 25 layers (125 gates) for 1000 steps, resulting in an average fidelity of 99.5%. Along with the previous QFT gate, this shows the viability of our gate synthesis method for complex transformations. Figure 13 visualizes the target and learned unitaries, along with the Wigner functions resulting from applying these unitaries to the d = 5 superposition state |Ψ 5 .
Cross-Kerr interaction
We now extend our investigation of gate synthesis to two-mode unitaries. We focus on the cross-Kerr interaction, which mediates coupling between photons in different modes by applying a phase that depends on the photon number in each mode. It can be written as .
withn k the number operator on mode k and κ the interaction strength. The cross-Kerr is a widely used nonlinear bosonic interaction, appearing in the context of superconducting circuits and quantum photonics. It has been shown to allow the implementation of a nearlydeterministic qubit CNOT gate with vastly reduced resources compared to other approaches [68] , and leads to a maximally efficient implementation of the non-linear sign gate on photonic qubits [69] . The cross-Kerr interaction is also vital in state preparation, for instance in the generation of arbitrary-strength Schrödinger cat states [70, 71] , and represents the nearest-neighbor or dipole interaction in the Bose-Hubbard model [72] . We synthesize the cross-Kerr interaction using 25 layers (125 gates) and 10000 optimization steps, with κ = 0. 1 . By restricting to the first d = 5 Fock states in each mode, our architecture can approximate the cross-Kerr interaction with an average fidelity to the ideal unitary of 99.994%. The result of cross-Kerr gate synthesis is visualized in Fig. 14 . The cross-Kerr optimization resulted in a circuit with negligible levels of displacement and squeezing, confirming the intuition that the use of Kerr gates and beamsplitters is sufficient in this case.
We test the action of both ideal and learnt unitaries by applying them to the equal superposition two-mode Optimization was run on a quadcore AMD Radeon R7 CPU operating at 2.1GHz with 12GB RAM except for the cubic phase gate and the QFT gate, which where optimized employing a 20-core Intel Xeon CPU operating at 2.4GHz with 252GB RAM.
state, which is written as
To visualize the resultant states, we plot the twodimensional wavefunctions instead of the Wigner functions, similarly to two-mode state preparation.
Extending to the two-mode setting increases the computational overhead of gate synthesis. Indeed, as in state preparation, the truncated Hilbert space of the composite system is quadratically larger. However, an additional overhead in gate synthesis is that the number of relations that define the transformation also increases for two modes, e.g., to 25 for d = 5. Nevertheless, our results demonstrate synthesis of high fidelity approximations of a cross-Kerr gate with parameter κ = 0.1. Historically, the interaction strength for the cross-Kerr gate that is realizable with available technology has been too small for use in quantum computing. Recent results have considered decompositions of the cross-Kerr into cubic phase gates, controlled-phase gates, and beamsplitters [41, 73] , requiring approximately 1000 elementary operations for a decomposition precision of ∼ 0.1. Our approach uncovers a short-depth decomposition, requiring only 25 Kerr gates and 125 elementary operations in total. A summary of the gate synthesis results is reported in Table  II .
V. CONCLUSION
We have presented a general method to leverage techniques from machine learning and optimization to find quantum circuits that are capable of reproducing desired transformations between input and output states. Our results make it possible to largely automate the task of discovering circuits that perform specific subroutines of quantum algorithms. Crucially, we are capable of synthesizing high-fidelity states and gates using short-depth circuits -a feature that makes our techniques particularly well suited for near-term quantum devices.
The strategies employed here -namely stochastic gradient descent based on automatic differentiation of simulated quantum circuits -can be straightforwardly applied to other forms of quantum computation. However, despite the usefulness of automatic differentiation for quantum computing and quantum simulation [74] [75] [76] , to our knowledge, Strawberry Fields is currently the only quantum software library which natively supports automatic differentiation. Further work is required to bring this feature to other simulation libraries.
Finally, it is important to extend these methods to more general quantum algorithms involving complex transformations between several modes. The techniques outlined in this work require the ability to classically simulate circuits, a task that becomes intractable as the number of modes increases. Achieving this extension will likely require the use of specialized quantum techniques to optimize the circuits directly.
