ABSTRACT In massive multiple input multiple output systems, where a large number of antennas are used, the dependency of the power spectrum on the signal direction allows angle-of-arrival (AoA) estimation with a very high precision. In this paper, we derive the probability to correctly detect the AoA using the conventional beamformer. The derivation is presented in an exact manner for uniform linear arrays and uniform rectangular array geometries. The resulting expressions depend on the noise power, fading variance, the number of signal snapshots, and the number of antennas. We have numerically evaluated the simulated and analytical probability of detection and they have shown a perfect agreement for distinct scenarios.
I. INTRODUCTION
The upcoming fifth generation (5G) of mobile network communication technology is considering the use of Massive MIMO (large number of antennas) at the base station. Research in the Massive MIMO subject has investigated many different areas such as architecture, channel modeling, power allocation, parallel models (D2D Device to Device communications), performance analysis, fading behavior, and channel state information (CSI) [1] - [4] . However, there are few works [5] where Massive MIMO system is used for localization of terminals.
There are several techniques for device localization. Among the most important, we can enumerate the following:
• Time of Arrival (ToA), which uses the delay principle in signal transmission and matched filter for time/distance estimation [6] .
• Angle of Arrival (AoA), which uses the signal delay between elements of an antenna array and/or the correlation of power and direction of arrival of a group of signals [7] - [10] .
• Received Signal Strength (RSS), which uses the relationship between distance and power of a signal transmitted in a physical medium [11] , [12] .
• Hybrid approaches, which employ simultaneous available data from previously mentioned methods [5] , [13] .
Usually, all the described approaches, work as inputs for localization applications where the final output is a position or a distance. Typical works in these applications investigate the development of new algorithms using procedures like Least Squares [14] , Kalman filters [15] or fingerprint methods [16] . In the mentioned cases, the performance is assessed using metrics like position/angle RMSE (Root Mean Square Error) versus signal to noise ratio (SNR), number of antennas, or bandwidth [6] .
Massive MIMO takes advantage of a large number of antennas to decrease the effect of noise and fading [1] . In the Marzetta's [4] pioneer paper, it has been shown that the use of the conventional beamforming technique is optimal as the number of antennas increases. It turns out that this basic technique for AoA estimation is the same used for combining the signals in the Massive MIMO system. Several works have proposed algorithms and assessment methods for AoA estimation [7] - [10] , [14] , [15] , however, to the best of our knowledge, the probability of detection for AoA using the conventional beamformer is unavailable in the literature.
There are other AoA estimation techniques such as Capon [17] , MUSIC (Multiple Signal Classification) [18] , ESPRIT (Estimation of Signal Parameters via Rotational Invariance Technique) [19] , and RiMAX [20] , that present better performance than the basic method investigated here. However, the connection to Massive MIMO technique plays a key role that has motivated the derivation of the proposed metric. In fact, we have also tried to derive the same metric for MUSIC and Capon techniques, however, these calculations are quite involved and would require new developments in invertible non-central complex Wishart matrices, supersymmetry (use of anticommuting variables) and complex eigenvectors PDF (Probability Density Function) [7] , [21] . In this way, we can say that our derived expressions can be used as a lower bound or an approximation to estimate the probability of detection for other techniques.
In this work, we derive the probability of detection for AoA using conventional beamforming in fading and noise scenarios for ULA and URA geometries. Our derived expressions are presented as a function of the number of signal snapshots, the magnitude of fading variance, the magnitude of noise variance, and the number of antennas.
The paper is organized as follows: Section II presents the system model. Section III formulates the problem for probability of detection. Section IV illustrates the derivation of the probability of detection for ULA and URA cases. Section V exhibits numerical results (analytical and simulated) for the probability of detection. Finally, some conclusions are drawn in the Conclusions section. Fig. 1 shows a typical ULA system where the signal received by the i-th antenna element is given as
II. SYSTEM MODEL
where s(t) is the transmitted signal, µ(θ ) = 2π λ sin(θ ) is the spatial frequency, h i (t) models the fading, λ is the wavelength, is the distance between elements, n i (t) is the additive Gaussian noise, and θ is the AoA of the direct line of sight component. The signal received by all the elements of the array can be written in a 1 × M vector form as
where the symbol • stands for the Hadamard product, and the steering vector a is given as
the fading vector h(t) is a complex Gaussian random process with unitary mean (µ f = 1) for the real and imaginary part, and covariance matrix σ 2 f I M , where I M stands for a M × M identity matrix. Namely, the channel for signal s(t) is set as Rician fading with a dominant LoS component, i.e. µ f . The noise n(t) is a complex noise random process with zero mean and covariance matrix σ 2 n I. The sample covariance matrix can be used to calculate the degree of correlation between a group of signals. The higher the value of the matrix elements, the higher the degree of correlation between the signals. Signals arising from the same origin are highly correlated and therefore the sample covariance matrix R can be used to estimate the angle of arrival, as vastly reported in many references [7] , [22] - [24] .
Assuming a specific time t k , we define r k = r(t = t k ), and therefore the covariance matrix can be written as
where (·) H stands for the conjugate transpose or Hermitian operator. The variable K is the number of snapshots taken from the signal.
The conventional beamformer method estimates the spatial power spectrum for every possible AoA frequency as [7, eq. 3 .43]
where a(ψ) is the steering vector for all possible angles, as defined in (3). The angle ψ will be discretized into Q possible values, in other words there are Q steering frequencies. When the condition ψ = θ occurs, (5) reaches its maximum, which is the key assumption to estimate θ (the AoA of the direct line of sight component). It is important to note that the original AoA θ will be covered by the closest value of the Q possible steering angles. However as the number of Q increases (which is the case for Massive MIMO), the error associated with this discretization will be negligible. For all the snapshots, the numerator of (4) can be written as
where
Note that (6) presents the term q k = r k a H (θ), that is exactly the spatial implementation of the Maximal Ratio Combining (MRC) principle [4] , in which a H (θ ) is the spatial channel vector that optimizes the signal to noise ratio.
The MRC technique has been devised as the optimal combining technique since it maximizes the signal to noise ratio at the combiner output, however, in the Massive MIMO context, this technique has been used since the effect of the noise and fast fading vanish as the number of antennas is very large [1] .
Other useful interpretation for (5) is the matched filter principle: a received signal is correlated with its template signal. The filter response is maximum when both signals are similar (i.e. correlated). In this particular case (5) could be seen as a spatial matching filter that gives a maximum response when the impinging signals (characterized on R) match with the steering vector of the angle of origin a(θ ).
A. URA CONFIGURATION MODEL
A similar model can be defined for the URA case. However, the URA array steering vector construction is different due to its two-dimensional characteristics as better explained in Appendix B. For this case, the spatial power spectrum is given as
where a(ψ, ξ ) is given in (53) and (54). See Appendix B.
III. PROBLEM FORMULATION
The purpose of this work is to find the probability of detection for the conventional beamforming method for the ULA and URA geometries. Recalling equation (5), it is evident that the spatial spectrum depends on the steering angle and the real AoA, in other words, the original received signal r is transformed to the spatial frequency domain where the steering angles are the associated spatial frequencies. This fact is illustrated in Fig. 2 . We define the probability of detection P D as
This circumstance occurs when the power of the associated frequency of ψ = θ is greater than the power of the rest of steering angles frequencies ψ. In other words
where Q is the number of possible spatial steering frequencies.
It is important to emphasize, that in the strict sense, ψ will never be equal to θ since they are real variables. The probability of detection is a metric that is valid for a discrete problem and that is the reason for the discretization of ψ.
All further analysis will be performed using the random variable H ULA . For the URA case, similar results are obtained since the geometry of URA does not affect the final behavior of our derivations. See Appendix B.
IV. PROBABILITY OF DETECTION
In order to get an expression for the Probability of Detection, we formulate two detection hypotheses
H ULA (ψ,θ ) has its maximum value at any angle frequency different from the real AoA, that is ψ = θ.
• H 1 : H ULA (ψ,θ ) has its maximum value at the real AoA, that is ψ = θ . As it is shown in Appendix A, the random variable H ULA defined in (5) turns out to be the sum of two squared Gaussian random variables. Each one of these variables corresponds to sum of M Gaussian random variables. For the hypothesis H 0 , that is, for ψ = θ the mean of each Gaussian variate will be given by π 1 / √ M , and π 2 / √ M , where π 1 and π 2 are given in (39) and (40), respectively. As the number of antennas M goes to infinity, π 1 / √ M and π 2 / √ M tend to zero. Under this condition, H ULA will be distributed according to a central Chisquared distribution as
where χ 2 (κ) is the Chi-squared distribution [25] with parameter κ > 0. The PDF can be obtained and derived from (46) (Appendix A) as
where (.) is the Gamma function [25] , [26] . 
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The respective PDF is given in (47), as
where I c (d) is the modified Bessel function of the first kind with parameters c ≥ 0 and d ≥ 0 [25] , [26] . The probability of a random variable X be less than other random variable Y , is defined as [25] , [26] 
In our particular case, we want to know the probability of a set of Q − 1 i.i.d. random variables X i be less than a unique random variable Y , that is
The Q − 1 probability density functions f x (x) are related to the hypothesis H 0 (f H ULA (x|H 0 )) whereas the probability density function f y (y) is associated with the hypothesis H 1 (f H ULA (x|H 1 )). Therefore, our probability of detection can be computed as
or equivalently,
The integral inside the brackets can be solved as
where γ (·, ·) is the incomplete Gamma function, and (·) is the gamma function. Using (20) and the binomial identity (19) can be written as
Equation (21) has not a closed form expression, but it is numerically integrable. In the next section, this analytical expression will be compared to computer simulations.
V. NUMERICAL RESULTS
A. EQUIVALENT RANDOM VARIABLE Fig. 3 , and Fig. 4 show the analytical PDF and CDF, respectively, given in (46) and (47), and the equivalent simulated PDF and CDF for three different steering angles. As expected, both plots match perfectly, once that our analytical results are exact. (5) and analytical PDF given in (43), with K = 5, M = 4, σ f = 1 and σ n = 1 (SNR = 0 dB) for
B. PROBABILITY OF DETECTION
We now focus on the probability of detection for Massive MIMO context, where a huge number of antennas are used for a particular application. Fig. 5 shows that the probability of detection P D is barely affected by the parameter M . Note the perfect agreement between simulation and the analytical result for values of M (M ≥ 50), i.e., the Massive MIMO range. Fig. 6 shows the probability of detection as a function of the number of snapshots. As it can be observed, the greater the number of snapshots K , the greater the probability of detection P D . This behavior is expected since an increase in (5) and analytical CDF given in (44), with K = 5, M = 4, σ f = 1 and σ n = 1 (SNR = 0 dB) for
FIGURE 5. Probability of Detection with
the number of snapshots can be considered equivalent to an increase in the signal to noise ratio. Note that the analytical and simulated curves are in close agreement. Fig. 7 shows the probability of detection as a function of the power noise σ 2 n . Note that the absence of noise leads to a unitary probability of detection. Again, this figure validates our analytical results since there is no difference between the simulated and analytical curves.
C. RESOLUTION
The angle resolution is the angle step between the possible steering angles chosen to describe the AoA spatial spectrum. According to the beamforming principles, there is a maximum angular resolution that can be achieved for proper signal array processing [27] . This maximum is the denominated 3 dB beamwidth as This approximation is set for isotropic antennas, large number of antennas, and antenna spacing equals to d = λ 2 , as stated in section II. The maximum number, Q, of possible angles should obey the following inequality
where S is the span of the steering angles. In our case the range is set as {− π 2 to π 2 } in order to avoid angle ambiguity. Therefore
so finally, replacing (22) into (24), we get the condition
In the simulation scenario, we have established M = 100, therefore Q < 157.07. The results shown in subsection V-B have considered this restriction. Fig . 8 shows the probability of detection versus the number of possible angles Q. Note that the probability of detection decreases as the number of possible angles Q increases. But it is also interesting to observe that there is a floor in the probability of detection suggesting the existence of a lower limit.
VI. CONCLUSIONS
We derived the exact analytical probability of detection for conventional beamforming on ULA and URA geometries considering fading and noise scenarios in a massive MIMO context. The resulting equation is related to a scaled non-central Chi-squared random variable and its associated PDF and CDF. Our simulated and analytical curves matched perfectly, corroborating the analytical derivations. The number of snapshots, K , and the number of antennas, M , have a great impact on the probability of detection and therefore in the estimation angle. It has been observed that these parameters can mitigate the effects of fading and noise. Particularly, in conventional beamforming, a large number of antennas improved the probability of detection which is the case for the Massive MIMO technique. The parameter K has an influence on the variance of the associated random variable H ULA , but it does not affect its mean. The probability of Detection for URA geometry presented similar behavior as the ULA geometry, except that the parameter M must be substituted by the parameter M x M y in all equations. The advantage of the URA geometry over the ULA geometry is the possibility of 3D AoA estimation (elevation and azimuth angles).
APPENDIX A//EQUIVALENT RANDOM VARIABLE FOR ULA
Note that (5), evaluated for a fixed angle, is a random variable (here simplified as H ULA (ψ, θ) = H ULA and a(ψ) = a ψ = a ψ √ M , defined as
We start from r k (2)
where r ki is the i-th element of r k , and a θ i is the i-th element of a θ . Since the sum of complex Gaussian random variables is also Gaussian distributed, the real and imaginary part of r ki are distributed as
where the notation N µ, σ 2 stands for a normal distribution with mean µ and variance σ 2 .
Inserting (4) into (26), we get
Now, we can define the variable q k as
Therefore
which can be expanded as
Note that all the terms inside the summation are Gaussian distributed since r ki is Gaussian and a ψ i is a constant. Also, the real and imaginary part of r ki are independent. Now defining the new Gaussian variables as
Note that, from (27) , r k has the same dimension as a(ψ, ξ ), therefore the new dimension of r k will be 1 × M x M y . Consequently, (7) becomes
Where the dimension of matrix R will be given as M x M y × M x M y . Furthermore, a θ,φ = a(ψ = θ, ξ = φ) is used in (26) and (27) . The following steps will henceforth the same as in the ULA case, just replacing the parameter M by M x M y and a (θ i ) by a (ψ,ξ i ) . Finally, equations (41) and (42) can be written as 
