The authors of this paper study the existence and uniqueness of weak solutions of the initial and boundary value problem for
Introduction
Let Ω ⊂ R N (N 2) be a bounded simply connected domain and 0 < T < ∞. Consider the following quasilinear degenerate parabolic problem:
x ∈ Ω, (1.1) where Q T = Ω × (0, T ], Γ T denotes the lateral boundary of the cylinder Q T , and a(u) = u σ + d 0 with the assumption that σ and d 0 are two positive constants. It will be assumed throughout the paper that the exponent p(x, t) is continuous in Q = Q T with logarithmic module of continuity:
p(x, t) p(x, t) p + = sup (x,t)∈Q
p(x, t) < ∞, In the case when p is a constant, there have been many results about the existence, uniqueness and the properties of the solutions, we refer to the bibliography [1] [2] [3] [4] . In the recent years, much attention has been paid to the study of mathematical models of electrorheological fluids. These models include parabolic or elliptic equations which are nonlinear with respect to gradient of the thought solution and with variable exponents of nonlinearity, see [5] [6] [7] [8] and references therein. Besides, another important application is the image processing where the anisotropy and nonlinearity of the diffusion operator and convection terms are used to underline the borders of the distorted image and to eliminate the noise [9] [10] [11] .
To the best of our knowledge, there are only a few works about parabolic equations with variable exponents of nonlinearity. In [6] , applying Galerkin's method, S.N. Antontsev and S.I. Shmarev obtained the existence and uniqueness of weak solutions with the assumption that the function a(u) in div(a(u)|∇u| p(x,t)−2 ∇u) was bounded. However, we can't easily put the method in [6] generalized to the unbounded case. This paper applied the method of parabolic regularization to prove the existence of weak solutions to the problems mentioned. By making a sequence of estimates to weak solutions, the authors of this paper proved the weak convergence of the approximation solution sequence and hence testified the existence of weak solutions. Furthermore, making appropriate a priori estimates and calculating accurately, we also obtained the localization property of weak solutions.
The outline of this paper is the following: In Section 2, we shall introduce the function spaces of Orlicz-Sobolev type, give the definition of the weak solution to the problem and prove the existence of weak solutions with a method of regularization; Section 3 will be devoted to the proof of the uniqueness of the solution obtained in Section 2; in Section 4, we will get the localization property of the solution under suitable conditions.
Existence of weak solutions
We will study the existence of the weak solutions in this section. Let us introduce the Banach spaces
and denote by W (Q T ) the dual of W(Q T ) with respect to the inner product in L 2 (Q T ).
and every t 1 , t 2 ∈ [0, T ] the following identity holds:
The main theorem in this section is: 
then problem (1.1) has at least one weak solution in the sense of Definition 2.1.
Let us consider the following auxiliary parabolic problem
Here M stands for a positive parameter to be chosen later and notice that
for t ∈ (0, T ), we may construct the sequence of approximate solutions
, and with a similar method as in [6] , we may prove that the regularized problem has a unique weak solution
and
In order to prove this theorem, we need the following lemmas. 
Proof. Let us introduce the function
Dividing the last equality by h, letting h → 0 and applying Lebesgue's dominated convergence theorem, we have that
By Hölder's inequality 
It follows that for every t > 0,
The required assertion follows. 2
Remark 2.1. It is clear that the constructed weak solution in this paper is nonnegative. But to the best of our knowledge, it is still not clear whether any solution of the problem is nonnegative if the given data are nonnegative.
Lemma 2.2. The solution of problem (2.2) satisfies the estimates
(2.11)
Proof. To prove Lemma 2.2, we proceed as in the proof of Lemma 2.1 and in (2.8) we take k = 1. We then get
and since the first term on the left hand side is nonnegative and recalling the L 2 -norm 
Proof. From identity (2.4), we get 
These conclusions together with the uniform estimates in ε allow one to extract from the sequence {u ε } a subsequence (for the sake of simplicity, we assume that it merely coincides with the whole of the sequence) such that
Proof. 
Proof. In (2.13), letting ε → 0, we have
(2.14)
(2.15) By Lebesgue's dominated convergence theorem, we have 
The rest arguments are the same as those of Theorem 2.1 in [12] , we omit the details. We complete the existence part by a standard limiting process. 2
Uniqueness of weak solutions
In this section, we study the uniqueness of the weak solutions to problem (1.1). In order to obtain the main conclusion of this section, we need the following lemma.
The main result is: Proof. We argue by contradiction. Suppose u(x, t) and v(x, t) are two nonnegative weak solutions of problem (1.1) and there is a δ > 0 such that for some 0 < τ T ,
By the definition of weak solutions, let a test
with
w > ε}, then we estimate J 1 , J 2 , J 3 as follows:
Let us consider first the case p − 2. By virtue of the first inequality of Lemma 3.1, we get
Noting that 
Secondly, we consider the case 1 < p − p(x, t) < 2, p + 2. According to the second inequality of Lemma 3.1, it is easily seen that the following inequalities hold 
Plugging (3.7) into J 3 , we get
Plugging the above estimates (3.2), (3.3), (3.5) and (3.2), (3.6), (3.8) into (3.1) and dropping the nonnegative terms, we arrive at the inequality
with a constant C independent of ε. 
Localization of weak solutions
In this section, we shall concentrate on the study of localization of weak solutions to problem (1.1). Our main result is: Taking ξ = Ψ F ε (u) (0 < ε < 1) and substituting it into (4. 
with Q ε,τ = Q τ ∩ {(x, t) ∈ Q τ : u > ε}. Denote E = {x ∈ {Ψ = 1}; u(x, τ ) > δ} with δ > 2ε > 0, then
