In this paper, we mainly study an initial and boundary value problem of a two-dimensional fourth-order hyperbolic equation. Firstly, the fourth-order equation is written as a system of two second-order equations by introducing two new variables. Next, in order to design an implicit compact finite difference scheme for the problem, we apply the compact finite difference operators to obtain a fourth-order discretization for the second-order spatial derivatives and the Crank-Nicolson difference scheme to obtain a second-order discretization for the first-order time derivative. We prove the unconditional stability of the scheme by the Fourier method. Then a convergence analysis is given by the energy method. Numerical results are provided to verify the accuracy and efficiency of this scheme.
Introduction
Let Ω = (0, a) × (0, b) and we consider the two-dimensional fourth-order hyperbolic equation with initial and boundary conditions: 
where u tt = 4 . f (x, y, t) is the given source term. f 1 (x, y) and f 2 (x, y) are initial value functions. h 1 (y, t), h 2 (y, t), h 3 (x, t), h 4 (x, t) and g 1 (y, t), g 2 (y, t), g 3 (x, t), g 4 (x, t) are boundary value functions. ρ is a given positive constant.
The two-dimensional fourth-order hyperbolic equations have very important physical background and a wide range of applications. For example, they can be used to describe the vibration of a plate and in large-scale civil engineering, spaceflight, and active noise control (see [1] [2] [3] [4] [5] ). Compared with the second-order equations [6] [7] [8] [9] [10] [11] , it is usually necessary to use higher-order finite element methods or thirteen-point difference schemes in order to solve the numerical solution of the two-dimensional fourth-order equations. The former is difficult to calculate. The latter has some difficulties to deal with the boundary and only achieves second-order accuracy.
The compact finite difference method, compared to the traditional finite difference method, has a narrower band width and achieves a higher accuracy. Hence, they have long been studied, for example, in [12, 13] . In the last few years, high-order computational methods for different kinds of differential equations were studied (see [6] [7] [8] [12] [13] [14] [15] [16] [17] ). In [14] [15] [16] fourth-order equations are written as a system of two second-order equations by introducing two new variables. Then, in order to design a high-order scheme for the problem, the spatial derivatives are discretized by applying the compact finite difference method or compact volume method.
In this paper, we apply similar ideas to the two-dimensional fourth-order hyperbolic equation (1) . Firstly, the fourth-order equation is written as a system of two second-order equations by introducing two new variables. Next, we use the compact operators to approximate the second-order derivatives in the space variables and rewrite the above problem as an initial value problem for a system of two second-order ordinary differential equations. Then we develop a two time level compact finite difference scheme. We prove the stability for the high-order compact difference scheme by the Fourier method. The convergence of the high-order compact difference scheme is given by the energy method.
The rest of the paper is arranged as follows. In Sect. 2 we formulate the fourth-order compact finite difference scheme for problem (1) . A stability analysis is given by the Fourier method in Sect. 3, and a convergence analysis is given by the energy method in Sect. 4 . Numerical experiments are performed in Sect. 5 to test the accuracy and efficiency of the proposed compact finite difference scheme. Conclusions are given in Sect. 6.
Compact finite difference scheme
To design a proper finite difference scheme, we set v = -ρ u, w = ∂u ∂t and reformulate problem (1) in terms of the coupled system of second-order equations
(e) v| x=0 = -ρg 1 (y, t), v| x=a = -ρg 2 (y, t),
Obviously, u is a solution to (1), if and only if (v, w) is a solution to (2) .
be the spatial step in the x and y directions, τ = T N be the time step and (t k + t k+1 ).
Our compact method for (1) is based on the system (2). To do this, we set
Using the Crank-Nicolson method to approximate (2a) and (2b) at the point (
Setting v xx = θ , v yy = ϑ and w xx = ϕ, w yy = ψ, (3a) and (3b) can be rewritten as
Defining the difference operators
and applying a Taylor expansion, we get
y . Hence, multiplying by A h both sides of (4), we get
where
and neglecting the higher-order terms, we derive a finite difference scheme as follows:
where the discretized boundary values and initial values are denoted by
Remark 2.1 From (5) it is easy to see that the local truncation error for this scheme is O(τ 2 + h 4 ).
Stability analysis
In this section, we adopt the Fourier method to analyze stability of the scheme (6) . Assume that h = g(τ ), where g(τ ) is a continuous function and g(0) = 0. In order to prove stability of the scheme (6), we consider a difference scheme of the form
where A m and B m are 2 × 2 matrices, N 0 and N 1 are finite sets containing 0, positive integers and negative integers, U m j is a two-dimensional column vector. Using the Fourier method we get the growth factor G(x i , y j ). Then the scheme (7) is stable if and only if the family of matrices
is uniformly bounded. We introduce the following two lemmas.
Lemma 3.1 ([18]) To prove that the family of matrices (8) is uniformly bounded, it is necessary and sufficient to prove that the family of matrices
is uniformly bounded.
Proof Accuracy is obvious, we now prove the necessity. We use the meshes with
. . . Denote by (x p , y q ) the grid points in the mesh for given m and k, where
where M is a constant that has nothing to do with partition. We set τ → 0, therefore,
Noting that the bisecting points
, and G(x, y) is a continuous function, we get
Lemma 3.2 ([18]) Assume G(x, y) is an 2 × 2 matrices and use g ij to represent the element of the ith row and the jth column. The eigenvalues of G are λ 1 and λ 2 . The family of matrices
{G n (x, y)}
is uniformly bounded if and only if
Remark 3.1 (1) From the relationship between roots and coefficients in the quadric equation λ 2 -bλ -c = 0, the modulo of two roots is not bigger than one if and only if
(2) In the condition (β),we need to calculate the norm of a 2 × 2 matrix. We usually use the Frobenius-norm, which is defined as
for a matrix K = (k ij ).
Theorem 3.1 The scheme (6) is unconditionally stable.
Proof We use the Fourier method to prove the stability of the scheme (6) . Using the definitions of A h and B h , the scheme (6) is written as 
where 
Equations (14) and (15) can be written as Then from (16) we immediately get the matrix of growth of the scheme (13),
By calculation, we achieve the quadratic equation about eigenvalues of the growth matrix G(σ 1 h x , σ 2 h y ) as follows:
Obviously, we have
That is, the condition (10α) in Lemma 3.2 is satisfied.
Next, we have
Hence, there exists a constant M ≥
such that (10β) holds for any r x > 0, r y > 0. Then from Lemma 3.2 we know that the difference scheme (13) is stable.
Error analysis
In this section we give the convergence analysis by the energy method. We introduce the spaces
h , we define inner products and norms as follows:
Similarly, (δ 2 y u, v), (δ y u, δ y v), δ y u 2 and δ y δ x u 2 can be defined.
For the error analysis, we first note that our numerical scheme is based on (5) with higher-order terms dropped,
with C 1 , C 2 positive constants. And our numerical scheme (6) is equivalent to
replace the approximation errors, we can get the error equations
Using the discrete Green formula, we know that the difference operators δ 2 x and δ 2 y are self-adjoint and symmetric positive definite. We find that the difference operators A h , B h are self-adjoint and symmetric positive definite as well. To give the error estimate, the lemmas used later are first given as follows. 
Lemma 4.1 ([7]) For any grid function u, v ∈ S
Proof Taking the inner product with ξ k+1 + ξ k on both sides of (24), we have
Taking the inner product with η k+1 + η k on both sides of (25), we have
From Lemma 4.1 we have
Multiplying by ρ both sides of (27), we have
Combining (28) with (30), we obtain
Using Lemma 4.1, we obtain
By the inequality ab ≤
Summing k from 0 to n, then
which implies that 
Hence
This completes the proof.
Numerical experiments
In this section we give some numerical results for the two-dimensional model problems given below. These results are obtained by using Matlab.
Example 1 We seek the numerical solution for the following problem:
The theoretical solution is taken as u(x, y, t) = e -π t sin(πx) sin(πy). f (x, y, t), the initial and boundary value functions in (36), can be obtained from u(x, y, t). We have v(x, y, t) = 2π 2 e -π t sin(πx) sin(πy) and w(x, y, t) = -πe -π t sin(πx) sin(πy). The compact difference scheme (6) is used to solve the problem (36). As comparison with our method, the central difference scheme is used to solve this problem. In our numerical results, errors and computational orders in L 2 -norm and L ∞ -norm of the compact difference scheme and the central difference scheme are given in Tables 1-4 . From these tables we can find that the compact difference scheme can achieve a higher accuracy and efficiency than the central difference scheme in identical mesh. The exact Table 3 Errors and computational orders of compact difference scheme for Table 4 Errors and computational orders of central difference scheme for -(x-0.5) 2 -(y-0.5) 2 β , 0≤ x, y ≤ 1, 0 ≤ t ≤ 1,
w(x, y, t) = 2te
-(x-0.5) 2 -(y-0.5) 2 β , 0≤ x, y ≤ 1, 0 ≤ t ≤ 1.
The compact difference scheme (6) is used to solve the non-homogeneous problem with β = 10 and β = 1 10 . Errors and computational orders in L 2 -norm and L ∞ -norm of the compact difference scheme and the central difference scheme with β = 10 are given in Tables 5-8. Tables 9-12 show errors and computational orders in L 2 -norm and L ∞ -norm of the compact difference scheme and the central difference scheme with β = 1 10 . From these tables we can see that the compact difference scheme can achieve a higher accuracy than the central differ- 
