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We consider the problem of many-body localisation on Fock space, focussing on the essential
features of the Hamiltonian which stabilise a localised phase. Any many-body Hamiltonian has a
canonical representation as a disordered tight-binding model on the Fock-space graph. The under-
lying physics is however fundamentally different from that of conventional Anderson localisation on
high-dimensional graphs because the Fock-space graph possesses non-trivial correlations. These cor-
relations are shown to lie at the heart of whether or not a stable many-body localised phase can be
sustained in the thermodynamic limit, and a theory is presented for the conditions the correlations
must satisfy for a localised phase to be stable. Our analysis is rooted in a probabilistic, self-consistent
mean-field theory for the local Fock-space propagator and its associated self-energy; in which the
Fock-space correlations, together with the extensive nature of the connectivity of Fock-space nodes,
are key ingredients. The origins of many-body localisation in typical local Hamiltonians where the
correlations are strong, as well as its absence in uncorrelated random energy-like models, emerge as
predictions from the same overarching theory. To test these, we consider three specific microscopic
models, first establishing in each case the nature of the associated Fock-space correlations. Numer-
ical exact diagonalisation is then used to corroborate the theoretical predictions for the occurrence
or otherwise of a stable many-body localised phase; with mutual agreement found in each case.
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I. INTRODUCTION
The problem of localisation in interacting quantum
many-body systems has lately been a central theme
in condensed matter and statistical physics, under the
banner of many-body localisation [1–5] (for reviews see
Refs. [6–8] and references therein). In addition to the
important question of the fate of single-particle Ander-
son localisation [9] upon the introduction of interactions,
many-body localised systems are of fundamental inter-
est due to their violation of the eigenstate thermalisation
hypothesis (ETH). In generic ergodic systems, ETH ex-
plains the emergence of equilibrium thermodynamics and
statistical mechanics, since eigenstate expectation values
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FIG. 1. Schematic of primary result of the paper. Disordered
local models where the Fock-space site energies are maximally
correlated, such that their rescaled covariance ρr as a function
of Hamming distance r satisfies ρr = 1 for any finite r, host a
many-body localised phase. By contrast, models with ρr = 0
where correlations are absent, such as the quantum random
energy model (QREM), do not. Any intermediate case, ρr <
1, falls into the latter class and does not host a localised phase.
of local observables depend only on a few macroscopic
state variables such as eigenenergies [10–12].
Many-body localised systems by contrast are speci-
fied by an extensive set of (quasi-)local integrals of mo-
tion [13–17], and hence fall outside the paradigm of con-
ventional statistical mechanics. This was also understood
as the fundamental mechanism underlying the absence
of transport, and logarithmic growth of entanglement,
characteristics of many-body localised phases [4, 18, 19].
Much of the phenomenology of such systems, as well as
theoretical studies of the nature of the disorder-induced
localisation transition, has naturally centred on local
models and their behaviour in real-space. These include
both analytical and extensive numerical studies of disor-
dered spin- and fermionic-chains, as well phenomenolog-
ical renormalisation group studies [5, 20–31].
Nevertheless, since the problem is fundamentally a
many-body one, the underlying Fock space offers a seem-
ingly natural framework within which to study and un-
derstand it [32–43]. More recently, it has been shown that
this is indeed the case. Analytical approaches to many-
body localisation, based on local [35, 36] and non-local
Fock-space propagators [37], have been developed. Nu-
merical studies have also shed light on the the Fock-space
structure of many-body localised eigenstates [38, 39]. In-
vestigating the problem on the Fock space also instigated
the discovery of an exactly soluble classical percolation
proxy for the many-body localisation transition [40, 41],
which gave a range of new insights, including possible
critical exponents for the transition.
The general Fock-space properties of Hamiltonians
hosting many-body localisation thus merit understand-
ing. Universal properties of ergodic phases are generally
well understood within the framework of random matrix
theory [10–12, 44]. It is equally natural to enquire about
the general conditions under which a random many-body
Hamiltonian can host a stable localised phase.
An inevitable characteristic of many-body Hamilto-
nian matrices is the presence of correlations between the
matrix elements. In this work we focus on correlations
in the diagonal elements of the Hamiltonian, and ask
what form the correlations must satisfy for a stable lo-
calised phase to be sustained. We obtain a precise cri-
terion on the correlations: for two states separated by a
finite (Hamming) distance on the Fock space, the differ-
ence between the corresponding diagonal elements, when
rescaled with the width of the density of states, must van-
ish in the thermodynamic limit. This constitutes the pri-
mary message of the paper, and is summarised in Fig. 1
(itself discussed in greater detail below).
An overview of the paper and its substantive points is
first given, Sec. II. General characteristics of the Fock-
space graphs considered are discussed in Sec. III, before
we turn in Sec. IV to a self-consistent mean-field theory
for localisation on the Fock space, and the criterion for
many-body localisation which arises from it. The analyt-
ical predictions are then tested and confirmed in Sec. V
by comparison to numerical results for three different mi-
croscopic models, obtained by exact diagonalisation and
employing well-established diagnostics for identifying er-
godic and many-body localised phases. We conclude with
a brief summary and discussion, Sec. VI.
II. OVERVIEW
This paper centres on a simply-stated question: what
are the minimal properties required for a disordered
many-body system to sustain a stable localised phase?
Since any Hamiltonian can be represented as a tight-
binding model on an associated Fock-space graph (or
‘lattice’), this question is naturally and conveniently ad-
dressed on that graph. The Hamiltonian for a disordered
many-body system with N degrees of freedom is typically
characterised by a polynomially large (in N) number of
independent microscopic energy scales, which could be
coupling constants, local fields etc. On the other hand,
the dimension of the Fock-space graph, NH, is exponen-
tially large in N . This dichotomy in scale inevitably
means that matrix elements of the many-body Hamilto-
nian are mutually correlated. One main aim of this work
is to identify a criterion that these correlations must sat-
isfy in order that a many-body localised phase be stable.
To set up the theory on general grounds, we begin in
Sec. III by identifying some important characteristics of
Fock-space graphs corresponding to generic many-body
systems. Any graph has two essential constituents, nodes
and links. The nodes, which we refer to as Fock-space
sites and denote by I, correspond to the many-body ba-
sis states; each of which has an associated on-site en-
ergy EI , corresponding simply to the diagonal elements of
the many-body Hamiltonian. Links between these nodes
correspond by contrast to off-diagonal matrix elements
of the Hamiltonian, and represent hopping between the
Fock-space sites in the effective tight-binding problem.
The matrix elements corresponding to a link are O(1)
numbers, and the average connectivity of a Fock-space
site is perforce extensive in the system size N . For sim-
plicity and clarity, we consider the case where every Fock-
space site has a connectivity of precisely N , and all non-
vanishing off-diagonal matrix elements have equal magni-
tude (though these conditions are readily relaxed). The
3links also confer the graph with a distance metric; the
Hamming distance between two nodes on the graph, de-
fined as the shortest path between them following the
links.
The correlations in {EI} are a crucial feature of the
Fock-space graphs. Over an ensemble of disorder reali-
sations, the entire family of disordered Hamiltonians is
fully specified by the NH-dimensional joint distribution
of {EI}, which encodes these correlations. We argue that
this distribution, PdNH , is generically an NH-dimensional
(multivariate) Gaussian, the covariance matrix of which,
Cd, satisfies two important properties: its elements (i)
scale as N , and (ii) depend only on the Hamming dis-
tance, r, between the two Fock-space sites in question.
The distribution PdNH is over disorder realisations. For
any given disorder realisation, one can also consider a D-
dimensional distribution over the Fock-space sites, PFD ,
provided D  NH; with a finite covariance for this dis-
tribution reflecting the intrinsic configurational disorder
in the problem. We argue in particular that for mod-
els with local and short-ranged interactions, PFD is also
a multivariate Gaussian distribution, with its covariance
matrix again depending only on the Hamming distance.
In consequence, there exists a joint distribution PD for
the Fock-space site energies over both disorder realisa-
tions and the Fock space, which is a convolution of the
two distributions, PD = PdD ∗ PFD .
In Sec. IV we turn to a self-consistent theory of lo-
calisation on the Fock space. A probabilistic mean-field
theory is set up for the imaginary part of the local self-
energy on the Fock space, ∆I(ω) [35, 36]. Physically,
∆I(ω) is proportional to the rate of loss of probability
from Fock-space site I into states of energy ω. For a de-
localised phase in the thermodynamic limit, ∆I/
√
N is fi-
nite with unit probability over disorder realisations, while
it vanishes with unit probability in a localised phase, and
hence acts as diagnostic of the transition. To enable the
thermodynamic limit to be taken, all many-body energies
must in fact be rescaled by
√
N [35, 36]. The mean-field
theory is constructed using a Feenberg renormalised per-
turbation series [45, 46], with the distribution PD and
the extensive connectivity of Fock space as core ingredi-
ents; and our focus in practice being band centre states
in the many-body spectrum (density of states). Within
this framework, the distribution of the local self-energy
can be obtained self-consistently; with the breakdown
of the underlying self-consistency equation signalling the
breakdown of the phase and an ensuing transition. As all
many-body energies are rescaled by
√
N , it is the rescaled
covariance, C(r)/N , which admits a well-defined thermo-
dynamic limit and encodes the criterion for a localised
phase to be stable. Since C(0) ∝ N , the theory is thus
formulated in terms of the reduced covariance,
ρr = C(r)/C(0).
We find that for a stable many-body localised phase to
persist, it is necessary that ρr → 1 for finite Hamming
distances r, in the thermodynamic limit N →∞. This is
our most central result (see Fig. 1). We elucidate it by
considering first the two extreme limits of correlations. In
Sec. IV B 1 we discuss what we term the maximally corre-
lated limit, where ρr → 1 for all finite r. This case arises
typically in models with local interactions, because Fock-
space sites separated by a finite Hamming distance also
have their Fock-space site energies differing by a finite
O(1) energy. Hence, on rescaling by √N , these differ-
ences vanish in the thermodynamic limit, and the EI/
√
N
for such sites are completely slaved to each other. In this
case we find that a self-consistent localised solution is in-
deed possible at finite values of disorder strength, whence
a localised phase is stable.
In Sec. IV B 2 we turn to the opposite limit, which we
refer to as the random energy limit [47]. Here the Fock-
space site energies are completely uncorrelated, with
ρr = 0 for all non-zero r. In this case we find that a
localised phase is unstable for any non-zero hopping be-
tween the Fock-space sites. Note that our theoretical
predictions in these two limits accord with earlier studies
of many-body localisation in short-ranged models (see
[6] for review and further references), and the quan-
tum random energy model (QREM) [48, 49]. Finally,
in Sec. IV B 3 we treat the general case of 0 < ρr < 1,
which is found to fall in the QREM class, such that a
localised phase is not possible. This leads us to conclude
that a many-body localised phase is stable only in the
class of models that we term maximally correlated, i.e.
ρr → 1 for finite r in the thermodynamic limit.
These theoretical predictions clearly call for compar-
ison with results from microscopic models, in particu-
lar using established numerical methods which are free
from the approximations inevitable in a mean-field the-
ory. Section V is devoted to such an analysis, with
three distinct models considered: a disordered nearest-
neighbour quantum Ising chain widely used as a model
for many-body localisation (Sec. V A), disordered p-spin
models with finite p (Sec. V B), and a model we name the
ExpREM, which is a QREM modified to have the covari-
ance of its Fock-space site energies decay exponentially
with Hamming distance (Sec. V C).
The analysis of Sec. V consists first of showing that the
distributions PD({EI}) are indeed D-dimensional Gaus-
sians, with a covariance matrix whose elements depend
only on the Hamming distance. This is demonstrated
numerically for the disordered Ising chain, while for the
p-spin models we show it analytically. Analytical results
for the covariance matrix are also derived for both mod-
els (and agree very well with numerics). These covari-
ance matrices are such that both models fall into the
maximally correlated class discussed in Sec. IV B 1, and
are thus expected to possess a localised phase. This is
indeed consistent with numerical results obtained from
Exact Diagonalisation, using the three complementary
diagnostics of eigenvalue level-spacing ratios, participa-
tion entropies of eigenstates on the Fock space, and bi-
partite entanglement entropies. The ExpREM model by
contrast does not fall into the maximally correlated class;
4and exact diagonalisation results are consistent with the
theoretical prediction that such a model does not pos-
sess a many-body localised phase in the middle of the
spectrum.
We conclude the paper in Sec. VI by discussing some
key points pertaining to localisation in high-dimensional
graphs, as well as the connection of the present theory
to other complementary approaches to understanding the
physics of many-body localisation on the Fock space. For
convenience, a glossary of symbols commonly used in the
paper is also given in Appendix D.
III. CHARACTERISTICS OF FOCK-SPACE
GRAPHS
Fock space provides a natural framework for study-
ing many-body localisation, since a generic many-body
Hamiltonian maps exactly onto a tight-binding model on
the Fock space, with correlated on-site disorder on its
constituent sites. We represent this Fock-space Hamilto-
nian as
H =
NH∑
I=1
EI |I〉 〈I|︸ ︷︷ ︸
Hdiag
+
∑
I,K
′
TIK |K〉 〈I|︸ ︷︷ ︸
Hoffdiag≡H1
, (1)
(where ′ denotes K 6= I). Here NH is the Fock-space di-
mension, with {|I〉} the set of basis states spanning the
Fock space, and {EI} the on-site energies on the Fock
space, which are typically correlated in a non-trivial fash-
ion. {TIK} is the set of Hamiltonian matrix elements
connecting pairs of basis states, representing hoppings
on the Fock space. As the central theme of this paper
is how the statistics and correlations of {EI} can inter-
play with the {TIK} and lead to many-body localisation,
let us now define these notions concretely. While the
above construction is general, as an archetype of quan-
tum many-body systems we will focus for concreteness
on interacting quantum spin-1/2 systems; with the spins
denoted by the set of Pauli matrices {σµ` | µ = x, y, z},
where ` = 1, 2, ..N denotes the N underlying real-space
sites. Without loss of generality we choose our basis
states to be σz-product states. Note too that the Fock-
space dimension NH is perforce exponentially large in N .
A general and seemingly quite ubiquitous property of
many-body Hamiltonians is that the average connectivity
on the Fock space graph scales linearly with the system
size (number of spins), N . We define the average effec-
tive connectivity on the graph as N−1H
∑′
I,K |TIK |. Since
TIK is the matrix element connecting two basis states via
generically local spin-flips, it is an O(1) number. At the
same time, for a system with N spins, there are O(N)
different local spin-flips possible from a given configu-
ration. Hence the average connectivity of the graph is
also O(N). Exceptions are indeed possible, e.g. power-
law interacting systems wherein the scaling is sensitive
to the decay exponent of the power-law interactions [36];
but for brevity we do not explore this direction in the
current paper.
In the rest of the paper, as a representative model for
H1, we consider
H1 = Γ
N∑
`=1
σx` . (2)
This is one of the simplest examples that satisfies the
properties mentioned above. Its Fock-space dimension is
NH = 2N . On the Fock space, the neighbours of a site
|I〉, under H1 in Eq. (2), are related to |I〉 by exactly one
spin-flip. Hence the connectivity of every Fock-space site
is precisely N , and its distribution a δ-function centred
on N . We emphasise that the model in Eq. (2) is not
special, and only the aforementioned general properties
of the connectivities are required.1
As a metric of distance on the Fock space, we use the
Hamming distance rIK , defined as the number of real-
space sites on which the spin-orientation between the two
spin-configurations I and K is different. For the links on
the Fock-space graph generated by H1 of Eq. (2), this
distance is also the shortest distance on the graph.
Let us now turn to the statistics and correlations of
{EI}. While every EI is random, the origin of corre-
lations between them can be understood from the fact
that although there are exponentially large (in N) num-
bers of Fock-space site energies, they generically arise
from an extensive (O(N)) number of random terms, be-
cause Hdiag is a sum of O(N) terms each having support
on only O(1) real-space sites. Due to these correlations,
the most fundamental, albeit non-trivial, object one has
to consider is the NH-dimensional joint distribution of
the set {EI}. Equivalently, this distribution can be con-
sidered to be that of a NH-dimensional vector, E, where
each element corresponds to a particular EI . Crucially,
as elaborated below, this vector can be represented as a
sum of O(N) independent random vectors, where each
term in the sum originates from a local term in Hdiag.
Appealing to the multivariate version of the central limit
theorem, one can thus argue that the NH-dimensional
joint distribution must be a multivariate Gaussian.
Let us illustrate this with an example. Consider the
diagonal part of the Hamiltonian to be of form
Hdiag =
N∑
`=1
J`O(σz` , · · · , σz`+m) (3)
where each J` is an independent O(1) random number,
and O(σz` , · · · , σz`+m) is a local operator function made
up of σz-operators on sites ` through `+m with a finite
1 Another Hamiltonian commonly studied in MBL is the disor-
dered XXZ-chain, where H1 = Γ
∑N
`=1[σ
x
` σ
x
`+1 + σ
y
` σ
y
`+1]. In
this case the connectivity distribution is a Gaussian with mean
∝ N and standard deviation ∝ √N [50].
5m.2 Further, let us separate J` generally into a constant
(J) and a disordered part, J` = J + J`, where the J`
(l = 1, 2, ..N) are independent random variables with
vanishing mean, 〈J`〉 = 0, but finite variance 〈J2` 〉 = W 2J .
With Hdiag of the general form Eq. (3), the vector E
can be expressed as
E =

E1
E2
...
EI
...
ENH

=
N∑
`=1
v` =
N∑
`=1

J`O(s(1)` , · · · , s(1)`+m)
J`O(s(2)` , · · · , s(2)`+m)
...
J`O(s(I)` , · · · , s(I)`+m)
...
J`O(s(NH)` , · · · , s(NH)`+m )

,
(4)
where s
(I)
` = ±1 is the z-component of spin at site ` in
the Fock-space site |I〉. Each of the N , NH-dimensional
vectors v` in Eq. (4), is independent, as required for the
multivariate CLT, whence one can conclude that in the
thermodynamic limit the distribution of E over disorder
realisations is a multivariate Gaussian, i.e.
PdNH(E) =
1√
(2pi)NH |Cd|
exp
[
−1
2
E ′T ·C−1d · E ′
]
(5)
where
E ′I = EI − E0I =
N∑
`=1
J`O(s
(I)
` , · · · , s(I)`+m) (6)
E0I = J
N∑
`=1
O(s
(I)
` , · · · , s(I)`+m), (7)
and Cd is the covariance matrix characterising the dis-
tribution. Note that as the sum in Eq. (4) has N terms,
the covariance matrix Cd scales linearly with N . We
add further that, since any marginal distribution of a
multivariate Gaussian remains of the same form, the dis-
tribution PdD over some D-dimensional subspace of Fock
space is also a multivariate Gaussian.
In Eq. (5), the superscript d in PdNH (and subscript in
Cd) denotes that the distribution is over disorder realisa-
tions. The form of the distribution PdNH in Eqs. (5)-(7),
and likewise for PdD, shows that these distributions are
as expected conditional distributions for the EIs, given
a set {E0I }. The {E0I } are by definition independent of
disorder. But they are distributed over the Fock space.
One can thus consider a D-dimensional distribution over
the Fock space, of the Fock-space site energies {E0I } of a
D-dimensional subspace consisting of a Fock-space site
and all its neighbours lying within a certain Hamming
distance (such that D  NH for there to be a meaning-
ful distribution). The simplest example is the D = 1-
dimensional probability density that any Fock-space site
2 As an example, for the XXZ-chain with disordered fields {hi},
J`O(σz` , · · · , σz`+m) = Jσz` σz`+1 + h`σz` .
chosen at random from the Fock space has a particular
E0I [50]. One could also consider a patch of Fock space
consisting of a Fock-space site and its N nearest neigh-
bours, and ask for the D = (N+1)-dimensional distribu-
tion of this set of {E0I } over the full Fock space.
In these cases an argument can again be constructed
along the lines of Eq. (4), where instead of the inde-
pendence of the J`s, one uses the independence of the
O(s
(I)
` , · · · , s(I)`+m) over the various |I〉s in disjoint D-
dimensional subspaces of Fock space (which is where the
smallness of subspace dimension D and the finite-range
nature of the models is important). Such an argument
leads to the conclusion that the D-dimensional distribu-
tion of {E0I } is also a multivariate Gaussian,
PFD (E0) =
exp
[
− 12 (E0 − E0)T ·C−1F · (E0 − E0)
]
√
(2pi)D|CF |
, (8)
where the superscript F indicates that the distribution
is over the Fock space, and E0 = N−1H
∑
I E0I is the mean
of E0I over the Fock space. We consider E0 = 0 in the
following, for convenience, as it corresponds merely to an
overall shift independent of the disorder realisation (and
in fact all microscopic models considered later inherently
have E0 = 0).
As noted above, PdD is a conditional distribution for
the EIs given a set {E0I }. On the other hand, PFD in
Eq. (8) is a distribution of the E0I s themselves. Hence aD-
dimensional distribution over both disorder realisations
and the Fock space is simply a convolution
PD(E) =(PdD ∗ PFD )(E)
=
exp
[
− 12ET ·C−1 · E
]
√
(2pi)D|C| , (9)
where we use the fact that the convolution of two multi-
variate Gaussians is again a multivariate Gaussian whose
covariance matrix is the sum of the covariance matrices
of the two, i.e.
C = Cd,D +CF (10)
where Cd,D is the D-dimensional submatrix of Cd ap-
pearing in Eq. (5).
An important ingredient for the above framework to
hold is that, irrespective of how the D-dimensional sub-
space is chosen for PD, the elements of the covariance
matrix C = Cd,D + CF depend only on the Hamming
distances between the Fock-space sites. We refer to this
function for any given Hamming distance r as C(r),
C(r) := 〈EIEK〉rIK=r ≡
2
NH
(
N
r
) ∑
I,K:
rIK=r
〈EIEK〉 (11)
where NH
(
N
r
)
/2 is the number of Fock-space site pairs
with a Hamming distance r, and 〈· · ·〉 denotes an aver-
age over disorder realisations. At this stage we leave it
6as an assertion that the matrix elements of C depend
only on the Hamming distances (with the second equal-
ity above thus redundant), but will later show explicitly
using analytic arguments and numerical results that this
is indeed true in the thermodynamic limit for a range
of microscopic systems. It is for the numerical calcula-
tions on finite-sized systems that the otherwise redundant
Fock-space average in Eq. (11) is practically useful.
Note that C(r = 0) is simply the variance of the
univariate Gaussian distribution P1(E), i.e. C(0) = µ2E ,
where µE ∝
√
N determines the width of the total den-
sity of states for the Fock-space site energies. For conve-
nience later on, to make the N -dependence of µE explicit,
we define Wtot by
µE = Wtot
√
N, (12)
with Wtot an O(1) number depending on the microscopic
energy scales of the model.
One further, important point should be made, regard-
ing the thermodynamic limit of the multivariate Gaus-
sian distributions discussed above. We illustrate it with
respect to PD(E), Eq. (9). Because its covariance matrix
C scales linearly with N , it is C/N whose elements re-
main finite in the limit N →∞; and since µ2E ∝ N (Eq.
(12)), we consider specifically Cx = C/µ
2
E . Rescaling the
exponential in Eq. (9) then shows that it is the distribu-
tion of the xI = EI/µE , rather than EI per se, which has
a well-defined thermodynamic limit; given by
PD(x) =
1√
(2pi)D|Cx|
exp
[
−1
2
xT ·C−1x · x
]
(13)
(with xT a row vector whose elements are xI = EI/µE).
The many-body site energies must in other words be
rescaled ∝ EI/
√
N to ensure a well-defined thermody-
namic limit; a fact which also plays an important role in
the self-consistent mean-field theory of Sec. IV.
In the following sections it is the precise behaviour of
the correlations in the Fock-space site energies, encoded
in C(r)/C(0) = C(r)/µ2E Eq. (11), that will take centre
stage in understanding when – and when not – a many-
body localised phase can be stabilised. Let us now sum-
marise the minimal characteristics of Fock-space graphs
with which we will be concerned:
• The average connectivity on the Fock-space graph
scales linearly with N .
• The distribution, over both disorder realisations
and the Fock-space, of a small subspace consist-
ing of Fock-space sites restricted by the Hamming
distance, is described by a multivariate Gaussian.
• The elements of the covariance matrix of this mul-
tivariate Gaussian scale linearly with N .
• The covariance matrix elements depend only on the
Hamming distances between the Fock-space sites.
(a) Different disorder realisations (b) Different Fock-space sites
FIG. 2. Schematic of the Fock-space graph and the two types
of distribution: over disorder realisations (a), and over the
Fock space (b). Each Fock-space site on the graph corre-
sponds to a spin-configuration, with random colours denoting
the random (but correlated) on-site energies. The links are
generated by H1 in Eq. (2). In the set of panels (a), each row
corresponds to a different disorder realisation of the random
energies. Hence keeping a fixed Fock-space site and its neigh-
bours (highlighted with larger circles) allows one to construct
the distribution over disorder realisations, PdN+1. Instead,
as illustrated in the set of panels (b), one could move the
Fock-space site and its neighbours over the Fock space, while
keeping a fixed disorder realisation (as shown by the same set
of colours), to generate the distribution PFN+1.
For concreteness, let us illustrate some of the above
ideas using the Fock-space graph wherein the links are
generated by H1 in Eq. (2). Consider the D-dimensional
subspace to be made up of a Fock-space site, denoted
by |I0〉, and its nearest neighbours (Hamming distance
of 1) |Iα〉, such that α = 1, 2, · · ·N . The distribution
PdN+1 can then be understood as fixing the Fock-space
sites and sampling over many disorder realisations; this
is illustrated schematically in Fig. 2(a) (for a tiny Fock
space of dimension NH = 26). Instead, as illustrated
in Fig. 2(b), to generate the distribution PFN+1 one can
fix the disorder realisation – or equivalently look at the
disorder independent E0I s contributing to the EIs – and
move the Fock-space site together with its neighbours
over the Fock space (thereby sampling many ‘patches’ of
size D = N+1). Since D/NH = 2−N (N + 1) vanishes
in the thermodynamic limit, note that only disjoint D-
dimensional patches then contribute to this distribution
(as overlapping patches form a set of measure zero).
Note that the structure of the Fock-space stipulates the
Hamming distances rI0Iα = 1 and rIαIα′ = 2(1 − δαα′).
7Hence, arranging the vector E = (EI0 , EI1 , · · · , EIN )T, the
joint distribution, PN+1(E), is of the form Eq. (9); with
the (N+1)-dimensional covariance matrix
C =

C(0) C(1) · · · · · · C(1)
C(1) C(0) C(2) · · · C(2)
... C(2) C(0)
. . .
...
...
...
. . .
. . . C(2)
C(1) C(2) · · · C(2) C(0)
 (14)
consisting of C(0) along the diagonals and, for the off-
diagonal elements, C(1) alone in the first row and col-
umn, and C(2) for all other entries.
IV. LOCAL PROPAGATORS IN FOCK SPACE
AND LOCALISATION CRITERION
In analysing localisation on the Fock space, we con-
sider the Fourier transform, GI(ω), of the local Fock-
space propagator GI(t) = −iΘ(t) 〈I|e−iHt|I〉. This can
be expressed as
GI(ω) = 〈I|(ω + iη −H)−1|I〉
= [ω+ − EI − ΣI(ω)]−1, (15)
where ω+ = ω + iη with η = 0+ the regulator. The self-
energy for Fock-space site I is separated as ΣI = XI−i∆I
into real and imaginary parts. Our natural attention will
centre on ∆I(ω), which in physical terms is the inverse
lifetime (or loss rate) associated with the decay of proba-
bility from |I〉 into states of energy ω. The basic approach
here follows that of Ref. [35, 36], where further discussion
is given of the points now briefly reprised.
In the context of single-particle localisation, for a de-
localised state in the thermodynamic limit, ∆I takes a
finite value with unit probability (over an ensemble of
disorder realisations). For a localised state, by contrast,
it vanishes with unit probability, signifying an infinite
lifetime for the state. In the many-body case however,
∆I itself is not an appropriate diagnostic of many-body
localisation, due to its non-trivial scaling with N . In
the many-body delocalised phase, ∆I diverges as
√
N
with probability unity [35]. It is thus the rescaled quan-
tity ∆I/
√
N that admits a finite value in the thermody-
namic limit. In the many-body localised phase on the
other hand, ∆I vanishes with unit probability; specifi-
cally ∆I ∝ η → 0+ such that ∆I/η is finite (or equiva-
lently ∆˜I/η˜, where ∆˜I ∝ ∆I/
√
N and likewise for η˜).
The rescaling of many-body energy scales with
√
N is
an important constituent of the theory, as already seen in
the discussion of Sec. III (Eq. (13)) regarding the thermo-
dynamic limit of the multivariate Gaussian PD; whence
some further brief elaboration is in order (with details
given in [35, 36]). This rescaling is also required by the
N -dependent scaling of the total density of states, and of
the eigenstate amplitudes on the Fock-space. Note that
the local density of states, DI(ω), for Fock-space site I
is given by the imaginary part of the local propagator,
DI(ω) = −pi−1=[GI(ω)] =
∑
n |AnI |2δ(ω − En), where|AnI |2 = | 〈En|I〉 |2 is the amplitude on Fock-space site
I of the eigenstate |En〉 with eigenvalue En. Deep in
the delocalised phase, |AnI |2 scales typically as N−1H ir-
respective of the specific n and I, and thus DI(ω) is equal
to the normalised total density of states. The latter is a
Gaussian with a standard deviation µE ∝
√
N [35, 50].
Thus, DI(ω) ∝ µ−1E ∝ 1/
√
N for all ω.
The utility of studying DI(ω) in the context of localisa-
tion lies in part in the fact that in the delocalised phase,
DI(ω) forms a continuum in ω. This reflects that any
site I has an overlap with essentially all delocalised eigen-
states at all energies ω (the number of which is NH, di-
verging exponentially in N). On the other hand, in a one-
body context, DI(ω) in a localised phase is pure point-
like, which signifies that a site I – in this case a single
real-space site – overlaps only an O(1) number of eigen-
states at specific energies. The situation for a many-body
localised phase is somewhat more subtle. Akin to the de-
localised phase, a Fock-space site I again has support on
an exponentially diverging (in N) number of eigenstates,
and thus DI(ω) strictly speaking forms a continuum in
ω. But in contrast to the delocalised phase, the fraction
of eigenstates on which a Fock-space site has support
vanishes in the thermodynamic limit; as manifest in the
typical number of such states scaling as NαH with α < 1.
To resolve this characteristic of the many-body lo-
calised phase, one thus needs to study the local (on Fock
space) density of states on scales relative to that of the de-
localised phase. As noted above, DI(ω) in the delocalised
phase scales as 1/
√
N . Hence it is D˜I(ω) =
√
NDI(ω)
which both admits a thermodynamic limit and exposes
the distinction between the localised and delocalised
phases in the many-body case.
Related to the above, a simple but suggestive physical
argument can also be given as to why ∆I scales as
√
N
in a delocalised phase. Physically, ∆I(ω) is proportional
to the rate of loss of probability from a Fock-space site
I to other sites in states of energy ω. Note that any
Fock-space site has O(N) neighbours, so there are O(N)
channels for the probability loss. At the same time, the
density of states at energy ω scales as 1/
√
N . A simple
Fermi golden rule-like argument then implies that the
effective rate of loss is proportional to the product of the
two, and hence scales as
√
N . This again shows that it
is the rescaled ∆I/
√
N which is the appropriate quantity
to study in the thermodynamic limit.
8A. Self-consistent theory
The self-energy ΣI(ω) can be recast using the Feenberg
renormalised perturbation series [45, 46],
ΣI(ω) =
∑
K
T 2IKGK(ω) + · · ·
=
∑
K
T 2IK
ω+ − EK − ΣK(ω)
+ · · · , (16)
where in this work, as in Ref. [35, 36], we truncate at the
renormalised second order indicated. In particular, since
we work with the off-diagonal part of the Hamiltonian
given by Eq. (2), for a Fock-space site I0 the imaginary
part of the self-energy at the renormalised second-order
level can be written as ∆I0(ω) = piΓ
2
∑
αDIα(ω), i.e.
∆I0(ω) = Γ
2
N∑
α=1
η + ∆Iα(ω)
[ω − EIα −XIα(ω)]2 + [η + ∆Iα(ω)]2
(17)
where, as before, {Iα|α = 1, · · · , N} is the set of neigh-
bours of I0 on the Fock space.
A self-consistent mean-field treatment of ∆I0 starting
from Eq. (17) consists of three essential steps [35, 36].
First, ∆Iα and XIα on the right-hand side of the equa-
tion are replaced by their typical values ∆typ and Xtyp;
this constitutes the mean-field approximation of the the-
ory. Second, the probability distribution for ∆I , which
itself depends on ∆typ, is then obtained by averaging
over the (N + 1)-dimensional joint distribution of the
{EIα |α = 0, 1, · · · , N}. We denote this distribution by
F∆(∆,∆typ). Finally, self-consistency is imposed by cal-
culating ∆typ from this distribution and equating it to
the ∆typ that parametrically enters the distribution, via
∆typ = exp
[∫ ∞
0
d∆ ln(∆)F∆(∆,∆typ)
]
. (18)
In the following, we focus solely on the centre of the spec-
trum ω = 0, for which Xtyp(ω = 0) = 0 by symmetry.
In the many-body localised phase, where ∆I ∝ η and
η = 0+, it is of course yI = ∆I/η which is the relevant
quantity to study. From Eq. (17), it can be expressed as
y
I0
= κ
N∑
α=1
1
E2Iα
; : κ = Γ2(1 + ytyp), (19)
where we have set ω = 0. The distribution of yI can thus
be obtained as
Fy(y, ytyp) =
∫
[dN+1E]PN+1(E)δ
(
y − κ
N∑
α=1
1
E2Iα
)
.
(20)
It is whether or not the distribution obtained from
Eq. (20) satisfies the self-consistency condition Eq. (18)
that constitutes the criterion for localisation. If self-
consistency is indeed satisfied for a finite range of Γ and
Wtot = µE/
√
N (each of which are O(1) quantities), then
a many-body localised phase can be stabilised. If by con-
trast the self-consistency breaks down for any non-zero
value of Γ, then a localised phase cannot be stabilised
and the system is always delocalised.
The distribution PN+1(E) is an (N + 1)-dimensional
Gaussian with covariance matrix C given by Eq. (14).
However, as discussed in Sec. III, it is the rescaled vari-
ables EI/
√
N that are required. Since µE = Wtot
√
N
also scales as
√
N , we work in practice with the rescaled
variables xI = EI/µE , such that the (N + 1)-dimensional
Gaussian distribution of {x} (Eq. (13)) has a covariance
matrix Cx given by
Cx =
1
µ2E
C =

1 ρ1 · · · · · · ρ1
ρ1 1 ρ2 · · · ρ2
... ρ2 1
. . .
...
...
...
. . .
. . . ρ2
ρ1 ρ2 · · · ρ2 1
 (21)
where ρr = C(r)/C(0) = C(r)/µ
2
E . Note that, being a
covariance matrix, the matrix Cx is necessarily positive
semidefinite, which places constraints on ρ1 and ρ2,
0 ≤ |ρ1|, ρ2 ≤ 1 ; ρ21 ≤ ρ2 +
1
N
(1− ρ2). (22)
In terms of the rescaled variables, xI , the distribution
Fy from Eq. (20) can be rewritten as
Fy(y, ytyp) =
∫
[dN+1x]PN+1(x)δ
(
y − κ
µ2E
N∑
α=1
1
x2Iα
)
.
(23)
Importantly, the argument of the δ-function here does
not depend on xI0 . It can thus be integrated out to give
Fy (y, ytyp) =∫ [ N∏
α=1
dxIα
]PN ({xIα})δ
(
y − κ
µ2E
N∑
α=1
1
x2Iα
)
(24)
where we have made explicit the arguments in the inte-
gral measure. Recalling that any marginal distribution
of a multivariate Gaussian is also a multivariate Gaus-
sian, PN ({xIα}) in Eq. (24) is an N -dimensional Gaus-
sian distribution. Its covariance matrix depends solely
on ρ2, because all Fock-space sites in the set {Iα} have
a mutual Hamming distance of 2. In fact the covariance
matrix is the same as in Eq. (21), but with the first row
and column deleted. Hence the distribution Fy depends
only on ρ2 and not on ρ1. This provides us a free choice
of ρ1 to work with for analytic convenience (subject to
satisfaction of the constraints Eq. (22)), knowing that
the results are independent of it. Interestingly, such a
choice is provided by ρ21 = ρ2, in which case the form of
the covariance matrix makes computation of the distribu-
tion Fy amenable to an analytic treatment. In addition,
as will be shown in Sec. V, a large class of microscopic
9models with local interactions satisfy ρ21 = ρ2 modulo
O(N−2) corrections.
In the following we will present analytic results for the
case ρ21 = ρ2; emphasising again that the choice is merely
an analytic device and that the results hold generally for
any ρ2. Any result that we derive in terms of ρ1 and ρ2
could thus be generalised in terms of ρ2 alone, simply by
setting ρ21 → ρ2.
B. Analytic results
To expose the analytic convenience of the choice ρ21 =
ρ2, first note that the distribution PN+1(x) can be ex-
pressed as
PN+1(x) = P1(xI0)P˜N ({xIα}|xI0). (25)
The first factor here is the univariate normal distribution
for a single rescaled Fock-space site energy, and the sec-
ond is the N -dimensional conditional distribution of the
rescaled Fock-space site energies of the neighbours of I0,
given xI0 . For the case ρ2 = ρ
2
1, the conditional distribu-
tion splits up into a product of N univariate conditional
distributions as 3
PN+1(x) = P1(xI0)
N∏
α=1
P˜1(xIα |xI0), (26)
with
P1 ≡ N (0, 1), P˜1(xIα |xI0) ≡ N (ρ1xI0 , 1− ρ21), (27)
where N (ν, σ2) denotes a normal distribution with mean
ν and variance σ2.
As yI is the sum of many random variables, it is
more convenient to work with its generating function,
〈eiky〉 = ∫ dy eikyFy(y) := Fk(k). Using the decomposi-
tion of PN+1 (Eq. (26)) in Eq. (23), this can be expressed
as
Fk (k) =
∫
dxI0 P1(xI0)×[∫
dxIα P˜1(xIα |xI0) exp
(
ikκ
µ2Ex
2
Iα
)]N
.
(28)
In the following, we will explicitly compute Fk and obtain
the distribution Fy(y, ytyp) via a Fourier transform; lead-
ing to a general criterion that must be satisfied by the
covariance matrix Cx in order for a many-body localised
phase to be stable.
3 Note that this decomposition into a product of univariate con-
ditional distributions does not imply independence of the site
energies of any pair of I0’s neighbours, Iα and Iα′ (which have
rIαIα′ = 2). By virtue of the fact that both of them are cor-
related to I0, they are also correlated to each other, and the
correlations between the pairs are slaved to each other.
1. Maximally correlated limit
Consider first the limiting case where ρr → 1 for any
finite r as N →∞. We call this the maximally correlated
limit, since |ρr| ≤ 1 for Cx to be a valid covariance ma-
trix. Thus ρ1 = 1 = ρ2 is the case where the Fock-space
site energies are as strongly correlated as possible; in fact
they are completely slaved to each other, as reflected in
the conditional distribution approaching a δ-function,
lim
ρ1,ρ2→1
P˜1(xIα |xI0) = δ(xIα − xI0). (29)
Consequently, Fk(k) from Eq. (28) takes the form
Fk (k) =
∫
dxI0 P1(xI0) exp
(
ikκN
µ2Ex
2
I0
)
. (30)
With P1 ≡ N (0, 1) the standard normal distribution,
and recalling µ2E = W
2
totN (Eq. (12)), this gives
Fk (k) = exp
[
−[1− i sgn(k)]
( |k|κ
W 2tot
) 1
2
]
, (31)
a Fourier transform of which yields the desired distribu-
tion
Fy (y, ytyp) =
√
κ
2W 2tot
y−3/2 exp
(
− κ
2W 2tot y
)
, (32)
where κ = Γ2(1 + ytyp). The self-consistency condi-
tion of Eq. (18) in terms of y = ∆/η is ln(ytyp) =∫∞
0
dy ln(y)Fy(y, ytyp). Imposing this on Eq. (32) yields
ln(ytyp) = ln
[
(2Γ2/W 2tot)(1+ytyp)
]
+γ (with γ the Euler-
Mascheroni constant), and hence
ytyp =
2Γ2eγ
W 2tot − 2Γ2eγ
. (33)
Importantly, note that ytyp ≥ 0 necessarily, since ∆typ is
the typical rate of loss of probability from a Fock-space
site and is thus non-negative. From Eq. (33), this is
self-consistently possible only if W 2tot > 2Γ
2eγ , show-
ing that there indeed exists a finite range of Γ/Wtot
where the many-body localised phase is stable. The
breakdown of the self-consistency condition at Wtot =√
2Γeγ/2 corresponds to the critical point for the many-
body localisation-delocalisation transition.
An analogous calculation for the stability of the delo-
calised phase can also be performed, centring on the dis-
tribution F∆˜(∆˜, ∆˜typ) (where ∆˜ = ∆I/µE ∝ ∆I/
√
N),
with self-consistency again enforced via Eq. (18). Details
of this calculation can be found in Ref. [35, 36]. We do
not repeat them here, but the important point is that the
corresponding self-consistency condition breaks down at
precisely the same value of Γ/Wtot found above on ap-
proaching the transition from the localised side; thus con-
firming the mean-field critical point as Wtot =
√
2Γeγ/2.
The long-tailed (∝ y−3/2) Le´vy distribution obtained
for Fy in Eq. (32) is known to be characteristic of the
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many-body localised phase [35, 36]. It is both interest-
ing and reasuring to note that this distribution, as well
as the localisation criterion, are formally the same as
those obtained for disordered quantum systems with lo-
cal interactions,4 both short and long-ranged [35, 36].
In these previous works, similar to the current one, the
analysis was performed after rescaling all energy scales
with
√
N . It was also identified that for two Fock-space
sites I and K which are separated by a finite Hamming
distance rIK , the difference in Fock-space site energies
typically scales as
√
rIK (and is proportional to the O(1)
microscopic coupling constants in Hdiag). The
√
r fac-
tor can be understood simply from the fact that two
Fock-space sites separated by a Hamming distance r –
and thus with r spins different – differ in their site en-
ergies by a sum of r independent O(1) random num-
bers. Thus in terms of the rescaled Fock space site ener-
gies E˜I = EI/
√
N , the difference scales as
√
rIK/N and
hence vanishes as N → ∞, i.e. E˜I − E˜K → 0. From
Eq. (19) one thus has yI0 = (κ/N)
∑
α E˜−2Iα = κ/E˜2I0 . Us-
ing P1(E˜I0) ≡ N (0,W 2tot) then yields exactly the same
distribution Fy(y, ytyp) as Eq. (32).
The maximally correlated limit of our general analy-
sis – |ρr| → 1 for finite r in the thermodynamic limit –
captures this precise condition that the Fock-space site
energies for two sites separated by finite Hamming dis-
tance have a covariance C(r) such that the rescaled site
energies coincide on the scale of the width of the den-
sity of states (∝ √N). The treatment presented in this
section reveals how the covariance matrix of the joint dis-
tribution encoding this effect leads to a stable localised
phase; and underscores the importance of rescaling the
many-body energy scales with
√
N , which is crucial for
ρr to take its limiting value of 1.
Finally here, note that to obtain Eq. (31) from Eq. (30)
we used that P1 is a Gaussian. The essential result is not
however limited to that case. One can relax the require-
ment on P1, and yet show that a localised phase remains
stable in the maximally correlated limit; we show this
explicitly in Appendix A.
2. Random energy limit
Let us turn now to the diametrically opposite limit,
namely that of uncorrelated and independent Fock-space
site energies. Note that such a scenario cannot arise from
a local model such as that in Eq. (3), since one necessar-
ily requires 2N independent random energies to be as-
signed to the Fock-space sites; in our case drawn from
N (0,W 2totN). The scaling of the variance with N en-
sures that the model mimics a many-body system with
4 A Hamiltonian is defined to be local if it comprises a sum of
terms each of which acts on no more than p sites, with p/N → 0
as N →∞.
regard to the density of states. The model with such
purely random Fock-space site energies and Fock-space
hoppings generated by Eq. (2), has the eponymous title
of quantum random energy model (QREM). It has been
shown to have delocalised eigenstates in the middle of the
spectrum even for arbitrarily small values of Γ [48, 49]. 5
We now show how our self-consistent theory, developed
generally in terms of the covariance matrix, encompasses
this result. The case of all Fock-space site energies being
independent means C(r) = 0 = ρr for any non-zero r,
and hence
PN+1(x) =
N∏
α=0
P1(xIα), (34)
where P1(xIα) is the usual normal distribution. Using
Eq. (34) in Eq. 20 (or (28)), one obtains for the QREM
Fk (k) = exp
[
−[1− i sgn(k)]
( |k|Nκ
W 2tot
) 1
2
]
. (35)
This is of the same form as Eq. (31) obtained in the
maximally correlated limit but – crucially – with κ re-
placed with κN . The origin of this extra factor of N is
readily understood, on noting from Eq. (19) that yI0 =
(κ/N)
∑N
α=1 E˜−2Iα generally (recall that E˜I := EI/
√
N).
In the maximally correlated limit, as above, this sum re-
duces to a single term, yI0 = κ/E˜2I0 , due to the maximal
correlation between the neighbouring Fock-space site en-
ergies. For the QREM by contrast the sum contains N
independent terms, because there are no correlations be-
tween the Fock-space site energies.
The resultant distribution Fy(y, ytyp) for the QREM
is also a Le´vy as in Eq. (32), but again with κ replaced
with κN . The self-consistency condition then yields (cf
Eq. (33))
ytyp =
2Γ2Neγ
W 2tot − 2Γ2Neγ
(36)
with ytyp ≥ 0 necessarily required. Clearly, however, this
condition cannot be satisfied, since for any finite O(1)
values of Γ and Wtot, the denominator in Eq. (36) be-
comes negative for N  1. A self-consistent solution for
ytyp is thus not possible. This shows that a many-body
localised phase in the middle of the band can never be
stabilised for the QREM, and the model is always delo-
calised, in accordance with previous results [48, 49].
We emphasise that the qualitatively different results
arising in the two opposite limiting cases considered in
5 Refs. [48, 49] also argue that there exists a mobility edge in the
QREM at finite energy densities, such that states with energies
further than ∼ ΓN away from the band centre are many-body
localised. However, since the width of the density of states scales
as
√
N , the fraction of such states vanishes exponentially in N ;
so for all intents and purposes the QREM is delocalised at any
non-zero value of Γ in the thermodynamic limit.
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the two sub-sections, have been obtained from the same
basic calculation; all that differed was the precise form
of the covariance matrix, Cx, which encodes the corre-
lations between Fock-space site energies. Such a gen-
eral theory, which predicts the possibility or otherwise of
a many-body localised phase based on minimal proper-
ties of the Hamiltonian on the Fock-space, independently
of microscopic details, is one of the main results of this
work.
3. Arbitrary correlations
We now move away from the two limits of ρr = 1 (for
finite r) and ρr = 0, to discuss the case ρr strictly less
than 1. For analytic convenience we continue to consider
ρ2 = ρ
2
1 (though without loss of generality, as noted in
Sec. IV A).
The basic expression Eq. (28) for the Fourier transform
of the distribution of y = ∆/η, can be written as
Fk (k) =
∫
dxI0 P1(xI0)
[
f(k, xI0)
]N
(37)
with
f(k, xI0) =
∫
dxIα P˜1(xIα |xI0) exp
( ikκ
µ2Ex
2
Iα
)
, (38)
where the conditional distribution P˜1(xIα |xI0) is N -
independent. While the full form of the integral in
Eq. (38) is rather cumbersome, the essential point is that
one can express [f(k, xI0)]
N as
[f(k, xI0)]
N =
exp
[
N ln
(
1 +
√
|k|κ
W 2totN
Q
(√
|k|κ
W 2totN
; ρ1
))]
,
(39)
where the function Q encodes the details of the integral
and all N -dependence is explicit. In the relevant limit
N  1, the leading contribution to Eq. (39) is clearly
[f(k, xI0)]
N N1∼ exp
[√
|k|κ˜ Q
(
0; ρ1
)]
, (40)
where for brevity we have defined
κ˜ :=
Nκ
W 2tot
∝ N. (41)
From Eqs. (40) and (37) Fk(k) is thus a function solely
of kκ˜, Fk(k) ≡ gˆ(kκ˜), with all N -dependence encoded
in κ˜. This in turn implies that its Fourier transform,
Fy(y, ytyp), is of form
Fy (y, ytyp) =
1
κ˜
g
(y
κ˜
)
(42)
with g(y) the inverse transform of gˆ(k). The self-
consistency condition ln ytyp =
∫
dy ln(y)Fy(y, ytyp) thus
becomes
ln ytyp = ln
(
Nκ
W 2tot
)
+
∫
dv g(v) ln v︸ ︷︷ ︸
V
(43)
where, importantly, V does not depend on N (and re-
duces to V = γ + ln 2 in the QREM limit ρ2 = 0 = ρ1).
Since κ = Γ2(1 + ytyp) (Eq. (19)), this yields
ytyp =
Γ2NeV
W 2tot − Γ2NeV
, (44)
where all the N -dependence is explicit.
The N -dependence of Eq. (44) has precisely the same
form as that for the QREM (Eq. (36)). Hence, by the
same reasoning as given in Sec. IV B 2 (under Eq. (36)),
it follows that a self-consistent solution for ytyp is not
possible. One thus concludes that a many-body localised
phase cannot be self-consistently stabilised in this general
case of ρ2 < 1, just as found for the QREM limit ρ2 = 0.
C. Localisation criterion for correlations
The results presented above allow us to make a gen-
eral prediction for what conditions the correlations must
satisfy in order that a stable many-body localised phase
is possible. Before stating that result, let us briefly reca-
pitulate the main points arising from this section.
A probabilistic, self-consistent mean-field theory for
the imaginary part of the local self-energy on the Fock
space can be set up along the lines of Refs. [35, 36],
where an essential step is that many-body energy scales
are rescaled with
√
N . The satisfaction, or otherwise,
of a self-consistency condition on the rescaled imaginary
part of the self-energy signals the presence, or absence,
of a stable localised phase. At the renormalised second-
order level considered, the theory requires as input the
(N + 1)-dimensional joint distribution of the site ener-
gies of a Fock-space site and its neighbours, which en-
codes correlations between the Fock-space site energies.
The correlations are thus those at Hamming distance two
and one, embodied respectively by the covariances ρ2 and
ρ1. Importantly, however, the relevant distribution Fy of
the imaginary part of the self-energy depends solely on
ρ2 and is independent of ρ1. We exploit this feature by
considering the choice ρ21 = ρ2, which provides us with a
convenient device to obtain Fy analytically.
With this, we find that in the maximally correlated
limit a stable localised phase does indeed exist. Short-
and long-ranged disordered quantum systems with local
interactions, studied previously [35, 36], belong to this
category. Remarkably, for any deviation away from this
limit, localisation does not persist even if the energies
are partially correlated. The QREM, which corresponds
to the extreme limit of no correlations and falls in this
category [48, 49], is also captured correctly by the theory.
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The results obtained in this section present us with an
interesting picture which implies that a localised phase
is stable only when the Fock-space site energies are max-
imally correlated at Hamming distance two, ρ2 = 1. For
physical models, it is a reasonable requirement to have
ρr as a smooth and monotonically decreasing function of
r, at least for finite r such that r/N → 0 as N → ∞.
Under this requirement, ρ2 = 1 implies that ρr = 1 for
all finite r. Hence, a central result of this section can
be stated as: a many-body localised phase can be self-
consistently stabilised only if the Fock-space site energies
are maximally correlated at finite Hamming distances. It
is not enough for them to be partially correlated for lo-
calisation to persist, since any degree of independence to
them, which takes them away from the ρr → 1 limit,
completely destabilises the localised phase in the ther-
modynamic limit, and makes the model equivalent to the
QREM (see also Fig. 1).
The core predictions of this section will also be tested
in Sec. V by exact diagonalisation, using well-established
numerical diagnostics.
V. MICROSCOPIC MODELS
Having obtained a criterion that correlations of the
Fock-space site energies must satisfy for a stable many-
body localised phase to occur, we now turn our attention
to microscopic model Hamiltonians.
Three types of models are considered: a disordered
nearest-neighbour quantum Ising chain (Sec. V A), disor-
dered quantum p-spin models at finite p (Sec. V B), and a
quantum random energy model modified such that corre-
lations in its Fock-space site energies decay exponentially
with Hamming distance (Sec. V C). We show that the dis-
tributions of Fock-space site energies over both disorder
realisations and Fock space, PD, are multivariate Gaus-
sians; rendering the theory above applicable to them, and
enabling us to predict whether or not a particular model
hosts a localisation transition.
For each model, the predictions of the self-consistent
theory for the stability or otherwise of a localised phase
are then tested numerically, by studying the putative
many-body localisation transition (or its absence) using
exact diagonalisation. The numerical and theoretical re-
sults are indeed found to be in mutual agreement.
We study in particular the statistics of level-spacing
ratios, participation entropies of eigenstates on the Fock
space, and bipartite entanglement entropies. These
quantities are complementary, and ubiquitously studied
in the context of many-body localisation; and in our case,
reassuringly, they concurrently predict the presence or
absence of a localisation transition. Before delving into
the models, we describe briefly these numerical diagnos-
tics and their behaviour in the two phases.
The level-spacing ratio, rn,
6 is defined as [3, 51]
rn =
min(sn, sn+1)
max(sn, sn+1)
: sn = En − En−1, (45)
where the En denote consecutive eigenvalues of the
Hamiltonian. Signifying an ergodic phase, the presence of
level repulsion leads to rn following a Wigner-Dyson dis-
tribution with the appropriate symmetries (in our case
the Gaussian Orthogonal Ensemble, GOE). In the lo-
calised phase by contrast the eigenvalues are uncorre-
lated, leading to a Poisson distribution for rn. The for-
mer corresponds to 〈r〉GOE ' 0.536 and the latter to〈r〉Poisson = 2 ln 2−1 ' 0.386 [51]. For finite systems, 〈r〉
drifts with increasing system size towards 〈r〉GOE in a
delocalised phase, whereas in the localised phase it drifts
towards 〈r〉Poisson. A critical point is thus indicated by
the crossing of the data for various system sizes.
The first participation entropy for an eigenstate |ψ〉,
defined as
SPE1 (|ψ〉) = −
∑
I
| 〈ψ|I〉 |2 log | 〈ψ|I〉 |2, (46)
is a measure of the support of the eigenstate on the Fock
space, with its dependence on the Fock-space dimension
given by
SPE1 (|ψ〉) = α1 lnNH +O(ln lnNH). (47)
In the delocalised phase an eigenstate has support on
a finite fraction of Fock space, whence α1 = 1. In a
localised phase by contrast, eigenstates have support on
a vanishing fraction of the Fock-space sites, resulting in
α1 < 1 [21, 38, 52]. The departure of α1 from unity thus
signals a localisation transition.
Finally, the bipartite entanglement entropy SEE also
acts a diagnostic for the two phases, exhibiting a volume
law in a delocalised phase but an area law in a localised
phase [21, 23, 53–55]. For a system of N spins-1/2, we
refer to the subsystem comprising spins from 1 through
N/2 as A, and the remainder as B. The entanglement
entropy between subsystems A and B in the eigenstate
|ψ〉 is then
SEE = −TrA[ρA ln ρA] ∼
{
N : delocalised
N0 : localised
(48)
with ρA = TrB |ψ〉 〈ψ| the reduced density matrix of sub-
system A.
In our numerical results we focus on the centre of the
spectrum, considering 25-50 eigenstates (depending on
system size) with their eigenvalues closest to Tr[H]. We
also add that specific values of critical disorder strengths
should not be regarded as numerically definitive; our pur-
pose is to ascertain the presence or absence of a transi-
tion, rather than to locate it particularly accurately.
6 Here, to be consistent with earlier literature, we use the same
symbol (r) as for Hamming distance. The meaning of r will
however be clear from context.
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A. Nearest-neighbour interacting disordered
spin-1/2 chain
The disordered transverse-field Ising chain is a well-
established model for many-body localisation [22, 23, 40],
HTFI =
N∑
`=1
[J` σ
z
`σ
z
`+1 + h`σ
z
` ] + Γ
N∑
`=1
σx` (49)
(with periodic boundary conditions). The independent
random fields h` are chosen from a normal distribution
with zero mean and a standard deviation Wh, i.e. hl ∼
N (0,W 2h ). We also consider the random couplings J`
to be normally distributed, with mean J and standard
deviation WJ ; Jl ∼ N (J,W 2J ). The random couplings
thus separate into a constant part J and a disordered
part J ′`, where the latter is normally distributed with
zero mean and standard deviation WJ . As in Eqs. (6)
and (7), the Fock-space site energies hence separate into
a disorder independent and a disorder dependent part,
given respectively by
E0I = J
N∑
`=1
s
(I)
` s
(I)
`+1,
E ′I =
N∑
`=1
[
J ′` s
(I)
` s
(I)
`+1 + h`s
(I)
`
]
.
(50)
1. Distribution and correlations of Fock-space site energies
We do not have a general analytical demonstration of
the Gaussian nature of PD in the thermodynamic limit
(though this can be given for the one-body distribution
P1(EI) [50]). We thus study the problem numerically in
the first instance, focussing on the bivariate case D = 2
for convenience with visual representation of the results;
and considering in turn the distribution Pd2 over disorder
realisations, followed by that over the Fock space, PF2 .
To proceed, we first numerically generate Pd2 (E ′I , E ′K)
with rIK = r. The two univariate distributions of
E ′± = (E ′I ± E ′K)/
√
2 are then studied. If Pd2 is a bivari-
ate Gaussian, with Cd(0) and Cd(r) as the diagonal and
offdiagonal elements of its covariance matrix, then each
of E ′± should also be normally distributed with variances
µ2E′± = Cd(0) ± Cd(r). We check for this by compar-
ing the numerical distributions to Gaussian distributions
with the same covariances. Such an analysis is useful,
because it not only probes the Gaussian nature of the
distribution but also tests the correctness of the correla-
tions thereby obtained. The same analysis is employed
in considering PF .
To generate the distribution Pd2 (E ′I , E ′K) we consider
without loss of generality the pair of Fock-space sites
|I〉 = |↑ · · · ↑↑↑〉 and |K〉 = |↑ · · · ↑↓↓〉, separated by
a Hamming distance rIK = 2. The numerically gener-
ated bivariate distribution is shown as a colour-map in
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FIG. 3. Results for the bivariate distribution of Fock-space
site energies over disorder realisations, for the disordered Ising
chain Eq. (49) with WJ = 1 = Wh. (a) The distribution is
shown as a colour-map. Representative contours are high-
lighted, with the solid line denoting numerical results and the
dashed lines showing the contours corresponding to a bivariate
Gaussian with the same moments. Panels (b) and (d) show
the univariate distribution of E ′± for different system sizes,
N , appropriately rescaled. The standard deviations of these
distributions, µE′± , are shown in (c) where the dashed lines
correspond to the analytic predictions, µ2E′± = Cd(0)± Cd(r)
with Cd(r) given by Eq. (55). Distributions are generated over
5× 104 disorder realisations for all N ; for panel (a), N = 15.
Fig. 3(a). The elliptical contours seen are already in-
dicative of the Gaussian nature of the distribution. The
distribution is also symmetric about the E ′I = E ′K line.
Hence, a direct comparison between the numerically gen-
erated distribution and the bivariate Gaussian with the
same moments, can be obtained by plotting contours cor-
responding to the numerically generated distribution in
the region E ′I < E ′K , and those corresponding to the bi-
variate Gaussian in the E ′I > E ′K region. Such an exercise,
shown in Fig. 3(a), leads to a rather symmetric picture,
confirming the Gaussian nature of the distribution.
Next, we study the distributions of E ′± = (E ′I±E ′K)/
√
2
in panels (b) and (d) respectively. Consistent with Pd2 be-
ing a bivariate Gaussian with a covariance matrix of form(
C(0) C(r)
C(r) C(0)
)
, Pd1 (E ′±) are univariate Gaussians, as indi-
cated by the inverted parabolic shape on log-linear axes.
The distribution of E ′+/
√
N (panel (b)) shows evident
signs of converging in the thermodynamic limit to a nor-
mal distribution with a finite standard deviation; indeed
the N -dependence of its standard deviation µE′+/
√
N
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FIG. 4. (a) The mean and standard deviation of CIKd (r)
over all Fock-space site pairs (I,K) such that rIK = r, as a
function of N for r = 1 and 2. The linear N -dependence of the
former and the constant behaviour of the latter implies that in
the thermodynamic limit C˜IKd (r) = C
IK
d (r)/N depends only
on r. (b) The Fock-space averaged Cd(r)/Cd(0) as a function
of r/N collapses for different N , implying that it is indeed a
function of r/N alone. The red dashed line corresponds to
the analytic prediction from Eq. (55). For the plots, WJ =
1 = Wh.
(Fig. 3(c)) shows qualitative agreement with the analytic
prediction of it (Eq. (55) below), which in the thermo-
dynamic limit tends to
√
2(W 2J +W
2
h ) (= 2 for the pa-
rameters considered). The distribution of E ′−/
√
N by
contrast (Fig. 3(d)) narrows with increasing N . The N -
dependence of its standard deviation µE′−/
√
N (Fig. 3(c))
likewise shows qualitative agreement with the analytic
prediction arising from Eq. (55), which for any finite r
predicts µE′−/
√
N to vanish ∝ 1/√N as the thermody-
namic limit is approached. This of course corresponds
to (E ′I − E ′K)/
√
N → 0 in the thermodynamic limit, as
known for short-ranged models which fall in the maxi-
mally correlated class [35, 36].
While the above analysis shows that Pd2 (E ′I , E ′K) is a
bivariate Gaussian, we still need to demonstrate that
the covariance matrix characterising the distribution de-
pends only on the Hamming distance and not the spe-
cific I and K chosen. To show this numerically, we
obtain CIKd (r) by averaging over disorder for all pairs
of Fock-space sites (I,K), which satisfy rIK = r. A
distribution of {CIKd (r)} can then be generated over
the Fock-space site pairs. Since CIKd (r) ∝ N , it is in
fact C˜IKd (r) = C
IK
d (r)/N which admits a well-defined
thermodynamic limit. As shown in Fig. 4(a), we find
numerically that C˜IKd (r) has a finite, N -independent
mean, whereas its standard deviation decays systemat-
ically with N . This implies that in the thermodynamic
limit, Cd is indeed independent of the specific Fock-space
sites and depends only on the Hamming distance. In
fact, as shown in Fig. 4(b), the numerically calculated
CIKd (r), when averaged over the Fock-space site pairs
(as in Eq. (11)), shows excellent agreement with the an-
alytical prediction of Eq. (55) below. We also add that
a finite std[Cd(r)] in a finite-sized system is the origin of
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FIG. 5. Results for PF2 for the disordered Ising chain, with
J = 1. Left : Red dots represent the numerically generated
histogram of the tuple (E0I , E0K) over all Fock-space sites such
that rIK = 2 (for N = 15). The underlying surface is a bivari-
ate Gaussian with the moments calculated from the numerical
histogram. Right : The standard deviations of the distribu-
tions of E0± rescaled with
√
N , showing good agreement with
the analytic predictions of Eq. (57) (dashed lines).
the quantitative discrepancy between the numerical and
analytical results for µE′±/
√
N in Fig. 3(c), since the nu-
merical results there correspond to a particular pair I
and K.
We turn now to the corresponding distribution over the
Fock space, PF2 . For this Ising chain, E0I = J
∑
` s
(I)
` s
(I)
`+1.
For a finite-system of size N , however, E0I can only take
integer values, N,N − 2, N − 4, · · · ,−N , and hence the
spectrum of E0I is strongly degenerate. This naturally
renders difficult a smooth sampling of the distribution
and its representation as a colour-map, for the N -range
numerically accessible in practice. We can however gen-
erate a two-dimensional histogram of the set of energies
(E0I , E0K) over all Fock-space sites such that rIK = r, and
overlay the histogram with a bivariate Gaussian of the
same moments. As seen in Fig. 5, the two seem to be
in excellent agreement given that the data was generated
with N = 15.
In direct parallel to the analysis for Pd2 , we also study
numerically the distributions of E0± = (E0I ±E0K)/
√
2, and
plot in Fig. 5 the N -dependence of their rescaled stan-
dard deviations, µE0±/
√
N = [CF (0) ± CF (r)]1/2/
√
N .
Corresponding analytical results can again be obtained,
from Eq. (57) below for CF (r). As seen in Fig. 5, the
agreement between numerics and the analytical expres-
sions (dashed lines) is very good, becoming increasingly
so with increasing N . The analytical results again show
that µE0+/
√
N approaches a finite value in the thermo-
dynamic limit, while µE0−/
√
N correspondingly vanishes,
symptomatic of (E0I − E0K)/
√
N → 0 in the thermody-
namic limit. Overall, the numerical analysis is entirely
consistent with PF2 also being a bivariate Gaussian.
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2. Analytic results for covariances
We now sketch the derivations of the analytical results
for the covariances referred to above; beginning with the
disorder-dependent part of the Fock-space site energies.
Consider two Fock-space sites I and K, with a mutual
Hamming distance of r. Since 〈E ′I〉 = 0 for any I, the
matrix element in CIKd = 〈E ′IE ′K〉 is
CIKd =
∑
`,m
[〈J ′`J ′m〉 s(I)` s(I)`+1s(K)m s(K)m+1 + 〈h`hm〉 s(I)` s(K)m ]
=
∑
`
[W 2J (s
(I)
` s
(K)
` )(s
(I)
`+1s
(K)
`+1)︸ ︷︷ ︸
CIKd,J
+W 2hs
(I)
` s
(K)
`︸ ︷︷ ︸
CIKd,h
]
(51)
(using 〈J ′`J ′m〉 = W 2J δ`m and 〈h`hm〉 = W 2hδ`m).
CIKd,J in Eq. (51) can be analysed as follows. Since the
Hamming distance between I and K is r, there are r
real-space sites with s(I)` s
(K)
` = −1, while s(I)` s(K)` = +1
for the remaining N−r sites. Suppose that s(I)m s(K)m = −1
for a site m. Then on site m + 1 the probability that
s(I)m+1s
(K)
m+1 = −1 is φ = (r − 1)/(N − 1), since r − 1 of
the remaining N − 1 sites have different spins in I and
K. Naturally, the probability that s(I)m+1s
(K)
m+1 = +1 is
1 − φ = (N − r)/(N − 1). Likewise, if s(I)m s(K)m = +1
for site m, then the probability that s(I)m+1s
(K)
m+1 = −1 is
r/(N − 1), and the probability that s(I)m+1s(K)m+1 = +1 is
(N − r − 1)/(N − 1). Hence CIKd,J can be expressed as
CIKd,J =W
2
J
[
− r
(
− r − 1
N − 1 +
N − r
N − 1
)
+ (N − r)
(
N − r − 1
N − 1 −
r
N − 1
)]
,
(52)
with the first term corresponding to the r sites with
s(I)` s
(K)
` = −1, and the second to the N − r sites with
s(I)` s
(K)
` = +1. Note that Eq. (52) depends only on the
Hamming distance r. To leading order as N → ∞, it
reduces to
Cd,J(r) = NW
2
J
(
1− 2 r
N
)2
. (53)
The second term in Eq. (51), CIKd,h , is simple to analyse.
Since there are r sites with s(I)` s
(K)
` = −1 and N−r where
it is +1, it follows trivially that
Cd,h(r) = NW
2
h
(
1− 2 r
N
)
. (54)
Eqs. (53) and (54) thus give the result for the disorder-
dependent contribution to the covariance matrix,
Cd(r) = NW
2
J
(
1− 2 r
N
)2
+NW 2h
(
1− 2 r
N
)
. (55)
Consider now the covariance matrix CF (r) correspond-
ing to PFD . Note that E0 = 0 trivially, as 〈s(I)` s(I)` 〉F = 0.
Hence CF (r) ≡ 〈E0I E0K〉F , where it is understood that
the Fock-space average is over all Fock-space site pairs
separated by an Hamming distance of r. We thus have
CF (r) = J
2
∑
`,m
〈s(I)` s(I)`+1s(K)m s(K)m+1〉F , (56)
where the Fock-space averaging reduces to appropriately
contracting spins pairwise, since any isolated spin would
average to zero over the Fock space. The only non-trivial
contribution to the sum is then given by the term with
` = m such that CF (r) = J
2
∑
` 〈[s(I)` s(K)` ][s(I)`+1s(K)`+1]〉F .
Note that this form is identical to that of CIKd,J in Eq. (51),
so precisely the same arguments as given after Eq. (51)
follow. Hence one immediately concludes that
CF (r) = NJ
2
(
1− 2 r
N
)2
. (57)
Since both PdD and PFD are multivariate Gaussians, the
distribution over both disorder and Fock-space, PD =
PdD ∗ PFD , is also a Gaussian with a covariance matrix
which is simply a sum of Cd and CF . From Eqs. (55)
and (57), we thus have
C(r) = N
[
(J2 +W 2J )
(
1− 2 r
N
)2
+W 2h
(
1− 2 r
N
)]
,
(58)
from which ρr = C(r)/C(0) follows. For any finite r in
the limit of N →∞, it follows that ρr → 1. This implies
that the model falls in the class of maximally correlated
models discussed in Sec. IV B 1, and thus should host a
many-body localised phase. This is corroborated using
exact diagonalisation in the following section.
We also remark that, from Eq. (58) for C(r = 0) =
µ2E , one can read off directly Wtot = µE/
√
N (Eq. 12)
as Wtot =
√
J2 +W 2J +W
2
h ; the contribution of J to
which reflects the underlying configurational disorder on
the Fock space [35, 36].
3. Exact diagonalisation results
Exact diagonalisation results are shown in Fig. 6 for
the three numerical diagnostics: level-spacing ratios, en-
tanglement entropies and participation entropies, panels
(a)-(c) respectively. The data are for WJ = Wh ≡ W
and J = 0.
The mean level-spacing ratio as a function of W/Γ
(panel a1) is seen to cross over with increasing W/Γ from
the GOE value to that corresponding to a Poisson dis-
tribution, with the data for various system sizes crossing
as the critical disorder strength is traversed. Further ev-
idence for the existence of the two phases is shown in
panels (a2) and (a3) where, for weak and strong disorder
respectively, the distribution of the level-spacing ratio
clearly follows a Wigner-Dyson and Poisson distribution.
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FIG. 6. Exact diagonalisation results for the disordered quantum Ising model Eq. (49), for WJ = Wh ≡W , J = 0 (with Γ = 1).
Panel (a1): mean level-spacing ratio, 〈r〉, as a function of W/Γ for different system sizes N . At low disorder strengths, 〈r〉
approaches the GOE value with increasing N , whereas at strong disorder it approaches the Poisson value. Panels (a2) and
(a3) show respectively the Wigner-Dyson and Poisson distributions of r in the delocalised and localised phases. Panel (b1):
bipartite entanglement entropy (with red dashed line showing the Page value [56] for an ergodic state). Here again, a crossing
of the data for various N indicates a phase transition. Volume and area laws for the entanglement entropy are confirmed by
the distributions of SEE shown in panels (b2) and (b3), at weak and strong disorder respectively. Panel (c1): first participation
entropy, SPE1 , as a function of ln(NH) for various disorder strengths (lighter colours denote weaker disorder strengths). The
dashed line shown has unit gradient, for ease of visualisation. The linear behaviour is used to extract the slope, α1, shown
in (c2), whose deviation from unity indicates a transition to the localised phase. Data were obtained by averaging over 1000
disorder realisations, with statistical errors estimated using a standard bootstrap error analysis.
Concomitantly, the mean bipartite entanglement en-
tropy scaled with system size, 〈SEE〉/N (with SEE de-
fined in Eq. (48)), also shows the signatures of the tran-
sition (panel (b1)). For low W/Γ it drifts towards the
Page value [56] taken by a random ergodic state in the
Fock space, and hence exhibits a volume-law behaviour.
By contrast, at higher values of W/Γ it decays system-
atically, indicating an area-law behaviour. This is fur-
ther clarified in panels (b2) and (b3), where the distri-
butions P (SEE) of the the entanglement entropy over
eigenstates and disorder realisations are shown, for dis-
order strengths in the delocalised phase (panel (b2)) and
localised phase ((b3)). For low W/Γ, it is sharply peaked
at a value which increases linearly with system size, cor-
responding to volume-law behaviour; while at high W/Γ
it is peaked at a value which is independent of N , con-
firming the area-law behaviour.
Finally, as evident in panel (c1), the participation en-
tropy SPE1 (defined in Eq. (46)) shows a linear behaviour
with ln(NH). Its slope, α1, is pinned at 1 for a range
of W/Γ, indicating the delocalised phase. However, at a
threshold value of W/Γ, α1 deviates from unity on enter-
ing the localised phase, and thereafter decreases mono-
tonically with increasing W/Γ (panel (c2)).
Each of the three measures thus consistently predict
a stable many-body localised phase beyond a threshold
W/Γ, which is entirely in harmony with the predictions
from the self-consistent theory.
We also add here that there is a tension between our
predictions and the numerical results of Ref. [42], where
it was reported that a many-body localised phase can
exist only if the reduced covariance ρr has a linear vari-
ation in r/N . However, the disordered transverse-field
Ising model considered in this section provides a case in
contrast to this claim; for the model is well known (on
analytical grounds [22]) to host a many-body localised
phase, yet has a covariance (Eq. (58)) with a quadratic
component in r/N . We believe the likely resolution to
this is that in the numerical studies of [42], the total dis-
order strength was not scanned sufficiently (it was in fact
held constant).
B. p-spin models
The family of p-spin models has a long history in the
field of spin-glasses, both classical [47, 57–61] as well as
quantum [62, 63]. More recently, they have attracted at-
tention in the context of ergodicity breaking and many-
body localisation [64–66]. In the following we show that
for the incarnation of the p-spin model considered, the
distributions of Fock-space site energies are multivariate
Gaussians, such that the rescaled covariances ρr → 1 for
finite r in the thermodynamic limit. The criterion identi-
fied in Sec. IV C then implies that a localised phase, and
hence a many-body localisation transition, should exist.
This is subsequently studied and confirmed by exact di-
agonalisation (Sec. V B 1).
We write the Hamiltonian for the p-spin model as
Hp-spin = Hp-spindiag +H1 , (59)
where
Hp-spindiag =
1
N
p−1
2
∑
`1,`2··· ,`p
J`1,`2··· ,`pσ
z
`1σ
z
`2 · · ·σz`p , (60)
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and H1 = Γ
∑
` σ
x
` (Eq. (2)). The J`1,`2··· ,`p are indepen-
dent random variables drawn from a normal distribution
with zero mean and standard deviation WJ , i.e.
〈Jni1,i2,··· ,ip〉 =
{
0 : n odd
WnJ
(
n
2 − 1
)
!! : n even
. (61)
Note that the random couplings are independent across
different permutations of the same set of p spins, meaning
〈J`1,`2··· ,`pJm1,m2··· ,mp〉 = W 2J
p∏
u=1
δ`umu := W
2
J δ`m
(62)
(with ` shorthand for the sequence `1, `2, · · · , `p). We
consider for simplicity the case where there is no constant
contribution to the Fock-space site energies, i.e. EI =
E0I + E ′I with E0I = 0 and
E ′I =
1
N
p−1
2
∑
`1,`2··· ,`p
J`1,`2··· ,`ps
(I)
`1
s
(I)
`2
· · · s(I)`p . (63)
1. Distribution and correlations of Fock-space site energies
The first step is to show that the NH-dimensional
distribution of {E ′I} over disorder realisations, P dNH ,
is a multivariate Gaussian, whence so too is its D-
dimensional marginal distribution. For the distribu-
tions to be multivarite Gaussians, Isserlis’s theorem [67]
(or equivalently Wick’s theorem) requires that, for even
n = 2q, arbitrary n-point correlations of the Fock-space
site energies should reduce to a sum of all possible pair-
wise two-point correlation functions; i.e.
〈E ′I1 · · · E ′I2q 〉 =
(2q−1)!!∑
P=1
〈E ′IP1E
′
IP2
〉 · · · 〈E ′IP2q−1E
′
IP2q
〉︸ ︷︷ ︸
product of q two-point terms
(64)
where P labels the different ways of grouping the 2q en-
ergies into q pairs. For odd n, the correlation vanishes
trivially.
While Eq. (64) can be proven in general by induction,
for brevity we discuss explicitly the case of q = 2. This
corresponds to studying the four-point correlation, which
for the distribution of {E ′I} to be a multivariate Gaussian
should reduce to
〈E ′I1E ′I2E ′I3E ′I4〉 = 〈E ′I1E ′I2〉 〈E ′I3E ′I4〉+ 〈E ′I1E ′I3〉 〈E ′I2E ′I4〉
+ 〈E ′I1E ′I4〉 〈E ′I2E ′I3〉 . (65)
To show that Eq. (65) holds, let us first define
I4(i, j, `,m) := 〈Ji1,··· ,ipJj1,··· ,jpJ`1,··· ,`pJm1,··· ,mp〉
(66)
which, using Eqs. (61) and (62), can be simplified to
I4(i, j, `,m) = W 4J (δijδ`m + δi`δjm + δimδj`). (67)
The four-point correlation function, 〈E ′I1E ′I2E ′I3E ′I4〉 can
be expressed in terms of I4 as
〈E ′I1E ′I2E ′I3E ′I4〉 =
1
N2(p−1)
∑
i,j,`,m
I4(i, j, `,m)[s(I1)i1 · · · s
(I1)
ip
][s
(I2)
j1
· · · s(I2)jp ][s
(I3)
`1
· · · s(I3)`p ][s(I4)m1 · · · s(I4)mp ]
=
W 4J
N2(p−1)
∑
i,`
[(
p∏
u=1
s
(I1)
iu
s
(I2)
iu
)(
p∏
v=1
s
(I3)
`v
s
(I4)
`v
)
+
(
p∏
u=1
s
(I1)
iu
s
(I3)
iu
)(
p∏
v=1
s
(I2)
`v
s
(I4)
`v
)
+
(
p∏
u=1
s
(I1)
iu
s
(I4)
iu
)(
p∏
v=1
s
(I2)
`v
s
(I3)
`v
)] (68)
(using Eq. (67) in the second line). However, noting that
the two-point correlation 〈E ′I1E ′I2〉 can be expressed as
〈E ′I1E ′I2〉 =
W 2J
Np−1
∑
`
p∏
u=1
s
(I1)
`u
s
(I2)
`u
, (69)
one immediately identifies the four-point correlation in
Eq. (68) as reducing to Eq. (65), as required. As men-
tioned above, such an analysis can be generalised to ar-
bitrary even n, and the general result proven by induc-
tion. Before providing numerical evidence for PdNH being
a Gaussian, notice that Eq. (69) is precisely the correla-
tion function entering the covariance matrix of the mul-
tivariate Gaussian. We thus sketch its derivation.
Each term in the sum in Eq. (69) is a product over p
spins, not necessarily distinct. Let the Hamming distance
between Fock-space sites I1 and I2 be r such that, out of
the p spins, x of them are chosen from the r spins which
differ in I1 and I2, and the remaining p − x are chosen
from the N − r spins which are the same. There are rx
and (N − r)p−x ways respectively of chosing the former
and latter (as repeated indices are allowed), and they
contribute (−1)x and (+1)p−x = 1 to Eq. (69). And one
can clearly choose the x spins out of p in
(
p
x
)
ways. Taking
all this into consideration, the two-point correlation can
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thus be written as
〈E ′I1E ′I2〉 =
W 2J
Np−1
p∑
x=0
(
p
x
)
(N − r)p−x(−r)x
= W 2JN
(
1− 2 r
N
)p
.
(70)
It is important to note that this covariance depends
only on the Hamming distance between the two states
I1 and I2; no other specifics of the state are required.
One thus concludes that for the p-spin model, Cd(r) =
W 2JN (1− 2r/N)p.
We turn now to numerical study of the distributions,
focussing again on Pd2 , in parallel to the analysis and dis-
cussion in Sec. V A 1 for the short-ranged model. The
results are shown in Fig. 7. The numerical Pd2 (E ′I1 , E ′I2)
shows very good agreement with a bivariate Gaussian
with the elements of its covariance matrix given by
Eq. (70). This is also evident in the distributions Pd1 (E ′±)
−10 −5 0 5 10
E ′I1
−10
−5
0
5
10
E′ I 2
(a)
-3.8
-3.4
-3.0
-2.6
-2.2
lo
g
10
Pd 2
−5 0 5
E ′+/
√
N
10−3
10−2
10−1
Pd 1
(E
′ +/
√ N
)
(b)
N = 9
N = 11
N = 13
N = 15
−2.5 0.0 2.5
E ′−/
√
N
10−3
10−2
10−1
Pd 1
(E
′ −/
√ N
)
(d)
8 10 12 14
N
0.8
1.0
1.2
(c)
µE ′+/
√
N
µE ′−/
√
N
FIG. 7. Results for the distribution of Fock-space site ener-
gies over disorder realisations, for a p = 2-spin model with
WJ = 1, using a bivariate case Pd2 with |I1〉 = |↑ · · · ↑↑↑〉 and
|I2〉 = |↑ · · · ↑↓↓〉 (r = 2). (a) The distribution is shown as a
contour plot, with elliptical contours indicating its Gaussian
nature. This is confirmed by comparing the highlighted con-
tours, in which the solid part corresponds to the numerical
distribution and the dashed part to a bivariate Gaussian with
the same covariance. In (b) and (d), the univariate distribu-
tions of E ′±/
√
N for different system sizes, N , also show Gaus-
sian behaviour, as indicated by their inverted parabolic shapes
on log-linear axes. The standard deviations of these distribu-
tions, µE′±/
√
N , are shown in (d), where the dashed lines
correspond to the analytic prediction µ2E′± = Cd(0) ± Cd(r),
with Cd(r) given by Eq. (70). Results were obtained with
5× 104 disorder realisations for all N ; and for (a), N = 15.
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FIG. 8. For p-spin models, the numerically calculated rescaled
covariance ρr = C(r)/C(0) is shown as a function of r/N , for
different values of N and for p = 2−4. The red dashed line in
each case is the analytical prediction ρr = (1 − 2r/N)p from
Eq. (71).
(with E ′± = (E ′I1 ± E ′I2)/
√
2 as before), which are clear
univariate Gaussians, as shown in panels (b) and (d)
of Fig. 7. Their standard deviations µE′±/
√
N , shown
in panel (d), are moreover in excellent agreement with
the analytically derived form of µ2E′± = C(0) ± C(r)
(with C(r) from Eq. (70)). Overall, the numerical results
both confirm that Pd2 is a bivariate Gaussian, and that
the elements of the covariance matrix depend only on
the Hamming distance between the corresponding Fock-
space sites, as given by Eq. (70).
Since there is no disorder-independent contribution to
the Fock-space site energies, the distribution over both
disorder realisations and Fock space, PD ≡ PdD, is thus a
Gaussian with the same covariance matrix
C(r) = Cd(r) = W
2
JN
(
1− 2 r
N
)p
, (71)
from which ρr = C(r)/C(0) = (1 − 2r/N)p. This poly-
nomial behaviour in r/N is well captured numerically, as
seen from the results for ρr vs r/N shown in Fig. 8 for
the cases p = 2, 3, 4.
The particular significance of this result is that ρr → 1
for finite values of r in the thermodynamic limit N →
∞. For any finite p, the p-spin models thus fall into
the class of models with maximally correlated Fock-space
site energies. From the analysis in Sec. IV B 1, we thus
predict them to posses a many-body localised phase and
an ensuing many-body localisation transition.
2. Results from exact diagonalisation
Results from exact diagonalisation are shown in Fig. 9,
for the representative case of p = 2. These are qualita-
tively similar to those for the disordered short-ranged
spin chain (Fig. 6), and again show the hallmarks of a
stable many-body localised phase and a localisation tran-
sition.
The mean level-spacing ratio, 〈r〉, crosses over from
〈r〉GOE to 〈r〉Poisson as WJ/Γ is increased, with the data
for various N exhibiting a crossing, see panel (a1). For
values ofWJ/Γ representative of delocalised and localised
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FIG. 9. Exact diagonalisation results for a p = 2-spin model. Panels show the same diagnostics as Fig. 6, to which the results
are qualitatively similar. The mean level-spacing ratio 〈r〉 vs WJ/Γ (panel (a1)) goes from the the GOE value to the Poisson
value on increasing WJ/Γ; with crossing of the data for various N indicating the presence of a transition. Panels (a2) and
(a3) show clear Wigner-Dyson and Poisson distributions of r in the delocalised and localised phases respectively. The half-
chain entanglement entropy, 〈SEE〉 (panel (b1)), also goes from a volume law to an area law on increasing WJ/Γ, as further
exemplified in their distributions, (b2) and (b3). The first participation entropy, SPE1 vs ln(NH), is shown in (c1) for various
disorder strengths (lighter colours denote weaker disorder strengths). The exponent α1, defined in Eq. (47), deviates from unity
only above a threshold disorder strength ((c2)), indicating a transition to the localised phase. Data were obtained by averaging
over 1000 disorder realisations, with statistical errors estimated using a standard bootstrap error analysis.
phases respectively, the distributions P (r) of the level-
spacing ratio clearly follow that of the Wigner-Dyson
and Poisson distributions, see panels (a2) and (a3). Sim-
ilarly, the half-chain entanglement entropy scaled by sys-
tem size, 〈SEE〉 /N , approaches the known value for an
ergodic state at low WJ/Γ with increasing N , but crosses
over to area-law behaviour at high WJ/Γ, with the data
for various N again showing a crossing, see panel (b1).
The distributions P (SEE) of the entanglement entropy,
shown in panels (b2) and (b3), also exemplify this be-
haviour. Finally, the first participation entropy SPE1
again scales linearly with ln(NH), with the slope α1 (Eq.
(47)) sticking to unity for a range of WJ/Γ, before de-
creasing below it as the transition is crossed. Note that
close to the transition the SPE1 vs ln(NH) curves bend
somewhat, reflecting the amplified finite-size effects ex-
pected in such infinite-range models (as seen also in the
greater drift in crossing points compared to the short-
ranged spin model).
As found for the disordered quantum Ising chain (Sec.
V A), the numerical diagnostics for the p = 2-spin model
thus concurrently predict a localised phase and a locali-
sation transition, in agreement with the theory presented
in Sec. IV B 1.
Before concluding our discussion of p-spin models, we
make two remarks about the generality of the results.
First, in demonstrating Isserlis’s theorem for the Fock-
space site energies, we exploited the fact that the inde-
pendent random couplings J` were normally distributed.
The result is not however confined to that case. It can
be shown that for any distribution of J` which has well-
defined moments, the corrections to Isserlis’s theorem
vanish in the thermodynamic limit.
Second, we considered explicitly the case where the
couplings J` had a vanishing mean (Eq. (61)). In these
infinite-ranged p-spin models, a non-zero mean in fact
leads to a non-Gaussian form for the distribution PFD
of the E0I over the Fock space (while PdD remains Gaus-
sian); as discussed further in Appendix B. The model
nevertheless remains in the maximally correlated class,
because the site energies of neighbouring Fock-space sites
still differ by an O(1) number. One thus concludes that
the model still supports a localised phase and hosts a
localisation transition (for further details, see also Ap-
pendix A).
C. REM with exponentially decaying correlations
In a model with local interactions, the Hamiltonian
can only possess a number of independent random vari-
ables that scales polynomially with N . It is thus in-
evitable that the associated Fock-space site energies are
strongly correlated, since the number of them is expo-
nentially large in N ; as indeed is the case for both the
disordered quantum Ising chain and the p-spin models. It
is reasonable to conjecture that a model which does not
have maximally correlated Fock-space site energies can-
not be described by a local Hamiltonian. Hence, to test
numerically the absence of localisation in such a model –
one in which ρr for finite r does not tend to unity in the
thermodynamic limit – we construct such a model on the
Fock space directly.
The off-diagonal part of the Hamiltonian, H1, re-
mains given by Eq. (2). The Fock-space site energies
are given by a set of random numbers drawn from a NH-
dimensional Gaussian distribution, with a covariance ma-
trix whose elements again depend only on the Hamming
distance between the Fock-space sites, as given by
C(r) = W 2totN exp[−r/ξ] (72)
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FIG. 10. Exact diagonalisation results for the ExpREM model (with ξ = 1). Panels show the same quantities as in Figs. 6
and 9, but with qualitatively different results. Signifying an ergodic phase, the mean level-spacing ratio 〈r〉 vs Γ/Wtot, panel
(a1), and the half-chain entanglement entropy 〈SEE〉 /N vs Γ/Wtot ((b1)), persist respectively at their GOE and volume-law
values at all Γ/Wtot. The distributions of r and S
EE (panels (a2)-(a3) and (b2)-(b3)) are likewise qualitatively similar at both
high and low Γ/Wtot, exhibiting respectively the Wigner-Dyson and volume-law behaviours expected for an ergodic system.
Panel (c1) shows the first participation entropy, SPE1 vs ln(NH), for various disorder strengths (lighter colours denote weaker
disorder strengths, and the dashed line shown has unit gradient). It grows linearly with lnNH, with a slope α1 = 1 for all
values of Γ/Wtot (panel (c2)), indicating a delocalised phase exclusively. Data were obtained by averaging over 1000 disorder
realisations, with statistical errors estimated using a standard bootstrap error analysis.
with ξ independent ofN . Due to the exponentially decay-
ing correlations, we refer to this model as the ExpREM.
Its Hamiltonian can then be written as
HExpREM =
∑
I
EI |I〉 〈I|+ Γ
∑
`
σx` , (73)
where the distribution of Fock-space site energies is
PNH(E) =
1√
(2pi)NH |C| exp
[
−1
2
ET ·C−1 · E
]
(74)
with C(r) given by Eq. (72). Appendix C outlines
the numerical construction of the model. Note that
ρr = C(r)/C(0) = exp[−r/ξ]9 1 in the thermodynamic
limit, whence the results of Sec. IV B 3 predict that this
model does not possess a localised phase.
Exact diagonalisation results for the ExpREM are
shown in Fig. 10. They are qualitatively different from
those obtained for the disordered Ising chain and p-spin
models. There is no N -dependent crossing of the data
for the mean level-spacing ratio or the bipartite entan-
glement entropy. 〈r〉 stays at its GOE value for almost
all values of Γ/Wtot, and even for the smallest value of
such used in the numerical calculations it shows a system-
atic drift with increasing N towards the GOE value, see
panel (a1). This is further exemplified by the distribu-
tions of P (r) showing Wigner-Dyson behaviour for both
high and low values of Γ/Wtot. 〈SEE〉 /N , shown in panel
(b1), likewise shows a systematic drift with increasing N
towards the ergodic volume-law value. Finally, the first
participation entropy SPE1 shows a linear behaviour with
ln(NH), with a slope α1 = 1 for all Γ/Wtot (panel (c1)),
indicating that the model is always delocalised.
The numerical results are thus consistent with the ab-
sence of a localised phase of the ExpREM model, in
agreement with the predictions of the self-consistent the-
ory based on the behaviour of ρr.
VI. DISCUSSION
A brief summary of the paper is first in order (for more
details see the Overview, Sec. II). Considering the prob-
lem of many-body localisation from the natural perspec-
tive of Fock space, our central aim has been to under-
stand the minimal conditions on the Fock-space corre-
lations required for a many-body localised phase to be
stable. Any many-body Hamiltonian maps onto a tight-
binding model on the Fock space graph, with correlated
disorder in its diagonal elements (the Fock-space site en-
ergies). A first important step was thus to establish the
nature of correlations between these site energies, en-
coded in their joint probability distributions (Sec. III).
Together with the fact that the connectivity of a Fock-
space site is extensive in N , these distributions then
formed key ingredients in a probabilistic mean-field the-
ory for localisation on the Fock space (Sec. IV). This
centres on a self-consistent determination of the probabil-
ity distribution for the imaginary part of the self-energy
corresponding to the local Fock-space propagator; with a
natural focus on the stability of the many-body localised
phase, and band centre states. Expressed in terms of the
reduced covariance ρr, the theory predicts that a stable
many-body localised phase arises in what we term the
maximally correlated limit, where ρr → 1 for finite r in
the thermodynamic limit N →∞. The same theory also
predicts that a many-body localised phase cannot be sta-
ble in either the wholly uncorrelated limit of ρr = 0 for
all non-zero r – capturing as such the known result for
the quantum random energy model (QREM) [48, 49] –
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or for general ρr ∈ (0, 1), which was shown to belong to
the QREM class. Hence our general conclusion: a many-
body localised phase is stable only in the class of models
that are maximally correlated.
The theoretical predictions were then tested (Sec. V)
by detailed numerical study of three classes of micro-
scopic models, using exact diagonalisation. In each case,
these results were found to concur with the theory.
Two further points of discussion are germane. First,
the fact that a disordered many-body Hamiltonian maps
onto a tight-binding problem on a disordered graph
(Fock-space) with an extensive connectivity (∝ N),
should not obscure the fact that it is the correlations
on the graph that render the problem fundamentally dif-
ferent from that of conventional Anderson localisation on
high-dimensional graphs/lattices. In that regard, it is the
‘extreme’ QREM limit which is the essential many-body
analogue of the Anderson localisation problem in high
dimensions; for in both cases the associated site energies
– in Fock-space on the one hand and real-space on the
other – are completely uncorrelated, independent random
variables. It is for this common underlying reason that
the QREM does not host a many-body localised phase in
the thermodynamic limit, and that the critical disorder
for the Anderson localisation problem scales to infinity
as the connectivity of the lattice diverges [68], signalling
the absence of an Anderson localised phase in that limit.
Relatedly, it is also interesting to note that within the
context of Anderson localisation, suitably engineered cor-
relations between the one-body site energies can induce
localisation [69]. In fact, Ref. [69] discusses the presence
of non-ergodic single-particle states whose spatial sup-
port scales in a non-trivial fashion with the system size;
which is redolent of the structure of many-body localised
eigenstates on the Fock space. Understanding the con-
nections, should they exist, between correlations in the
Fock-space site energies and the scaling of the Fock-space
support of localised eigenstates, is an interesting question
for future consideration.
In recent work focussing on short-ranged models, a
classical percolation model on the Fock space was con-
structed, acting as a proxy for quantum many-body lo-
calisation [40, 41]. The percolation picture was based on
a competition between Fock-space site-energy differences,
and the hopping energy scale on the Fock-space. It is thus
natural to ask how the effect of correlations, or their ab-
sence, is manifest in the percolation picture. While a
detailed analysis of this is a subject for future research,
a heuristic picture can be given as follows. Correspond-
ing to a particular spin-flip, there are exponentially many
(in N) links on the Fock space. In short-ranged models,
however, there are only an O(1) number of energy scales
associated with the spin flip, arising from the configu-
rations of the O(1) neighbours with which the spin in
question interacts. As a result, even a few of these en-
ergy scales becoming non-resonant is enough to suppress
an exponentially large number of hoppings on the Fock
space. This was shown to freeze blocks of spins collec-
tively, and is the mechanism underlying the transition to
the localised/non-percolating phase. In the uncorrelated
(QREM-like) case by contrast, each of the exponentially
large number of Fock-space links corresponding to a spin-
flip is independent. Hence, not only is there no obvious
collective effect but, since there are an exponentially large
number of independent ways in which a spin can flip, the
probability of a spin (or block of spins) freezing is van-
ishingly small in the thermodynamic limit, which thus
precludes localisation.
As a concluding remark, we reiterate the core message
of this work, namely that the presence of strong correla-
tions on the Fock-space is intimately connected to the ori-
gins of many-body localisation. In a forthcoming work,
it will also be shown that strong ergodicity breaking in
Fock space can arise via a complementary mechanism in
a different class of models, namely those with imposed
kinetic constraints [70].
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Appendix A: Non-normally distributed, maximally
correlated Fock-space site energies
Here we consider again the self-consistent theory in
the maximally correlated limit, but for a case where the
distribution of the Fock-space site energies is not a Gaus-
sian. We start with the expression from Eq. (30) (with
µ2E = W
2
totN , Eq. (12)),
Fk (k) =
∫
dxI0P1(xI0) exp
(
ikκ
W 2totx
2
I0
)
. (A1)
Note however that Fk(k) is a function solely of k˜ = kλ,
Fk(k) := fˆ(kλ), where we define
λ =
κ
W 2tot
=
Γ2
W 2tot
(1 + ytyp). (A2)
Since Fy(y, ytyp) is a Fourier transform of fˆ(kλ),
Fy (y, ytyp) =
1
2piλ
∫
dk˜ e−ik˜y/λ fˆ(k˜), (A3)
it thus has the scaling form Fy(y, ytyp) = λ
−1f(y/λ),
with f the inverse transform of fˆ and
∫∞
0
dyf(y) = 1
due to normalisation. The self-consistency condition,
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ln ytyp =
∫∞
0
dy Fy(y, ytyp) ln y, thus takes the form
ln ytyp =
∫ ∞
0
dy f(y) ln(yλ) = lnλ+
∫ ∞
0
dyf(y) ln y︸ ︷︷ ︸
c
⇒ ytyp =
Γ2ec
W 2tot − Γ2ec
.
(A4)
Note that there is no N -dependence in the above equa-
tion. In direct parallel to the discussion following Eq.
(33), it follows that a transition thus exists provided c is
finite, and a localised phase is stable for Wtot > Γe
c/2.
A subsequent natural question arises: what can be de-
duced about the behaviour of Fy(y, ytyp) without making
any strong assumptions about the form of P1? Note that
the Fock-space site energies are always referred relative
to their mean, and hence P1(0) 6= 0. This is the only
ingredient we use, and it is sufficient to show that Fy
has the Le´vy tail, ∝ y−3/2, characteristic of the localised
phase [35, 36]. To see this, let us recast Fk (Eq. (A1)) as
Fk (k) = 1 +
∫
dxP1(x)
[
exp
(
ikλ/x2
)− 1] . (A5)
Defining u = x/
√
λ|k|, the leading low-k behaviour of Fk
(as we are interested in the tails of the distribution Fy)
is given by
Fk (k)
k→0∼ 1− [1− isgn(k)]
√
2piP21 (0)
κ
W 2tot
|k|. (A6)
The fact that the leading low-k behaviour of [Fk(k)−1] ∝
|k|1/2 guarantees that the large-y behaviour of Fy(y, ytyp)
is ∝ y−3/2, whence the Le´vy tail. Note that this also
means that c =
∫∞
0
dy f(y) ln y is indeed finite, ensuring
a well-defined localisation criterion.
Appendix B: Non-Gaussian distributions in p-spin
models
For p-spins models, we show here that if there exists a
constant component to the random couplings, leading to
a non-vanishing E0I , then the distribution over the Fock
space, PFD ({E0I }), is not of normal form. For simplicity,
we consider the simplest case of p = 2 and D = 1.
With J denoting the constant contribution to the ex-
change couplings, the disorder-independent part of the
Fock-space site energy is simply
E0I =
J√
N
∑
`1,`2
s
(I)
`1
s
(I)
`2
. (B1)
Since the p-spin model is by construction an infinite-
range model, E0I depends only on the total number of
up and down spins in the configuration I, and not on
their spatial locations. Denote these numbers by N↑I and
N↓I = N −N↑I . Recognising that
∑
`1
s(I)`1 = (N
↑
I −N↓I ),
E0I is given simply by
E0I =
J√
N
[
N↑I −N↓I
]2
=
J√
N
[
N − 2N↑I
]2
. (B2)
The probability density for a state with N↑ up spins
is P (N↑) = 2−N
(
N
N↑
)
. As the thermodynamic limit is
approached, P (N↑) tends to a Gaussian, N (N/2, N/4).
Transforming from the distribution of N↑ to that of
x0I = E0I /
√
N using Eq. (B2), one then arrives at
PF1 (x0I) =
1√
2piJx0I
exp
(
− x
0
I
2J
)
. (B3)
This is of non-Gaussian form in x0I , though it decays ex-
ponentially, such that all its moments are finite. In conse-
quence, the full distribution P1 = Pd1 ∗PF1 over both dis-
order realisations and Fock space is itself non-Gaussian.
Nevertheless, because the model remains in the maxi-
mally correlated class, it still supports a localised phase
and hosts a localisation transition, for the reasons ex-
plained in Appendix A.
Appendix C: Construction of the ExpREM model
Here we sketch the algorithm for the generation of nor-
mally distributed Fock-space site energies with arbitrary
correlations, which was used to construct the ExpREM
model in Sec. V C. Consider an NH-dimensional matrix
R, such that its (i, k)th element RIK = rIK is the Ham-
ming distance between the Fock-space sites I and K.
For a desired covariance function of Hamming distance,
C(r), the covariance matrix C can simply be constructed
element-wise as CIK = C(RIK). Let there be a similar-
ity transformation which diagonalises C,
D = UT ·C ·U (C1)
where D is a diagonal matrix with non-negative entries.
Now define a NH-dimensional column vector, e, where
each element is independently chosen from a standard
normal distribution 〈eIeK〉 = δIK . The correlated set of
Fock-space site energies is then simply given as
E = W · e, W = U
√
D. (C2)
To see this, note that
〈EIEK〉 =
∑
I′K′
UII′
√
DI′I′UKK′
√
DK′K′ 〈eI′eK′〉
=
∑
I′
UII′DI′I′UKI′ = (U ·D ·UT)IK
⇒ 〈EIEK〉 = CIK ,
(C3)
as desired.
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Symbol Description
NH = 2N Fock-space dimension for system with N spins-1/2
EI Fock-space site energy of site I
E ′I disorder-dependent part of EI
E0I disorder-independent part of EI
PdD D-dimensional distribution over disorder
Cd covariance matrix corresponding to PdD
PFD D-dimensional distribution over Fock space
CF covariance matrix corresponding to PFD
PD PdD ∗ PFD , distribution over disorder and Fock space
C covariance matrix corresponding to PD
rIK Hamming distance between sites I and K
C(r) covariance as a function of Hamming distance r
µE standard deviation of the distribution of EI
Wtot µE/
√
N , effective disorder strength on Fock space
ρr C(r)/C(0), rescaled covariance
xI EI/µE , rescaled Fock-space site energy
GI local Fock-space propagator
ΣI local Fock-space self-energy
∆I imaginary part of local Fock-space self-energy
yI ∆I/η, rescaled ∆I with regulator η = 0
+
F∆ and Fy distributions of ∆I and yI
Fk Fourier transform of Fy
γ Euler-Mascheroni constant, γ = 0.5772 · · ·
TABLE I. List of common symbols and their descriptions.
Appendix D: Glossary of symbols
Table I presents a list and description of some of the symbols appearing frequently in the paper.
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