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DevOps on kasvattanut suosiotaan viimeisen viiden vuoden aikana varsin tasaisesti Goog-
le Trends -palvelun perusteella. Myös tieteellinen kiinnostus termiä kohtaan on kasvanut:
esimerkiksi IEEE:n Xplore-hakupalvelussa suoritettujen hakujen perusteella IEEE on jul-
kaissut yli tuplaten DevOpsiin liittyviä artikkeleita vuonna 2017 verrattuna vuoteen 2015.
DevOpsin käsite on kuitenkin vielä monitulkintainen.
DevOpsia on myös opetettu. Esimerkiksi Japanin Saga Cityn yliopisto on hyödyntänyt
siihen liittyviä työkaluja opetuksessaan, ja Moroccon Cadi Ayyad University on järjestä-
nyt aiheesta kurssin. Myös Tampereen teknillisessä yliopistossa ja nykyisessä Tampereen
yliopistossa opetetaan ilmiöön liittyviä käytäntöjä.
On kuitenkin epäselvää, tehdäänkö niin kuin opetetaan eli hyödynnetäänkö itsekin Dev-
Opsiin liittyviä käytäntöjä. Tämän diplomityön tutkimustavoitteena onkin selvittää, hyö-
dynnetäänkö opetusjärjestelmien kehittämisessä ja ylläpidossa näitä käytäntöjä, ja miten
niiden hyödyntämistä voisi kehittää.
Koska DevOpsiin liittyy käytäntöjä, joita on mahdollista suorittaa erilaisilla työkaluilla,
on tarpeen selvittää sellaiset työkalut, joita yliopistolla on jo tarjota käytettäväksi. Kos-
ka ohjelmistojen suoritusympäristöjen esittäminen ohjelmakoodina liittyy DevOpsiin, on
myös saatavilla olevien suoritusympäristöjen selvittäminen oleellista. Tällä tavalla voi-
daan saada tietoa, onko yliopistossa edellytykset DevOpsin hyödyntämiselle.
Opetusjärjestelmien DevOps-käytäntöjen hyödyntämistä on selvitetty niihin perustuval-
la tapaustutkimuksella. Työkalut ja suoritusympäristöt on selvitetty sähköpostiviestein ja
yliopiston intrasivustoa tutkimalla.
Tutkimuksen tulokset osoittavat, että yliopistolla on tarjota työkaluja DevOps-käytäntöjen
hyödyntämiseen. Suoritusympäristöjen dokumentaation osalta on kuitenkin kehitettävää.
Opetusjärjestelmistä Repolainen noudattaa parhaiten DevOpsiin liittyviä käytäntöjä, mut-
ta kaikissa tutkituissa opetusjärjestelmissä on parannettavaa sovelluksen monitoroinnin,
suunnittelun ja IT-infrastruktuurin ohjelmakoodina esittämisen suhteen.
Repolaisen osalta toimenpiteet työssä esitettäviin kehitysideoihin perustuen on aloitettu,
mutta Tietotekniikan yksikölle suositellaan myös muiden ideoiden kokeilemista soveltu-
vuusselvityksien muodossa. Myös ideoiden jatkokehitys ryhmissä ja aivoriihien järjestä-
minen voivat olla hyödyllisiä.
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DevOps has gained popularity during the last five years based on Google Trends. Inter-
est in the science community has also increased. For example searches performed at the
IEEE Xplore Digital Library indicate that the IEEE published double the amount of re-
search papers on DevOps in 2017 compared to 2015. However the term DevOps is still
ambiguous.
DevOps has also been teached. For example Saga University in Japan has utilized an ed-
ucation system which took advantage on tools related to DevOps and Cadi Ayyad Univer-
sity in Morocco has organized a course about DevOps. Tampere University of Technology
which is nowadays Tampere University has also teached DevOps practices.
It is though unclear whether we follow the guidelines we teach in other words, whether we
utilize DevOps practices ourselves. The aim of this research is therefore to find out do the
development and maintenance processes of IT systems used in teaching utilize DevOps
practices and could that utilizing be developed in some way.
Because certain practices are related to DevOps and they can be implemented with various
technologies it is worthwhile to discover if the university offers some of these technolo-
gies. Since infrastructure as code is a part of DevOps figuring out the available software
execution environments is also essential. By investigating these aspects it is possible to
discover whether the university provides prerequisites for utilizing DevOps practices.
Study on the utilization of DevOps practices in the development and maintenance of edu-
cational systems is performed by a case study. Technologies and execution environments
available are discovered by email messages and searching them from the intranet website
of the university.
The results of the study indicate that the university does offer tools to utilize DevOps
practices but the documentation on execution environments is lacking. Of the educational
systems Repolainen is best at utilizing DevOps practices but all educational systems stud-
ied in this thesis have rough edges on continuous monitoring and planning and sharing
the IT infrastructure as code.
Actions based on the development ideas presented in this thesis considering Repolainen
have been started but proof of concept implementations based on the other ideas as well
are recommended for the Computing unit. Getting together to develop the ideas further
and arranging brainstorms could also be beneficial.
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merkiksi Firefoxin, kanssa kommunikointiin ohjelmallisesti
Git Hajautetun versionhallinnan työkalu
GitHub Git-perustainen etätietovarasto webissä
GitLab Monipuolinen Git-etätietovarasto
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käyttöönoton
GDPR General Data Protection Regulation, EU:n yleinen tietosuoja-asetus
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HTTP Hypertext Transfer Protocol, hypertekstin siirtoprotokolla
HTTPS Hypertext Transfer Protocol Secure, HTTP ja TLS-protokollan yhdis-
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giayritys
IEEE Institute of Electrical and Electronics Engineers, kansainvälinen tek-
niikan alan järjestö
IPv4 Internet-protokollan neljäs versio
IPv6 Internet-protokollan kuudes versio
ix
IT Informaatioteknologia
Jenkins Jatkuvan integraation työkalu
Jenkinsfile Tiedostomuoto ohjelmiston toimitusputken määrittämiseen Jenkinsillä
Jenkins Pipeline Jenkinsillä suoritettava toimitusputki
Kanban Projektinhallintamenetelmä, joka painottaa työnkulun visualisointia,
työn alla olevien tehtävien määrän rajoittamista sekä syklien keston
mittaamista
Kibana Työkalu Elasticsearch-datan visualisointiin
localhost Isäntänimi, jolla voidaan yhdistää isäntäkoneesta kyseiselle (samalle)
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Perl Yleiskäyttöinen tulkattava ohjelmointikieli
PHP Tulkattava ohjelmointikieli skriptaukseen web-palvelimilla
pip Sovellus Python-moduulien hallintaan
PostgreSQL Relaatiotietokantajärjestelmä
Prospector Työkalu Python-ohjelmointikielellä tehdyn ohjelmakoodin staattiseen
analyysiin
Puppet Suoritusympäristöjen provisiointi- ja hallintatyökalu





Redis Tietokoneen keskusmuistiin tallennettu avain-arvo-tietokanta




Selenium Työkalu web-sovellusten testaamiseen verkkoselaimissa
Sentry Monitorointityökalu sovellusten virheiden seuraamiseen
Shibboleth Kertakirjautumisjärjestelmä
SSD Solid-state drive, tallennusväline
SSH Secure Shell, salatun verkkoliikenteen protokolla
SLA Service Level Agreement, sopimus palvelun tasosta
Slack Pikaviestin
SQLite Relaatiotietokantajärjestelmä
SonarQube Työkalu ohjelmakoodin staattiseen analysointiin
TeamCity JetBrainsin jatkuvan integraation työkalu
TLS Transport Layer Security, salausprotokolla




Kokonaisvaltainen ratkaisu pilvilaskennan hallintaan, esimerkiksi vir-
tuaalikoneiden virtualisointiin
Travis Jatkuvan integraation työkalu





Matemaatikko John Vennin mukaan nimetty joukko-opin diagrammi
venv Python-moduuli virtuaalisten Python-suoritusympäristöjen luomiseen
virtualenv Työkalu eristettyjen Python-ympäristöjen luomiseen
VMware Yritys, joka valmistaa ohjelmistoja esimerkiksi virtualisointiin
Webropol Verkkokyselypalvelu
Wordpress PHP:lla ohjelmoitu sisällönhallintajärjestelmä
XML Extensible Markup Language, merkintäkieli
Zabbix Kokonaisvaltainen monitorointityökalu
YAML YAML Ain’t Markup Language, standardi tiedon sarjana esittämiseen
11. JOHDANTO
DevOpsin suosio on viimeisten vuosien aikana kasvanut selvästi. Vuonna 2009 alkun-
sa saaneen ilmiön [27] verkkohakujen määrä on Googlen hakukoneen osalta lisääntynyt
varssin tasaisesti viimeisen noin viiden vuoden ajan [26]. Tällä hetkellä kyseisellä ha-
kusanalla tehtyjä Google-hakuja on enemmän kuin koskaan aiemmin [26].
Myös tieteellinen kiinnostus DevOpsia kohtaan on kasvanut viimeisten kolmen vuoden
ajan. Esimerkiksi IEEE:n (Institute of Electrical and Electronics Engineers, kansainvä-
linen tekniikan alan järjestö) digitaalisessa Xplore-kirjastossa suoritettujen hakujen pe-
rusteella vuonna 2017 aiheeseen liittyviä artikkeleita julkaistiin 77 kappaletta [53], kun
vastaavat luvut vuonna 2016 ja 2015 olivat 64 [54] ja 34 [55] kappaletta.
Suosiostaan huolimatta DevOps on vieläkin moniselitteinen käsite. Sille ei ole muodostu-
nut tarkkaa määritelmää [61]. Sana itsessään muodostuu englanninkielisistä sanoista ”De-
velopment”, kehittäminen, ja ”Operations”, operaatiot tai operatiivinen toiminta [19]. Sen
tavoitteena onkin ollut poistaa esteet kehityksen ja operaatiivisen toiminnan väliltä [25],
sillä näiden on nähty sijaitsevan erillisissä yksiköissään IT-organisaatioissa [52]. DevOp-
sia havainnollistaa kuvan 1.1 Venn-diagrammi. Suomenkielistä käännöstä termille ei ole,
joten jatkossa tässä diplomityössä käytetään sen englanninkielistä versiota.
Kuva 1.1. Venn-diagrammi DevOpsista.
Kehittävän ja operoivan henkilöstön sijoittumisen erillisiin yksiköihin on havaittu aiheut-
tavan ongelmia [52]. Koska Tampereen teknillisellä yliopistolla Tieto- ja sähkötekniikan
tiedekunnan Tietotekniikan laboratiossa eli nykyisen Tampereen yliopiston Informaatio-
teknologian ja viestinnän tiedekunnan Tietotekniikan yksikössä suoritetaan ohjelmistoke-
2hitystä opetusta varten, ja koska IT-palveluiden ylläpidosta vastaava taho ei ole sijoittunut
samaan yksikköön Tietotekniikan yksikön kanssa, on mahdollista, että edellä mainittu
jakautuminen aiheuttaa ongelmia myös kyseisessä organisaatiossa.
Yliopisto-organisaatiossa henkiöstön vaihtuvuus voi myös olla suurehkoa: esimerkiksi
diplomitutkintoaan suorittavat tutkimusapulaiset eivät välttämättä jatka yliopiston palve-
luksessa tutkinnon suoritettuaan. On mahdollista, että tutkimusapulainen on esimerkiksi
diplomityönään kehittänyt tietyn järjestelmän, joka on jäänyt yliopiston käyttöön. Diplo-
mityö tehdään yleensä yksin, jolloin kyseisellä tutkimusapulaisella on voinut olla pal-
jon järjestelmään liittyvää tietoa, joka on kuitenkin saattanut jäädä dokumentoimatta, jos
diplomityön fokus ei ole ollut siinä.
Itse tutkittava ilmiö saattaa myös asettaa esteitä eri roolien eriyttämiseen. Esimerkiksi
Bayser et al. huomauttavat, että tutkimus saattaa vaatia alan täsmällistä tietämystä, jolloin
tutkijan ja ohjelmoijan roolien eriyttäminen voi olla hankalaa [19]. Täten voidaan myös
ajatella, että jos ohjelmiston ylläpitäjäksi valikoituu jokin muu taho kuin sen kehittäjä,
saattaa tämän olla vaikeaa suorittaa tehtäväänsä, jos ohjelmiston dokumentaatiossa on
oletettu sitä tulkitsevan henkilön ymmärtävän järjestelmään liittyvä tausta.
Myös muutokset yliopisto-organisaatiossa saattavat vaikeuttaa siellä suoritettavaa ope-
tusjärjestelmiin liittyvää ohjelmistokehitystä. Jotta molemmat jatkuisivat sulavasti myös
muutosten jälkeen, on riittävä dokumentaatio tärkeää. Tampereen teknillisellä yliopistol-
la tapahtui 2010-luvulla niin tiedekuntamuutos kuin laitosten uudelleennimeäminenkin:
Tietotekniikan ja Sähkötekniikan tiedekunnat yhdistyivät vuonna 2013 osana yliopiston
rakennemuutosta [71], ja Tietotekniikan laitos muuttui Tietotekniikan laboratorioksi vuo-
den 2017 alussa [17]. Vielä suurempi muutos on kuitenkin tapahtunut vasta hiljattain:
Tampereen yliopisto ja Tampereen teknillinen yliopisto yhdistyivät 1.1.2019 Tampereen
yliopistoksi, ja tämä muodostaa Tampereen ammattikorkeakoulun kanssa Tampereen kor-
keakouluyhteisön [35]. Edellä mainitut näkökulmat huomioon ottaen opetusjärjestelmien
kehityksen ja ylläpidon kestävyyden ja jatkuvuuden kannalta olisi tärkeää, että hyödyn-
nettäisiin niitä tukevia käytäntöjä.
DevOps voisi mahdollisesti olla yksi tällainen menetelmä. Tämän diplomityön tutkimus-
kysymyksenä onkin selvittää, miten DevOpsiin liittyviä käytäntöjä on tällä hetkellä hyö-
dynnetty opetusjärjestelmien kehityksessä ja ylläpidossa, ja miten niiden hyödyntämistä
voisi kehittää. Työ rajautuu kyseisten järjestelmin ohjelmistokehitykseen ja -ylläpitoon,
joten esimerkiksi DevOpsin opettaminen on tämän rajauksen ulkopuolella.
Koska DevOps kuitenkin vaikuttaa kasvattavan suosiotaan koko ajan, ja Suomessakin on
tällä hetkellä työelämän sosiaalisen median palvelun LinkedInin perusteella lähemmäs
kaksi sataa avointa DevOpsiin liittyvää työpaikkailmoitusta [2], saattaisi DevOpsille ol-
la myös opetuksellista kysyntää. Japanin Saga University onkin hyödyntänyt DevOps-
työkaluja opetuksessa [78] ja Moroccon Cadi Ayyad University on järjestänyt kurssin,
jossa on käsitelty DevOpsia [11]. Myös Tampereen teknillisellä yliopistolla on opetettu
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Työn tekijä uskoo kuitenkin ”syö oma koiranruokasi” [30] -ajatukseen, joka tässä kon-
tekstissa tarkottaisi, että DevOpsin opetuksen laatu voisi parantua, jos sitä hyödynnettäi-
siin myös itse. Täten saatettaisiin ainakin välttyä huonon esimerkin näyttämisestä opiske-
lijoille.
Aiempaa tutkimusta DevOpsin hyödyntämiseen opetusjärjestelmien kehittämisessä ja yl-
läpitämisessä ei tämän diplomityön puitteissa löytynyt, mutta tieteellisestä käytöstä on
julkaistu artikkeleita. Esimerkiksi Bayser et. al ovat hyödyntäneet DevOps-käytäntöjä tut-
kimuksessaan [19], samoin Edinburghin yliopiston astronominen observatorio [75]. Vas-
taavasti esimerkiksi Wettinger et al. ovat julkaisseet tutkimuksessaan sovellusaluekielen ja
tiedostoformaatin, jolla ohjelmistoprojektin DevOps-toteutus voitaisiin määritellä [104].
Tämä voidaan nähdä myös DevOpsin hyödyntämisen kehittämisenä. Tähän työhön liitty-
vää tutkimusta esittelee enemmän luku 3.3.
Työn tutkimuskysymykseen vastaamiseksi hyödynnetään seuraavaa tutkimusmenetelmää:
Tampereen teknillisellä yliopistolla ja Tieto- ja sähkötekniikan tiedekunnan Tietoteknii-
kan laboratoriolla käytössä ja saatavilla olevat ohjelmistokehityksen työkalut sekä ohjel-
mistojen suoritusympäristöt selvitetään sähköpostilla. Asennetut työkalut saattavat olla jo
tuttuja opetushenkilöstölle, ja saatavilla olevien suoritusympäristöjen tekniset tiedot saat-
tavat mahdollistaa tulevien järjestelmien tuotantoympäristöjen kahdentamisen aikaisem-
min kehitys- ja testausympäristöissä.
Vastaavasti opetusjärjestelmiin tutustutaan laadullisen tapaustutkimuksen avulla. Tähän
sisältyy kaksi vaihetta: omatoiminen tutustuminen ja kysely. Omatoimisessa tutustumi-
sessa voidaan versionhallintaprojektien ja järjestelmien lähdekoodin perusteella havaita,
mitä DevOps-käytäntöjä niissä on hyödynnetty. Kyselyllä voidaan saada lisätietoa tästä,
tukea työn tekijän tekemiin havaintoihin sekä tietoa siitä, kuinka hyvin esimerkiksi järjes-
telmien kehitys- ja ylläpitotiimit kommunikoivat keskenään. Tutkimusmenetelmää avaa
enemmän luku 3.
Tässä työssä tehdyn tutkimuksen perusteella on havaittavissa, että tutkitut opetusjärjestel-
mät hyödyntävät DevOps-käytäntöjä joiltain osin. Hyödyntämisen tasossa on kuitenkin
myös kehitettävää. Myös DevOps-käytäntöjen hyödyntämisen mahdollistavia työkaluja
on saatavilla. Tutkimuksen havainnot ovat luettavissa luvuista 4 ja 5 ja kehitysideat lu-
vusta 6.
Tämä diplomityö jatkuu seuraavasti: luku 2 avaa DevOpsin käsitettä, siihen liittyviä kult-
tuurellisia näkökulmia, käytäntöjä, sillä saavutettavia mahdollisia hyötyjä sekä sen mah-
dollisia ongelmia ja käyttöönoton esteitä. Luvussa 3 avataan enemmän työn tutkimusme-
netelmää ja esitellään sen aiheeseen liittyvää tutkimusta. Luku 4 kertoo Tampereen teknil-
lisellä yliopistolla saatavilla olevat työkalut ja ohjelmistojen suoritusympäristöt, ja luku
5 esittää, miten DevOps-käytäntöjä ja -työkaluja on hyödynnetty Tampereen teknillisen
4yliopiston Tieto- ja sähkötekniikan tiedekunnan Tietotekniikan laboratorion opetusjärjes-
telmissä. Diplomityön lopuksi luku 6 esittää kehitysideoita, ja luku 7 tekee yhteenvedon
työn havainnoista ja tuloksista.
Tämän työn osalta huomioitavaa on se, että siihen liittyvä tutkimus on aloitettu silloin,
kun Tampereen teknillinen yliopisto oli vielä oma yliopistonsa. Täten tässä työssä vii-
tataan kyseisen yliopiston Tieto- ja sähkötekniikan Tietotekniikan laboratorioon. Tämän
laboratorion tutkimus ja opetus kuitenkin jatkavat osana aiemmin mainitun uuden yliopis-
ton Tietotekniikan yksikköä.
52. DEVOPS
DevOps on käsitteenä verrattain nuori. Vuonna 2009 Belgian Ghentissa järjestettiin en-
simmäinen ”Devopsdays”-tapahtuma [27], ”DevOps-päivät”, joita on sittemmin pidetty
ympäri maailmaa useamman kerran vuodessa [9]. Devopsdays on maailmanlaajuinen tek-
ninen konferenssi, jossa käsitellään ohjelmistokehitystä, informaatioteknologian operatii-
vista toimintaa sekä näiden leikkausta. Termi sai pohjustusta jo hieman aiemmin Agile
2008 -konferenssissa. Siellä Devopsdays-konferenssin perustaja Patrick Debois [9] piti
esityksen aiheenaan ketterät menetelmät IT-infrastruktuureissa ja operatiivisessa toimin-
nassa [24]. Hänen mukaansa kehittäminen ja IT-infrastruktuuri on nähtävä yhtenäisenä
kokonaisuutena eikä erillisinä osina.
DevOps on lyhenne sanoista ”Development”, kehittäminen, ja ”Operations”, operatiivi-
nen toiminta [19]. Vaikka termi koostuu selkeästi kahdesta sanasta, ei sille ole kuitenkaan
vakiintunut tarkkaa määritelmää. Tutkijat ja asiantuntijat ovat antaneet DevOpsille toisis-
taan poikkeavia kuvauksia. Esimerkiksi Jabbari et al. toteavat, ettei sen määritelmä ole
vakiintunut [61]. Vastaavasti Erich et al. ovat suositelleet taksonomian luomista käsittees-
tä [33].
Tämän diplomityön tavoitteena ei ole muodostaa yhtä DevOpsin määritelmää vaan sitä on
tarkoitus tutkia eri näkökulmista. Seuraavassa alaluvussa 2.1 käsitelläänkin erilaisia mää-
ritelmiä, joita siitä on tieteellisissä artikkeleissa ja kirjallisuudessa esitetty. 2.2 esittelee
DevOpsiin liittyviä kulttuurellisia näkökulmia, 2.3 siihen liittyviä käytäntöjä, ja 2.4 sekä
2.5 kertovat luvun lopuksi sillä saavutettavia hyötyjä sekä sen ongelmia ja mahdollisia
esteitä sen hyödyntämiselle.
2.1 Määritelmiä
DevOps on käsitteenä monitulkintainen. Esimerkiksi Smeds et al. [95] määrittävät vuonna
2015 tekemässään kirjallisuuskatsauksessaan DevOpsin joukoksi tuotannollisen prosessin
kykyjä tai potentiaaleja, joita tukevat kulttuurilliset ja tekniset mahdollistajat. Mahdollis-
tajien tarkoitus on tehdä potentiaalien määrittelemien prosessien toteuttamisesta sulavaa,
joustavaa ja tehokasta.
Kulttuurillisiin mahdollistajiin lukeutuu esimekiksi kokeilukulttuuri: yksilöille on annet-
tava mahdollisuus kokeilla, jotta he voivat oppia onnistumisista ja hyväksyä myös epä-
onnistumiset tilaisuuksina oppia. Tekniset mahdollistajat vastaavasti koostuvat työkaluis-
ta, joissa painotetaan ohjelmistokehityksen eri työvaiheiden automatisointia. Smeds et al.
huomauttavat myös, että vaikka keskittyminen on pääasiassa potentiaaleissa, on DevOp-
sin tehokkaan käytön kannalta olennaista, että mahdollistajat tukevat niitä. [95]
6Myös Humblen ja Moleskyn määritelmässä automaatiolla on roolinsa. He esittävät Dev-
Opsin neljän osa-alueen kokonaisuutena: kulttuuri, automaatio, mittaaminen ja jakaminen
[50]. Kulttuurillista näkökulmaa ja jakamista käsitellään myöhemmin alaluvussa 2.2, ja
automaatio liittyy alaluvussa 2.3 käsiteltäviin käytäntöihin. Mittaamisella Humble ja Mo-
lesky tarkoittavat korkean tason liiketoiminnan mittarien, esimerkiksi liikevaihdon, seu-
raamista [50].
Jabbari et al. [61] puolestaan määrittävät vuonna 2016 tekemässään systemaattisessa kar-
toitustutkimuksessaan DevOpsin siten, että sen tarkoitus on kaventaa kuilua kehittävän
ja operatiivisen tiimin välillä. DevOps painottaa heidän kuvauksessaan kommunikaatio-
ta ja yhteistyötä, jatkuvaa integraatiota, laadunvalvontaa sekä automatisoitua toimitusta
ja käyttöönottoa hyödyntäen ohjelmistokehitykseen liittyviä erilaisia käytäntöjä. Näihin
käytäntöihin he listaavat esimerkiksi jatkuvan suunnittelun, jatkuvan monitoroinnin, jat-
kuvan integraation, jatkuvan ja automaattisen käyttöönoton, jatkuvan toimituksen, jatku-
van ja automaattisen testauksen sekä infrastruktuurin ohjelmakoodina, jotka on kerätty
listaukseksi useammasta lähteestä. Näitä käytäntöjä käsitellään syvällisemmin alaluvussa
2.3.
Jabbari et al. esittävät myös lähdemateriaalistaan tekemiään huomioita DevOpsin suhtees-
ta ketteriin menetelmiin [61]. Esimerkiksi Kilamo et al. mainitsevat, ettei DevOps palvele
kaikilta osin ketteriä menetelmiä vaan, että se on enemmän työkaluja ja prosesseja kuin
sosiaalista kanssakäymistä [68]. Ketterän ohjelmistokehityksen julistus arvostaa yksilöitä
ja sosiaalista kanssakäymistä enemmän kuin prosesseja ja työkaluja [73].
Toisaalta B.S. ja D.L. Farroha [37] kirjoittavat, että DevOps laajentaa ketteriä menetel-
miä tuomalla operatiivisen IT-toiminnan lähemmäs näiden periaatteita. Heidän mukaansa
painotus on enemmän tiimiytymisessä ja kommunikaatiossa kuin työkaluissa ja proses-
seissa. Myös Virmani toteaa DevOpsin laajentavan ketterien menetelmien käytön koko
ohjelmistotoimituksen alueelle [101]. Debois kommentoi, että DevOps sai alkunsa liik-
keestä, jonka tavoitteena oli poistaa esteet kehityksen ja operaatioiden väliltä [25].
Vastaavasti Erich et al. [33] määrittävät vuonna 2014 tekemässään kartoitustutkimukses-
saan DevOpsin konseptuaaliseksi viitekehykseksi, jonka tavoitteena on uudelleenintegroi-
da kehitys ja operaatiivinen toiminta. Samalla he kuitenkin huomauttavat, että DevOps on
nähty myös työnimikkeenä tai kokoelmana erilaisia osaamisalueita.
Vaikka työnimikemääritelmän perusteella voisi olla mahdollista ymmärtää, että DevOps
on samalla tavalla toteutettavissa kuin esimerkiksi ohjelmistoprojekti, on toisenlaisiakin
kannanottoja tehty. Esimerkiksi McCarthy et al. kommentoivat, ettei DevOpsia voi os-
taa tai toteuttaa eikä sitä voi väkisin pakottaa organisaation käyttöön [74]. DevOpsia ei
myöskään voi Smeds et al. [95] mukaan yleistää vaan sen käyttöönotto on orgaanisaatio-
kohtainen. Käyttöönotossa havaituista haasteista voivat kuitenkin heidän mukaansa oppia
myös muut muuttaessaan organisaatiotaan sen suuntaan.
72.2 Kulttuuri
IT-organisaatioiden kehittävän ja operatiivisen toiminnan on kuvattu olevan omia yksi-
köitään, joiden välillä vallitsee erilainen kulttuuri: kehittäjät luovat uutta ja operoiva hen-
kilöstö valvoo vanhaa [52]. Tämä kuilu saattaa vaikuttaa negatiivisesti näiden kahden yk-
sikön väliseen toimintaan [52], ja esimerkiksi Debois onkin sitä mieltä, että nämä kaksi
osaa olisi nähtävä yhtenä kokonaisuutena [24]. Kuva 2.1 esittää IT-organisaatiota, jossa
kehittävä ja operoiva tiimi ovat erillisinä yksiköinään.
Kuva 2.1. Perinteinen IT-organisaatio, jossa kehitys ja operaatiot ovat erillisinä
yksiköinään.
Walls näkee DevOps-kulttuurin neljän näkökulman kokonaisuutena: avoin kommunikaa-
tio, kannustimien ja vastuiden tasaaminen, kunnioitus ja luottamus. DevOpsia hyödyntä-
vän tiimin jäsenet keskustelevat enemmän, ovat valmiita päivystämään töissä ongelmien
varalta, omaavat yhteiset päämäärät, kunnioittavat toisiaan ja luottavat toisiinsa. [102]
DevOpsiin liittyvää kulttuurillista muutosta ei voi kuitenkaan pakottaa organisaation käyt-
töön [91]. Ei siis voida ajatella, että organisaatio voisi tehdä DevOpsiin liittyvän kulttuu-
risen muutoksen nappia painamalla. On kuitenkin keinoja, joilla kulttuurellista siirtymää
voidaan edistää.
Yhteistyö kehittävän ja operatiivisen tiimin välillä on tärkeää. Tätä voidaan parantaa esi-
merkiksi siten, että operatiivinen yksikkö on mukana ohjelmiston suunnittelussa ja sen
siirtymävaiheessa käyttöönottoon. Operaatiivisen henkilöstön pitäisi osallistua ohjelmis-
toprojektiin liittyviin selvityksiin, retrospektiiveihin, suunnittelutapaamisiin ja projekti-
tiimien esittelytilaisuuksiin. Samaan pitäisi pyrkiä myös toisinpäin: kehittäjiä pitäisi kier-
rättää operatiivisessa tiimissä, ja projektitiimien edustajien pitäisi osallistua säännöllisesti
operatiivisen yksikön tapaamisiin. Kehittäjien pitäisi myös olla tavoitettavissa auttamaan
ongelmien ratkaisemisessa niiden ilmetessä. [50]
Myös jakaminen voidaan ajatella kulttuurisena näkökulmana kehittävän ja operatiivisen
tiimin kuilun kaventamisessa. Jakamista voi tapahtua monella tasolla [50]. Esimerkiksi
8tiivistynyt yhteistyö lisää tietämyksen ja kokemuksen jakamista [91]. Jakaminen voi ol-
la kehitystyökalujen ja -teknologioiden jakamista, mutta myös toisenlaisia aktiviteetteja,
esimerkiksi onnistuneiden julkaisujen yhteistä juhlimista [50].
Organisaation pitäisi lisäksi pyrkiä rohkaisemaan työntekijöitään kokeilemaan, sillä sekä
onnistumisista että virheistä voi oppia. Muiden syyttäminen virheistä, kunnioituksen puu-
te kollegoita kohtaan ja vain omaan työpanokseen keskittyminen vaikuttavat negatiivisesti
DevOps-henkiseen kulttuuriin. [95]
Organisaatio voi myös Feitelson et al. [38] mukan tukea työntekijöitään olemaan henki-
lökohtaisesti vastuussa tekemästään ohjelmakoodista. He kertovat, että esimerkiksi Face-
book on tehnyt näin erillisen laadunvalvontatiimin puuttuessa hyödyntäessään jatkuvaa
käyttöönottoa. Heidän mukaansa vastuu oman ohjelmakoodin laadusta myös tukee oh-
jelmistokehittäjää tekemään ohjelmakoodista operoitavuusystävällistä, ja on yksi yhteis-
vastuullisen kulttuurin näkökulmista. Täten se saattaa myös edistää henkilöstön pyrki-
myksiä kohti yhteisiä tavotteita ja kannustaa sitä luopumaan Humblen ja Moleskyn mai-
nitsemasta ”seinän yli operaatiiviselle toiminnalle” [50] -toiminnnasta. Kuva 2.2 esittää
IT-organisaatiota DevOpsiin liittyvän kulttuurimuutoksen jälkeen.
Kuva 2.2. DevOps-henkinen organisaatio.
Humble ja Molesky esittävät, että tuotetiimien olisi lisäksi hyvä koostua henkilöistä, joi-
den osaaminen risteää [50]. Tämä voidaan nähdä yhtenä kulttuurimuutoksen edistäjänä,
sillä täten kehittävälläkin tiimillä on mahdollisesti tietämystä ohjelmistojen operoimises-
ta. Myös kehittävän ja operatiivisen tiimin väliset mahdolliset kommunikaatioesteet pitäi-
si poistaa ja sallia yhteistyö yhteisten päämäärien saavuttamiseksi.
Liittyen edellä mainittuihin osaamisalueiltaan risteäviin tiimeihin Balalaie et al. [18] esit-
tävät, että DevOps suosittelee projektin jäsenten vertikaalista tiimeihin jakoa horisontaa-
lisen jaon sijaan. Tällä tarkoitetaan sitä, että on suositeltavampaa luoda useampi pieni
tiimi, jolla on osaamista esimerkiksi sekä kehittämisestä että operoinnista, sen sijaan, että
koottaisiin erilliset tiimit kehitykseen ja operointiin. Tämä on nähty myös ”NoOps” eli
”No Operations” -bisnesmallina, jossa IT-järjestelmä on täysin automatisoitu ja itse itse-
ään hallinnoiva, ja jonka ongelmat korjataan välittömästi ilman, että ihmisen pitää puuttua
niihin [109].
92.3 Käytäntöjä
DevOpsiin liittyy erilaisia käytäntöjä ja prosesseja. Näitä ovat esimerkiksi jatkuva suun-
nittelu, jatkuva integraatio, jatkuva testaus, jatkuva toimitus, jatkuva käyttöönotto ja jatku-
va monitorointi [61][101] sekä infrastruktuuri ohjelmakoodina [61]. DevOpsiin liittyvien
käytäntöjen yhteydessä toistuvat sanat jatkuva ja automaattinen. DevOps-suuntautuneessa
työskentelyssä painotetaankin eri työvaiheiden automatisointia [95]. Jatkuvuutta DevOp-
sissa kuvastaa kuva 2.3.
Kuva 2.3. Jatkuvuus DevOps-henkisessä ohjelmistotoimituksessa [70].
Virmani [101] esittää, että erinäiset käytännöt yhdistämällä on mahdollista luoda ohjel-
mistokehityksen toimituksesta putki, joka on mahdollisimman automatisoitu. Tämä put-
ken ideana on, että tietyn ohjelmiston kaikki julkaisut kulkevat sen läpi. Toimitusputki
voidaan nähdä jatkuvana, sillä kehitysvaiheeseen palataan uudestaan jatkuvan integraa-
tion, jatkuvan toimituksen, jatkuvan testauksen, jatkuvan käyttöönoton, jatkuvan asiakas-
palautteen ja jatkuvan suunnittelun jälkeen. Seuraavissa alaluvuissa kuvataan DevOps-
käytäntöjä tarkemmin. On kuitenkin syytä huomauttaa, että DevOpsiin saattaa näkemyk-
sestä riippuen liittyä myös muita kuin seuraavaksi esitettäviä käytäntöjä.
2.3.1 Infrastruktuuri ohjelmakoodina
Ohjelmistoprojektin infrastruktuurinen suunnitelma määrittelee, millaisia resursseja ke-
hitettävä ohjelmisto tulee tarvitsemaan [15]. Näitä voivat olla esimerkiksi virtuaalitieto-
koneiden määrä [15] tai tietokantatyyppi ja -moottori. Infrastruktuurisen suunnitelman
perusteella luodaan yleensä monia asennus- ja konfiguraatioskriptejä, joilla alustetaan ja
yhdistetään käytettävät fyysiset tai virtuaaliset tietokoneet, asennetaan niihin tarvittavat
ohjelmistot, sekä alustetaan ja käynnistetään täydentävät palvelut kehitettävän ohjelmis-
ton suorittamiseksi kyseisessä suoritusympäristössä [15].
Kaiken muun paitsi kehitettävän ohjelmiston ohjelmakoodin katsotaan olevan infrastruk-
tuurista ohjelmakoodia [47]. Tällaisen ohjelmakoodin säilyttäminen ja saatavilla olo tar-
vittaville tahoille on välttämätöntä. Jos se ei ole hyvin dokumentoitua, voi infrastruktuurin
uudelleenpystyttäminen olla hankalaa [47]. DevOps rohkaiseekin käyttämään infrastruk-
tuuriselle ohjelmakoodille samanlaista merkintätapaa kuin itse sovelluksen ohjelmakoo-
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dille [15]. Kuten ohjelmakoodin suhteen on myös infrastruktuurisen lähdekoodin osalta
tärkeää valita tilanteeseen sopiva ohjelmointikieli tai -työkalu [47].
Jotta infrastruktuuria ei tarvitsisi yrittää luoda manuaalisesti esimerkiksi skriptien avus-
tuksella jokaiseen uuteen suoritusympäristöön kuten ohjelmistokehittäjän omalle tietoko-
neelle, esittää Hutterman [47], että siihen liittyvät vaiheet voidaan määrittää suoritettavina
spesifikaatioina virtualisointia avuksi käyttäen. Hän lisää, että tällaiset spesifikaatiot olisi
mahdollista tallentaa versionhallintaan, ja täten ne olisivat helposti saatavilla esimerkik-
si uudelle ohjelmistokehittäjälle. Hutterman jatkaa, että jos infrastruktuurin määrityksiä
muutettaisiin, jakaisi kehittävä tiimi samalla muutokset myös operatiiviselle tiimille, ja
tämä voisi ottaa ne käyttöön muissa suoritusympäristöissä. Jos muutokset aiheuttaisivat
ongelmia esimerkiksi tuotantoympäristössä, olisi aiemman, toimivan, määrityksen uudel-
leenkäyttöönotto helppoa versionhallinan ansiosta.
Infrastruktuuri on mahdollista esittää ohjelmakoodina esimerkiksi virtualisointityökalu
Vagrantin ja provisiointityökalu Puppetin konfigurointitiedostojen avulla. Vagrantilla voi-
daan luodan esimerkiksi ohjelmiston kehitys- ja testausympäristöt virtuaalitietokoneina,
ja Puppet:lla voidaan hallita näiden suoritusympäristöjä, esimerkiksi määrittää niiden si-
sältämät resurssit. [47]
Muita esimerkkejä infrastruktuurisesta ohjelmakoodista ovat muun muassa käyttöjärjes-
telmätason virtualisoinnin mahdollistaman Dockerin Dockerfile-tiedostot. Niiden avulla
on mahdollista esittää tiedostona käskyt, jotka suorittamalla Docker luo levykuvat [1].
Myös muiden käytäntöjen kuten jatkuvan integraation mahdollistamien työkalujen konfi-
gurointitiedostot ovat infrastruktuurista ohjelmakoodia. Esimerkkinä mainittakoon jatku-
van integraation työkaluun Jenkinsiin liittyvät Jenkinsfile-tiedostot, joilla on mahdollista
määrittää Jenkins Pipeline [83] eli operaatiot, jotka Jenkinsin on tarkoitus suorittaa aina
tietyn työn yhteydessä.
2.3.2 Jatkuva integraatio
Jatkuva integraatio viittaa Virmanin [101] mukaan ajatukseen integroida eli ottaa osaksi
vanhaa mahdollisimman usein. Hän avaa ajatusta kirjoittamalla, että uutta ohjelmakoodia
ei olisi syytä pitää omassa paikallisessa työympäristössä kovin pitkään vaan se kannattaa
jakaa tiimin kesken, ja sen toimivuutta aiemman ohjelmakoodin kanssa kannattaa varmis-
taa jatkuvasti. Integraation tiheys on tärkeää, jotta ohjelmistokehittäjät saisivat nopeasti
palautetta kehittämästään ohjelmakoodista [39]. Virmani suosittelee jatkuvaan integraa-
tioon koko tuotteen tasolla komponenttien lisäksi [101].
Jatkuva integraatio on nähty prosessina, joka koostuu pienemmistä osavaiheista. Näitä
vaiheita voivat olla esimerkiksi ohjelmakoodin kääntäminen, yksikkö- ja hyväksyntätes-
tien suorittaminen, testien ohjelmakoodin kattavuuden selvittäminen, ohjelmakoodistan-
dardien ja -tyyliohjeiden noudattaminen sekä sovelluksen käyttöönottopakettien luomi-
nen. Tyypillisesti nämä vaiheet on automatisoitu jollakin tavalla. [39]
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Jatkuvan integraation aikana esintyneet ongelmat ovat tärkeitä, ja niihin voi liittyä esimer-
kiksi hyvin visuaalisia artefakteja. Näiden tarkoitus on varmistaa, että ilmenneiden ongel-
mien ratkaiseminen priorisoidaan korkealle ja osoitetaan taholle, jonka katsotaan olevan
siitä vastuussa. [39]
Ståhl ja Bosch tiivistävät jatkuvasta integraatiosta vuonna 2014 tekemässään systemaatti-
sessa kirjallisuuskatsauksessaan monien lähteiden perusteella, että jatkuvan integraation
prosessin käynnistävät muutokset ohjelmiston lähdekoodissa [97]. He kuitenkin huomaut-
tavat, että jatkuvan integraation voi asettaa käynnistymään myös muilla tavoilla. Prosessi
voidaan aloittaa esimerkiksi tiettynä kellonaikana [48], sekä ohjelmakoodin muutosten
myötä että tiettyyn kellonaikaan [29], tai useamman toiminnon sarjana [97], jolloin en-
simmäistä vaihetta seuraa toinen ja niin edelleen.
Jatkuvalla integraatiolla on etuja. Näitä ovat esimerkiksi korkeampi ohjelmiston julkaisu-
tiheys ja ennakoitavuus, ohjelmistokehittäjien tuottavuuden parantuminen sekä parantu-
nut kommunikaatio. DevOps luo pohjaa jatkuvalle integraatiolle, sillä se vaatii kehityksen
ja operaatioiden välistä yhteistyötä. [39]
Jatkuvan integraation toteuttamiseen on olemassa monia vaihtoehtoja. Esimerkiksi aiem-
min mainittua Jenkinsia voi käyttää jatkuvaan integraatioon [62], mutta muitakin vaih-
toehtoja on: GitLabin osana oleva GitLab CI/CD [44], Travis CI, joka integroituu Git-
Hub-versionhallintasivuston kanssa, sekä JetBrainsin TeamCity.
2.3.3 Jatkuva testaus
Jatkuvan testauksen yksi mahdollistajista on jatkuva integraatio. Zimmerer huomauttaa,
että se on jatkuvan testauksen esiehto [110]. Kuten alaluvussa 2.3.2 esitetään, saattaa jat-
kuvan integraation yksi osavaihe olla esimerkiksi yksikkötestien suorittaminen. Tällöin
jatkuvasti integroitaessa myös testataan jatkuvasti. Testatakseen jatkuvasti pitää testien
olla täysin automatisoituja [101]. Virmani jatkaa, että ohjelmaa pitäisi olla mahdollista
testata joka kerta ilman käyttäjän interaktiota samalla, kun ohjelmistosta luodaan auto-
maattisesti ajettava versio [101].
Jatkuvan testauksen pyrkimys on integroida testaaminen mahdollisimman lähelle ohjel-
mistokehitysprosessia [39]. Sen ideana on, että ohjelmistoa testattaisiin koko sen elinkaa-
ren ajan alusta loppuun asti, ja että arvittaessa testejä voidaan myös soveltaa ja suorittaa
vain tarpeellinen osa niistä [110].
Jatkuva testaus tuo ohjelmiston käyttöönottokanavaan mukaan automatisoidut testit ohjel-
miston toiminnallisuudelle, eheydelle, konsistenssille, suorituskyvylle ja turvallisuudelle
sekä myös sen ei-toiminnallisille osille. Testata voidaan myös esimerkiksi infrastruktuu-
rista ohjelmakoodia ja itse ohjelmiston toimitusputkea. Lisäksi testausta on mahdollista
suorittaa useammassa ympäristössä, esimerkiksi tuotantoympäristössä. [110]
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Jatkuvan testauksen etuna on esimerkiksi parantunut reagointi virheisiin. Koska ongel-
maan liittyvä konteksti on mahdollisesti paremmin ohjelmistokehittäjän muistissa, saattaa
itse ongelman ratkaiseminen olla nopeampaa, ja myös testien epäonnistumisen juurisyy
on mahdollista selvittää ja poistaa [39]. Koska testit ovat automatisoituja [110], ei niitä
tarvitse ajaa manuaalisesti, ja täten säästyy aikaa itse ohjelmistokehitykselle.
Ohjelmistokieliin ja -kehyksiin liittyy runsaasti työkaluja, joilla niillä tehtyjä ohjelmistoja
voi testata automatisoidusti ja täten jatkuvasti. Vastaavasti yleistä hyväksyntätestausta voi
tehdä esimerkiksi Robot Frameworkilla [92] ja web-sovellusten testausta selaimessa esi-
merkiksi Seleniumilla [93]. Ohjelmakoodin staattiseen analyysiin voi käyttää esimerkiksi
SonarQubea [79].
2.3.4 Jatkuva toimitus
Jatkuva toimitus tarkoittaa toimivien ohjelmistoversioiden toimittamista tiettyyn suori-
tusympäristöön, mutta ei välttämättä niiden välitöntä käyttäjien käytettäväksi tarjoamais-
ta [40]. Tälle analogiana voidaan ajatella esimerkiksi työpöytä- ja mobiilisovellusten toi-
mittaminen: uusia versioita niistä voidaan toimittaa automaattisesti esimerkiksi sovellus-
kauppaan tai sovelluksen valmistaneen tai sitä jakavan tahon web-sivustolle, mutta niitä
ei automaattisesti asenneta tai päivitetä käyttäjän päätelaitteille.
Jatkuva toimitus onkin aiemman perusteella koettu myös kyvykkyytenä tehdä ohjelmis-
ton käyttöönotto silloin, kun halutaan. Tämä saattaa tarkoittaa sitä, että jokainen lisäys
ohjelmiston lähdekoodin versionhallintaan siirretään myös suoraan tuotantoympäristöön
käyttöön. Käyttöönottojen tiheys ei ole oleellista vaan kyky niiden tekemiseen. [76]
Jatkuvan toimituksen etuna on esimerkiksi pienempi määrä ongelmia tuotantoympäris-
tössä: kun muutosten sarja on pienempi, on mahdollisia ongelmia vähemmän, ja niiden
selvittäminen helpompaa. Jatkuva toimitus pitää myös palautesyklin lyhyenä ja mahdol-
listaa suunnittelun tahdin ylläpitämisen ohjelmiston kehityksessä. [76]
Neelyn ja Stoltin [76] mukaan jatkuva toimitus on kiinnostava konsepti myös liiketoimin-
nan näkökulmasta. He perustelevat tätä sillä, että verrattuna ajanjaksojen mukaan rajattui-
hin julkaisuihin, esimerkiksi kahden kuukauden välein, julkaisujen määräajoista myöhäs-
tyminen ei haittaa, koska seuraavaa julkaisua ei tarvitse odottaa seuraavaan määräaikaan
asti. Tämä on positiivista asiakastyytyväisyyden kannalta, sillä esimerkiksi täyttämättä
jääneet lupaukset on mahdollista paikata huomattavasti nopeammin.
Toimituksen tekninen kompleksisuus ei myöskään ehdi kasvaa pienemmissä julkaisuis-
sa isojen julkaisujen tasolle. Liiallinen kompleksisuus aiheuttaa esimerkiksi aikaa vieviä
ohjelmakoodin yhdistämisprosesseja sekä datan migraatioita, jotka ovat myös virheherk-
kiä vaiheita. Jatkuva toimitus saattaa myös vähentää työntekijödien stressiä, sillä tietyin
väliajoin julkaistaessa siihen pitää valmistautua hyvin, ja se saattaa myös vaatia kaikkien
osanottoa. [76]
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Jatkuvaa toimitusta voi tehdä esimerkiksi Jenkinsilla [62], joka mainittiin jo jatkuvan in-
tegraation yhteydessä alaluvussa 2.3.2. Myös esimerkiksi GitLab CI/CD soveltuu siihen
[45].
2.3.5 Jatkuva käyttöönotto
Jatkuvan käyttöönoton esiehto on jatkuva toimitus ja sen ideana on, että ohjelmisto on
jatkuvasti valmiina julkaistavaksi, ja että uudet julkaisut myös viedään automaattisesti to-
dellisten käyttäjien kättöön [40]. Jatkuva käyttöönotto tähtää ohjelmiston käyttöönottoon
välittömästi, kun uutta ohjelmistokoodia on kehitetty [21].
Jatkuvan käyttöönoton etuja ovat esimerkiksi uudet liiketoiminnalliset mahdollisuudet,
julkaisujen riskien vähentyminen sekä tarpeettoman ohjelmakoodin kehittämiseltä vältty-
minen [21]. Koska ohjelmisto tulee jatkuvasti myös käyttäjien käyttöön verrattuna jat-
kuvaan toimitukseen, jonka kuvattiin luvussa 2.3.4 koskevan vain ohjelmiston vientiä
tiettyyn käyttöympäristöön, on palautesykli vieläkin lyhyempi. Tämä mahdollistaa jat-
kuvan käyttöönoton etuna mainitun tarpeettomien ominaisuuksien kehittämisen vähene-
misen [21].
Jatkuva käyttöönotto tekee käyttöönotosta myös yhdenmukaisen, tasaisen, prosessin [101].
Täten tuntemattomien muuttujien määrä käyttöönottoa kohden on minimoitu, ja prosessi
on ennakoitavissa. Käyttöönottoprosessi on täysin jäljitettävissä taaksepäin ohjelmiston
lähdekoodiin ja vaatimuksiin [50].
Jatkuvan käyttöönoton seurauksena ohjelmistokehittäjä on vastuussa myös käyttöönotois-
ta. Täten laadunvalvontatiimi ei enää tarkista ohjelmakoodin laatua vaan se on samaisten
ohjelmistokehittäjien vastuulla. Tämä vastaavasti aiheuttaa stressiä ohjelmistokehittäjille,
jolloin kehittäjien ja managerien kommunikaation parantaminen on tärkeää. [21]
Jatkuvassa käyttöönotossa voi olla myös riskejä. Automaattisiin testeihin luottaminen
saattaa aiheuttaa ohjelmointivirheiden esiintymistä käyttäjien käytössä, jos testien laatu ei
ole käyttäjille julkaistavan ohjelmiston tasolla. Tätä riskiä voi vähentää mahdollistamalla
esimerkiksi takaisinkierron eli paluun edelliseen toimivaan versioon. Jatkuvan käyttöön-
oton toteuttaminen saattaa myös olla aikaa vievää ja monimutkaista. [21]
Jatkuvaan käyttöönottoon soveltuvat esimerkiksi aiemmin mainittu GitLab CI/CD [45].
Myös Travis CI:ta voidaan käyttää siihen. [99].
2.3.6 Jatkuva monitorointi
Jatkuva monitorointi perustuu tarpeeseen ennakoida ohjelmiston ajonaikaista käyttäyty-
mistä ja tämän pysymistä sallitulla rajatulla alueella sekä varmistaa luotettavuusominai-
suuksien, esimerkiksi SLA:n [49] (Service Level Agreement, sopimus palvelutasosta), to-
teutuminen ja käyttäjäodotusten täyttyminen [21]. Jatkuvan monitoroinnin voidaan ajatel-
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la olevan myös sitä, että ohjelmiston toiminnallisuutta seurataan koko sen elinkaaren ai-
kana. Testaaminen aikaisin ja tuotantoympäristöä vastaavissa suoritusympäristöissä mah-
dollistaa tämän [101].
Jatkuvaa monitorointia on mahdollista suorittaa järjestelmän kaikilla tasoilla, esimerkiksi
fyysisen laitteiston, käyttöjärjestelmän, väliohjelmistojen sekä itse ohjelmiston tilan osal-
ta. [49] Jälkimmäisestä esimerkkinä on tässä alaluvussa aiemmin mainittu ohjelmiston
ajonaikaisen käyttäytymisen seuraaminen.
Jatkuvalla monitoroinnilla on etuja. Se mahdollistaa esimerkiksi palvelunlaadun ongel-
mien kuten suoritushyvyn heikkenemisen aikaisen havaitsemisen. Sen avulla on myös
mahdollista kerätä tietoa ohjelmiston käytöstä. [49]
Jatkuvaa monitorointia voi suorittaa kokonaisvaltaisesti esimerkiksi Zabbix:n avulla. Se
soveltuu muun muassa verkkoyhteyksien, palvelimien, tallennusvälineiden, tietokantojen
ja sovellusten monitorointiin [108]. Vastaavasti sovellusten virheiden esiintymistä voi mo-
nitoroida Sentrylla [94]. Sovellusten lokeja voi monitoroida esimerkiksi Elastic Stackilla:
lokit kerätään Logstash:lla, ne tallennetaan Elasticsearchiin, ja ne visualisoidaan Kiba-
nalla [32].
2.3.7 Jatkuva suunnittelu
Ohjelmistotuotannon liiketoiminnallisten suunnitelmien on oltava ketteriä, koska markki-
noiden olosuhteet saattavat vaihtua nopeastikin. DevOps mahdollistaa nopean reagoinnin
muutoksiin priorisoidun ominaisuusluettelon, jatkuvan asiakaspalautteen, ja kyvyn vaih-
taa ominaisuusluettelon prioriteetteja, avulla. DevOps-henkisessä suunnitteluprosessissa
suunnittellaan pieni osa, suoritetaan se, kerätään palautetta ja reagoidaan siihen. Tämä
sykli voi toistua useamman kerran. [101]
Fitzgerald ja Stol määrittelevät jatkuvan suunnittelun holistisena pyrkimyksenä, jossa on
mukana useampia sidosryhmän jäseniä liiketoiminnasta ja ohjelmistokehityksestä, ja jos-
sa suunnitelmat kehittyvät markkinatilanteen mukaan ollen täten dynaamisia ja avoimia
[39]. Täten jatkuvassa suunnittelussa suunnittelu ja toteuttaminen ovat tiukemmin toisiin-
sa integroituneina [39]. Fitzgerald ja Stol esittävätkin ilmiön ”BizDev”, joka on laajennus
DevOpsiin, pyrkimyksenään lähentää liiketoiminnallista strategiaa ja ohjelmistokehitystä
[39]. Kuva 2.4 visualisoi, miten erilaiset DevOps-käytännöt suhteutuvat toisiinsa.
Jatkuvaa suunnittelua tukevat monet erilaiset työkalut. Esimerkiksi pikaviestimillä voi-
daan kommunikoida nopeasti ja vaivattomasti. Vastaavasti Trello-pilvipalvelulla on mah-
dollista hallita Kanban-menetelmää noudattavaa projektia [64]. Kanban painottaa työn-
kulun visualisointia, työn alla olevien tehtävien määrän rajoittamista sekä syklien keston
mittaamista eli sen mittaamista, kuinka kauan yhden tehtävän suorittaminen keskimäärin
kestää [69].
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Kuva 2.4. DevOps-käytännöt toisiinsa suhteutettuina. Idea perustuu osittain [101].
2.4 Hyötyjä
Kuten alaluvussa 2.2 esitetään IT-organisaatioissa kehittävän ja operatiivisen henkilöstön
on nähty sijaitsevan eri yksiköissä, mistä johtuen näiden ammattilaisten välillä saattaa
vaikuttaa erilainen kulttuuri, mikä vastaavasti saattaa vaikuttaa negatiivisesti kehittävän ja
operatiivisen tiimin väliseen kanssakäymiseen. Koska DevOpsin on esimerkiksi ajateltu
kaventavan kuilua kehityksen ja operaatioiden välillä [61], voidaan sen yhtenä hyötynä
väittää olevan kuilun aiheuttavien ongelmien poistuminen tai ainakin vähentyminen.
DevOpsin etuina ovat myös alaluvussa 2.3 esitettyjen käytäntöjen hyödyt. Esimerkiksi
Riungu-Kalliosaari et al. listaavat näitä vuonna 2016 julkaistussa tutkimuksessaan. Dev-
Opsin etuna he mainitsevat isomman määrän toteutettuja ominaisuuksia ja tiheämmät jul-
kaisut: automatisoitujen käännös-, testaus- ja käyttöönottoprosessien ansiosta aikaa jää
enemmän ohjelmiston uusien ominaisuuksien tekemiseen, ja niitä kyetään siirtämään no-
peammin ohjelmiston tuotantoympäristöön asiakkaan käyttöön [91].
Julkaisuketjun automatisointi parantaa myös laadunvalvontaa, sillä se helpottaa ohjelmis-
ton toiminnan varmistamista ennen sen siirtämistä tuotantoympäristöön [91]. Ongelmia
ja vääriä hälytyksiä ilmenee vähemmän. Erich et. al kertovat yhden yrityksen havainneen
myös ohjelmiston laadun parantuneen DevOpsin käyttöönoton myötä [34].
Automatisoinnin ansiosta on lisäksi mahdollista tehdä paljon kooltaan pieniä julkaisu-
ja, jolloin DevOpsin hyödyntäminen saattaa näyttäytyä positiivisesti myös asiakkaalle:
pienemmissä julkaisuissa uudet ominaisuudet ovat mahdollisesti helpommin havaittavis-
sa kuin isommissa. Koska julkaisuja tehdään tiheämmin, myös palautetta saadaan ohjel-
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miston loppukäyttäjiltä useammin. Tällöin loppukäyttäjät testaavat sovellusta, jolloin sitä
voidaan palautteen perusteella kehittää heidän tarpeitansa ja toiveitansa paremmin tyy-
dyttävään suuntaan. [91]
DevOps myös pakottaa kehittävän ja operoivan tiimin keskustelemaan keskenään enem-
män, jolloin molemmat osapuolet myös jakavat enemmän osaamistaan ja tietämystään
toisilleen. Myös työntekijöiden hyvinvointi saattaa parantua, sillä stressaavia, paljon li-
sättyjä ominaisuuksia sisältäviä, julkaisuja ei ole, vaan ohjelmisto kehittyy ja rakentuu
pienemmissä osissa myös julkaisujen näkökulmasta. [91]
Erich et. al raportoivat myös ongelmanratkaisukykyjen parantuneen eräässä yrityksessä
ja ohjelmistojen suoritusympäristöjen pystyttämiseen käytetyn ajan vähentyneen toises-
sa. Yksi yritys havaitsi testaamisen parantuneen, ja toinen koki DevOpsin tukevan esimer-
kiksi jatkuvan integraation ja toimituksen käyttöönottoa. [34]
On kuitenkin huomioitava, että Erich et al. [34] ja Riungu-Kalliosaari et al. [91] havainnot
perustuvat haastatteluihin, jolloin edellä esitetyt hyödyt eivät välttämättä ole yleistettävis-
sä. Kyseiset tutkijat mainitsevat tämän näkökulman myös itse arvioidessaan tutkimustensa
ulkoista kelpoisuutta. Riungu-Kalliosaari et al. kuitenkin huomauttavat, että jokin muukin
DevOpsin käyttöönottava organisaatio saattaa havaita heidän havaitsemiaan hyötyjä [91].
2.5 Ongelmia ja esteitä
DevOpsiin on myös havaittu liittyvän ongelmia. Varsinkin sen käyttöönotossa saattaa
esiintyä esteitä. DevOpsin monitulkintainen määritelmä saattaa jättää auki, mitä sitä käyt-
töönottaessa on todellisuudessa tarkoitus tehdä ja saavuttaa. Adoption päämäärät saatta-
vat täten jäädä epäselviksi [95]. DevOps määritelmänä sekä siihen liittyvät käytännöt ja
työkalut myös muuttuvat ja kehittyvät koko ajan [91]. Organisaation rakennekin saattaa
asettaa esteitä DevOpsin hyödyntämiselle [95] kuten myös siihen syvälle painautuneet
käytännöt [91]. Kuten hyötyjen suhteen myös ongelmien ja esteiden osalta on huomioita-
va, että Riungu-Kalliosaari et al. [91] ja Smeds et al. [95] havainnot perustuvat haastatte-
luihin.
Alaluvussa 2.3 esitettyjen DevOps-käytäntöjen riskit saattavat myös asettua esteiksi Dev-
Opsin hyödyntämiselle. Esimerkiksi jatkuvaan käyttöönottoon saattaa liittyä pelko sii-
tä, että automaattisiin testeihin luottaminen aiheuttaisi ohjelmointivirheiden esiintymisen
kasvua todellisessa käyttöympäristössä [21]. Jatkuva käyttöönotto saattaa myös olla ai-
kaavievää ja monimutkaista [21], mikä vastaavasti saattaa tarkoittaa rahan kulumista ja
keskittymisen siirtymistä pois tuottavasta työstä.
Smeds et al. listaavat vuoden 2015 kirjallisuuskatsauksensa yhteydessä tehtyjen haastat-
telujen perusteella havaittuja DevOpsin kulttuurillisia ja teknisiä esteitä. Kulttuurillisia
esteitä ovat työntekijöiden geograafinen jakautuminen, kyllästyminen muotisanaan sekä
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pelko, että DevOps aiheuttaa lisää työtä kehittävälle tiimille. Työntekijöiden työskennel-
lessä kaukana toisistaan ympäri maailmaa on esimerkiksi keskustelu kasvostusten hanka-
laa. Myös se, että DevOps vaatii osaamista sekä kehittävän että operatiivisen alueen osal-
ta, nähdään esteenä. Tämä siksi, että näiden kahden alueen nähdään eroavan toisistaan
niin paljon, ettei työntekijä välttämättä kykene tekemään molempia tehtäviä tehokkaasti.
[95]
Kehittäjät eivät välttämättä myöskään ole kiinnostuneista operatiivisesta toiminnasta ja
päinvastoin. [95]. Kommunikaatio saattaa olla puutteellista ja keskittyminen suuntautu-
nut eri asioihin [91]. Riungu-Kalliosaari et al. huomauttavatkin, ettei kulttuurimuutos-
ta voi pakottaa, vaan organisaation jäsenten on oltava myötämielisiä muutokseen, esi-
merkiksi oman roolin ja työnkuvan muuttumiseen [91]. Organisaation operatiivinen tiimi
myös tietää muutosten mahdollistavan ongelmatilanteet ja saattaa täten pyrkiä minimali-
soimaan niiden tekemisen tuotantoympäristöön [24] eli esimerkiksi rajoittamaan uusien
ominaisuuksien käyttöönottoa.
Teknisiin esteisiin lukeutuvat esimerkiksi ohjelmiston massiivinen arkkitehtuuri. Tällai-
nen arkkitehtuuri vaikuttaa siihen, miten järjestelmää kehitetään ja testataan, ja miten se
on mahdollista ottaa käyttöön. Myös erilaisten ohjelmistojen suoritusympäristöjen erot
saattavat muodostua esteeksi: kehitys-, testaus- ja tuotantoympäristöt eivät välttämättä
vastaa tuotantoympäristöä. Jos tuotantoympäristöä ei voida simuloida muissa ympäris-
töissä, on riskinä, ettei ohjelmiston toimintaa pystytä kunnolla varmistamaan ennen kuin
se otetaan käyttöön. [95]
Toisaalta tuotantoympäristö voi olla esimerkiksi tietokannan osalta niin monimutkainen,
että sen kahdentaminen kehitys- tai testiympäristössä olisi huomattavan haastavaa [91].
Myös tuotantoympäristöjen moninaisuus voi aiheuttaa vaikeuksia DevOpsin adoptiossa
ja kehitysprosessin eri vaiheiden yleistäminen ja automatisointi saattaa olla vaikeaa täl-
laisessa tilanteessa esimerkiksi erilaisten pääsyoikeuksien takia [95].
Tuotantoympäristön pääsyoikeuksien rajoituksia voivat asettaa myös lait ja tehdyt sopi-
mukset [91]. Säännöksetkin saattavat esimerkiksi lääketieteellisissä ohjelmistoissa Lauk-
karinen et al. [72] mukaan estää DevOps-käytäntöjen hyödyntämisen. He kirjoittavat ole-
van mahdollista, että kaikilta ohjelmistossa käytetyiltä ohjelmointikieliltä ja -kirjastoilta
vaaditaan säännösten noudattamista, mikä rajoittaa mahdollisten käytettävien työkalujen
valikoimaa.
Laukkarinen et al. huomauttavat myös, että heidän tietääkseen sellaista työkaluketjua ei
ole, joka pystyisi kaikissa ohjelmistokehityksen vaiheissa automaattisesti pitämään kirjaa
tietyn vaatimuksen etenemisestä. Säännösten alaisessa ohjelmistokehityksessä tällaisen
jäljittämisen pitää kuitenkin olla mahdollista, mikä tarkottaisi DevOps-työkaluja käytett-
täessä manuaalista asiayhteyksien tekemistä, mikä on vastaavasti pois tuottavasta kehittä-
misestä. [72]
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Debois kommentoi, että projektien nopea siirtyminen kehityksestä eteenpäin saattaa ai-
heuttaa niiden kertymistä operatiivisen tiimin hallintaan [24]. Täten osa projekteista saat-
taa viivästyä enemmän kuin toiset. Tämä saattaa aiheuttaa eripuraa eri projektien välillä.
Debois huomauttaakin, että kyseisen ilmiön mahdollisuus pitäisi selvittää eri projekteil-
le, ja että näiden managerien pitäisi sopia yhteisesti projektien prioriteeteista operatiivi-
sen toiminnan osalta [24]. Deboisin kommentit ovat ajalta ennen DevOpsin syntyä, mutta
saattavat olla edelleen käypiä, jos esimerkiksi operatiivisen tiimin resurssit ovat liian al-
haisen hallinnoitaviin projekteihin nähden.
19
3. TUTKIMUSMENETELMÄ
Kuten luvussa 1 esitetään, on tämän diplomityön tutkimustavoitteena selvittää, miten
DevOpsiin liittyviä käytäntöjä hyödynnetään Tampereen teknillisen yliopiston Tieto- ja
sähkötekniikan tiedekunnan Tietotekniikan laboratorion opetusjärjestelmien kehittämi-
sessä ja ylläpidossa, ja miten niiden hyödyntämistä voisi näissä kehittää.
Edellä esitettyyn tutkimuskysymykseen ei ole numeraalista vastausta. Vastaus ei esimer-
kiksi voi olla prosentuaalinen luku. Määrällisessä tutkimuksessa on välttämätöntä hyö-
dyntää standardoituja mittajärjestelmiä [81, s. 14], jollainen on esimerkiksi aika ja sen
yksi yksikkö sekunti. Jos tässä tutkimuksessa mitattaisiin esimerkiksi mahdollisten ole-
massa olevien DevOps-toimitusputkien kestoaikoja tai sitä, kuinka kauan kehitysympä-
ristöjen valmistelu kestää, olisi kyse määrällisestä tutkimuksesta.
Työn tutkimuskysymykseen vastaamiseksi on tutkittava laadullista tietoa. Tällaista tietoa
ovat haastattelut, tarkkailu ja dokumentit, ja sitä hankitaan yleensä kenttätyön avulla [81,
s. 4]. Tieto käytettävissä olevista työkaluista ja ohjelmistojen suroitusympäristöistä hank-
tiaan sähköpostihaastattelujen ja -kyselyjen avulla. Näillä saatava data lukeutuu haastat-
teluihin ja dokumentteihin [81, s. 4]. Alaluku 3.1 kertoo enemmän, miten edellä esitettyä
tietoa on tarkoitus kerätä.
Tutkimusdatan kerääminen opetusjärjestelmien kehityksen ja ylläpidon osalta suoritetaan
laadullisena tapaustutkimuksena. Tapaustutkimuksella viitataan tutkimukseen, jossa sel-
vitetään nykyhetken ilmiötä syvällisesti todellisen maailman kontekstissa [107, s. 237].
DevOpsin voidaan ajatella olevan tällainen ilmiö, ja opetusjärjestelmien kehityksen se-
kä ylläpidon todellisen maailman konteksti. Täten laadullinen tapaustutkimus soveltuu
tämän työn tutkimuskysymykseen vastaamiseen. Tapaustutkimukseen liittyvät tapaukset
voivat olla konkreettisia tai abstrakteja [107, s. 237]. Tämän työn tapaustutkimuksen ta-
paukset ovat opetusjärjestelmiä ja ne ovat konkreettisia.
Tapaustutkimus voi tähdätä esimeriksi teorian luomiseen, olemassa olevan teorian testaa-
miseen tai sen laajentamiseen [67]. Tämän työn tapaustutkimuksen voidaan näkökulmasta
riippuen ajatella olevan sekä olemassa olevan teorian testaamista että sen laajentamista.
DevOpsiin liittyy luvussa 2 esitettyä teoriaa, joten sen toteutumisen selvittäminen ope-
tusjärjestelmien kehityksessä ja ylläpidossa on tämän teorian testaamista. Toisaalta kuten
luvuissa 1 ja 3.3 esitetään, ei DevOpsin hyödyntämisestä tässä kontekstissa ole olemas-
sa tutkimusta, joten tämän työn tutkimus on tietyllä tavalla myös teorian laajentamista.
Molemmat edellä esitetyt näkökulmat ovat mahdollisia, sillä tapaustutkimuksen eri lä-
hestymistavat eivät ole toisiaan poissulkevia [67].
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Seuraavissa alaluvuissa kuvataan, miten edellä esitetyt laadullinen tutkimus ja laadulli-
nen tapaustutkimus aiotaan toteuttaa. 3.1 esittää, miten käytettävissä olevat työkalut ja
suoritusympäristöt on tarkoitus kartoittaa, ja 3.2 kertoo, miten DevOps-käytäntöjen hyö-
dyntämistä opetusjärjestelmissä on tavoite selvittää. 3.3 esittää luvun lopuksi aiheeseen
liittyvää aiempaa tutkimusta.
3.1 Käytettävissä olevien työkalujen ja suoritusympäristöjen kar-
toitus
DevOps-käytäntöjen hyödyntämiseen on olemassa monia työkaluja, mistä osviittaa tarjo-
aa XebiaLabs-yrityksen DevOps-työkalujen jaksollisen järjestelmän taulukko [82]. Osa
työkaluista on ilmasia ja vapaasti käytettävissä, osa ei. Koska Tampereen teknillisellä yli-
opistolla ja Tietotekniikan laboratoriolla saattaa jo olla joitakin työkaluja käytössä, on
ensin syytä selvittää, mitä ne ovat. Tämä siksi, että käytettävissä olevia työkaluja on jo
saatettu käyttää tai ainakin kokeilla, jolloin kynnys niiden käyttämiselle saattaa olla ma-
talampi.
Samalla on myös hyödyllistä kartoittaa ohjelmistojen mahdolliset suoritusympäristöt ja
niiden tekniset ominaisuudet. Tämä siksi, että täten voidaan selvittää, onko esimerkik-
si ohjelmiston kehittäjän mahdollista saada pääsyoikeus suoritusympäristöön, jotta hän
voi monitoroida ohjelmistoa sen suoritusaikana ja esimerkiksi päivittää sen uusimpaan
versioon. Mahdollisten suoritusympäristöjen tekniset tiedot voivat myös tulevaisuudes-
sa auttaa ohjelmistokehitystä opetusjärjestelmissä, sillä täten ohjelmiston infrastruktuuri
on mahdollisesti jo aiemmin kahdennettavissa. Koska DevOps syntyi verkkoperustaisten
järjestelmien toimittamisen nopeuttamiseen [19], keskitytään työssä vain web-sovellusten
suoritusympäristöihin.
Saatavilla olevat työkalut ja suoritusympäristöt on tarkoitus selvittää kysymällä asiaa säh-
köpostilla Tampereen teknillisen yliopiston IT-helpdeskiltä ja Tietotekniikan laboratorion
IT-yhteyshenkilöltä. Saatavilla olevia työkaluja ja suoritusympäristöjä etsitään myös Tam-
pereen teknillisen yliopiston intrasivustolta Tutkasta. Edellä esitetty tieto lukeutuu haas-
tatteluihin ja dokumentteihin ja on täten laadullista tietoa.
Sähköpostikyselyiden osalta työkaluihin liittyvä kysymys muotoillaan siten, että se ky-
syy, mitä ohjelmistokehityksen apuvälineitä on saatavilla käyttöön, ja annetaan myös esi-
merkki yhdestä sellaisesta. Jos vastaanottaja ei tunnista, mistä on kyse, avataan asiaa tälle
enemmän. Suoritusympäristöjen osalta kysytään, millaisia ympäristöjä on saatavilla tek-
nisiltä ominaisuuksiiltaan, ja millaiset pääsyoikeudet ohjelmiston kehittäjän on mahdol-
lista saada ympäristöihin.
Ensimmäisessä sähköpostiviestissä vastaanottajaa pyydetään raportoimaan toinen henki-
lö, jos hänellä itsellään ei ole tietämystä saatavilla olevista työkaluista tai suoritusympä-
ristöistä. Tätä menetelmää noudatetaan niin kauan kunnes joko työkaluista ja suoritusym-
päristöistä saadaan tietoa tai sähköpostiviestin vastaanottaja ei tiedä, kuka tietäisi niistä
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enemmän. Jos tässä alaluvussa esitetyllä menetelmällä ei saada selvitettyä saatavilla ole-
via työkaluja ja ohjelmistojen suoritusympäristöjä, selviävät käytetyt ja täten siltä osin
saatavilla olevat työkalut ja suoritusympäristöt tutkimuksen myöhemmässä vaiheessa.
3.2 Laadullinen tapaustutkimus opetusjärjestelmiin
Opetusjärjestelmien osalta suoritetaan laadullinen tapaustutkimus. Siinä keskitytään sel-
laisiin järjestelmiin, jotka ovat käytössä Tampereen teknillisen yliopiston Tietotekniikan
laboratorion opetuksessa, ja joiden kehitykseen laboratorion henkilökunta on osallistu-
nut. DevOps syntyi web-järjestelmien toimitusten ripeyttämiseen [19], joten tässä työssä
keskitytään vain web-perusteisiin järjestelmiin.
Opetusjärjestelmien ohjelmistokehitys- ja ylläpitovaiheissa hyödynnetyt DevOps-käytän-
nöt ja -työkalut on tarkoitus kartoittaa omatoimisen tutustumisen ja kyselyn avulla. Li-
säksi näiden avulla tehtyjä havaintoja on tarkoitus vertailla. Seuraavissa alaluvuissa näitä
tapaustutkimuksen eri vaiheita kuvataan tarkemmin.
3.2.1 Omatoiminen tutustuminen
Omatoimisessa tutustumisessa työn tekijän tarkoitus on tutustua opetusjärjestelmiin liit-
tyvään ohjelmakoodiin itse. Tämä voidaan tehdä tutkimalla näihin liittyviä versionhallin-
taprojekteja. Tapaustutkimuksen tapaukset eli tutkittavat projektit ja järjestelmät voidaan
hankkia kyselemällä näihin tutustumisen mahdollisuutta laboratorion työntekijöiltä esi-
merkiksi laboratorion käytävillä, Slack-pikaviestimessä ja lähettämällä sähköpostia labo-
ratorion sähköpostilistalle.
Omatoimisessa tutustumisessa työn tekijä voi versionhallintaprojektien sisältöä tutkimal-
la selvittää, mitä DevOps-käytäntöjä ja -työkaluja järjestelmissä on käytetty etsimällä näi-
hin liittyviä tiedostoja kuten jatkuvan integraation konfigurointeja, esimerkiksi Jenkinsiin
liittyviä Jenkinsfileja. Nämä ovat dokumentteja eli laadullista tietoa. Työn tekijä yrittää
myös pystyttää ohjelmiston suoritusympäristön omalle tietokoneelleen, millä on mahdol-
lista selvittää, kuinka hyvin kyseisten järjestelmien infrastruktuuri on dokumentoitu ja
määritelty ohjelmakoodiksi, ja kuinka helposti se on kahdennettavissa. Myös tämä tieto
on laadullista, tarkemmin tarkkailua ja havaintoja.
3.2.2 Kysely
Tutkimuksen kyselyosassa työn tekijän tavoitteena on selvittää, mitä DevOps-käytäntöjä
ja -työkaluja laboratorion opetusjärjestelmien kehittämisessä ja ylläpitämisessä on hyö-
dynnetty. Kysely suoritetaan verkkokyselynä Webropol-palvelussa. Ensin työn tekijä luo
kyselyn. Jotta kysely noudattaisi GDRP-asetusta (EU:n eli Euroopan unionin yleinen
tietosuoja-asetus), kysytään kyselyn vastaanottajilta etukäteen, sallivatko he kyselylinkin
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lähettämisen heille. Webropol noudattaa GDRP-asetusta, sillä kaikki tieto on tallennettu-
na EU-alueella eikä sitä luovuteta sen ulkopuolelle tai käsitellä sen ulkopuolella [98].
Kysely suoritetaan oletuksena nimettömänä. Vastaajalle tarjotaan kuitenkin mahdollisuus
kertoa nimensä ja sähköpostiosoiteeseensa, jos hän on halukas vastaamaan työn tekijän
mahdollisiin lisäkysymyksiin. Vastaajalle annetaan myös mahdollisuus keskusteluhetken
toivomiseen, jolloin nimi ja sähköpostiosoite on täytettävä, ja jolloin työn tekijä ottaa vas-
taajaan yhteyttä sähköpostilla sopiakseen keskustelun ajankohdan. Vaikka vastaaja ker-
toisi kyselyyn vastatessaan nimensä ja sähköpostiosoitteensa, käsitellään vastauksia tässä
työssä täysin anonyymisti.
Kyselyssä käytetään valinta-, monivalinta- ja matriisikysymyksiä. Näitä täydentämään
käytetään myös avoimia kysymyksiä. Valinta-, monivalinta- ja matriisikysymykset ovat
pakollisia, ja niissä tarjotaan myös vastausvaihtoehdot ”En osaa sanoa” tai ”Muu: <vas-
taajan syöte>”. Avoimet kysymykset eivät ole pakollisia, koska vastaaja voi kokea, ettei
osaa vastata niihin. Kysely toteutetaan suomen kielellä.
Kyselyn alustava kohdeyleisö on verrattain pieni, joten kyselyn aukioloaika on noin kolme
tai neljä viikkoa. Vastaajia ohjeistetaan vastaamaan kyselyyn yhtä monta kertaa kuin on
olemassa sellaisia opetusjärjestelmiä, joiden kehityksessä, ylläpidossa tai hallinnoinnissa
he kokevat jollakin tavalla olevansa osallisina. Näin siksi, ettei vastaaja joudu samaan
aikaan vastaamaan useamman järjestelmän osalta. Myös kysely on täten mahdollista pitää
selkeämpänä.
Kyselyssä kysytään aluksi, minkä opetusjärjestelmän osalta vastaaja vastaa. Tämän jäl-
keen kysytään vastaajan omasta roolista ja järjestelmään liittyvästä tiimistä. Käyttäjää
pyydetään kuvaamaan järjestelmän julkaisuketjua tai -käytäntöjä sekä kertomaan, hyö-
dyntääkö järjestelmä luvussa 2.3 esitettyjä käytäntöjä. Näiden osalta vastaajia pyydetään
myös raportoimaan käytetyt työkalut. Vastaajalta kysytään myös, mitä hyvää tai mitä on-
gelmia kyseessä olevassa järjestelmässä on sen kehityksen ja ylläpidon näkökulmasta.
Nämä kysymykset ovat laadullisia ja niiden vastaukset vastaavasti dokumentteja.
Kyselyn vastaajakandidaatit valitaan sen perusteella, ketkä ovat jäseninä niissä version-
hallintaprojekteissa, jotka liittyvät niihin opetusjärjestelmiin, joihin työn tekijä on itse
tutustunut, tai joiden kanssa työntekijä on keskustellut opetusjärjestelmistä. Myös Tam-
pereen teknillisen yliopiston IT-helpdeskiltä kysytään, vastaako joku henkilö tai jotkut
henkilöt IT-palveluissa jonkin järjestelmän ylläpidosta, ja olisivatko nämä henkilöt haluk-
kaita vastaamaan kyselyyn. Tarvittaessa kysely voidaan lähettää myös muille henkilöille,
jos selviää, että he ovat muulla tavalla osallisina jossakin opetusjärjestelmässä, tai jakaa
laboratorion Slack-pikaviestimen opetusaiheisilla keskustelukanavilla.
3.2.3 Havaintojen vertailu
Kysely tukee omatoimista tutustumista tämän työn tutkimuskysymykseen vastaamisessa.
Sen avulla on mahdollista pyrkiä vahvistamaan työn tekijän tekemiä havaintoja. Tämä on
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tärkeää, sillä omatoimisen tutustumisen suorittaa yksi henkilö, jolloin menetelmän riskinä
on liiaallinen subjektiivisuus sekä kyseisen henkilön oman DevOps-tietämyksen mahdol-
linen puutteellisuus. Työn tekijä on pyrkinyt vähentämään jälkimmäistä riskiä tekemällä
kirjallisuusselvityksen DevOpsista luvussa 2.
Omatoimisen tutustumisen ja kyselyn perusteella on myös mahdollista suorittaa vertai-
lua. Vaikka jälkimmäisen menetelmän perusteella kerätyn tiedon avulla työn tekijän omia
havaintoja pyritään vahvistamaan, saatta myös havaituilla eroilla mahdollisesti olla mer-
kitystä.
Opetusjärjestelmien kehityksessä, ylläpidossa tai hallinnoinnissa mukana oleville henki-
löille osoitetun kyselyn perusteella voi myös olla mahdollista selvittää, millaisia eroja
saman projektin tai järjestelmän jäsenten näkemyksissä on. Voi olla mahdollista esimer-
kiksi selvittää, miten ohjelmiston kehittäjän ja sitä operoivan eli ylläpitävän henkilön nä-
kemykset eroavat. Voi myös olla mahdollista selvittää, miten itse järjestelmän tekijän ja
vastuuhenkilön näkemykset aiheesta eroavat.
Näiden vertailujen perusteella saatetaan saada tietoa siitä, kuinka hyvin erilaiset käytännöt
on dokumentoitu, ja kuinka hyvin opetusjärjestelmien jäsenet kommunikoivat keskenään.
Edellä mainittu vertailun vaatimuksena on, että opetusjärjestelmän tiimin koko on isompi
kuin yksi, ja että kyselyyn vastaa useampi kuin yksi henkilö siitä.
Vertailussa tehdyt havainnot ovat laadullista tietoa. Ylipäätään on hyödyllistä tapaustut-
kimuksen laadun kannalta, että siinä käytetään useampia tietolähteitä, tämän tutkimuksen
osalta erilaisia havaintoja ja dokumentteja, ja esimerkiksi Yin listaa tämän näkökulman ta-
paustutkimuksen tiedonkeruun neljän periaatteen joukkoon [107, s. 118-120]. Yin myös
kirjoittaa, että tapaustutkimuksen havainnot ja päätelmät ovat vakuuttavampia ja virheet-
tömämpiä, jos ne perustuvat useampaan tietolähteeseen.
3.3 Liittyvä tutkimus
DevOpsia on tutkittu eri näkökulmista. Esimerkiksi Ericht et al. ovat tehneet vuonna 2014
systemaattisen kartoitustutkimuksen käyttäen ”DevOps”:ia hakusanana [33]. Myös Jab-
bari et al. ovat suorittaneet systemaattisen kartoitustutkimuksen vuonna 2016 tavoittee-
naan selvittää, miten DevOps on määritetty kirjallisuudessa [61]. Vastaavasti Smeds et
al. ovat suorittaneet vuonna 2015 kirjallisuuskatsauksen tavoitteenaan DevOpsin määrit-
televien ominaisuuksien selvittäminen [95]. Näiden tutkimuksien esittämät määritelmät
DevOpsista on esitetty luvussa 2.1.
Smeds et al. vuoden 2015 tutkimus selvittää myös haastatteluihin perustuen DevOpsin
omaksumiseen liittyviä esteitä ja sen ongelmia [95]. Näitä havaintoja on esitetty luvus-
sa 2.5. Myös Riungu-Kalliosaari et al. esittävät vuonna 2016 julkaistussa tutkimukses-
saan yritysten työntekijöille tehtyjen haastattelujen pohjalta tällaisia esteitä, mutta myös
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DevOpsin omaksumisen hyötyjä [91]. Näitä hyötyjä on kuvattuna luvussa 2.4 ja esteitä
luvussa 2.5.
Opetusjärjestelmiä ovat esittäneet tutkimuksessa esimerkiksi Karavirta et al. ja Ohtsuki
et al. Karavirta et al. esittävät vuonna 2013 julkaistussa konferenssijulkaisussaan A+-
opetusjärjestelmän [66], ja vastaavasti Ohtsuki et al. vuonna 2016 julkaistussa konferens-
sijulkaisussaan ALECSS-opetusjärjestelmän [78]. ALECSS hyödyntää DevOps-käytäntöjä
kuten jatkuvaa integraatiota Jenkinsin avulla opetuksessa [78], mutta siihen liittyvä julkai-
su ei kerro, onko näitä käytäntöjä hyödynnetty myös kyseisen järjestelmän kehittämisessä
ja ylläpidossa.
DevOpsia on myös opetettu yliopistossa. Esimerkiksi Moroccon Cadi Ayyad Universi-
ty on järjestänyt pilvilaskentakurssin, jonka oppimistavoitteisiin on lukeutunut DevOps.
Kurssi oli jaettuna kahteen osaan: luentoihin, joissa käsitteltiin DevOpsia, sekä projekti-
työhön, jossa luennoilla esitettyjä konsepteja hyödynnettiin käytännössä. Kurssin tavoit-
teena oli, että opiskelijat tutustuisivat DevOps-kulttuuriin ja -työkaluihin. [11]
Tämän diplomityön puitteissa ei havaittu aiempaa tutkimusta koskien DevOps-käytäntöjen
hyödyntämistä opetusjärjestelmien kehityksessä ja ylläpidossa, mutta DevOpsia on hyö-
dynnetty tieteellisessä tutkimuksessa. Esimerkiksi Bayser et al. ovat hyödyntäneet siihen
liittyviä käytäntöjä ja prosesseja IBM:n Brasilian tutkimuskeskuksessa nimeten lähesty-
mistapansa ”ResearchOps”:ksi [19]. Koska opetusjärjestelmä voi olla myös tutkimuspro-
jekti, on edellä mainittu oleellista myös tämän diplomityön kannalta.
Bayser et al. tavoitteena on ollut, että kaikilla tutkimusprojektissa mukana olevilla tutki-
joilla olisi aina käytettävissään viimeisin prototyyppi siihen liittyen, ja että he kykenisi-
vät itsekin osallistumaan sen kehitykseen. He perustelevat DevOpsin hyödyntämistä esi-
merkiksi sillä, että heidän tutkimuksensa on täsmällistä tutkimusalan tietämystä vaatiivaa
toimintaa, jolloin tutkijan ja ohjelmoijan eriyttäminen olisi hankalaa. [19]
Bayser et al. myös esittävät, että DevOpsista saattaisi olla hyötyä tutkimukselle. Tutkijal-
le on esimerkiksi saatettu asettaa rajoituksia käytettävän käyttöjärjestelmän osalta, mikä
saattaa rajoittaa käytettävien teknologioiden valikoimaa yhteensopivuusongelmien takia.
On myös heidän mukaansa yleistä, että esimerkiksi tohtorikoulutettavat ottavat kehitettä-
väkseen ohjelmakoodin, jota ovat aiemmin kehittäneet heidän ohjaajansa sekä muut opis-
kelijat, ja joka saattaa olla puutteellisesti dokumentoitua tai kommentoitua. Edellä mainit-
tuihin ongelmiin he esittävät mahdollisina ratkaisuina virtualisoinnin ja infrastruktuurin
jakamisen ohjelmakoodina versionhallinnan välityksellä. [19]
Economou et al. ovat esittäneet, että DevOpsista saattaisi olla hyötyä myös esimerkiksi
astronomisille observatorioille [31]. Myöhemmin tällaiset observatoriot ovatkin hyödyn-
täneet DevOps-käytäntöjä projekteissaan. Esimerkiksi Firethorn-projekti on hyödyntänyt
infrastruktuurista ohjelmakoodia Dockerin avulla: sillä virtualisoitiin projektin sovelluk-
sen osia kontteihin, ja näiden konttien määritykset jaettiin versionhallinnassa Dockerfile-
tiedostoina [75].
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Wettinger et al. ovat puolestaan suorittaneet useita tutkimuksia, jotka liittyvät jollakin
tavalla DevOps-menetelmien tai -käytäntöjen kehittämiseen. Esimerkiksi vuonna 2014
julkaistussa konferenssijulkaisussa he esittävät DevOpSlang-sovellusaluekielen sekä Dev-
opsfile-tiedostomuodon, jota noudattavien tiedostojen avulla määritettäisiin ohjelmiston
DevOps-toteutus. [104]
Vuoden 2014 konferenssijulkaisussaan Wettinger et al. [105] kategorisoivat eri työkalui-
hin liittyvät DevOps-artefaktit tietoelementtikohtaisiksi eli esimerkiksi tiettyyn virtuaali-
koneeseen liittyviksi sekä ympäristökohtaisiksi eli koko sovelluksen suoritusympäristöön
liittyviksi. Koska erimuotoisten artefaktien yhtäaikainen käyttö on haastavaa, he muun-
sivat ne TOSCA-tyypeiksi (Topology and Orchestration Specification for Cloud Applica-
tions -tyypeiksi), jotta niitä voisi käyttää saumattomasti ja yhteentoimivasti. TOSCA on
OASIS-konsortion avoin standardi, joka määrittää esimerkiksi pilvipalveluissa suoritet-
tavien palveluiden ja ohjelmistojen yhteentoimivat komponentit, yhteydet, riippuvuudet,
vaatimukset ja kyvyt mahdollistaen täten tällaisen palvelun tai ohjelmiston siirretävyyden
[77].
Wettinger et al. myös esittävät vuonna 2017 julkaistussa artikkelissaan ratkaisutietovaras-
ton, johon voitaisiin kerätä uudelleenkäytettäviä DevOps-ratkaisuja tai viittauksia niihin.
Näille ratkaisuille määritettäisiin malli, ja ne esitettäisiin jollakin merkintäkielellä, esi-
merkiksi YAML:lla. Erilaiset DevOps-artefaktit ja -ratkaisut olisi mahdollista kerätä au-
tomatisoidusti ja ne voitaisiin tarvittavan prosessoinnin jälkeen lisätä tietopankkiin, joka
voitaisiin julkaista halutunlaisena teknisenä toteutuksena. [103]
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4. SAATAVILLA OLEVAT TYÖKALUT JA SUORI-
TUSYMPÄRISTÖT
Saatavilla olevat työkalut ja suoritusympäristöt selvitettiin luvussa 3.1 esitetyn tutkimus-
menetelmän mukaisesti: niitä etsittiin Tampereen teknillisen yliopiston intrasivustolta,
Tutkasta, sekä lähettämällä sähköpostia yliopiston IT-helpdeskille ja Tietotekniikan la-
boratorion IT-yhteyshenkilölle. Diplomityön tekijä lähestyi sähköpostin välityksellä näi-
den yhteydenottojen sekä ammattitiedon jakamisen ja keskustelujen seurauksena myös
muuta Tietotekniikan laboratorion henkilöstöä, jolla olisi mahdollisesti tietämystä näihin
aiheisiin liittyen. Alaluku 4.1 esittelee työkalut ja 4.2 suoritusympäristöt.
4.1 Työkalut
Tampereen teknillisellä on käytössä GitLab-järjestelmän Community Edition -versio. Ky-
seisessä versiossa ovat Core-tilaustason ominaisuudet [56], jotka ovat ilmaisia [46]. Core-
ominaisuuksiin lukeutuvat esimerkiksi sisäänrakennettu tuki jatkuvalle integraatiolle, toi-
mitukselle ja käyttöönotolle sekä Issue Board [46]. Täten saatavilla on työkalu, jolla on
mahdollista toteuttaa jatkuva integraatio, toimitus sekä käyttöönotto järjestelmään, ja jos-
ta on mahdollista saada tukea jatkuvaan suunnitteluun.
Tampereen teknillisellä yliopistolla on käytössä kaksi erillistä GitLab-asennusta. Yksi on
opetukseen, ja toinen on tiedekuntien, laboratorioiden sekä yliopiston henkilökunnan ja
opiskelijoiden käyttöön. Jälkimmäiseen luotuja henkilökohtaisia projekteja ei saa käyttää
töissä vaan tiedekunnan tai laboratorion GitLab-yhteyshenkilöä on pyydettävä luomaan
projekti. Syy tähän on se, että henkilökohtaiset projektit poistuvat suljettaessa käyttäjän
Tampereen teknillisen yliopiston käyttäjätunnukset.
Tampereen teknillisen yliopiston Tietotekniikan laboratoriossa on opetuksessa kokeilu-
käytössä myös SonarQube opiskelijoiden harjoitustöiden ohjelmakoodin staattiseen ana-
lyysiin ja laadunseurantaan. Sellaista asennusta, jota voisi käyttää myös opetusjärjestel-
mien kehittämiseen, ei kuitenkaan ole vielä työn tekijän tiedon mukaan konfiguroituna.
Tutkimuksen aikana laboratoriolla havaittiin myös Jenkins-palvelin. Sillä ei kuitenkaan
ole tällä hetkellä ylläpitäjää, ja myös sen versio on vanhentunut. Jenkinsin uusin pitkän
aikavälin tuen versio on kirjoitushetkellä 2.138.3 [63] ja laboratoriolla on asennettuna
versio 1.563. Palvelimelta puuttuu myös TLS-sertifikaatti (Transport Layer Security, sa-
lausprotokolla).
Diplomityön teon ohessa havaittiin laboratorion käytössä myös Slackin työympäristö. Sitä
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on mahdollista hyödyntää jatkuvan suunnittelun tukena, sillä pikaviestimet mahdollistavat
nopean ja joustavan keskustelun internetin välityksellä.
Vuoden 2018 lopussa Slackin sijaan Tietotekniikan laboratoriossa siirryttiin käyttämään
Mattermost-pikaviestintä. Tiimi kyseiseen järjestelmään on käytössä myös Tampereen
yliopiston Informaatioteknologian ja viestinnän tiedekunnan Tietotekniikan yksikössä
2019 alkaen. Lisäksi entisellä Tampereen teknillisen yliopiston henkilöstöllä säilyy työ-
ja opetuskäytössä aiemmin tässä luvussa esitetyt GitLab-asennukset ainakin vuoden 2019
alun ajan. Kirjoitushetkellä on epäselvää, miten GitLabin osalta toimitaan tulevaisuudes-
sa.
4.2 Suoritusympäristöt
Tampereen teknillisellä yliopistolla on käytössä tutkimusverkko, joka on tuotantoverkon
ulkopuolella, ja jonka rajoitukset esimerkiksi palomuurin osalta ovat lievemmät kuin täs-
sä. Tutkijan tai opetusjärjestelmän kehittäjän on mahdollista kytkeä oma laitteensa, esi-
merkiksi verkkopalvelin, tutkimusverkkoon ottamalla yhteyttä IT-helpdeskiin. Myös vir-
tuaalikoneiden kytkeminen on mahdollista. Yliopiston IT-palvelut ylläpitää verkkoa, mut-
ta siihen kytkettyjen laitteiden ylläpitovastuu on laitteen omistajalla.
Tutkimusverkon laitteille on saatavissa IPv4 ja IPv6-osoitteet sekä DNS-nimi (Domain
Name System, nimipalvelujärjestelmä). Tutkimusverkon laitteet ja palvelimet voivat käyt-
tää sellaisia Tampereen teknillisen yliopiston sisäverkon palveluita, jotka ovat saatavissa
ulkoverkon kautta. Myös muut palvelut ovat niin sovittaessa yleensä mahdollisia.
Tampereen teknilliseltä yliopistolta on saatavissa myös virtuaalikoneita. Näihin koneen ti-
laaja saa pääkäyttäjän oikeudet ja etäyhteysmahdollisuuden. Mahdollisia käyttöjärjestel-
miä ovat Microsoft Windows ja Redhat Enterprise Linux. IT-palvelut asentaa käyttöjärjes-
telmän, mutta muiden ohjelmien asentaminen sekä virtuaalikoneen ylläpito on sen omis-
tajan vastuulla. Tietyissä tilanteissa myös IT-palveluiden ylläpito on mahdollista. Virtua-
lisointi suoritetaan VMwaren ohjelmistoilla.
Virtuaalipalvelinkoneet on jaettu kolmeen ryhmään: perus, ylläpidetty ja ylläpidetty vaa-
tiva palvelinympäristö. Peruspalvelin ei sisällä ylläpitotyötä tai varmuuskopiointia, ja sii-
hen on mahdollista saada yksi tai kaksi suoritinydintä, nelgä gigabittiä keskusmuistia,
viisikymmentä gigabittiä levytilaa sekä Microsoft Windows tai Redhat Enterprise Linux-
asennus. Keskusmuistia ja suoritintehoa on mahdollista tilata enemmän lisähintaan.
Ylläpidetty ja ylläpidetty vaativa palvelinympäristö ovat kalliimpia vuositasolla, mutta si-
sältävät ylläpidon, ja virtuaalikoneiden tekniset vaatimukset ovat sovittavissa tapauskoh-
taisesti. Yliopiston IT-palveluilla on myös tarjota sekä SSD- (Solid State Drive, tallennus-
väline) että kovalevytilaa. Palvelu ei sisällä varmuuskopiointia.
Tampereen teknillisellä yliopistolla on saatavilla myös niin kutsuttu webhotel-palvelu.
Siellä on mahdollista suorittaa esimerkiksi CGI-protokollaa tai Python-ohjelmointikieltä
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hyödyntävää web-sovellusta tai -sivustoa. Tuettuja teknologioita ja saatavilla olevia pal-
veluita ovat Apache-palvelinohjelma, CGI sekä ohjelmointikielet PHP, Python ja Perl.
Myös MySQL-relaatiotietokanta on mahdollinen.
Saatuaan tilaamansa webhotellin käyttäjän pitää vielä erikseen pyytää käyttöoikeus siihen
Tampereen teknillisen yliopiston tunnuksenhallinnan kautta. Webhotellien käyttöjärjestel-
mien ja niihin valmiiksi asennettujen ohjelmistojen ylläpidosta vastaa IT-palvelut. Verk-
kosivustoon liittyvien ohjelmistojen, esimerkiksi Wordpress-sisällönhallintajärjestelmän,
ylläpidosta vastaa kuitenkin verkkosivuston omistaja. Jos palvelimen ohjelmistopäivitys
aiheuttaa ongelmia verkkosivuston käytössä, on ongelman korjaaminen sen omistajan
vastuulla.
Tampereen teknillisellä yliopistolla havaittiin olevan tarjolla myös Microsoft Azure -pilvi-
laskentapalvelu. Se tarjoaa monenlaisia pilvipalveluita, esimerkiksi tekoälyä, konelasken-
taa, tietokantoja, tallennustilaa ja suoritusympäristöjä web-sovelluksille [28]. Palvelun
käyttöön yliopistolla ei löydetty ohjeistusta.
IT-helpdeskiltä saadun tiedon mukaan Azuren käyttö on mahdollista henkilökunnan osal-
ta. Käyttö ei ole kuitenkaan täysin vapaata vaan käyttöoikeuksia on hallinnoitava ja las-
kutustileille on asettettava jonkinlaiset käyttörajat. IT-palveluilla on vuonna 2018 kapasi-
teettia palveluun, mutta suuremmat käyttökulut kohdistetaan kullekin palvelua käyttävälle
yksikölle.
Vastaavasti tietotekniikan laboratoriolla on saatavilla OpenStack-klusteri, johon on mah-
dollista pystyttää virtuaalikone. Klusterin resurssit ovat kuitenkin sen ylläpitäjän mukaan
rajalliset, mikä pitää ottaa huomioon virtuaalikonetta luotaessa. Virtuaalikoneen tilaajan
kanssa keskustellaan esimerkiksi käyttöjärjestelmäversiosta, ja hän saa koneelle ylläpi-
täjän oikeudet. Tilaaja on täten myös vastuussa kaikesta, mitä hänen virtuaalikoneellaan
tapahtuu.
OpenStack-klusterin palomuuri estää oletuksena kaiken sisään tulevan liikenteen, mutta
sen ylläpitäjä avaa tarvittaessa portteja. Klusterin virtuaalikoneiden julkisille IP-osoitteille
luodaan tietyntyyliset DNS-nimet, mutta koneen omistajan toiveiden mukaisten DNS-
nimien asettamisesta vastaa yliopiston IT-palvelut.
Tietotekniikan laboratoriossa on myös yksityisessä verkossa testikäytössä Triton DataCen-
ter -klusteri. Lisäksi on mahdollista saada VMWarella virtualisoitu virtuaalikone esimer-
kiksi tutkimusprojektin käyttöön. Triton DataCenterin osalta tekniset tiedot ovat avoimet,
sillä se ei ole kirjoitushetkellä vielä kaikkien käytettävissä.
Suoritusympäristöjen tekniset tiedot ja käytännöt Tampereen yliopiston osalta ovat avoi-
met kirjoitushetkellä. Esimerkiksi uutta intrasivustoa ei ole vielä julkaistu, joten tietoja
ei voi selvittää sieltä. Microsoft Azure vaikuttaisi kuitenkin olevan käytettävissä myös
uudessa yliopistossa. Siihen liittyvissä tiedusteluissa kannattanee kuitenkin lähestyä yli-
opiston IT-helpdeskiä.
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5. DEVOPS-KÄYTÄNNÖT JA -TYÖKALUT OPE-
TUSJÄRJESTELMISSÄ
Luvussa 3.2 esitetyn tutkimusmenetelmän perusteella tehtiin tapaustutkimus opetusjär-
jestelmiin liittyen. Mahdolliset eroavaisuudet esitettyyn tutkimusmenetelmään on esitetty
alaluvuissa.
Kandidaatit tutkittaviksi opetusjärjestelmiksi selvisivät ammattitiedon jakamisen ja työn-
tekoon liittyvän kommunikoinnin myötä. Näiden kandidaattien kehityksessä mukana ole-
ville henkilöille lähetettiin sähköpostia liittyen mahdollisuuteen tutustua kyseiseen järjes-
telmään. Yhden järjestelmän osalta kehittäjää lähestyttiin Slackin avulla sekä kasvotusten.
DevOps-käytäntöjen ja -työkalujen hyödyntämistä opeutsjärjestelmissä tutkittiin omatoi-
misen tutustumisen, kyselyn sekä näiden perusteella suoritetun vertailun avulla. 5.1 esittää
omatoimisen tutustumisen tulokset, 5.2 kyselyn tulokset ja 5.3 vertailun tulokset.
5.1 Omatoiminen tutustuminen
Omatoimisessa tutustumisessa työn tekijä tutki järjestelmiin liittyviä versionhallintapro-
jekteja sekä lähdekoodia ja pystytti kehitysympäristön. Tutustuminen suoritettiin tieto-
koneella, jonka käyttöjärjestelmä oli 64-bittinen Ubuntu 18.04.1 LTS. Kyseisessä käyt-
töjärjestelmässä olivat ennen tutustumisen aloittamista asennettuna myös Python-versiot
2.7.15rc1 ja 3.6.6. sekä SQLite 3.22.0 -tietokanta.
Tutustumiseen käytettyjen Git-versionhallinnan commitien tiivisteet ovat seuraavat:
• Repolainen: a0a347e10db1b5f8d7456a67d76204d33adb2afb
• A+: f5037dcf6eabc3a406edd86d3f3fb55ae748b194
• Versionhallinta Gitillä: 180cddee62fddebde353d7c62377fd248932ce2e
ja 7b5ada09403ce9814f2a24260cbad5e99e354600
• prplatform: cc39e3afb7cddc7c6e56bca6e9fae02ccae062a1
Seuraavat alaluvut esittävät omatoimisen tutustumisen tulokset: 5.1.1 analysoi Repolaista,
5.1.2 A+-järjeselmää, 5.1.3 Versionhallintaa Gitillä -verkkokurssia ja 5.1.4 prplatformia.
5.1.1 Repolainen
Repolainen on web-perustainen opetusjärjestelmä, joka mahdollistaa opiskelijoiden hyö-
dyntää nykyaikaisia ohjelmistokehityksen käytäntöjä suorittaessaan opintojaksoa [90].
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Se on Tietotekniikan laboratorion (silloisen Tietotekniikan laitoksen) opiskelijan Mika
Mäenpään diplomityön ohessa tehty työkalu, jonka tarkoitus on helpottaa versionhallin-
nan käyttöä sekä opintojakson henkilökunnan että opiskelijoiden näkökulmasta [58]. Sit-
temmin Repolaista on jatkokehitetty. Mäenpään diplomityö ei ole saatavilla, joten siihen
ei voida viitata tässä diplomityössä.
Repolainen integroituu GitLabiin. Opiskelija voi palauttaa opintojaksoon liittyvän suorit-
teen sen käyttöliittymän kautta Git-versionhallinan avulla, tarkistaa palautukseen liittyvän
arvosanan ja opettajan palautteen sekä tarkistaa automaattisten testien tulokset, jos ne ovat
opintojaksolla käytössä [90]. Sittemin tehtävien palautus Repolaisen kautta on kuitenkin
poistunut käytöstä, koska kyseinen osa järjestelmästä ei ole enää yhteensopiva GitLabin
kanssa.
Jukka-Pekka Venttola mainitsee kandidaatintyössään, että Repolaisella on myös mahdol-
lista hyödyntää GitLabin osana olevaa jatkuvan integraation työkalua, ja että se on mah-
dollista ottaa käyttöön opiskelijoiden projekteissa tämän avulla [100]. Tutustuttaessa jär-
jestelmään havaittiin, että edellä mainittu on mahdollista ainakin järjestelmän käyttöliit-
tymän ja lähdekoodin perusteella.
Edellä mainitun perusteella on perusteltua väittää, että Repolaisen ja GitLab CI/CD:n
avulla Tampereen teknillisen yliopiston opiskelijoille on jo mahdollista opettaa DevOps-
käytäntöjä, tässä tapauksessa esimerkiksi jatkuvaa integraatiota. Koska GitLab CI/CD
mahdollistaa myös esimerkiksi jatkuvan käyttöönoton [45], on sitäkin teoriassa mahdol-
lista opettaa opintojaksoilla.
Tutustuttaessa Repolaisen GitLab-projektiin ja lähdekoodin on havaittavissa, että siinä it-
sessäänkin on hyödynnetty DevOps-käytäntöjä osittain. Tietovaraston juuressa on
.gitlab-ci.yml-tiedosto, jolla projektiin on määritetty GitLab CI/CD -toimitusputki.
Projekti hyödyntää jatkuvaa integraatiota, sillä jokaisen haaran viimeisimmälle commitil-
le suoritetaan automatisoidut testit. master-haaran commitit otetaan käyttöön järjestel-
män testiympäristössä, joka ei kuitenkaan ollut saavutettavissa tutkimushetkellä.
Projekti hyödyntää myös jatkuvaa toimitusta ja käyttöönottoa, sillä jokainen versionhal-
linan tagi otetaan automaattisesti käyttöön myös järjestelmän tuotantoympäristössä. Kun
tagin avulla julkaistaan uusi versio, tulee se likimmiten heti myös järjestelmän loppu-
käyttäjien käyttöön. Järjestelmässä ei kuitenkaan havaittu olevan automaattista edelliseen
toimivaan versioon palaamista, jos uudessa versiossa havaittaisiin ongelma vasta sen käyt-
töönoton jälkeen. Jatkuvan käyttöönoton avuksi järjestelmässä on käytössä myös Fabric.
Sillä on mahdollista suorittaa komentorivikomentoja SSH-yhteyden (Secure Shell, salatun
verkkoliikenteen protokolla) välityksellä Python-ohjelmointikielellä [41].
Projektissa on havaittavissa myös jatkuvaa testausta. Tutkimushetkellä järjestelmässä oli
1101 yksikkötestiä. Siitä, kuinka hyvin ne kattavat järjestelmän ohjelmakoodin, ei kuiten-
kaan ole tietoa, sillä järjestelmässä ei ole käytössä tätä mittaavaa työkalua. Järjestelmässä
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ei myöskään havaittu olevan esimerkiksi integraatio-, hyväksyntä- tai toimitusputkites-
tejä. Järjestelmässä on konfigurointi Python-ohjelmointikielen staattisen analyysin Pros-
pector-työkalulle, mutta tätä ei ole hyödynnetty sen toimitusputkessa.
Järjestelmän GitLab-projektin ja lähdekoodin perusteella ei havaittu sen hyödyntävän jat-
kuvaa monitorointia tai suunnittelua. Esimerkiksi GitLab tarjoaa suunnittelun avuksi Is-
sue Boardin, jolla voi hallita projektin ongelmia [59] tai vaatimuksia, mutta tutkimushet-
kellä järjestelmän taulu oli tyhjä. On kuitenkin mahdollista, ettei järjestelmässä ollut tut-
kimushetkellä avoimia vaatimuksia tai ongelmia. Toisaalta taulun suljetut-lista oli myös
tyhjä.
Tutkittaessa järjestelmän infrastruktuurista ohjelmakoodia havaittiin siinä hyödynnettä-
vän Pythonin venv-moduulia virtuaalisten Python-suoritusympäristöjen luomiseen. Tä-
män riippuvuudet on määritelty requirements.txt-tiedostoilla. Virtuaalisessa ym-
päristössä käytettävä Python-versio riippuu kuitenkin käytettyyn käyttöjärjestelmään asen-
netusta versiosta eikä sitä ole määritetty ohjelmallisesti tässä projektissa. Lisäksi esimer-
kiksi Apache-verkkopalvelimen säätämiseen on tarjolla esikonfiguroituja tiedostoja.
Järjestelmän suoritusympäristöä ei ole kuitenkaan määritetty ohjelmallisesti tämän tar-
kemmin. Ohjelmakoodin muodossa ei ole määritetty esimerkiksi, mitä versiota Postgre-
SQL-tietokannasta on tarkoitus järjestelmän tuotantoympäristössä käyttää. Dokumentaa-
tion perusteella suositeltava versio on 9.2. Koska suoritusympäristöä ei ole määritetty
ohjelmakoodina, voi sen kahdentaminen olla työlästä.
Liittyen suoritusympäristön kahdentamiseen järjestelmässä käytetään kehitysympäristös-
sä eri tietokantaa kuin tuotantoympäristössä: kehitysympäristössä käytössä on SQLite ja
tuotantoympäristössä PostgreSQL. Nämä ovat erilaisia, sillä esimerkiksi SQLiten osal-
ta vierasavaimet on erikseen kytkettävä käyttöön jokaisen tietokantayhteyden osalta [96].
Eroavaisuduet kehitys- ja tuotantoympäristöissä saattavat aiheuttaa ongelmia esimerkiksi
jatkuvassa toimituksessa ja käyttöönotossa, ja kehittäjien voi olla vaikeaa sopeutua tuo-
tantoympäristöön tilanteen niin vaatiessa [95].
Projektissa oli myös havaittavissa Dockerin hyödyntämistä. Ilmeisesti toimitusputkessa
suoritettavien testien nopeuttamiseksi järjestelmää varten on luotu Dockerfile ja sen perus-
teella levykuva, joka sisältää käytettävän Python-version lisäksi
requirements-test.txt-tiedoston määrittämät riippuvuudet. Docker ei ole kui-
tenkaan muutoin projektissa käytössä.
Pystytettäessä kehitysympäristöä on havaittavissa siiheen liittyvässä dokumentaatiossa
joitakin puutteita. Ohjeissa käytetty Python-versio 3.3 ei ollut yhteensopiva joidenkin
requirements.txt-tiedostossa määritettyjen riippuvuuksien suhteen. Käytettäessä
esimerkiksi versiota 3.4.9 ongelma poistui. Koska järjestelmä vaatii tietyn Python-version,
ja kehittäjän valmiiksi asennettu versio saattaa erota tästä, on kehittäjän käytettävä esi-
merkiksi pyenv-työkalua eri versioiden hallintaan. Se mahdollistaa esimerkiksi globaalin
ja tietyn hakemiston käyttämän Python-version määrittämisen [88].
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Ohjeissa mainittiin myös, että submissionsystem-hakemistossa olisi
develop-data.json-tiedosto, joka sisältäisi esitietoa, jolla tietokannan voisi alus-
taa. Kyseistä tiedostoa ei kuitenkaan enää ole projektin versionhallinnassa. Tutkittaessa
projektin versiohistoriaa tiedosto oli kuitenkin mahdollista löytää. Se tosin sisälsi vain
käyttäjäolioita eikä esimerkiksi kursseja. Käyttäjien luontiin on ohjeistus kehitysympäris-
tön pystytysohjeessa.
Ohjeiden mukaan yksikkötestit suoritettaessa kaksi testiä päättyi virheeseen mock-riippu-
vuuden puuttumisen takia. Vain 1074 testiä 1101:sta suoritettiin. Asentamalla
requirements-test.txt-tiedoston esittämät riippuvuudet ongelmat korjaantuivat.
Vastaavasti suoritettaessa Prospector kehitysympäristössä teki se 1367 huomautusta. Työ-
kalun suorittaminen epäonnistui annettujen ohjeiden mukaan tehtynä, koska kaksi riippu-
vuutta puuttui. Kyseisten riippuvuuksien asentamisen jälkeen analyysi onnistui.
Kehitysympäristön pystytysohjeistuksesta puuttui GitLab-integraation tekeminen, mutta
ohjeistus löytyi järjestelmän asennusohjeista. Kehitysympäristöä varten tarvittiin toimi-
va Python 3.4.9, Python-pakettienhallintasovellus pip, pyvenv-moduuli, GitLab-instanssi
ja avain-arvo-tietokanta Redis. Koska kehitysympäristössä on käytössä SQLite, vältettiin
kehitysympäristön pystytyksessä tietokantaserverin konfiguroinnilta. Tämä siksi, että SQ-
Lite käyttää tiedostoja tiedon tallettamiseen [10].
5.1.2 A+
A+ on avoimen lähdekoodin palvelusuuntautuneeseen arkkitehtuuriin perustuva oppimi-
senhallintajärjestelmä, johon on mahdollista yhdistää lisäosia [66]. A+:n käyttämien pal-
veluiden avulla opettajien on mahdollista muunnella verkko-opetusmateriaaliansa ja yh-
distää niitä joustavasti [3]. A+-järjestelmässä voi olla opiskelijan suoritettavaksi tarkoi-
tettuja tehtäviä, jotka voidaan arvioida synkronisesti, asynkronisesti tai staattisesti: synk-
ronisessa ja asynkronisessa arvioinnissa arvioinnin suorittaa tehtävään liittyvä palvelu ja
staattisessa arvioinnissa opettaja [66].
Järjestelmää ovat kehittäneet Aalto-yliopiston ja Tampereen teknillisen yliopiston hen-
kilöstö, se soveltuu esimerkiksi tietojenkäsittelytieteiden opetukseen ja se on käytössä
Aalto-yliopistolla ja Tampereen teknillisellä yliopistolla [3]. A+:n GitHub-etätietovarasto
on julkinen ja siihen on mahdollista tehdä vetopyyntöjä. Järjestelmä säilyy käytössä Tam-
pereen teknillisen yliopiston opetussuunnitelman mukaisilla kursseilla Tampereen yli-
opistossa vuoden 2019 alussa ja uusi asennus tehdään myöhemmin.
Tutustuttaessa A+:n GitHub-etätietovarastoon on havaittavissa, että sen kehityksessä on
hyödynnetty jatkuvaa integraatiota. Projektissa on siihen käytössä Jenkins, jonka suoritta-
mien testien tulokset sekä itse järjestelmän testisivusto ovat julkisia [7]. Tutkimushetkellä
testisivusto ei kuitenkaan toiminut vaan palautti Bad Gateway -virheen. Tämä virhe
viittaa siihen, että yhdysväylänä tai välityspalvelimena toiminut verkkopalvelin sai sen
takana olevalta palvelimelta epäkelvon vastauksen [51].
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Tutkittaessa projektin vetopyyntöjä oli huomattavissa, että sellaista ohjelmakoodia, jonka
testit ovat epäonnistuneet, on yhdistetty master-haaraan [87]. Kyseinen haara on A+-
projektin oletushaara [20]. Projektissa on kuitenkin myös erikseen production-haara
[20], joka on luultavasti tarkoitettu ohjelmakoodille, joka on hyväksytty otettavaksi käyt-
töön järjestelmän tuotantoympäristössä.
Järjestelmän viimeisin julkaistu versio on v1.3 [89], jossa on kuitenkin GitHub-etätietova-
raston perusteella sellaista ohjelmakoodia, jonka testit ovat epäonnistuneet Jenkinsissa
[4][36]. On kuitenkin huomioitava, että nämä ongelmat on saatettu korjata myöhem-
min pikakorjauksina, ja että Jenkinsin järjestelmän testauskonfiguraatiossa saattaa olla
ongelmia. Tutkimushetkellä avoimena olevassa vetopyynnössä #374 on mainittu, että
Selenium-testit ovat rikki [12]. Testien epäonnistumiset eivät siis välttämättä johdu on-
gelmista ohjelmakoodissa.
Projektissa on myös havaittavissa jatkuvaa testausta. Järjestelmässä on 125 Python-yksik-
kötestiä ja 23 Selenium-verkkoselaintestiä. Jälkimmäisten voidaan ajatella olevan järjes-
telmätestejä, sillä ne testaavat koko A+-järjestelmää verkkoselaimen kautta. Projektissa
ei vaikuta olevan käytössä työkalua, joka mittaisi testien ohjelmakoodin kattavuuden, jo-
ten tämä jää epäselväksi. Myöskään esimerkiksi ohjelmakoodin staattiseen analyysiin ei
vaikuta olevan käytössä työkalua.
Projekti hyödyntää jatkuvaa toimitusta ja käyttöönottoa siltä osin, että Jenkins julkaisee
master-haaran testisivustolle [5]. Kuten edellä mainitaan testisivusto ei kuitenkaan vai-
kuttanut toimivan tutkimushetkellä. Projekti ei varsinaisesti kuitenkaan hyödynnä jatku-
vaa toimitusta ja käyttöönottoa, sillä siinä ei ole havaittavissa automatisointia asennuspa-
kettien tuotantoympäristöön toimittamiseen ja siellä käyttöönottoon.
Projektissa ei ole myöskään viitteitä siitä, että siinä hyödynnettäisiin jatkuvaa monito-
rointia. Jatkuvaa suunnittelua hyödynnetään mahdollisesti siten, että projektissa on avoi-
mille ongelmille kirjaus, ja nämä voidaan myös halutessa nimikoida, josta esimerkki on
”bug” (bugi) [60]. Toisaalta projektin GitHub-etätietovaraston ”Projects”-näkymä, jos-
sa on mahdollista esimerkiksi järjestellä tehtäviä sekä seurata edistymistä, on tyhjä [84].
Projektissa on myös käytössä Slack-pikaviestintiimi sekä Google Groups -sähköpostilista
[3], joita saatetaan käyttää apuna jatkuvassa suunnittelussa.
Infrastruktuurisena ohjelmakoodina järjestelmässä on määritetty Python-työkalu virtua-
lenv:n avulla luotavan eristetyn suoritusympäristön riippuvuudet requirements.txt-
tiedostona. Suoritusympäristöä ei ole kuitenkaan määritetty ohjelmallisesti järjestelmäs-
sä tämän tarkemmin. Esimerkiksi käytettävää Python-versiota ei ole määritetty ohjel-
mallisesti. Kuten luvussa 5.1.1 esitetään virtuaalisen suoritusympäristön Python-versio
riippuu käyttöjärjestelmään asennetuista Python-versioista. Versioita voi kuitenkin hal-
lita pyenv:n avulla [88]. Myös Jenkinsin tehtäväkuvaukset on jaettu XML-muodossa, ja
GitHub-etätietovarastossa ovat myös tarjolla Shibboleth:n konfiguraatiotiedostot.
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Muilta osin järjestelmän infrastruktuuria ei vaikuta olevan määritetty ohjelmallisesti. Jär-
jestelmän kehitysympäristö ei myöskään täysin vastaa sen tuotantoympäristöä, sillä esi-
merkiksi ensimmäisessä käytetään SQLite-tietokantaa ja jälkimmäisessä PostgreSQL-
tietokantaa. Kuten luvussa 5.1.1 mainitaan eroavaisuudet suoritusympäristöissä saattavat
aiheuttaa ongelmia.
Pystytyttäessä kehitysympäristöä on havaittavissa lieviä ongelmia. Järjestelmän käyttöön-
otto-ohjeistuksessa mainitaan, että se olisi riippuvuuksien takia pakotettu käyttämään
Python-versiota 3.4.3 ja Django-versiota 1.7 [6], mutta toisaalta requirements.txt-
tiedosto määrittää Djangon versioksi suuremman tai yhtäsuuren kuin 1.10.8 ja pienemmän
kuin 1.11 [8], jotka eivät kehitysympäristön luontivaiheessa olleet yhteensopivia pienem-
män kuin Python-versio 3.5:n kanssa. Kehitysympäristön asennusohjeissa mainitaan tar-
vittavaksi Python-versioksi 3.4+ ja komentoesimerkeissä on käytetty versiota 3.4.3 [8].
Kun käytettäväksi Python-versioksi valittiin 3.5.6, järjestelmä saatiin asennettua doc-
hakemiston create_test_environment.sh -komentoriviskriptin avulla. Järjestel-
män käynnistys antoi virheilmoituksen puuttuneesta BASE_URL-asetuksesta, josta ei ol-
lut mainintaa asennus- tai kehitysympäristöohjeissa, mutta johon oli mahdollista löy-
tää esimerkki esimerkkiasetustiedostosta aplus/local_settings.example.py.
doc/example_grader.py-tiedoston esimerkkiarviointiohjelma käynnistyi annettu-
jen ohjeiden mukaan. Python-version 3.5.6 lisäksi kehitysympäristön pystytykseen vaa-
dittiin Python-pakettienhallintasovellus pip ja virtualenv moduuli.
Suoritettaessa yksikkötestit yksi testi 125:stä päättyi virheeseen, sillä Python-tulkki ei
pystynyt kirjoittamaan tiedostoa test.png hakemistoon media, koska kyseistä hake-
mistoa ei ollut versionhallinnassa. Lisäämällä kyseinen hakemisto onnistuivat kaikki 125
yksikkötestiä. Selenium-testien riippuvuuksien asennusohjeet olivat hieman puutteelliset,
mutta puuttunut geckodriver-riippuvuus asentamalla 23:stä testistä 22 onnistui. Yksi epä-
onnistui, koska oletettu arvo ei vastannut vastaanotettua arvoa.
5.1.3 Versionhallinta Gitillä
Versionhallinta Gitillä on verkkokurssi Tampereen teknillisellä yliopistolla käytössä ole-
vassa A+-järjestelmässä. Sen avulla opiskelijan on mahdollista opetella Gitin ominaisuuk-
sia eri vaatimustasoilla. Kurssi sisältää sekä opetusmateriaalia että tehtäviä siihen perus-
tuen.
Kyseinen kurssi ei varsinaisesti ole oma opetusjärjestelmänsä, mutta se saattaa tarjota tie-
toa siitä, millaista A+:n kurssimateriaalia ja -tehtäviä on kehittää ja ylläpitää. Projektissa
on myös sellaisia vaiheita, esimerkiksi sisällön julkaisu, johon voisi teoriassa olla mah-
dollista hyödyntää DevOps-käytäntöjä.
Tutustuttaessa kurssin GitLab-etätietovarastoon havaittiin, että projektissa on hyödynnet-
ty infrastruktuurista ohjelmakoodia jossain määrin. Esimerkiksi ilmeisesti sisällön luo-
miseen tai virheenjäljitykseen tarvittava ympäristö on määritetty Python-riippuvuudet
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esittävällä requirements.txt-tiedostolla. Ympäristön virtualisointiin hyödynnetään
virtualenv-moduulia. Järjestelmän suoritusympäristöä ei ole kuitenkaan määritetty ohjel-
mallisesti tämän tarkemmin. Esimerkiksi ympäristön Python-versiota ei ole määritetty
ohjelmallisesti vaan se riippuu käyttöjärjestelmään asennetuista versioista.
Kurssin sisällön testaamiseen paikallisessa kehitysympäristössä tarvitaan toimiva A+-
asennus. Tätä varten projektissa on määritys Docker Compose -työkalulle. Se on työ-
kalu useamman Docker-kontin sisältämän sovelluksen määrittämiseen ja suorittamiseen
[80]. Docker Compose -konfiguraation lisäksi projektissa on komentoriviskripti, jolla tar-
vittavat Docker-kontit voi käynnistää. Projektissa ei havaittu muita DevOps-käytäntöjä
infrastruktuurisen ohjelmakoodin lisäksi.
Projektin ohjeet järjestelmän kehitysympäristön pystyttämiselle ovat hieman ongelmalli-
set, sillä oletushaara masterin ohjeilla julkaisuhaaraan html-files-in-git siirty-
minen ei onnistunut, sillä Git jätti siirtymisen suorittamatta seuraamattomien tiedostojen
ylikirjoittumisen takia. Jos Git-alamoduuleja ei alustanut ennen haaran vaihtoa, vaihto on-
nistui. html-files-in-git-haara sisältää ohjeet ympäristön pystyttämiseen ja kurs-
sin materiaalin tarkasteluun. Materiaalin tarkastelu verkkoselaimella onnistui myös ilman
virtualenvilla luotua Python-ympäristöä. Siihen tarvittiin Docker ja Docker Compose se-
kä docker-up.sh-skriptin suorittaminen.
Kurssin sisällön kääntämisen on tarjottu komentoriviskripti. Kääntäminen onnistui
master-haarassa, mutta ei html-files-in-git-haarassa, johon ohjeistetaan siir-
tymään ennen käännöksen suorittamista. Jos kyseisen haaran ohjeistuksella luotu virtu-
aalinen Python-ympäristö oli aktivoituna, saatiin virheilmoitus, ettei aplus_setup-
moduulin lataaminen onnistunut. Jos virtuaalinen ympäristö ei ollut aktivoituna, saatiin
virheilmoitus sphinx-build-komennon puuttumisesta.
5.1.4 prplatform
prplatform on avoimen lähdekoodin web-sovellus opiskelijoiden opintosuoritteiden ver-
taisarviointiin esimerkiksi yliopistojen kursseille. Opettaja voi luoda järjestelmään tehtä-
viä, opiskelijat voivat tehdä näihin palautuksia, ja opettajat voivat arvioida näitä. prplat-
form tukee myös opiskelijoiden välistä vertaisarviointia sekä opiskelijaryhmiä. Se on
myös mahdollista integroida alaluvussa 5.1.2 esitettyyn A+-järjestelmään. [86]
Tutustuttaessa prplatformin GitHub-etätietovarastoon havaittiin, että järjestelmässä on
hyödynnetty infrastruktuurista ohjelmakoodia. Järjestelmässä on esimerkiksi erilliset Doc-
kerfilet ja Docker Compose -konfiguraatiot kehitys- ja tuotantoympäristöille. Myös Pyt-
hon-riippuvuudet ja Django-sovellukseen liittyvät asetukset ovat määriteltynä erikseen
kehitys-, testi- ja tuotantoympäristöille. Lisäksi tuotantoympäristöön on määritettynä esi-
merkiksi PostgreSQL-ylläpitotehtäviä.
Järjestelmässä on myös käytössä sama tietokanta, PostgreSQL:n versio 10.3, kehitys- ja
tuotantoympäristöissä. Tuotantoympäristössä ovat myös käytössä Redis ja Caddy. Caddy
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on HTTP-palvelinsovellus (Hypertext Transfer Protocol, hypertekstin siirtoprotokolla),
joka automaattisesti ottaa HTTPS:n (Hypertext Transfer Protocol Secure, HTTP ja TLS-
protokollan yhdistelmä) käyttöön verkkosivustolla [16]. Redis ja Caddy eivät ole käytössä
kehitysympäristössä. Caddyn käyttö ei kuitenkaan välttämättä ole perusteltua kehitysym-
päristössä. Tämä siksi, että isäntänimi ei saa olla esimerkiksi localhost tai IP-osoite
[16].
Projektissa vaikuttaa myös olevan hyödynnetty jatkuvaa suunnittelua jossain määrin, sillä
sen GitHub-etätietovaraston ”Projects”-näkymässä on taulu, jossa on listat tekemättömille
ja tehdyille tehtäville [85]. Kyseistä taulua on kuitenkin päivitetty viimeksi 4. heinäkuuta
2018 [85], vaikka järjestelmään on tehty committeja tämän ajankohdan jälkeenkin [22].
Järjestelmässä on myös testejä, mutta viitteitä jatkuvasta, automatisoidusta, testaukses-
ta ei projektin GitHub-etätietovaraston perusteella havaittu. Järjestelmän kehittäjä kertoo
kuitenkin, että testit suoritetaan Gitin pre-commit-koukussa, ja ettei committia hyväksytä,
jos testit epäonnistuvat. Git suorittaa kyseisen koukun ennen kuin commit tehdään [43].
Projektin Git-tietovarastossa ei kuitenkaan ole näitä koukkuja. Tämä siksi, että ne ovat
asiakaspuolen koukkuja, jotka eivät kopioidu, kun Git-tietovarasto kloonataan [43].
Muita DevOps-käytäntöjä ei havaittu projektissa. Pystytettäessä kehitysympäristöä huo-
mattiin, että järjestelmän dokumentaatio on puutteellinen tältä osin. Koska Docker ja
Docker Compose ovat tuttuja työkaluja työn tekijälle, oli hänen mahdollista näihin liit-
tyvän tietämyksen sekä tietovarastosta löytyvien local.yml ja production.yml-
tiedostojen perusteella päätellä, että järjestelmän suoritusympäristöjen suorittamiseen käy-
tettäisiin edellä mainittuja työkaluja.
Kehitysympäristön pystyttäminen oli edellä mainittu huomioon ottaen kokeilemista. Ym-
päristön pystyttäminen estyi ensin riippuvuuksien, jotka eivät olleet yhteensopivia keske-
nään, takia. Ongelma poistui, kun compose/local/django/Dockerfile-tiedos-
tosta riviltä 12 poistettiin paketti openssl-dev, jolloin sitä ei asenneta käyttöjärjestelmään,
johon kyseinen Docker-levykuva perustuu. On kuitenkin mahdollista, että tämä aiheuttaa
ongelmia järjestelmän joissakin käyttötilanteissa.
Seuraava ongelma kehitysympäristön pystytyksessä oli ympäristömuuttujatiedostojen puut-
tuminen. Näistä ei ollut mainintaa järjestelmän dokumentaatiossa. Kun puuttuneet tie-
dostot lisättiin, kehitysympäristön pystyttäminen eteni. Tämän jälkeen ongelmana olivat
kuitenkin puuttuneet ympäristömuuttujat. Tarvittavia ympäristömuuttujia ei oltu doku-
mentoitu. Lisäämällä nämä muuttujat ympäristömuuttujatiedostoihin oli kehitysympäris-
tö mahdollista saada toimimaan komennolla
docker-compose -f local.yml up -d; (5.1)
jossa f -parametrilla syötetään Docker-Compose-konfiguraation sisältävän tiedoston pol-
ku, ja jossa d-lipulla järjestelmänä liittyvät kontit on mahdollista käynnistää taustalle suo-
ritukseen. Kehitysympäristön luomiseen tarvittiin Docker ja Docker Compose.
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Järjestelmään piti vielä luoda pääkäyttäjä komennolla
python manage.py createsuperuser (5.2)
Docker-kontin sisällä, jolloin ongelmaksi ilmeni ympäristöstä puuttuva DATABASE_URL-
muuttuja. Suorittamalla hakemiston compose/production/django/ tiedoston
entrypoint.sh rivin 17 komento ennen pääkäyttäjän luontia oli käyttäjä mahdollista
luoda onnistuneesti.
Myös järjestelmän testaaminen kehitysympäristössä oli hieman epäselvää. Koska järjes-
telmää suoritettaisiin Docker-konteissa, ei järjestelmän README.rst-tiedoston testaus-
ohjeiden komentoja voisi suoraan suorittaa komentorivikehotteella projektin paikallisessa
textttGit-tietovarastossa.
Testit oli kuitenkin mahdollista suorittaa Docker-kontissa avaamalla ensin sh-komentorivi-
kehote kontissa komennolla
docker exec -i -t <kontin nimi> sh; (5.3)
jossa exec on Docker-komento komentojen suorittamiseen kontissa,  i lippu, joka pitää
standardisyötteen auki, vaikka kontti ei olisi kiinnitetyssä tilassa,  t lippu, jolla saadaan
pseudonyymi komentorivikehote käyttöön, <kontin nimi> korvattuna prplatformin sisäl-
tävän kontin nimellä, ja sh komento, joka halutaan suorittaa kyseisessä kontissa.
Tämän jälkeen suorittamalla tiedoston README.rst sisältämä py.test-komento, tes-
tit suoritettiin. Testejä suoritettiin neljäkymmentä, joista yksi epäonnistui. Suorittamalla
testit
python manage.py test (5.4)
-komennolla kaikki neljäkymmentä testiä suoritettiin onnistuneesti. Projektissa on myös
työkalu testien kattavuuden mittaamiseen. Kehitysympäristössä kattavuudeksi mittautui
71 prosenttia.
Taulukko 5.1 tekee yhteenvedon opetusjärjestelmissä hyödynnetyistä DevOps-käytännöi-
stä omatoimisen tutustumisen perusteella.X-merkki tarkoittaa, että kyseistä käytäntöä on
hyödynnetty järjestelmässä, ja vastaavasti x, että tätä käytäntöä ei ole hyödynnetty.
Taulukko 5.2 tekee yhteenvedon DevOps-käytäntöjen hyödyntämiseen käytetyistä työka-
luista opetusjärjestelmäkohtaisesti omatoimisen tutustumisen perusteella. Merkki - tar-
koittaa, ettei järjestelmä hyödynnä kyseistä käytäntöä tai ettei sen hyödyntämiseen käy-
tettyjä työkaluja tunnistettu. Suluissa oleva solun arvo ilmaisee, että opetusjärjestelmä
hyödyntää joltain osin, mutta ei täysin, kyseessä olevaa käytäntöä.
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Taulukko 5.1. DevOps-käytäntöjen hyödyntäminen opetusjärjestelmissä omatoimisen
tutustumisen perusteella.
Käytäntö Repolainen A+ Versionhallinta
Gitillä
prplatform
Jatkuva integraatio X X x x
Jatkuva testaus X X x x
Jatkuva toimitus X x x x
Jatkuva käyttöönotto X x x x
Jatkuva monitorointi x x x x
Jatkuva suunnittelu x X x X
Infrastruktuuri ohjelmakoodina x x x X
Taulukko 5.2. DevOps-käytäntöjen hyödyntämiseen käytetyt työkalut
opetusjärjestelmäkohtaisesti omatoimisen tutustumisen perusteella.
Käytäntö Repolainen A+ Versionhallinta
Gitillä
prplatform
Jatkuva integraatio GitLab CI/CD Jenkins - -











Jatkuva toimitus GitLab CI/CD - - -
Jatkuva käyttöönotto GitLab CI/CD,
Fabric
- - -
Jatkuva monitorointi - - - -

















Verkkokysely suoritettiin Webropol-kyselypalvelussa. Kyselyn kysymykset ovat luetta-
vissa liitteestä A. Kyselyn mahdolliset vastaanottajat selvisivät opetusjärjestelmiin liitty-
vien GitLab ja GitHub-versionhallintaprojektien jäsenlistausten perusteella. Tämän selvi-
tyksen perusteeella tunnistettiin 12 henkilöä, jotka voisivat liittyä opetusjärjestelmien ke-
hitykseen tai ylläpitoon jollakin tavalla. Näiltä kaikilta kysyttiin sähköpostilla halukkuut-
ta vastata kyselyyn. Näistä 12:sta henkilöstä neljä henkilöä olivat halukkaita vastaamaan
kyselyyn.
Tämän lisäksi erästä henkilöä lähestyttiin erikseen, koska työn tekijä sai tietää, että ky-
seinen henkilö voisi mahdollisesti olla erään tässä työssä esiintymättömän järjestelmän
vastuuhenkilö tai ylläpitäjä. Lisäksi tässä työssä esiintyneiden järjestelmien GitLab ja
GitHub-etätietovarastoprojektien jäsenet tarkastettiin uudestaan torstaina 13. päivä joulu-
kuuta 2018 ja tämän perusteella yhtä henkilöä lähestyttiin sähköpostilla kyselyyn liittyen.
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Nämä edellä mainitut kaksi henkilöä eivät kuitenkaan osoittaneet kiinnostusta kyselyyn
vastaamiseen.
Myös Tampereen teknillisen yliopiston IT-helpdeskiltä kysyttiin sähköpostilla, onko jo-
ku IT-palveluiden työntekijä tai jotkut työntekijät vastuussa joidenkin tässä työssä esiin-
tyneiden opetusjärjestelmien ylläpidosta, ja kysyttiin halukkuutta vastata kyselyyn. IT-
helpdeskiltä saadun tiedon mukaan yliopiston IT-palvelut ei kuitenkaan vastaa tässä työs-
sä esiintyneiden opetusjärjestelmien ylläpidosta, joten kyselylinkkiä ei toimitettu kysei-
seen yksikköön.
Webropol-verkkokysely avattiin perjantaina 23. päivä marraskuuta 2018 kello 12:23, kun
ensimmäinen kyselylinkki lähetettiin vastaajalle. Kysely sulkeutui automatisoidusti per-
jantaina 21. päivä joulukuuta 2018 kello 12:00 eli se oli auki 23 minuuttia alle neljä viik-
koa. Kyselyyn kertyi yhteensä kolme vastausta. Tämä on 75 prosenttia kaikista kysely-
linkin saaneista henkilöistä ja noin 21,43 prosenttia kaikista niistä, joilta kysyttiin haluk-
kuutta kyselyyn vastaamiseen. Vastauksien jakautuminen opetusjärjestelmiä kohden on
esitetty taulukossa 5.3.
Taulukko 5.3. Kyselyn vastaukset opetusjärjestelmää kohden.
Järjestelmä Määrä Prosenttiosuus (%)
Repolainen 1 33,33
A+ 1 33,33
Versionhallinta Gitillä 1 33,33
prplatform 0 0,00
Kyselyyn vastanneista henkilöistä yksi oli halukas varaamaan keskuteluhetken työn te-
kijän kanssa. Kyseistä henkilöä lähestyttiin luvussa 3 esitetystä tutkimusmenetelmästä
poiketen Slackin avulla. Keskustelua varten työn tekijä valmisteli tämän omatoimisen tu-
tustumisen sekä edellä mainitun henkilön kyselyvastausten perusteelta viisi kysymystä.
Keskustelua ei äänitetty, mutta sen aikana työn tekijä kirjasi haastateltavan vastaukset pa-
perille.
Repolaisen osalta kysely saavutti koko kyseisen järjestelmän tiimin, sillä kyselyn vastaus-
ten perusteella tiimin koko on yksi henkilö, ja kyselyyn vastasi yksi Repolaiseen liittyvä
henkilö. A+:n osalta kyselyn kattavuus jäi auki. Kyselyyn vastannut A+:ssa mukana oleva
henkilö kertoi, että kyseistä järjestelmää kehitetään Aalto-yliopistolla eikä ohjelmistoke-
hitystä ole juurikaan tehty Tampereen teknillisellä yliopistolla.
Versionhallinta Gitillä -kurssin tiimin koko jäi epäselväksi, sillä kyselyyn vastannut hen-
kilö kertoi tiimin kattavan kaikki Gittia kursseillaan käyttävät opettajat. Projektissa ovat
hänen mukaansa GitLabin osalta mukana myös yksi tutkimusapulainen sekä yliopiston
IT-palvelut. Kuten taulukko 5.3 osoittaa prplatformin osalta kyselyyn ei kertynyt vastauk-
sia, joten siihen liittyvän tiimin koosta ei saatu tietoa. Taulukko 5.4 esittää vastausprosen-
tit opetusjärjestelmien tiimien kokoja kohden. Merkillä - tarkoitetaan, ettei kyseinen tieto
selvinnyt kyselyn avulla.
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Taulukko 5.4. Kyselyn vastausten määrä suhteessa opetusjärjestelmän tiimin kokoon.





Versionhallinta Gitillä 1/- -
prplatform 0/0 -
Vastaavasti taulukko 5.5 esittää jokaista opetusjärjestelmää kohden roolit, jotka kysely
kattoi. Siinä X-merkki tarkoittaa, että kyseisellä roolilla järjestelmässä operoiva henkilö
vastasi kyselyyn. Vastaavasti - tarkoittaa, ettei vastaajilla ollut kyseistä roolia.










Repolainen - - - X X
A+ - X - X X
Versionhallinta Gitillä - - - - X
prplatform - - - - -
Repolaisen osalta kyselyyn vastannut henkilö vastaa kyseisen järjestelmän ylläpidosta ja
yliopiston IT-palvelut sen tietokoneen, jolla Repolaista suoritetaan, ylläpidosta. A+:aa yl-
läpitää kyselyyn sen osalta vastannut henkilö. Versionhallinta Gitillä -kurssia ylläpitää ky-
selyn perusteella yliopiston IT-palvelut. A+:n osalta keskustelua ohjelmistokehittäjien ja
ylläpitäjien välillä käydään Slackin avulla. Kyselyyn vastanneen henkilön mukaan kom-
munikointi toimii riittävän hyvin. Muiden järjestelmien osalta tietoa keskustelun muodos-
ta tai tasosta ei saatu.
Järjestelmien ylläpidossa on havaittavissa ongelmia. Esimerkiksi A+:n dokumentaatio on
vanhentunut. Versionhallinta Gitillä -kurssilla ongelmana on, miten todentaa sen uusin
versio, kun samaan aikaan kurssin pitäisi toimia koko ajan ja materiaalin pitäisi olla ajan-
tasalla. Repolaisen osalta GitLabin päivitykset ovat aiheuttaneet ongelmia, sillä sen raja-
pinnan toimintoja on uusien versioiden myötä poistettu ja Repolainen on ollut riippuvai-
nen näistä.
Repolaisessa on ongelmia myös sen kehityksen näkökulmasta. Projektissa ei ole ohjel-
mistokehittäjiä, minkä vastaaja kokee suureksi ongelmaksi. Kysyttäessä häneltä, mitä on-
gelman ratkaisemiseksi on tehty, kertoi hän, että Tampereen TietoTeekkarikillalle on hä-
nen tietääkseen välitetty rekrytointi-ilmoitus, ja että Tietotekniikan laboratorio kykeni al-
lokoimaan vähän erään työntekijän työaikaa Repolaiseen. Kyselyyn vastanneen henkilön
mukaan tämä aikamäärä on kuitenkin liian vähän ja hänen tietääkseen myös Repolaiseen
allokoidun työntekijän työsopimus päättyi vuoden 2018 loppuun.
Repolaisen julkaisuketjussa uusi versio viedään automatisoidusti ensin testiympäristöön
ja tämän jälkeen loppukäyttäjien käyttöön tuotantoympäristöön. A+:n julkaisuketju ei ole
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automatisoitu. Molemmissa järjestelmissä edellisen toimivan version palautus on tehtävä
manuaalisesti.
Versionhallinta Gitillä -kurssin ja prplatformin julkaisuketjuista ei saatu kyselyn avul-
la tietoa. Selvitettäessä mahdollisia kandidaatteja tutkittaviksi järjestelmiksi prplatfor-
min kehittäjältä saatiin kuitenkin tieto, että kyseisen järjestelmän käyttöönottoprosessi
on manuaalinen ja sisältää SSH:lla tuotantoympäristöön kirjautumisen sekä git pull
-komennolla uuden version hakemisen.
Omatoimisessa tutustumisessa havaittiin, ettei Repolaisen testiympäristö toimi. Kysely-
vastausten seurauksena pidetty keskustelu Repolaisen osalta vastanneen henkilön kanssa
kuitenkin selvensi, että pääsy kyseiseen ympäristöön on vain tietystä IP-osoitteesta. Sa-
malla selvisi, että IT-palvelut vastaa virtuaalikoneen porttien hallinnoinnista sekä verkosta
tulevien yhteyksien sallimisesta eli IP-osoitteiden asettamisesta valkoiselle listalle. Kysei-
nen henkilö piti kuitenkin mahdollisena, että testiympäristön versio on kaatunut ja kertoi
kyselyvastauksessaan, ettei kyseistä suoritusympäristöä juurikaan hyödynnetä nykyisin.
Repolaisen osalta automatisoitu julkaisuketju on kyselyyn vastanneen henkilön mukaan
toimiva, sillä se on vähentänyt käsin tehtävän työn määrää. Myös A+:n julkaisuketju on
kyselyyn vastanneen henkilön mukaan toimiva, sillä hän ei halua mitään siirrettävän tuo-
tantoympäristöön automaattisesti, koska muut henkilöt kuin hän itse kehittävät järjestel-
mää.
Repolaisen osalta kysely osoittaa, että kyseisessä järjestelmässä hyödynnetään jatkuvaa
integraatiota, testausta, toimitusta ja käyttöönottoa. Kyselyn tulosten perusteella A+:ssa
hyödynnetään jatkuvaa testausta ja suunnittelua. Versionhallinta Gitillä -kurssin osalta
vastannut henkilö ei osannut sanoa, hyödynnetäänkö siinä jotakin kysytyistä DevOps-
käytännöistä.
Kysytyt käytännöt ja niiden hyödyntämisen yhteenveto ovat nähtävissä taulukossa 5.6.
Siinä X-merkki tarkoittaa, että järjestelmä hyödyntää kyseistä käytäntöä, x, ettei käytän-
töä hyödynnetä, ja -, ettei tietoa hyödyntämisestä saatu kyselyn avulla.
Taulukko 5.6. DevOps-käytäntöjen hyödyntäminen opetusjärjestelmissä kyselyn
perusteella.
Käytäntö Repolainen A+ Versionhallinta
Gitillä
prplatform
Jatkuva integraatio X x - -
Jatkuva testaus X X - -
Jatkuva toimitus X x - -
Jatkuva käyttöönotto X x - -
Jatkuva monitorointi x x - -
Jatkuva suunnittelu x X - -
Infrastruktuuri ohjelmakoodina x x - -
Repolaisessa jatkuvaan integraatioon, testaukseen, toimitukseen ja käyttöönottoon käyte-
tään kyselyn perusteella GitLab CI/CD:ta ja Dockeria. Jatkuvassa testauksessa on käy-
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tössä myös SonarQube ohjelmakoodin staattiseen analyysiin. Jatkuvaan käyttöönottoon
hyödynnetään lisäksi Python-kirjasto Fabricia.
A+:ssa käytetään kyselyn perusteella CircleCI:ta jatkuvaan integraatioon. Järjestelmän
kehitysympäristö hyödyntää Dockeria, vaikka vastausten perusteella A+:ssa ei kuitenkaan
hyödynnetä infrasktruktuurista ohjelmakoodia. Versionhallinta Gitillä -kurssin ja prplat-
formin osalta ei saatu tietoa myöskään käytäntöihin käytetyistä työkaluista.
Repolaista testataan kyselyn perusteella yksikkötestien ja ohjelmakoodin staattisen ana-
lyysin avulla. A+:aa testataan vastaavasti yksikkötestein ja päästä päähän -testein. Näiden
osalta vastaaja on kuitenkin hieman epävarma. Päästä päähän -testit ovat testejä, jotka tes-
taavat järjestelmän toimintaa kaikkine integraatioineen todellisessa suoritusympäristössä
[106]. Versionhallinta Gitillä -kurssin ja prplatformin osalta tietoa järjestelmän testauksen
tasosta ei saatu.
Taulukko 5.7 esittää yhteenvetona opetusjärjestelmäkohtaisesti työkalut, joilla niissä hyö-
dynnetään kutakin kyselyssä kysyttyä käytäntöä. Merkki - tarkoittaa, että käytetyistä työ-
kaluista ei saatu tietoa kyselyn avulla. Suluissa oleva solun arvo ilmaisee, että opetus-
järjestelmä hyödyntää joltain osin, mutta ei täysin, kyseessä olevaa käytäntöä. Selkeyden
vuoksi Versionhallinta Gitillä -kurssin ja prplatformin tiedot eivät ole taulukossa, koska
niitä ei saatu.
Taulukko 5.7. DevOps-käytäntöjen hyödyntämiseen käytetyt työkalut
opetusjärjestelmäkohtaisesti kyselyn perusteella.
Käytäntö Repolainen A+
Jatkuva integraatio GitLab CI/CD, Docker -
Jatkuva testaus GitLab CI/CD, Docker,
SonarQube
CircleCI
Jatkuva toimitus GitLab CI/CD, Docker -
Jatkuva käyttöönotto GitLab CI/CD, Docker, Fabric -
Jatkuva monitorointi - -
Jatkuva suunnittelu - -
Infrastruktuuri ohjelmakoodina - (Docker)
5.3 Vertailu
Kyselyvastausten perusteella vertailua omatoimiseen tutustumiseen on mahdollista suorit-
taa Repolaisen, A+:n ja Versionhallinta Gitillä -kurssin osalta. Kuten taulukko 5.3 osoit-
taa prplatformin osalta ei saatu vastauksia, joten vertailu ei ole mahdollista. Myös Ver-
sionhallinta Gitillä -kurssin osalta vertailu jää kevyeksi, sillä tietoa DevOps-käytäntöjen
hyödyntämisestä siinä ei saatu kuten taulukko 5.6 osoittaa.
Repolaisen osalta sekä omatoimisessa tutustumisessa että kyselyn vastauksissa on havait-
tavissa samat hyödynnetyt DevOps-käytännöt. Nämä ovat jatkuva integraatio, testaus, toi-
mitus ja käyttöönotto. Omatoimisen tutustumisen perusteella järjestelmä hyödyntää jos-
sain määrin infrastruktuurista ohjelmakoodia, mutta samaa havaintoa ei ole mahdollista
43
tehdä kyselyn perusteella. Toisaalta kyseisen käytännön hyödyntäminen on omatoimisen
tutustumisen perusteellakin vain osittaista.
Taulukko 5.8 tekee yhteenvedon Repolaisessa hyödynnetyistä DevOps-käytännöistä oma-
toimisen tutustumisen ja kyselyn perusteella.X-merkki ilmaisee, että järjestelmä hyödyn-
tää kyseistä käytäntöä, ja x-merkki, ettei se hyödynnä sitä.
Taulukko 5.8. DevOps-käytäntöjen hyödyntäminen Repolaisessa omatoimisen




Jatkuva integraatio X X
Jatkuva testaus X X
Jatkuva toimitus X X
Jatkuva käyttöönotto X X
Jatkuva monitorointi x x
Jatkuva suunnittelu x x
Infrastruktuuri ohjelmakoodina x x
Käytäntöihin käytetyissä työkaluissa on puolestaan havaittavissa eroa. Kyselyn perusteel-
la Repolaisessa hyödynnetään Dockeria jatkuvaan integraatioon, toimitukseen ja käyt-
töönottoon, mutta samaa havaintoa ei tehty omatoimisessa tutustumisessa. Tutkimalla jär-
jestelmään liittyvää GitLab-etätietovarastoa, on sen CI/CD-putkien lokeista mahdollista
havaita teksti ”Using Docker executor with image ...”, mikä viitannee siihen, että GitLab
CI/CD suorittaa Repolaiseen liittyvät tehtävät Dockerin avulla. Tämä selittänee havaitun
eron.
Myös jatkuvan testauksen osalta on havaittavissa eroa. Omatoimisessa tutustumisessa Re-
polaisessa havaittiin yksikkötestien suorittaminen osana jatkuvaa integraatiota. Yksikkö-
testeihin havaittiin hyödynnettävän kirjastoja unittest ja django.test. Yksikkötestit on mai-
nittu Repolaisen kyselyvastauksessa, mutta edellä mainittuja työkaluja ei.
Projektissa on myös työkalu ohjelmakoodin staattiseen analyysiin, Prospector, mutta tä-
mä ei ollut käytössä projektin toimitusputkessa. Kyselyn vastaus puolestaan väittää, että
Repolainen hyödyntäisi jatkuvassa testauksessa ohjelmakoodin staattiseen analyysiin So-
narQubea.
Tarkistettaessa uudestaan Repolaisen GitLab-etätietovarasto, on mahdollista havaita
sonarqube-haara, jonka commitien toimitusputkitehtävissä SonarQube on tehnyt ana-
lyysinsa. Kyseistä haaraa ei kuitenkaan ole vielä liitetty master tai develop-haaroihin.
Ensimmäinen sonarqube-haaran commit on tehty 26. päivä marraskuuta 2018, mikä on
myöhemmin kuin jolloin omatoiminen tutustuminen suoritettiin. Tämä selittää havainto-
jen eron.
SonarQube-analyysi on tarkoitus Repolaisen vastuuhenkilön mukaan integroida osaksi
järjestelmää sitten, kun siitä on järjestelmän kehitykselle hyötyä. Hänen mukaansa siitä
on hyötyä tälle sitten, kun joku henkilö kykenee kehittämään järjestelmää.
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Tutustuttaessa SonarQuben Repolaisesta tekemään raporttiin on havaittavissa nolla bugia,
nolla haavoittuvuutta, kolme päivää teknistä velkaa, kaksi sataa ”code smell”:ia sekä 48,4
prosentin testien ohjelmakoodin kattavuus. Fowlerin mukaan ”code smell” on yleensä
pintapuolen merkki syvemmästä ongelmasta järjestelmässä [42], joten niiden tunnistami-
nen voi olla hyödyllistä. Vertailtaessa SonarQuben ja Prospectorin havaintoja on huomat-
tavissa, että molempien raporteissa on huomioita, joita toinen analyysityökalu ei tehnyt.
Ero saattaa johtua esimerkiksi työkalujen erilaisista konfiguroinneista.
Taulukko 5.9 tekee yhteenvedon Repolaisessa käytetyistä työkaluista DevOps-käytäntöjä
kohden omatoimisen tutustumisen ja kyselyn perusteella. Merkki - tarkoittaa, ettei järjes-
telmässä havaittu käytettävän omatoimisen tutustumisen tai kyselyn perusteella työkaluja
kyseiseen käytäntöön. Vastaavasti eroavaisuudet työkaluissa kunkin käytännön osalta ovat
lihavoidulla tekstillä.
Taulukko 5.9. DevOps-käytäntöjen hyödyntämiseen käytetyt työkalut Repolaisessa
omatoimisen tutustumisen ja kyselyn perusteella.
Käytäntö Omatoiminen tutustuminen Kysely
Jatkuva integraatio GitLab CI/CD GitLab CI/CD, Docker




Jatkuva toimitus GitLab CI/CD GitLab CI/CD, Docker
Jatkuva käyttöönotto GitLab CI/CD, Fabric GitLab CI/CD, Docker, Fabric
Jatkuva monitorointi - -
Jatkuva suunnittelu - -
Infrastruktuuri ohjelmakoodina - -
A+:n osalta hyödynnetyissä DevOps-käytännöissä on havaittavissa eroa. Sen osalta vas-
tannut henkilö vastasi, ettei järjestelmässä hyödynnetä jatkuvaa integraatiota, vaikka oma-
toimisessa tutustumisessa tätä havaittiin toteutettavan Jenkinsilla. Vastaajan havainto saat-
taa perustua esimerkiksi kokemukseen hitaasti hyväksytyistä vetopyynnöistä.
Muilta osin hyödynnetyt käytännöt vastaavat omatoimisessa tutustumisessa havaittuja.
Taulukko 5.10 tekee yhteenvedon A+:ssa hyödynnetyistä DevOps-käytännöistä omatoi-
misen tutustumisen ja kyselyn perusteella. Merkinnöistä Xilmaisee, että järjestelmä hyö-
dyntää kyseistä käytäntöä, ja x päinvastoin.





Jatkuva integraatio X x
Jatkuva testaus X X
Jatkuva toimitus x x
Jatkuva käyttöönotto x x
Jatkuva monitorointi x x
Jatkuva suunnittelu X X
Infrastruktuuri ohjelmakoodina x x
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Myös käytäntöjen hyödyntämiseen käytetyissä työkaluissa on eroa. Koska A+:n osalta ky-
selyyn vastannut henkilö ei merkannut jatkuvaa integraatiota käytettäväksi järjestelmäs-
sä, voitaneen sen osalta puuttuvat työkalut selittää tällä. Jatkuvaan testaukseen puolestaan
käytetään kyselyn perusteella CircleCI:ta. Toisaalta vastajaa ei ollut työkalun käytöstä
täysin varma.
A+:n dokumentaatiossa on Jenkins-osio [7], mutta toisaalta vastaaja mainitsi myös ylläpi-
don ongelmana vanhentuneen dokumentaation. Ilmeisemmin järjestelmä kuitenkin edel-
leen käyttää Jenkinsia, koska tällä hetkellä viimeisin ”A-plus-test-MASTER”-testiajo, jär-
jestyksessään 94., on suoritettu 3. päivä tammikuuta 2019 kello 14:36 [57].
Omatoimisessa tutustumisessa jatkuvaan testaukseen havaittiin käytettävän unittest ja
django.test-kirjastoja yksikkötestaukseen sekä Seleniumia järjestelmätesteihin. A+:n osal-
ta kyselyyn vastannut henkilö ei maininnut näitä työkaluja, mutta testaamisen tasoksi hän
kertoi yksikkö- ja päästä päähän -testit. Riippuen järjestelmätesteistä ne saattaa olla mah-
dollista kokea myös päästä päähän -testeiksi, mikä voi selittää eron.
Kyselyn perusteella A+:n kehitysympäristö hyödyntää Dockeria. Omatoimisen tutustu-
misen perusteella näin ei kuitenkaan ole. A+:n kurssipohja kuitenkin hyödyntää Docke-
ria kehitysympäristössä [23]. A+:lle on myös olemassa Docker-levykuvaversio [13][14],
mutta se on erillisessä Git-tietovarastossa, A+:n kehitysympäristö ei hyödynnä sitä eikä
sen tuotantokäyttökelpoisuudesta ole tietoa. Edellä mainitut näkökulmat saattavat kuiten-
kin selittää havaitun eron omatoimisen tutustumisen ja kyselyn välillä.
Taulukko 5.11 kokoaa A+:ssa käytetyt työkalut DevOps-käytäntöjä kohden omatoimi-
seen tutustumiseen ja kyselyyn perustuen. Merkki - tarkoittaa, ettei järjestelmässä havait-
tu käytettävän työkaluja kyseiseen käytäntöön. Suluissa olevat työkalut ilmaisevat, että
opetusjärjestelmä hyödyntää niiden avulla joltain osin, mutta ei täysin, kyseessä olevaa
käytäntöä. Eroavaisuudet työkaluissa kunkin käytännön osalta ovat lihavoidulla tekstillä.
Taulukko 5.11. DevOps-käytäntöjen hyödyntämiseen käytetyt työkalut A+:ssa
omatoimisen tutustumisen ja kyselyn perusteella.
Käytäntö Omatoiminen tutustuminen Kysely
Jatkuva integraatio Jenkins -
Jatkuva testaus Jenkins, Selenium, Python:
unittest + django.test
CircleCI
Jatkuva toimitus - -
Jatkuva käyttöönotto - -
Jatkuva monitorointi - -
Jatkuva suunnittelu GitHub: Issues, Slack, Google
Groups
-
Infrastruktuuri ohjelmakoodina - (Docker)
Versionhallinta Gitillä -kurssin osalta kyselyn perusteella jäi epäselväksi, hyödyntääkö
kyseinen järjestelmä DevOps-käytäntöjä. Sen osalta kyselyyn vastannut vastuuhenkilö
vastasi käytäntöjen osalta ”en osaa sanoa”. Omatoimisen tutustumisen perusteella kysei-
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nen kurssi ei hyödynnä osittaista infrastruktuurista ohjelmakoodia lukuunottamtta Dev-
Ops-käytäntöjä. Ero omatoimisen tutustumisen ja kyselyn välillä voi johtua esimerkiksi
siitä, että vastuuhenkilö ei tiedä, hyödynnetäänkö järjestelmässä kysyttäjä käytäntöjä, tai
siitä, että kysytyt käytännöt jäivät kyselyyn vastattaessa epäselviksi.
Koska Versionhallinta Gitillä -kurssin osalta ei saatu vertailutietoa hyödynnettyjen Dev-
Ops-käytäntöjen osalta, ei kyseisiin käytäntöihin käytettyjen työkalujen vertailu ole re-
levanttia. Taulukko 5.12 tekee yhteenvedon kyseisellä kurssilla hyödynnettyjen DevOps-
käytäntöjen osalta omatoimisen tutustumisen ja kyselyn perusteella. Merkki x tarkoittaa,
ettei järjestelmä hyödynnä kyseistä käytäntöjä, ja -, ettei tietoa hyödyntämisestä saatu.
Taulukko 5.12. DevOps-käytäntöjen hyödyntäminen Versionhallinta Gitillä -kurssin




Jatkuva integraatio x -
Jatkuva testaus x -
Jatkuva toimitus x -
Jatkuva käyttöönotto x -
Jatkuva monitorointi x -
Jatkuva suunnittelu x -
Infrastruktuuri ohjelmakoodina x -
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6. DEVOPS-KÄYTÄNTÖJEN JA -TYÖKALUJEN HYÖ-
DYNTÄMISEN KEHITTÄMINEN
Tässä luvussa esitellään luvuissa 4 ja 5 esitettyjen tutkimuksen tulosten perusteella havait-
tuja opetusjärjestelmien kehitykseen ja ylläpitoon sekä työkaluihin ja suoritusympäristöi-
hin liittyviä ongelmia. Näiden pohjalta on tarkoitus luoda kehitysideoita, jotka olisivat
myös mahdollisesti yleistettävissä esimerkiksi uusiin opetusjärjestelmiin ja tutkimukses-
sa suoritettavaan ohjelmistokehitykseen. Alaluku 6.1 esittää kehitysideat työkalujen sekä
suoritusympäristöjen ja 6.2 opetusjärjestelmien osalta.
6.1 Työkalut ja suoritusympäristöt
Työkalujen osalta kaikki Tampereen teknillisellä yliopistolla käytössä olleet työkalut oli-
vat dokumentoituna yliopiston intrasivustolla. Suoritusympäristöjen osalta tieto ei kuiten-
kaan ollut yhtä kattavaa. IT-palveluilla havaittiin esimerkiksi olevan sisäinen dokumentaa-
tio palveluiden hinnastoista. Koska pääsy intrasivustolle on rajattu nykyisin entisen Tam-
pereen teknillisen yliopiston jäsenille, olisi kyseisen tiedon jakaminen täällä toivottavaa
ja todennäköisesti jopa mahdollista.
Työn tekijä löysi myös sattumalta Microsoft Azuren yliopiston saatavilla olevista palve-
luista. Yliopiston intrasivustolta ei kuitenkaan löytynyt ohjeistusta tämän käyttöön. On
luonnollista, että IT-palveluilla voi olla työtehtäviä, joiden prioriteetti on korkeampi kuin
vähäisellä kiinnostuksella olleen Azuren ohjeistukset.
Osa henkilöstöstä ei välttämättä kuitenkaan edes tiedä kyseisestä mahdollisuudesta, jo-
ten jonkinasteisen ohjeistuksen sisäinen jakaminen voisi olla suositeltavaa. Yliopistojen
yhdistyminen voisi olla kannustin tälle, sillä ainakin pääsy Azure-portaaliin on sallittu.
TTY:lla (Tampereen teknillisellä yliopistolla) tarjotun webhotel-palvelun ohjeistuksessa
mainittiin, että mahdolliset järjestelmien päivityksistä ohjelmistoille aiheutuneet ongel-
mat ovat näiden hallinnoijien vastuulla. Olisi kuitenkin tarpeen ilmoittaa tehtävistä päivi-
tyksistä etukäteen, jos näin ei jo tehdä. Tällöin ohjelmiston hallinnoija voisi ehkä parem-
min varautua mahdollisiin ongelmatilanteisiin.
Entisen Tietotekniikan laboratorion, jonka toiminnot ja henkilöstö ovat nykyisin osa Tam-
pereen yliopiston Informaatioteknologian ja viestinnän tiedekunnan Tietotekniikan yksik-
köä, suoritusympäristöt olivat kuitenkin vielä enemmän pimennossa. Käytännössä niiden
selvittäminen vaati ammattitiedon jakamisen seurauksena saadun tiedon hyödyntämistä.
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On välttämätöntä, että joku henkilö tietää jonkun toisen henkilön, joka ylläpitää jotakin
järjestelmää, mutta varsinkin isoissa muutoksissa kuten Tampereen yliopiston ja Tampe-
reen teknillisen yliopiston yhdistymisessä suoritusympäristöjen ja työkalujen dokumen-
taatio olisi ajankohtaista. Voisihan olla esimerkiksi niin, että entisellä Tietotekniikan la-
boratoriolla olisi joitakin sellaisia palveluita ja järjestelmiä, jotka voitaisiin ottaa myös
uudessa laajemmassa Tietotekniikan yksikössä käyttöön. Keskitetyn tiedon puutteen ta-
kia on myös mahdollista, että on olemassa muitakin käytössä olevia työkaluja ja suori-
tusympäristöjä kuin tässä työssä havaitut.
Tämän diplomityön puitteissa Tietotekniikan laboratorion Triton-hankkeen teknisiä tieto-
ja ei kyetty selvittämään. On epäselvää, missä vaiheessa hanke on. Voisi kuitenkin olla
hyödyllistä jakaa enemmän tilannetietoa projektista. Jakaminen on esimerkiksi Humblen
ja Moleskyn mukaan yksi DevOpsin osa-alueista [50].
Tietämyksen ja osaamisen jakaminen muillakin tavoilla voisi olla hyödyllistä. Yksi vaih-
toehto voisi olla esimerkiksi Wettinger et al. vuonna 2017 esittelemän DevOps-ratkaisutie-
tovaraston [103] tyylinen järjestelmä, johon voitaisiin kerätä tietoa teemaan liittyvistä
aihealueista kuten esimerkiksi automaattisista toimitusputkista, staattisen analyysin to-
teuttamisesta, sovelluksen monitoroinnista ja suoritusympäristöjen automaattisesta provi-
sioinnista. Kuten Wettinger et al.:n ratkaisu myös tällainen voisi olla jollakin tavalla auto-
matisoitavissa, esimerkiksi käymällä läpi GitLab-etätietovarastoprojektien
.gitlab-ci.yml-tiedostoja.
Humblen ja Moleskyn mainitsemista osa-alueista automaatio jo toteutuukin yliopistolla
käytössä olevien GitLab-asennusten johdosta. Kyseisen järjestelmän ansiosta yliopiston
tietotekninen infrastruktuuri myös mahdollistaa luvussa 2.3 esitettyjen DevOps-käytäntö-
jen hyödyntämisen ainakin jatkuvan integraation, testaamisen, toimituksen ja käyttööno-
ton osalta.
6.2 Opetusjärjestelmien kehitys ja ylläpito
Luvussa 5 tutkituista opetusjärjestelmistä Repolainen ja Versionhallinta Gitillä -verkko-
kurssi käyttävät luvussa 4.1 esitettyjä GitLab-asennuksia versionhallintaan. Näistä Repo-
lainen hyödyntää GitLab CI/CD:ta, mutta ei esimerkiksi Issue Boardia. Tehdyn tutkimuk-
sen perusteella voidaan perustellusti esittää, että jokaisessa järjestelmässä on kehitettävää
DevOps-käytäntöjen hyödyntämisessä.
Esimerkiksi Repolaisen testaaminen rajoittuu tällä hetkellä yksikkötesteihin. SonarQube-
integraatio on kuitenkin jo ainakin suunnilleen tehty, joten sen viimeistely ja käyttöönotto
mahdollisimman pian voisi olla hyödyllistä: näin esimerkiksi joku henkilö saattaisi hel-
pommin ohjautua tekemään korjauksia, jos ongelmaraportit olisivat saatavilla. SonarQube-
analyysin valmistelu on kuitenkin osoitus siitä, että käytäntöjen hyödyntäminen on kehit-
tymässä ainakin jossain määrin. Myös muut opetusjärjestelmät, esimerkiksi A+, ja tutki-
mushankkeet laajemminkin voisivat hyötyä staattisen analyysin käyttöönotosta.
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Repolaisessa on käytössä automaattinen toimitusputki, mutta ei automaattista edelliseen
versioon palaamista. Uuden version käyttöönotossa voisi olla hyödyllistä suorittaa tes-
ti järjestelmän toimitusputkelle. Yksi mahdollinen ratkaisu voisi olla ensin tehdä käyt-
töönotto testiympäristössä, tarkistaa tietyn verkko-osoitteen saatavuus, tehdä käyttöönotto
tuotantoympäristöön ja tarkistaa tietyn verkko-osoitteen saatavuus myös siellä. Täten saa-
taisiin ainakin tieto siitä, että järjestelmä on valmis käsittelemään HTTP-pyyntöjä myös
uuden version käyttöönoton jälkeen. Jos ongelmia ilmenisi, saatettaisiin tarve vanhaan
versioon palamiseen havaita aiemmin, vaikka prosessi manuaalinen edelleen olisikin.
Opetusjärjestelmistä vain prplatform hyödyntää infrastruktuurista ohjelmakoodia laajem-
min. Repolaisen ja A+:n kehitysympäristöjen pystytyksessä ongelmia voivat aiheuttaa
esimerkiksi ristiriidat vaaditun ja kehitysympäristöön asennetun Python-version välillä.
Molemmissa järjestelmissä on myös kehitysympäristössä käytössä esimerkiksi eri tieto-
kanta kuin tuotantoympäristössä.
Näihin eri komponenttien jakaminen esimerkiksi Docker-konteiksi voisi mahdollisesti
auttaa. Näitä kontteja olisi mahdollista operoida esimerkiksi Docker Composen avulla.
Dockerin käyttöönotto saattaisi nopeuttaa kehitysympäristön luontia sekä helpottaa tuo-
tantoympäristön luontia ja sen kahdentamista. Tällöin ohjelman toiminnan varmistaminen
voisi mahdollisesti olla laadukkaampaa.
Kuten luvussa 5.3 mainitaan, A+:sta on jo olemassa Docker-versio. A+:n järjestelmän ke-
hityksen sisältävä GitHub-etätietovarasto voisi ottaa tämän käyttöön. Repolaisen osalta
Docker-kontitus saattaisi myös helpottaa ainakin kehitysympäristöissä tehtävää GitLab-
asennusta, koska kyseisen riippuvuuden kehitysympäristön asennusohjeet ovat varsin mo-
nimutkaiset.
Sekä A+:n että Repolaisen dokumentaatio on vanhentunutta. Järjestelmien Docker-konti-
tus olisi myös hyvä mahdollisuus uuden ajantasaisen dokumentaation tekemiselle. Jos
järjestelmien käyttöönoton ja asennuksen monimutkaisuutta onnistuttaisiin vähentämään,
saattaisivat myös näiden vaiheiden dokumentaatiot olla yksinkertaisempia ja täten hel-
pommin ajantasalla pidettäviä.
Dockeria ja Docker Composea hyödyntävän prplatformin dokumentaatio on puutteelli-
nen, mutta kehitysympäristön luominen oli varsin itsensä selittävä prosessi edellä mainit-
tujen työkalujen johdosta. Tämä toki olettaen, että ympäristön luomista yrittävällä henki-
löllä on jonkin tason tietämys kyseisistä työkaluista. Tämä näkökulma kuitenkin todistaa,
että järjestelmien hallinnointi voisi olla yksinkertaisempaa esimerkiksi Dockerin avulla.
Toivottavaa prplatforminkin osalta olisi kuitenkin lisätä dokumentaatio kehitysympäristön
luomiseen, koska prosessi ei ollut kovin monimutkainen, ja täten sen ajantasalla pitämisen
ei pitäisi olla kovin vaativaa.
Repolaisen osalta työn tekijä on kuullut joistakin ongelmista ja kehitysideoista, mutta ku-
ten luvussa 5.1.1, on kyseisen projektin GitLab-etätietovaraston Issue Board tyhjä. Tiket-
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tien luonti voisi edistää korjausten ja uusien ominaisuuksien tekoa. Se voisi myös parantaa
järjestelmän jatkokehitystä ja mahdollistaa jatkuvan suunnittelun.
Tämän työn teon loppuvaiheella Repolaisen osalta selvisi myös Tampereen yliopistoon
liittyvän tietojärjestelmien migraation seurauksena syntynyt ongelma. Koska kaikkia jär-
jestelmiä ei migratoitu, ovat ongelmat migratoitujen ja migratoimattomien järjestelmien
välillä mahdollisia. Jos Repolaista hallinnoi yksi henkilö, on mahdollista, ettei kaikkia
asioita huomata. Täten olisi hyödyllistä, jos useammalla henkilöllä olisi parempi tietämys
siitä. Kommunikaation ja jakamisen merkitys näkyy tässäkin tilanteessa.
Rajalliset resurssit Repolaisen hallinnoinnissa näkyvät myös esimerkiksi sen suoritusym-
päristöjen pääsynhallinnassa: vain järjestelmän ylläpitäjän tietyltä tietokoneelta on pää-
sy sen testiympäristöön. Jonkin tasoinen rajaus lienee ajankohtainen, etteivät esimerik-
si opiskelijat pääse käyttämään testiympäristöä, mutta sen saatavuus yhdelle henkilölle
myös rajaa alhaiseksi mahdollisuuden testata järjestelmää sen tuotantoympäristöä vastaa-
vassa ympäristössä. Voisi olla järjestelmän laadunvarmistuksen kannalta hyödyllistä, jos
jokaisella Repolaista käyttävällä opettajalla olisi pääsy sen testiympäristöön.
Tutkimuksen aikana havaittiin, että pääsyoikeus Repolaisen GitLab-projektiin on vain tie-
tyillä henkilöillä. Jakamista voisi olla sekin, että kaikilla Tietotekniikan yksikön työnte-
kijöilllä tai vähintään järjestelmää käyttävillä opettajilla olisi raportoijatason oikeudet ky-
seiseen etätietovarastoon. Tämä mahdollistaisi esimerkiksi bugien ilmoittamisen suoraan
Issue Boardilla, ja voisihan olla, että joku sellainen henkilö, joka ei ole aktiivisesti mu-
kana järjestelmän kehityksessä tai ylläpidossa, korjaisi jonkun pienen bugin, jos hänellä
olisi jostain syystä hieman vapaata aikaa.
Kyselyyn A+:n osalta vastannut henkilö oli epävarma testaukseen käytetyistä työkaluista.
Kommunikoinnin ja jakamisen tehostaminen voisi olla relevanttia myös kyseisen järjes-
telmän osalta, sillä kehityskäytännöt ja niihin lukeutuvan jatkuvan integraation prosessi
olisi tarpeen tietää jokaisen, joka on järjestelmää edes jollakin tavalla kehittänyt.
A+:aa ylläpitävä henkilö kokee kyselyn mukaan, ettei automaattinen käyttöönotto olisi
toivottavaa, koska järjestelmää kehittää eri taho kuin hän. Tutkimuksen perusteella A+:n
jatkuvan integraation ja testauksen prosessi on rikki, ja sellaista ohjelmakoodia, joka ei
läpäise testejä tässä prosessissa, on mahdollisesti julkaistu. Tämä voi luonnollisesti ai-
heuttaa luottamuksen puutteen järjestelmää kohtaan.
Ideaalisessa tilanteessa järjestelmän Jenkinsputki ja Selenium-testit korjattaisiin ennen
kuin uutta ohjelmakoodia julkaistaan. Rajalliset resurssit ja aikatauluvaatimukset voivat
kuitenkin hankaloittaa tätä. Siltikin järjestelmän laadunvalvonnan tilanne on pidemmällä
aikavälillä kestämätön, koska sitä jatkokehitetään jatkuvasti. Myös järjestelmän testisi-
vuston korjaaminen voisi olla hyödyllistä, sillä täten sitä ehkä kokeilisi joku, mikä saat-
taisi parantaa laadunvarmistusta, jos jokin ongelma havaittaisiin jo siellä.
Nykyisen Tampereen yliopiston osalta A+:lle voisi olla mahdollista tehdä automaattinen
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toimitusputki. Tässä voitaisiin hyödyntää esimerkiksi GitLabia ja sen jatkuvan toimituk-
sen ja käyttöönoton ominaisuuksia, jos kyseinen palvelu tulisi myöhemmin myös Tam-
pereen yliopiston käyttöön. Kuten luvussa 5.3 mainittiin, on A+:lle olemassa jo Docker-
versio. Tuotantokäytössä olevaa A+-asennusta voisi mahdollisesti operoida Docker Com-
posen avulla.
Kun uusi versio A+:sta julkaistaisiin, voitaisiin Docker Compose ja GitLab CI/CD -
konfiguraatioissa päivittää Docker-levykuvan tagi, tehdä tästä Git-commit, työntää tämä
GitLab-etätietovarastoon, antaa GitLab CI/CD:n suorittaa järjestelmän testit, ja jos ne on-
nistuvat, tehdä automaattinen käyttöönotto ensin testiympäristössä ja tämän jälkeen tuo-
tantoympäristössä sisältäen testit sille, onnistuivatko käyttöönotot. On kuitenkin epäsel-
vää, onko A+:n Docker-levykuva valmis tuotantokäyttöön, joten tätä ideaa ei välttämättä
ole mahdollista toteuttaa luotettavalla tavalla.
Jatkuva käyttöönotto ei välttämättä sovellu itse A+:n GitHub-etätietovarastoon, koska
järjestelmä on käytössä myös muualla kuin Aalto-yliopistolla. Koska järjestelmästä on
kuitenkin olemassa jo Docker-levykuva, voisi jatkuvaa toimitusta soveltaa esimerkiksi
projektissa jo käytössä olevan Jenkinsin avulla siten, että tämä tekee Docker-levykuvat ja
työntää ne Docker Hub -artefaktitietovarastoon.
Tällä hetkellä A+:n julkaisusykli on kuitenkin puolivuosittainen: uusi versio julkaistaan
tammikuussa ja elokuussa [65]. Tässä tilanteessa automatisoidusta toimituksesta ei vält-
tämättä ole hyötyä. Järjestelmän kehityksessä voitaisiin kuitenkin miettiä, voitaisiinko
julkaisujen määrää tihentää ja tiukoista aikarajoista luopua. Jatkuvalla toimituksella saa-
tettaisiin saavuttaa luvussa 2.3.4 esitettyjä hyötyä. Tiukkojen aikataulujen poistuminen
saattaisi myös vähentää henkistä kuormitusta, jos kehityksen resurssit ovat rajalliset.
A+:n tulevaisuuden suunnitelmassa järjestelmän käyttöä ollaan helpottamassa opettajan
näkökulmasta. Myös sen arkkitehtuuria ollaan muovaamassa paremmin palvelusuuntau-
tunutta arkkitehtuuria noudattavaksi. [65] Tämä on positiivista. Suositeltavaa olisi kuiten-
kin huomioida myös järjestelmän kehitysnäkökulma, johon voisi hyödyntää edellä mai-
nittuja kehitysideoita.
A+-kurssien kuten Versionhallinta Gitillä opetusmateriaalien testaaminen saattaisi olla
hankalaa ohjelmallisesti, mutta materiaalin tuotantokelpoiseksi kääntämiseen voisi olla
mahdollista hyödyntää esimerkiksi GitLab CI/CD:ta. Opettaja joutuisi vielä itse tarkas-
tamaan materiaalin oikeudellisuuden omassa kehitysympäristössään, mutta jos sen kään-
täminen onnistuu myös GitLab CI/CD:lla, voisi se mahdollisesti riittää tämän jälkeen
takeeksi siitä, että materiaali voidaan siirtää myös tuotantokäyttöön.
Tällöin myöskään käännösartefakteja ei olisi välttämätöntä pitää Git-tietovarastossa ja
opettajan riittäisi tietää vain GitLab-etätietovarasto eikä tämän lisäksi tuotantopalvelimen
kyseisen kurssin Git-etätietovarastoa. Tämä voisi hieman yksinkertaistaa julkaisuproses-
sia opettajan näkökulmasta.
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prplatformin osalta käytäntöjä voisi kehittää esimerkiksi jatkuvan integraation mahdol-
listavan CircleCI:n avulla, koska tämä integroituu GitHubiin. Tällä hetkellä testaaminen
tapahtuu ennen commitia Gitin koukkujen avulla, mutta nämä paikalliset koukut eivät ole
etätietovarastossa. Sekin olisi kehitysaskel, jos koukut ja ohjeet niiden käyttöönottamisel-
le olisivat jossakin muodossa GitHub-etätietovarastossa.
Jokaisen opetusjärjestelmän osalta jonkinlainen monitorointi olisi suositeltavaa. Kuten lu-
vussa 2.3.6 mainitaan, se mahdollistaa esimerkiksi suorituskykyongelmien aikaisemman
havaitsemisen ja palvelun käytön seurannan. Edellä mainitun avulla sovelluksen laatu voi
parantua nopeammin. On myös parempi havaita ongelma itse kuin että loppukäyttäjä ha-
vaitsee sen.
Tämän työn teon aikana työn tekijä havaitsi myös tilanteita, joissa joku henkilö oli teh-
nyt tai löytänyt arkistosta työkalun johonkin tiettyyn opetukseen liittyvään tarkoitukseen
ja tämän jälkeen selvisi, että joku toinenkin oli tehnyt vastaavan työkalun. On toisaal-
ta tutkimushenkistä tehdä ja kokeilla itse, mutta jonkinlainen kordinaatio voisi kuitenkin
olla hyödyllistä. Ehkä yhdellä yhdessä tehdyllä työkalulla voisi olla paremmat edellytyk-
set olla laadukas ja yleiskäyttöinen kuin kourallisella yksin tehdyillä? Taulukko 6.1 tekee
yhteenvedon kehitysideoista.
Taulukko 6.1. Yhteenveto tutkimuksen tulosten perusteella esitetyistä kehitysideoita.
Kehitysidea Kohde
Dokumentaation ja ohjeistuksen parantami-
nen
Yliopiston ja yksikön suoritusympäristöt se-
kä opetusjärjestelmät
Kommunikaation ja jakamisen tehostaminen Opetusjärjestelmien sisäinen sekä niiden ja
IT-palveluiden ylläpidon välinen
Jatkuvan suunnittelun tehostaminen Opetusjärjestelmät






Tässä diplomityössä on selvitetty DevOps-käsitettä sekä siihen liittyvää kulttuurellista
näkökulmaa, käytäntöjä sekä sen ongelmia ja hyötyjä, ja laadittu tutkimusmenetelmä
DevOps-käytäntöjen hyödyntämisen selvittämiseksi opetusjärjestelmien kehityksessä ja
ylläpidossa. Tämän perusteella on suoritettu tutkimus sekä analysoitu ja esitetty sen tu-
lokset. Näiden perusteella on esitetty kehitysideat.
DevOps on käsitteenä monitulkintainen ja jatkuvasti kehittyvä, mutta samalla kuitenkin
suosiotaan tasaisesti kasvattava ilmiö. Ohjelmistotuotannon ammattilaisten ja yritysten on
välttämätöntä seurata trendejä, jotta he pysyvät kehityksessä mukana ja turvaavat elinkei-
nonsa ja liiketoimintansa myös tulevaisuudessa. Tämä asettaa haasteita myös alan ope-
tukselle ja tutkimukselle.
Tähän haasteeseen on vastattu. Niin kansainvälisesti kuin nykyisessä Tampereen yliopis-
tossakin opetetaaan jo DevOpsiin liittyviä käytäntöjä, esimerkiksi jatkuvaa integraatiota.
Tämä huomioiden onkin merkityksellistä selvittää, noudatetaanko näitä käytäntöjä myös
itse.
Työn tutkimustavoitteena oli selvittää, miten DevOps-käytäntöjä hyödynnetään opetus-
järjestelmien kehittämisessä ja ylläpidossa, ja miten tätä voisi kehittää. Tähän tutkimus-
kysymykseen vastattiin laadullisen tapaustutkimuksen avulla. Tämän yhteydessä pyrittiin
myös selvittämään, onko yliopisto-organisaatiolla tarjota edellytyksiä eli tässä työssä työ-
kaluja ja sopivia suoritusympäristöjä näiden käytäntöjen hyödyntämiseen.
Tutkimuksen tulokset osoittavat, että työkaluja ja suoritusympäristöjä on saatavilla, mut-
ta dokumentaatio ja ohjeitus ovat puutteelliset jälkimmäisten osalta. Myös opetusjärjes-
telmien osalta DevOps-käytäntöjen hyödyntämisessä on kehitettävää. On kuitenkin huo-
mioitava, että esimerkiksi Repolainen hyödyntää jo yliopiston GitLab-asennusta jatkuvan
integraation, testauksen, toimituksen ja tuotannon osalta, ja kehitystäkin on havaittavissa,
sillä järjestelmään on ollut valmisteilla ohjelmakoodin staattinen analyysi SonarQuben
avulla.
Keskeisimmiksi luvussa 6 esitetyistä kehitysideoista voidaan työkalujen ja suoritusym-
päristöjen osalta ottaa esille dokumentaation ja ohjeistuksen parantaminen. Vastaavasti
opetusjärjestelmien kehityksen ja ylläpidon osalta nämä ovat jonkinlaisen monitoroinnin
käyttöönottaminen sekä infrastruktuurin ohjelmakoodina esittämisen ja jatkuvan suunnit-
telun tehostaminen. Tietotekniikan yksikön sisäisen sekä tämän ja IT-palveluiden välisen
kommunikaation ja jakamisen merkitystä ei myöskään voi aliarvioida varsinkaan, kun
yliopistojen yhdistyminen on kirjoitushetkellä juuri tapahtunut. Taulukkossa 6.1 on yh-
teenveto kehitysideoista.
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Repolaisen osalta työn tekijä ja Repolaisen vastuuhenkilö ovat kirjoitushetkellä jo aloitta-
neet toimenpiteet luvussa 6.2 esitettyihin kehitysideoihin perustuen: kehitysympäristö on
kontitettu Dockerin ja Docker Composen avulla, millä on pyritty sen asentamisprosessin
yksinkertaistamiseen sekä hallinnettavuuden helpottamiseen, ja GitLabin Issue Boardille
on aloitettu tikettien luonti.
Konkreettisena toimenpiteenä Tampereen yliopiston Informaatioteknologian ja viestin-
nän tiedekunnan Tietotekniikan yksikölle suositellaan lisäksi muiden tässä työssä esitet-
tyjen kehitysideoiden kelpoisuuden selvittämistä soveltuvuusselvityksen avulla. Esimer-
kiksi toimenpiteet A+:n uuden asennuksen sekä käyttöönoton osalta ovat mahdollisia. Voi
myös olla hyödyllistä jatkokehittää kyseisiä kehitysideoita isommalla ryhmällä sekä jär-
jestää esimerkiksi aivoriihiä, sillä ryhmässä saattaa olla mahdollista kehittää enemmän
ideoita kuin yksin. Ryhmätapaamiset ja aivoriihet olisivat myös jakamiseen kannustava
toimenpide.
Yliopiston IT-palveluista vastaavalle yksikölle suositellaan kattavan suoritusympäristöjen
dokumentaation koostamista yhteen sijaintiin esimerkiksi uudelle intrasivustolle. Tälle ja
Tietotekniikan yksikölle suositellaan näiden välisen kommunikaation ja jakamisen tehos-
tamista. Tähän esimerkiksi jo käytössä oleva Mattermost tarjoaa mahdollisuuden.
Työ onnistui hyvin ja se toteuttiin aikataulussa Kanban-menetelmää hyödyntäen. Tutki-
muksen toistettavuus on pyritty mahdollistamaan kirjaamalla siihen liittyvät yksityiskoh-
dat, menetelmät ja tulokset mahdollisimman tarkasti. Opetusjärjestelmien kehityksen ja
ylläpidon osalta tehdyn laadullisen tapaustutkimuksen omatoimisen tutustumisen tulos-
ten mahdollisina luotettavuusongelmina ovat työn tekijän mahdollinen subjektiivisuus se-
kä DevOps-tietämyksen puute. Ensimmäisen vaikutusta pyrittiin vähentämään kyselyn
avulla ja jälkimmäistä lukua 2 varten tehdyn DevOps-selvityksen avulla.
Kysely tarjosi osittain vahvistusta omatoimisessa tutustumisessa tehdyille havainnoille,
mutta myös eroilla havaittiin olevan merkityksensä. Kysely saavutti erään opetusjärjestel-
män osalta koko kohdeyleisön, mutta muiden osalta tämä jäi auki. Koska kyseisen järjes-
telmän kohdeyleisö osoittautui pieneksi, olisi esimerkiksi puolistruktuurisella haastatte-
lulla saatettu onnistua keräämään yksityiskohtaisempaa tietoa siitä.
Toisaalta kysely suoritettiin nimettömänä ja vastaajille tarjottiin mahdollisuus vastata lisä-
kysymyksiin ja keskustella kasvokkain. Kyselyn valintaa on mahdollista perustella myös
sillä, että haastatteluja olisi tulkinnut yksi henkilö. Kyselyvastaukset ovat valmiiksi kir-
jallisessa ja digitaalisessa muodossa, joten niiden tallennusmuoto ei aiheuta tulkintavai-
keuksia toisin kuin esimerkiksi haastattelun epäonnistunut äänitys tai haastattelumerkin-
töjen niiden tekijälle ominainen käsiala. Verkkokyselyissä asiaankuulumattomat vastauk-
set ovat myös mahdollinen riski. Tätä riskiä pyrittiin hallitsemaan henkilökohtaisten ky-
selylinkkien avulla.
Työkalujen ja suoritusympäristöjen osalta olisi voinut olla hyödyllistä suorittaa esimer-
kiksi Tietotekniikan laboratorion henkilöstölle kysely, mitä työkaluja ja suoritusympäris-
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töjä he tietävät olevan käytössä, tai mitä sellaisia he ovat kokeilleet yliopistolla. Kyselyn
tulosten perusteella olisi voitu vahvistaa havaittujen työkalujen ja suoritusympäristöjen
saatavuus. Sähköpostiviestein suoritettu selvitys ei välttämättä saavuttanut kaikkia niitä
henkilöitä, joilla olisi ollut tietämystä aiheesta.
Työssä on pyritty yleiskäyttöisten kehitysideoiden tekemiseen. Ideoiden toteutuskelpoi-
suus jää kuitenkin tämän työn osalta selvittämättä. On kuitenkin teoriassa mahdollista,
että muutkin kuin tässä työssä mainitut opetusjärjestelmät tai yleisemmin tutkimukseen
liittyvä ohjelmistokehitys voisivat hyötyä kyseisistä kehityssuunnista.
Tässä luvussa aiemmin mainittu kehitysideoiden jatkokehittäminen ja tarkentaminen voi-
si olla mahdollinen jatkotutkimuksen aihe. Toinen tutkimusongelma voisi olla ottaa kehi-
tysideat käyttöön ja tutkia, saavutetaanko niillä hyötyä, millaista, ja missä määrin. Tämän
perusteella voisi puolestaan olla mahdollista tutkia, vaikuttaako DevOps-käytäntöjen ke-
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LIITE A: KYSELYN KYSYMYKSET
DevOps-käytäntöjen hyödyntämisen kehittäminen
opetusjärjestelmien kehityksessä ja ylläpidossa
Hei! Teen diplomityötä DevOps-käytäntöjen hyödyntämisen kehittämisestä
opetus-/oppimisjärjestelmien kehityksessä ja ylläpidossa. Siihen liittyen teen kyselyn, jonka
kohdeyleisönä ovat Tietotekniikan laboratorion henkilöt, jotka ovat jollakin tavalla mukana tällaisten
järjestelmien (esimerkiksi A+) kehittämisessä, hallinnoinnissa tai ylläpidossa.
Kysely on avoinna perjantaihin 21.12.2018 kello 12:00 asti.
Vastaa erikseen jokaisen järjestelmän osalta, mutta vain kerran kutakin järjestelmää kohti.













Kuva A.1. Kyselyn kysymykset, osa 1.
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3. Millainen tiimi tämän järjestelmän kehittämisessä ja ylläpidossa
näkemyksesi mukaan on? (Esimerkiksi tiimin koko, jäsenten roolit)
4. Mikä seuraavista tahoista vastaa järjestelmän ylläpidosta? 
Minä





5. Miten kehittäjien ja ylläpidon välinen kommunikaatio mielestäsi toimii?
6. Millainen julkaisuketju/-käytäntö järjestelmässä mielestäsi on? (Esimerkiksi
manuaalinen komentoriviskriptin suoritus, automatisoitu CI-putki)?
Kuva A.2. Kyselyn kysymykset, osa 2.
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8. Miksi ratkaisu on/ei ole toimiva?
9. Jos järjestelmän uudessa julkaisussa havaitaan ongelma sen käyttöönoton
jälkeen, millainen mekanismi järjestelmässä on edellisen toimivan version
uudelleenkäyttöönottamiseksi?
Kuva A.3. Kyselyn kysymykset, osa 3.
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10. Mitä seuraavista käytännöistä järjestelmä hyödyntää? 
Kyllä Ei En osaa sanoa
Jatkuva integraatio  
Jatkuva testaus (esimerkiksi
automatisoidut yksikkötestit,
staattinen analyysi)  














perustuvan visualisoinnin avulla) 











11. Jos järjestelmässä hyödynnetään muita käytäntöjä, mitä ne ovat?
Kuva A.4. Kyselyn kysymykset, osa 4.
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13. Mitä työkaluja järjestelmässä käytetään jatkuvaan integraatioon?
14. Millä tasolla järjestelmää testataan (esimerkiksi yksikkötestit, staattinen
analyysi)?
15. Mitä työkaluja järjestelmässä käytetään jatkuvaan testaukseen?
16. Mitä työkaluja järjestelmässä käytetään jatkuvaan toimitukseen?
Kuva A.5. Kyselyn kysymykset, osa 5.
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17. Mitä työkaluja järjestelmässä käytetään jatkuvaan käyttöönottoon?
18. Mitä työkaluja järjestelmässä käytetään jatkuvaan
monitorointiin/seurantaan?
19. Mitä työkaluja järjestelmässä käytetään jatkuvaan suunnitteluun?
20. Mitä työkaluja järjestelmässä käytetään infrastruktuuriseen ohjelmakoodiin
(esimerkiksi Docker ja Dockerfile)?
21. Jos vastasit edellisellä sivulla käytäntöihin Muu, mitä työkaluja tähän/näihin
käytäntöön/käytäntöihin käytetään?
Kuva A.6. Kyselyn kysymykset, osa 6.
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22. Mikä järjestelmässä on mielestäsi hyvää sen kehittämisen kannalta?
23. Mikä järjestelmässä on mielestäsi hyvää sen ylläpidon kannalta?
24. Onko järjestelmän kehittämisessä mielestäsi ongelmia?
25. Onko järjestelmän ylläpidossa mielestäsi ongelmia?
26. Haluan varata juttutuokion 
Keskustelen aiheesta mielelläni kanssasi, jos haluat. Työpisteeni sijaitsee huoneessa TF105, jonne voit
halutessasi tulla rupattelemaan. Myös samuli.kohomaki@tut.fi tavoittaa. Voit myös vastata alla
olevaan kysymykseen Kyllä, jos haluat, että sovimme juttutuokion.
Kyllä
Ei
Kuva A.7. Kyselyn kysymykset, osa 7.
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Jos vastasit edelliseen kysymykseen Kyllä, täydennä nimesi ja sähköpostiosoitteesi, jotta voin ottaa
sinuun yhteyttä. Voit antaa sähköpostiosoitteesi myös, jos olet tarvittaessa valmis vastaamaan
mahdollisiin lisäkysymyksiin (diplomityön näkökulmasta).
Nimeä ja sähköpostiosoitetta ei käytetä muihin kuin edellä mainittuihin tarkoituksiin. Vastaajan nimi ja
sähköpostiosoite säilytetään niin kauan kuin se on tarpeellista diplomityön kannalta. Vastauksia
käsitellään tutkimuksessa anonyymisti. Täydentämällä nimesi ja sähköpostiosoitteesi ja painamalla
"Lähetä" hyväksyt nimesi ja sähköpostiosoitteesi tallentamiseen.
Webropol tallentaa kyselyn vastaukset EU-alueelle eikä niitä luovuteta sen ulkopuolelle tai käsitellä sen
ulkopuolella: https://webropol.fi/gdpr/Webropol_Tietoturvakuvaus_Whitepaper_FIN-20171207.pdf
27. Nimi ja sähköpostiosoite
Nimi
Sähköposti
Kuva A.8. Kyselyn kysymykset, osa 8.
