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Introduction
An important theorem proved by Serre [45] in 1972 states
Theorem 0.1 (Serre). Let E be an elliptic curve over Q without complex multipli-
cation. There is a positive constant CE , depending on E, such that the representa-
tion
ρE,p : Gal(Q¯/Q)→ GL2(Fp),
of the absolute Galois group Gal(Q¯/Q), is surjective for all prime numbers p > CE .
Here ρE,p is the representation of Gal(Q¯/Q) that we get identifying the group
GL2(Fp) with the automorphism group Aut(E[p]) of p-torsion points E[p] of el-
liptic curve E.
From Theorem 0.1 follows naturally the formulation of Serre’s uniformity con-
jecture over Q.
Conjecture 0.2 (Serre’s uniformity conjecture). There is a positive constant C
such that the representation
ρE,p : Gal(Q¯/Q)→ GL2(Fp),
of the absolute Galois group Gal(Q¯/Q), is surjective for every elliptic curve E
over Q without complex multiplication and for all prime numbers p > C.
The word "uniformity" refers to the independence of the constant C from the
chosen elliptic curve, in contrast with the previous theorem.
After the results of Serre [45], Mazur [35], Bilu and Parent [10], and Bilu,
Parent and Rebolledo [11], we know that Conjecture 0.2 follows from the following
conjecture.
Conjecture 0.3. There is a positive constant C such that, for all prime numbers
p > C, the modular curve X+ns(p) of level p associated to the normalizer of a non-
split Cartan subgroup of GL2(Fp), have no rational points, except the complex
multiplication points.
The modular curves X+ns(p) are moduli spaces that parametrize elliptic curves
with some p-torsion data. The complex multiplication points correspond to elliptic
curves with complex multiplication and these play a special role.
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The methods used to study the modular curves X0(p) and X+s (p) of level p
associated respectively to a Borel subgroup and to the normalizer of a split Cartan
subgroup don’t work for curves X+ns(p). And at the moment, to my knowledge,
there are not good ideas to study X+ns(p) in general.
All the modular curves X+ns(p) with prime level p < 11 have genus zero and
have infinitely many rational points, so the constant C of Conjecture 0.3 is at
least 11. The papers of Ligozat [33] in 1977 and Baran [7] in 2012 focus on par-
ticular cases of these non-split Cartan modular curves. Ligozat studies the genus 1
curve X+ns(11), proving that it has infinitely many rational points, and Baran studies
the genus 3 curve X+ns(13). The Ligozat result relies on elliptic curves theory, so his
method is not applicable in general to curves with higher genus, but the approach
of Baran, that is more numerical, could be generalized.
In this thesis we extend the techniques of Baran [7] to build up a completely
general method to find explicit equations describing X+ns(p) for each prime p. For
larger p the main practical problem is the fact that the genus of X+ns(p), and hence
the required number of calculations, grows rapidly with p. For example, we know
that the genus of X+ns(p) exceeds 5 when the level is a prime p > 13. We show
an application of these techniques explicitly on the genus 6 modular curve X+ns(17)
and on the genus 8 modular curve X+ns(19).
In the first chapter we recall some well known results that we use in the chapters
two and three.
In the second chapter we explain how to compute the Fourier coefficients of
a Q-basis of modular forms of weight 2 with respect to the congruence subgroup
Γ+ns(p) starting from those of a basis of cusp forms of weight 2 with respect to
Γ1(p). This method, that uses the representation theory of GL2(Z/pZ), completes
the method of Baran’s paper [7].
In the third chapter we describe a way to get explicit equations of projective
models for X+ns(p) and X
+
0 (p) := X0(p)/wp, where wp is the Atkin-Lehner opera-
tor. This method uses the Fourier coefficients of the associated modular forms of
weight 2 and the canonical embedding. The works of Galbraith [23] and [24] on
the modular curves X+0 (p) have been useful to implement this method.
We study the modular curves X+0 (p) for two main reasons. First, these curves
have not been studied thoroughly and there are no methods, at the moment, to
determine the rational points. We only know, by Faltings’ theorem, that they are
finitely many, for levels p such that the genus is greater than 1. Second, in the
study of these curves arise difficulties very similar to those ones that arise in the
study of X+ns(p), but the curves X
+
0 (p) are simpler than the non-split Cartan curves.
Hence, the study of modular curves X+0 (p) could suggest techniques that one can
extend to the study of X+ns(p).
Following this philosophy, we describe a method that allows to check if there
are rational points whose coordinates, in a suitable model of X+0 (p), are rational
numbers with numerators and denominator bounded by 1010000 in absolute value.
Using this method we checked, for some primes p, that there are no rational points
on X+0 (p) up to the bound above, except the rational cusp and the complex multi-
3plication points. At the moment this method works only for modular curves X+0 (p)
that admit a non-constant morphism over Q to a genus 1 curve.
In the end of the third chapter we give some tables with some examples of the
application of our techniques. We list explicit equations for a projective model of
X+0 (p) when
p = 163, 193, 197, 211, 223, 229, 233, 241, 257, 269, 271, 281, 283, 293,
and of X+ns(p) when
p = 17, 19.
We list also the genus, the expected rational points and, when it is possible, the
results of the search of rational points. The modular curves X+0 (p) with level a
prime p < 163 have genus g < 6 and they have already been studied, see Galbraith
[23] and [24].
All computations have been done using the software packages PARI and MAGMA.

Chapter 1
Background
1.1 Introduction
In this chapter we recall the definitions and the main results of topics we use in the
following chapters. Each section is devoted to a different topic and include some
related references.
1.2 Characters and Gauss sums
Our main references for this section are Serre [43], Diamond and Shurman [18],
Shimura [46] (Section 3.6) and Berndt, Evans and Williams [9].
Definition 1.1. Let G be an finite abelian group written moltiplicatively. A charac-
ter of G is a homomorphism from G to the multiplicative group C∗. The dual of G
is the group, in multiplicative notation, Hom(G,C∗) of all characters of G with the
pointwise multiplication as group operation. We denote the dual of G by Gˆ. The
dual group ˆˆG of Gˆ is also called the bidual of G.
The character identically equal to 1, denoted by 1, is called the trivial character
and is the identity element of Gˆ. Since the group G is finite, we have that χ(g) is a
root of unity for all g ∈ G. This implies that the group inverse χ−1 of χ in Gˆ is the
complex conjugate χ defined as χ(g) := χ(g) for all g ∈ G. The relation between a
group G and its dual Gˆ is showed by the following theorem.
Proposition 1.2. a) The groups G and Gˆ are non-canonically isomorphic.
b) Let ˆˆG the dual group of Gˆ. The map
ι : G → ˆˆG
g 7→ φg,
defined by φg(χ) := χ(g), is a canonical group isomorphism.
5
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For the proof see Serre [43].
Theorem 1.3 (Orthogonality relations). Let n be the order of G. Then
∑
g∈G
χ(g) =
n if χ = 10 if χ , 1,
for each χ ∈ Gˆ and ∑
χ∈Gˆ
χ(g) =
n if g = 10 if g , 1,
for each g ∈ G.
Proof. Let us start proving the first relation. If χ = 1 the equality is trivial. If
χ , 1, choose h ∈ G such that χ(h) , 1. Then
χ(h)
∑
g∈G
χ(g) =
∑
g∈G
χ(h)χ(g) =
∑
g∈G
χ(hg) =
∑
g∈G
χ(g),
where in the last equality we use the substitution gh 7→ g. Therefore
(χ(h) − 1)
∑
g∈G
χ(g) = 0,
and, since χ(h) − 1 , 0, we are done.
For the second relation we apply the first one to the group Gˆ and the formula
follows from the isomorphism between ˆˆG and G.
Definition 1.4. A Dirichlet character modulo N is a character of the multiplicative
group (Z/NZ)∗, where N is a positive integer.
Let d a positive divisor of a positive integer N. We can lift every Dirichlet
character χ′ modulo d to a Dirichlet character χ modulo N in the following way
χ(n mod N) := χ′(n mod d).
In other terms, if piN,d : (Z/NZ)∗ → (Z/dZ)∗ is the classical projection, we define
χ := χ′ ◦ piN,d.
Definition 1.5. For each Dirichlet character χmodulo N there is a smallest positive
divisor d of N such that χ = χ′ ◦ piN,d for some Dirichlet character χ′ modulo d.
This number d is called the conductor of χ. If the conductor of χ is N itself, we say
that χ is primitive.
The fact that d is the conductor for a Dirichlet character χ modulo N is equiv-
alent to the condition that χ is trivial on the normal subgroup
ker(piN,d) = {n ∈ (Z/NZ)∗ : n ≡ 1 mod d}.
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Usually one extends the Dirichlet characters to maps defined on the whole Z and
with range C. If χ is a Dirichlet character modulo N, this is done defining χ(n) = 0
for all n ∈ Z such that gcd(n,N) > 1. We point out that, if χ is a Dirichlet character
modulo N, we have
χ(0) =
1 N = 10 N > 1.
Definition 1.6. Let N a positive integer and χ a Dirichlet character modulo N. The
Gauss sum of the character χ is the complex number
G(χ) :=
N−1∑
n=1
χ(n)ζnN ,
where ζN = e
2pii
N .
The following lemma states the basic properties of Gauss sums.
Lemma 1.7. Let χ be a primitive Dirichlet character modulo N, then the Gauss
sum G(χ) satisfies the following
a)
∑N−1
n=1 χ(n)ζ
nk
N = χ(k)G(χ) for all integers k;
b) G(χ)G(χ) = χ(−1)N;
c) G(χ) = χ(−1)G(χ);
d) |G(χ)|2 = N.
Proof. a) Let k be a fixed integer. If k = 0 the formula is trivial, so we assume
k , 0.
If gcd(N, k) = 1 then, using the substitution nk 7→ n, we have
N−1∑
n=1
χ(n)ζnkN =
N−1∑
n=1
χ(nk−1)ζnN = χ(k
−1)
N−1∑
n=1
χ(n)ζnN = χ(k)G(χ),
where k−1 is the inverse of k modulo N.
Otherwise, if gcd(N, k) = d > 1, we have
χ(k)G(χ) = 0,
because χ(k) = 0. Let N = dN′ and k = dk′r, where r is the minimal
divisor of k such that gcd(k′,N) = 1. In this case we have ζnkN = ζ
nhk′
N′ and
gcd(k′,N′) = 1. Hence
N−1∑
n=1
χ(n)ζnkN =
N−1∑
n=1
χ(n)ζnhk
′
N′ = χ(k
′)
N−1∑
n=1
χ(n)ζnhN′ = χ(k
′)
N′−1∑
n′=1
ζn
′h
N′
N−1∑
n=1
n≡n′(N′)
χ(n) = 0,
where in the second equality we use the substitution nk′ 7→ n and the last is
true because χ is primitive and we are done.
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b) We have
G(χ)G(χ) =
N−1∑
n=1
G(χ)χ(n)ζnN =
N−1∑
n=1
N−1∑
m=1
χ(m)ζmnN ζ
n
N =
=
N−1∑
m=1
χ(m)
N−1∑
n=1
ζn(m+1)N = χ(−1)N,
where the second equality is true by part a) and the last equality is true be-
cause
N−1∑
k=1
ζkaN =
N if a ≡ 0 mod N0 if a . 0 mod N.
c) We have
G(χ) =
N−1∑
n=1
χ(n)ζ−nN = χ(−1)G(χ),
where the second equality is true by part a).
d) We have
|G(χ)|2 = G(χ)G(χ) = χ(−1)G(χ)G(χ) = N,
where the second equality is true by part c) and the third by part b).
1.3 Complex representations of GL2(Fq) and SL2(Fq)
Our main references for this section are Piatetski-Shapiro [40] and Fulton and Har-
ris [22].
Let q = pr with p an odd prime, Fq the finite field with q elements and G =
GL2(Fq) the general linear group over Fq, i.e. the multiplicative group of matrices
with entries in Fq and with non-zero determinant.
We assume to fix a Fp-basis, therefore, the following definitions hold up to the
conjugation by the change of basis matrix. Let
SL2(Fq) =
{(
a b
c d
)
: a, b, c, d ∈ Fq, ad − bc = 1
}
,
be the special linear group and let
B =
{(
a b
0 d
)
; a, b, d ∈ Fq; ad , 0
}
,
be the Borel subgroup of G.
We start with the description of the conjugacy classes of G.
Lemma 1.8. The conjugacy classes of G are:
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a) q − 1 classes, each with one element, represented by r1(a) =
(
a 0
0 a
)
;
b) q − 1 classes, each with q2 − 1 elements, represented by r2(a) =
(
a 1
0 a
)
;
c) (q−1)(q−2)2 classes, each with q
2 + q elements, represented by r3(a, d) =
(
a 0
0 d
)
,
with a , d;
d) q(q−1)2 classes, each with q
2−q elements, represented by r4(λ) =
(
0 −Norm(λ)
1 Tr(λ)
)
,
where λ is a root of a monic quadratic irreducible polynomial over Fq.
Proof. Every element g ∈ G has two eigenvalues that satisfy the same quadratic
equation
det(g − xI) = 0,
i.e. the characteristic equation of g. So, either they belong both to Fq or they don’t
belong to Fq.
If they belong both to Fq, by Jordan canonical form we have three different
conjugacy classes: if the two eigenvalues are equal and the minimal polynomial is
different from the characteristic polynomial we have the q − 1 classes represented
by r1(a) =
(
a 0
0 a
)
, where a ∈ F∗q; if the two eigenvalues are equal and the minimal
polynomial is equal to the characteristic polynomial we have the q − 1 classes
represented by r2(a) =
(
a 1
0 a
)
, where a ∈ F∗q; and if the two eigenvalues are
different we have the (q−1)(q−2)2 classes represented by r3(a, d) =
(
a 0
0 d
)
, where
a, d ∈ F∗q and a , d.
If the two eigenvalues don’t belong to Fq, they belong to the unique, up to
field isomorphism, quadratic extension Fq2 . Since Fq is a finite field, then it is
perfect and the eigenvalues are distinct. Let λ be one of the eigenvalues of g and
v a non-zero element of F2q. We have that {v, gv} is a basis, in fact if v and gv
would be linearly dependent over Fq we would have gv = αv with α ∈ Fq, but
this is impossible because the eigenvalues of g are not in Fq. Therefore g is in the
conjugacy class of r4(λ) =
(
0 −Norm(λ)
1 Tr(λ)
)
, where Norm(λ) = det g and Tr(λ) =
Tr g. Since r4(λ) and r4(λ′) are conjugate if and only if λ and λ′ are roots of the
same monic quadratic polynomial and since the elements of Fq2 \ Fq are q2 − q,
we have q(q−1)2 conjugacy classes of this kind.
Since r1(a) belongs to the center of G, then each class represented by r1(a) has
one element. The centralizer of r2(a) is
{(
x y
0 x
)
, x ∈ F∗q, y ∈ Fq
}
, hence each class
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represented by r2(a) has
[G : CG(r2(a))] =
(q − 1)2q(q + 1)
q(q − 1) = q
2 − 1
elements. The centralizer of r3(a, d) is
{(
x 0
0 z
)
, x, z ∈ F∗q
}
, hence each class rep-
resented by r3(a, d) has
[G : CG(r3(a, d))] =
(q − 1)2q(q + 1)
(q − 1)2 = q
2 + q
elements. Finally, the elements of Fq2 \Fq are q2 − q, so each class represented by
r4(λ) has q2 − q elements.
Now, we know how many irreducible representations we have to find. We know
that there is a bijection between the characters µ of B and the ordered pairs (µ1, µ2)
of Dirichlet characters µ1, µ2 : F∗q → C∗. Therefore, we have
µ(β) = µ1(a)µ2(d),
for some Dirichlet characters µ1, µ2 and for all β =
(
a b
0 d
)
∈ B.
By Piatetski-Shapiro [40] Chapter 2, Section 8, we know that the induced rep-
resentation IndGB µ of G is irreducible if and only if µ1 , µ2, where µ corresponds
to the pair (µ1, µ2). In this case the representation is denoted by ρµ1,µ2 and there are
(q−1)(q−2)
2 irreducible representations of this kind. On the other hand, if µ1 = µ2 we
have IndGB µ  ρ1,µ1 ⊕ ρq,µ1 , where ρ1,µ1 is an irreducible representation of dimen-
sion 1 and ρq,µ1 is an irreducible representation of dimension q. There are q − 1
irreducible representations for each kind.
Finally, we know, by Piatetski-Shapiro [40] Chapter 2, Section 13, that the re-
maining q(q−1)2 irreducible representations are parametrized by Dirichlet characters
θ : F∗
q2
→ C∗ such that they don’t factor through the norm map and a character of
Fq, i.e. there are not Dirichlet characters χ : F∗q → C∗ such that θ = χ ◦ Norm,
where Norm: F∗
q2
→ F∗q is the usual norm map. Moreover, the characters θ and
θ−1 give isomorphic representations.
We resume the result in the following proposition.
Proposition 1.9. With the notation as above we have that the group G has q2 − 1
irreducible representations:
a) there are q − 1 of dimension 1, they are denoted by ρ1,µ1;
b) there are q − 1 of dimension q, they are denoted by ρq,µ1;
c) there are (q−1)(q−2)2 of dimension q + 1, they are denoted by ρµ1,µ2;
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d) there are q(q−1)2 of dimension q − 1, they are denoted by ρθ and θ and θ−1 give
isomorphic representations.
We call the first three kinds of representations the principal series representa-
tions and the last one the cuspidal representations or discrete series representations.
From the irreducible representations of G we get, by restriction, the irreducible
representations of SL2(Fq). They are classified by the following proposition.
Proposition 1.10. With the notation as above we have that the group SL2(Fq) has
q + 4 irreducible representations:
a) there is one of dimension 1, it is the restriction of ρ1,µ1 , every µ1 gives the same
representation;
b) there is one of dimension q, it is the restriction of ρq,µ1 , every µ1 gives the same
representation;
c) there are q−32 of dimension q + 1, they are the restriction of ρµ1,1, when µ
2
1 , 1
and µ1 and µ−11 give the same representation;
d) there is one of dimension q+12 , it is one of the two irreducible subrepresentations
of the restriction of ρµ1,1, when µ
2
1 = 1 but µ1 , 1;
e) there is one of dimension q+12 , it is one of the two irreducible subrepresentations
of the restriction of ρµ1,1, when µ
2
1 = 1 but µ1 , 1;
f) there are q−12 of dimension q− 1, they are the restriction of ρθ, when θ2 , 1 and
θ and θ−1 give the same representation and it depends only on the values of
θ on (q + 1)-th roots of unity of Fq2;
g) there is one of dimension q−12 , it is one of the two irreducible subrepresentations
of the restriction of ρθ, when θ2 = 1 but θ , 1;
h) there is one of dimension q−12 , it is one of the two irreducible subrepresentations
of the restriction of ρθ, when θ2 = 1 but θ , 1.
1.4 Divisors and Riemann-Roch theorem
Our main reference for this section is Diamond and Shurman [18].
Definition 1.11. Let C be a compact Riemann surface. A divisor on C is a finite
formal sum of integer multiples of points of C
D =
∑
P∈C
nPP,
where nP ∈ Z and nP = 0 except for finitely many P’s. The free abelian group of
points of C is the abelian group Div(C) of all divisors on C. Given two divisors
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D =
∑
nPP and D′ =
∑
n′PP, we write D ≥ D′ if nP ≥ n′P for all P ∈ C. The degree
of a divisor D is
deg(D) =
∑
P∈C
nP.
The map deg: Div(C) → Z is a surjective homomorphism of abelian groups. We
denote by Div0(C) the kernel of the degree map.
Every non-zero meromorphic function f on C has an associated divisor
div( f ) =
∑
P∈C
ordP( f )P,
where ordP( f ) is the usual order of a meromorphic function at the point P of the
Riemann surface C. We know by the theory of Riemann surfaces that the degree of
div( f ) is always zero.
Let D be a divisor on C, we define the linear space of D, also called Riemann-
Roch space of D, denoted by L(D), the C-vector space
L(D) := { f meromorphic function on C such that f ≡ 0 or div( f ) ≥ −D}.
The idea of these spaces is to consider meromorphic functions with prescribed
poles and zeroes or, more precisely, with at most the prescribed poles and at least
the prescribed zeroes. The fact that L(D) is a vector space follows by the property
ordP( f1 + f2) ≥ min{ordP( f1), ordP( f2)},
for every P ∈ C and for all meromorphic functions on C. Further, the dimension
of these spaces is always finite and we denote it by `(D). The computation of this
dimension `(D) is the aim of Riemann-Roch theorem below.
Let C be a compact Riemann surface of genus g ≥ 2. Let Ω1(C) be theC-vector
space of holomorphic differentials on C.
Theorem 1.12 (Riemann, Roch). Let D be a divisor on a curve C of genus g and
let K the canonical divisor of C. Then
`(D) − `(K − D) = deg(D) − g + 1.
For the proof see Griffith and Harris [25] (pag. 243) or, for a more algebraic
setting, see Hartshorne [27] Theorem IV.1.3 (pag. 295).
Corollary 1.13. Let C be a compact Riemann surface of genus g as above, let K
be a canonical divisor on C and D a divisor on C. Then
a) `(K) = g;
b) deg(K) = 2g − 2;
c) if deg(D) < 0 then `(D) = 0;
1.5. THE CANONICAL MAP AND THE CANONICAL CURVE 13
d) if deg(D) > 2g − 2 then `(D) = deg(D) − g + 1.
Proof. a) Since div( f ) ≥ 0 only for constant functions on C, then `(0) = 1. Hence,
choosing D = 0 in Riemann-Roch formula, we have `(K) = g.
b) Choosing D = K in Riemann-Roch formula and using a) we have deg(K) =
2g − 2.
c) We suppose `(D) > 0, then there is a non-zero f ∈ L(D). Hence div( f ) ≥ −D
and taking degrees we find deg(D) ≥ 0 that is a contradiction.
d) The condition deg(D) > 2g − 2 implies, by b) and c), that `(K − D) = 0. Hence
by Riemann-Roch theorem we have `(D) = deg(D) − g + 1.
We end this section with the definition of Picard group.
Definition 1.14. Let C be a compact Riemann surface. A divisor D on C is princi-
pal if there is a meromorphic function f such that div( f ) = D. Two divisors D,D′
on C are linearly equivalent, and we denote this by D ∼ D′, if D − D′ is principal.
It is simple to check that the linear equivalence is an equivalence relation.
Definition 1.15. The Picard group of C, also called the group class divisor of C,
denoted by Pic(C), is the quotient of Div(C) by its subgroup of pricipal divisors.
The degree zero part of the divisor class group of C, denoted by Pic0(C) is the
quotient of Div0(C) by its subgroup of pricipal divisors of degree zero.
1.5 The canonical map and the canonical curve
Our main references for this section are Griffith and Harris [25] and Hartshorne [27].
Definition 1.16. Let C be a Riemann surface of genus g ≥ 2. Let Ω1(C) be the
C-vector space of holomorphic differentials of C and let ω1, . . . , ωg be a basis of
Ω1(C). We call the map defined as
ϕ : C → Pg−1(C)
P 7→ [ω1(P), . . . , ωg(P)],
the canonical map and its image ϕ(C) is called the canonical curve.
Remark 1.17. The canonical map is well defined by Riemann-Roch theorem, see
Hartshorne [27] Lemma IV.5.1 (pag. 341).
To understand the next results of this section, it is useful recall two important
kinds of algebraic curves.
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Definition 1.18. Let C be a complex algebraic curve. The curve C is called hyper-
elliptic if there is a map ψ2 : C → P1(C) of degree 2. The curve C is called trigonal
if there is a map ψ3 : C → P1(C) of degree 3.
Now we can recall the following proposition that states when the canonical
map is injective.
Proposition 1.19. With the notation as above we have that if g ≥ 2 then the canon-
ical map ϕ is injective if and only if C is not hyperelliptic. In this case we call ϕ the
canonical embedding.
For the proof see Hartshorne [27] Proposition IV.5.2 (pag. 341).
Since we are interested in curves with genus g ≥ 6, either the curve C is hy-
perelliptic or the canonical map is injective. The following theorem classifies the
different kinds of canonical curves.
Theorem 1.20 (Max Noether, Enriques, Petri). With the notation as above we have
that if g ≥ 3 and if C is not hyperelliptic, then
a) the canonical curve ϕ(C) is entirely cut out by quadric and cubic hypersurfaces;
b) the canonical curve ϕ(C) is entirely cut out by quadric hypersurfaces except
when it is either trigonal or a plane quintic, where this last case could hap-
pen only when g = 6.
For the proof see Griffith and Harris [25] (pag. 535) or Saint-Donat [42].
The following proposition tells us that, in our cases, i.e. when the genus g ≥ 6,
the canonical curve is never a complete intersection.
Proposition 1.21. With the notation as above we have that if C has genus g ≥ 6
then the canonical curve ϕ(C) is not a complete intersection.
Proof. If C is hyperelliptic it is enough to recall, by Hartshorne [27] Proposition
IV.5.2 (pag. 341), that a hyperelliptic curve can never be a complete intersection
because the canonical map is not an embedding.
If C is not hyperelliptic we know by Noether-Enriques-Petri theorem that ϕ(C)
cannot be contained in a hyperplane. Let d1, . . . , dg−2 be the degrees of the g − 2
hypersurfaces of complete intersection, where di ≥ 2 for i = 1, . . . , g−2. By Bézout
theorem their intersection has degree d =
∏g−2
i=1 di. Denoting by K a canonical
divisor of C, we know that deg(ϕ(C)) = deg(K) = 2g − 2. We simply observe that
in the lowest case, i.e. d1 = · · · = dg−2 = 2, we have 2g− 2 < d = 2g−2 for all g ≥ 6
and we are done.
Finally, the proposition below gives us a lower bound for the number of quadrics
we need to describe the canonical curve in the generic case.
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Proposition 1.22. With the notation as above we have that if C is not hyperelliptic,
if g ≥ 6 and if the canonical curve ϕ(C) is neither trigonal nor a plane quintic,
where this last case could happen only when g = 6, then we need at least(
g + 1
2
)
− 3(g − 1)
quadric hypersurfaces to cut out the canonical curve ϕ(C).
Proof. Let X = ϕ(C) be the canonical curve of genus g ≥ 6 and P = Pg−1. We
have the short exact sequence
0→ IX → OP → OX → 0,
where IX is the ideal sheaf of X. Twisting by OP(2) we have the short exact se-
quence
0→ IX(2)→ OP(2)→ OX(2)→ 0,
and taking cohomology we have
0→ H0(P,IX(2))→ H0(P,OP(2))→ H0(X,OX(2))→ H1(P,IX(2))→ 0,
by Hartshorne [27] Theorem III.5.1 (pag. 225). We know, again by Hartshorne [27]
Theorem III.5.1 (pag. 225), that
dim H0(P,OP(2)) =
(
g + 1
2
)
,
is the number of homogenous monomials of degree 2 in g indeterminates. Re-
minding that OX(2) is the invertible sheaf corresponding to divisor 2K, where K
is a canonical divisor of X, using Riemann-Roch theorem letting D = −K, and by
Corollary 1.13, we have
dim H0(X,OX(2)) = `(2K) = 3(g − 1).
Hence we can conclude
dim H0(P,IX(2)) ≥
(
g + 1
2
)
− 3(g − 1).
1.6 Elliptic curves
Our main reference for this section is Silverman [48].
Definition 1.23. Let K be a field. An elliptic curve over K, denoted by E/K, is a
nonsingular projective cubic plane curve with a distinguished K-rational point O
called basepoint. The set of K-rational points of E is denoted by E(K).
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A generalized Weierstrass equation is an equation of the form
Y2Z + a1XYZ + a3YZ2 = X3 + a2X2Z + a4XZ2 + a6Z3,
or, written in non-homogenous coordinates x = XZ and y =
Y
Z , of the form
y2 + a1xy + a3y = x3 + a2x2 + a4x + a6.
We define the following quantities related to a Weierstrass equation
b2 := a21 + 4a2,
b4 := 2a4 + a1a3,
b6 := a23 + 4a6,
b8 := a21a6 + 4a2a6 − a1a3a4 + a2a23 − a24,
c4 := b22 − 24b4,
c6 := −b32 + 36b2b4 − 216b6,
∆ := −b22b8 − 8b34 − 27b26 + 9b2b4b6,
j :=
c34
∆
,
Definition 1.24. The ∆ defined above is called the discriminant of the Weierstrass
equation. The j defined above is called the j-invariant.
Proposition 1.25. An elliptic curve over a field K could be defined as a generalized
Weierstrass equation
Y2Z + a1XYZ + a3YZ2 = X3 + a2X2Z + a4XZ2 + a6Z3,
with a1, a2, a3, a4, a6 ∈ K and ∆ , 0, where the basepoint is O = (0 : 1 : 0).
For the proof see Silverman [48] Proposition 3.1 (pag. 63).
Remark 1.26. The condition a1, a2, a3, a4, a6 ∈ K tells us that E is defined over K
and the condition ∆ , 0 is equivalent to the nonsingularity of given cubic. In the
non-homogenous form the basepoint O goes to infinity.
Let E/K an elliptic curve over K and K¯ an algebraic closure of K. If char K¯ , 2,
using the substitution y 7→ 12 (y − a1x − a3), we can write the Weierstrass equation
as
y2 = 4x3 + b2x2 + 2b4x + b6,
where b2, b4, b6 ∈ K are defined above, and we have
b8 =
b2b6 − b24
4
.
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If char K¯ , 2, 3, we can use the substitution (x, y) 7→
(
x−3b2
36 ,
y
108
)
and get the
simpler Weierstrass equation
y2 = x3 − 27c4x − 54c6,
where c4, c6 ∈ K are defined above, and we have
∆ =
c34 − c26
1728
.
Remark 1.27. In this last case of characteristic not 2 or 3, one usually writes the
Weierstrass equation of E/K as
y2 = x3 + ax + b,
with a, b ∈ K and
∆ = −16(4a3 + 27b2),
j =
1728(4a)3
∆
.
We can get this form from the previous one using the trasformation (x, y) 7→
(36x, 216y) and taking a = − c448 and b = − c6864 .
Now we explain how one can define a group structure on an elliptic curve. We
start with a lemma and a proposition.
Lemma 1.28. Let K¯ an algebraically closed field, C a curve of genus g = 1 over
K¯ and let P and Q points on C. Then (P) ∼ (Q) if and only if P = Q.
Proof. If (P) ∼ (Q) there is a function f in the function field K¯(C) of C such that
div( f ) = (P) − (Q). But, since g = 1, we have `((Q)) = 1 by Corollary 1.13.d to
Riemann-Roch theorem. Hence f ∈ L((Q)), but constant functions are in L((Q))
too, so f is constant and P = Q.
The converse is trivial observing that constant functions are always in K¯(C).
Proposition 1.29. Let K¯ an algebraically closed field, E an elliptic curve over K¯
with basepoint O. Then
a) for each divisor D ∈ Div0(E) there is a unique point P ∈ E(K¯) such that
D ∼ (P) − (O);
b) the map ψ : Div0(E)→ E defined by the association of part a) induces a bijec-
tion of sets
Pic0(E)  E(K¯).
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Proof. a) Since E has genus g = 1, we have `(D + (O)) = 1 by Corollary 1.13.d
to Riemann-Roch theorem. If f ∈ K¯(E) is a non-zero element of L(D + (O)),
we have
div( f ) ≥ −D − (O),
and
deg(div( f )) = 0.
Hence there is a point P ∈ E(K¯) such that
div( f ) = −D − (O) + (P),
and this implies that
D ∼ (P) − (O).
So, we have the existence, to prove the uniqueness we suppose that P′ ∈
E(K¯) is a point with the same property of P. It follows that
(P) ∼ D + (O) ∼ (P′),
and, by Lemma 1.28, we have P = P′.
b) That the map ψ is surjective is trivial because ψ((P)−(O)) = P for all P ∈ E(K¯).
Now we have to prove that ψ(D) = ψ(D′) if and only if D ∼ D′ for every
D,D′ ∈ Div0(E). So, let D,D′ ∈ Div0(E) and P, P′ ∈ E(K¯) such that ψ(D) =
P and ψ(D′) = P′. By definition of ψ we have
(P) − (P′) ∼ D − D′,
it follows that P = P′ implies D ∼ D′ and that D ∼ D′ implies (P) ∼ (P′)
and by Lemma 1.28 we can conclude that P = P′.
Definition 1.30. Let K¯ an algebraically closed field and E an elliptic curve over K¯
with basepoint O. We define the group law on E as the one induced by the bijection
of Proposition 1.29.b. With this group law the elliptic curve is an abelian group with
neutral element the basepoint O.
The main fact about the group operation is the following theorem.
Theorem 1.31. Let K¯ an algebraically closed field and E an elliptic curve over K¯
with basepoint O. The map sum of the group structure defined above on the elliptic
curve and the map that sends an element in its inverse, with respect to the group
law, are morphisms.
For the proof see Silverman [48] Theorem 3.6 (pag. 68) or Hartshorne [27]
Proposition IV.4.8 (pag. 321). Because of group structure, the most important mor-
phisms between elliptic curves are those which respect this group structure. So, it
is useful the following definition.
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Definition 1.32. Let E1 and E2 be elliptic curves. A morphism
φ : E1 → E2,
such that φ(O) = O is called isogeny. If φ is non-constant then E1 and E2 are called
isogenous.
All the isogenies are group homomorphisms. By Hartshorne [27] Proposi-
tion II.6.8, we know that a morphism between nonsingular curves is either constant
or surjective and it is a finite morphism. If K¯(E1) and K¯(E2) are the function fields
of E1 and E2 respectively, the finiteness of the morphism φ implies that the field
extension K¯(E1)/φ∗K¯(E2) of the pullback of K¯(E2) under φ, has finite degree. This
degree is called the degree of φ and we denote it by deg φ. The degree of a constant
morphism is defined to be zero.
We denote the set of endomorphisms of E over K by EndK(E). It is a ring with
the addition defined pointwise using the group law on E and with the composition
as multiplication.
Definition 1.33. Let K¯ an algebraically closed field, E an elliptic curve over K¯ and
N a non-zero integer. The N-torsion subgroup of E, denoted by E[N], is the set of
points of order N in E, i.e. the set
E[N] := {P ∈ E(K¯) : [N]P = O},
and this is a subgroup of E(K¯).
Theorem 1.34. Let K¯ an algebraically closed field with characteristic zero, E an
elliptic curve over K¯ and N a non-zero integer. Then
a) we have a group isomorphism
E[N]  Z/NZ ×Z/NZ;
b) the endomorphism ring EndK¯(E), is isomorphic either to Z or to an order in an
imaginary quadratic field.
For the proof see Silverman [48] Corollary 6.4 (pag. 89) for part a) and Silver-
man [48] Corollary 9.4 (pag. 102) for part b).
Definition 1.35. We say that an elliptic curve E/K has complex multiplication,
often shortened in CM, if the endomorphism ring of E is strictly larger than Z, i.e.
if char K = 0, we say that E has CM when EndK(E) is isomorphic to an order in
an imaginary quadratic field.
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1.7 Weil height and canonical height
Our main reference for this section is Silverman [48].
In this section we recall the definitions of Weil height on projective spaces
and canonical height on elliptic curves. After this we recall a theorem, included
in Silverman [49], that estimates the difference between the Weil height and the
canonical height on elliptic curves. We use this theorem in Section 3.6.
Let us start introducing heights on projective space. Let MQ be the set of all
standard absolute values on Q. It contains one archimedean absolute value, the
classical one
|x|∞ = max{x,−x}, for every x ∈ Q,
and one non-archimedean absolute value for each prime p such that∣∣∣∣∣ab pn
∣∣∣∣∣
p
= p−n, for every a, b ∈ Z coprime with p.
Let K be a number field and let MK be the set of standard absolute values on K,
i.e. the absolute values on K such that their restriction to Q is an element of MQ. If
P = (x0 : · · · : xn) is a point of projective space Pn(K), we define the height of P
relatively to K, or simply the height of P, as
HK(P) :=
∏
v∈MK
max{|x0|v, . . . , |xn|v}nv ,
where nv is local degree of K at v, i.e. nv = [Kv : Qv], where Kv and Qv are the
completions with respect to the absolute value v of K and Q respectively.
Remark 1.36. That the function HK is well defined, i.e. it is independet of the
coordinates of P, follows immediatly by the product formula∏
v∈MK
|x|nvv = 1,
for all x ∈ K∗.
If P = (x0 : · · · : xn) ∈ Pn
(
Q
)
, we define the absolute height of P, or again
simply the height of P, as
H(P) := HK(P)
1
[K:Q] ,
where K is a number field such that P ∈ Pn(K).
If we have an element x ∈ K, we define
HK(x) := HK
(
(x : 1)
)
,
and similarly, if x ∈ Q, we define
H(x) := H
(
(x : 1)
)
.
1.7. WEIL HEIGHT AND CANONICAL HEIGHT 21
Definition 1.37. The Weil height is the function
h : Pn
(
Q
)
→ R
P 7→ h(P) := log H(P),
which, more explicitly, is
h(P) =
1
[K : Q]
∑
v∈MK
nv log
(
max{|x0|v, . . . , |xn|v}),
for some K that contains the coordinates x0, . . . , xn of P, where MK is the set of
standard absolute values on K and nv is the local degree of K as above.
In the theorem 1.41 below it will be useful the archimedean part of Weil height,
so we denote it by h∞ and it is, explicitly,
h∞(P) =
1
[K : Q]
∑
v∈M∞K
nv log
(
max{|x0|v, . . . , |xn|v}),
where M∞K is the subset of MK of all standard archimedean absolute values on K.
Remark 1.38. We are interested in the case K = Q, when this happens the previous
heights become simpler. If P = (x0 : · · · : xn) ∈ Pn(Q) such that x0, . . . , xn ∈ Z
and gcd(x0, . . . , xn) = 1 then
HQ(P) = H(P) = max{|x0|∞, . . . , |xn|∞}
h∞(P) = h(P) = log
(
max{|x0|∞, . . . , |xn|∞}),
this is because, for each prime p, we have |xi|p < 1 but exactly one that is equal to
1.
Now we move our attention toward elliptic curves. Let E/K be an elliptic curve
over a number field K, we can define a height on it called the canonical height. In
order to do this we recall that to every non-constant element f of the function field
K¯(E) we can associate a surjective morphism, denoted again by f , such that
f : E → P1(K¯)
P 7→
(1 : 0) if P is a pole of f( f (P) : 1) otherwise.
Now we define the height on E relatively to f , or simply the height on E, as the
function
h f : E(K¯)→ R
P 7→ h f (P) := h( f (P)),
where h is the Weil height defined above.
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Definition 1.39. Let K a number field, E/K an elliptic curve and f ∈ K(E) a non-
constant even function. The canonical height, sometimes called Néron-Tate height,
is the function
hˆ : E(K¯)→ R
P 7→ hˆ(P) := 1
deg f
lim
n→∞ 4
−nh f (b2ncP).
Remark 1.40. The canonical height exists and is well defined, i.e. it is independent
of the choice of f , by Silverman [48] Proposition 9.1.
The following theorem gives us an estimate of the difference between the two
heights.
Theorem 1.41. Let K a number field and E/K an elliptic curve given by the Weier-
strass equation
E : y2 + a1xy + a3y = x3 + a2x2 + a4x + a6,
with a1, a2, a3, a4, a6 ∈ K. Let ∆E the discriminant of E and jE the j-invariant of
E. Let µ the function defined as
µ(E) :=
1
12
h(∆E) +
1
12
h∞( jE) +
1
2
h∞
a21 + 4a212
 + 12 log εE ,
where
εE :=
2 if a21 + 4a2 , 01 if a21 + 4a2 = 0.
Then for all P ∈ E(K¯) we have
− 1
24
h( jE) − µ(E) − 0.973 ≤ hˆ(P) − 12h(Px) ≤ µ(E) + 1.07,
where Px is the x-coordinate of P.
For the proof of this theorem see Silverman [49].
1.8 Modular forms and automorphic forms
Our main reference for this section is Diamond and Shurman [18].
Before to define modular forms, we recall some preliminaries notions.
Definition 1.42. We call the complex upper half-plane the set
H := {z ∈ C : Im z > 0},
we call cusps the elements of P1(Q) = Q ∪ {∞} and we call the extended complex
half-plane the set
H∗ := H ∪Q ∪ {∞},
i.e. the complex half-plane with the cusps.
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The term "cusp" and the reason to their use come from the geometric side of
this theory and we will explain this later. Usually we denote by z elements of C, by
τ elements ofH and by s the cusps.
We have the multiplicative matrix group
SL2(Z) :=
{(
a b
c d
)
: a, b, c, d ∈ Z, ad − bc = 1
}
,
acts onH∗. In fact we define
SL2(Z) ×H → H
(γ, τ) 7→ γτ := aτ + b
cτ + d
,
if γ =
(
a b
c d
)
and this action is well defined because
Im(γτ) =
Im τ
|cτ + d|2 .
But this action extends to cusps P1(Q) and so we have an action onH∗.
Remark 1.43. Actually, we can define, onH , an action of
GL2(R)+ =
{(
a b
c d
)
: a, b, c, d ∈ R; ad − bc > 0
}
,
in the same way, i.e. gτ = aτ+bcτ+d for every g =
(
a b
c d
)
∈ GL2(R)+. But we cannot
extend this action toH∗.
It is known, for example by Apostol [1], that the matrices
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
,
generate SL2(Z). These matrices correspond to trasformations τ 7→ τ + 1 and
τ 7→ −1τ onH respectively. We also have that T generates the stabilizer of∞.
Definition 1.44. Let N be a positive integer. The principal congruence subgroup
of level N is the subgroup Γ(N) of SL2(Z) defined as
Γ(N) :=
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 0
0 1
)
mod N
}
,
where the congruence relation is taken entrywise. A congruence subgroup Γ is a
subgroup of SL2(Z) such that Γ(N) ⊂ Γ for some positive integer N. In this case
we say that Γ is a congruence subgroup of level N.
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Remark 1.45. It is trivial that Γ(1) = SL2(Z).
Since Γ(N) is the kernel of the natural group homomorphism SL2(Z)→ SL2(Z/NZ),
then Γ(N) is a normal subgroup of SL2(Z).
Lemma 1.46. For every positive integer N, the natural group homomorphism
SL2(Z)→ SL2(Z/NZ) is surjective and the index [SL2(Z) : Γ(N)] is finite.
Proof. If γ =
(
a b
c d
)
∈ SL2(Z) is a lift of an element γ¯ ∈ SL2(Z/NZ), we have
that gcd(c, d,N) = 1. In fact, if gcd(c, d,N) = k > 1 then 1 = det γ = ad − bc =
k(ad′ − bc′), but k > 1 and ad′ − bc′ ∈ Z, contradiction.
Actually we can choose c and d such that gcd(c, d) = 1. If gcd(c, d) = k′ > 1,
assuming c , 0, we can choose, by Chinese Remainder Theorem, d′′ = d + tN
where
t ≡
1 mod p if p is a prime such that p | k′0 mod p if p is a prime such that p | c but p - k′.
If c = 0 in a similar way we can choose d′′ = 1.
But fixed c and d coprime, it follows by Bézout identity that there are x and y
such that ax − by = 1. If
x ≡ a + t mod N,
then
y ≡ c−1((a + t)d − 1) mod N.
It is well known that if (x, y) is a solution for ax−by = 1, then also (x−k′′c, y−k′′d)
is a solution for it, for all k′′ ∈ Z; so if we take
k′′ ≡ c−1t mod N,
we have
x − k′′c ≡ a + t − t ≡ a mod N
y − k′′d ≡ c−1((a + t)d − 1) − c−1td ≡ c−1(ad − 1) ≡ b mod N.
Hence, choosing a′ = x − k′′c and b′ = y − k′′d, we have a lift γ ∈ SL2(Z) and we
proved the surjectivity of the map.
To show that the index [SL2(Z) : Γ(N)] is finite, it is enough to observe that
SL2(Z)/Γ(N)  SL2(Z/NZ) by surjectivity just proved.
It follows, by the previous lemma, that every congruence subgroup has finite
index in SL2(Z). Two of the most important congruence subgroup are
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(∗ ∗
0 ∗
)
mod N
}
,
and
Γ1(N) :=
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 ∗
0 1
)
mod N
}
,
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where the ∗ means "any". It is clear that Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) and this shows
that they are congruence subgroups indeed.
Definition 1.47. LetH = {z ∈ C : Im z > 1} be the complex upper half-plane and
f : H → C a complex valued function on it. For every γ ∈ SL2(Z) and for every
integer k, we define the weight-k operator [γ]k as
( f [γ]k)(τ) := (cτ + d)−k f (γτ),
if γ =
(
a b
c d
)
and τ ∈ H .
Remark 1.48. Since the factor cτ+d has not zeroes or poles for τ ∈ H and c, d ∈ Z,
if f is meromorphic, then f [γ]k is meromorphic too. For the same reason we have
that if f is holomorphic, then f [γ]k is holomorphic.
Remark 1.49. One can define the weight-k operator for more general matrices in
the following way
( f [γ]k)(τ) := det(γ)
k
2 (cτ + d)−k f (γτ),
for every γ ∈ GL2(R)+, where GL2(R)+ is the group of matrices with real entries
and positive determinant. Sometimes it is convenient to put the normalization factor
det(γ)k−1 instead of det(γ) k2 , but we work mainly with forms of weight 2 so this
choice doesn’t matter in our work.
Let Γ be a congruence subgroup of SL2(Z). Since Γ(N) ⊂ Γ, we konw that
there is a minimal h ∈ Z>0 such that the matrix
(
1 h
0 1
)
∈ Γ. Hence, if a function f
satisfies the relation f [γ]k = f for all γ ∈ Γ, i.e. f is weight-k invariant with respect
to Γ, we have that f is hZ-periodic and this impies that f has a Fourier expansion
to the infinity. The reason is the following. Denoting by D = {z ∈ C : |z| ≤ 1}
the complex unit disk and by D′ = D \ {0} the punctured unit disk, we know, by
complex analysis, that the map
H → D′
τ 7→ e 2piiτh = q,
is hZ-periodic, holomorphic and surjective. Hence there is a map
g : D′ → C
q 7→ g(q) := f
(
h log q
2pii
)
,
that is well defined, by periodicity of f , and meromorphic, if f it is. We also have
that g is holomorphic is f it is. This impies that g has a Laurent expansion at zero
g(q) =
∑
n∈Z anqn for all q ∈ D′. Since |q| = e−2pi Im τ, we have
lim
Im τ→+∞ q = 0,
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so we say that f is meromorphic at ∞ if g extends meromorphically at q = 0, i.e.
if the Laurent expansion has only finitely many non-zero an with n < 0. Similarly,
we say that f is holomorphic at∞ if g extends holomorphically at q = 0, i.e. if the
Laurent expansion is such that an = 0 for n < 0. This Laurent expansion is often
called q-expansion in this setting.
Remark 1.50. If f is weight-k invariant with respect to a congruence subgroup Γ,
then f [α]k is weight-k invariant with respect to α−1Γα, for every α ∈ SL2(Z). That
α−1Γα is a congruence subgroup is trivial.
Definition 1.51. Let f : H → C a function, Γ a congruence subgroup of SL2(Z)
and k an integer. We call f a automorphic form of weight k with respect to Γ if
1. f is meromorphic onH ;
2. f [γ]k = f for all γ ∈ Γ;
3. f [α]k is meromorphic at∞ for all α ∈ SL2(Z).
The C-vector space of all automorphic forms of weight k with respect to the con-
gruence subgroup Γ is denoted byAk(Γ).
Last condition, also called meromorphy at cusps, makes sense by remark 1.50
and is necessary to keep finite dimensional the vector space of automorphic forms.
A modular form is just a holomorphic automorphic form, holomorphic also at
cusps. More formally
Definition 1.52. Let f : H → C a function, Γ a congruence subgroup of SL2(Z)
and k an integer. We call f a modular form of weight k with respect to Γ if
1. f is holomorphic onH ;
2. f [γ]k = f for all γ ∈ Γ;
3. f [α]k is holomorphic at∞ for all α ∈ SL2(Z).
TheC-vector space of all modular forms of weight k with respect to the congruence
subgroup Γ is denoted byMk(Γ).
A cusp form is a modular form that vanishes at cusps, or more formally
Definition 1.53. Let f a modular form of weight k with respect to the congruence
subgroup Γ. We call f a cusp form if a0 = 0 in the Fourier expansion of f [α]k for
all α ∈ SL2(Z). The C-vector space of all cusp forms of weight k with respect to
the congruence subgroup Γ is denoted by Sk(Γ) and this is a subspace ofMk(Γ).
Remark 1.54. The third condition of definitions 1.51 and 1.52 and the condition of
definition 1.53 are written independently of the congruence subgroup Γ, but it is
enough to check the condition for the finitely many representatives of SL2(Z)/Γ.
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Remark 1.55. Let f a modular form of weight k with respect to the congruence
subgroup Γ. For a fixed cusp s, possibly s = ∞, we don’t have a unique Fourier
expansion of f at s. If α ∈ SL2(Z) is such that α∞ = s, we have the Fourier
expansion of f at s defined as the Fourier expansion of f [α]k at ∞. But if β =(
1 j
0 1
)
with j ∈ Z, we have ±αβ∞ = s too and ( f [±αβ]k)(τ) = (±1)k( f [α]k)(τ+ j).
So, if h is the smallest positive integer such that
(
1 h
0 1
)
∈ α−1Γα, we have
( f [α]k)(τ) =
∞∑
n=0
anqn,
where q = e
2piiτ
h , but, since e
2pii(τ+ j)
h = e
2pii j
h q, we have also
( f [±αβ]k)(τ) = (±1)k
∞∑
n=0
anζ
n j
h q
n,
where ζh = e
2pii
h is the h-th root of unity. All these expansions are admissible Fourier
expansions for f at s. Hence, if k is odd, the value of f at s is not well defined, but
it makes sense to ask whether f vanishes at s, i.e. to ask whether a0 = 0.
1.9 Modular curves
The main reference for this section is Diamond and Shurman [18].
There are three different ways to define a modular curves: the complex analytic,
the algebraic and the moduli space setting. We briefly recall these three points of
view.
Using the complex analysis we can define the modular curves as Riemann sur-
faces.
Definition 1.56. Let H∗ the extended upper half-plane and Γ a congruence sub-
group of level N as in Section 1.8 above. We define
Y(Γ) := Γ\H ,
X(Γ) := Γ\H∗.
If Γ = Γ(N),Γ0(N),Γ1(N) we denote the sets above respectively by Y(N),Y0(N),
Y1(N) and X(N), X0(N), X1(N).
Proposition 1.57. LetH∗ the extended upper half-plane and Γ a congruence sub-
group of level N as in Section 1.8 above. The set Y(Γ) have a structure of connected
Riemann surface and the set X(Γ) have a structure of compact connected Riemann
surface.
For the proof see Diamond and Shurman [18] Chapter 2.
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Remark 1.58. The reason to introduce the cusps is to get the compactness property.
This point of view allows to use many transcendental tools to study modular
curves. For example we know that ratios of modular forms of same weight with
respect to the congruence subgroup Γ are well defined functions on the modular
curve X(Γ).
The algebraic setting allows to define the modular curves over algebraic ex-
tensions of Q or Q itself in some cases. Using this point of view, one can study
algebraic and arithmetic properties of modular curves. This approach uses Galois
theory and the correspondence between isomorphism classes over K of projective
algebraic curves over K and conjugacy classes over K of function fields over K,
where K is a field. See Diamond and Shurman [18] Chapter 7 for more details.
Nevertheless, the more interesting point of view is to see the modular curves as
moduli spaces of elliptic curves with some torsion data.
Let E an elliptic curve over Q¯ and N a positive integer. By Section 1.6, we
know there is a group isomorphism
φ : E[N]→ Z/NZ ×Z/NZ.
Let H be a subgroup of GL2(Z/NZ) and let N be a positive integer. We define a
relation on the set of ordered pairs (E, φ), where E is an elliptic curve over Q¯ and
φ is the isomorphism above for the fixed N, i.e. it is a choice of a basis for the
N-torsion points of E. We have
(E, φ) ∼ (E′, φ′)
if and only if the following two conditions hold:
1. there is a curve isomorphism
ι : E → E′;
2. there is a matrix h ∈ H such that the following diagram commutes
E[N] Z/NZ ×Z/NZ
E′[N] Z/NZ ×Z/NZ
//
φ

ι

h
//
φ′
.
It is simple to check that the relation just defined is an equivalence relation.
Definition 1.59. Let H be a subgroup of GL2(Z/NZ) and let N be a positive inte-
ger. The modular curve associated to H is the set
S (H) := {(E, φ)}/ ∼,
where the pairs (E, φ) and the equivalence relation ∼ are defined above.
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We know that the set S (H) has a structure of algebraic curve defined over an
algebraic extension of Q and a structure of Riemann surface when it is defined
over C, and these structures are the same we talk above. We can compactify S (H)
adding the cusps and we denote the new curve as XH . The cusps could be seen as
generalized elliptic curves. See Deligne and Rapoport [17] for more details about
this topic.
We can define what a rational point on S (H) is, using the action of absolute
Galois group Gal(Q¯/Q) on pairs (E, φ). If σ ∈ Gal(Q¯/Q) we define this action
as (E, φ)σ := (Eσ, φσ). Here Eσ is the action of σ on coefficients of Weierstrass
equation defining E and the action on φ is φσ := φ ◦ σ−1.
If E is defined over Q, the action of σ ∈ Gal(Q¯/Q) on E is just the action of
σ on E(Q¯), i.e. if P = (x, y) ∈ E(Q¯) then Pσ := (σ(x), σ(y)). It follows that if
P ∈ E[N] then Pσ ∈ E[N].
Definition 1.60. Let H be a subgroup of GL2(Z/NZ), let N be a positive integer
and let S (H) the modular curve associated to H as above. A point on S (H) is
rational if it is invariant with respect to Gal(Q¯/Q), i.e. if (E, φ)σ ∼ (E, φ) for all
σ ∈ Gal(Q¯/Q). A point on S (H) is integral if the j-invariant of the isomorphism
class of E corresponding to that point belongs to Z.
Using the description above, the rationality condition just defined become:
1. there is a curve isomorphism
ι : E → Eσ;
2. there is a matrix h ∈ H such that the following diagram commutes
E[N] Z/NZ ×Z/NZ
Eσ[N] Z/NZ ×Z/NZ
//
φ

ι

h
//
φσ
.
It is trivial that the two conditions are satisfied if and only if E is defined overQ,
hence we have Eσ = E and ι = idE , and φ ◦ σ−1 ◦ φ−1 ∈ H.
1.10 Order of automorphic forms and differentials
The main reference for this section is Diamond and Shurman [18].
We are able to compute the order of an automorphic form f at a point Γτ of the
modular curve X(Γ) from the knowledge of the order of the form f itself at a point
τ of the extended upper half-planeH∗, where τ is any representative of Γτ.
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Let Γ a congruence subgroup of SL2(Z), let f an automorphic form of even
weight k with respect to Γ, let τ a point of H such that Γτ has period e ∈ {1, 2, 3}
in X(Γ) and let s ∈ Q ∪ {∞} such that Γs is a cusp of X(Γ). By Diamond and
Shurman [18] (Section 3.2) or Shimura [46] (Section 2.4) we know that
ordΓτ( f ) =
ordτ( f )
e
,
for every τ ∈ H and
ordΓs( f ) = ords( f ),
for every cusp s and the orders are well defined, i.e. they are independent of the
chosen representative inside the orbit. We remark that there are not irregular cusps
when k is even.
In this setting we can define the meromorphic differentials in the following
way.
Definition 1.61. Let Γ a congruence subgroup of SL2(Z) and X(Γ) the associ-
ated modular curve. We call meromorphic differentials on X(Γ) of degree n, for a
positive integer n, the elements of the set
Ωn(X(Γ)) := { f (τ)(dτ)n, f ∈ A2n(Γ)}.
The elements ω = ω( f ) = f (τ)(dτ)n, where f is an automorphic form of
weight 2n with respect to Γ and τ varies inH , are differentials onH that are well
defined as differentials on X(Γ). It is obvious that Ωn(X(Γ)) is a C-vector space
isomorphic toA2n(Γ).
Remark 1.62. The Definition 1.61 above of meromorphic differentials is equivalent
to the usual one of meromorphic differentials on a Riemann surface. See Diamond
and Shurman [18] Section 3.3 for details.
The discussion above allows to define and compute the order of a meromorphic
differential ω( f ) at a point Γτ of X(Γ) from the order of the associated form f at a
point τ ofH∗, where τ is any representative of Γτ.
Let Γ a congruence subgroup of SL2(Z), let f an automorphic form of even
weight k with respect to Γ, let ω = ω( f ) the meromorphic differential on X(Γ) of
degree k2 associated to f , let τ a point of H such that Γτ has period e ∈ {1, 2, 3}
in X(Γ) and let s ∈ Q ∪ {∞} such that Γs is a cusp of X(Γ). By Diamond and
Shurman [18] (Section 3.3) or Shimura [46] (Section 2.4) we know that
ordΓτ(ω) = ordΓτ( f ) − k2
(
1 − 1
e
)
=
ordτ( f )
e
− k
2
(
1 − 1
e
)
,
for every τ ∈ H and
ordΓs(ω) = ordΓs( f ) − k2 = ords( f ) −
k
2
,
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for every cusp s and the orders are well defined, i.e. they are independent of the
chosen representative inside the orbit. When k = 2 they become
ordΓτ(ω) =
ordτ( f ) + 1
e
− 1
ordΓs(ω) = ords( f ) − 1.
Moreover, when k = 2 we have also the following result.
Corollary 1.63. Let Γ a congruence subgroup of SL2(Z) and X(Γ) the associated
modular curve. Then
Ω1hol(X(Γ))  S2(Γ),
where Ω1hol is the C-vector space of holomorphic differentials of degree 1.
1.11 Twist of cusp forms
Our main references for this section are Shimura [46] and Atkin and Li [3].
Let Sk(Γ1(N)) be the set of cusp forms of weight k with respect to Γ1(N) and
let
Sk(N, φ) =
{
f ∈ Sk(Γ1(N)) s.t. f [γ]k = φ(d) f , for every γ =
(
a b
c d
)
∈ Γ0(N)
}
=
=
{
f ∈ Sk(Γ1(N)) s.t. 〈d〉 f = φ(d) f , for every d ∈ (Z/NZ)∗} ,
where φ is a Dirichlet character modulo N and 〈d〉 is the usual diamond operator.
We recall the main definitions about twisting.
Definition 1.64. Let f be a modular form of level N and weight k with q-expansion∑∞
n=0 an( f )q
n and χ a Dirichlet character modulo a positive integer M possibly
different from the level N. We call
∑∞
n=0 an( f )χ(n)q
n the twist form of f by χ and
we denote it with f ⊗ χ. This means that f ⊗ χ has a q-expansion with Fourier
coefficient an( f ⊗ χ) = an( f )χ(n) for all n ∈ Z≥0.
Definition 1.65. Let h be a modular form. We call h primitive if there are not a
modular form f and a non-trivial Dirichlet character χ such that h = f ⊗ χ.
We recall, without proof, the main result that we need about twisting of mod-
ular forms in Shimura [46] Proposition 3.64 (pag. 92). See also Atkin and Li [3]
(Section 3).
Proposition 1.66. Let N, s, r be positive integers with s|N and let M = lcm(N, r2, rs).
Let φ and χ be primitive Dirichlet characters modulo s and r respectively. Let
f ∈ Sk(N, φ). Then f ⊗ χ ∈ Sk(M, φχ2).
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In our case N = s = r = p where p is a prime number and k = 2. In this
case M = p2 and both φ and χ are characters modulo p. We want to know, given
f ∈ S2(p, φ) and χ a primitive character modulo p, when the twist form h = f ⊗ χ
belongs to S2(Γ0(p2)) = S2(p2,1), where 1 is the trivial character modulo p. This
is true if and only if φχ2 = 1 or equivalently when χ2 = φ−1.
If φ is the trivial character we have h ∈ S2(Γ0(p2)) if and only if χ2 = 1 and,
since χ is primitive, this implies that χ is the quadratic character modulo p. This
means that a twist of an element of S2(Γ0(p)) by the non-trivial quadratic character
modulo p is an element of S2(Γ0(p2)).
Now we assume φ is not trivial. Given an element f ∈ S2(p, φ) we can obtain
two twists: h = f ⊗ χ and h′ = f ⊗ χ′, where χ2 = χ′2 = φ−1, hence χ′ = χξ where
ξ is the non-trivial quadratic character modulo p.
Let σ ∈ Gal
(
Q¯/Q
)
an element of the absoute Galois group of Q. Since we
have the q-expansions of f and h at a rational cusp, then σ acts on f and h just
acting on their Fourier coefficients. So it is obvious that hσ = fσ ⊗ χσ, that is
Galois conjugates of h correspond to twist of Galois conjugates of f by Galois
conjugates of χ. In particular if the character χ′ = χξ is a Galois conjugate of χ
there is only one twisted Galois conjugacy class, otherwise there are two twisted
Galois conjugacy classes: the class of f ⊗ χ and the class of f ⊗ χ′.
By Atkin and Li [3] Corollary 3.1 (pag. 231), we know exactly when a twist
form of a newform is again a newform. In our case N = Q = q = p where p is
a prime number, Fχ = f ⊗ χ is the twist form of f ∈ S2(p, φ) by the character χ
such that cond χ = p. It follows that ε = εQ = φ and M = 1. Finally if we choose
Q′ = p2 and f ⊗ χ ∈ S2(Γ0(p2)), that means φχ2 = 1, we can conclude that if f is
a newform then f ⊗ χ is a newform.
1.12 Serre’s uniformity conjecture
In this section we illustrate the link between the Serre’s uniformity conjecture and
the modular curves. The main references for this section are Serre [45], Mazur [37]
and Galbraith [24].
The Serre’s uniformity conjecture over Q is the following.
Conjecture 1.67 (Serre’s uniformity conjecture). There is a positive constant C
such that, the representation
ρE,p : Gal(Q¯/Q)→ GL2(Fp),
of the absolute Galois group Gal(Q¯/Q), is surjective for every elliptic curve E over
Q without complex multiplication and for all prime numbers p > C.
Here ρE,p is the representation of Gal(Q¯/Q) that we get identifying the group
GL2(Fp) with the automorphism group Aut(E[p]) of p-torsion points E[p] of the
elliptic curve E. The word "uniformity" refers to the independence of constant C
from the chosen elliptic curve.
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Using the moduli space description of modular curves, we know, by Serre [45],
that this conjecture follows from the following one.
Conjecture 1.68. Let H be a proper subgroup of GL2(Fp) such that det : H → F∗p
is surjective. There is a positive constant CH such that, for all primes p > CH , the
only rational points on the modular curve XH(p) of level p, defined overQ, are the
"expected points".
We explain what the "expected points" are, after we state Theorem 1.69 below.
Again by Serre [45], Section 2, we know the following theorem.
Theorem 1.69. Let p be a prime number. If H is a subgroup of G = GL2(Fp) such
that det : H → F∗p is surjective, then we have only five possible cases:
1. H = G;
2. H is contained in a Borel subgroup of G;
3. H is contained in a normalizer of a split Cartan subgroup of G;
4. H is contained in a normalizer of a non-split Cartan subgroup of G;
5. H is the inverse image of an exceptional subgroup of PGL2(Fp), i.e. H is the
inverse image of a subgroup H1 of PGL2(Fp) that is isomorphic either to the
symmetric group S 4, or to the alternating groups A4 or A5.
Hence, it is enough to check the Conjecture 1.68 for H isomorphic to one of
the maximal subgroups above: Borel, normalizer of split Cartan, normalizer of
non-split Cartan and exceptional subgroup. If H is isomorphic to a Borel subgroup
we denote the associated modular curve of level p by X0(p), if H is isomorphic to
the normalizer of a split Cartan subgroup we denote the associated modular curve
of level p by X+s (p), and if H is isomorphic to the normalizer of a non-split Cartan
subgroup we denote the associated modular curve of level p by X+ns(p).
Depending on which maximal subgroup we consider, the expected rational
points are characterized in a little bit different way. A nice point of view is that
of Mazur [37] which we recall.
Let E/C an elliptic curve over the complex field with complex multiplication.
Hence, E has a complex quadratic order as endomorphism ring OE := EndC E. We
denote by ∆E the discriminant of OE , by K the fraction field of OE and by c the
conductor of OE , i.e. the index [OK : OE] where OK is the ring of integers of K.
If E is isomorphic to the complex torus C/Λτ, where Λτ is a lattice of C with
basis {1, τ} for a fixed τ ∈ H , we have OE  Z[τ].
If the level of XH(p) is the prime number p, then the ideal pOE of OE over the
prime ideal pZ of Z could have only three different behaviours:
1. the ideal pOE ramifies, so there is a prime ideal q such that pOE = q2, in this
case ker(ϕq) is a subgroup of order p of group of the p-torsion points E[p] of
E, where ϕq is a generator of the principal ideal q, and the pair (E, ker(ϕq))
is a point on X0(p);
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2. the ideal pOE splits into two prime ideals pOE = pp¯, in this case ker(ϕp) and
ker(ϕp¯) are cyclic subgroups of order p of group of the p-torsion points E[p]
of E, where ϕp and ϕp¯ are generators of principal ideals p and p¯ respectively,
and the pair (E, {ker(ϕp), ker(ϕp¯)}) is a point on X+s (p);
3. the ideal pOE is inert, so it is still prime in OE , in this case OE/pOE is a field
that we can consider as a subfield of the endomorphism ring of p-torsion
points E[p] of E and this gives a point on X+ns(p).
To get rational points on modular curves we need that the elliptic curve associated
to that point is defined over Q, i.e. we need that its j-invariant belongs to Q. Let E
be an elliptic curve with complex multiplication, let OE be its endomorphism ring
and let jE be its j-invariant, we know, by complex multiplication theory, that
[Q( jE) : Q] = hOE ,
where hOE is the class number of the order OE . Hence, E is defined over Q if and
only if OE has class number 1. So, the points above are rational if and only if the
class number of the quadratic order OE is 1.
Definition 1.70. Let H be one of the maximal subgroup of G of Theorem 1.69.
The expected rational points on a modular curve XH(p), whose level is a prime p,
are:
1. the unique two cusps and the elliptic curves with complex multiplication
such that the class number of OE is 1 and p ramifies in OE , if H is isomorphic
to a Borel subgroup;
2. the unique rational cusp among the p+12 cusps of the curve and the elliptic
curves with complex multiplication such that the class number of OE is 1
and p splits in OE , if H is isomorphic to the normalizer of a split Cartan
subgroup;
3. the elliptic curves with complex multiplication such that the class number
of OE is 1 and p is inert in OE , if H is isomorphic to the normalizer of a
non-split Cartan subgroup.
There are no expected rational points in the case of H is the inverse image of an
exceptional subgroup of PGL2(Fp).
The non-cuspidal expected rational points are also called complex multiplica-
tion points or CM points.
By Heegner [28], Stark [50] or Baker [5], we know that there are only 13
complex quadratic orders with class number 1 and their discriminants are
∆ = −3,−4,−7,−8,−11,−12,−16,−19,−27,−28,−43,−67,−163.
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This implies that, for each prime number p, there are 13 non-cuspidal rational
points to allocate among the curves X0(p), X+s (p) and X
+
ns(p). Since p ramifies in a
quadratic order if and only if p divides the discriminant of the order, these 13 non-
cuspidal rational points will be distributed only between X+s (p) and X
+
ns(p), when
p > 163. Further, the CM points are always integral according to Definition 1.60.
What is the present status of Serre’s uniformity conjecture? We know that Serre
himself proved that it is true for H is the inverse image of an exceptional subgroup
of PGL2(Fp) taking CH = 13. See Mazur [35] Introduction (pag. 36). Few years
later, Mazur [35] and [36] proved that the conjecture is true for H isomorphic to a
Borel subgroup taking CH = 37. More recently, by the works of Bilu and Parent
[10], and Bilu, Parent and Rebolledo [11], we know that the Serre’s conjecture is
true for H isomorphic to a normalizer of a split Cartan subgroup taking CH = 13.
So, to prove it, it is enough to prove the following conjecture.
Conjecture 1.71. There is a positive constant Cns such that, for all prime numbers
p > Cns, the modular curve X+ns(p) of level p associated to the normalizer of a non-
split Cartan subgroup of GL2(Fp), have not rational points, except the expected
points.
So the problem is translated in an arithmetic geometry question. At the mo-
ment, to my knowledge, there are not promising approaches to attack this conjec-
ture, but there are some papers that give some numerical evidence for it. The curves
X+ns(p) with level a prime p < 11 have genus zero and they have infinitely many
rational points. Ligozat [33] in 1977 studies the genus 1 curve X+ns(11), proving
that it has infinitely many rational points, and Baran [7] in 2012 studies the genus 3
curve X+ns(13). Bilu and Bajolet [4] in 2012 proved that the curve X
+
ns(p) with level
a prime 11 < p < 71 has no integral points but the CM points.
In the following chapters we extend the method of Baran to all modular curves
X+ns(p) with level a prime p > 13. For larger p the main problem is the fact that the
genus of X+ns(p) and hence the required number of calculations grows rapidly with
p. For example, we know that the genus of X+ns(p) exceeds 5 when the level is a
prime p > 13. We show an application of these techniques explicitly on the genus
6 modular curve X+ns(17).

Chapter 2
How compute Fourier coefficients
of non-split Cartan invariant
forms
2.1 Introduction
In this chapter we denote by p a rational prime, by Fp the finite field with p ele-
ments and by G = GL2(Fp) the general linear group over Fp.
Our aim is to get a form h ∈ S2(Γ+ns(p)) from the knowledge of a newform f ∈
S2(Γ+0 (p2)). In order to do this we use a representation-theoretical point of view. In
Section 2.2 we give an explicit description of split and non-split Cartan invariant
elements in a representation theoretical setting and in Section 2.3 we explain how
to associate an irreducible G-representation to a form f ∈ S2(Γ+0 (p2)) and how use
the formulae of Section 2.2 to get the wanted form h ∈ S2(Γns(p)).
2.2 Explicit description of split and non-split Cartan in-
variant elements
Let p a rational prime, Fp the finite field with p elements and G = GL2(Fp) the
general linear group overFp. In this Section we use the group representation theory
on G and our main reference is Piatetski-Shapiro [40].
We fix a Fp-basis for a 2-dimensional Fp-vector space and define a Borel sub-
group of G any subgroup of G conjugated to
B =
{(
a b
0 d
)
; a, b, d ∈ Fp; ad , 0
}
,
a unitpotent subgroup of G any subgroup of G conjugated to
U =
{(
1 u
0 1
)
; u ∈ Fp
}
,
37
38 CHAPTER 2. COMPUTING FOURIER COEFFICIENTS
a split Cartan subgroup of G any subgroup of G conjugated to
Cs =
{(
a 0
0 d
)
; a, d ∈ F∗p
}
,
a normalizer of a split Cartan subgroup of G any subgroup of G conjugated to
C+s =
{(
a 0
0 d
)
; a, d ∈ F∗p
}
∪
{(
0 b
c 0
)
; b, c ∈ F∗p
}
,
a non-split Cartan subgroup of G any subgroup of G conjugated to
Cns =
{(
a bξ
b a
)
; a, b ∈ Fp; a2 − b2ξ , 0
}
,
where ξ is a fixed quadratic non-residue of Fp and a normalizer of a non-split
Cartan subgroup of G any subgroup of G conjugated to
C+ns = Cns ∪
(
1 0
0 −1
)
Cns.
Let
µ : B→ C,
be a character of B. We know that
µ(β) = µ1(a)µ2(d), for every β =
(
a b
0 d
)
∈ B,
where µ1, µ2 : F∗p → C are two charcters of F∗p.
We know the complex irreducible representations of G are of four kinds and
three of them arise from induced representations from B. The irreducible repre-
sentations which don’t arise from B are called cuspidal representations and their
link with the newforms is already explained by Baran in [7]. Hence we focus our
attention to representations arising from B and we give an explicit description of
them.
Let g∞, g0, g1, . . . , gp−1 be a set of representatives of G/B, where
g∞ =
(
1 0
0 1
)
,
gk =
(
k k + 1
−1 −1
)
, for k = 0, 1, . . . , p − 1.
Hence we have
G = B unionsq
p−1⊔
k=0
gkB
 .
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Let V be a complex 1-dimensional representation of B such that β · v = µ(β)v for
every v ∈ V and for every β ∈ B and let W = IndGB V the complex representation
induced by V from B to G. We can see W as a C[G]-module using
W = C[G] ⊗C[B] V,
where
z · (x ⊗ v) = x ⊗ (zv),
g · (x ⊗ v) = (gx) ⊗ v,
(xβ) ⊗ v = x ⊗ µ(β)v,
for every x, g ∈ G, for every v ∈ V , for every z ∈ C and for every β ∈ B. To
understand in explicit terms the action g · (x⊗v), when g =
(
a b
c d
)
∈ G, it is enough
to compute the action on the basis, i.e. it is enough to compute g·(gk⊗1) = (ggk)⊗1,
for k = ∞, 0, 1, . . . , p − 1. The reader can easily check that if c = 0, i.e. g ∈ B, we
have
gg∞ =
(
a b
0 d
)
=
(
1 0
0 1
) (
a b
0 d
)
= g∞g,
ggk =
( ak−b
d
ak−b
d + 1−1 −1
) (
d d − a
0 a
)
= g ak−b
d
(
d d − a
0 a
)
, for k , ∞,
otherwise, if c , 0, we have
gg∞ =
(
a b
c d
)
=
(− ac − ac + 1−1 −1
) (−c adc − d − b
0 − adc + b
)
= g− ac
(−c ad−bcc − d
0 −ad−bcc
)
,
gg d
c
=
(ad
c − b adc + a − b
0 c
)
= g∞
(ad−bc
c
ad−bc
c + a
0 c
)
,
ggk =
(− ak−bck−d − ak−bck−d + 1−1 −1
) (
d − ck ad−bcck−d − ck + d − c
0 a − c ak−bck−d
)
=
= g− ak−bck−d
(
d − ck ad−bcck−d − ck + d − c
0 − ad−bcck−d
)
, for k , ∞, d
c
.
It follows that if c = 0 we have
gg∞ ⊗ 1 = g∞
(
a b
0 d
)
⊗ 1 = g∞ ⊗ µ1(a)µ2(d),
ggk ⊗ 1 = g ak−b
d
(
d d − a
0 a
)
⊗ 1 = g ak−b
d
⊗ µ1(d)µ2(a), for k , ∞,
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otherwise, if c , 0, we have
gg∞ ⊗ 1 = g− ac
(−c ad−bcc − d
0 − ad−bcc
)
⊗ 1 = g− ac ⊗ µ1(−c)µ2
(
−ad − bc
c
)
,
gg d
c
⊗ 1 = g∞
( ad−bc
c
ad−bc
c + a
0 c
)
⊗ 1 = g∞ ⊗ µ1
(
ad − bc
c
)
µ2(c),
ggk ⊗ 1 = g− ak−bck−d
(
d − ck ad−bcck−d − ck + d − c
0 −ad−bcck−d
)
⊗ 1 =
= g− ak−bck−d ⊗ µ1(d − ck)µ2
(
−ad − bc
ck − d
)
, for k , ∞, d
c
.
We know that W is a (p+1)-dimensional complex representation that is irreducible
if µ1 , µ2 and it splits in two irreducible representations, of dimension 1 and p
respectively, if µ1 = µ2.
We want an explicit description of the C+s -invariant elements and the C
+
ns-
invariant ones, i.e. we describe explicitly the subspaces WC
+
s and WC
+
ns , we do this
finding the coordinates of C+s -invariant and C
+
ns-invariant elements with respect to
the previous basis g∞, g0, g1, . . . , gp−1.
In the remainder of this section we prove the following proposition.
Proposition 2.1. Let Cs,Cns,C+s ,C+ns be the Cartan subgroups and their normal-
izer as above, let 1, µ1, µ2 : F∗p → C be characters of F∗p, where 1 is the trivial
character. Let µ : B → C be a character of B such that for all β =
(
a b
0 d
)
∈ B
we have µ(β) = µ1(a)µ2(d). Let W = IndGB V = C[G] ⊗C[B] V, where V is the
C-representation of B of dimension 1 defined by the character µ as above. Let
g∞, g0, . . . , gp−1 be the above basis of W and let v ∈ W an element with coordi-
nates z∞, z0, . . . , zp−1 with respect to this basis. Then
a) if µ1 , µ2 we have
dim WCs = dim WCns =
1 if µ2 = µ−110 otherwise,
dim WC
+
s = dim WC
+
ns =
1 if µ2 = µ−11 and µ1 even0 otherwise,
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and a characterization of his Cartan-invariant elements is the following
v ∈ WCs if and only if
z∞ = z0 = 0zk = µ1 (1k ) z1, k = 1, . . . , p − 1, (2.1)
v ∈ WCns if and only if
z∞ = µ1 (1 − ξ) z1zk = µ1 ( 1−ξk2−ξ ) z1, k = 0, . . . , p − 1, (2.2)
v ∈ WC+s if and only if µ1(−1) = 1 and
z∞ = z0 = 0zk = µ1 (1k ) z1, k , ∞, 0, (2.3)
v ∈ WC+ns if and only if µ1(−1) = 1 and
z∞ = µ1 (1 − ξ) z1zk = µ1 ( 1−ξk2−ξ ) z1, k , ∞; (2.4)
b) if µ1 = µ2 then W = W1 ⊕ Wp, where W1 and Wp are irreducible representa-
tions of dimension 1 and p respectively such that W1 is characterized by the
following condition
v ∈ W1 if and only if z∞ = z0 = · · · = zp−1, (2.5)
and such that
dim WCs1 = dim W
Cns
1 =
1 if µ1 = 10 if µ1 , 1,
dim WC
+
s
1 = dim W
C+ns
1 =
1 if µ1 = 10 if µ1 , 1,
dim WCsp =

2 if µ1 = 1
1 if µ21 = 1 but µ1 , 1
0 if µ21 , 1,
dim WCnsp =
1 if µ21 = 1 and µ1 , 10 otherwise,
dim WC
+
s
p =
1 if µ21 = 1 and µ1 even0 otherwise,
dim WC
+
ns
p =
1 if µ21 = 1 and µ1 even but µ1 , 10 otherwise, ,
moreover, if µ1 , 1, a characterization of Wp’s Cartan-invariant elements is
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the following
v ∈ WCsp if and only if
z∞ = z0 = 0zk = µ1 (1k ) z1, k , ∞, 0, (2.6)
v ∈ WCnsp if and only if
z∞ = µ1 (1 − ξ) z1zk = µ1 ( 1−ξk2−ξ ) z1, k , ∞, (2.7)
v ∈ WC+sp if and only if µ1(−1) = 1 and
z∞ = z0 = 0zk = µ1 (1k ) z1, k , ∞, 0, (2.8)
v ∈ WC+nsp if and only if µ1(−1) = 1 and
z∞ = µ1 (1 − ξ) z1zk = µ1 ( 1−ξk2−ξ ) z1, k , ∞, (2.9)
otherwise, if µ1 = 1, it is
v ∈ WCsp if and only if z1 = · · · = zp−1 = −z∞ − z0, (2.10)
v ∈ WC+sp if and only if z1 = · · · = zp−1 = −z∞ = −z0. (2.11)
Proof. a) We suppose µ1 , µ2. Let v =
∑
k∈P1(Fp) gk⊗zk , 0, where gk, k ∈ P1(Fp)
are the above elements that form a basis for W and zk ∈ C are the coordinates
with respect to this basis. So v ∈ WCs if and only if
g
 ∑
k∈P1(Fp)
gk ⊗ zk
 = ∑
k∈P1(Fp)
gk ⊗ zk, for every g =
(
a 0
0 d
)
∈ Cs.
Since
g
 ∑
k∈P1(Fp)
gk ⊗ zk
 = ∑
k∈P1(Fp)
ggk ⊗ zk =
= g∞ ⊗ µ1(a)µ2(d)z∞ +
p−1∑
k=0
g ak
d
⊗ µ1(d)µ2(a)zk =
= g∞ ⊗ µ1(a)µ2(d)z∞ +
p−1∑
k=0
gk ⊗ µ1(d)µ2(a)z dk
a
, using the substitution k 7→ dk
a
,
it follows that v ∈ WCs if and only if{
µ1(a)µ2(d)z∞ = z∞
µ1(d)µ2(a)z dk
a
= zk, k = 0, . . . , p − 1,
for every a, d ∈ F∗p. If we choose d = a then we get µ2 = µ−11 , because at
least one of zk, k ∈ P1(Fp) is not zero and because the previous system must
hold for every a ∈ F∗p. Thereforeµ1
(
a
d
)
z∞ = z∞
µ1
(
d
a
)
z dk
a
= zk, k = 0, . . . , p − 1,
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for every a, d ∈ F∗p, and if we denote r = da we haveµ1
(
1
r
)
z∞ = z∞
µ1 (r) zrk = zk, k = 0, . . . , p − 1,
for every r ∈ F∗p. Since we supposed µ1 , µ−11 it follows that µ1 is not the
trivial character, therefore we obtain{
z∞ = z0 = 0
µ1 (r) zrk = zk, k = 1, . . . , p − 1,
for every r ∈ F∗p. So if we choose k = 1 we can writez∞ = z0 = 0zr = µ1 ( 1r ) z1, r = 1, . . . , p − 1,
or equivalently v ∈ WCs if and only if v = ∑p−1k=1 gk ⊗ µ1 (1k ) z1.
Using the same argument when g =
(
0 b
c 0
)
, with b, c ∈ F∗p and assuming
µ2 , µ−11 , we get 
z∞ = µ1
(
− bc
)
z0
z0 = µ1
(
− cb
)
z∞
zk = µ1
(
− bck2
)
z b
ck
, k = 1, . . . , p − 1,
for every b, c ∈ F∗p. Now if we suppose v ∈ WCs and denoting s = bc we get
z∞ = z0 = 0
zk = µ1 (r) zrk
zk = µ1
(
− sk2
)
z s
k
,
for every k, r, s ∈ F∗p, and equaling the right hand side of the last two equa-
tions, denoting κ = rk and ρ = srk2 , we obtain{
z∞ = z0 = 0
zκ = µ1 (−ρ) zρκ,
for every κ, ρ ∈ F∗p, hence, choosing ρ = 1, we have the extra condition
µ1(−1) = 1 on the character, i.e. µ1 must be even.
For Cns we make the same computations and if g =
(
a bξ
b a
)
, with b , 0 (the
case b = 0 is trivial), we have
z∞ = µ1
(
a2
b − bξ
)
µ2(b)z ab
z− ab = µ1 (−b) µ2
(
−a2b + bξ
)
z∞
z ak−bξ
a−bk
= µ1 (a − bk) µ2
(
a − b ak−bξbk−a
)
zk, k , ∞, ab ,
44 CHAPTER 2. COMPUTING FOURIER COEFFICIENTS
for every a ∈ Fp and for every b ∈ F∗p such that a2 + b2ξ , 0. So we must
have z∞ , 0 and, choosing a = 0, this implies that
z∞ = µ1 (−bξ) µ2(b)z0 = µ1
(
b2ξ
)
µ2
(
b2ξ
)
z∞,
for every b ∈ F∗p and therefore we have again the condition µ2 = µ−11 . Using
this condition and denoting r = − ab we get
z∞ = µ1
(
r2 − ξ
)
z−r
zr = µ1
(
1
r2−ξ
)
z∞
z rk+ξ
r+k
= µ1
(
(r+k)2
r2−ξ
)
zk, k , ∞,−r,
for every r ∈ Fp, and with the substitution k 7→ kr−ξr−k we have
z∞ = µ1
(
r2 − ξ
)
z−r
zr = µ1
(
1
r2−ξ
)
z∞
zk = µ1
(
r2−ξ
(r−k)2
)
z rk−ξ
r−k
, k , ∞, r,
for every r ∈ Fp. As for the split Cartan case if we take g =
(
a −bξ
b −a
)
, with
b , 0, denoting again r = − ab and assuming µ2 = µ−11 we get
z∞ = µ1
(
ξ − r2
)
zr
zr = µ1
(
1
ξ−r2
)
z∞
z rk−ξ
k−r
= µ1
(
(r−k)2
ξ−r2
)
zk, k , ∞, r,
for every r ∈ Fp. As before, joining these conditions with the previous ones
which characterize WCns , we obtain again the extra condition on the character
µ1(−1) = 1. If we want to express all the coordinates in terms of one of them,
for example z1, we can writez∞ = µ1 (1 − ξ) z1zk = µ1 ( 1−ξk2−ξ ) z1, k = 0, . . . , p − 1.
b) Now we study the case µ2 = µ1. By Piatetski-Shapiro [40] we know W splits
in two irreducible representations with dimension 1 and p respectively. We
denote the former by W1 and the latter by Wp, so W = W1 ⊕Wp. In this case
the action of an element g of G on the basis become
gg∞ ⊗ 1 = g∞ ⊗ µ1(det g),
ggk ⊗ 1 = g ak−b
d
⊗ µ1(det g), for k , ∞,
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if c = 0 and
gg∞ ⊗ 1 = g− ac ⊗ µ1(det g),
gg d
c
⊗ 1 = g∞ ⊗ µ1(det g),
ggk ⊗ 1 = g− ak−bck−d ⊗ µ1(det g), for k , ∞,
d
c
,
if c , 0. It is immediate to observe that the unique 1-dimensional representa-
tion is defined by the condition z∞ = z0 = · · · = zp−1. Hence gv = µ1(det g)v
for every g ∈ G and v ∈ W1 and from this we deduce
dim WCs1 = dim W
Cns
1 =
1 if µ1 = 10 if µ1 , 1,
dim WC
+
s
1 = dim W
C+ns
1 =
1 if µ1 = 10 if µ1 , 1 .
If v ∈ W and g =
(
a 0
0 d
)
∈ Cs we get v ∈ WCs if and only if
{
z∞ = µ1 (ad) z∞
z ak
d
= µ1 (ad) zk, k , ∞,
for every a, d ∈ F∗p. Substituting k 7→ dka we obtain{
z∞ = µ1 (ad) z∞
zk = µ1 (ad) z dk
a
, k , ∞,
for every a, d ∈ F∗p. and choosing a = d we get µ21(a) = 1 for every a ∈ F∗p
and therefore µ21 = 1. We have two cases µ1 , 1 or µ1 = 1. In the first
case choosing a , d we get z∞ = z0 = 0 and denoting r = da we get
zk = µ1(a2r)zrk = µ1(r)zrk. Hence v ∈ WCs if and only if{
z∞ = z0 = 0
zk = µ1(r)zrk, k , ∞, 0,
for every r ∈ F∗p, or in terms of z1z∞ = z0 = 0zk = µ1 ( 1k ) z1, k , ∞, 0.
On the other hand if µ1 = 1, again denoting r = da , we have{
zk = zrk, k , ∞, 0, for every r ∈ F∗p.
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So, subtracting dim WCs1 , we can write
dim WCsp =

2 if µ1 = 1
1 if µ21 = 1 but µ1 , 1
0 if µ21 , 1 .
For C+s we take g =
(
0 b
c 0
)
∈ G and in the same way we have

z∞ = µ1 (−bc) z0
z0 = µ1 (−bc) z∞
z b
ck
= µ1 (−bc) zk, k , ∞, 0,
for every b, c ∈ F∗p. Substituting k 7→ bck we obtain
z∞ = µ1 (−bc) z0
z0 = µ1 (−bc) z∞
zk = µ1 (−bc) z b
ck
, k , ∞, 0,
for every b, c ∈ F∗p. If we add to these the conditions the ones that character-
ize WCs and denoting s = bc we have, if µ1 , 1,
z∞ = z0 = 0
zk = µ1(r)zrk, k , ∞, 0,
zk = µ1 (−s) z sk , k , ∞, 0,
for every r, s ∈ F∗p and choosing s = k = 1 we obtain again the extra condi-
tion µ1(−1) = 1. But when µ1 = 1 we have
z∞ = z0
zk = zrk, k , ∞, 0,
zk = z sk , k , ∞, 0,
for every r, s ∈ F∗p, so, subtracting dim WC
+
s
1 , we can write
dim WC
+
s
p =
1 if µ21 = 1 and µ1 even0 otherwise.
And now the last part of these computations. We take g =
(
a bξ
b a
)
∈ Cns, we
suppose b , 0, the case b = 0 is trivial, and we denote r = − ab . We have
z∞ = µ1 (det g) z−r
zr = µ1 (det g) z∞
z rk+ξ
r+k
= µ1 (det g) zk, k , ∞,−r,
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for every r ∈ F∗p. Substituting k 7→ rk−ξr−k we obtain
z∞ = µ1 (det g) z−r
zr = µ1 (det g) z∞
zk = µ1 (det g) z rk−ξ
r−k
, k , ∞, r,
for every r ∈ F∗p. Using the first two equations we have zr = µ21(det g)z−r, for
every r ∈ F∗p and for every g ∈ Cns, hence if we take r = 0 we get µ21 = 1
(because if z0 = 0 then v = 0). Now if µ1 = 1 we have z∞ = z0 = . . . , zp−1
that is W1. So we suppose µ1 , 1 and we rewrite the conditions in terms of
z1 z∞ = µ1 (1 − ξ) z1zk = µ1 ((1 − ξ)(k2 − ξ)) z1, k , ∞.
Hence we have
dim WCnsp
1 if µ21 = 1 and µ1 , 10 otherwise.
Finally for g =
(
a −bξ
b −a
)
we get similarly z∞ = z0 = . . . , zp−1 if µ1 = 1 and
again the extra condition µ1(−1) = 1 if µ1 , 1. So we have
dim WC
+
ns
p =
1 if µ21 = 1 and µ1 even but µ1 , 10 otherwise,
completing the part of interest for us of the dimension table in Edixhoven [20]
and the proof.
2.3 From representations to cusp forms
In this section we explain the relation between cusp forms and representations of
G = GL2(Fp) and SL2(Fp). This allows to apply the results of Section 2.2 above
to cusp forms.
Starting with the knowledge of Fourier coefficients of a basis of newforms
for S2(Γ+0 (p2)), we are able to compute the Fourier coefficients of a basis forS2(Γ+ns(p)).
The first step is to observe that there is an isomorphismS2(Γ+0 (p2))  S2(Γ+s (p))
which doesn’t change the Fourier coefficients. We show this in the following lemma.
Lemma 2.2. Let wN =
(
0 −1
N 0
)
for every positive integer N and let p a prime.
The map
ι : S2(Γ+0 (p2))→ S2(Γ+s (p))
f 7→ ι( f ) := p f [wp]2
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is an isomorphism and the Fourier coefficients of f and ι( f ) are the same.
Proof. We start proving that the map ι is well defined. By(
0 −1
p 0
) (
a pb
pc d
)
=
(
d −c
−p2b a
) (
0 −1
p 0
)
,
for every a, b, c, d ∈ Z such that ad − p2bc = 1, it follows that
f
[
wp
(
a pb
pc d
)]
2
= f
[(
d −c
−p2b a
)
wp
]
2
= f [wp]2.
Moreover, by
f
[(
a 0
0 a
)]
2
= f ,
for every non-zero integer a, and by(
0 −1
p2 0
) (
0 −1
p 0
) (
pa b
c pd
)
=
(
p 0
0 p
) (
b −a
p2d −c
) (
0 −1
p 0
)
,
for every a, b, c, d ∈ Z such that p2ad − bc = 1, it follows that
f
[
wp
(
pa b
c pd
)]
2
= f
[
wp2wp
(
pa b
c pd
)]
2
= f
[(
b −a
p2d −c
)
wp
]
2
= f [wp]2.
So ι is well defined.
The C-linearity of ι follows by definition of weight-2 operator.
That ι( f ) = 0 implies f = 0 follows trivially by 1pτ2 , 0 for all τ ∈ H . Thus, ι
is injective.
To prove that ι is also surjective, we show that if g ∈ S2(Γ+s (p)) then g[wp]2 ∈
S2(Γ+0 (p2)). If this is true we can define f := 1p g[wp]2 ∈ S2(Γ+0 (p2)) and we have
ι( f ) = g, because wp is an involution. Hence, we assume g ∈ S2(Γ+s (p)). By(
0 −1
p 0
) (
a b
p2c d
)
=
(
d −pc
−pb a
) (
0 −1
p 0
)
,
for every a, b, c, d ∈ Z such that ad − p2bc = 1, it follows that
g
[
wp
(
a b
p2c d
)]
2
= g
[(
d −pc
−pb a
)
wp
]
2
= g[wp]2.
Furthermore, we have
g
[
wpwp2
]
2
= g
[(
0 1
−1 0
)
wp
]
2
= g[wp]2,
and we are done.
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Finally, we prove the Fourier coefficients invariance. Since f ∈ S2(Γ+0 (p2)), we
have
f (τ) = ( f [wp2]2)(τ) =
1
p2τ2
f
(
− 1
p2τ
)
,
for every τ ∈ H and where the second equality holds by definition of weight-2
operator for matrices with not unitary determinant, see Remark 1.49. Hence, sub-
stituting τ with − 1pτ we have
f
(
− 1
pτ
)
=
1
p2 1p2τ2
f
− 1−p2 1pτ
 = τ2 f ( τp
)
.
It follows that
( f [wp]2)(τ) =
1
pτ2
f
(
− 1
pτ
)
=
1
p
f
(
τ
p
)
.
This means that if f (τ) =
∑∞
n=1 anq
n, where q = e2piiτ, then
ι( f )(τ) = p( f [wp]2)(τ) =
∞∑
n=1
anqn,
where q = e
2piiτ
p , i.e. f and ι( f ) have the same Fourier coefficients, but different
q’s.
Now, it is enough to show how to compute the Fourier coefficients of a basis
for S2(Γ+ns(p)) from the coefficients of a basis for S2(Γ+s (p)) that is the image of a
basis of newforms in S2(Γ+0 (p2)).
Let X(p), for p prime number, be the modular curve which parametrizes ellip-
tic curves with full p-level structure. This modular curve is defined over the p-th
cyclotomic field Q(ζp). There is a natural isomorphism
X(p)C 
∐
µ∗p
H∗/Γ(p),
where µ∗p is the set of primitive p-th roots of unity, X(p)C is the analytification of
X(p), the group Γ(p) is the principal congruence subgroup of SL2(Z) of level p
andH∗ is the extended upper half-plane. This isomorphism is defined over C.
Using the previous isomorphism and Corollary 1.63 we get the isomorphism
Ω1hol(X(p)C) 
⊕
µ∗p
S2(Γ(p)), (2.12)
between the C-vector space of holomorphic differentials on X(p)C and the direct
sum of the C-vector space of cusp forms of weight 2 with respect to Γ(p), indexed
by the set µ∗p of primitive p-th roots of unity.
By Section 1.8 we know there is an action of SL2(Z) on S2(Γ(p)) using the
weight-2 operator. This action is actually an action of SL2(Fp) on S2(Γ(p)). We
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have the isomorphism (2.12) above is G-equivariant if we identify the right hand
side with the complex G-representation space IndGSL2(Fp) S2(Γ(p)). We denote this
representation space as V(p).
We have
Ω1hol(X
+
s (p)C)  V(p)
C+s
Ω1hol(X
+
ns(p)C)  V(p)
C+ns ,
where V(p)C
+
s is the subspace of elements of V(p) invariant with respect to action
of C+s and similarly for V(p)
C+ns .
Remark 2.3. The C[G]-span V f of a newform f ∈ S2(Γ+0 (p2)), where p is an odd
prime, is a subrepresentation of V(p) and it is an irreducible representation. See for
example Baran [7] Proposition 3.6.
Remark 2.4. It is well known that the irreducible representations of G are the cuspi-
dal ones and the principal series. The cuspidal representations are parametrized by
pairs of characters (θ, θ−1), where θ is a character of F∗
p2
that doesn’t factor through
the norm map and a character of F∗p, i.e. there are not characters χ : F∗p → C∗ such
that θ = χ ◦ Norm, where Norm: F∗
p2
→ F∗p is the usual norm map. The principal
series representations are parametrized by pairs (µ1, µ2) of characters of F∗p. For
more details see Section 1.3 above or Piatetski-Shapiro [40] or Fulton and Har-
ris [22].
We recall, from Section 1.11, that a modular form is primitive if it is not a twist
of a lower level modular form.
Theorem 2.5. Let f be a newform of S2(Γ0(p2)), then if f is primitive V f is a
cuspidal irreducible representation, if f is a twist by a non-trivial Dirichlet char-
acter χ of a lower level newform g ∈ S2(Γ1(p)) then V f is a principal series irre-
ducible representation. In particular, if g ∈ S2(Γ0(p)) then V f has dimension p and
µ2 = µ
−1
1 = µ1 = χ, but if g ∈ S2(Γ1(p)) and g < S2(Γ0(p)) then V f has dimension
p + 1 and µ2 = µ−11 , µ1 = χ.
For the proof of this theorem see, for example, Edixhoven [19].
Remark 2.6. The irreducible representations of G with dimension 1 never occur
in this context. In fact we know that the 1-dimensional representations factor as
µ1 ◦ det, where µ1 is the Dirichlet character of pair (µ1, µ−11 ) corresponding to rep-
resentation. This representation is trivial on SL2(Fp), but if f is a newform of
S2(Γ0(p2)) or S2(Γ1(p)) cannot be fixed by SL2(Fp) else f should be an oldform.
The case f primitive newform and V f cuspidal representation is already de-
scribed in Baran [7]. So, we focus on the case of f twist of a newform g ∈
S2(Γ1(p)).
If f is a twist of a newform g ∈ S2(Γ1(p)), there is a non-trivial Dirichlet
character χ : F∗p → C∗ such that f = g ⊗ χ. We know by Theorem 2.5 above the
2.3. FROM REPRESENTATIONS TO CUSP FORMS 51
pair of characters corresponding to V f is (χ, χ−1). Let
g(τ) =
∞∑
n=1
anqn,
the Fourier expansion of g, where q = e
2piiτ
p .
Now we show p + 1 forms, denoted by g∞, g0, . . . , gp−1, constructed using the
Fourier coefficients of g. Let
gk(τ) :=
∞∑
n=1
anζ−knp qn,
for k = 0, . . . , p − 1, where ζp = e
2pii
p is a p-th root of unity, the an’s are the Fourier
coefficients of g and q = e
2piiτ
p . We notice that g0 = g. Now, if g ∈ S2(p, φ) ⊂
S2(Γ1(p)), let
g∞(τ) := pεg
∞∑
n=1
a¯nqpn,
where εg =
G(φ)
ap
, with numerator G(φ) the Gauss sum of φ, the a¯n’s are the complex
conjugates of the Fourier coefficients of g and q = e
2piiτ
p .
Remark 2.7. The constant εg in Atkin and Li [3] is denoted by λq(F) and is called
pseudo-eigenvalue of operator WQ =
(
Qx y
Nz Qw
)
at F. In our case the form is
F = g, the level is N = Q = q = p and the matrix entries are x = w = 0, y = −1
and z = 1. The proof that εg =
G(φ)
ap
is in Atkin and Li [3], Section 2 Theorem 2.1.
Remark 2.8. When g ∈ S2(Γ0(p)), the Fourier coefficient an’s are real numbers,
the Dirichlet character φ is trivial, the constant εg is an eigenvalue and it is ±1.
Using the same notation of Section 2.2 above, we consider the complex 1-di-
mensional representation V of the Borel subgroup B such that β · v = χ(β)v for
every v ∈ V and for every β ∈ B, where χ is the character used to twist g and get f .
Furthermore, we consider the complex representation W = IndGB V induced by V
from B to G. We see W as a C[G]-module using
W = C[G] ⊗C[B] V.
A basis of this representation W is g∞ ⊗ 1, g0 ⊗ 1, . . . , gp−1 ⊗ 1, where
g∞ =
(
1 0
0 1
)
,
gk =
(
k k + 1
−1 −1
)
, for k = 0, 1, . . . , p − 1.
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Proposition 2.9. Let W be the complex G-representation defined above. Then the
map ϕ1 sending gk 7→ (gk ⊗ 1) for k = ∞, 0, . . . , p − 1 is an isomorphism of G-
representations between Vg and W, if g ∈ S2(Γ1(p)) but g < S2(Γ0(p)) and the
map ϕ0 sending gk 7→ (gk ⊗ 1 + ∆) for k = 0, . . . , p − 1 is an isomorphism of
G-representations between Vg and W/∆ if g ∈ S2(Γ0(p)), where ∆ is the diagonal
subrepresentation of W, i.e. the G-subrepresentation spanned by g∞ ⊗ 1 + g0 ⊗ 1 +
· · · + gp−1 ⊗ 1.
Proof. We start proving that the C[G]-representation Vg spanned by g is isomor-
phic to V f where f = g ⊗ χ is the twist of g by the non-trivial Dirichlet character
χ : F∗p → C∗.
Since f = g ⊗ χ we have the Fourier coefficients of f are bn = anχ(n). If we
take the image of f in S2(Γ+s (p)) under the isomorphism of Lemma 2.2, we want
for each n ∈ Z>0 that holds
anχ(n) = α∞dp(n)pεga¯ np +
p−1∑
k=0
αkanζ−knp ,
for some α∞, α0, . . . , αp−1 ∈ C, where dp(n) =
0 if p - n1 if p | n . We can choose α∞ =
0 and the previous became
χ(n) =
p−1∑
k=0
αkζ
−kn
p ,
that depends only on n mod p. The matrix coefficient of this linear system is
M =
(
ζ
i j
p
)
i, j=1,...,p
,
reordering rows and comluns. The matrix M is non singular and its inverse is
M−1 =
1
p
(
ζ
−i j
p
)
i, j=1,...,p
,
in fact
MM−1 =
1
p
 p∑
k=1
ζ
ik−k j
p

i, j=1,...,p
,
and
p∑
k=1
ζ
(i− j)k
p =
0 if i , jp if i = j .
So f ∈ Vg and V f  Vg because are both irreducible and non-trivial.
Hence we have that Vg has dimension p or p + 1 depending on whether g ∈
S2(Γ0(p)) or not.
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The maps ϕ1 and ϕ0 are C-linear by definition. Now, let S =
(
0 −1
1 0
)
and
T =
(
1 1
0 1
)
. We described the action of G on W in the Section 2.2 above and we
can assume that µ2 = µ−11 = χ
−1, where µ1, µ2 are the characters parametrizing the
representation W and χ is the character we used to twist g. So we get
Tg∞ ⊗ 1 = g∞ ⊗ 1,
Tgk ⊗ 1 = gk−1 ⊗ 1, if k , ∞,
S g∞ ⊗ 1 = g0 ⊗ 1,
S g0 ⊗ 1 = g∞ ⊗ 1,
S gk ⊗ 1 = g− 1k ⊗ χ
2(k), if k , ∞, 0.
On the modular form side, for each τ ∈ H , we have
(gk[T ]2)(τ) =
∞∑
n=1
anζ−knp e
2pii(τ+1)n
p =
∞∑
n=1
anζ−knp e
2piiτn
p ζnp =
=
∞∑
n=1
anζ
−(k−1)n
p e
2piiτn
p = gk−1(τ), if k , ∞,
(g0[S ]2)(τ) =
1
τ2
∞∑
n=1
ane
− 2piinpτ = pεg
∞∑
n=1
a¯ne2piiτn = g∞(τ),
where the second equality holds by g[wp]2 = εgg, with εg =
G(φ)
ap
.
If g ∈ S2(Γ1(p)) but g < S2(Γ0(p)), the forms g∞, g0, . . . , gp−1 are C-linearly
independent, hence they are a basis for Vg that has dimension p + 1. Otherwise, if
g ∈ S2(Γ0(p)), we have that g0, . . . , gp−1 are C-linearly independent and
g∞ + g0 + · · · + gp−1 = 0,
so we are done.
Therefore, by Proposition 2.1 and by Proposition 2.3 above we get the follow-
ing formulas.
Corollary 2.10. Let f = g ⊗ χ ∈ S2(Γ+s (p)) be a twist of a newform g ∈ S2(Γ1(p))
and a non-trivial character χ : F∗p → C∗. Let ξ be a fixed quadratic non-residue
of Fp and let g∞, g0, . . . , gp−1 be the basis of representation Vg defined above. Ifz∞ = z,zk = χ−1 (k2 − ξ) z, k , ∞,
where z ∈ C is an arbitrary constant, then
h(τ) := g∞(τ) +
p−1∑
k=0
zkgk(τ),
is a cusp form h ∈ S2(Γ+ns(p)).
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By Corollary 2.10 we have, for some f = g⊗χ ∈ S2(Γ+s (p)) twist of a newform
g ∈ S2(p, φ) ⊂ S2(Γ1(p)) and a non-trivial character χ : F∗p → C∗, that the forms h
such that
h(τ) := z
g∞(τ) + p−1∑
k=0
χ−1
(
k2 − ξ
)
gk(τ)
 ,
with the notation as above, are cusp forms of S2(Γ+ns(p)). In terms of Fourier coef-
ficients, if
g(τ) =
∞∑
n=1
anqn,
is the Fourier expansion of g, where q = e
2piiτ
p , and
h(τ) =
∞∑
n=1
bnqn,
is the Fourier expansion of h, where again q = e
2piiτ
p , we can take
bn =

(∑p−1
k=0 χ
−1 (k2 − ξ) ζ−knp ) an if p - n,
pεga np +
(∑p−1
k=0 χ
−1 (k2 − ξ) ζ−knp ) an if p | n,
where ξ is the fixed quadratic non-residue of Fp, the constant εg is
G(φ)
ap
, with G(φ)
denoting the Gauss sum of character φ and ζp = e
2pii
p is a p-th root of unity.
Chapter 3
Explicit equations and other
explicit computations
3.1 Introduction
According to Serre’s uniformity conjecture we have an explicit description of the
finitely many rational points on modular curves X+0 (p) and X
+
ns(p). See Section 1.12
for more details about rational points on modular curves. The expected rational
points on X+0 (p) are the cusp and the points corresponding to elliptic curves overQ
with complex multiplication such that p is split or ramifies in their endomorphism
ring. We point out that the curve X+0 (p) has, for every prime p, only one cusp and
it is always rational; see for example Ogg [39]. Differently, the expected rational
points on X+ns(p) are the points corresponding to elliptic curves with complex mul-
tiplication such that p is inert in their endomorphism ring; we point out that cusps
are never rational in this case. We call an exceptional rational point every rational
point that is not included in the expected ones.
One can look for exceptional rational points numerically using the height of
points as natural upper bound. If one uses a simple brute force enumeration, the
value of height, that allows to finish the search in reasonable time, is very small and
it decreases when the genus of curve grow up. Often, it does not reach two digits
number in examples we treat. Hence the numerical evidence for Serre’s conjecture
is very low. In some particular cases, that we explain below in this section, we are
able to improve this bound up to 10000 digits number in best istances. To explain
this method, we need some data that we briefly recall.
In the table below we list dimensions of rational eigenspaces of Hecke algebra
acting on S2(X0(p)), for all prime number p ≤ 300 such that the genus of the
modular curve X+0 (p) is at least 6. For the complete list, up to 300, see [12].
The prime p is the level, + and − are the dimensions of spaces of newforms with
eigenvalue +1 and −1 respectively, with respect to usual Atkin-Lehner operator wp.
If these spaces split, we write the dimension of each component. The number of
components is also the number of Galois-conjugacy classes of newforms and the
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corresponding dimensions are the cardinalities of these classes.
p + −
163 6 = 1 + 5 7
193 7 = 2 + 5 8
197 6 = 1 + 5 10
211 6 = 3 + 3 11 = 2 + 9
223 6 = 2 + 4 12
229 7 = 1 + 6 11
233 7 12 = 1 + 11
241 7 12
257 7 14
269 6 = 1 + 5 16
271 6 16
277 10 = 1 + 9 12 = 3 + 9
281 7 16
283 9 14
293 8 16
We focus on the +-space, i.e. the jacobian of X+0 (p). Since to each Galois-
conjugacy class we can associate an abelian variety which dimension is equal to the
cardinality of corresponding class, if there is a 1-element class then the associated
abelian variety is, in fact, an elliptic curve and we denote it by E(p,+). We know by
Eichler-Shimura theory (see Knapp [30] Theorem 11.74 and Section 3.5 Lemma
3.6 below) that there is an algebraic map from X+0 (p) to E(p,+). We call it the E-map
and we denote it by piE . It follows that the rational points of X+0 (p) belong to the
inverse image of rational points of E(p,+).
Using Cremona’s tables in [15] or the LMFDB online database [34] to know
the Mordell-Weil generators of E(p,+), we are able to enumerate the rational points
of this elliptic curve. Usually we can look for rational points on X+0 (p) up to a
fixed height, the E-map allows to make bigger this upper bound, without increase
in time. In Section 3.6 below we explain in detail how we can do this.
In the non-split case, by Chen [14] or Edixhoven [20], we know that the jaco-
bian J+ns(p) of X
+
ns(p) is isogenous to the new part of jacobian J
+
0 (p
2) of X+0 (p
2),
i.e. there is an isogeny φ : J+ns(p) → J+0 (p2)new. Hence, if there is a newform f ∈S2(X0(p2)) with integer Fourier coefficients and wp-eigenvalue equal to +1, then,
as we explained above, there are an elliptic curve E(p2,+) and a map from X+0 (p
2) to
this elliptic curve E(p2,+). The explicit computation of E-map piE : X+ns(p)→ E(p2,+)
is harder because, now, piE is the composition of the map from the modular curve
X+ns(p) to its jacobian with the isogeny φ, and this fact increase the degree of poly-
nomials we look for.
Using online Stein tables [51] we list the modular curves X0(p2), where p is
a prime number, such that p2 < 1000 and the genus of X+0 (p
2) is at least 6. In
particular p2 is the level, p is the prime factor, + and − are the dimensions of
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spaces of newforms with eigenvalue +1 and −1 respectively, with respect to usual
Atkin-Lehner operator wp. If these spaces split, we write the dimension of each
component.
p2 p + −
289 17 7 = 1 + 1 + 2 + 3 10 = 1 + 2 + 3 + 4
361 19 9 = 1 + 1 + 3 + 4 13 = 1 + 1 + 2 + 2 + 2 + 2 + 3
529 23 12 = 2 + 2 + 4 + 4 20 = 2 + 2 + 2 + 2 + 2 + 2 + 3 + 5
841 29 26 = 2 + 2 + 2 + 3 + 3 + 6 + 8 32 = 2 + 2 + 2 + 6 + 8 + 12
961 31 28 = 2 + 2 + 8 + 16 35 = 2 + 2 + 2 + 2 + 3 + 4 + 8 + 12
In this chapter we explain how we make explicit calculations to get equations
for a projective model of some modular curves.
Then we explain how to compute the prescribed rational points and how to
improve the basic upper bound using the E-map to look for exceptional rational
points.
In the end of this chapter we attach tables of some examples. In particular,
given a modular curve X, we list in Section 3.7 some explicit equations for a
projective model of it, its expected rational points and the upper bound used to
look for exceptional ones. The considered modular curves are X = X+0 (p) for
p = 163, 193, 197, 211, 223, 229, 233, 241, 257, 269, 271, 281, 283, 293, and X =
X+ns(p) for p = 17, 19.
3.2 How many Fourier coefficients do we need?
In this section we explain how many Fourier coefficients we should use to prove the
found equations are correct and not only numerically approximated. This number
depends only on degree of equations, genus and number of elliptic points of the
modular curve.
Let Γ be a congruence subgroup of SL2(Z), let f1, . . . , fg be a basis of S2(Γ)
where g is the genus of X(Γ) and let
F =
g∑
i1=1
· · ·
g∑
id=1
ci1,...,id fi1 . . . fid ,
a linear combination of products of d elements of this basis, so F ∈ S2d(Γ). Let
Ak(Γ) be the field of automorphic forms of weight k with respect to Γ, let C(X(Γ))
be the field of meromorphic functions of X(Γ) and h a nonzero element of it. We
know that Ak(Γ) ' C(X(Γ))h for every k ∈ Z. Hence, given the above basis
f1, . . . , fg, we can choose f1 = f and write fi = hi f where hi ∈ C(X(Γ)) for
i = 2, . . . , g. It follows that we can write
F = hF f d,
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where hF ∈ C(X(Γ)) and it is explicitly
hF =
g∑
i1=1
· · ·
g∑
id=1
ci1,...,id hi1 . . . hid ,
where h1 = 1.
We want to find a divisor DF and a positive integer m such that hF ∈ L(DF)
and such that if hF ∈ L(DF − m(∞)) then hF = 0 and hence F = 0. We have
div(hF) = div(F) − d · div( f ),
moreover we know also that
div(F) ≥
ε∞∑
i=1
Qi,
because F is a cusp form, where ε∞ is the number of cusps of X(Γ) and
div( f ) = K +
∑
P∈Y(Γ)
(
1 − 1
eP
)
P +
ε∞∑
i=1
Qi,
where K = div(ω) is a canonical divisor, ω = ω( f ) = f (τ)dτ is the holomorphic
differential associated to f and eP ∈ {1, 2, 3} is the period of the point P. The divisor
is well defined because the number of cusps and elliptic points is finite and for P
not elliptic we have that the corresponding summand in the second sum is zero. So
we can write
div(hF) ≥ (1 − d)
ε∞∑
i=1
Qi − d · K − d
∑
P∈Y(Γ)
(
1 − 1
eP
)
P,
hence hF ∈ L(DF) with
DF = (d − 1)
ε∞∑
i=1
Qi + d · K + d
∑
P∈Y(Γ)
(
1 − 1
eP
)
P.
Now we suppose hF ∈ L(DF −m(∞)). If deg(DF −m(∞)) < 0 then L(DF −m(∞))
is trivial and we are done. So it suffices to observe that
deg(DF − m(∞)) = d − 1 + 2d(g − 1) + d
∑
P∈Y(Γ)
(
1 − 1
eP
)
− m,
to get a lower bound for m
m ≥ d(2g − 1) + d
∑
P∈Y(Γ)
(
1 − 1
eP
)
,
3.3. METHOD TO GET EXPLICIT EQUATIONS 59
where eP ∈ {1, 2, 3} is the period of P for every point of the modular curve X(Γ)
that is not a cusp, d is the degree of F as homogenous polynomial in the elements
of a basis of S2(Γ), and g is the genus of X(Γ). Denoting by ε2 and ε3 the number
of elliptic points on X(Γ) of period 2 and 3 respectively, we can rewrite the lower
bound in the following way
m ≥ d
(
2g − 1 + 1
2
ε2 +
2
3
ε3
)
. (3.1)
When we cannot compute exactly ε2 and ε3 we can use as upper bound the index
[SL2(Z) : Γ] for both of them. In our cases we have always d = 2 and g ≥ 6.
Let p a rational prime and r a positive integer. We recall the Baran formulas,
included in [8] Proposition 7.10, to count the number of elliptic points of period 2
and 3 on X+ns(p
r), when pr , 2, denoted by ε2 and ε3 respectively. They are
ε2(X+ns(p
r)) =

1
2 p
r
(
1 − 1p
)
if p ≡ 1 mod 4,
1 + 12 p
r
(
1 + 1p
)
if p ≡ 3 mod 4,
2r−1 if p = 2,
ε3(X+ns(p
r)) =
1 if p ≡ 2 mod 3,0 otherwise.
Hence to compute the quadrics defining X+ns(17) we need at least 32 Fourier coef-
ficients because the degree is d = 2, the genus is g = 6 and the number of elliptic
points is ε2 = 8 and ε3 = 1.
When Γ = Γ+0 (p), where p is a prime greater than 3, we can bound from above
ε2 and ε3 by
p+1
2 since
[SL2(Z) : Γ0(p)] = p + 1,
[Γ+0 (p) : Γ0(p)] = 2,
imply
[SL2(Z) : Γ+0 (p)] =
p + 1
2
.
So, if d = 2, the condition on m become
m > 4g − 2 + 7
6
(p + 1).
For example, if p = 163 we have g = 6, hence to compute the quadrics defining
X+0 (163) it is enough to consider 214 Fourier coefficients.
3.3 Method to get explicit equations
Our method allows to obtain equations with very small integer coefficients in ab-
solute value.
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Let Γ be a congruence subgroup of SL2(Z) and let f1, . . . , fg be a Q-basis of
S2(Γ) where g is the genus of X(Γ).
To get a projective model of X(Γ) we use the canonical embedding. We recall
the main results about this in Section 1.5. In the modular curve setting the canonical
embedding could be express, by Section 1.10, in the following way
ϕ : X(Γ)→ Pg−1(C)
Γτ 7→ [ f1(τ), . . . , fg(τ)],
where X(Γ) is defined over C.
We know by Theorem 1.20 the possible forms of equations defining the canon-
ical curve and in this section we assume that we are in the general case, i.e. we
assume that it is not hyperelliptic, trigonal or a quintic plane. The hyperelliptic
case is already treated in Galbraith [23] Section 4.
If we know that X(Γ) is defined over Q, we can look for equations defined
over Q. We cannot use Theorem 1.20, because it is proved on algebraically closed
fields, but we can use it over C to find equations defined over C. Then, if these
equations are defined over Q, we can check by MAGMA that their zero locus Z
is an algebraic curve with correct genus, i.e. the genus of X(Γ) and Z is the same.
Finally using Hurwitz genus formula, for genus g > 1, we can conclude that Z is
isomorphic to X(Γ) over Q.
In the remainder of this section we suppose to know d, the degree of the ho-
mogenous equations that we want to find, and m Fourier coefficients of the q-
expansions of f1, . . . , fg, where m satisfies the condition (3.1) of Section 3.2.
Our method consists of four steps: to get a Q-basis of modular forms, to build
up the matrix of coefficients with entries in Z, to get better equations, and to write
down the equations. The third step is not necessary to find the equations but it is
the key step to get nicer models.
1. To find a Q-basis of modular forms
Sometimes we could have modular form with Fourier coefficients not in the
field where is defined the cusp, but over a finite extension of it. We suppose
that the cusp is defined over a field K and we have f1, . . . , fb with Fourier
coefficients in a field F, where F/K is a finite Galois field extension with
basis β1, . . . , βb. We denote by σ1, . . . , σb the elements of Gal(F/K) and they
are such that fσ j1 = f j. In this case we can get b different forms f˜1, . . . , f˜b
with Fourier coefficients in K in following way
f˜i =
b∑
j=1
β
σ j
i f j,
and this is a Q-basis of forms. See Diamond and Shurman [18], Corol-
lary 6.5.6, for the case K = Q and fi’s in S2(Γ1(N).
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2. Building up the matrix with entries in Z
Using a Q-basis of newforms we can build up M, the matrix of coefficients.
Let us denote by B = { f1, . . . , fg} this Q-basis. Since the Fourier coefficients
of elements of B are algebraic numbers, there is a number field F, of de-
gree D over Q, which contains all coefficients of all elements of B.
We can always multiply by a constant to clean out all denominators of the
coordinates, with respect to the basis of F over Q, of every coefficient of
each element of B.
Now, we can produce the matrix M = (ai j) that has g rows and mD columns,
where m is the number of Fourier coefficients used and g is the cardinality of
the basis. The matrix M is filled taking, for each row, the entries ai1, . . . , aiD
equal to the coordinates, with respect to the basis of F over Q, of the first
coefficient of fi, the i-th element of B, and so on up to the row is full.
3. Improving equations
Once we have the matrix M with integer entries, we look for prime num-
bers p such that rank of M is not maximal, i.e. lower than g because we have
always m ≥ g by condition (3.1) on m above. We want to get rid of these
primes, because if they stay, the models we find will be singular modulo
these primes. So we call these primes bad primes.
We describe how to do this in Algorithm 3.1 below within a more general
setting.
Without bad primes we apply the LLL-algorithm to reduce considerably the
size of matrix entries and we get the matrix ML.
4. Finding explicit equations
Now, we rewrite the rows of ML as q-series of modular forms and compute
all monomials of degree d where the indeterminates are these forms. We
build up M′, the new matrix of coefficients, that has
(
g + d − 1
d
)
rows (i.e.
the number of homogenous monomials of degree d) and dmD columns.
Finally we compute the kernel of M′ and these are the coefficients of the
desired equations.
Sometimes, it could be a good idea apply LLL-algorithm also to the matrix
of coefficients of found equations to reduce further such coefficients.
Algorithm 3.1. Let v1, . . . , vg ∈ Zm be Q-linearly independent vectors, where g
and m are positive integers such that g ≤ m. We want to find a Z-basis of
V := spanQ{v1, . . . , vg} ∩Zm.
Let W := spanZ{v1, . . . , vg}, so W is a subgroup of V , and let J := [V : W].
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Let M ∈ Zm×g the matrix whose columns are the vectors v1, . . . , vg. If ∆ is a
minor of M then ∆ is an integer and J | ∆.
We want to modify W until we have J = 1, i.e. W = V .
Step 0 We choose the principal maximal minor ∆ of M. We set
S ∆ := {prime numbers that divide ∆},
now go to Step 1.
Step 1 If S ∆ = ∅ the algorithm terminates.
If S ∆ , ∅ then go to Step 2.
Step 2 We choose the minimal prime number p ∈ S ∆. We solve the system of
linear congruences
g∑
i=1
aivi ≡ 0 mod p. (3.2)
If the system (3.2) above has unique solution, the trivial one, i.e. the rank of
M is maximal modulo p, we have p - J. Hence, we set
S ∆ := S ∆ \ {p},
and go to Step 1.
If the system (3.2) above admits non-trivial solutions, i.e. the rank of M is
not maximal modulo p, then go to Step 3
Step 3 Let r := rk(M mod p), we have k := g − r ∈ Z>0 solutions that are linearly
independent over the finite field Fp. We find a Fp-basis b1, . . . , bk ∈ Fgp
such that if we take the matrix B with columns the b j’s we can choose k
rows, denoted by i1, . . . , ik, such that 1 ≤ i1 < · · · < ik ≤ g and such that
the submatrix k × k of B determined by these rows has each element of the
principal diagonal equal to 1.
For j = 1, . . . , k, let b j = (a¯
j
1, . . . , a¯
j
g) and we set
w j :=
1
p
g∑
i=1
a¯ ji vi.
Hence, by our choice of B, we have a¯ ji j = 1 for j = 1, . . . , k, and we set
vi j := w j,
for j = 1, . . . , k and then go to Step 0.
Remark 3.2. In the Step 0 of Algorithm 3.1 above it is not necessary to choose
the principal maximal minor, it is good enough any maximal minor. Further, if one
chooses more than one maximal minor ∆1, . . . ,∆n, one can take S ∆ := gcd{∆1, . . . ,∆n}.
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Now we prove that the problem solved by Algorithm 3.1 above is equivalent to
get of rid of bad primes as we want in our procedure to find explicit equations.
Lemma 3.3. With the same notation of Algorithm 3.1 above. We have W = V if
and only if rk(M mod p) is maximal for every prime number p.
Proof. First we suppose there is a prime p such that rk(M mod p) is not maximal.
This is equivalent to say that v1, . . . , vg are Fp-linearly dependent, i.e. there are
α1, . . . , αg ∈ Z, not all zero modulo p, such that α1v1 + · · · + αgvg = pw, where
w ∈ Zn is a non-zero vector because the vi’s are Q-linearly independent. So, w
belongs to V but not to W and therefore W ( V .
For the other direction we assume there is an element w ∈ V \W. In this case
there are α1, . . . , αg ∈ Q \ Z such that α1v1 + · · · + αgvg = w. Let D be the least
common denominator of α1, . . . , αg, we know that D > 1, so we can write
D1v1 + · · · + Dgvg = Dw,
where the Di’s are the integers Dαi, for i = 1, . . . , g. This implies that v1, . . . , vg are
Fp-linearly dependent for every prime p that divides D.
The next lemma shows that Algorithm 3.1 finish in finitely many steps, i.e. a
bad prime is no more bad after finitely many steps and, if a¯ ji j = 1, no new bad
primes are introduced.
Lemma 3.4. Let M be the matrix in Algorithm 3.1 above and let p be the prime
number chose in Step 2. After finitely many iterations of the algorithm the rank of
M is maximal modulo p and no new bad primes are introduced.
Proof. We denote by M(t) the matrix M after t iterations of the algorithm and we
use a similar notation for each matrix involved. We suppose that M(t) has not max-
imal rank modulo the prime p. Without loss of generality we can assume that the
rows i1, . . . , ik of Step 3 are the first k rows and the submatrix k × k including these
rows is the identity matrix Ik. So, we can write the matrix B(t) as the block matrix
B(t) =
(
Ik
B′(t)
)
.
Let T(t) the g × g matrix
T(t) =
 1p Ik 01
p B
′
(t) Ig−k
 ,
therefore we can write
M(t+1) := M(t)T(t).
Now, it is simple to see that for a maximal minor ∆(t+1) of M(t+1), i.e. a minor of
order g, we have
∆(t+1) = ∆(t) det T =
1
pk
∆(t),
where ∆(t) is the maximal minor of M(t) corresponding to the same rows of ∆(t+1),
and this prove the lemma.
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Remark 3.5. From the proof of Lemma 3.4 above follows that if a¯ ji j , ±1, i.e. the
top left block of matrix T(t) has, at least, one element divisible by a prime number q,
then the matrix M(t+1) := M(t)T(t) has not maximal rank modulo q. So, in this way,
we introduce bad primes and the algorithm will not finish. Hence the condition
a¯ ji j = ±1 is necessary to the finiteness of algorithm, but we choose a¯
j
i j
= 1 just for
simplicity of exposition.
3.4 Computing the expected rational points
In this section we illustrate a trivial way to find numerically the expected rational
points on a modular curve of kind X+0 (p) or X
+
ns(p), for p prime. We assume to have
explicit equations for a projective model of the modular curve considered and to
know as many Fourier coefficients as necessary of the basis f1, . . . , fg of newforms
used to find the explicit equations, where g is the genus of the modular curve. It
is obvious that the coordinates of the rational points will depend on the equations
used to describe the curve.
It is well known that the class number 1 discriminants, for orders in imaginary
quadratic number fields, are
∆ = −3,−4,−7,−8,−11,−12,−16,−19,−27,−28,−43,−67,−163,
see, for example, Stark [50], Baker [5] or Baran [6] and [8]. By classical algebraic
number theory we know that to every discriminant ∆ corresponds a square-free
number D that defines a quadratic number field K
(√
D
)
containing the order O∆
associated to ∆. The index [OK : O∆], where OK is the ring of integers of K,
is usually denoted by f and if f = 1 we call the discriminant ∆ a fundamental
discriminant. We recall the relation between ∆ and D
∆ =
D f 2 if D ≡ 1 mod 44D f 2 if D ≡ 2, 3 mod 4,
and since ∆ ≡ 0, 1 mod 4 we can also recover D from ∆ (let ∆ = Ds where s is the
square part of ∆, if D ≡ 1 mod 4 then f = √s, else f =
√
s
2 ). We recall also that a
basis of O∆ is 1, τ where
τ =

(
1+
√
D
2
)
f if D ≡ 1 mod 4
√
D f if D ≡ 2, 3 mod 4.
We table below these data for the class number 1 discriminants (some τ’s are not
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the same of the previous formula but are equivalent).
∆ D f (D mod 4) τ
−3 −3 1 1 12 +
√
3
2 i−4 −1 1 3 i
−7 −7 1 1 12 +
√
7
2 i
−8 −2 1 2 √2i
−11 −11 1 1 12 +
√
11
2 i
−12 −3 2 1 √3i
−16 −1 2 3 2i
−19 −19 1 1 12 +
√
19
2 i
−27 −3 3 1 12 + 3
√
3
2 i
−28 −7 2 1 √7i
−43 −43 1 1 12 +
√
43
2 i
−67 −67 1 1 12 +
√
67
2 i
−163 −163 1 1 12 +
√
163
2 i
Let E be an elliptic curve with complex multiplication such that the discrimi-
nant ∆E of its endomorphism ring OE is a class number 1 discriminant, i.e. ∆E is
equal to one of the list above. This implies that E is unique up to isomorphism. It
is known that it produces a rational point on X+0 (p) or X
+
ns(p). More specifically,
if the prime p splits or ramifies in OE then E corresponds to a rational point on
X+0 (p), see Galbraith [24], else, i.e. if p is inert in OE , we have that E corresponds
to a rational point on X+ns(p), see Mazur [37]. In the case X
+
0 (p) we have also that
the unique cusp is always rational. See Ogg [39] for more details about this.
From the previous discussion it follows that we can find how much the expected
rational points are on the modular curve X+0 (p) or X
+
ns(p). It is enough to check if p
divides the class number 1 discriminants, and if p is a square or not in the associated
orders. Once we have found the class number 1 discriminants that generate rational
points, we know the corresponding τE ∈ H . See the table above for some explicit
τE’s. A suitable element of the orbit of τE under the action of SL2(Z) on H will
be the τ such that ( f1(τ) : · · · : fg(τ)) is a rational point for the modular curve,
where g is the genus of the modular curve and f1, . . . , fg is the basis of newforms
used to find the explicit equations defining the curve in Pg−1. Moreover, the point
( f1(τ) : · · · : fg(τ)) has rational coordinates in the projective model of the modular
curve.
We focus on the case X+ns(p). Let Γ
+
ns be the lifting in SL2(Z) of C
+
ns. We know
that
[SL2(Z) : Γ+ns] = [GL2(Fp) : C
+
ns],
for every prime p. Therefore, we can explicitly get, for example using MAGMA,
all the finitely many representatives of SL2(Z)/Γ+ns. We can do this computing
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the representatives of GL2(Fp)/C+ns and then finding the lifting in SL2(Z) for each
representative. To have more computational stability it is better to choose the lifting(
a b
c d
)
∈ SL2(Z), with the lower entries c and d as small as possible (in absolute
value). This is because the convergence of series is better when |cτ + d| is small.
Now we use these representatives to get the corresponding elements in the orbit
of τE , i.e. for each representative γ we compute γτE . Then we compute ( f1(γτE) :
· · · : fg(γτE)) for every γ representative of SL2(Z)/Γ+ns and, if one uses enough
Fourier coefficients, it is quite simple recognize the rational points within this set
of points. Often it is useful to divide by one non-zero coordinate before to search
the rational points.
For the case X+0 (p) we can work in a similar way.
3.5 Computation of E-map
In this section we suppose to know m Fourier coefficients of the modular forms
involved, where m is "large enough" for our purposes.
Let E be an elliptic curve overQ with conductor a positive integer N. By Mod-
ularity Theorem, we know that there is a map, called modular parametrization,
φ : X0(N)→ E(C)
Γ0(N)τ 7→ φ(τ) = (φx(τ), φy(τ)),
where τ is a representative of Γ0(N)τ and φx(τ) and φy(τ) are power series with
rational coefficients in the indeterminate q = e2piiτ.
Lemma 3.6. If E is an elliptic curve over Q with conductor a positive integer N
and with negative sign of functional equation of the associated zeta function, then
the modular parametrization φ : X0(N) → E(C) factors as φ = piE ◦ piwN , where
piwN : X0(N)→ X+0 (N) is the natural projection and piE : X+0 (N)→ E is the E-map.
Given the modular curve X+0 (N) of genus g+, we denote by f1, . . . , fg+ a ba-
sis of newforms of S2(Γ0(N)) with eigenvalues +1 with respect to the Atkin-
Lehner operator wN . If there is the E-map piE : X+0 (N) → E for an elliptic curve
E with conductor N, then there are four (not unique) homogenous polynomials
px, qx, py, qy ∈ Z[x1, . . . , xg+], such that px and qx have the same degree, py and qy
have the same degree and φx(τ) =
px( f1(τ),..., fg+ (τ))
qx( f1(τ),..., fg+ (τ))
φy(τ) =
py( f1(τ),..., fg+ (τ))
qy( f1(τ),..., fg+ (τ))
,
for every τ representative of Γ0(N)τ chosen in a suitable open set of X0(N).
To find explicitly these polynomials we use some linear algebra and we proceed
similarly to Section 3.3. The main difficulty is that we don’t know the degrees of
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the polynomials. To describe the method we used, we suppose to know the degree
d of px and qx and apply this method to the first equation of the system above.
We can rewrite the first equation of the system above as
px( f1(τ), . . . , fg+(τ)) − qx( f1(τ), . . . , fg+(τ))φx(τ) = 0.
Let I be the set of the monomials obtained as product of d elements of the basis
f1, . . . , fg+ , where repetitions are allowed, and let J be the set with the same el-
ements of I multiplied by φx. Since the Fourier coefficients of φx, f1, . . . , fg+ are
algebraic numbers, also the coefficients of elements of I andJ are algebraic num-
bers and there is a number field F, of degree D over Q, which contains all these
Fourier coefficients. Multiplying the elements of I and J by a suitable algebraic
number, we can assume the Fourier coefficients belonging to ring of integers of F.
Now we can build up the matrix A with 2r rows, where r is the number
(
g+ + d − 1
d
)
of monomials of degree d, and mD columns. The matrix A is filled taking, for a
fixed row i, the first D entries equal to the coordinates, with respect to the basis of
the number field F over Q, of the first coefficient of i-th element of I. Then, we
repeat this to the next D entries and so on up to fill the row and again for the first r
rows. The last r rows are filled in the same way but using J in place of I. So we
get the matrix A with integer entries.
Computing the kernel of the tranpose of the matrix AT we should be able to
determine the polynomials px and qx. Usually this kernel will not be trivial and
we have to look for columns of kernel that have both the first r rows not all zero
and the last r rows not all zero. If there is at least one column with this property,
the first r entries of the column are the coefficients of px and the last r entries of
the column are the coefficients of qx. If there are more than one column with the
requested property, they represent the same map, but defined on different open sets.
3.6 How to use the E-map to find rational points
Let X be a modular curve with an elliptic curve E as component in its jacobian. In
this section we suppose to know a Weierstrass equation of E, an analytic expression
for the E-map piE and the generators for the Mordell-Weil group of E. Moreover,
for every point of the projective space Pn(Q) we choose his representative with
coordinates (x0 : · · · : xn) such that xi ∈ Z for i = 0, . . . , n and gcd(x0, . . . , xn) = 1.
We know that piE is rational, hence every rational point on the modular curve
X must go in a rational point on the elliptic curve E. Therefore, to find rational
points on X, it is enough to search in the preimage pi−1E (P) letting P vary between
the rational points of E.
Remark 3.7. In all our cases the Mordell-Weil group has rank 1, so we have only
one generator, denoted by P0, that we found using Cremona’s tables in [15] or the
LMFDB online database [34].
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By the above remark, we restrict ourself to the case that the Mordell-Weil group
has rank 1 and its generator is P0. This implies that every rational point P of E has
the form P = kP0 with k ∈ Z.
Writing piE in more explicit terms we have
piE(x1, . . . , xg) =
(
px(x1, . . . , xg)
qx(x1, . . . , xg)
,
py(x1, . . . , xg)
qy(x1, . . . , xg)
)
,
where px, qx are homogenous polynomials with integer coefficients of degree dx
and py, qy are homogenous polynomials with integer coefficients of degree dy.
The following proposition tells us the range within m must vary to get, if they
exist, all rational points on X up to a fixed upper bound for their integer coordinates.
Proposition 3.8. With the notation as above, if we want to find a rational point on X
such that its coordinates in the projective model are not greater than a fixed positive
integer δ, we have to compute the multiples kP0 of the Mordell-Weil generator up
to
|k| = kδ :=
√
µ(E) + 1.07 + α2 + dx log
√
δ
hˆ(P0)
,
where µ(E) is the function defined in Theorem 1.41, hˆ is the canonical height on E,
dx is the degree of the numerator and denominator polynomials of the E-map piE
and α are defined in the proof.
Proof. Let Γτ be a rational point on X such that its coordinates in the projective
model are x1, . . . , xg ∈ Z and gcd(x1, . . . , xg) = 1. We denote by P the image of
this rational point under the E-map piE , i.e.
piE(x1, . . . , xg) = P = (Px, Py),
where
Px =
px(x1, . . . , xg)
qx(x1, . . . , xg)
,
for some px, qx homogenous polynomials of degree dx with integer coefficients ai’s
and bi’s respectively.
Let β be a positive real number. We know that the set {t ∈ P1(Q) : H(t) ≤ β} is
finite. Since piE has finite degree, the set pi−1E ({P ∈ E(Q) : H(Px) ≤ β}) is finite too.
We start showing that if |xi| ≤ δ for i = 1, . . . , g then there is a positive real num-
ber β such that every well defined piE(x1, . . . , xg) = P with such xi’s has H(Px) ≤ β.
By the definition of height and using the condition on the xi’s, we have
H(Px) = max{|px(x1, . . . , xg)|, |qx(x1, . . . , xg)|} ≤ δdx max
∑
i
|ai| ,
∑
i
|bi|
 ,
so it is enough to define
β := δdx max
∑
i
|ai| ,
∑
i
|bi|
 .
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To get the bound on k we take the logarithm in the previous inequality
h(Px) ≤ α + dx log δ,
where
α := log max
∑
i
|ai| ,
∑
i
|bi|
 .
If P = kP0, where P0 is the Mordell-Weil generator, we have
hˆ(P) = hˆ(kP0) = k2hˆ(P0)
by properties of canonical height. Now, by Theorem 1.41, we have
hˆ(P) − 1
2
h(Px) ≤ µ(E) + 1.07
k2 ≤ µ(E) + 1.07 +
α
2 + dx log
√
δ
hˆ(P0)
|k| ≤
√
µ(E) + 1.07 + α2 + dx log
√
δ
hˆ(P0)
.
3.7 List of explicit equations
List of explicit equations for a projective model of X+0 (p) when
p = 163, 193, 197, 211, 223, 229, 233, 241, 257, 269, 271, 281, 283, 293.
We list the level, the genus, the expected rational points and, when they exist, we
list also the elliptic curve E used, an analytic expression for the E-map piE , the
Mordell-Weil generator P0, the bound δ used and the corresponding kδ. For the
definition of last two values see Proposition 3.8 above.
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Level p = 163.
Genus g = 6.
Equations
x1x5 + x2x3 + x2x4 − x2x5 + x2x6 = 0
x21 − x1x2 + x1x5 − x2x5 + x23 + x3x4 = 0
x2x4 − x2x5 + x3x5 = 0
−x21 + x1x2 − x1x4 + x2x4 + x3x6 = 0
x1x3 + x1x5 + x1x6 + x2x3 − x2x5 + x4x5 = 0
−x21 + x1x2 + x1x3 + x1x4 − x1x5 + x1x6 + x2x5 − x23 + x24 + x5x6 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(24 : 10 : 13 : 15 : −50 : 42) −163
(1 : 0 : 1 : −2 : 0 : −1) −67
(1 : 1 : 2 : −2 : 2 : 0) −28
(1 : 1 : 0 : 1 : 1 : −1) −27
(0 : 0 : 0 : 0 : 1 : 0) −19
(0 : 1 : 1 : 0 : 1 : 0) −12
(0 : 1 : 0 : 0 : 0 : 0) −11
(0 : 0 : 1 : −1 : 0 : 0) −8
(1 : 1 : 0 : 0 : 0 : 0) −7
(2 : −1 : 3 : −4 : −1 : −2) −3
Elliptic curve
E : y2 + y = x3 − 2x + 1.
E-map
piE : X → E
(x1, x2, x3, x4, x5, x6) 7→ (Px, Py)
Px =
−2x3 − x4 + x5 − x6
−x3 + x5
Py =
−x21 + x1x2 + 2x1x3 + 2x1x4 + 2x1x6 − x23 + x24
x1x3 − x1x5 .
Mordell-Weil generator P0 = (1, 0).
Bound δ = 1010000.
kδ = 247.
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Level p = 193.
Genus g = 7.
Equations
−x21 − x1x4 − x1x6 − x1x7 + x2x7 + x23 + x3x4 = 0
x1x2 + x1x4 − x1x5 + x1x7 − x2x3 − x2x4 − x2x7 + x3x5 = 0
x1x2 − x1x5 − x2x7 + x3x6 = 0
−x1x2 − x1x3 + 2x1x5 + x1x6 + 2x2x3 + 2x2x4 − x23 + x24 + x4x5 = 0
x21 − x1x2 + 2x1x4 + x1x5 + 2x1x6 + x1x7 − x2x7 − x23 + x24 + x4x6 = 0
x1x3 − x1x4 − x1x5 − 2x1x6 − x1x7 − 2x2x3 − 2x2x4 + 2x2x7 + x23 − x24 + x4x7 = 0
x21 + x1x3 + x1x4 − 2x1x5 + x1x7 − x2x3 − 3x2x4 − x2x5 − x2x7 − x24 + x25 = 0−x21 + 2x1x2 − x1x4 − x1x5 − 2x1x6 − x1x7 − x2x3 − x2x4 + x2x7 + x23 − x24 + x5x6 = 0−x1x3 + x1x5 + x1x6 + 2x2x3 + 2x2x4 − x2x7 − x23 + x24 + x5x7 = 0−x1x4 − x1x5 − x1x7 + x2x3 − x2x4 − x2x6 + 2x2x7 − x3x7 − x24 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 1 : 1 : −1 : 2 : 0 : −1) −67
(0 : 0 : 0 : 1 : −1 : −1 : 1) −43
(0 : 1 : 2 : −2 : 0 : 0 : 0) −28
(0 : 1 : 0 : 0 : 1 : 0 : 0) −27
(1 : 0 : 0 : −1 : 0 : −1 : 1) −16
(1 : 0 : −1 : 0 : 0 : 0 : 0) −12
(0 : 1 : 0 : 0 : 0 : 1 : 0) −8
(0 : 1 : 0 : 0 : 0 : 0 : 0) −7
(1 : 0 : 0 : 1 : 0 : −1 : −1) −4
(3 : 2 : 3 : 0 : 2 : 0 : 0) −3
72 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 197.
Genus g = 6.
Equations
−x1x2 + x1x4 − x1x5 − x1x6 + x2x3 = 0
x21 − x1x3 − x1x4 + x1x5 + x2x4 = 0
2x1x2 − 2x1x3 − 2x1x4 + x1x5 + x1x6 − x22 − x2x6 + x23 + x3x4 + x24 = 0−x21 + x1x2 + x1x3 + x1x6 − x22 − x2x6 + x4x5 = 0
x1x2 − x1x3 − x1x4 + x3x5 + x4x6 = 0
−x1x2 + x1x3 + x1x4 − x1x6 + x2x5 − x2x6 − x3x5 + x3x6 + x25 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : −1 : 3 : 2 : 6 : −6) −163
(1 : 1 : 1 : 1 : 0 : 1) −43
(1 : 0 : 2 : −1 : 0 : −1) −28
(1 : 1 : 1 : 0 : 0 : 0) −19
(1 : 0 : 0 : 0 : −1 : 1) −16
(1 : 0 : 0 : 1 : 0 : 1) −7
(1 : 0 : 2 : 0 : 1 : −1) −4
Elliptic curve
E : y2 + y = x3 − 5x + 4.
E-map
piE : X → E
(x1, x2, x3, x4, x5, x6) 7→ (Px, Py)
Numerator(Px) = −38x21 − 25x1x2 − 6x1x3 + 13x1x4 − 61x1x5 + 11x1x6 + 22x22+
+ 10x2x5 + 20x2x6 + 17x3x5 − 11x3x6
Denominator(Px) = −36x21 − 34x1x2 + 11x1x3 + 30x1x4 − 27x1x5 − 8x1x6 + 12x22+
+ 5x2x5 + 11x2x6
Numerator(Py) = 1715x31 − 899x21x2 − 2691x21x3 − 1013x21x4 − 2889x21x5 − 81x21x6+
+ 1875x1x22 + 2476x1x2x5 + 1176x1x2x6 − 669x1x3x5 + 1224x1x3x6+
+ 2205x1x5x6 − 1306x1x26 − 384x22x5 − 384x2x5x6
Denominator(Py) = 961x31 − 49x21x2 + 3875x21x3 − 632x21x4 + 1195x21x5 + 356x21x6+
+ 593x1x22 + 655x1x2x5 + 432x1x2x6 − 839x1x23 − 1680x1x3x4+
+ 154x1x3x5 + 384x1x25.
3.7. LIST OF EXPLICIT EQUATIONS 73
Mordell-Weil generator P0 = (1, 0).
Bound δ = 1010000.
kδ = 408.
74 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 211.
Genus g = 6.
Equations
−x21 − x1x4 − x1x5 + x2x3 − x2x6 + x3x4 = 0−x1x3 − x1x4 − x1x5 + x2x3 − x2x6 + x3x5 = 0
x21 − x1x2 + x1x3 + x1x4 − x2x3 + x3x6 = 0
2x21 − 2x1x2 + x1x3 + 3x1x4 + x1x5 − 2x2x3 − x2x4 + 2x2x6 + x24 = 0
x1x3 + x1x4 + 2x1x5 − x1x6 − 2x2x3 − x2x5 + 2x2x6 + x4x5 = 0
x21 − 2x1x2 + x1x3 + 2x1x4 + x1x5 − x1x6 − 2x2x3 − x2x4 + x2x5 + 2x2x6 − x4x6 + x25 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : −1 : −1 : 1 : −1) −67
(2 : 1 : 2 : 0 : 0 : −2) −28
(1 : 0 : 1 : −1 : −1 : −1) −27
(0 : 1 : 1 : 0 : 0 : 1) −12
(0 : 0 : 1 : 0 : 0 : 0) −8
(0 : 1 : 0 : 0 : 0 : 0) −7
(2 : −3 : −1 : −2 : 4 : 1) −3
3.7. LIST OF EXPLICIT EQUATIONS 75
Level p = 223.
Genus g = 6.
Equations
−x21 + x1x4 − x2x3 − x2x4 + x2x5 = 0
x21 + 2x1x3 − x1x4 + x1x5 + x22 + 2x2x4 + x2x6 + x23 = 0−x21 − x1x2 − x1x3 + x1x4 − x2x4 + x2x6 + x3x4 = 0
x21 − x1x2 + 2x1x5 − x1x6 + x22 + x2x4 + 2x2x6 + x3x5 = 0−x21 − x1x2 + x1x3 + x1x4 + x2x6 − x3x6 + x4x5 = 0−2x21 − 2x1x2 + x1x3 + 3x1x4 + 2x1x5 + x1x6 + x22 + 4x2x6 − x3x6 − x24 − x4x6 + x25 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(2 : −2 : 2 : 3 : 6 : 7) −163
(1 : 0 : −2 : 1 : 0 : 1) −67
(1 : 0 : 0 : 1 : 0 : 1) −27
(0 : 1 : 1 : −1 : 0 : 0) −12
(0 : 0 : 0 : 1 : 0 : −1) −11
(2 : −3 : −3 : −1 : −6 : 2) −3
76 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 229.
Genus g = 7.
Equations
−x1x5 + x2x4 − x2x6 + x2x7 = 0
x1x2 − x1x3 − x1x4 − x1x5 + x2x3 + x2x4 − x2x6 + x23 + x3x4 = 0−x1x5 + x22 + x2x3 + x2x4 − x2x5 − x2x6 + x3x5 = 0
x1x2 − x1x3 − x1x4 − x1x6 − x22 + x2x4 + x23 + x3x6 = 0
x1x2 + x1x3 − x1x6 − x1x7 − x22 − x2x3 + x2x6 + x3x7 = 0−2x1x2 + x1x4 + x1x5 + x1x6 + x1x7 − x2x3 − x2x4 + x2x6 − x23 + x24 = 0−x1x3 + x1x6 − x22 − x2x3 − x2x4 + x2x5 + x4x5 = 0−x1x2 + x1x5 + x1x7 + x2x4 − x2x5 + x5x6 = 0
x1x2 − 2x1x5 − x1x6 − x1x7 + x2x3 + 2x2x4 − x2x5 − x2x6 + x23 − x4x6 + x5x7 = 0
x1x5 − x2x3 − x2x4 − x23 − x4x7 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 1 : 0 : 1 : 1 : 0 : 0) −43
(1 : 0 : 1 : 0 : 0 : 1 : 0) −27
(0 : 0 : 0 : 0 : 1 : 0 : 0) −19
(0 : 0 : 1 : −1 : 0 : −1 : 0) −16
(0 : 1 : −1 : 0 : 0 : 0 : 0) −12
(1 : 0 : 0 : 0 : 0 : 0 : 0) −11
(2 : 0 : 1 : −1 : 0 : 1 : 0) −4
(2 : −3 : −1 : 0 : −6 : −4 : 0) −3
Elliptic curve
E : y2 + xy = x3 − 2x − 1.
E-map
piE : X → E
(x1, x2, x3, x4, x5, x6, x7) 7→ (Px, Py)
Px =
−x2 − x5 + x6
x2 + x5
Numerator(Py) = x21 + 3x1x2 + 7x1x3 + 6x1x4 + x1x5 − x1x6 − 4x1x7 − 2x2x3 − 2x2x4+
+ 3x2x6 − 2x23 + x4x6 − 2x4x7 − x6x7
Denominator(Py) = x21 + 5x1x2 + x1x4 + 2x1x5 − x1x6 − x1x7 − x23 − x4x7 + x26.
Mordell-Weil generator P0 = (−1, 1).
Bound δ = 1010000.
kδ = 210.
3.7. LIST OF EXPLICIT EQUATIONS 77
Level p = 233.
Genus g = 7.
Equations
−x1x2 − x1x3 − x1x4 + x22 − x2x3 − x2x5 − x2x6 + x2x7 = 0
x1x2 + x1x4 − x22 + x2x6 + x3x5 = 0
x21 − 2x1x2 − x1x3 + x1x5 + 2x22 − 2x2x3 − x2x4 − 2x2x5 − x2x6 + x3x6 = 0−2x1x3 − x1x6 + x22 − x2x3 − x2x4 − x2x5 + x3x7 = 0
x21 − 2x1x2 + x1x4 + x1x5 + 2x22 − 2x2x3 − 2x2x5 − x2x6 + x3x4 + x24 = 0
x1x3 + x1x6 − x22 + x2x3 + x2x5 + x4x5 = 0
x1x2 + x1x3 − x1x7 − x22 + x2x3 − x2x4 + x2x5 + x2x6 + x4x6 = 0−x1x2 − x1x3 − x1x4 + x1x5 − x1x6 − x1x7 + 2x22 − x2x3 − x2x4 − 2x2x5 − x2x6 + x25 = 0−x21 + x1x2 + 2x1x3 − x1x5 + x1x6 + x1x7 − 2x22 + 2x2x3 + x2x4 + 2x2x5 + x4x7 + x5x6 = 0−x21 + x1x2 − x1x5 + x2x4 − x2x6 + x5x7 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : 2 : −2 : 1 : 0 : 2) −28
(0 : 0 : 1 : −1 : 0 : 0 : 0) −19
(1 : 1 : 0 : 0 : 1 : 0 : 1) −16
(0 : 0 : 1 : 0 : 0 : 0 : 0) −8
(1 : 0 : 0 : 0 : −1 : 0 : 0) −7
(1 : 1 : 0 : −2 : 1 : 2 : 1) −4
78 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 241.
Genus g = 7.
Equations
x21 + x1x4 − x22 − x2x4 + x2x6 = 0
x1x5 − x2x3 − x2x5 + x2x7 = 0
x1x2 + 2x1x3 + x1x6 − x1x7 − x22 + x23 = 0
x1x3 − x1x7 + x2x4 + x3x4 = 0
−x1x4 − x1x5 − x2x4 + x2x5 − x3x5 − x24 + x4x5 = 0−x21 + x1x2 − x1x3 + x1x4 + x1x5 + x1x7 + x2x3 − 2x2x4 − x2x5 + x3x5 − x3x6 + x4x6 = 0−x21 − x1x3 + x1x4 − x1x6 + x22 + x2x3 − x2x4 + x3x5 − x3x6 − x3x7 + x4x7 = 0−x1x2 + x1x3 − 3x1x4 − x1x5 + x1x6 + x22 + x2x4 − x3x5 + x3x6 − x24 + x25 = 0−x21 − x1x3 + x1x4 + x1x5 − x1x6 + x22 + x2x3 − 2x2x4 − x2x5 + x3x5 − x3x6 − x3x7 + x5x6 = 0−x21 + x1x2 − x1x3 + x1x4 + 2x1x5 + x1x7 + x2x3 − 2x2x4 − 2x2x5 + x5x7 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : −2 : −1 : 0 : 0 : 0) −67
(0 : 1 : −1 : 0 : 0 : 1 : −1) −27
(1 : 1 : 0 : 0 : 0 : 0 : 0) −16
(1 : 1 : 0 : 0 : 1 : 0 : 0) −12
(0 : 0 : 0 : 1 : 1 : 0 : 0) −8
(1 : −1 : −2 : 0 : 0 : 0 : −2) −4
(3 : 1 : −4 : −6 : −3 : 4 : 2) −3
3.7. LIST OF EXPLICIT EQUATIONS 79
Level p = 257.
Genus g = 7.
Equations
−x21 − x1x2 + x1x4 − x22 − x2x4 + x2x5 = 0−x21 − 2x1x2 + x1x3 + x1x4 − x1x5 − 2x22 − x2x4 + x2x6 = 0−x1x2 − x1x6 − x2x3 + x2x7 = 0
x1x2 − x1x3 + x1x6 + x22 + x2x4 + x3x4 = 0−x1x3 − x1x4 + x1x6 − x1x7 + x22 − x2x3 + x2x4 + x3x5 = 0
x21 + x1x2 − x1x3 − x1x4 + 2x22 − x2x3 + 2x2x4 − x3x6 + x4x5 = 0
x21 + x1x2 − 2x1x4 + x1x5 − x1x7 + 2x22 − x2x3 + x2x4 + x23 − x3x6 − x3x7 + x4x6 = 0
x21 − x1x3 − x1x4 − x1x5 − x1x6 + x22 − x2x3 + x2x4 − x23 − x3x6 + x3x7 + x25 = 0
x21 + x1x3 − 2x1x4 − 2x1x7 + x22 − x2x3 + x2x4 + x23 − x3x6 − x3x7 + x4x7 + x5x6 = 0−2x1x2 + 2x1x3 − 2x1x6 − x1x7 − 2x22 − x2x4 − x3x6 + x4x7 − x5x7 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : 0 : 1 : 0 : 0 : −1) −67
(0 : 1 : 0 : −1 : 0 : 1 : 0) −16
(0 : 0 : 1 : 0 : 0 : 0 : 1) −11
(0 : 0 : 0 : 1 : 0 : 0 : 0) −8
(2 : −1 : 0 : 1 : 0 : 1 : 0) −4
80 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 269.
Genus g = 6.
Equations
x1x4 + x22 + x2x3 + x
2
3 + x3x5 = 0−x1x2 − x1x5 + x22 + x2x3 + x2x5 + x3x6 = 0
x1x2 + 2x1x4 + x1x6 + x23 + x3x4 + x
2
4 = 0
x1x2 − x1x4 + x1x5 − x22 − x2x3 + x2x4 + x3x4 + x4x5 = 0
x1x2 + x1x3 + x1x4 + x1x5 + x1x6 − x2x3 − x2x5 + x4x6 = 0
−x1x2 − x1x3 − 2x1x4 − x1x5 − x1x6 − x22 + 2x2x5 − x2x6 − x23 + x25 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : −1 : 0 : −1 : 1 : 2) −67
(1 : 1 : 0 : −1 : −1 : 0) −43
(1 : 1 : 0 : −1 : 0 : 0) −16
(1 : 0 : 0 : 0 : 0 : 0) −11
(1 : −1 : 2 : −3 : 0 : 0) −4
Elliptic curve
E : y2 + y = x3 − 2x − 1.
E-map
piE : X → E
(x1, x2, x3, x4, x5, x6) 7→ (Px, Py)
Px =
x4 + x6
x2
Py =
x1x5 − x2x3 + x3x4
x1x2
Mordell-Weil generator P0 = (−1, 0).
Bound δ = 1010000.
kδ = 187.
3.7. LIST OF EXPLICIT EQUATIONS 81
Level p = 271.
Genus g = 6.
Equations
x21 + 2x1x2 + x1x5 − x1x6 − x2x4 − 2x2x5 − x2x6 + x3x5 = 0
x21 + x1x2 − x1x4 − x1x6 − x2x3 − x2x4 − x2x5 − x2x6 + x24 = 0−x21 − 2x1x2 − x1x5 + x1x6 + x2x3 + x2x4 + x2x5 + x4x5 = 0
x1x2 − x1x4 − x1x6 − x2x3 + x2x6 + x23 + x4x6 = 0
x21 + 3x1x2 + 2x1x3 + x1x5 − 3x1x6 − 2x2x4 − x2x5 + x25 = 0−x1x2 − x1x3 − x1x4 − x1x5 + x1x6 − x2x3 + x2x4 + x2x5 + x2x6 + x3x4 + x5x6 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : 1 : 1 : 0 : 1) −43
(0 : 1 : 1 : 1 : −1 : 0) −27
(0 : 1 : 0 : 0 : 0 : 0) −19
(1 : 0 : 1 : 0 : 0 : 1) −12
(3 : −2 : −5 : 4 : −4 : −3) −4
82 CHAPTER 3. EXPLICIT COMPUTATIONS
Level p = 281.
Genus g = 7.
Equations
−x1x2 + x1x3 + x2x3 + x2x4 − x3x4 + x3x6 = 0
−x1x6 − x2x3 − x2x4 − x2x5 + x23 + x3x5 + x3x7 = 0
x1x2 + x1x7 + 2x3x4 − x3x5 + x24 = 0−x1x2 − 2x1x3 − x1x4 − x1x5 − x1x7 − x2x3 + 2x3x5 + x4x5 = 0
x1x2 − x1x3 + x2x5 + 2x3x4 + x4x6 = 0
2x1x3 + 2x1x4 + x1x5 + x1x6 + x1x7 − x22 + x2x3 + x2x4 + x2x5 + x3x4 − 2x3x5 + x4x7 = 0
x1x2 + 2x1x3 + x1x4 + x1x5 + x1x6 + x1x7 + x2x3 − x2x4 − x3x5 + x25 = 0
x1x2 − x1x3 + x22 − x2x3 − x2x4 − x2x5 + x3x5 + x5x6 = 0
x1x2 − x1x3 − x1x4 − x1x7 + x22 + x2x6 + x3x5 + x5x7 = 0
x1x2 − x1x3 + x1x6 − x2x3 − x2x4 − x2x7 + 2x3x4 + x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(2 : −5 : −5 : −1 : 1 : 5 : −3) −163
(0 : 1 : −1 : 1 : 1 : 1 : −1) −43
(0 : 0 : 1 : −2 : 0 : −2 : −1) −28
(1 : 0 : 0 : 0 : 0 : 0 : 0) −16
(1 : 0 : 0 : 1 : 0 : 0 : −1) −8
(0 : 0 : 1 : 0 : 0 : 0 : −1) −7
(1 : 2 : −2 : 2 : 2 : 0 : −2) −4
3.7. LIST OF EXPLICIT EQUATIONS 83
Level p = 283.
Genus g = 9.
Equations
x1x2 + x1x3 + x1x4 − x1x5 + x1x7 + x3x5 = 0
−x1x2 − x1x3 − 2x1x7 − x1x8 − x1x9 − x23 + x3x6 = 0
x1x3 − x1x5 − x1x6 + x1x7 − x22 − x2x3 + x2x5 + x23 + x3x4 + x3x7 = 0
x1x2 + 3x1x3 − x1x5 − x1x6 + 3x1x7 + x1x8 + x1x9 − x22 − x2x3 + x2x5 + x2x6 − x2x7+
+2x23 + 2x3x4 + x3x8 = 0
2x1x2 + 2x1x3 + x1x4 + x1x6 + 2x1x7 + 2x1x8 + 2x1x9 + x2x3 − x2x7 − x2x8 + x23 + x3x4 + x3x9 = 0−x1x2 − x1x5 − x1x6 − x1x8 − x2x3 + x2x5 + x2x6 + x3x4 + x24 = 0−x1x2 − 2x1x3 − 2x1x7 − 2x1x8 − x1x9 − x2x4 − x23 − x3x4 + x4x5 = 0
2x1x2 + x1x3 + x1x4 + x1x6 + x1x7 + x1x8 − x3x4 + x4x6 = 0
2x1x2 + x1x3 + x1x4 + x1x6 + x1x7 + x1x8 + x1x9 + x2x3 + x4x7 = 0
−x21 − x1x2 − 3x1x3 − x1x4 + x1x5 − 2x1x7 − 2x1x8 − x1x9 + x22 + x2x3 − x2x5 − x23 − x3x4 + x4x8 = 0
x21 − 3x1x2 − 2x1x3 − x1x4 + x1x5 − 2x1x7 − x1x9 + x22 + x2x3 + x2x4 − x2x5 − x2x6 + x2x7 + x4x9 = 0
x1x9 − x5x6 + x5x7 = 0
−x21 − x1x2 − x1x3 − 2x1x4 + x1x5 − x1x6 − x1x8 − x2x3 + x2x6 + x5x8 = 0
x21 − x1x2 + x1x3 + x1x7 + 2x1x8 + x1x9 + x2x5 + x23 + x3x4 + x5x9 = 0−2x1x2 − 3x1x3 − x1x4 + x1x5 − 4x1x7 − 2x1x8 − 2x1x9 − x23 + x5x6 + x26 = 0−x1x2 − x1x3 − x1x4 − x1x6 − x1x7 − x1x8 − 2x1x9 − x22 − x2x3 + x2x5 + x5x6 + x6x7 = 0
x21 + x1x2 + 4x1x3 + x1x4 − x1x5 + 4x1x7 + 3x1x8 + 2x1x9 − x22 − x2x3 + x2x5 − x2x7+
+2x23 + 2x3x4 + x6x8 = 0−x21 + 4x1x2 + 4x1x3 + x1x4 − x1x5 + 4x1x7 + 2x1x8 + 3x1x9 − x22 − x2x3 + x2x5+
+x2x6 − x2x7 − x2x8 + x23 + x3x4 + x6x9 = 0−x1x3 + x1x5 + x1x6 − 2x1x7 − x1x9 − x2x6 − x2x8 − x23 − x3x4 + x5x6 + x27 = 0−x1x3 + x1x5 + x1x6 − x1x7 − x2x5 − x2x6 − x2x9 − x23 − x3x4 + x7x8 = 0−x21 − x1x2 − 5x1x3 − x1x4 + x1x5 + x1x6 − 5x1x7 − 3x1x8 − 2x1x9 + x22+
+x2x3 − x2x5 − x2x6 + x2x7 − 3x23 − 3x3x4 − x7x9 + x28 = 0
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(1 : 0 : 2 : −1 : 0 : 1 : −1 : −2 : 0) −67
(0 : 1 : 0 : 0 : 1 : −1 : −1 : 1 : −1) −43
(0 : 0 : 0 : 0 : 1 : −1 : −1 : 0 : 0) −27
(0 : 0 : 0 : 0 : 1 : 0 : 0 : 0 : 0) −19
(1 : 0 : 1 : −1 : 0 : 1 : 0 : −1 : 0) −12
(0 : 0 : 1 : −1 : 0 : 1 : 0 : 0 : 0) −8
(3 : 0 : −3 : 3 : 2 : −5 : 4 : 3 : −6) −3
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Level p = 293.
Genus g = 8.
Equations
−x21 + x1x3 + x1x7 + x2x3 + x2x6 + x2x7 = 0−x21 − x1x2 + x1x3 + x1x8 − x22 + x2x4 + x2x8 = 0
x21 − x1x3 − x1x4 + x1x6 − x2x3 + x23 = 0−x1x2 − x1x3 + x1x4 − x1x5 − x1x6 − x1x7 − x2x3 − x2x5 − x2x6 + x3x5 = 0
−x21 + x1x3 − x1x5 − x1x6 + x1x8 + x2x3 + x3x6 = 0−x2x4 − x3x7 + x4x5 = 0
x21 + x1x4 + x1x5 − x1x6 − 2x1x7 − x2x3 + x2x4 + x3x4 + x3x7 + x3x8 + x4x6 = 0
x21 + x1x2 − x1x4 + x1x5 + x1x6 + x1x7 − x1x8 + x22 + x2x3 − x2x4 − x2x5 + x25 = 0−x21 − x1x2 + x1x3 + x1x4 + 2x1x5 − x22 + x2x3 + x2x4 + x2x5 − x3x4 + x5x6 = 0
x21 + 2x1x2 + x1x3 − 2x1x4 + 2x1x6 + 2x1x7 − x1x8 + x22 + x2x3 − x2x4+
+x2x6 − x3x8 + x5x7 = 0
2x21 + 2x1x5 − 2x1x7 − x1x8 − x2x3 − x2x5 + x3x7 + x3x8 + x24 + x5x8 = 0
3x21 + 2x1x2 − x1x4 + 2x1x5 + 2x1x6 − x1x7 − x1x8 + x22 − x2x3 − x2x4+
+x2x6 + x3x4 + x3x7 + x26 = 0−2x21 − 2x1x2 − x1x3 + x1x4 − x1x5 − x1x6 + x1x7 + x1x8 − x22+
+2x2x4 − x2x6 − x24 + x6x7 = 0−x1x2 − x1x3 + 2x1x4 + x1x5 − x1x6 − x1x7 − x2x6 − x3x4 + x3x7 − x4x7 + x6x8 = 0
x21 + 2x1x2 + x1x3 − x1x4 + 2x1x6 + x1x7 − x1x8 + x22 + x2x3 − x2x4+
+x2x6 − x3x4 − x3x8 − x4x8 + x27 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(0 : 0 : 0 : 0 : 0 : 0 : 0 : 1) cusp
(0 : 1 : 0 : 1 : 1 : −1 : 1 : 0) −67
(0 : 1 : 1 : 2 : 1 : −1 : 0 : −1) −43
(1 : 0 : 0 : 1 : 0 : 0 : 1 : 1) −16
(1 : 0 : 2 : 1 : −2 : −2 : −1 : −1) −4
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List of explicit equations for a projective model of X+ns(p) where
p = 17, 19.
We list the level, the genus and the rational points associated to complex multipli-
cation points.
Level p = 17.
Genus g = 6.
Equations
−3x1x2 + x1x3 + x1x4 + x1x5 + x2x3 + 2x2x4 + x2x5 − x2x6 − 2x23+
+2x3x4 + 2x3x5 + x3x6 + x4x5 − x4x6 + x25 − x5x6 = 0
x1x2 − 2x1x3 − 2x1x4 + x1x6 + x2x5 + 2x2x6 − x3x4 − 2x3x5+
+x24 − x4x5 + x4x6 − 2x25 + x26 = 0
3x21 + 3x1x2 + x1x3 − x1x4 + x1x6 + x2x3 − x2x4 + x2x5 + 2x2x6+
+x23 − x3x4 − x24 − x4x5 − x4x6 + x25 + 2x5x6 = 0
2x21 + 2x1x2 − 2x1x3 + x1x4 − 2x1x5 + x1x6 − x2x3 − x2x5+
+3x2x6 − x23 + 3x3x4 − 3x3x5 − x24 − x4x5 + 2x25 − x5x6 + x26 = 0
x1x2 + 5x1x3 + 2x1x4 − x1x5 + x22 + 3x2x3 + 2x2x4 − x2x5 − x23+
+2x3x4 − 3x3x5 + x24 + 3x4x6 − x25 − 2x5x6 − x26 = 0
−3x1x2 + x1x3 − 2x1x4 + 4x1x5 − 3x1x6 − 3x22 − 2x2x3 − 5x2x4+
+x2x5 − x2x6 + x23 + x3x4 − 3x3x5 + x24 − 2x4x5 − 2x4x6 + x25 + 3x5x6 − x26 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(−7 : 9 : 35 : 21 : 5 : 1) −163
(0 : 0 : 0 : 1 : 1 : 1) −28
(2 : −5 : −10 : −6 : 1 : 7) −27
(−4 : 10 : 3 : −5 : −2 : 3) −12
(3 : 1 : 2 : −9 : −7 : 2) −11
(−6 : −2 : −4 : 1 : −3 : 13) −7
(2 : −2 : −1 : 3 : −2 : 1) −3
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Level p = 19.
Genus g = 8.
Equations

−x21 + x1x2 − x1x5 + x2x3 + x2x7 + x3x5 + x3x6 + x3x7 + x3x8 + x24+
+x4x6 − x4x7 + x4x8 − x25 − x5x6 − x5x8 + x27 = 0
x21 − x1x3 + x1x4 − x1x5 + x1x7 − x2x3 − x2x4 + x2x5 − 2x23+
+x3x4 − x3x5 − x3x6 − x3x7 − x4x6 + 2x4x7 + x5x6 − 2x5x7 = 0
−x1x3 − x1x4 + x1x5 + x22 + x2x3 + x2x4 − x2x5 − x2x7 + x2x8 + x3x4+
+x3x6 + x3x8 + x24 − x4x5 + x4x6 + x4x8 − x25 − x5x6 + x5x7 − x7x8 = 0
−2x1x5 − x1x6 − x1x7 + x22 − x2x7 + x2x8 − 2x3x5 − x3x6 − x3x7 − x25 − x5x7+
+x5x8 − x6x7 − x27 − x7x8 = 0
−x21 + x1x2 + x1x3 − x1x4 + x1x5 + 2x1x6 + x1x8 − x2x3 + x2x4 − x2x7 − x3x4+
+x3x5 − x3x7 − 2x3x8 − x4x5 − x4x7 + x4x8 + x5x7 + x5x8 + x6x8 − x27 − 2x7x8 + x28 = 0
x1x4 − x1x8 + x2x5 + 2x2x6 + x2x7 − x3x4 − x3x5 − x3x6 + x3x7 + 2x3x8+
+x24 + x4x6 + x4x7 − x5x6 − 2x5x7 − x5x8 + x7x8 = 0
x1x3 − x1x6 + x1x8 − x2x3 − x2x6 + x2x7 − x3x6 − 2x3x8 + 2x5x6 − x5x7 − x5x8+
+x26 − x6x8 + x7x8 − x28 = 0
−x21 − x1x2 + 2x1x3 + x1x4 − x1x5 − x1x8 + 2x2x3 − x2x5 + x2x7 + 2x23 − 2x3x4+
+x3x5 − 2x3x6 + x3x7 + x3x8 + x24 − x4x5 − x4x8 − x25 − 2x5x6 + x5x7 + 2x6x7 + x7x8 = 0
x21 − 2x1x2 − x1x3 − 2x1x4 + x1x5 − x1x6 − x1x7 + x2x3 − x2x4 + x2x6 − x2x7+
+2x3x4 + x3x5 + 2x3x6 − x3x7 − x3x8 − 2x24 + x25 − x5x8 + x27 + x7x8 = 0
x21 − x1x2 − x1x5 − x1x6 − x1x7 − x2x3 + x2x4 + x2x5 + 2x2x6 − x2x8 − x3x4+
+x3x5 − x24 − x4x5 + x4x7 − x4x8 − x5x6 + x5x7 + x5x8 + x6x7 = 0
x1x2 + x1x3 + x1x4 − x1x7 − x22 − x2x6 + x2x8 − x23 + 2x3x5 − x3x6 − x3x7+
+x24 − x4x6 − x4x7 − x5x7 + x5x8 + x6x7 + x27 − x7x8 = 0
2x21 − 3x1x3 + 2x1x4 + x1x5 − 2x1x6 − x1x7 + x1x8 − x2x4 + x2x8 − x23 − x3x5 − x3x8+
+x24 + 2x4x5 − x4x7 + x4x8 − x5x7 − x5x8 − x6x8 + x27 − x28 = 0
3x1x2 + x1x3 + x1x4 + x1x5 + 2x1x8 − x2x3 + 2x2x4 + x2x5 + 2x2x6 − x23+
+x24 − x4x5 − 2x4x7 + x4x8 − x25 − 2x5x6 − 2x5x7 − 2x6x7 − 3x6x8 − x7x8 = 0
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
x21 − 2x1x2 + 2x1x5 − x1x8 − x2x4 − x2x5 − x2x6 + x2x7 + x2x8+
+x3x4 − x3x8 − x24 − x4x5 − 3x4x6 − x4x8 − x5x6 − x5x7 − 3x5x8 − x26 − x6x8 + x7x8 = 0
4x1x2 + x1x3 + 2x1x5 + x1x6 − x1x7 − x1x8+
+x22 − x2x5 − x2x6 − 2x2x7 − x2x8 − x3x4 − x3x5 − x3x6+
+x24 − 3x4x5 − x4x7 + x4x8 − 2x25 − x5x6 − x5x7 − x5x8 + x6x8 + x7x8 + 2x28 = 0.
Rational points and corresponding discriminants
Rational point Discriminant
(2 : 0 : 0 : −3 : −1 : 0 : 0 : 3) −163
(−10 : 3 : 3 : 1 : 4 : −15 : 7 : 1) −43
(0 : −1 : 0 : 0 : −1 : 1 : 0 : 0) −28
(−2 : 12 : −7 : −15 : 16 : −3 : 9 : 4) −16
(3 : 1 : 1 : −6 : −5 : −5 : −4 : 13) −11
(−2 : −7 : 12 : 4 : −3 : −3 : −10 : 4) −7
(0 : 0 : −1 : 1 : 0 : −1 : 1 : 0) −4
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