If covariates are measured with errors, failure to account for that errors may result in a biased estimator of the parameters and consequently the test based on the corresponding estimator may turn out to be biased under the non-zero null hypothesis. In this paper we derive score tests for testing the association between a disease and covariates when a covariate is measured with errors in a matched case-control study. In particular, we deal with the scenario where a possibly biased surrogate is measured in the main data set which is accompanied by an external calibration data that contain the biased surrogate and repeated measures of an unbiased surrogate variable. Under the additive, normal, nondifferential measurement errors, and flexible parametric model assumptions, we derive a score test for testing the effect of the covariate measured with errors. In addition, we also derive a score test for a more general hypothesis involving the coefficients associated with the covariates measured with and without errors, which is useful for testing a relationship among the effects of the covariates, such as equality of one or more regression coefficients. Finite sample performance of the proposed method is judged via simulation studies. The proposed method is also applied to a real matched case-control data on colon cancer.
Introduction
Errors in a covariate are common in epidemiological studies. In particular, in nutritional epidemiology, association between a disease and nutrient intakes is sought which are usually measured via food frequency questionnaire (FFQ). It is well recognized that nutrient intakes measured via FFQ involve substantial amount of errors [6] . The analysis of the data without reckoning the errors may result in an inconsistent estimator, and consequently any related test may turn out to be biased. In this paper we propose score tests when a covariate is measured with additive errors in a matched case-control study.
Although the naive score test for testing the null hypothesis that there is no association between the disease and the exposure measured with errors is asymptotically valid, usually it loses efficiency [15] . Following the arguments of Tosteson and Tsiatis [15] , Carroll et al. [3, Chapter 10] showed that in the generalized linear model, replacing the true exposure by its conditional expectation given the observed covariates and the surrogate in the naive score test, will result in an efficient score test for testing the null that the exposure does not have any effect on the response. Stefanski and Carroll [14] developed a semiparametric score test in the generalized linear model with prospective or cross-sectional data when the exposure is measured with additive errors. In a linear model set-up, Murad and Freedman [9] considered the inference of the interaction term between two covariates measured with additive normal errors. They proposed a method of moment and the regression calibration approach to handle this scenario where both the covariates follow normal distribution. de Castro et al. [4] derived a score test for testing H 0 : β x = β x0 when covariate X is measured with additive normal errors in a linear model set-up, and β x denoting the regression coefficient of X in the linear model and β x0 could be any non-zero number.
Except de Castro et al. [4] , the above mentioned articles mainly focused on the null hypothesis that the disease and the covariate measured with errors are not related. Furthermore, mainly the generalized linear model was used for modeling relation between the response and the covariates based on a prospective or a cross-sectional data. To the best of our knowledge there has been no article which deals with testing of a hypothesis regarding the disease-covariate association in a matched case-control study. One may wonder why we need an additional method for testing a hypothesis in a matched case-control study while there are several tests for prospectively collected data or cross-sectional data. The reason lies in the sampling design of a matched case-control study. First, matched data are clustered by several strata where stratum sizes are bounded whereas the number of strata goes to infinity, in principle. Second, in a matched case-control study, data are collected retrospectively depending on the response variable. Third, there is a stratum-specific parameter in the logistic model relating to the response with the covariates. Finally, the distribution of the covariates may vary across the strata. For handling errors in a covariate in a prospective or cross-sectional data using the structural approach one needs to deal with the conditional distribution of the unobserved true covariate given the error-free covariates whereas in a case-control study one needs to deal with the conditional distribution of the unobserved true covariate given the response variable (disease status) and the other error-free covariates. On the other hand, for a matched case-control data one has to deal with the conditional distribution of the unobserved true covariate given the response variable (disease status), the other error-free covariates, and the matching variables.
In the context of consistent parameter estimation in matched case-control studies in the presence of errors in a covariate, Armstrong et al. [1] proposed a likelihood based approach where they assumed a normal, additive, non-differential measurement errors, and assumed that the erroneous covariate follows a normal distribution. McShane et al. [8] took a more flexible approach for handling normal additive measurement errors that does not require any assumption regarding the distribution of unobserved predictor. In this context, Guolo and Brazzale [5] compared the structural, regression calibration, and the SIMEX approaches through simulation studies only for estimating parameters and not for testing of a hypothesis. To the best of our knowledge there is no paper which considered the measurement errors issue for testing a hypothesis in this set-up.
Our score tests are based on a conditional likelihood function where we use a conditional argument to remove the stratum specific nuisance parameters, and use a flexible normal model for the distribution of the unobserved true covariate. The unobserved stratum specific effect on the distribution of the unobserved true covariate is handled using a randomeffect model. Our score tests not only handle test related to the covariate measured with errors but also handle a general hypothesis involving the parameters of the covariates measured with and without errors. This general test is applicable to different scenarios including for a test of equal effect of all the confounding variables. This fact can be illustrated in the context of epidemiological studies of incidence of breast cancer and low-fat diet [10] . For these studies race plays a role of a confounder variable, which has many categories, such as White, Black, Hispanic, American Indian, Asian/Pacific Islander etc. Considering White as a reference category, the log-odds ratio parameter for the disease due to Black, Hispanic, American Indian, Asian/Pacific Islander can be denoted by β B , β H , β AI , β A , respectively. Testing of no difference in the incidence rate of the disease among the racial groups other than the reference group is equivalent to test H 0 : β B = β H = β AI = β A which can be tested using our general test procedure.
We would like to point out that in the presence of measurement errors in a covariate, the naive analysis may yield a spurious association between the covariate and the response, and even the relationship between the response and the confounder variables measured without any error may get distorted. Budtz-Jørgensen et al. [2] have nicely illustrated this issue in the context of the linear regression model using a prospective epidemiological study of health effects of prenatal mercury exposure. In their study the response variable was California Verbal Learning Test (CVLT) score, a cognitive task which measures learning and memory. The main covariate was blood mercury concentration which was measured with errors, and location (town) was considered as a confounder. When the errors in the covariate was ignored, CVLT score and location show a strong association. When the errors in the covariate was incorporated in the analysis, the association between the CVLT score and location became statistically insignificant.
A brief outline of the remainder of the paper is as follows. Section 2 contains model, assumption, and a discussion regarding the naive score test. Section 3 contains the proposed methodology. In Section 4 we discuss the situation when the parameters associated with the surrogate variable are estimated from an external calibration data. Section 5 contains simulation studies where we judge and compare the finite sample performance of our proposed approach with that of the naive and the regression calibration approach. The simulation results indicate the advantage and the robustness property of the proposed approach. In Section 6 we apply the proposed method to a real matched case-control data on a colon cancer study. Section 7 concludes with a discussion.
Background
Model and assumption: Suppose that we have a 1 : M matched case-control data with n strata. Each stratum contains a case (diseased) and M control (non-diseased) subjects. In the data, we observe a set of matching variables S, the binary disease variable Y , a p × 1-vector of error-free covariates Z , and W , an erroneous version of X . We assume that both X and W are scalar variables. Although the extension of the proposed approach to the scenario of multivariate X would follow the same principles, it may involve tedious algebra and more calculations due to the presence of several integrals in the observed likelihood function. The disease risk model is
where H(u) = exp(u)/{1 + exp(u)}. Here i and j are the indices for strata and the subjects within a stratum. Thus, i = 1, . . . , n, and j = 1, . . . , (M + 1). Here β 1 and β 2 denote the log-odds ratio parameters corresponding to X and Z , respectively. The effect of the matching variables on the disease risk is conferred through β 0 (S i ) which is left unspecified.
The design of this study implies that  M+1 j=1 Y ij = 1 for all i. When all covariates are error-free, one can test H 0 : β 1 = β 10 by using the score statistic
whereβ is the MLE of β = (β 1 , β
.
We assume that the surrogate variable W (the erroneous measurement of X ) is linearly related with X with additive errors
and conditional on X , U W is assumed to be independent of Y (non-differential). If W is an unbiased surrogate for X , then δ 0 = 0 and δ 1 = 1.
Naive score test:
The naive score test is T 0 (W , Y , Z ;β naive ), whereβ naive is the naive estimate of β under H 0 . For testing H 0 : β 1 = 0, the naive score test in the presence of measurement error preserves the level of the test. This fact has been discussed in the context of the generalized linear model, particularly when the observations are a random sample from the population of (Y , W , Z ) [15] . However, for testing H 0 : β 1 = β 10 (̸ = 0) the naive score test may turn out to be a biased test.
This fact can be shown mathematically in our context. Suppose that β 10 and β 20 are the true values of β 1 and β 2 under H 0 , and β Ď 2 is the limiting value of the estimated coefficient of Z under H 0 when W is used instead of X . Then the score function used in the naive test can be approximated as
Since under H 0 the expectation of
, the summand of the first term of (3) has expectation zero. Due to the specific structure of the conditional probabilities, when β 10 ̸ = 0, the summand of the second term on the right hand side of (3) has a non-zero expectation irrespective of the dependence between X and Z . As a result, under H 0 :
2 )}W ij does not follow an approximate normal with zero mean, making it a biased test. Using a similar argument one can show that the naive test for β 2 is usually biased unless X and Z are independent.
Methodology

Testing the effect of the covariate measured with errors
In the proposed methodology first we assume that φ
into two parts, the set of measurable (S q ), and the set of unmeasurable matching variables S nq . The measurable variables are the ones whose effect can be modeled parametrically, and the effect of S nq cannot be modeled parametrically. For our data example, cases were individually matched with controls based on age and neighborhood of residence. Even though age (S q ) is recorded and measurable, neighborhood would be considered as a unmeasurable (S nq ) matching variable. Since the marginal distributions of covariates are not identifiable from the retrospective data, we assume that conditional on the observed covariates Z and S, the unobserved covariate X among the controls follows a normal distribution,
We assume that the mean of X among the controls depends on S q and Z linearly, and the corresponding association parameters are α 1 and α 2 , respectively. The effect of S nq and the nonlinear effect of S q on the mean of X are captured through γ i which is assumed to follow a Normal(0, σ 2 α ). In other words, γ i can be interpreted as unmeasured stratum specific effect.
Indeed one can take a more flexible model for X among controls, and follow our procedure to get a score test. However, the simulation study indicates that normal model among the control population works well for a wide range of scenarios. Now, using models (1) and (4), and following the results of Satten and Kupper [11] and Eq. (6) of Sinha et al. [12] one can show that
From (2), (4) and (5) we obtain the distributions of W ij among the controls and cases
which will be used in L unobs given in (7). Following Eq. (6) of Sinha et al. [12] we obtain
where f (·) is the generic symbol for a density function. Observe that although expression (6) is a function of β 0i and γ i along with other parameters, the last component of L unobs does involve neither of the stratum specific parameters due to conditioning on  M+1 j=1 Y ij = 1, the sufficient statistic for the stratum specific intercept parameter in the logistic model for Y given Z and S. The observed data likelihood is obtained by integrating out the random effects γ i from L unobs . That means,
After plugging in expressions (4)-(6) into L unobs , and then taking the logarithm of L obs we obtain l = log(L obs ) =  n i=1 l i , where
Note that all parameters are identifiable as δ 0 , δ 1 , and σ 2 W are known here. The score statistic for testing H 0 : β 1 = β 10 is
where all components of the statistic are evaluated under H 0 , and θ represents all parameters but β 1 . Here (2) and (4) one may obtain
. Consequently the induced model for the disease odds given S i , W ij , and Z ij is
Therefore, the naive method usually produces a biased estimator for β 1 and β 2 . However, when X and Z are independent (i.e., α 2 = 0), the naive method yields a consistent estimator for β 2 . This fact holds true even when the distribution of X among the controls follows a non-normal model.
Extension to a more general hypothesis
The above result can be generalized to test
T , and ∂Q (β)/∂β is finite for all β in a compact subset of the (p + 1)-dimensional Euclidean space, and has full row rank r. Define ψ = (α 0 , α
T .
Result 1.
Under the assumptions listed in the Appendix the score test statistic for testing H 0 : Q (β) = 0 is
β=β,ψ=ψ , and
In the proof of this result given in Appendix B we borrowed the techniques given in Theorem 3.5 of White [16] . Note that White [16] considered the generalized score test in a misspecified model. Here we extend that idea in the context of errors-in-covariates in a matched case-control set-up. In the above formulation all components are evaluated at β =β and ψ =ψ, the MLE of β and ψ under H 0 . Observe that a special case of this hypothesis is to test H 0 :
Similarly, another special case of this hypothesis is to test H 0 : 
T is not known, and is estimated from an external calibration data. Following our data example, we consider an external data set consisting of the biased surrogate W and repeated measures of an unbiased surrogate of X . Thus, even in the external data set the true X is not observed, and this scenario is common in nutritional epidemiology. That means the external data contain
where K denotes the number of replicates of T for each of the subject in the calibration data, and m represents the size of the calibration data. In principle, we assume that the calibration sample size m → ∞ along with n → ∞. However, (n/m) → ρ ∈ (0, ∞). We assume that
Under the assumption that (1) errors associated with T and W are independent and (2) conditional on X none of U T and U W depends on Y , φ is consistently estimated by solving the corrected score equations [13] :
where  σ
T /K . When φ is not known, the score statistics given in Sections 3.1 and 3.2 are computed for φ =φ, and consequently the uncertainty of estimation should be taken into account in the score statistics. Observe thatφ is a regular linear estimator which let S β 1 (φ) to follow an asymptotic normal distribution. Now using the Taylor series expansion we write (1) . Since the external calibration data and the matched case-control data are independently sampled from the population, an estimator of the asymptotic variance of S β 1 (φ) is var{S β 1 (φ)} + {∂S β 1 (φ)/∂φ}Σ φ {∂S β 1 (φ)/∂φ} T , whereΣ φ is the estimated variance ofφ, and the test statistic T 1 is modified as will be lower than that of T 1 . Similarly, when φ is estimated from an external data set, T 2 is modified as follows.
Result 2.
Under the assumptions listed in the Appendix, and when φ is estimated through an external data set, the score test statistic for testing H 0 :
The proof of this result is given in Appendix C. Before we conclude this section we would like to reiterate that in our set-up the main surrogate variable W which is observed in the main data set and in the calibration data is possibly biased. However, according to the design of our data example the calibration data contain replicated measurements of an unbiased surrogate variable T along with W . This unbiased surrogate T is usually more expensive to collect. Therefore, it is collected only for a subset of the population.
Simulation study
Simulation design: In order to study the performance of the proposed test based on the conditional maximum likelihood (CML) we performed the following simulation study. First, we simulated cohorts of size N = 50 000 by simulating S = (S q , S nq ), X , Z , and Y . We took S q ∼ Normal(0, 1), S nq ∼ Normal(−0.5, 1), Z ∼ Bernoulli(0.35) distribution. We considered two scenarios:
. The second scenario was considered to assess the robustness of the CML method when the model assumption is violated. The binary disease variable Y was simulated from a Bernoulli distribution with the success probability pr(Y ij = 1 | S i , X ij , Z ij ) = H(β 0 + 0.5S q + 0.5S nq + β 1 X + β 2 Z ), and β 0 was varied so that the marginal disease probability varies between 7% and 15%. From the cohort, we constructed 1:2 matched case-control data (i.e., M = 2) with n = 200 strata. Each stratum consisted of 3 subjects of which one was a case and the rest were controls which were matched with the cases based on S. In order to consider biased surrogate variable we simulated W from (i) W = 0.5 + X + U W (Table 1) 
Method of analyses:
Under each setting we simulated R = 2, 000 data sets, and for each simulated data the above tests were conducted using the naive (NV), regression calibration (RC), and the proposed CML approach. For the regression calibration approach we replaced X byX =δ 0,rc +δ 1,rc W , whereδ 0,rc andδ 1,rc were the estimator of the intercept and slope parameters of the regression model relating X with W based on the calibration data. Since the calibration data contain (W , T 1 , T 2 ),δ 0,rc andδ 1,rc are obtained by regressing (T 1 + T 2 )/2 on W . Consequently, we took into account uncertainties of estimation of δ 0,rc and δ 1,rc into the score statistic, and the general form of the adjusted test statistic due to the RC method for testing H 0 : Q (β) = 0 is given by T adj 2,rc . In deriving this formula we used somewhat analogous steps as of Result 2. 
For the CML method δ 0 , δ 1 , and σ 2 W were estimated from the calibration data using the method described in Section 5. Thus, for testing the hypotheses we used T 
Simulation results:
For testing H 0 : β 1 = 0, the NV, RC, and the CML method maintain the level for all scenarios. However, the NV shows more power than the RC and the CML approach. For testing H 0 : β 1 = 0.5, the NV and the RC method do not maintain the nominal levels, and result in biased tests whereas the CML method maintains the level and the power of the CML method increases as β 1 moves away from 0.5. Furthermore, the power of the CML approach increases with the size of the calibration data. Similarly, for testing H 0 : β 1 − β 2 = 0, the NV and the RC method turn out to be biased. Overall, as κ = σ 2 W /σ 2 X increases the power of the CML method decreases. The simulation results indicate that the proposed method is quite robust for moderate departure from the normal distribution assumption of X . The results also indicate that overall the power of the CML method is lower when E(W |X) = 0.5 + 0.75X compared to the scenario when E(W |X) = 0.5 + X .
Analysis of the colon cancer data
Background information: Here we analyze a 1:1 matched case-control data on colon cancer which was taken from the Study of Diet and Health conducted in two metropolitan areas Toronto and Calgary of Canada during the period 1976-1978 [7] . The matched data consisted of n = 171 male colon cancer patients aged between 35 and 75, and each case was matched with a control based on age and neighborhood of residence. We refer to Jain et al. [7] for details on recruiting cases and controls into the study. Apart from demographic information each subject responded to a diet questionnaire which was aimed at measuring nutrient intakes. This data set was previously analyzed by Armstrong et al. [1] .
In this study we will be looking for the effect of dietary fiber on colon cancer. Since fiber intake measured via dietary questionnaire involves measurement errors, an external calibration study was conducted to estimate this error. In the external study m = 16 healthy volunteers reported dietary histories considered as W along with the detailed weighted food records kept by the volunteers' spouses. The later variable is considered as an unbiased measurement (T ) for the true dietary intakes.
Analyses and results:
In the analysis we consider body mass index as Z , and log of dietary fiber intake as X , Y denotes the disease status as if a subject has colon cancer or not. The log of dietary fiber measured via diet questionnaire is considered as W . The assumed model is pr(Y = 1|S, X , Z ) = H(β 0 (S) + β 1 X + β 2 Z ), and we test H 0 : β 1 = 0 against H 1 : β 1 ̸ = 0 at 5% level of significance, where β 1 represents the log-odds ratio parameter corresponding to dietary fiber intake. For the naive test we obtain T 0 (W , Y , Z ,β Naive ) = 0.462. Thus, we do not have sufficient evidence to reject H 0 at 5% level. Next, we compute the score test based on the RC approach. It may be noted here that we first estimate E(X |W ) = δ 0,rc + δ 1,rc W based on the calibration data. The test statistic due to the RC method is 0.353. Hence, we do not reject H 0 at 5% level of significance. = 0.266. Hence, we also do not reject H 0 at 5% level. Since, H 0 is accepted based on all three approaches, there is no need to test any non-zero value for β 1 . However, for the purpose of illustration we conduct a test if the odds ratio corresponding to log of fiber intake is 2. That means we test H 0 : β 1 = log(2) against H 1 : β 1 ̸ = log(2). The test statistics due to the naive, regression calibration, and the proposed methods are 12.562, 5.272, and 4.889, respectively, and the corresponding theoretical p-values are 0.0004, 0.022, and 0.027, respectively. We also conduct a test for the log-odds ratio parameter corresponding to log of BMI. Here we test H 0 : β 2 = log(2) against H 1 : β 2 ̸ = log(2). The test statistics due to the naive, regression calibration, and the proposed methods are 0.012, 0.011, and 0.044, respectively, and the corresponding theoretical p-values are 0.913, 0.916, and 0.834, respectively. Therefore, we fail to reject the null hypothesis here.
Discussion
We propose score tests for testing hypothesis in a matched case-control study when a covariate is measured with errors which in turn may help for finding optimal sample size for designing such studies. The methods include a general score test involving several model parameters. We also provide the theory when the errors are calibrated from an external data set, and incorporated into the analysis. Although, in the proposed method we assumed a normal model for X among controls conditional on the stratification variables, and the error-free covariates, the simulation study indicates very satisfactory performance of the method even when the model assumption is moderately violated. One of the limitations of the proposed method and any other methods which correct bias due to measurement errors is inflated uncertainty resulting in large standard error of estimators or low power of any test. This uncertainty does not decrease by increasing sample size.
In principle, the proposed approach can be applied to when one takes a more flexible model for X and the error distribution. In future, we will develop score tests for handling multiplicative measurement errors which are also common in observational studies. Another potential research problem is to develop a generalized score test when both the distributions of X and the errors are unspecified.
The components of the Hessian matrix are
Appendix B. Proof of Result 1
A1. The density function of the observed data is measurable for each parameter θ = (β T , ψ T ) T in Θ, a compact subset of the Euclidean space.
. . , (M + 1)) for each θ ∈ Θ, and continuously differentiable function of θ for each V i in the sample space. A3. |∂ 2 l(θ )/∂θ k ∂θ l | and |∂l(θ )/∂θ k ∂l(θ )/∂θ l | are dominated by functions integrable with respect to the data density for all V i and for all θ ∈ Θ.
T is in the interior of Θ, and A * β·ψ is non-singular.
Under the assumption that Θ is compact and Q (β) is continuous in β, the restricted parameter space Θ 0 = {θ ∈ Θ ∩Q (β) = 0} is also compact. Under the regularity assumptions,θ → θ * almost surely where θ * ∈ Θ 0 . For the sake of convenience we will denote (∂l i /∂β) evaluated at β =β and ψ =ψ by (∂l i (β,ψ)/∂β).  ∂Q (β * ) ∂β 
