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El presente estudio contiene el análisis e implementación del software Zabbix 
para el monitoreo de la infraestructura de TI de la SUNARP Zona Registral Nº XI 
- Sede Ica. El tipo de investigación fue aplicada con un diseño experimental - Pre 
experimental dado que se buscó solucionar el problema a través de la aplicación 
de un software. 
Además, el objetivo general fue determinar la influencia del software Zabbix en 
para el monitoreo de la infraestructura de TI de la SUNARP Zona Registral Nº XI 
- Sede Ica. Se utilizó FCAPS como metodología de aplicación dado que fue 
seleccionada mediantes validez de expertos.  
En adición, por parte del indicador tiempo promedio de detección de falla la 
población y muestra fue de 28 equipos de la infraestructura de TI, por parte del 
indicador disponibilidad operacional su población y muestra también fue de 28 
equipos de infraestructura de TI. Asimismo se realizó la prueba de normalidad 
mediante el método de Shapiro – Wilk debido a que la muestra fue menor a 50 y 
se utilizó la prueba de rangos de Wilcoxon para aceptar o rechazar la hipótesis 
dado que los datos obtuvieron una distribución no normal. 
Los resultados demostraron que el software Zabbix mejoro minimizando el 
tiempo promedio de detección de falla que obtuvo en el pre test un 14.43’ y en 
el post test un 5.93’. De igual forma. El software Zabbix mejoro la Disponibilidad 
operacional dado que se obtuvo en el pres test un 99.76% y en el post test un 
99.95%. 
En conclusión, se determinó que el software Zabbix influyo de forma positiva  













This study contains the analysis and implementation of the Zabbix software for 
monitoring the IT infrastructure of the SUNARP Registry Zone No. XI - Ica 
Headquarters. The type of research was applied with an experimental design - 
Pre-experimental since it sought to solve the problem through the application of 
a system. 
In addition, the general objective was to determine the influence of the Zabbix 
software on the monitoring of the IT infrastructure of the SUNARP Registry Zone 
No. XI - Ica Headquarters. FCAPS was used as the application methodology 
since it was selected through expert validity. 
In addition, on the part of the average failure detection time indicator the 
population and sample was 28 IT infrastructure teams, on the part of the 
operational availability indicator its population and sample was also 28 IT 
infrastructure teams. Likewise, the normality test was performed using the 
Shapiro-Wilk method because the sample was less than 50 and the Wilcoxon 
rank test was used to accept or reject the hypothesis since the data obtained a 
non-normal distribution. 
The results showed that the Zabbix software improved the average fault detection 
time, which it obtained in the pre-test by 14.43 'and in the post-test by 5.93'. 
Similarly. The Zabbix software improved the Operational Availability since it was 
obtained in the pres test a 99.76% and in the post test a 99.95%. 
In conclusion, it was determined that the Zabbix software had a positive influence 









































Las herramientas de monitoreo de la infraestructura de TI (ITIM) capturan el 
estado y la disponibilidad de los componentes de la infraestructura de TI que 
residen en un centro de datos o están alojados en la nube. 
En el ámbito internacional, Gartner en un comunicado de prensa en DUBAI 
(2019) el Sr. Santhosh Rao Director de investigaciones en Gartner dijo: "Si bien 
las herramientas ITIM han existido durante décadas, las organizaciones hoy en 
día están invirtiendo en la tecnología para monitorear la disponibilidad de 
servidores, redes, almacenamiento y bases de datos, así como para permitir la 
capacidad de solucionar problemas de red y servicios de manera reactiva"1. 
Gartner predice que ITIM logrará una adopción general temprana entre un 20% 
y un 50% de las empresas de en los próximos dos años. 
 
Figura 01: Tendencias de ITIM 
 
Fuente: Gartner (octubre de 2019) 
                                                          






En el ámbito nacional, el Perú con Ley Nº 276582, declara al estado Peruano en 
proceso de modernización y tiene por finalidad mejorar los procesos de la gestión 
pública y los servicios al ciudadano; por lo que es necesario mejorar la gestión a 
través del uso de las tecnologías que permitan brindar mejores servicios. 
La Superintendencia Nacional de los Registros Públicos (SUNARP) está 
comprometido acercar al ciudadano los servicios registrales, teniendo 74 
oficinas registrales y 117 oficinas receptoras a nivel nacional que prestan 
servicios de publicidad registral y recepción de títulos. Actualmente la SUNARP 
sigue teniendo inconvenientes en mantener la alta disponibilidad de todos sus 
servicios tecnológico, por su magnitud, complejidad y dependencia de sus 14 
Zonas Registrales que gestión de forma autónoma su infraestructura tecnológica 
no siendo monitoreada adecuadamente en la mayoría de casos, presentado 
inconvenientes que perjudican directamente la imagen institucional y a las 
demás oficinas Registrales ya que el trabajo es colaborativo e interconectado. 
 
En el ámbito local, La gestión de monitoreo y supervisión de redes para los 
equipos, activos y servicios de TI, en organizaciones medianas y pequeñas 
resulta un actividad que se descuida con frecuencia, hecho que conduce casi 
siempre, a la reducción paulatina en la calidad de los servicios que brindan.  
La SUNARP Zona Registral Nº XI que actualmente tiene a su cargo 4 oficinas 
registrales, 7 oficinas receptoras y 1 archivo central, todos ubicados dentro del 
departamento de Ica distribuidas en las provincias de en Ica, Pisco, Chincha y 
Nazca.  
Se realizaron reuniones y entrevistas a los trabajadores de la Unidad de 
Tecnología de la Información (UTI) de la Zona Registral Nº XI, indicando que en 
los últimos 3 años su infraestructura de TI ha crecido adaptándose a las 
necesidades. Dentro de los cambios más relevantes es la modernización de su 
centro de Datos ubicado en la oficina principal de Ica, contando con servidores 
en clúster para base de datos y servicios, storage, equipos de seguridad 
                                                          






perimetral, equipos de comunicación, equipos de Backup y todo un ambiente de 
contingencia; también cuenta con equipos UPS, aire acondicionado de precisión, 
sensores de temperatura y húmedas, sistema contra incendios, sistema de 
vigilancia, entre otros. El funcionamiento de todos los equipos mencionados, la 
red de datos e interconexión y los servicios internos, logran que los usuarios 
internos puedan trabajar de forma eficiente, y los usuarios externos o ciudadano 
puedan utilizar los servicios en línea. Por lo indicado la UTI tiene como principal 
función velar por el buen funcionamiento de su infraestructura y los servicios que 
ofrecen; pero lamentablemente carecen de un sistema que permita tener una 
visión global del estado de su red y conocer en tiempo real o diferido la situación 
y disponibilidad de sus principales nodos y servicios que brindan. 
Las deficiencias o situaciones más comunes son descritas en los siguientes 
puntos: 
- No cuenta con documentos actualizados de los activos o servicios que 
brinda TI en la red, y cada vez contará con mayor cantidad de estos 
elementos que serán difíciles de mapear. 
- No cuenta con herramientas que permitan identificar, controlar, constatar 
fallas para reclamar un nivel de calidad de servicios de acuerdo a los SLA 
contratados. 
- No se identifican de forma preventiva fallas de hardware y/o software 
(ancho de banda, procesamiento, memoria o almacenamiento) que 
ocasione una falla crítica de un servicio.  
- El monitoreo actual se realiza de forma manual, lo que toma tiempo y 
dificulta la identificación de alguna falla y su origen.  
- No cuenta con un registro de información de las incidencias ocurridas por 
cada equipo o dispositivo. 
- No cuenta con una adecuada gestión de conocimiento o documentación 
de buenas prácticas con el fin de afrontar o resolver de forma más 
apropiada algún evento o incidente futuro. 
- No cuenta con mediciones en línea base de los niveles óptimos que debe 




- No cuenta con un registro que permita realizar comparaciones de un 
comportamiento anormal o adecuado de la red con el fin de buscar o 
identificar los patrones de tráfico común. 
- 15 minutos aproximadamente en experimentación de falla, detección de 
origen y derivación a personal especializado (vía llamada telefónica en la 
mayoría de los casos percatados). 
- 5 minutos aproximadamente en explicación de detalles encontrados para 
atención del caso reportado. 
- Aproximadamente 20 minutos en llegar la información al personal 
especializado para iniciar la atención de un caso reportado. 
- No cuenta con un registro de los niveles de rendimiento de equipos antes 
de actualizaciones, migraciones o mejoras para realizar comparativas de 
las mejoras obtenidas. 
- No cuenta con un registro de llamadas para la asignación de casos 
reportados. 
- Se detectaron eventos huérfanos, ya que el personal de turno no se 
percató de la alarma o evento en el centro de datos. Este inconveniente 
también se presenta fuera de la jornada laboral y los fines de semana. 
Ante lo explicado y de presentarse algún evento o incidente no controlado 
oportunamente, genera incomodidad a los usuarios internos por reducir su 
producción, afecta a los usuarios externos o ciudadanos al prescindir de los 
servicios; y también incide económicamente en la fuente de generación de 
ingresos de la organización que está basada en los procesos de servicio 
informáticos a los ciudadanos. 
En base a la situación actual, se propuso solucionar esta problemática mediante 
la implementación de una herramienta de monitoreo para la infraestructura de TI 
en la SUNARP Zona Registral Nº XI. 
Además, para la formulación del problema, se definió el problema general: 
PG: ¿Cómo Influye el software Zabbix en el monitoreo de infraestructura de TI 
en la SUNARP Zona Registral N° XI?  




PE1: ¿Cómo Influye el software Zabbix en el tiempo promedio de 
detección de fallas del monitoreo de la infraestructura de TI en la SUNARP 
Zona Registral Nº XI?  
PE2: ¿Cómo Influye el software Zabbix en la disponibilidad operacional 
del monitoreo de infraestructura de TI en la SUNARP Zona Registral Nº 
XI? 
 
Asimismo, la presente investigación tuvo las siguientes justificaciones de 
estudio: 
Desde el criterio de la Relevancia Social, Esta investigación mantendrá 
informados del estado de la infraestructura de TI que cuenta la SUNARP ZR Nº 
XI al personal de TI, permitiendo actuar de una manera oportuna antes algún 
incidente, mantenimiento los servicios activos tanto para usuarios internos como 
externos ya que constantemente realizan diferentes operaciones como pagos, 
consultas, transacciones, entre otros. 
Desde el criterio de las implicaciones prácticas, ayudara a mejorar los tiempos 
de respuesta ante algún incidente de los servicios de TI, ya que el uso de la 
herramienta permitirá detectar en tiempo real la caída de algún servicio y nos 
alertara automáticamente de manea visual o por mensaje de texto escalando el 
incidente al trabajador de acuerdo a su perfil para darle la solución ágil; 
reduciendo los tiempo de identificación y detección de puntos de falla. 
Desde el punto del valor teórico, aportara una nueva forma de trabajo con 
respecto al monitoreo de infraestructura alertando en tiempo real o diferido a la 
unidad de TI por intermedio mensajes de texto al trabajador o trabajadores 
designados de acuerdo a su perfil, siendo de gran aporte para futuras 
investigación   
En cuanto a la utilidad metodológica, los resultados obtenidos en la presente 
investigación fueron validados por 3 expertos y contribuirán con la SUNARP y 






Ante lo investigado se plantea el siguiente objetivo general: 
OG: Determinar la influencia del software Zabbix para el monitoreo de 
infraestructura de TI en la SUNARP Zona Registral N° XI. 
Los siguientes objetivos específicos: 
OE1: Determinar la influencia del software Zabbix en el tiempo promedio 
de detección de fallas del monitoreo de la infraestructura de TI en la 
SUNARP Zona Registral Nº XI 
OE2: Determinar la influencia del software Zabbix en la disponibilidad 
operacional del monitoreo de infraestructura de TI en la SUNARP Zona 
Registral Nº XI 
 
Los objetivos permiten plasmar la siguiente hipótesis General:  
HG: El software Zabbix mejora el monitoreo de infraestructura de TI en la 
SUNARP Zona Registral N° XI. 
Las siguientes hipótesis específicas: 
HE1: El software Zabbix mejora el tiempo promedio de detección de fallas 
del monitoreo de la infraestructura de TI en la SUNARP Zona Registral Nº 
XI 
HE2: El software Zabbix mejora la disponibilidad operacional del 


















































La presente investigación contiene los siguientes trabajos previos 
internacionales: 
Mejía Pérez Erick David (2019 – México)3, sustento la tesis “Implementación de 
una Herramienta de Monitoreo de Red Universitaria”, realizado en la Universidad 
Autónoma del Estado de Hidalgo para obtener el grado de Licenciado en 
Ciencias Computacionales. Teniendo como propósito el uso de la herramienta 
Zabbix  permitiendo detectar, diagnosticar y resolver problemas dentro de la red 
en la universidad. En infraestructura física la universidad cuenta con 21 institutos, 
con 78 salones de cómputo, y 21 bibliotecas, cuentan con acceso a internet por 
medio de la red a una población estudiantil total de 56,908 estudiantes. Se usó 
el modelo FCAPS para la administración de fallas. El resultado de la 
implementación de la plataforma Zabbix permitió le mejorar el monitoreo con la 
ayuda de la recopilación de datos de manera eficiente. El aporte de esta 
investigación fue determinar la variable independiente que nos ayudara con 
nuestra investigación. 
Montoya Gómez Alexis y Orozco Méndez Maxel (2015 – Nicaragua)4, 
presentaron la tesis “Sistema de monitoreo de Infraestructura de Red para el 
Ministerio de Economía Familiar, Comunitario, Cooperativa y Asociativa 
(MEFCCA)”, realizado en la Universidad Nacional Autónoma de Nicaragua para 
obtener el grado de Ingeniero en Electrónica. Teniendo como propósito es 
desarrollar un sistema de monitoreo usando Nagios para identificar y reportar 
fallas de manera inmediata de la infraestructura de red. La investigación uso el 
modelo FCAPS como metodología y describe las 5 áreas en las que se divide la 
gestión de red: Gestión de fallos, gestión de configuración, gestión de cuentas, 
gestión de seguridad y gestión de rendimiento, así como los indicadores 
orientados a los servicios, como disponibilidad y tiempo de respuesta. Como 
conclusión se determinó la funcionalidad del sistema de monitoreo luego de 
realizar pruebas controladas de la infraestructura de red con el software de 
monitoreo. El aporte de esta investigación fue determinar la metodología e 
indicadores que nos ayudaran con nuestra investigación. 
                                                          
3 Mejía Pérez Erick David 2019 Tesis, disponible en: 
http://dgsa.uaeh.edu.mx:8080/bibliotecadigital/handle/231104/2180 




Sumado a ello, se presenta los trabajos previos nacionales utilizados en el 
presente estudio: 
Sarumo López Jean (2020)5, sustento la tesis “implementación del software APM 
para monitorear eficientemente las aplicaciones en la empresa AMÉRICA MÓVIL 
PERÚ S.A.C”, realizado en la Universidad Peruana de Ciencias e Informática 
para optar el grado de Ingeniero de sistemas. Teniendo como propósito 
implementar el software APM que permitirá la visibilidad completa del 
funcionamiento de todas las aplicaciones de la empresa. Su población y muestra 
será representada por los 20 usuarios del área de aplicaciones. Por otro lado, el 
tipo de metodología de la investigación utilizada fue aplicada, el diseño de la 
investigación fue experimental y la metodología de desarrollo. Asimismo uno de 
los resultados de la investigación fue que aplicando el software APM mejoro el 
monitoreo de la aplicaciones en un 62.7%, este fue contrastado con la prueba 
estadística de Wilcoxon. El aporte de esta investigación fue en determinar la 
variable dependiente, que ayudan en el desarrollo de mi investigación. 
Casas Reque Ricky (2017)6, sustento la tesis “Implementación de un sistema de 
monitoreo y supervisión de la infraestructura y servicios de red para optimizar la 
gestión de TI en la Universidad Nacional Pedro Ruiz Gallo”, realizado en la 
Universidad Nacional Pedro Ruiz Gallo para optar el grado de Ingeniero de 
Sistemas. Teniendo como propósito optimizar la administración de la red de 
datos y  monitorear continuamente de dispositivos de la infraestructura de TI. Su 
población y muestra son los 45 equipos de comunicación. Por otro lado el tipo 
de metodología de la investigación utilizada fue aplicada y el diseño 
experimental. Asimismo uno de los resultados de la investigación fueron los 
tiempo de notificación ante caídas de servicios obteniendo con el sistema fueron 
70 segundos con el sistema y alertas por correo de 113 segundos de forma 
automática mejorando el trabajo manual que realizan indicado por encuestas 
aplicadas al personal de red. El aporte de la investigación fue en determinar el 
tipo de instrumento a utilizar la para recolección de datos. 
                                                          
5 Sarumo López Jean Tesis 2020, disponible en: 
http://repositorio.upci.edu.pe/handle/upci/124?show=full 





Palacios moreno Michel y Pinedo Chung María (2019)7, sustentaron su tesis 
“Software Zabbix en el monitoreo de la red de área local en la Universidad 
Nacional de la Amazonía Peruana”, realizado en la Universidad Nacional de 
Amazonía Peruana para optar por el grado de Ingeniero de Sistemas e 
Informática. Teniendo como propósito  mostrar la eficiencia de la aplicación 
Zabbix en el monitoreo de la red de la UNAP. Su población y muestra es de 7 
ejecutivos de la oficina General de Informática de UNSAP. Por otro lado se aplicó 
una investigación de diseño  experimental. Asimismo uno de los resultados de la 
investigación fue que el uso del software Zabbix hace más eficiente el proceso 
de monitoreo ya que los 13 indicadores de gestión configurados mejoran los 
tiempo de respuesta del área de TI ante algún incidente. El aporte de la 
investigación fue en determinar la herramienta Open Source que nos ayudara al 
monitoreó de nuestra investigación.  
En adición, la presente investigación contiene las siguientes teorías 
relacionadas: 
La variable dependiente, Software Zabbix, es un solución de monitoreo de tipo 
empresarial, es distribuido de forma libre y de código abierto. Fue creado por 
Alexei Vladishev en 2005. 
Zabbix Permite monitorear números parámetros de red y la salud integral de 
equipos, aplicaciones, servicios, sitios web, BD, la nube y más. Asimismo permite 
notificar de forma flexible alertas por medio de correo electrónico para cualquier 
evento, esto permite rápidamente conocer cualquier problema presentado en la 
infraestructura de TI. Adicionalmente ofrece dashboard basados en datos.8 
Zabbix es gratis y está escrito y distribuido baja GPL (General Public Licencia). 
Zabbix Ofrece múltiples funciones en un solo paquete: 
- Recolección de datos:  
- Define umbrales flexibles 
- Alerta configurables 
                                                          
7 Pinedo Chung María Tesis 2019, disponible en: 
https://repositorio.unapiquitos.edu.pe/handle/20.500.12737/6996 





- Gráficos en tiempo real 
- Capacidad de monitoreo web 
- Amplias opciones de visualización 
- Almacenamiento de datos históricos 
- Fácil configuración 
- Uso de plantillas 
- Detección de redes 
- Interface web rápida 
- Permisos en el sistema 
- Agentes  
- Aplicables para entornos complejos  
La arquitectura de Zabbix consta de varios componentes de software 
importantes cuya responsabilidad se describen a continuación: 
- Servidor: El servidor Zabbix es el componente central donde se recopila 
y almacena de forma centralizada toda la información y estadísticas 
reportada por los agentes.  
- Almacenamiento de BD: Almacena toda la configuración del software así 
como también todos los datos mencionados de recopilación de 
información y estadísticas se almacenan en la base de datos. 
- Interfaz Web: Para un acceso fácil desde cualquier lugar y plataforma. Es 
la interface que proporciona el servidor Zabbix. 
-  Proxy: Recopila datos de rendimiento y disponibilidad a nombre de 
servidor Zabbix. Se utiliza de manera opcional en la implementación de 
Zabbix; pero puede ser muy beneficioso distribuir la carga de un solo 
servidor Zabbix.9 
A partir del 2001, cuando se lanzó por primera vez el Software Zabbix, cada 
versión estable salía cada 18 meses y para todas las versiones estables con 
servicio de soporte se proporcionan de acuerdo con l siguiente programa (ver 
Figura 4)10.  
                                                          
9 Página Oficial de Zabbix, Documentación Zabbix disponible en : 
https://www.zabbix.com/documentation/current/manual/concepts 





Figura 02. Versiones de Zabbix actualmente compatibles 
 
Fuente: Zabbix página oficial 
 
Durante cada año y medio Zabbix Lanzara: 
Lanzamiento de Zabbix LTS (Long Term Support): Las versiones de Zabbix LTS 
son soportadas a los clientes de Zabbix durante cinco (5) años, es decir, 3 años 
de soporte completo (problemas generales, críticos y de seguridad) y 2 años 
adicionales de soporte limitado (solo problemas críticos y de seguridad). El 
lanzamiento de la versión Zabbix LTS resultará en un cambio del primer número 
de la versión (ver Figura 5)11. 
 
Figura 03. Ciclo de vida del lanzamiento de Zabbix LTS 
 
Fuente: Zabbix página oficial 
 
Lanzamientos de Zabbix Standard: Las versiones Zabbix Standard son 
soportadas para los clientes de Zabbix durante seis (6) meses, con soporte 
completo (problemas generales, críticos y de seguridad) hasta la próxima versión 
estable de Zabbix, más un (1) mes adicional de soporte limitado (solo problemas 
                                                          





críticos y de seguridad). El lanzamiento de la versión Zabbix Standard tendrá 
como resultado el cambio del segundo número de la versión (ver Figura 6)12. 
Figura 04. Ciclo de vida del lanzamiento de Zabbix Standard 
 
Fuente: Zabbix página oficial 
Actualmente existen 229 Partners ubicados en América del Norte y del Sur, 
Europa, Asia y Australia (ver Figura 7)13. 
Figura 05. Mapa de Partners 
 
Fuente: Zabbix página oficial 
 
Existe una gran comunidad de Zabbix donde se puede compartir información y 
comentarios a nivel nacional las principales herramientas utilizadas son: 
Foros de Zabbix: https://www.zabbix.com/forum/ 
Blog de Zabbix: https://blog.zabbix.com/ 
                                                          
12 Página Oficial de Zabbix, Documentación Zabbix disponible en : 
https://www.zabbix.com/la/life_cycle_and_release_policy 





Sistema de Soporte Zabbix: https://support.zabbix.com/ 
Caal IRC Zabbix: https://webchat.freenode.net/?channels=#zabbix 
Share Zabbix: https://share.zabbix.com/ 
Desarrolladores: https://www.zabbix.com/la/developers 
Patrik Uytterhoeven y Richards Olups (2019) Zabbix proporciona muchas formas 
de monitorear diferentes aspectos de su infraestructura de TI y, de hecho, casi 
cualquier cosa que desee conectar. Se puede caracterizar como un sistema de 
monitorización semidistribuido con gestión centralizada. Mientras que muchas 
instalaciones tienen un solo sistema central, con Zabbix es posible utilizar 
monitoreo distribuido con proxy, y la mayoría de las instalaciones utilizarán 
agentes Zabbix.14 
La variable dependiente,  Monitoreo de Infraestructura de TI (ITIM), son 
esenciales para mejorar las capacidades de resolución de problemas y causa 
raíz. “Se han utilizado para ayudar a mejorar la disponibilidad y reducir el riesgo 
y el costo total de propiedad de administrar entornos de infraestructura grandes 
y complejos”, dijo el Sr. Rao.515 
El monitoreo de la Infraestructura de IT (ITIM) es el seguimiento de los 
parámetros o eventos críticos en diversos dispositivos virtuales y/o físicos de la 
infraestructura de TI. Es una actividad destinada a garantizar el óptimo 
rendimiento de componentes o equipos individuales de la infraestructura de TI. 
El monitoreo de Infraestructura de TI, es una actividad muy complicada, ya que 
se debe dar importancia a múltiples dispositivos y factores implicados en cada 




                                                          
14 Libro Zabbix 4 Network Monitoring Third Edition 2019 
15 Disponible en: https://www.gartner.com/en/newsroom/press-releases/2019-10-14-gartner-s-2019-
hype-cycle-for-it-in-gcc-indicates-pub 





Figura 06. Modelo de monitoreo de la Infraestructura de TI 
 
Fuente: ManageEngine  
Monitoreo de infraestructura de TI, capturan el estado y la utilización de recursos 
de los componentes de la infraestructura de TI que residen en un centro de datos, 
la infraestructura como servicio (IaaS) o la plataforma como servicio (PaaS) en 
la nube. Esto permite a los líderes de infraestructura y operaciones (I&O) 
monitorear y recopilar las métricas de disponibilidad y utilización de recursos de 
entidades físicas y virtuales, incluidos servidores, contenedores, redes, 
instancias de bases de datos, hipervisores y almacenamiento. En particular, 
recopilan datos en tiempo real y realizan análisis de datos históricos o tendencias 





                                                          




Figura 07. Métricas agregadas de entidades físicas y virtuales para 
tendencias y análisis de disponibilidad y utilización de recursos 
 
Fuente: Gartner (octubre de 2019) 
Las herramientas de Monitoreo de Infraestructura de TI son esenciales para 
mejorar las capacidades de resolución de problemas y causa raíz. “Se han 
utilizado para ayudar a mejorar la disponibilidad y reducir el riesgo y el costo total 
de propiedad de administrar entornos de infraestructura grandes y complejos”, 
dijo el Sr. Rao.518 
Las herramientas ITIM están disponibles como software de código abierto, de 
código abierto comercial, propietario y SaaS. Los tipos de implementación varían 
y algunos proveedores proporcionan su propio hardware. Algunos ofrecen una 
opción de solo software que debe descargarse e instalarse, mientras que otros 
ofrecen una máquina virtual preempaquetada con su herramienta. La 
arquitectura de implementación también puede variar según la cantidad de 
dispositivos, la granularidad del monitoreo y otros factores. 
Las opciones de licencias incluyen licencias por dispositivo o basadas en nodos, 
licencias basadas en puertos de red y licencias basadas en la cantidad de 
métricas monitoreadas y la cantidad de informes generados. En algunos casos, 
las herramientas se ofrecen como un dispositivo de hardware con una 
configuración que limita la cantidad de dispositivos que se pueden monitorear. 
                                                          





Esta licencia basada en dispositivos físicos es poco común y muy pocos 
proveedores la ofrecen. 
Los proveedores de ITIM satisfacen una amplia gama de requisitos, desde 
pequeñas y medianas empresas hasta grandes empresas, y van desde menos 
de 10 entidades hasta más de 100.000 entidades que se supervisan. Hay una 
serie de enfoques viables para el monitoreo de la infraestructura, que incluyen 
ofertas de código abierto comerciales o gratuitas, soluciones modulares, ofertas 
con capacidades básicas, ofertas para arquitecturas ágiles y aquellas diseñadas 
específicamente para entornos de menor escala. 
Se muestra una lista representativa de proveedores de ITIM. La mayoría de estos 
proveedores también monitorean de forma nativa contenedores y microservicios  
(ver Figura 10).19 
Figura 08: Proveedores representativos de herramientas de 
supervisión de la infraestructura de TI 
 
Fuente: Gartner (octubre de 2019) 
Se realizaron comparación de herramientas ITIM, se pueden observar en el 
contenido del ANEXO Nº 19. 
                                                          




Por otro lado, la presente investigación tiene las siguientes dimensiones e 
indicadores: 
Dimensión 1: Gestión de Fallas.  
Indicador 1: Tiempo promedio de detección de fallas. 
Salazar Torres Willy (año 2015, página 19) define la media aritmética es un valor 
numérico obtenido del resultado de la división de la suma de total de valores 
observados de una variable con el mismo número de observaciones, tomando 
investigaciones como  Novaes (2011) y Cobo y Batanero (2004) textos que se 
utilizan en los primeros ciclos como de estadística descriptiva y aplicada como 
Murray(1979), Johnson y Kuby (2008) que definen la media aritmética como el 





𝑋1 + 𝑋2+ 𝑋3 + ⋯+𝑋𝑛 
N
=  ∑ 𝑋1
𝑁
𝑖=1   
 
Donde: 
X   = Tiempo promedio de detección de fallas. 
Xn= Tiempo individual de detección de fallas. 
N  = Número de fallas. 
 
 
Dimensión 2: Gestión de Rendimiento  
Indicador 2: Disponibilidad Operacional 
Hernandez Dávila Eduardo (año 2015, página 22, 25 y 60) define como la 
probabilidad de que opere satisfactoriamente los sistemas y cuando se requiere 
que funcione bien bajo condiciones de cualquier tipo y de operación normales, 
en un entorno real se recomienda utilizar la ecuación dispuesta en la norma EN 





                                                          
20 Disponible en el siguiente enlace: 
http://tesis.pucp.edu.pe/repositorio/bitstream/handle/20.500.12404/6750/SALAZAR_TORRES_WILLY_I
DONEIDAD.pdf?sequence=1&isAllowed=y 





𝐷0 =  (
TR − TI
TR
)  × 100 
Dónde: 
𝐷0  = 𝐷𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 𝑜𝑝𝑒𝑟𝑎𝑐𝑖𝑜𝑛𝑎𝑙 𝑑𝑒 𝑢𝑛 𝑠𝑜𝑙𝑜 í𝑡𝑒𝑚 
𝑇𝑅 = 𝑇𝑖𝑚𝑒𝑝𝑜 𝑟𝑒𝑞𝑢𝑒𝑟𝑖𝑑𝑜 
𝑇𝐼 = 𝑇𝑖𝑒𝑚𝑝𝑜 𝑑𝑒 𝐼𝑛𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 𝑑𝑢𝑟𝑎𝑛𝑡𝑒 𝑒𝑙 𝑡𝑖𝑒𝑚𝑝𝑜 𝑟𝑒𝑞𝑢𝑒𝑟𝑖𝑑𝑜 
 
 
Por otro lado, la metodología a utilizar de la variable independiente es FCAPS 
ISO lanzó el marco estándar de gestión de red que incluye cinco funciones 
principales que son fallas, Configuración, contabilidad, rendimiento, seguridad 
(FCAPS, ver Figura 11)22. Que debería ser propiedad de NMS (Network 
Management Sistema). Estas funciones se incluyen en ISO 7498/4 y ITU X.700 
con el título "Marco de gestión OSI" que se publicitó en el año 1989 y también en 
ITU M.3400 en el año 1997. FCASP es la metodología estándar para el 
desarrollo de sistemas de monitoreo, y en la actualidad gran parte de los 
sistemas lo siguen utilizando. 
 
Figura 09: FCAPS 
 
Fuente: Gartner (octubre de 2019) 
Todo sistema de monitoreo debe contar con las siguientes funciones: 
 
                                                          




1. Fault Management / Gestión de Fallas / Administración de Fallas  
La administración de fallas es una función de administración para detectar, 
diagnosticar, reparar y reportar fallas de dispositivos y servicios de red. 
Se identifican 12 tareas para la administración necesarias para un sistema de 
“Fault management”: 
1. Detección de fallas. 
2. Corrección de fallas. 
3. Aislamiento de la fallas. 
4. Recuperación de red. 
5. Manejo de alarma. 
6. Filtrado de alarma. 
7. Generación de alarma. 
8. Limpieza de correlación. 
9. Test de diagnóstico. 
10. Error de logging. 
11. Manejo de errores. 
12. Estadísticas de error. 
 
2. Configuration Management / Gestión de Configuraciones / Administración de 
Configuración   
La gestión de la configuración es una función de gestión cuyo trabajo es 
mantener la precisión del inventario de hardware, software y red que se utiliza 
en la empresa 
El objetivo de la administración de configuración es: 
- Gestión de cambios. 
- Modificar la configuración. 
- Generación de reportes. 
- Recolectar información 
Se identifican 12 tareas para la administración necesarias para un sistema 
con  “Configuration management”: 
1. inicialización de Recursos  





4. Restauración y copia de seguridad  
5. Bajo de recursos 
6. Gestión del cambio 
7. Pre provisión 
8. Gestión de activos 
9. Copia de configuración 
10. Configuración remota 
11. Automatización en la distribución de software 
12. Ejecución de Job  
 
3. Accounting Management / Gestión de Registro y contabilidad / Administración 
de la Contabilidad 
La gestión de contabilidad es una función de gestión para medir el uso de la 
red y calcular el costo de ese uso.  
Se identifican 8 tareas para la administración necesarias para un sistema con 
“Accounting Management”: 
1. Uso de los recursos o Seguimiento de servicios. 
2. Costo de los servicios. 
3. Contabilidad límite. 
4. Uso de las cuotas. 
5. Auditoría. 
6. Reporte de Fraude. 
7. Costos de múltiples recursos. 
8. Apoyo en Gestión del Rendimiento. 
 
4. Performance Management / Gestión de Rendimiento / Administración del 
Rendimiento 
La gestión del rendimiento es una función de gestión que realiza el 
seguimiento y la planificación para aprovechar al máximo la red y los recursos 
informáticos existentes  
Se identifican 8 tareas para la administración necesarias para un sistema con  
“Performance Management”: 




2. Performance y recolección de datos. 
3. Niveles consistente. 
4. Análisis de datos. 
5. Reporte de problemas. 
6. Capacidad de planificación. 
7. Informes de rendimiento. 
8. Examinar los registros históricos. 
 
5. Security Management / Gestión de Seguridad / Administración de la 
Seguridad 
La gestión de seguridad tiene como objetivo proteger la red y el NMS del 
acceso y la modificación no autorizados. (Heryawan, 2009).  
Se identifican 8 tareas para la administración necesarias para un sistema 
con  “Security Management”: 
1. Acceso restrictivo a los recursos. 
2. Registros de acceso. 
3. Protección de datos. 
4. Control de acceso de usuario. 
5. Auditoría de registro. 
6. Seguridad de alarmas y Reportes de eventos. 
7. Violaciones de la seguridad. 











































3.1 Tipo y diseño de investigación 
Las investigaciones aplicadas tienen como fin aplicar conocimientos 
teóricos; buscan conocer para hacer actuar, modificar, transformar 
conocimiento científico en tecnología. 
Según Vargas (2009 p. 159)23, indica que las investigaciones aplicadas 
hacen uso de conocimiento ya existente. Y según Murillo referenciado en 
Vargas (2009 p.159), señala que las investigaciones aplicadas también se 
conocen con el nombre de “investigación práctica o empírica”, la cual se 
caracteriza por buscar la aplicación o utilización de conocimientos 
adquiridos. 
La presente investigación fue de tipo aplicada ya que pretendió conocer la 
influencia de un sistema Zabbix sobre el monitoreo de la infraestructura de 
TI. Además la información obtenida de la presente investigación se puso 
en práctica en la SUNARP ZR Nª XI – Sede Ica para dar solución a la 
problemática existente. 
Se utilizó como enfoque de estudio el cualitativo, ya que referente a este 
enfoque Mendoza Rudy (2006)24 dijo, que la objetividad es el único camino 
para alcanzar el conocimiento, y para ello se debe hacer uso de una 
medición exhaustiva y controlada, intentando hallar la exactitud del mismo. 
Además el nivel de profundidad de estudio realizado es una investigación 
explicativa porque se busca esclarecer la relación causa – efecto. No solo 
describir el problema, sino descubrir la causa que lo origino. 
Según el diseño de la investigación, se considera que esta es experimental 
porque se van a manipular las variables para crear el fenómeno motivo de 
estudio y analizarlo. Según Baena (2014 p14)25, indica que en los diseños 
experimentales los investigadores aparte de encontrarse en condiciones 
prácticas de llevar a cabo un experimento también conocen, en buena 
medida, la naturaleza del fenómeno que está investigando. 
                                                          
23 Según Vargas 2009, disponible en: https://www.redalyc.org/pdf/440/44015082010.pdf 
24 Mendoza Rudy 2006, disponible en 
:https://recursos.salonesvirtuales.com/assets/bloques/investigacionDIFERENY_LIMITACIONES.pdf 
25 Baena  2014 disponible en: 




Asimismo el diseño de investigación es pre-experimental ya que se 
trabajara con un solo grupo de estudio en dos etapas: 
 La primera será el estudio y medición del grupo sin la manipulación 
de las variables que la afecten. 
 La segunda será el estudio y medición del grupo luego de la 
manipulación de las variables que la afecten. 
De este modo se podrá determinar si hubo cambios y/o diferencias entre 
ambos grupos. 
Figura 10: Diagrama pre experimental 
 
Fuente: Hernández y Mendoza, 2018. 
G: Es la parte representativa de la población 
01: La muestra antes del sistema web 
X: Esla implementación del sistema web 
02: La muestra después del sistema web 
En la presente investigación se realizó un diseño pre-experimental, por lo 
tanto al grupo de estudio se le realizo una medición antes y después de la 
influencia del software Zabbix para el monitoreo de infraestructura de TI de 
la SUNARP ZR Nº XI Sede – Ica. 
 
3.2 Variables y Operacionalización 
La variable independiente, software Zabbix, Aquino, Martínez y Sorto (2017 
p. 30)26 indican que es capaz de dar seguimiento y monitorear la situación 
actual de los diferentes tipos de servicios que brindan los servidores, la red 
y otro hardware dentro de ella. Por otro lado la variable dependiente, 
monitoreo de infraestructura de TI, Aquino, Martínez y Sorto (2017 p. 2) 
indican que las herramientas de monitoreo permitirá tener un mejor control 
                                                          




de los equipos conectados a la red y esto ayudará a detectar de manera 
oportuna posibles fallas, lo que provocaría el colapso y/o la caída de red. 
El software Zabbix permitió monitorear la infraestructura de TI en la 
SUNARP ZR Nº XI – Sede Ica. Así mismo mejoro la disponibilidad de los 
equipos y ayudo en la reducción del tiempo promedio de identificación de 
problemas. 
Por otro lado, el monitoreo de infraestructura de TI es el proceso manual 
que es realizado por el personal de TI para identificar eventos e incidentes 
en la SUNARP. Para la medición de estas variables se usó las dimensiones 
de Tiempo de Identificación de problemas y Disponibilidad de 
infraestructura. 
Para la dimensión de Identificación de problemas se usó el indicador tiempo 
promedio de identificación de problemas y para la dimensión Disponibilidad 
de infraestructura se usó el indicador Disponibilidad Operacional. 
Como escala de medición se usó de Razón. 
En la siguiente tabla se muestran las variables de Operacionalización 
usados en la presente investigación (ver anexo 2) 
 
3.3 Población, muestra, muestreo y unidad de análisis. 
Según Silvia Hernández (2013)27, dijo que se entiende por población al total 
de individuos, objetos o medidas que tienen algunas características 
comunes, las que pueden ser observables en un lugar y/o momento 
determinado. 
La población por el parte del tiempo promedio de detección de fallas es de 
28 equipos de la infraestructura de TI, por parte del indicador de 
Disponibilidad Operacional también es de 28 equipos de la infraestructura 
de TI. 
Los elementos que formaban parte de la población fueron los principales 
nodos y componentes de la infraestructura de TI que brindan servicios a la 
SUNARP Zona Registral Nº XI, ya que estos son objetos que pudieron ser 
                                                          





medidos y analizados a través de los indicadores del Tiempo promedio de 
identificación de fallas y el indicador Disponibilidad operacional. Cabe 
mencionar que el personal del área de UTI no ha sido considerado como 
parte de la población debido a que los indicadores están basados en las 
incidencias. 
Así mismo la muestra es la parte de la población que se utilizara en el 
estudio, y Hernández citado en Castro (2003)28 menciona que si se cuenta 
con una población menor a 50 individuos, se considera que la población es 
igual a la muestra. 
Se precisó realizar una muestra Censal, que está comprendida en 28 
equipos de la infraestructura de TI de la empresa SUNARP Zona Registral 
ICA; las cuales están directamente relacionados con la variable de estudio. 
Como resultado la muestra para el indicador “Tiempo promedio de 
detección de fallas” es de 28 equipos de la infraestructura de TI, 
estratificados en 15 días. 
Como resultado la muestra para el indicador “Disponibilidad Operacional” 
es de 28 equipos de la infraestructura de TI, estratificados en 15 días. 
Por otro lado se considera como unidad de análisis los eventos reportado 
e identificados. 
 
3.4 Técnicas e instrumentos de recolección de datos 
Las técnicas e instrumentos para la recolección de datos son las 
herramientas y/o elementos que se utilizan con la finalidad de poder 
recolectar información. Existen diferentes técnicas e instrumentos que 
puede utilizar el investigador dependiendo del tipo de recolección de datos 
que se vaya a realizar, entre ellas están:  
La observación, es la actividad que realiza el investigador sin necesidad de 
intervenir en el proceso, solo se realiza a través de la observación y estudio 
de actividades y el entorno que realizan o afectan al punto de estudio.  
                                                          




Como otra técnica de recolección de datos se tiene la entrevista, que a 
diferencia de la observación consiste en la interacción directa entre el 
entrevistador y el entrevistado en modalidad de conversación con el fin de 
realizar preguntas al entrevistado y obtener información directa que sirve 
para la recolección de datos. 
También se tiene la técnica del fichaje, la cual consiste en un registro 
ordenado de la información recolectada por el investigador del estudio 
realizado. 
En la presente investigación, estaremos trabajando con la técnica del 
fichaje cuyos instrumentos a utilizar serán las fichas de registro, ya que nos 
permitirán organizar la información de los datos de estudio de una manera 
ordenada y entendible, con el fin de poder trabajar la información recopilada 
y poder realizar mediciones en un pre y post test para determinar la utilidad 
del trabajo de investigación. 
Así mismo se utilizaron las fichas de registro como instrumento físico donde 
se registró los datos obtenidos de los indicadores de estudio. Según 
Parraguez (2017 p.150)29 indica que tiene la finalidad de ordenar y recopilar 
los datos obtenidos de la investigación. 
Se elaboraron dos fichas de registro para cada uno de los indicadores con 
los que se va a trabajar: Tiempo promedio de detección de fallas y 
Disponibilidad Operacional; las fichas de registro fueron instrumentos de 
utilidad en el trabajo de investigación realizado en las visitas presenciales 
realizados a la SUNARP ZR Nº XI - Sede Ica durante los 15 días de los 
meses de Mayo y Junio. 
En la siguiente imagen se muestra la técnica e instrumento usado en el 
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Tabla Nº 01: Técnicas e Instrumentos 
 






D1: Gestión de 
Fallas 
I1: Tiempo promedio de 
detección de falla 
Fichaje 
Ficha de Registro  
(ver Anexo Nº 6) 





Ficha de Registro 
(ver Anexo Nº 7)  
Fuente: Elaboración propia. 
 
Para el juicio de expertos, según Escobar Pérez y Cuervo Martínez (2008 
p. 29)30, indican que el juicio de expertos es la opinión informada de 
personas que tienen trayectoria en el tema, y que ellos son reconocidos 
como expertos cualificados, que pueden dar información, evidencias, 
juicios y valoraciones. 
Según Cabero Almenara (2013 p.14)31, señala que el juicio de expertos 
consiste en solicitar a personas calificadas la demanda de juicio hacia un 
objeto de estudio, instrumento, material de enseñanza, o su opinión 
referente a un aspecto concreto. 
Las presentes fichas de recolección de datos utilizadas para los 
indicadores: Tiempo promedio de identificación de fallas y disponibilidad 
operacional fueron validadas y firmadas por tres expertos pertenecientes a 




                                                          
30Cuervo Martínez  2008, disponible en: 
https://www.researchgate.net/publication/302438451_Validez_de_contenido_y_juicio_de_expertos_U
na_aproximacion_a_su_utilizacion 





 Ficha de registro Tiempo promedio de identificación de fallas: 
Tabla Nº 02: Validez para el instrumento del indicador Tiempo 






Iván Pérez Farfán 
 
Magister 71% 
Felix Fermín Pérez 
 
Magister 90% 
Lino Quispe Tincopa 
 
Magister 85% 
Fuente: Elaboración propia. 
 
Tal como se observa en el cuadro, el promedio de evaluación fue 
de un 82%, lo cual según el criterio de la ficha re registro se 
considera Elevado. 
Por lo tanto se puede determinar que el instrumento utilizado en la 
presente investigación, la ficha de registro, fue adecuado. 
 Ficha de registro disponibilidad operacional: 
 







 Iván Pérez Farfán 
 
Magister 71% 
 Felix Fermín Pérez 
 
Magister 90% 
 Lino Quispe Tincopa 
 
Magister 87% 
Fuente: Elaboración propia. 
 
Tal como se observa en el cuadro, el promedio de evaluación fue de un 
82.6%, lo cual según el criterio de la ficha re registro se considera Elevado. 
Por lo tanto se puede determinar que el instrumento utilizado en la 




Por otra parte, se puede decir que la confiabilidad del instrumento de 
investigación nos permite determinar si el instrumento a utilizar nos va 
permitir recolectar los datos y si se aplicara uno o más veces, esta debería 
arrojar los mismos resultados. 
Según Martínez y March  (2015 p. 118)32, señala que si aplica el mismo 
instrumento en dos ocasiones al un mismo grupo, se puede determinar la 
correlación de Pearson y debe resultar como mínimo 0.75 para la 
confiabilidad sea aceptable. 








Mientras el nivel de confiabilidad se acerque más a la unidad se considera 
que el instrumento utilizado es más fiable y las mediciones realzadas con 
el son más consistentes. 
Para determinar la confiabilidad se utilizó el test y re-test que según Yadira 
Corral (2009 p 238)33, la forma ideal de estimar la confiabilidad de un test 
es administrarlo en dos ocasiones al mismo grupo y correlacionar las 
puntuaciones obtenidas. Así mismo se demuestra el grado de 
confiabilidad del instrumento utilizado con los dos indicadores, lo cual se 
obtuvo con la herramienta SPSS V.25. 
En el Anexo Nº 06 se puede observar que en el primer indicador, Tiempo 
promedio de identificación de fallas se obtuvo como resultado 0.818, lo 
que significa que se obtuvo una correlación positiva considerable. Por lo 
tanto se considera que el instrumento fue confiable. Así mismo se puede 
                                                          
32 Martínez y March  2015, disponible en: https://www.coursehero.com/file/71285620/Resumen-
metodologiadocx/ 




observar que en el segundo indicador, Disponibilidad operacional, Anexo 
Nº 07 se obtuvo como resultado 0.724, lo que significa que se obtuvo una 
correlación positiva considerable. Por lo tanto se considera que el 
instrumento fue confiable 
 
3.5 Procedimientos 
Para la obtención de información se utilizaron las fichas de registro, lo cual 
fue posible previa coordinación y autorización del Jefe del área de UTI, 
quien acepto que se realice el trabajo de investigación llamado “Aplicación 
de software Zabbix en el monitoreo de infraestructura de TI en la SUNARP 
ZR Nº XI sede - Ica“, quien permitió tener acceso al personal de área e 
información, para lo cual se programaron visitas y reuniones en los meses 
de Mayo y Junio lo cual permitió la recopilación de datos de estudio para la 
presente investigación. 
Tabla Nº 04: Procedimientos 
Datos Generales 
Organización 
Superintendencia Nacional de los Registros Públicos SUNARP ZR Nº XI - Sede 
Ica 
Coordinación Unidad de Tecnología de la Información - UTI 
Recolección Monitoreo de infraestructura de TI 
Especificaciones 
Indicador Técnica Instrumento Fuente Informante 
Tiempo promedio 
de detección de 
falla 
Fichaje Ficha de Registro Problemas identificados Personal UTI 
Disponibilidad 
Operacional 
Fichaje Ficha de Registro Problemas Identificados Personal de UTI 
Fuente: Elaboración propia. 
 
3.6 Método de análisis de datos 
La información obtenida en las fichas de registro, fue procesada y a la vez 
evaluada con fórmulas estadísticas, para poder verificar la hipótesis de 
estudio. 
Se utiliza la prueba de normalidad para definir si los resultados que se 




Joyo Fernández (2019 p. 82)34, indica que la prueba de normalidad se 
utiliza para determinar el instrumento que se usara para comprobar la 
hipótesis de estudio. 
La prueba de Shapiro wilks, permite verificar si que los datos tengan un 
comportamiento normal, lo que solo es aplicable cuando las muestras sean 
menores a 50 elementos. 
En el presente trabajo de investigación se utilizó la prueba de Shapiro Wilks 
ya que la muestra consta de 28 elementos, y es menor de los 50 elementos 
indicados en la prueba de Shapiro Wilks. 
Así mismo se indica que la hipótesis estadística es una posible idea que 
está por confirmar, lo cual se estará analizando en el presente trabajo de 
investigación. 
En los siguientes puntos se muestra la hipótesis general: 
o 𝐻𝐺0: El software Zabbix no mejorara el monitoreo de infraestructura 
de TI de la SUNARP ZR Nº XI – Sede Ica. 
o 𝐻𝐺𝑎: El software Zabbix mejorara el monitoreo de infraestructura 
de TI de la SUNARP ZR Nº XI – Sede Ica. 
En los siguientes puntos se muestra las hipótesis específicas: 
Hipótesis especifica Nº1: La influencia del software Zabbix mejorara el 
tiempo promedio de identificación de fallas en el monitoreo de 
infraestructura de TI de la SUNARP ZR Nº XI – Sede Ica. 
o 𝑇𝑃𝑎: Monitoreo de infraestructura de TI antes de la influencia del 
software Zabbix. 
o 𝑇𝑃𝑑: Monitoreo de infraestructura de TI después de la influencia del 
software Zabbix. 
𝐻𝐺0: El software Zabbix no mejorara el tiempo promedio de identificación 
de fallas en el monitoreo de infraestructura de TI de la SUNARP ZR Nº XI 
– Sede Ica. 
𝐻𝐺0 ∶  𝑇𝑃𝑎 ≤  𝑇𝑃𝑑 
                                                          





𝐻𝐺𝑎: El software Zabbix mejorara el tiempo promedio de identificación de 
fallas en el monitoreo de infraestructura de TI de la SUNARP ZR Nº XI – 
Sede Ica. 
𝐻𝐺𝑎 ∶  𝑇𝑃𝑎 >  𝑇𝑃𝑑 
 
Hipótesis especifica Nº2: La influencia del software Zabbix mejorara la 
disponibilidad operacional en el monitoreo de infraestructura de TI de la 
SUNARP ZR Nº XI – Sede Ica. 
o 𝐷𝑂𝑎: Monitoreo de infraestructura de TI antes de la influencia del 
software Zabbix. 
o 𝐷𝑂𝑑: Monitoreo de infraestructura de TI después de la influencia 
del software Zabbix. 
𝐻𝐺0: La influencia del software Zabbix no mejorara la disponibilidad 
operacional el monitoreo de infraestructura de TI de la SUNARP ZR Nº XI 
– Sede Ica. 
𝐻𝐺0 ∶  𝐷𝑂𝑎 ≥  𝐷𝑂𝑑 
𝐻𝐺𝑎: La influencia del software Zabbix mejorara la disponibilidad 
operacional el monitoreo de infraestructura de TI de la SUNARP ZR Nº XI 
– Sede Ica. 
𝐻𝐺𝑎 ∶  𝐷𝑂𝑎 <  𝐷𝑂𝑑 
 
Según Moreire Farias (2012, p. 23)35, señala que el nivel de significancia 
viene a ser la probabilidad de que se rechace la hipótesis nula cuando es 
verdadera. Y que tradicionalmente se usa el nivel de significancia de 0.05 
para proyectos de investigación. Por lo que en el presente trabajo de 
investigación se aceptara como margen de error 0.05. 
Formula de prueba estadística. 
𝑡 =











                                                          






?̅?1 = 𝑀𝑒𝑑𝑖𝑎 𝑑𝑒 𝑃𝑟𝑒 − 𝑃𝑟𝑢𝑒𝑏𝑎.  
?̅?2 = 𝑀𝑒𝑑𝑖𝑎 𝑑𝑒 𝑃𝑜𝑠𝑡 − 𝑃𝑟𝑢𝑒𝑏𝑎. 
𝑆1 = 𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 𝑑𝑒 𝑃𝑟𝑒 − 𝑃𝑟𝑢𝑒𝑏𝑎. 
𝑆2 = 𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 𝑑𝑒 𝑃𝑜𝑠𝑡 − 𝑃𝑟𝑢𝑒𝑏𝑎. 
𝑁1 = 𝑁ú𝑚𝑒𝑟𝑜 𝑚𝑢𝑒𝑠𝑡𝑟𝑎𝑙 𝑑𝑒 𝑃𝑟𝑒 − 𝑃𝑟𝑢𝑒𝑏𝑎. 
𝑁2 = 𝑁ú𝑚𝑒𝑟𝑜 𝑚𝑢𝑒𝑠𝑡𝑟𝑎𝑙 𝑑𝑒 𝑃𝑜𝑠𝑡 − 𝑃𝑟𝑢𝑒𝑏𝑎. 
 
Formula de la Media. 







Formula de la Varianza. 
𝑉𝑎𝑟(𝑋) =






Formula de la Desviación Estándar. 
𝑆2 =






𝑆2 = 𝐷𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛 𝐸𝑠𝑡𝑎𝑛𝑑𝑎𝑟. 
𝑋𝑖 = 𝑉𝑎𝑙𝑜𝑟 𝑖, 𝑢𝑏𝑖𝑐𝑎𝑑𝑜 𝑒𝑛𝑡𝑟𝑒 (0, … , 𝑛). 
?̅? = 𝑃𝑟𝑜𝑚𝑒𝑑𝑖𝑜 𝑑𝑒 𝑙𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠. 
𝑛 = 𝑁𝑢𝑚𝑒𝑟𝑜 𝑑𝑒 𝑣𝑎𝑙𝑜𝑟𝑒𝑠. 
Los resultados que se obtendrán, se evaluaran con la prueba Z, con ella se 
podrá verificar la hipótesis y se podrá definir si se acepta o rechaza la 
hipótesis nula. Según Pérez, Galan y Quintanal (2012, p. 271)36, indica que 
la distribución Z es una distribución no anómala, cuya finalidad es 
estandarizar las diferencias que hay entre la media de 2 grupos de estudio, 
donde se debe tener en cuenta una desigualdad igual a 0. 
 
                                                          
36 Galan y Quintanal 2012, disponible en: 
















Fuente: Pérez, Galan y Quintanal 2012. 
En el presente trabajo de investigación se usó la distribución Z, debido a 
que se utilizó la prueba de rangos de Wilcoxon. 
 
3.7 Aspectos éticos 
Para el acceso a la información y el registro de datos para el estudio se 
contó con la autorización de la Institución y Jefe de área de UTI. 
La información presentada en el trabajo de investigación corresponde a la 
información obtenida y procesada de manera adecuada y sin alteraciones. 
Asimismo toda información adicional proporcionada, no correspondiente a 


















































La investigación se realizó en dos fases con el fin de determinar la afirmación o 
rechazo de la hipótesis teniendo en consideración el diseño Pre-Experimental. 
El PRE-TEST fue realizado como primera fase, consistiendo en la medición de 
cada indicador antes de la implementación del software propuesto. 
Seguidamente, se realizó el POST-TEST, que consistió medir cada indicador 
después de la implementación del software propuesto. Permitiendo comparar 
ambos resultados de cada fase y verificar su mejora. 
Los datos fueron analizados con ayuda de la herramienta IBM SPSS Statistics 
v25 con el fin de realizar la prueba de normalidad y determinar si la hipótesis es 
rechazada o aceptada. 
Análisis descriptivo 
En la presente investigación se aplicó el software Zabbix para evaluar el tiempo 
promedio de detección de fallas y la Disponibilidad Operacional, para lo cual se 
realizó un PRE-TEST de cada indicador para determinar sus condiciones 
iniciales. Luego, se implementó el software Zabbix y nuevamente se evaluó 
mediante el POST-TEST el tiempo promedio de detección de fallas y la 
disponibilidad Operativa. Los resultados pueden observarse en el ANEXO Nº 16 
Y 18. 
Indicador 1: Tiempo promedio de detección de falla. 
Asimismo la tabla Nº 05, muestra el resultado del indicador tiempo promedio de 
detección de fallas. Obteniendo en el PRE-TEST 14.43’ mientras que en el 
POST-TEST se obtuvo 5.93’ (ver Figura 13), por lo que se puede ver una 
diferencia entre el antes y después de la implementación de software Zabbix. 
Además los resultados mínimos del antes y después son 0’. Asimismo se obtuvo 







Tabla Nº 05: Estadísticos descriptivos del Tiempo promedio de 
detección de Falla antes y después de la implementación del sistema 
Zabbix 
Estadísticos descriptivos 
 N Mínimo Máximo Media Desv. Desviación 
PRE_TEST 28 ,00 38,00 14,4321 13,32878 
POS_TEST 28 ,00 22,00 5,9286 6,92483 
N válido (por lista) 28     
Fuente: Elaboración propia 
 
Figura Nº 13: Índice del Tiempo promedio de detección de falla antes y 
después de aplicar el software Zabbix. 
 
Fuente: Elaboración propia 
 
Indicador 2: Disponibilidad Operacional. 
En la tabla Nº 06 se muestra el resultado del indicador Disponibilidad 
Operacional. Obteniendo en el PRE-TEST 99.76 mientras que en el POST-TEST 
se obtuvo 99.95 (ver Figura 14), por lo que se puede ver una diferencia entre el 
antes y después de la implementación de software Zabbix. Además los 
resultados mínimos del antes y después son 0’. Asimismo se obtuvo una 





Tabla Nº 06: Estadísticos descriptivos del Disponibilidad Operacional 
antes y después de la implementación del sistema Zabbix 
Estadísticos descriptivos 
 N Mínimo Máximo Media Desv. Desviación 
PRE_TEST 28 99,27 100,00 99,7614 ,24855 
POST_TEST 28 99,73 100,00 99,9514 ,06660 
N válido (por lista) 28     
Fuente: Elaboración propia 
 
Figura Nº 14: Índice de la disponibilidad Operacional antes y después 
de aplicar el software Zabbix. 
 
Fuente: Elaboración propia 
 
Análisis inferencial 
Se realizó la prueba de normalidad con el método de Shapiro-Wilk, ya que la 
muestra de ambos indicadores es de 28 equipos de la infraestructura de TI, el 
cual es menor de 50, basándose en la afirmación de Romero (2016, p. 112)37. 
Para ello, se utilizó IBM SPSS Statistics v25, teniendo un nivel de confianza del 
95%. Asimismo, si el Sig. ≥ 0.05 los datos se consideran normales y si el Sig. < 
0.05 se consideran los datos no normales. 
                                                          





Indicador 1: Tiempo promedio de detección de falla. 
En la Tabla Nº 07, se observan los resultados del indicador Tiempo promedio de 
detección de falla. El Sig. Del PRE-TEST como se puede observar es 0.001 
siendo menor a 0.05 por lo que se adopta una distribución no normal. Para el 
Sig. Del POST-TEST como se puede observar es 0.000 siendo menor a 0.05 por 
lo que se adopta una distribución no normal 
Tabla Nº 07: Prueba de Normalidad de Shapiro-Wilk del indicador 
Tiempo promedio de detección de falla 
Pruebas de normalidad 
 
Shapiro-Wilk 
Estadístico gl Sig. 
PRE_TEST ,860 28 ,001 
POST_TEST ,780 28 ,000 
a. Corrección de significación de Lilliefors 
 
Fuente: Elaboración propia 
 
Asimismo, en la Figura Nº 15 se observa que el PRE-TEST se obtuvo una 
mediana de 14.43 y una desviación estándar de 13.3. 
Figura Nº 15: Prueba de Normalidad del Tiempo promedio de detección 
de falla antes de la implementación del software Zabbix. 
 




De la misma manera en la Figura Nº 16 se observa que el POST-TEST 
obteniendo una mediana de 5.93 y una desviación estándar de 6.93. 
Figura Nº 16: Prueba de Normalidad del Tiempo promedio de detección 
de falla después de la implementación del software Zabbix 
 
 
Fuente: Elaboración propia 
 
Por lo tanto, como se puede observar en la Figura Nº 15 y 16, se obtuvo una 
mejora en el tiempo promedio de detección de falla de 14.43’ a 5.93’. Asimismo 
se aplicó la prueba de rangos de Wilcoxon para proceder con aceptar o rechazar 
la hipótesis, ya que los datos no son distribuidos de forma normal (Rubio y 
Berlanga, 2012, p. 103)38 
Indicador 2: Disponibilidad Operacional. 
En la Tabla Nº 08, se observan los resultados del indicador Disponibilidad 
Operacional. El Sig. Del PRE-TEST como se puede observar es 0.001 siendo 
menor a 0.05 por lo que se adopta una distribución no normal. Para el Sig. Del 
POST-TEST como se puede observar es 0.000 siendo menor a 0.05 por lo que 
se adopta una distribución no normal. 
                                                          
38 Rubio y Berlanga. Pruebas no paramétricas aplicando SPSS Disponible en: 




Tabla Nº 08: Prueba de Normalidad de Shapiro-Wilk del indicador 
Disponibilidad Operacional 
Pruebas de normalidad 
 
Shapiro-Wilk 
Estadístico gl Sig. 
PRE_TEST ,855 28 ,001 
POST_TEST ,758 28 ,000 
a. Corrección de significación de Lilliefors 
 
Fuente: Elaboración propia 
 
Asimismo, en la Figura Nº 17 se observa que el PRE-TEST se obtuvo una 
mediana de 99.76 y una desviación estándar de 0.249. 
Figura Nº 17: Prueba de Normalidad de Disponibilidad Operacional 
antes de la implementación del software Zabbix 
 
 
Fuente: Elaboración propia 
 
De la misma manera en la Figura Nº 18 se observa que el POST-TEST 






Figura Nº 18: Prueba de Normalidad de Disponibilidad Operacional 
después de la implementación del software Zabbix 
 
 
Fuente: Elaboración propia 
 
Por lo tanto, como se puede observar en la Figura Nº 17 y 18, se obtuvo una 
mejora en la % Disponibilidad Operacional de 99.76 a 99.95. Asimismo se aplicó 
la prueba de rangos de Wilcoxon para proceder con aceptar o rechazar la 
hipótesis, ya que los datos no son distribuidos de forma normal. 
Prueba de Hipótesis 1 
Hipótesis de Investigación 1: 
 HE 1: El software Zabbix mejora el tiempo promedio de detección de fallas 
del monitoreo de la infraestructura de TI en la SUNARP Zona Registral Nº 
XI 
 I1: Tiempo promedio de detección de falla 
Hipótesis estadísticas 
Definición de variables: 
𝑇𝑃𝑎 : Tiempo promedio de detección de falla antes de implementar el 
Software Zabbix. 





𝐻𝑜: El Software Zabbix no mejora el Tiempo promedio de detección de 
fallas en el Monitoreo de Infraestructura de TI de la SUNARP Zona 
Registral Nº XI. 
𝐻𝑜: 𝑇𝑃𝑎 ≤  𝑇𝑃𝑑 
𝐻𝑎 : El Software Zabbix mejora el Tiempo promedio de detección de fallas 
en el Monitoreo de Infraestructura de TI de la SUNARP Zona Registral Nº 
XI. 
𝐻𝑎: 𝑇𝑃𝑎  > 𝑇𝑃𝑑 
Para verificar la aceptación o rechazo de la hipótesis se utilizó la prueba de 
rangos de Wilcoxon ya que el resultado del indicador Tiempo promedio de 
detección de falla fue no normales. Los resultados se visualizan en las Tablas Nº 
09 y 10. 
Tabla Nº 09: Prueba de rangos de Wilcoxon del Indicador Tiempo 
promedio de detección de falla 
Rangos 
 N Rango promedio Suma de rangos 
POST_TEST - PRE_TEST Rangos negativos 15a 9,73 146,00 
Rangos positivos 2b 3,50 7,00 
Empates 11c   
Total 28   
a. POST_TEST < PRE_TEST 
b. POST_TEST > PRE_TEST 
c. POST_TEST = PRE_TEST 
Fuente: Elaboración propia 
 
Tabla Nº 10: Prueba de rangos de Wilcoxon del Indicador Tiempo 
promedio de detección de falla 
Estadísticos de pruebaa 
 POST_TEST - PRE_TEST 
Z -3,290b 
Sig. asintótica(bilateral) ,001 
a. Prueba de rangos con signo de Wilcoxon 
b. Se basa en rangos positivos. 
 




En las Tablas Nº 09 y 10, según el análisis de comparación de promedio se 
observa que hubo una mejora en Z, con respecto al Tiempo promedio de 
detección de falla aplicando el software Zabbix al 95% de nivel de confianza. 
En la Tabla Nº 10, se puede observar el Sig. con valor de 0.001, que fue utilizado 
para realizar la comparación con el valor referido en la tabla de Shapiro Wilk (Ver 
ANEXO Nº 14). 
Se consideró una nuestra de 28 por parte del indicador de tiempo promedio de 
detección de falla, por lo tanto el punto de comparación fue 0.924.  
La Tabla Nº 10, se observa que el Sig. es de 0.001 el cual es menor a 0.924 (ver 
ANEXO Nº 14). Asimismo, el Sig. es menor a 0.005. Por lo tanto, se rechaza la 
Hipótesis nula y se acepta la hipótesis alterna con un 95% (-1.96) de confianza. 
Además se obtuvo el valor de Z igual a -3.290, que es menor a -1.96, y se ubica 
en la zona de rechazo de la hipótesis nula. (ver Figura Nº 19). 
Figura Nº 19: Prueba Z – Tiempo promedio de detección de falla 
 
Fuente: Elaboración propia 
Hipótesis de Investigación 2: 
 HE 2: El software Zabbix mejora la Disponibilidad Operacional del 
monitoreo de la infraestructura de TI en la SUNARP Zona Registral Nº XI 





Definición de variables: 
𝐷𝑂𝑎 : Disponibilidad Operacional antes de implementar el Software Zabbix. 
𝐷𝑂𝑑 : Disponibilidad Operacional después de implementar el Software Zabbix. 
𝐻𝑜: El Software Zabbix no mejora la Disponibilidad Operacional en el Monitoreo 
de Infraestructura de TI de la SUNARP Zona Registral Nº XI. 
𝐻𝑜: 𝐷𝑂𝑎  ≥  𝐷𝑂𝑑 
𝐻𝑎 : El Software Zabbix mejora la Disponibilidad Operacional en el Monitoreo de 
Infraestructura de TI de la SUNARP Zona Registral Nº XI. 
𝐻𝑎: 𝐷𝑂𝑎  <  𝐷𝑂𝑑 
Para verificar la aceptación o rechazo de la hipótesis se utilizó la prueba de 
rangos de Wilcoxon ya que el resultado del indicador Tiempo promedio de 
detección de falla fue no normales. Los resultados se visualizan en las Tablas Nº 
11 y 12. 
Tabla Nº 11: Prueba de rangos de Wilcoxon del Indicador 
Disponibilidad Operacional 
Rangos 
 N Rango promedio Suma de rangos 
POST_TEST - PRE_TEST Rangos negativos 0a ,00 ,00 
Rangos positivos 17b 9,00 153,00 
Empates 11c   
Total 28   
a. POST_TEST < PRE_TEST 
b. POST_TEST > PRE_TEST 
c. POST_TEST = PRE_TEST 
Fuente: Elaboración propia 
 
Tabla Nº 12: Prueba de rangos de Wilcoxon del Indicador 
Disponibilidad Operacional 
Estadísticos de pruebaa 
 POST_TEST - PRE_TEST 
Z -3,624b 
Sig. asintótica(bilateral) ,000 
a. Prueba de rangos con signo de Wilcoxon 
b. Se basa en rangos negativos. 




En las Tablas Nº 11 y 12, según el análisis de comparación de promedio se 
observa que hubo una mejora en Z, con respecto a la Disponibilidad Operacional 
aplicando el software Zabbix al 95% de nivel de confianza. 
En la Tabla Nº 12, se puede observar el Sig. con valor de 0.000, que fue utilizado 
para realizar la comparación con el valor referido en la tabla de Shapiro Wilk (Ver 
ANEXO Nº 14). 
Se consideró una nuestra de 28 por parte del indicador de Disponibilidad 
Operacional, por lo tanto el punto de comparación fue 0.924.  
La Tabla Nº 2 También se observa que el Sig. es de 0.000 el cual es menor a 
0.924 (ver ANEXO Nº 14). Asimismo, el Sig. es menor a 0.005. Por lo tanto, se 
rechaza la Hipótesis nula y se acepta la hipótesis alterna con un 95% (-1.96) de 
confianza. Además se obtuvo el valor de Z igual a -3.624, que es menor a -1.96, 
y se ubica en la zona de rechazo de la hipótesis nula (ver Figura Nº 20). 
Figura Nº 20: Prueba Z –Disponibilidad Operacional. 
 













































La presente investigación obtuvo como resultado que la influencia del Software 
mejoro el Tiempo de detección de falla de la infraestructura de TI en la SUNARP 
Zona Registral Nº XI de 14.43’ a 5.93’ lo que resulta una disminución de 8.5’. 
De la misma manera Luis Enrique Acosta Median en su tesis “Implementación 
del software APM para monitorear eficientemente las aplicaciones en la empresa 
América Móvil Perú S.A.C.” obtuvo como resultado un que la implementación 
APM ayudo a reducir el tiempo de solución de incidencias en un 59% en 
comparación a cuando no se tenía el software imprentado. 
Adicionalmente se obtuvo como resultado que la influencia del Software Zabbix 
mejoro la Disponibilidad Operacional de la Infraestructura de TI en la SUNARP 
Zona Registral Nº XI de un 99.76% a un 99.95%, equivalente a un incremento 
de 0.19% 
De la misma forma Manuel de Jesús Romero Paz en su tesis “Implementación 
de un sistema de monitoreo para el análisis de la disponibilidad, capacidad, 
calidad y latencia de enlaces corporativos de última milla” obtuvo que con 
respecto al calidad del enlace de los dispositivos, indica que el ping respondió 
con normalidad un 99.16%. 
Por lo mencionado, los resultados del presente estudio demuestran que la 
influencia del software Zabbix mejora el tiempo promedio de detección de fallas 
y la disponibilidad operacional, mejoran los servicios que ofrece la Unidad de TI, 
confirmando que el software Zabbix mejoro el tiempo promedio de detección de 
falla en 8.5’ y la Disponibilidad Operacional en 0.19%. 
En conclusión, el Software Zabbix mejoro el Monitoreo de Infraestructura de TI 















































Las conclusiones de la presente investigación son las siguientes: 
 
Primero: Se concluye que la influencia del software Zabbix mejoro el tiempo 
promedio de detección de falla en 8.5’. Teniendo en un principio 14.43’ y después 
5.93’. Por lo indicado, se afirma que la influencia del Software Zabbix mejoro el 
tiempo promedio de detección de falla de la Infraestructura de TI de la SUNARP 
Zona Registral Nº XI. 
Segundo: Se concluye que la influencia del software Zabbix mejoro la 
Disponibilidad Operacional en 0.19%. Teniendo en un principio 99.76’ y después 
99.95’. Por lo indicado, se afirma que la influencia del Software Zabbix mejoro la 
Disponibilidad Operacional de la Infraestructura de TI de la SUNARP Zona 
Registral Nº XI. 
Tercero: Se concluye que la influencia del software Zabbix mejora el monitoreo 
de la Infraestructura de TI de la SUNARP Zona Registral Nº XI, lo que permitió 

























































Las recomendaciones de la presente investigación son las siguientes: 
 
- Se recomienda que los usuarios que utilizaran el sistema de monitoreo 
sean personal autorizados de UTI y tengan un perfil adecuado para 
visualización y cambios, asimismo deben de tener una inducción del 
buen manejo de la herramienta para futuros cambios o gestión.  
 
- Se recomienda utilizar los indicadores Tiempo promedio de detección 
de fallas y disponibilidad operacional, en investigaciones afines, ya 
que los dos indicadores son esenciales para el monitoreo de la 
infraestructura de TI de una organización. 
 
- Se recomienda implementar o aplicar soluciones tecnológicas 
existentes que tengan una buena reputación, soporte extendido y una 
comunidad internacional para superar problemas relacionados en las 
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Anexo Nº 01: Matriz de Consistencia 
 
 
Título: Influencia de software Zabbix en el monitoreo de infraestructura de TI de la SUNARP Zona Registral N° XI -Sede Ica 
Autores: Ronald Enrique Reyes Ramirez , Cecilia Andrea Duffaut Misajel 
Problema General Objetivo General Hipótesis General Variables Dimensiones Indicadores Formula Método, de investigación 
PG: ¿Cómo Influye el 
software Zabbix en el 
monitoreo de 
infraestructura de TI en la 
SUNARP Zona Registral 
N° XI? 
OG: Determinar la 
influencia del software 
Zabbix en el monitoreo 
de infraestructura de TI 
en la SUNARP Zona 
Registral N° XI. 
HG: El software Zabbix 
mejora el monitoreo de 
infraestructura de TI en 
la SUNARP Zona 





Tipo de investigación:  
Aplicada.  
 
Diseño de investigación:  







Método de investigación: 
Experimental.  
  
Técnicas e instrumentos 
de recolección de datos:  
Fichaje 
Ficha de registro. 
 




28 Equipos y componentes  
 
Muestra:  













detección de falla 
 
 
PE1: ¿Cómo Influye el 
software Zabbix en el 
tiempo promedio de 
detección de fallas del 
monitoreo de la 
infraestructura de TI en la 
SUNARP Zona Registral 
Nº XI? 
OE1: Determinar la 
influencia del software 
Zabbix en el tiempo 
promedio de detección 
de fallas del monitoreo 
de la infraestructura de 
TI en la SUNARP Zona 
Registral Nº XI 
HE1: El software Zabbix 
mejora el tiempo 
promedio de detección 
de fallas del monitoreo 
de la infraestructura de 
TI en la SUNARP Zona 
Registral Nº XI 
PE2: ¿Cómo Influye el 




infraestructura de TI en la 
SUNARP Zona Registral 
Nº XI? 
OE2: Determinar la 
influencia del software 




infraestructura de TI en 
la SUNARP Zona 
Registral Nº XI 
HE2: El software Zabbix 
mejora la disponibilidad 
operacional del 
monitoreo de 
infraestructura de TI en 
la SUNARP Zona 










Anexo Nº 02 Matriz de  Operacionalización 
 
Tipo Variable Definición Conceptual 
Definición 
Operacional 
























(2021) es una solución 
de monitoreo de 
código abierto de 
clase empresarial. 
Puede monitorear 
parámetros de red, 
integridad de 
servidores físicos y 
virtuales, aplicaciones 
y servicios, bases de 
datos, sitios web, la 
nube y más. 




















Pankaj Prasad (2019) 
capturan el estado y la 
utilización de recursos 
de los componentes 
de la infraestructura de 
TI que residen en un 
centro de datos 
Monitorear y recopilar 
las métricas de 
disponibilidad y 
utilización de recursos 




instancias de bases 












Salazar Torres Willy (año 
2015) la media aritmética 
como el valor numérico 
que se obtiene dividiendo 
la suma total de los 
valores observados de 
una variable entre el 











Eduardo (año 2015) es la 
probabilidad de que el 
sistema opere 
satisfactoriamente, 
cuando se requiere que 
funcione bien en 
cualquier tiempo bajo 








Anexo Nº 03 Declaración de Autenticidad 
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Anexo Nº 04 Validación del instrumento de investigación 
Instrumento del Indicador Tiempo promedio de detección de falla - Nº1. 
 
 




Instrumento del Indicador Tiempo promedio de detección de falla - Nº2. 
 
 





Instrumento del Indicador Tiempo promedio de detección de falla - Nº3.  
 
 





Anexo Nº 05 Validación del instrumento de investigación 
Instrumento del Indicador Disponibilidad Operacional - Nº 1 
 
 





Instrumento del Indicador Disponibilidad Operacional - Nº 2 
 
 





Instrumento del Indicador Disponibilidad Operacional - Nº 3  
 
 




Anexo Nº 06 Resultados de la confiabilidad de los instrumentos 
Tiempo promedio de detección de falla (TEST) 
 
 
Fuente: Elaboración Propia  
Fecha final: 15/05/2021
Indicador Medida:
Tiempo promedio de 
detección de falla
Unidad












1 UPS_UNO_DATACETNER Registros Internos UTI 0 0 0,0
2 UPS_DOS_DATACENTER Registros Internos UTI 0 0 0,0
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 0 0,0
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 100 4 25,0
5 RAUTER_CHINCHA Registros Internos UTI 95 4 23,8
6 RAUTER_NASCA Registros Internos UTI 25 3 8,3
7 RAUTER_PISCO Registros Internos UTI 70 3 23,3
8 ROUTER_ICA Registros Internos UTI 83 3 27,7
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 110 4 27,5
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 0 0,0
11 SWITCH_CORE_RED Registros Internos UTI 0 0 0,0
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 0 0,0
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 92 4 23,0
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 0 0,0
15 CENTRAL_RITAL Registros Internos UTI 98 6 16,3
16 BASE_DATOS_NODO_DOS Registros Internos UTI 138 7 19,7
17 BASE_DATOS_NODO_UNO Registros Internos UTI 108 6 18,0
18 SERVIDOR_BACKUP Registros Internos UTI 0 0 0,0
19 SERVIDOR_MONITOREO Registros Internos UTI 59 2 29,5
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 95 5 19,0
21 SERVIDOR_ESXI_UNO Registros Internos UTI 71 3 23,7
22 SERVIDOR_ESXI_DOS Registros Internos UTI 22 1 22,0
23 SERVIDOR_ESXI_TRES Registros Internos UTI 50 2 25,0
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 0 0,0
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 0 0,0
26 BLADE_H Registros Internos UTI 61 2 30,5
27 VPN_PULSE Registros Internos UTI 136 10 13,6
28 FIREWALL Registros Internos UTI 33 1 33,0
1446,00 70 20,66
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Tiempo promedio de detección de falla (RE-TEST) 
Fuente: Elaboración Propia 
Fecha final: 30/05/2021
Indicador Medida:
Tiempo promedio de 
detección de falla
Unidad








de detección de 
fallas
1 UPS_UNO_DATACETNER Registros Internos UTI 0 0 0,0
2 UPS_DOS_DATACENTER Registros Internos UTI 0 0 0,0
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 0 0,0
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 65 2 32,5
5 RAUTER_CHINCHA Registros Internos UTI 149 7 21,3
6 RAUTER_NASCA Registros Internos UTI 104 4 26,0
7 RAUTER_PISCO Registros Internos UTI 99 5 19,8
8 ROUTER_ICA Registros Internos UTI 157 6 26,2
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 0 0,0
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 0 0,0
11 SWITCH_CORE_RED Registros Internos UTI 0 0 0,0
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 0 0,0
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 127 7 18,1
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 0 0,0
15 CENTRAL_RITAL Registros Internos UTI 65 6 10,8
16 BASE_DATOS_NODO_DOS Registros Internos UTI 73 6 12,2
17 BASE_DATOS_NODO_UNO Registros Internos UTI 96 6 16,0
18 SERVIDOR_BACKUP Registros Internos UTI 0 0 0,0
19 SERVIDOR_MONITOREO Registros Internos UTI 28 1 28,0
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 117 6 19,5
21 SERVIDOR_ESXI_UNO Registros Internos UTI 69 2 34,5
22 SERVIDOR_ESXI_DOS Registros Internos UTI 59 2 29,5
23 SERVIDOR_ESXI_TRES Registros Internos UTI 32 1 32,0
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 0 0,0
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 0 0,0
26 BLADE_H Registros Internos UTI 38 1 38,0
27 VPN_PULSE Registros Internos UTI 141 9 15,7
28 FIREWALL Registros Internos UTI 24 1 24,0
1443,00 72 20,04
El cuadro de correlaciones muestra que la correlación de Pearson es de 0,818 por lo tanto hay una correlación positiva 
considerable
Variable Formula
Monitoreo de infraestructura de TI
FICHA DE REGISTRO
Investigadores: Ronald Enrique Reyes Ramirez / Cecilia Andrea Duffaut Misajel
Empresa investigada: Superintendencia Nacional de los Registros Públicos - SUNARP ZR Nº XI
Total:
Motivo de investigación: Tiempo promedio de detección de Falla
Fecha de inicio: 16/05/2021




Anexo Nº 07 Resultados de la confiabilidad de los instrumentos 
Disponibilidad Operacional (TEST) 
 


















1 UPS_UNO_DATACETNER Registros Internos UTI 0 21600 100,00
2 UPS_DOS_DATACENTER Registros Internos UTI 0 21600 100,00
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 21600 100,00
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 100 21600 99,54
5 RAUTER_CHINCHA Registros Internos UTI 95 21600 99,56
6 RAUTER_NASCA Registros Internos UTI 25 21600 99,88
7 RAUTER_PISCO Registros Internos UTI 70 21600 99,68
8 ROUTER_ICA Registros Internos UTI 83 21600 99,62
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 110 21600 99,49
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 21600 100,00
11 SWITCH_CORE_RED Registros Internos UTI 0 21600 100,00
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 21600 100,00
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 92 21600 99,57
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 21600 100,00
15 CENTRAL_RITAL Registros Internos UTI 98 21600 99,55
16 BASE_DATOS_NODO_DOS Registros Internos UTI 138 21600 99,36
17 BASE_DATOS_NODO_UNO Registros Internos UTI 108 21600 99,50
18 SERVIDOR_BACKUP Registros Internos UTI 0 21600 100,00
19 SERVIDOR_MONITOREO Registros Internos UTI 59 21600 99,73
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 95 21600 99,56
21 SERVIDOR_ESXI_UNO Registros Internos UTI 71 21600 99,67
22 SERVIDOR_ESXI_DOS Registros Internos UTI 22 21600 99,90
23 SERVIDOR_ESXI_TRES Registros Internos UTI 50 21600 99,77
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 21600 100,00
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 21600 100,00
26 BLADE_H Registros Internos UTI 61 21600 99,72
27 VPN_PULSE Registros Internos UTI 136 21600 99,37
28 FIREWALL Registros Internos UTI 33 21600 99,85
1446,00 604800 99,76
Fecha de inicio: 1/05/2021
Tipo de prueba: TEST
Motivo de investigación: Disponibilidad Operacional por Equipo
FICHA DE REGISTRO
Investigadores: Ronald Enrique Reyes Ramirez / Cecilia Andrea Duffaut Misajel
Empresa investigada: Superintendencia Nacional de los Registros Públicos - SUNARP ZR Nº XI
Formula
Total:





Disponibilidad Operacional (RE-TEST) 
 
 















1 UPS_UNO_DATACETNER Registros Internos UTI 0 21600 100,00
2 UPS_DOS_DATACENTER Registros Internos UTI 0 21600 100,00
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 21600 100,00
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 65 21600 99,70
5 RAUTER_CHINCHA Registros Internos UTI 149 21600 99,31
6 RAUTER_NASCA Registros Internos UTI 104 21600 99,52
7 RAUTER_PISCO Registros Internos UTI 99 21600 99,54
8 ROUTER_ICA Registros Internos UTI 157 21600 99,27
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 21600 100,00
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 21600 100,00
11 SWITCH_CORE_RED Registros Internos UTI 0 21600 100,00
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 21600 100,00
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 127 21600 99,41
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 21600 100,00
15 CENTRAL_RITAL Registros Internos UTI 65 21600 99,70
16 BASE_DATOS_NODO_DOS Registros Internos UTI 73 21600 99,66
17 BASE_DATOS_NODO_UNO Registros Internos UTI 96 21600 99,56
18 SERVIDOR_BACKUP Registros Internos UTI 0 21600 100,00
19 SERVIDOR_MONITOREO Registros Internos UTI 28 21600 99,87
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 117 21600 99,46
21 SERVIDOR_ESXI_UNO Registros Internos UTI 69 21600 99,68
22 SERVIDOR_ESXI_DOS Registros Internos UTI 59 21600 99,73
23 SERVIDOR_ESXI_TRES Registros Internos UTI 32 21600 99,85
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 21600 100,00
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 21600 100,00
26 BLADE_H Registros Internos UTI 38 21600 99,82
27 VPN_PULSE Registros Internos UTI 141 21600 99,35
28 FIREWALL Registros Internos UTI 24 21600 99,89
1443,00 604800 99,76
El cuadro de correlaciones muestra que la correlación de Pearson es de 0,724 por lo tanto hay una correlación positiva considerable
Variable
Monitoreo de infraestructura de TI
Motivo de investigación: Disponibilidad Operacional por Equipo
Fecha de inicio: 16/05/2021
Tipo de prueba: RE TEST
FICHA DE REGISTRO
Investigadores: Ronald Enrique Reyes Ramirez / Cecilia Andrea Duffaut Misajel






























Anexo Nº 11 Validación de la metodología de desarrollo de software. 
Experto Nº 1 
 
 






Experto Nº 2 
 
 







Experto Nº 3 
 
 






Anexo Nº 12 Proceso del monitoreo de infraestructura de TI. 
AS – IS 
 
 















Anexo Nº 13 Proceso del monitoreo de infraestructura de TI. 
TO - BE 
 






















Fuente: Elaboración Propia 
Fecha final: 30/05/2021
Indicador Medida:
Tiempo promedio de 
detección de falla
Unidad












1 UPS_UNO_DATACETNER Registros Internos UTI 0 0 0,0
2 UPS_DOS_DATACENTER Registros Internos UTI 0 0 0,0
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 0 0,0
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 65 2 32,5
5 RAUTER_CHINCHA Registros Internos UTI 149 7 21,3
6 RAUTER_NASCA Registros Internos UTI 104 4 26,0
7 RAUTER_PISCO Registros Internos UTI 99 5 19,8
8 ROUTER_ICA Registros Internos UTI 157 6 26,2
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 0 0,0
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 0 0,0
11 SWITCH_CORE_RED Registros Internos UTI 0 0 0,0
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 0 0,0
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 127 7 18,1
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 0 0,0
15 CENTRAL_RITAL Registros Internos UTI 65 6 10,8
16 BASE_DATOS_NODO_DOS Registros Internos UTI 73 6 12,2
17 BASE_DATOS_NODO_UNO Registros Internos UTI 96 6 16,0
18 SERVIDOR_BACKUP Registros Internos UTI 0 0 0,0
19 SERVIDOR_MONITOREO Registros Internos UTI 28 1 28,0
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 117 6 19,5
21 SERVIDOR_ESXI_UNO Registros Internos UTI 69 2 34,5
22 SERVIDOR_ESXI_DOS Registros Internos UTI 59 2 29,5
23 SERVIDOR_ESXI_TRES Registros Internos UTI 32 1 32,0
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 0 0,0
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 0 0,0
26 BLADE_H Registros Internos UTI 38 1 38,0
27 VPN_PULSE Registros Internos UTI 141 9 15,7
28 FIREWALL Registros Internos UTI 24 1 24,0
1443,00 72 20,0Total:
Monitoreo de infraestructura de TI
Variable Formula
Fecha de inicio: 16/05/2021
Tipo de prueba: PRE-TEST
Empresa investigada: Superintendencia Nacional de los Registros Públicos - SUNARP ZR Nº XI
Motivo de investigación: Tiempo promedio de detección de Falla
FICHA DE REGISTRO













Tiempo promedio de 
detección de falla
Unidad








de deteccón de 
fallas
1 UPS_UNO_DATACETNER Registros Internos UTI 0 0 0,0
2 UPS_DOS_DATACENTER Registros Internos UTI 0 0 0,0
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 0 0,0
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 10 1 10,0
5 RAUTER_CHINCHA Registros Internos UTI 10 1 10,0
6 RAUTER_NASCA Registros Internos UTI 22 2 11,0
7 RAUTER_PISCO Registros Internos UTI 17 2 8,5
8 ROUTER_ICA Registros Internos UTI 35 3 11,7
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 0 0,0
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 0 0,0
11 SWITCH_CORE_RED Registros Internos UTI 0 0 0,0
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 0 0,0
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 25 2 12,5
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 0 0,0
15 CENTRAL_RITAL Registros Internos UTI 18 1 18,0
16 BASE_DATOS_NODO_DOS Registros Internos UTI 14 1 14,0
17 BASE_DATOS_NODO_UNO Registros Internos UTI 23 2 11,5
18 SERVIDOR_BACKUP Registros Internos UTI 0 0 0,0
19 SERVIDOR_MONITOREO Registros Internos UTI 0 0 0,0
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 28 2 14,0
21 SERVIDOR_ESXI_UNO Registros Internos UTI 0 0 0,0
22 SERVIDOR_ESXI_DOS Registros Internos UTI 11 1 11,0
23 SERVIDOR_ESXI_TRES Registros Internos UTI 0 0 0,0
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 0 0,0
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 0 0,0
26 BLADE_H Registros Internos UTI 22 1 22,0
27 VPN_PULSE Registros Internos UTI 59 5 11,8
28 FIREWALL Registros Internos UTI 0 0 0,0
294 24 12,3Total:
Monitoreo de infraestructura de TI
Variable Formula
Fecha de inicio: 1/06/2021
Tipo de prueba: POST-TEST
Empresa investigada: Superintendencia Nacional de los Registros Publicos - SUNARP ZR Nº XI
Motivo de investigación: Tiempo promedio de detección de Falla
FICHA DE REGISTRO


























1 UPS_UNO_DATACETNER Registros Internos UTI 0 21600 100,00
2 UPS_DOS_DATACENTER Registros Internos UTI 0 21600 100,00
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 21600 100,00
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 65 21600 99,70
5 RAUTER_CHINCHA Registros Internos UTI 149 21600 99,31
6 RAUTER_NASCA Registros Internos UTI 104 21600 99,52
7 RAUTER_PISCO Registros Internos UTI 99 21600 99,54
8 ROUTER_ICA Registros Internos UTI 157 21600 99,27
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 21600 100,00
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 21600 100,00
11 SWITCH_CORE_RED Registros Internos UTI 0 21600 100,00
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 21600 100,00
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 127 21600 99,41
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 21600 100,00
15 CENTRAL_RITAL Registros Internos UTI 65 21600 99,70
16 BASE_DATOS_NODO_DOS Registros Internos UTI 73 21600 99,66
17 BASE_DATOS_NODO_UNO Registros Internos UTI 96 21600 99,56
18 SERVIDOR_BACKUP Registros Internos UTI 0 21600 100,00
19 SERVIDOR_MONITOREO Registros Internos UTI 28 21600 99,87
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 117 21600 99,46
21 SERVIDOR_ESXI_UNO Registros Internos UTI 69 21600 99,68
22 SERVIDOR_ESXI_DOS Registros Internos UTI 59 21600 99,73
23 SERVIDOR_ESXI_TRES Registros Internos UTI 32 21600 99,85
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 21600 100,00
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 21600 100,00
26 BLADE_H Registros Internos UTI 38 21600 99,82
27 VPN_PULSE Registros Internos UTI 141 21600 99,35
28 FIREWALL Registros Internos UTI 24 21600 99,89
1443,00 604800 99,76Total:
Monitoreo de infraestructura de TI
Variable Formula
Fecha de inicio: 16/05/2021
Tipo de prueba: PRE_TEST
Empresa investigada: Superintendencia Nacional de los Registros Públicos - SUNARP ZR Nº XI
Motivo de investigación: Disponibilidad Operacional por Equipo
FICHA DE REGISTRO
























1 UPS_UNO_DATACETNER Registros Internos UTI 0 21600 100,00
2 UPS_DOS_DATACENTER Registros Internos UTI 0 21600 100,00
3 SWITCH_CORE_SERVIDORES Registros Internos UTI 0 21600 100,00
4 NAS_FILESERVER_USUARIOS Registros Internos UTI 10 21600 99,95
5 RAUTER_CHINCHA Registros Internos UTI 10 21600 99,95
6 RAUTER_NASCA Registros Internos UTI 22 21600 99,90
7 RAUTER_PISCO Registros Internos UTI 17 21600 99,92
8 ROUTER_ICA Registros Internos UTI 35 21600 99,84
9 SWITCH_PISO_UNO_CISCO Registros Internos UTI 0 21600 100,00
10 SWITCH_PISO_UNO_HP Registros Internos UTI 0 21600 100,00
11 SWITCH_CORE_RED Registros Internos UTI 0 21600 100,00
12 SWITCH_PISO_DOS_HP Registros Internos UTI 0 21600 100,00
13 SWITCH_PISO_TRES_CISCO Registros Internos UTI 25 21600 99,88
14 SWITCH_PISO_TRES_HP Registros Internos UTI 0 21600 100,00
15 CENTRAL_RITAL Registros Internos UTI 18 21600 99,92
16 BASE_DATOS_NODO_DOS Registros Internos UTI 14 21600 99,94
17 BASE_DATOS_NODO_UNO Registros Internos UTI 23 21600 99,89
18 SERVIDOR_BACKUP Registros Internos UTI 0 21600 100,00
19 SERVIDOR_MONITOREO Registros Internos UTI 0 21600 100,00
20 SERVIDOR_ADMINISTRATIVO Registros Internos UTI 28 21600 99,87
21 SERVIDOR_ESXI_UNO Registros Internos UTI 0 21600 100,00
22 SERVIDOR_ESXI_DOS Registros Internos UTI 11 21600 99,95
23 SERVIDOR_ESXI_TRES Registros Internos UTI 0 21600 100,00
24 ALMACENAMIENTO_IBM Registros Internos UTI 0 21600 100,00
25 ALMACENAMIENTO_DELLEMC Registros Internos UTI 0 21600 100,00
26 BLADE_H Registros Internos UTI 22 21600 99,90
27 VPN_PULSE Registros Internos UTI 59 21600 99,73
28 FIREWALL Registros Internos UTI 0 21600 100,00
294,00 604800 99,95Total:
Monitoreo de infraestructura de TI
Variable Formula
Fecha de inicio: 1/06/2021
Tipo de prueba: POST_TEST
Empresa investigada: Superintendencia Nacional de los Registros Públicos - SUNARP ZR Nº XI
Motivo de investigación: Disponibilidad Operacional por Equipo
FICHA DE REGISTRO




Anexo Nº 19 Metodología  
 
1. METODOLOGIA DE LA VARIABLE INDEPENDIENTE 
Aplicación de la metodología FCAPS:  
Fue escogida por ser el estándar de las metodologías para el desarrollo de 
sistemas de monitoreo de TI, la cual fue utilizada por el desarrollo del 
Software Zabbix. La metodología FCAPS se divide en 5 fases: 
 
 






CATEGORIAS FUNCIONES Características de Zabbix Frontend Zabbix 
Gestión de 
Fallos 
Detección de falla. 
detecta captura de eventos que 
ocurren en dispositivos 
administrado 
Dashboard (Ultimas datos) 
Corrección de falla. - - 
Aislamiento de la falla. - - 
Recuperación de la red. - - 
Manejo de alarmas. 
Captura de eventos de tramas 
SNMP 
Monitoreo (Evento) 
Filtrado de alarmas. 
triggery que detecta errores vía 
SNMP. 
Configuración (Tigger) 
Generación de alarmas. 
Cuenta con acciones que 
responden a un evento o alarma  
Configuración (Acciones) 
Borrado de correlación. - - 
Pruebas de diagnóstico. - - 
Error de registros. Registro de fallas de errores  Configuración (registro de acciones)  
Manejo de errores. - - 
Estadísticas de errores. Informe de errores Monitoreo (Evento) 
 





CATEGORIAS FUNCIONES Características de Zabbix Frontend Zabbix 
Gestión de 
configuración 
Recursos de inicialización Nombre de recursos Configuración (equipos) 
Aprovisionamiento de red - - 
Autodescubrimiento 
Descubrimiento automático para 
comprender automáticamente lo 
que está sucediendo 
Configuración (descubrimiento) 
Copia de seguridad y 
restauración 
- - 
Apagado de recursos Encuesta de host en minutos  Configuración (equipos) 
Gestión del cambio 
registro de cambios en 
configuraciones 
reporte (auditoria) 
Pre-provisión -   
Inventario/gestión de 
activos 
registro de inventarios  Inventario  (equipos) 
Copia de configuración -   
Configuración remota -   
Automatización de 
distribución de software 
-   
Iniciación de Job, tracking, 
y ejecución 
-   
 








CATEGORIAS FUNCIONES Características de Zabbix Frontend Zabbix 
Gestión de los 
registros y 
contabilidad 
Realizar un seguimiento 
de servicio o el uso de los 
recursos. 
-   
Costo de los servicios. -   
Contabilidad límite. -   
Uso de las cuotas. -   
Auditorías. -   
Reporte de Fraudes. -   
Combine los costos de 
múltiples recursos. 
-   
Apoyo a diferentes modos 
de Gestión del 
Rendimiento   
  
 










CATEGORIAS FUNCIONES Características de Zabbix Frontend Zabbix 
Gestión del 
desempeño 
Niveles consistentes de 
performance. 
Calidad SLA, disponibilidad de 
los servicios 
configuración (servicios de TI) 
El performance y 
recolección de datos. 
recopila datos de un conjunto de 
aplicaciones 
configuración (equipo) 
recopilación de datos y 
estadísticas de 
rendimiento 
representación grafica de la 
información recopilada 
Monitoreo (Grafico) 
Realización de análisis de 
datos. 
Informes históricos con gráficos Monitoreo (Grafico) 
Reporte de problemas. 
notificación de problemas 
mediante notificación 
administración (tipo de medio) 
Capacidad de 
planificación. 
capacidad de planificación con 
respecto a recursos  
Monitoreo (grafico) 
Generación de informes 
de rendimiento. 
monitoreo de manera distribuida 
y proactiva  
configuración (equipo) 
Mantener y examinar los 
registros históricos - 
- 




5- Administración de la Seguridad con ZABBIX 
CATEGORIAS FUNCIONES Características de Zabbix Frontend Zabbix 
Gestión de 
Seguridad 
Acceso restrictivo a los 
recursos. - 
- 
Registros de acceso. - - 
Protección de datos. - - 
Control de derechos de 
acceso de usuario. 
otorga derechos de acceso por 
usuario 
Administración (Grupos de usuario) 
Seguridad de auditoría de 
registro. 
- - 
Reporte de eventos. - - 
Violaciones de la 
seguridad e  intentos. 
- - 
Seguridad de información 















2. PLANEACIÓN DEL PROYECTO 
Para iniciar nuestro proyecto e implementarlo es necesario proceder primero 
con la identificación y programación de tareas o actividades, seguidamente 
de los recursos utilizados y costos que el proyecto puede tener. 
 
Para identificar las tareas y/o actividades utilizaremos el diagrama de GANT, 
mostrando de forma secuencial las tareas y/o actividades que deberán 
contemplarse y en qué fecha. Cabe indicar que el horario configurados y 
utilizado en el diagrama es de 8 horas y 5 días a la semana comenzada la 
semana en lunes. 
 
Nuestro diagrama de GANT tiene como fecha de inicio el mes de abril y 
termina en el mes de julio, conformado por listan 27 actividades, grupadas en 
6 fases, estas fases pertenecen al método de cascada que más adelante se 
hablara y también especificará cada fase. 
De la misma manera cada grupo de tareas o actividades cuentan con una 
fecha tanto de inicio como de fin y este periodo está conformado por las 
actividades o tareas que tiene asociadas. 
  





















Con respecto a los recursos utilizados estos fueron proporcionados a totalidad 
por los investigadores como son: 
- Laptop 
- Cuaderno de apuntes 
- Celular 
- Lapiceros 
- Folder de manilla 
- Hojas bond 
- Impresora Láser  
- Cartucho negro 
-  Internet 
- Transporte 
- Implementación de la herramienta de monitoreo. 
 
Asimismo para apoyarnos y tener más conocimiento de los costos involucrados 
de una implementación de una herramienta de monitoreo como también el costo 
de una herramienta a medida, nos reunimos con proveedores y partner, teniendo 
como resultado 2 propuestas económicas que están directamente relacionadas 
con nuestro proyecto. 
La primera propuesta económica es por parte de un proveedor Peruano que no 
autorizo divulga su nombre por lo que lo dejamos en reserva pero se muestra el 
contenido, siendo este el costo por una herramienta que puede monitorear 30 
equipos y el costo anual es de S/ 19,217.14 incluido IGV y para un periodo de 3 














Propuesta económica de sistema de monitoreo a medida para SUNARP Zona 









Como según propuesta económica o comercial de un sistema de monitoreo es 
por parte del partner autorizado de Zabbix que es la herramienta estudiada en el 
presente proyecto, el Partner representa a América del Sur y el caribe y está 
ubicado en Colombia, al ser un partner público se muestran las siguiente 
imágenes demostrando que el costo por la implementación de Zabbix es por un 









De esta forma se demuestra que los costos asociados a software a medida como 
la implementación del software Zabbix por un partner son muy superiores a los 
gastos involucrados en este proyecto. Siendo asumidos en su totalidad por los 






























La presente investigación consiste en la implementación de un software de 
monitoreo para ITIM (monitoreo de infraestructura de Información) en la 
SUNARP Zona Registral Nº XI – Sede Ica. 
 
La SUNARP es un organismo descentralizado autónomo del Sector Justicia y 
ente rector del Sistema Nacional de los Registros Públicos. Cuenta con 59 
Oficinas Registrales distribuidas en sus 14 Zonas Registrales. 
 
La metodología para el desarrollo y gestión el software de monitoreo fue FCAPS, 
con el que se podrá determinar las funciones necesarias que cumple el software 
y las tareas o acciones recomendables para ser aplicadas.  
 
Adicionalmente para la implementación del software de monitoreo en la 
SUNARP Zona Registral Nº XI – Ica, se utilizó el modelo cascada para el análisis 
de la problemática y propuesta de mejora, el diseño para capturar los 
requerimientos y determinar la herramienta o software a utilizar , la 
implementación con el fin de indicar los pasos y detalles de cómo se configuro 
el software, las pruebas para determinar si el software cumple con lo esperado 
y planteado, el despliegue para ponerlo en producción con todos los equipos a 
monitorear y el mantenimiento para realizar la entrega, analizar los resultados, 
mantenerlo actualizado y adaptarlo a la necesidad creciente que puede surgir  
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Para determinar el alcance de la implementación se realizaron entrevistas con el 
personal de UTI, para capturar la problemática y necesidades que se presentan 
en el proceso o flujo de trabajo para el monitoreo de infraestructura de 
información el cual se describe a continuación como resumen de lo captado: 
En la infraestructura de TI, hablando de equipos como servidores, router, 
switches, ups, sensores de temperatura, entre otros equipos físicos y virtuales 
de la misma manera servicios como son la BD, aplicaciones, y otros. Deben estar 
siempre disponibles y activos. Pero de existir algún evento o incidente en la 
infraestructura de TI, el personal de UTI generalmente el primer Nivel, llámese el 
coordinador de la Mesa de Ayuda o los practicantes, suelen lograr percatarse de 
alguna alerta física como también suelen recibir quejas de usuarios internos o 
externos, relacionadas con la infraestructura de TI. Una vez iniciando esta fase 
rápidamente el personal Nivel 1 evalúa según su experiencia el inconveniente el 
cual puede tardar un promedio de 15 minutos en detectar la falla ( falla básica), 
pudiendo ser resuelta dentro del primer Nivel pero de existir dudas, 
complicaciones en la ubicación de la falla o en la resolución o identificación del 
evento o incidente (falla básica o superior) el Nivel 1 deberá comunicarse y 
explicar el caso al personal de UTI más especializado según RACI (matriz de 
asignación de funciones y responsabilidades) indicando todos los detalles vistos 
hasta el momento, tomándole un tiempo promedio de 10 min. una vez reportado 
el detalle del problema, el personal de Nivel 2 o 3 de UTI, analiza el problema 
según su experiencia y realiza una serie de pasos para darle solución al 
problema con el fin de nuevamente poner en marcha el servicio o equipo 
degradado o inoperativo correspondiente a la infraestructura de TI. 
Después de comprender el flujo de trabajo y para tener una mejor apreciación 









AS – IS 
 
 
Por lo indicado el proceso de monitoreo es manual, y últimamente con la el 
trabajo remoto cada vez es más complejo detectar fallas físicas o lógicas, Siendo 
necesario la adopción de una herramienta o solución en el mercado que ofrezca 
la posibilidad de detectar y proporcionar la información encontrada al personal 
de UTI con el fin de agilizar, optimizar y automatizar el proceso de monitoreo. 
Para diseñar un nuevo flujo de trabajo como requerimiento de solución se 
propuso el siguiente flujo de trabajo, el cual fue considerado y aprobado por el 
jefe de la Unidad de TI para su implementación. 
Al existir algún evento critico o informativo dentro de la infraestructura de TI ya 
sea de nivel físico o lógico, automática la herramienta o software de monitoreo 
lo captura e interpreta según las configuraciones realizadas en su Base de datos, 
seguidamente el evento o incidente acciona una alerta y esta es enviada por 
correo eléctrico al personal de UTI de forma automática indicando los detalles 




La propuesta de solución que realizara la herramienta de monitoreo, se 
representó mediante el siguiente diagrama de procesos bajo la notación BPM: 
TO - BE 
 
 
Después de comparar los mapas de procesos se observa las mejoras que se 
pueden obtener al implementar un sistema de monitoreo. Siendo el factor o 
indicador más relevante la disminución de tiempos en la detección de fallas, 
como también en la precisión de información del evento o incidencia, 
reportándolo en un tiempo muy corto, al mismo tiempo el beneficio más 




incremento de la disponibilidad de la infraestructura de TI al solucionar los 
eventos o incidencias en tiempo más cortos. 
Para obtener los equipos de la infraestructura de TI principal física y virtual se 
realizó una captura de inventario de los servidores, equipos y componentes que 
funcionan dentro de la SUNARP Zona Registral Nº XI, la cual se muestra en la 
siguiente imagen de manera general, cabe indicar que por seguridad no se 
mostró las IP de cada equipo o componente: 
 
 
También se inventario los procesos, aplicaciones raíces, y sistemas informáticos 
como también la asignación de funciones y responsabilidades de los 








Asignación de funciones y responsabilidades de trabajadores de UTI de la 
Zona Registral Nº XI – Sede ICA. 
 
 
VICTOR EDY FELIPE JUAN JHONATAN HECTOR RONALD 
1 SEGURIDAD DE LA INFORMACION 2 1 3
2 SEGUIMIENTO DE CONTRATOS 1 2
3 GESTION DE HARWARE 2 1
4 GESTION DE SOFTWARE 1 2
5 GESTION DE APLICACIONES EN EQUIPOS Y ACTUALIZACION 2 1
6 GESTION DE ACCESOS Y CUENTAS 2 1
7 ESTADISTICAS, REPORTES ORACLE 2 1
1 DATACENTER + UPS + ELECTRICO 1 2
2 GMAIL (ADMIN + GRUPOS+ MASIVO) 1 2
3 VIDEOCONFERENCIAS Y AUDITORIO 1 2
4 TOTEM INFORMATIVO E INTERACTIVO 1 2
5 CAMARA DE VIDEO VIGILANCIA 1 2
6 AD + AUTASAS + WSUS 1 2
7 SW ANTIVIRUS 2 1
8 FILE SERVER 1 2
9 TELEFONIA IP 1 2
10 CITRIX + TS 1 2
11 SOLUCION DE BACKUP 1 2
12 VMWARE 1 2
13 ADMINISTRAR EQUIPOS NAS 1 2
14 TX DATOS - SIGMARS - SOLARWINS 2 1
15 REDES UTM + SEGURIDAD 2 1
16 SOFTWARE DE MONITOREOS DE RED 2 1
17 VPN - PULSE SECURE 2 1
18 MARCADORES DE ASISTENCIA 2 1
19 ORACLE RAC 2 1
20 RENIEC + FRIMAS DIGITALES 2 1
21 REPLICADORES 2 1 3
22 KYFILE + KFORACLE 2 1 3
23 CENTRO DE SERVICIOS 1 2 3
24 DISCOVERY Y PROCESOS DE SOPORTE 3 2 1
1 SID - Sistema de Intermediación Registral 1 2 3
2 SPRL -  Sistema de Publicidad Registral en Línea 1 3 2
3 PSI — Plataforma de Servicios Institucionales 1 2 3
4 Mesa de Partes (SIR ) 1 2
5 Virtual T - Visualizaciones 1 2
6 SARP 1 2
7 SIR Calificación 1 2
8 SIR -RPV/RMC/Vehículos Menores 1 2
9 Diario SIR Digitación 2 1
10 SCUNAC - Sistema de Caja Única Nacional 2 1
11 SPR - Sistema de Publicidad Registral 2 1
12 Devoluciones 2 1
13 Mesa de partes / VVDN 2 1
14 SPRN - Sistema de Publicidad Registral Nacional 2 1
15 Sistema Orientación - Ticket 1 2
16 ToolsGis Sunarp 2 1
17 SGIT - Sistema de Gestión de Informes Técnicos 2 1
18 SIAF, SIGA Y OTROS SISTEMAS ADMINISTRATIVOS 2 1
19 SGD - SISTRAM 1 2
20 Título Archivado (SIGESAR) 1 2
1 CANTIDAD DE ITEM COMO TITULARES 3 7 4 10 11 7 9
2 CANTIDAD DE ITEM COMO SUPLENTES 2 1 10 11 8 6 12
TOTAL 5 8 16 21 19 16 23
SERVICIOS RAICES UTI






Se mapeo y grafico la infraestructura de redes de la Zona Registral Nº XI, para 
poder determinar el flujo de datos y los equipos a monitorear, así mismo se 











































La SUNARP Zona Registral Nº XI – Sede Ica, actualmente cuenta con 
herramientas y software Open Source, al ser una tendencia la implementación la 
utilización y manejo de herramientas de software libre en instituciones del estado, 
por su ahorro en la renovación de licenciamiento y soporte anual, se consideró 
evaluar y elegir una herramienta o software de código abierto para el monitoreo 
de la infraestructura de TI, pero también se consideró la comparación con otras 
herramientas de pago. 
Buscando información en páginas oficiales de comparación y tendencias de 
software de monitoreo para la infraestructura de TI se encontraron varias  
aplicaciones y/o software Top de tipo Open Source y de paga a nivel mundial 
indicadas en la página oficinal de Gartner donde se encuentran también reseñas 
de empresas de la opinión de cada herramienta o software indicado: 
https://www.gartner.com/reviews/market/it-infrastructure-monitoring-tools 
Las herramientas seleccionadas fueron elegidas por su gran trayectoria, 
utilización, recomendaciones de empresas y proveedores, y adicionalmente 
porque algunas oficinas SUNARP ya lo están evaluando como futuro software 
de monitoreo; considerando 3 herramientas para comparación y elegir la mejor 
herramienta de monitoreo para ser implementada en SUNARP Zona Registral 
Nº XI, pero antes de las comparaciones se describirá cada una de las 
herramientas elegidas: 
 
 Nagios Core 
 
Fundada en el año 1999, puede monitorear a todo tipo de componentes 
como son los protocolos de red, aplicaciones, sistemas operativos, 
métricas, servicios, web server, etc. Sirve como programados de eventos 
básicos, administrador de alertas, ejecutarse de forma nativa de Linux 
Características principales: 




- Controladores de eventos que pueden reiniciar automático 
aplicaciones fallidas. 
- Acceso multiusuario 
- Permite a los clientes ver solo componentes personalizados 




Permite monitorear numerosos parámetros de red y la salud integral de 
equipos, aplicaciones, servicios, sitios web, BD, la nube y más. Asimismo 
permite notificar de forma flexible alertas por medio de correo electrónico 
para cualquier evento, esto permite rápidamente conocer cualquier 
problema presentado en la infraestructura de TI. Adicionalmente ofrece 
dashboard basados en datos.  
Zabbix Ofrece múltiples funciones en un solo paquete como: 
- Recolección de datos:  
- Define umbrales flexibles 
- Alerta configurables 
- Gráficos en tiempo real 
- Amplias opciones de visualización 
- Almacenamiento de datos históricos 
- Fácil configuración 
- Uso de plantillas 
- Detección de redes 
- Interface web rápida 
- Permisos en el sistema 
- Agentes  








Asimismo los software o herramientas propuestas fueron estudiadas con apoyo 
de partner, colegas, o implementadas en ambientes de prueba para determinar 
su eficiencia y obtener comparativo detallado. 
 
Para el software Zabbix, se realizaron diferentes reuniones con los Partner más 
grandes de américa Latina, se realizaron pruebas de concepto, lo cual obtuvimos 
un gran apoyo sobre el detalle de la herramienta y sus ventajas frente a otras. 
Se muestra la siguiente imagen con especialistas de la herramienta explicando 
los detalles solicitado: 
 
 
De la misma forma con Nagios tuvimos contacto con programadores 
colombianos (que lamentablemente no dieron su autorización para nombrarlos 
en la presente Tesis), nos proporcionaros detalles necesarios para poder 
implementar Nagios y ponerlo en producción y hacer mediciones y poder hacer 
comparaciones con el software Zabbix. 
 
Estas comparaciones nos sirvieron para hacer los comparativos a detalles el 
cuales se muestran más adelantes. 






Asimismo se tuvo charlas a nivel nacional con la marca Solarwinds para 
presentarnos su solución de monitoreo y como se aplica, dando a conocer todas 
las ventajas y desventajas. 
Se muestra la imagen de la reunión nacional con la marca con el personal de 










De la misma forma se realizaron Reuniones con otras Zonas Registral en este 
caso con la Zona Registral Nº X – Cusco 
Donde hicimos demostraciones del software de monitoreo y demostrando la 
ventajas y desventajas de cada aplicativo. 
 
 
Para elegir la herramienta o software más adecuado debe cumplir con las 
siguientes necesidades que fueron solicitados por la unidad de TI: 
- Monitoreo de Servidores, redes, componentes. 
- Fácil implementación, configuración y administración. 
- Calidad en soporte técnico 
- Gran comunidad siempre activa 
- Información  y documentación a gran detalle (código fuente) 
- Debe estar en permanente actualización. 
- Deberá contar con interface web 
- Reportes a medida 
- Alertas configurables  
- Envió de alertas a correo  




- Distribución de carga 
- De tipo empresarial y soportar entornos complejos 
- Almacenamiento de datos históricos 
- Graficas en tiempo real 
Según las necesidades o requerimiento, se realizó el siguiente cuadro 
comparativo de las dos herramientas más conocidas y mencionada 
anteriormente, cabe indicar que estas herramientas fueron probadas en un 
entorno de prueba dentro de SUNARP Zona Registral Nº XI – Sede Ica, con el 
fin de verificar la información mostrada, adicionalmente nos ayudamos de la 
calificación según la siguiente página web que recolecta valoración oficial de las 
empresas que han utilizado las dos herramientas: 
https://www.gartner.com/reviews/market/it-infrastructure-monitoring-
tools/compare/nagios-vs-zabbix 
REQUISITOS NAGIOS ZABBIX 
Monitoreo de Servidores, redes, componentes. SI  SI 
Fácil implementación, configuración y administración. NO SI 
Calidad en soporte técnico NO SI 
Gran comunidad siempre activa SI SI 
Información  y documentación a gran detalle (código fuente) SI  SI 
Debe estar en permanente actualización. NO SI 
Deberá contar con interface web SI SI 
Reportes a medida SI SI 
Alertas configurables  SI SI 
Envió de alertas a correo  SI SI 
Almacenamiento en diferente base de datos  SI  SI 
Distribución de carga NO SI 
 
Después de hacer las comparaciones según el cuadro anterior, se decidió 
también incluir comparaciones obtenidas de medios oficinales como Gartner que 
son reseñas de empresas a nivel mundial, que dan una puntuación siendo 
verificadas y avaladas por Gartner, de la cuales mencionamos las siguiente que 






Zabbix vs Nagios, según Gartner: 





Zabbix vs Solarwinds, según Gartner: 










Zabbix vs PRTG, según Gartner: 









Se pudo determinar que la herramienta más usada a nivel mundial y que cumple 
con todos los requisitos y necesidades de la SUNARP actualmente es Zabbix. 
Por lo indicado la herramienta a utilizar para la implementación será el Software 
Zabbix.  
Cabe indicar que toda la documentación oficial, como documentación detalla, 



















































Se solicitó el permiso para la instalación del software Zabbix en el servidor 
de producción virtualizado con Wmware ESXi que tiene las siguientes 
características: 
 






Existen diferente formas de instalar Zabbix en un servidor pero para un 
entorno seguro y empresarial es recomendable instalar Ubuntu Server en 
su versión más actual y con soporte extendido en nuestro caso 20.04.2 LTS 
 
Teniendo la máquina virtual creada y el S.O descargado se procedió con la 







Configuramos el teclado: 
 









Se configuro el IP del Servidor: 
 






Se configuro el Perfil del S.O: 
 










Se procedió a instalar todo el sistema: 
 


















Como primer paso se aplica la actualización del S.O Ubuntu: 
 
Teniendo listo el Servidor con el S.O instalado y actualizado, es momento 
de instalar el Zabbix para lo cual visitamos la página oficial y escogemos la 












Con los pasos anteriormente mencionados ya podemos comenzar a utilizar 







Como demostración de los pasos utilizados en el servidor por medio de SHH 








Se procede a instalar maría BD por no estar precargado: 
 










Se instala Tools necesarios: 
 












Se muestra la primera configuración del Zabbix entorno web, donde se 
debe elegir el lenguaje: 
 





Configuramos la BD: 
 






Configuramos la Zona Horaria: 
 












Teniendo el Zabbix en blanco es necesario realizar algunas configuraciones 
básicas como crear un usuario administrador de SUNARP  
 





Adicionalmente se creó una acción que es activar la notificación de una 




Se elige el Host y el Grupo (*) al que pertenece: 
 
 





















































Para probar el software instalado, se configurara un servidor de pruebas, 
yendo a la opción de configuraciones y luego clic en Host group, y hacer clic 
en create: 
 
El grupo Servidores tendrá el inventario de los servidores actuales: 
 







Se seleccionará el grupo de Host que se creó llamado Servidores y el 
nombre del Host a ingresar será llamado SERVER-PRUEBA: 
 
 
Se realizaran caídas lógicas de su red para identificar el tiempo que toma el 





Se observa el tiempo en que la caída es reflejada en el Zabbix: 
 
 






Para la prueba de restauración de la red se realizó la siguiente prueba 





Y en pocos segundos de retornar la red se observa la llegada de un correo 
indicando que el problema fue superado: 
 
También podemos obtener detalles del evento desde la consola, indicando 





En la aplicación Zabbix en la opción de monitoreo se puede observar el 
problema resuelto con los siguientes detalles: 
 
Terminada la prueba se muestra al Jede de la UTI para su verificación y 
recibir comentarios de mejora, indicando que podemos proseguir con el 






























Ya teniendo la autorización del despliegue a toda la infraestructura de TI de 
la Zona registral Nº XI – Sede Ica.  Se procede con el registro de los Switch y 
de todos los servidores a nivel de monitoreo de Ping como primera instancia 
de monitoreo, realizando las siguientes acciones para el registro de forma 
individual: 
Como ya se tenía un modelo en este caso el SERVIDOR DE PRUEBA, se 
selecciona el Host y se hace clic en Clonar: 
 
Seguidamente se le da un nombre y se cambia la IP también se le puede 





Y esta acción es repetida con los 28 equipos a monitorear: 
 
Una vez terminado el registro de todos los equipos se tiene el siguiente 
resultado dentro de la consola: 
 
Terminada esta acción la aplicación ya se encuentra desplegada y en un 































Después del despliegue y su puesta en producción se observó que la 
herramienta supero las expectativas y se tuvieron resultados positivos para 
mejorar la disponibilidad de los equipos y reducir los tiempos en la 
detección y solución de fallas, por lo que se solicitó nuevos requerimientos 
como por ejemplo saber el ancho de banda que se consume entre los Switch 
de Piso, los estados de los puertos de cada Switch por seguridad, como 
también el comportamiento de la red a nivel de consumos. Dando como 
propuesta de solución la implementación y configuración monitorear los 
protocolos el del SMNP (protocolo simple de administración de red)  que 
será configurado en los Switch para facilitar el intercambio de información 
y de esta forma Zabbix lo pueda interpretar y mostrar, este tiempo real. 
Como primera acción se actualizo el Zabbix y el S.O. y se procedió con la 
configuración de lo Switch para poder enviar protocolos SMNPv2 
solamente al servidor del Zabbix, esta acción no se mostrara por temas de 
seguridad, pero al finalizar la configuración del Switch se prosigue con la 





Termina la clonación de esta acción en cada Switches que es exactamente 
igual que la clonación de un Host que ya se explicó con anterioridad, queda 
de la siguiente manera el monitoreo de los switch: 
 
Pudiendo observar de cada switch diferentes parámetros que pueden ser 







Después de seleccionar las opciones que queremos revisar podemos 
visualizar los siguientes datos como gráficos: 
Utilización del CPU 
 
Utilización de la memoria: 
 
El tráfico de red: 
 
Estos datos pueden ser ampliados según la selección, adicionalmente se 




uso de agentes en los servidores para enviar información más detalla como 
en este caso se mostró con los Switches, también se está evaluando el 
requerimiento de enviar notificaciones personalizadas a aplicaciones 
móviles como el Telegrama, y seguidamente más requerimiento y 
actualización; por lo que se tiene como conclusión que la implementación 
del software de monitoreo Zabbix cumplió con los requerimientos 
planteados y sigue ofreciendo mejoras constantemente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
