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Abstract
In the range closest pair problem, we want to construct a data structure storing a
set S of n points in the plane, such that for any axes-parallel query rectangle R, the
closest pair in the set R∩S can be reported. The currently best result for this problem
is by Xue et al. (SoCG 2018). Their data structure has size O(n log2 n) and query
time O(log2 n). We show that a data structure of size O(n log n) can be constructed
in O(n log n) time, such that queries can be answered in O(log n+ f log f) time, where
f is the aspect ratio of R. Thus, for fat query rectangles, the query time is O(log n).
This result is obtained by reducing the range closest pair problem to standard range
searching problems on the points of S.
1 Introduction
Range searching and closest pair problems have been well-studied in computational geometry.
In both problems, we are given a finite set S of points. In the range searching problem, we
want to construct a data structure, such that for any query range R, the elements of R ∩ S
can be reported or counted. In the closest pair problem, the goal is to design an algorithm
that computes the closest pair in the set S. Overviews of the main results for these problems
can be found in the survey papers by Agarwal and Erickson [2] and Smid [12].
In this paper, we consider the range closest pair problem: Given a set S of n points in
the plane, construct a data structure such that for any axes-parallel query rectangle R, the
closest pair in the set R ∩ S can be reported.
The range closest pair problem was introduced by Shan et al. [10]. They presented
experimental results based on R-trees, but did not give a complexity analysis. Gupta [8]
showed that, for a set of n points in one-dimensional space, a query can be answered in
O(log n) time using a data structure of size O(n). For the two-dimensional problem, he
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presented a data structure of size O(n2 log3 n) that has O(log3 n) query time. Sharathkumar
and Gupta [11] improved the space bound to O(n log3 n), while keeping the query time at
O(log3 n). They first prove this result for fat query rectangles, i.e., rectangles whose aspect
ratio (which is the longest side length divided by the shortest side length) is bounded from
above by a constant. Then, they prove the same result for arbitrary query rectangles. Gupta
et al. [9] gave a data structure of size O(n log5 n), that supports queries in O(log2 n) time.
Abam et al. [1] presented a variant of this data structure: The space and query time are
the same as in [9], but their structure can be constructed in O(n log5 n) time. The currently
best result is by Xue et al. [14]. They presented a data structure of size O(n log2 n) that
supports queries in O(log2 n) time. It is not known if their data structure can be constructed
efficiently, say in subquadratic time.
Xue et al. [13] introduced an approximate version of the range closest pair problem and
gave a solution for the d-dimensional case, for any constant dimension d ≥ 1. The results
in [13] imply that a data structure of size O(n logd−1 n) can be constructed in O(n logd−1 n)
time, such that the following holds: For any axes-parallel query rectangle R in Rd and any
query value  > 0, a pair p, q of distinct points in S can be computed, such that (i) p ∈ R,
(ii) q is contained in the expanded rectangle obtained by scaling R by a factor of 1 + 
with respect to its center, and (iii) the distance between p and q is at most the closest-pair
distance in R ∩ S. Such a pair p, q can be computed in O(logd−1 n + (f/)d log(f/)) time,
where f denotes the aspect ratio of the query rectangle R. Observe that, since the point q
can be outside of R, the distance between p and q may be much smaller than the closest-pair
distance in R ∩ S.
1.1 Our Result
We show that the approach of Sharathkumar and Gupta [11] for fat query rectangles can be
improved. Our main result is the following:
Theorem 1 Let S be a set of n points in the plane. In O(n log n) time, we can construct
a data structure of size O(n log n), such that for any axes-parallel query rectangle R, the
closest pair in R ∩ S can be computed in O(log n+ f log f) time, where f is the aspect ratio
of R.
Thus, for fat query rectangles, i.e., rectangles whose aspect ratio is bounded by a constant,
the query time is O(log n). In fact, the query time is O(log n) for any rectangle having aspect
ratio O(log n/ log log n).
Our result will be based on the following two claims. (These claims are stronger variants
of similar claims in Sections 4.1 and 4.2 of [11].) Let R be a query rectangle, let ` be its
shortest side length, and let f be its aspect ratio.
• If R contains O(f) points of S, then we can answer a query by using any optimal
closest pair algorithm.
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• Assume that R contains Ω(f) points of S. A standard packing argument implies that
the closest-pair distance in R ∩ S is less than `/2. In this case, we can compute four
small squares “anchored” at the four vertices of R, each one containing O(1) points
of S. That is, for each vertex v of R, one of these small squares has v as a vertex
and is contained in R. If p, q is the closest pair in R ∩ S, then either (i) both p and
q are contained in the same small square or (ii) at least one of (p, q) and (q, p) is an
edge in the Yao-graph that uses four cones of angle pi/2 (this graph will be defined in
Section 2). This claim will be proved in Section 3.1.
Based on these two claims, a range closest pair query will be reduced to several standard
range searching queries on two-dimensional point sets. Note that in [11], the query is reduced
to range searching queries in four-dimensional space. We are able to reduce the dimension
from four to two, because we use a different way to partition the query rectangle into four
small anchored squares and five other rectangles.
The rest of this paper is organized as follows. In Section 2, we recall the basic packing
argument, some basic range searching problems, and the Yao-graph. Our range closest pair
data structure and the query algorithm will be given in Section 3. In Section 4, we give a
simple example that shows that a point set S may contain Ω(n2) pairs of points, each of
which is the closest pair for some fat rectangle. If we restrict queries to squares, however,
then the number of possible closest pairs is only O(n). We prove this claim by showing that
each such pair is an edge in the second-order L∞-Delaunay graph.
2 Preliminaries
For any two points p and q in the plane, we denote their Euclidean distance by |pq|. For
any finite set S of points in the plane, a closest pair in S is a pair p, q of distinct points in S
whose distance |pq| is minimum. The closest-pair distance, i.e., the distance |pq| of a closest
pair p, q, will be denoted by CPD(S). If S contains at most one point, then CPD(S) =∞.
A proof of the following result can be found in the textbook by Cormen et al. [6].
Lemma 1 Let S be a set of n points in the plane. The closest pair in S can be computed in
O(n log n) time.
Throughout the rest of this paper, a rectangle refers to a region R in the plane defined
by a Cartesian product R = [ax, bx]× [ay, by], where ax, ay, bx, and by are real numbers with
ax < bx and ay < by. The aspect ratio, or fatness, of R is the ratio of max(bx − ax, by − ay)
and min(bx − ax, by − ay).
Throughout the rest of this paper, we assume that no two points in S share a coordinate
along any dimension. We also assume, for ease of presentation, that the
(
n
2
)
distances defined
by the pairs of points in S are distinct, so that the closest pair in R ∩ S is uniquely defined
for any rectangle R. (If distances are not distinct, then we can take the closest pair in R∩S
to be the lexicographically smallest pair that achieves the minimum distance. All arguments
in this paper will still be valid.)
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In the following lemma, we present the standard packing argument to prove the claim
that if a rectangle R contains “many” points, then the closest-pair distance in R is “small”.
Lemma 2 Let S be a finite set of points in the plane, let R a rectangle, let ` be the shortest
side length of R, and let f be the aspect ratio of R.
1. If |R ∩ S| > 4d4fe, then CPD(R ∩ S) < `/2.
2. If R is a square and |R ∩ S| ≥ 5, then CPD(R ∩ S) < `.
Proof. To prove the first claim, we assume, without loss of generality, that the vertical
sides of R have length ` and, thus, the horizontal sides have length f`. Partition R into
four horizontal slabs, each having height `/4, and d4fe vertical slabs, each having width at
most `/4. These slabs partition R into 4d4fe rectangles, each one having sides of length at
most `/4. By the Pigeonhole Principle, one of these rectangles contains at least two points
of R ∩ S. These two points have distance at most √2 · `/4 < `/2.
The proof of the second claim is similar. In this case, we divide the square R into four
squares, each one having sides of length `/2.
Lemmas 3–5 below are based on range trees. Let S be a set of n points in the plane. A
range tree consists of a balanced binary tree T storing the points of S at its leaves, in sorted
order of their x-coordinates. For each node u of T , let Su be the set of points of S that are
stored in u’s subtree. We store with u a pointer to an array Au storing the points of Su, in
sorted order of their y-coordinates. (For a more detailed description, see, e.g., the textbook
by de Berg et al. [7].)
Consider a query rectangle R. Using the technique of fractional cascading, in O(log n)
total time, a sequence u1, u2, . . . , uk of k = O(log n) nodes in T can be computed, together
with indices αi and βi, for i = 1, 2, . . . , k, such that the k subarrays Aui [αi . . . βi] form a
partition of R ∩ S. Thus, by reporting the points stored in these subarrays, we report each
point of the set R∩S exactly once. Also, the size of the set R∩S is equal to∑ki=1(βi−αi+1).
(Again, for more details, refer to de Berg et al. [7].) The following lemma summarizes this
standard application of range trees.
Lemma 3 Let S be a set of n points in the plane. In O(n log n) time, we can construct a
data structure of size O(n log n), such that for any query rectangle R,
1. the elements of the set R ∩ S can be reported in O(log n+ |R ∩ S|) time,
2. the size of the set R ∩ S can be reported in O(log n) time.
Instead of reporting or counting the elements of R∩S, we will also need a data structure
for the case in which the points of S are weighted and we want to report the minimum weight
of any point inside the query rectangle.
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Figure 1: Illustrating the proof of Lemma 5 for c = 5.
Lemma 4 Let S be a set of n weighted points in the plane. In O(n log n) time, we can con-
struct a data structure of size O(n log n), such that for any query rectangle R, the minimum
weight of any point in R ∩ S can be reported in O(log n) time.
Proof. Consider a range tree for S, as described above. For each node u of the tree T , we
use the algorithm of Bender and Farach-Colton [3] to preprocess the array Au in O(|Au|)
time, such that for any subarray, the minimum weight of any point in the subarray can be
reported in O(1) time.
Given a query rectangle R, we compute, in O(log n) total time, the sequence ui, i =
1, 2, . . . , k = O(log n), of nodes in T , and the sequences of indices αi and βi, i = 1, 2, . . . , k.
Then, for each i, we compute the minimum weight of any point in the subarray Aui [αi, βi]
in O(1) time. From this, we obtain the minimum weight of the points in R ∩ S in O(log n)
time.
The following lemma gives the data structure that we will need to find the anchored
squares that were mentioned in Section 1.1.
Lemma 5 Let S be a set of n points in the plane and let c be a constant. In O(n log n)
time, we can construct a data structure of size O(n log n), such that for any query point q
in R2, we can compute, in O(log n) time, the smallest square with bottom-left corner at q
that contains at least c points of S. If such a square does not exist, then the query returns
the infinite square with bottom-left corner at q.
Proof. Let Vq be the vertical line through q, let Hq be the horizontal line through q, and
let Dq be the line through q that makes an angle of pi/4 with the positive x-axis. Let VDq
be the cone consisting of all points in the plane that are to the right of Vq and above Dq.
Let DH q be the cone consisting of all points in the plane that are above Hq and below Dq.
(Refer to Figure 1.)
If we are given the c lowest points of VDq ∩S and the c leftmost points of DH q ∩S, then
we can answer the query in O(c) = O(1) time. Below, we show how a variant of the range
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Figure 2: On the left, the four quadrants of p are shown. On the right, the four out-going
edges of p in Yao(S) are shown.
tree can be used to compute the c lowest points of VDq ∩S in O(log n) time. The c leftmost
points of DH q ∩ S can be computed in a symmetric way.
Consider a range tree for S, as described before. Recall that the balanced binary tree T
stores the points of S at its leaves, in sorted order of their x-coordinates. For each node u
of T , we store the points p = (px, py) of Su in the array Au. Instead of storing these points
in sorted order of their y-coordinates, we store them in sorted order of their values py − px.
Each point p in Au gets the value py as its weight. With each such point p, we also store
the c smallest weights in the suffix of Au that starts at p. (If this suffix has length less than
c, then we store with p all points in the suffix.) The additional information stored with this
array can be computed in time that is proportional to the length of Au, by traversing it in
reverse order. Thus, since c is a constant, the entire data structure has size O(n log n) and
can be constructed in O(n log n) time.
Consider a query point q = (qx, qy). Observe that a point p = (px, py) is in VDq if and
only if px ≥ qx and py − px ≥ qy − qx. Using the query algorithm for range trees, with
query range [qx,∞)× [qy − qx,∞), we compute, in O(log n) total time, the sequence ui, i =
1, 2, . . . , k = O(log n), of nodes in T , and the sequences of indices αi and βi, i = 1, 2, . . . , k.
Observe that each βi is the largest index in the array Aui . For each i, the array entry
Aui [αi] stores the c smallest weights in the suffix of Aui that starts at position αi. Thus, in
O(c log n) = O(log n) additional time, we obtain the c lowest points of VDq ∩ S.
We conclude this section, by recalling the Yao-graph, as introduced in Yao [15]. For any
point p = (px, py) in the plane, define its four quadrants to be the regions (refer to the left
part of Figure 2)
Q1(p) = [px,∞)× [py,∞),
Q2(p) = (−∞, px]× [py,∞),
Q3(p) = (−∞, px]× (−∞, py],
Q4(p) = [px,∞)× (−∞, py].
Let S be a set of n points in the plane. The Yao-graph is the directed graph Yao(S)
with vertex set S, whose edge set is obtained in the following way (refer to the right part of
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Figure 2). For any point p in S and any k = 1, 2, 3, 4 such that Qk(p)∩ (S \ {p}) 6= ∅, let pk
be the point in Qk(p) ∩ (S \ {p}) whose distance to p is minimum. Then, the directed edge
(p, pk) is added to the edge set of Yao(S).
The following result is due to Chang et al. [5]:
Lemma 6 Let S be a set of n points in the plane. The graph Yao(S) can be computed in
O(n log n) time using O(n) space.
We partition the edges of the Yao-graph into four subgraphs, based on the orientation
of these edges: For each k = 1, 2, 3, 4, Yaok(S) denotes the directed graph with vertex set
S that consists of all edges (p, q) in Yao(S) for which the point q is in the quadrant Qk(p).
Each point of S has out-degree zero or one in Yaok(S).
3 The Data Structure for Range Closest Pair Queries
In this section, we will present the proof of Theorem 1. Let S be a set of n points in the
plane. Our data structure consists of the following:
1. DSRC (S): This is the data structure of Lemma 3 that stores the point set S and
supports range reporting and counting queries with rectangles.
2. DS↗(S): This is the data structure of Lemma 5, with c = 5, that stores the point set
S and returns the smallest square whose bottom-left corner is at a query point and
that contains at least 5 points of S .
3. DS↖(S), DS↙(S), DS↘(S): These are the three variants of DS↗(S), where bottom-left
is replaced by bottom-right, top-right, and top-left, respectively.
4. Use Lemma 6 to compute the four directed graphs Yaok(S), for k = 1, 2, 3, 4.
5. For each k = 1, 2, 3, 4, do the following: Let Sk be the set of all points in S that
have out-degree one in the graph Yaok(S). Give each point p in Sk a weight which is
equal to the length of its out-going edge in Yaok(S). Construct the data structure of
Lemma 4 for the weighted point set Sk that reports the minimum weight of any point
of Sk inside a query rectangle. We denote this data structure by DSMW ,k(Sk).
It follows from the results in Section 2 that the total preprocessing time is O(n log n) and
the entire data structure has size O(n log n).
Let R = [ax, bx]× [ay, by] be a query rectangle. Below, we will present the algorithm that
uses our data structure to compute the closest-pair distance in the set R∩S. The algorithm
can easily be extended such that it also reports the actual closest pair.
We assume, without loss of generality, that the horizontal side length of R is at least the
vertical side length. Let ` be the length of the vertical sides of R, and let f be the aspect
ratio of R. Thus, the horizontal sides of R have length f`. Refer to Figure 3.
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Figure 3: The query rectangle R.
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Figure 4: Illustrating the partition of the query rectangle R.
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Before we present the query algorithm, we introduce some notation. Let δ be a real
number with 0 < δ ≤ `/2. We denote by C1, C2, C3, and C4 the squares with sides of
length δ that are anchored at the four corners of the query rectangle R, as indicated in
Figure 4. By drawing horizontal and vertical lines through the horizontal and vertical sides
of these squares, the part of the rectangle R without these four squares is partitioned into
five rectangles. We denote these rectangles by A1, A2, . . . , A5, as indicated in Figure 4. Next
we define the following four rectangles (again, refer to Figure 4):
B1 = C3 ∪ A2 ∪ A3 ∪ A5,
B2 = C4 ∪ A3 ∪ A4 ∪ A5,
B3 = C1 ∪ A1 ∪ A3 ∪ A4,
B4 = C2 ∪ A1 ∪ A2 ∪ A3.
Lemma 7 Let p and q be two points in the plane such that p is to the left of q and |pq| < δ.
1. If q ∈ Q1(p) and p ∈ B1, then q ∈ R.
2. If q ∈ Q1(p) and q ∈ B3, then p ∈ R.
3. If q ∈ Q4(p) and p ∈ B4, then q ∈ R.
4. If q ∈ Q4(p) and q ∈ B2, then p ∈ R.
5. If both p and q are in R and q ∈ Q1(p), then at least one of the following holds: (i)
p ∈ B1, (ii) q ∈ B3, (iii) both p and q are in C2, (iv) both p and q are in C4.
6. If both p and q are in R and q ∈ Q4(p), then at least one of the following holds: (i)
p ∈ B4, (ii) q ∈ B2, (iii) both p and q are in C1, (iv) both p and q are in C3.
Proof. By symmetry, it suffices to prove the first and fifth claims. To prove the first claim,
assume that q ∈ Q1(p) and p ∈ B1. Recall that the square C1 has sides of length δ. Since
|pq| < δ, both the horizontal and vertical distances between p and q are less than δ. This
implies that q is contained in R.
To prove the fifth claim, assume that both p and q are in R and q ∈ Q1(p). If p ∈ B1,
then (i) holds. Assume that p 6∈ B1. Then p ∈ C2 ∪ A1 ∪ C1 ∪ A4 ∪ C4. If p ∈ C2, then
q ∈ C2 ∪ A1 ∪ C1 ⊆ C2 ∪ B3 and, thus, (ii) or (iii) holds. If p ∈ A1, then q ∈ A1 ∪ C1 ⊆ B3
and, thus, (ii) holds. If p ∈ C1, then q ∈ C1 ⊆ B3 and, thus (ii) holds. If p ∈ A4, then
q ∈ A4 ∪ C1 ⊆ B3 and, thus, (ii) holds. Finally, if p ∈ C4, then q ∈ C4 ∪ A4 ∪ C1 ⊆ C4 ∪ B3
and, thus (ii) or (iv) holds.
We are now ready to present the algorithm that computes the closest-pair distance in
R ∩ S:
Step 1: Use the data structure DSRC (S) to compute |R ∩ S|.
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• If |R ∩ S| ≤ 4d4fe, then use the data structure DSRC (S) to compute the elements of
the set R∩ S, and use the algorithm of Lemma 1 to compute the closest-pair distance
in R ∩ S. Return this closest-pair distance and terminate the query algorithm.
• If |R ∩ S| > 4d4fe, proceed with Step 2.
Step 2: Use the data structures DS↗(S), DS↖(S), DS↙(S), and DS↘(S) to compute the
following squares:
1. The smallest square with bottom-left corner at (ax, ay) that contains at least 5 points
of S.
2. The smallest square with bottom-right corner at (bx, ay) that contains at least 5 points
of S.
3. The smallest square with top-right corner at (bx, by) that contains at least 5 points
of S.
4. The smallest square with top-left corner at (ax, by) that contains at least 5 points of S.
Let `′ be the side length of the smallest of these four squares. If `′ > `/2, then let δ = `/2.
Otherwise, let δ = `′. Observe that the value of δ determines the squares Ck and the
rectangles Bk, 1 ≤ k ≤ 4.
Step 3: For each k = 1, 2, 3, 4, do the following: Use the data structure DSMW ,k(Sk) to
compute the minimum weight of any point in Bk∩Sk. If this minimum weight is less than δ,
then let wk be this minimum weight. Otherwise, let wk =∞.
Compute the value δ1 = min{wk : 1 ≤ k ≤ 4}.
Step 4: For each k = 1, 2, 3, 4, do the following: Use the data structure DSRC (S) to compute
the elements of the point set Ck∩S. Then use a brute-force algorithm to compute the closest
pair among these elements. Let w′k denote the closest-pair distance. (In case |Ck ∩ S| ≤ 1,
we have w′k =∞.)
Compute the value δ2 = min{w′k : 1 ≤ k ≤ 4}.
Step 5: Return the minimum value among δ1 and δ2.
Before we prove the correctness of this algorithm, we analyze its running time. By
Lemmas 1 and 3, Step 1 takes O(log n + f log f) time. By Lemma 5, Step 2 takes O(log n)
time, whereas Step 3 takes O(log n) time by Lemma 4. Since each of the squares Ck,
1 ≤ k ≤ 4, contains O(1) points of S, it follows from Lemma 3 that Step 4 takes O(log n)
time. Thus, the overall query time is O(log n+ f log f).
3.1 Correctness of the Query Algorithm
To complete the proof of Theorem 1, it remains to prove the correctness of the query algo-
rithm. If |R∩S| ≤ 4d4fe, then the query algorithm returns the correct closest-pair distance
in the set R ∩ S.
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Assume that |R ∩ S| > 4d4fe. It follows from the first four claims in Lemma 7 that
each finite value wk computed in Step 3 is a distance between two distinct points of R ∩ S.
Since each square Ck is contained in R, the same is true for each finite value w
′
k computed
in Step 4. Thus, the value returned in Step 5 cannot be smaller than CPD(R ∩ S).
By Lemma 2, we have CPD(R ∩ S) < `/2. Consider the value δ that is computed in
Step 2. Then, 0 < δ ≤ `/2 and, again by Lemma 2, we have CPD(R ∩ S) < δ.
Let p, q be the closest pair in the set R∩S and assume, without loss of generality, that p
is to the left of q and q ∈ Q1(p). We will prove that either the value δ1 computed in Step 3
is equal to |pq| or the value δ2 computed in Step 4 is equal to |pq|. By the fifth claim in
Lemma 7, there are four possible cases.
First assume that p ∈ B1. Consider the disk of radius δ that is centered at p. The
quarter of this disk that is inside Q1(p) is completely contained in the rectangle R. Since p, q
is the closest pair in R ∩ S, this quarter disk does not contain any point of S in its interior.
Therefore, (p, q) is an edge in Yao1(S). It follows that the value w1 computed in Step 3 is
equal to |pq|. This, in turn, implies that the value δ1 computed in Step 3 is equal to |pq|.
The second case is when q ∈ B3. By a symmetric argument, (q, p) is an edge in Yao3(S).
Thus, the value w3 computed in Step 3 is equal to |pq|, implying that δ1 = |pq|.
The two remaining cases are when both p and q are in C2 or in C4. In the former case,
the value w′2 computed in Step 4 is equal to |pq|, whereas in the latter case, w′4 = |pq|. In
either case, the value δ2 computed in Step 4 is equal to |pq|. This concludes the correctness
proof of our query algorithm.
4 Concluding Remarks
4.1 Solutions Based on Candidate Pairs
All previous work on the range closest pair problem heavily depends on the notion of a
candidate pair. Let F be a family of regions in the plane. For a given set S of n points in
the plane, a pair p, q of distinct points in S is called a candidate pair with respect to F , if
there exists a region R in F such that p, q is the closest pair in R ∩ S.
For example, Gupta et al. [9] have shown that for the family of quadrants Q1(a), a ∈ R2,
two candidate pairs cannot cross. Thus, the number of candidate pairs for this family is
O(n). For the family of vertical slabs, Sharathkumar and Gupta [11] have shown that the
number of candidate pairs is O(n log n).
Consider the set of all candidate pairs for a given family F of regions. These pairs define
a graph with vertex set S that has one edge for each candidate pair. We give each such edge
a weight which is the Euclidean distance between its two vertices. Then a range closest pair
query for a given region R in F reduces to determining the shortest edge that is completely
contained inside R. Obviously, the amount of space used by this approach is at least the
number of candidate pairs. The following lemma shows that this approach does not lead to
a space-efficient data structure for fat rectangles.
Lemma 8 Let f > 1 be a real number and let Ff be the family consisting of all rectangles
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in the plane having aspect ratio at most f . There exists a set S of n points in the plane, for
which the number of candidate pairs with respect to Ff is Ω(n2).
Proof. Consider a circle centered at the origin. Let a and b be the two intersection points of
this circle with the line y = x. Let Sa be a set of n/2 points on this circle that are very close
to a, and let Sb be a set of n/2 points on this circle that are very close to b. Let S = Sa∪Sb.
For any point p in Sa and any point q in Sb, the rectangle Q with corners p and q has aspect
ratio at most f and does not contain any other point of S. Thus, p, q is a candidate pair.
As a result, for the family Ff , the number of candidate pairs in S is at least (n/2)4.
Next we show that for the family of axes-parallel squares (i.e., the family Ff with f = 1),
the number of candidate pairs is O(n).
Lemma 9 Let F be the family consisting of all axes-parallel squares in the plane, and let S
be a set of n points in the plane. The number of candidate pairs in S with respect to F is
O(n).
Proof. For any integer k ≥ 0, the order -k L∞-Delaunay graph Del(S, k) is the graph
with vertex set S in which any two distinct points p and q form an edge if their exists an
axes-parallel square that has p and q on its boundary and contains at most k points of S in
its interior.
Let p, q be an arbitrary candidate pair and let R be a square such that p, q is the closest
pair in R ∩ S. We first prove that there exists a square R′ in R such that p and q are on
opposite sides of R′.
To prove this claim, let ` be the side length of R. We may assume, without loss of
generality, that q ∈ Q1(p) and the horizontal distance h between p and q is at most their
vertical distance v. We take for R′ any square with sides of length v that contains p on the
bottom side, q on the top side, and that is contained in R.
Obviously, p, q is the closest pair in R′ ∩ S, implying that CPD(R′ ∩ S) ≥ `′, where `′ is
the side length of R′. It then follows from the second claim in Lemma 2 that R′ contains at
most four points of S. Since p and q are two of these points, R′ contains at most two points
of S in its interior. Therefore, pq is an edge in Del(S, 2).
Bose et al. [4, Corollary 12] have shown that the order-k Delaunay graph can be par-
titioned into at most 18k2 graphs, each of which is plane. This implies that the order-k
Delaunay graph has at most O(k2n) edges. Even though they prove this result for the Eu-
clidean metric, their arguments are valid for the L∞-metric as well. Thus, the number of
edges in Del(S, 2) is O(n). This implies that the number of candidate pairs for the family
of squares is O(n).
Lemma 9 implies that the approach based on candidate pairs can be used to obtain a
space-efficient solution for closest-pair queries with squares. The main drawbacks are that
it is not clear how to compute all candidate pairs in O(n log n) time, and how to compute
the shortest candidate pair inside a query square in O(log n) time.
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4.2 Open Problems
The correctness of our query algorithm heavily uses the fact that the closest-pair distance
is less than half of the shortest side length ` of the query rectangle, in case it contains Ω(f)
points. Consider the value `′ that is computed in Step 2 of the query algorithm. If `′ ≤ `/2,
then Step 1 is not necessary, and the query algorithm takes O(log n) time, even if the aspect
ratio of the query rectangle is very large. We leave as an open problem to design a data
structure of size O(n log n) and query time O(log n) that works for any query rectangle.
Also, we leave open the problem of improving the space bound for fat rectangles to O(n).
For the range closest pair problem in Rd, with d ≥ 3, no non-trivial results are known.
In particular, if d = 3, it is not known if queries can be answered in polylogarithmic time
using a data structure whose size is close to linear.
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