Abstract-Low decoding latency and complexity are two important requirements of channel codes used in many applications, like machine-to-machine communications. In this paper, we show how these requirements can be fulfilled by using some special quasi-cyclic low-density parity-check block codes and spatially coupled low-density parity-check convolutional codes that we denote as compact. They are defined by parity-check matrices designed according to a recent approach based on sequentially multiplied columns. This method allows obtaining codes with girth up to 12. Many numerical examples of practical codes are provided.
I. INTRODUCTION
Fast and reliable transmissions of short packets are a prerequisite for many modern applications, like machineto-machine (M2M) communications [1] . Channel coding is commonly used for transmission reliability; however, constrained resources enforce the use of codes that can be encoded and decoded with low complexity [2] . At the same time, achieving low latency is crucial in this kind of applications, due to their real-time requirements.
Quasi-cyclic low-density parity-check (QC-LDPC) block codes fit well this scenario, as they can be encoded and decoded with low-complexity, hardwareoriented techniques [3] , [4] . Iterative algorithms used for their decoding are adversely affected by the presence of short cycles in their associated Tanner graphs. Therefore, the minimum cycle length, also known as girth (and denoted by g afterwards), should be kept as large as possible. QC-LDPC block codes are also the basis for the design of spatially coupled low-density paritycheck convolutional codes (SC-LDPC-CCs). Due to their infinite length, SC-LDPC-CCs may seem unsuitable for resource-constrained contexts. However, sliding window (SW) decoding [5] , [6] of SC-LDPC-CCs with short constraint length can be performed over short windows, thus resulting in very good performance, often better than that of their block code counterparts.
Motivated by these arguments, in this paper we provide design examples and assess the performance of either QC-LDPC block codes with smaller blocklength or SC-LDPC-CCs with smaller constraint length than those with comparable girth available in the literature. These codes are designed according to the approach we have recently introduced in [7] , and are denoted as compact codes to encompass block and convolutional LDPC codes with these features in one word.
The method in [7] is based on sequentially multiplied columns (SMCs) and, to the best of our knowledge, produces the most compact QC-LDPC block codes and SC-LDPC-CCs with g = 10, 12 currently available in the literature. However, in [7] a single design example is proposed. Here we design several codes with different rates and girth, and generalize the approach to the cases of g = 6, 8. Moreover, we relate the blocklength (for QC-LDPC block codes) and the constraint length (for SC-LDPC-CCs) of these codes to the latency and complexity of the decoding algorithms. Many theoretical lower bounds on the blocklength (constraint length) of QC-LDPC block codes (SC-LDPC-CCs) for several values of the girth have been proposed (see, for example, [8] - [11] for QC-LDPC block codes and [12] for SC-LDPC-CCs). Compared with numerical results, these bounds are tight when g = 6, 8, but provide a loose indication when g = 10, 12. For this reason, we focus on the latter cases, quantifying the improvement achieved by the newly designed codes over previous solutions.
The remainder of the paper is organized as follows. In Section II we briefly remind the basic notions concerning QC-LDPC block codes and SC-LDPC-CCs. In Section III we recall the SMC assumption. In Section IV we discuss the latency and complexity of the considered decoding algorithms. Section V provides numerical results. Finally, Section VI concludes the paper.
II. NOTATION

A. CPM-based QC-LDPC block codes
We consider a special class of QC-LDPC block codes defined through a parity-check matrix formed by m × n circulant permutation matrices (CPMs) with size N ×N , where N is known as the lifting degree of the code. Each CPM is denoted as I(p ij ), 0 ≤ i ≤ m−1, 0 ≤ j ≤ n−1, and is obtained by cyclically shifting all the rows of the identity matrix by p ij positions, with 0 ≤ p ij ≤ N − 1. The code length is L = nN . QC-LDPC block codes can be equivalently represented through their exponent matrix P, whose entries are the integer values p ij .
It is shown in [13] that a necessary and sufficient condition for the existence of a cycle with length 2k in the Tanner graph of a QC-LDPC block code is
where
Based on (1), let us introduce avoidable and strictly avoidable cycles for CPM-based QC-LDPC block codes. The former occur when
For the latter instead we have
B. SC-LDPC-CCs
Besides QC-LDPC block codes, we consider timeinvariant SC-LDPC-CCs, which are defined through a semi-infinite parity-check matrix in the form
where each block H i , i = 0, 1, 2, . . . , m h , is a binary matrix with size c × a. The syndrome former matrix is
, where T denotes transposition; its size is a × (m h + 1)c. According to (2) , the code has asymptotic rate R = a−c a . The height of the non-zero diagonal band in (2) instead gives the syndrome former memory order m h , and the code syndrome former constraint length is defined as v s = (m h + 1)a.
C. Link between QC-LDPC block codes and SC-LDPCCCs
A common representation of the syndrome former matrix H s of an SC-LDPC-CC has polynomials in F 2 [x] as its entries, where
is the ring of polynomials with coefficients in the Galois field F 2 . In this case, the code is described by a c × a symbolic matrix
. The code representation based on H s can be converted into that based on H(x) by using the following expression
where h
is the (i, j)-th entry of the matrix H m , the latter being the transpose of the m-th block of H s .
We focus on codes described by a symbolic paritycheck matrix containing only polynomials with unitary weight, also known as monomial codes. In this case, H(x) can be described through an exponent matrix in the form
where p i,j is the exponent of the (only) non-null term in h i,j (x). The syndrome former memory order m h is the largest difference, in absolute value, between any two elements of P.
III. CODE DESIGN VIA SCM
In this section we recall the basic assumptions of the design method proposed in [7] . The design of the paritycheck matrix of a QC-LDPC block code with lifting degree N starts from an exponent matrix having the following form (SMC assumption)
with m, n, N ∈ N, m < n ≤ N , and 0 and P 1 being column vectors with m entries in {0, . . . , N − 1}. The vector 0 is filled with all zero entries, while the entries of the vector P 1 are chosen as follows: the first entry is zero, the second entry is one and the other entries are chosen in {2, . . . , N −1} in increasing order. Then, the subsequent vectors have the form γ j ⊗ P 1 (j = 2, . . . , n − 1), where ⊗ denotes multiplication mod N , and are computed from P 1 through sequential multiplications by the coefficients γ j ∈ {2, . . . , N − 1} such that γ j < γ j+1 . The following proposition holds, which generalizes [7, Proposition 1]. Proposition 1. Let P SMC m×n be the exponent matrix of a QC-LDPC block code C as defined in (6) . Suppose that the Tanner graph associated to the submatrix 0 P 1 contains no strictly avoidable cycles of length up to λ, λ ∈ {4, . . . , 10}. Then, the Tanner graph of C has no strictly avoidable cycle of length up to λ for sufficiently large N and a proper choice of γ j 's.
Proof: Similar to the proof of [7, Proposition 1] and omitted here for saving space.
The pseudocode for the algorithm that finds the smallest possible γ j , j = 2, . . . , n − 1, leading to the desired girth can be found in [7, Algorithm 1] .
IV. DECODING LATENCY AND COMPLEXITY
In this section we discuss the latency and complexity of the considered decoding algorithms.
A. QC-LDPC block codes
QC-LDPC block codes can be efficiently decoded by means of belief propagation (BP) algorithms. These algorithms must be executed over the whole length of the codeword, that is, L. So, the decoding latency, expressed as the number of bits that must be awaited before the decoding process starts, is
The per-output-bit decoding complexity can be measured as the number of binary operations required per decoding instance per output bit. We refer to the implementation of the BP decoder proposed in [14] and define the average per-output-bit decoding complexity as
where I avg is the average number of decoding iterations and f (x, R) = [8(8x + 12R − 11) + x]. Notice that Λ BP benefits from a reduction in the code blocklength, whereas the per-output-bit complexity does not depend on L.
B. SC-LDPC convolutional codes
SW iterative algorithms perform BP over a window including W blocks of a bits each, and then let this window slide forward by a bits before starting over again. For each decoding window position, the SW decoder gives the first a decoded bits as output, before letting the window shift forward by a bits. To ensure that the performance loss due to the non-infinite size of the sliding window is negligible, the number of blocks has to be W = α(m h + 1), with α ≥ 5. By using this value of W , we can express the decoding latency (Λ SW ) and average per-output-bit complexity (Γ SW ) of a SW decoder as
Note that SC-LDPC-CCs characterized by small values of m h can be decoded with small window sizes. According to (9) , this results in a reduction of both the decoding latency and per-output-bit complexity.
V. NUMERICAL RESULTS
By applying the method proposed in [7] , we have designed several codes with girth g = 10, 12. The values of N and m h obtained for these codes are often significantly smaller than those of other codes with the same rate and girth reported in the literature. In particular, we have considered m = 3, 4 and n = 4, . . . , 12 for the QC-LDPC block codes, and c = 3, 4 and a = 4, . . . , 12 for the SC-LDPC-CCs. This choice derives from the fact that codes with m = 1, 2 (c = 1, 2) entail undesirable properties which yield a very poor performance, whereas codes with m > 4 (c > 4) usually exhibit degraded waterfall performance and yield large decoding complexity. We have compared the obtained values of N and m h with those available in the literature. To the best of our knowledge, the design approaches that have produced till now the codes with minimum values of N and m h are those reported in [9] , [11] , [12] , [15] , [16] .
The exponent matrices of the newly designed codes are reported in Tables I to VIII. The lifting degree (syndrome former memory order) of the most compact existing codes is given between square brackets. The first 
A. Latency and complexity performance
We denote the smallest lifting degree and syndrome former memory order found through the considered approach asÑ andm h , respectively. The corresponding minimum values obtained through previous approaches are instead denoted as N * and m * h , respectively. According to (7), we can compute the ratio of the decoding latency of the newly designed QC-LDPC block codes over that of previous QC-LDPC block codes as
Similarly, starting from (9), we can compute the ratio of the decoding latency and per-output-bit complexity achieved by the newly designed SC-LDPC-CCs over classical SC-LDPC-CCs as
The smaller the values of Θ N and Θ m h , the larger the improvement over classical codes. The smallest values of Θ N and Θ m h we have obtained in our examples are 0.47 and 0.23, respectively.
B. Error rate performance
In this section we assess the performance of the new codes in terms of bit error rate (BER) and block error rate (BLER) through Monte Carlo simulations of binary phase shift keying modulated transmissions. We consider an SC-LDPC-CC designed according to [7] (noted as C 1 ) under full-size BP decoding and SW decoding with different window sizes. Notice that the BLER refers to the block of a target symbols decoded within each decoding window. The maximum number of decoding iterations is 100, and the actual number of iterations is equal to the maximum for SW decoding (which does not use any stopping criteria based on parity-checks). We also consider an SC-LDPC-CC (noted as C 2 ) with the same code rate and girth as C 1 , obtained by unwrapping a QC-LDPC block code designed following [16] . The parameters of the two codes and the value of Θ m h are shown in Table IX . Their performance is shown in Figure  1 . We notice that C 1 and C 2 have almost coincident performance when W → ∞. However, when the window size is relatively small, C 1 outperforms C 2 . This happens because the small window sizes imply α < 5 for C 2 , thus degrading performance, according to the discussion in Section IV-B. The code C 1 , instead, has a value of v s which is about twice as small as that of C 2 , yielding values of α that are about twice as big as those of C 2 , and this results in a better performance under SW decoding. For completeness, let us consider the codes in Table  VII with rate R = a−3 a , for a = 6, 7, 8, denoted as C a , and assess the performance loss ∆ dB in which they incur at BER = 10 −4 , under full-size BP decoding, with respect to the most compact codes in the literature, noted as C * . The results are reported in Table X , from which we observe that the price paid in terms of ∆ dB for the corresponding benefit in terms of Θ m h is very small.
VI. CONCLUSION
Compact QC-LDPC block codes and SC-LDPC-CCs designed through a novel approach based on SMCs allow achieving reduced decoding latency and per-output-bit decoding complexity, while exhibiting comparable error rate performance with respect to previous solutions.
