1. Introduction. Our goal in this paper is to study frequency polygon as a density estimator for random variables which show spatial interaction. We sense a practical need for nonparametric spatial estimation for situations in which parametric families cannot be adopted with confidence. The frequency polygon is constructed by connecting with straight lines the mid-bin values of a histogram. So, the computational effort in constructing the frequency polygon is about equivalent to the histogram. 1/2 . We will write n instead of n when N = 1. For two finite sets of sites S and S , the Borel fields B(S) = B(X n , n ∈ S) and B(S ) = B(X n , n ∈ S ) are the σ-fields generated by the random variables X n with n ranging over S and S respectively. Denote the Euclidean distance between S and S by dist (S, S ). We will assume that X n satisfies the following mixing condition: there exists a function ϕ(t) ↓ 0 as t → ∞, such that whenever S, S ⊂ Z N , (
1.1) α(B(S), B(S )) = sup{|P (AB) − P (A)P (B)|, A ∈ B(S), B ∈ B(S )} ≤ h(Card(S), Card(S ))ϕ(dist (S, S )),
where Card(S) denotes the cardinality of S. Here h is a symmetric positive function nondecreasing in each variable. Throughout the paper, assume that h satisfies either (1.2) and (1.3) are the same as the mixing conditions used by Neaderhouser (1980) and 1 Takahata (1983) respectively and are weaker than the uniform mixing condition used by Nahapetian (1980) . They are satisfied by many spatial models. Examples can be found in Neaderhouser (1980) , Rosenblatt (1985) and Guyon (1987) . For relevant works on random fields, see e.g. Neaderhouser (1980) , Bolthausen (1982) , Guyon and Richardson (1984) , Guyon (1987) , Nahapetian (1987) , Tran (1990) , Tran and Yakowitz (1993) , Carbon, Hallin and Tran (1996) , Carbon, Tran and Wu (1997) , Francq, C. and Tran, L.T.(2002) , Carbon, Francq and Tran (2007) .
Denote by I n a rectangular region defined by
Assume that we observe {X n } on I n .
Suppose X n takes values in R and has a uniformly continuous density f with a bounded derivative. We write n → ∞ if
All limits are taken as n → ∞ unless indicated otherwise.
For background material on frequency polygons, see Scott (1985 and 1992) . For rates of convergence of frequency polygons, see Carbon (2006) .
Our paper is organized as follows: Section 2 provides some preliminaries and background material. In Section 3, we give the expression of the asymptotic variance of f n , and in section 4, we prove the asymptotic normality of f n , with application to confidence interval.
We use x to denote a fixed point of R. The integer part of a number a is denoted by [a] . The letter C will be used to denote constants whose values are unimportant. The letter D denotes an arbitrary compact set in R. . The frequency polygon f n (x) is given by (2.1)
We assume that b tends to zero as n → ∞. Define
Then,
, where u and v are real-valued measurable functions.
Lemma 2.1. Suppose that |u| ≤ C 1 and |v| ≤ C 2 where C 1 and C 2 are constants. Then 
One or both of r and s can be taken to be ∞ for bounded random variables. For the proof of the Davydov inequality in Lemma 2.2, see Davydov (1970) , Deo (1973) , Hall and Heyde (1980) or Tran(1990) .
, Lemma 2.2 leads to the following result: if E|U | 2/γ < +∞ and E|V | 2/γ < +∞, then
Taking U = Y i,k and V = Y j,k , and using the mean-value theorem we have
The proof of (i) thus follows.
(ii) The proof can be handled in the same way. Note that ξ k is independent of i and j.
Denote the conditional density of X j given X i by f j|i for simplicity.
Example. In the case N = 1, let X t be a stationary autoregressive process of order 1, for example, X t = θX t−1 + e t where |θ| < 1. Assume the e t 's are i.i.d. random variables and each e t has a standard Cauchy density. Then
where Z is a Cauchy r.v. independent of X i (see Example 2.1 in Tran (1989) ) with characteristic function
The conditional density of X j given X i is equal to
A Cauchy density symmetric about zero takes on its maximum value at zero. Thus we can take
.
If e t is assumed to be N (0, σ 2 ) distributed, instead of Cauchy distributed, then one can
Proof. Since f is uniformly continuous and integrable,
By Assumption 1,
where M can be taken to be 2 max{M 1 , f }. The lemma follows by the mean-value theorem.
For convenience, we define
Lemma 2.4. The variance of the frequency polygon f n (x) defined in (2.1) is given by
Proof. From the expression of the frequency polygon (2.1),
Clearly,
We get also
Then (2.3) follows.
3. Asymptotic variance of f n . 
Proof. By Corollary 2.1 and Lemma 2.3, we have
with γ and ε being small positive numbers such that β
into two separate summations A 1 and A 2 over sites S 1 and S 2 .
Now, using (3.2), we have the following upper bound
Using (3.2), we have successively
Using the majorization of A 2 and (3.3), and noting that b
Using the same arguments, it can be shown thatn b
Lemma 3.2. Let x be a point of the interval
Proof. Taylor expansion give
and
where
So we have the following majorizations (for i = 0, 1)
As b → 0, using (3.6) and (3.7), we easily obtain the result. 
Proof. Using (2.3), lemmas 3.1 and 3.2, we obtain (3.8)
4. Asymptotic normality of f n . 
, suppose the following conditions hold :
(i) The bandwidth b n tends to zero in a manner such thatnb
(ii) There exists a sequence of positive integers q = q n → +∞ with q = o(nb
(iii) b n tends to zero in such a manner thatn
For a point x of the interval
Proof. It will done in three steps.
Step
It's easy to see that
β < +∞, using theorem 3.1, we have
By (i) and (ii), there exists a sequence of positive integers (s n ) tending to infinity in a manner such that
) .
which tends to zero as n → +∞ .
Thus q < Cp .
Multiplying s n by a constant if necessary, it can be assumed without loss of generality that q < p .
Assume for some integers r 1 , · · · , r N , we have n 1 = r 1 (p + q), · · · , n N = r N (p + q), and note
The r.v.'s (Z i,k 0 − EZ i,k 0 ) are now set into large blocks and small blocks. Let
and so on. Note that
Note that T (n, x, 1) is the sum of the random variables (Z i,k 0 − EZ i,k 0 ) in large blocks.
The T (n, x, i), 2 ≤ i ≤ 2N are sums of random variables in small blocks.
If it is not the case that n 1 = r 1 (p + q), · · · , n N = r N (p + q) for some integers r 1 , · · · , r N , then a term, say, T (n, x, 2 N +1), containing all the (Z i,k 0 −EZ i,k 0 ) at the ends not included in big or small blocks can be added. This term will not change the proof.
In this step, we have decomposed S n (x) − E(S n (x)) in two terms
Step 2. We will prove here that lim
For simplicity, we take i = 2. For each j ∈ L r n , define
Distinct sets of sites I(2, n, x, j) for j = j are far apart by a distance of at least q.
We have
The r.v.'s U (2, n, x, j) for j ∈ L r n have the same law and
Using Taylor expansion as in Lemma 3.2, we have
because b n −→ 0 as n → +∞ , and f is bounded.
Similarly, we have for δ > 0
Then, using Lemma 2.2 with s = r = 2 + δ
s n , we have
≤ Cs n q(nb
. From (4.2), we immediatly have lim
, we have
Thus (ii) implies that lim
n→+∞ Λ 2 = 0.
Step 3. We will prove that A n = T (n, x, 1) is such that
For each j ∈ L r n , define
Enumerate the r.v.'s U (1, n, x, j) in an arbitrary manner and refer to them as
Using Lemma 1.3 in Carbon and al (97) , there existsṼ 1 , · · · ,Ṽr, independent random variables, independent of V 1 , · · · , Vr with the same law verifyinĝ
Now we have
Using similar arguments as in step 2, we have
. From (ii), thus we have We establish now that the r.v.'sṼ i satisfy the Lindeberg-Feller condition, that is, for each
For each i = 1, · · · ,r, we have
We also have,
n j sufficiently large, that is possible because lim
We obtain thatr
has a standard normal distribution as n → +∞ .
We just now have to prove that
Using Markov inequality, we have
, and using (iii) the last term tends to zero. Sô
where o P (1) is a r.v. going to zero in probability. Finally, we obtain that
has a standard normal distribution as n → +∞ , and
(f n (x) − Ef n (x)) has a normal distribution N (0, σ 2 (x)) as n → +∞ . has a standard normal distribution as n → +∞.
Proof. Using a Taylor expansion, there exists ξ 0 ∈ J k 0 such that
and there exists ξ 1 ∈ J k 1 such that
For x ∈ J k 0 , we also have
Then, using the two preceding equations, the bias is
So we have
We conclude using the theorem 4.1.
Remark 4.1. The conditionnb 5 n → 0 is approximately the optimal bin width we have found for the mean quadratic convergence (see Carbon (2006) for example).
With the theorem 4.1 or the corollary 4.1, we can't directly obtain confidence interval for the density f (x), because σ(x) is depending on f (x). Obviously, we can estimate σ 
