Frequency-dependent third-order conductivity spectra σ 3 (ν) of various ion conducting glasses and glass ceramics were obtained by applying sinusoidal electric fields with high amplitudes and by analysing the resulting higher-harmonic currents. In the DC conductivity regime, the third-order conductivity σ 3, dc was found to be positive for all materials and at all temperatures. From the ratio of the third-order conductivity to the low-field conductivity, σ 3, dc /σ 1, dc , apparent jump distances were calculated. These apparent jump distances are much larger than jump distances between neighbouring sites in the glasses and decrease with increasing temperature. In (Li 2 O) 1−x · (Na 2 O) x · Al 2 O 3 · (SiO 2 ) 4 glasses, the mixed alkali effect leads to a minimum in the apparent jump distance, while partial crystallisation of Li 2 O · Al 2 O 3 · (SiO 2 ) 2 glasses leads to an increase of the apparent jump distance. In the dispersive regime, the third-order conductivity σ 3 (ν) of all glasses and glass ceramics is negative and exhibits an approximate power-law dependence, however with a larger exponent than the dispersive low-field conductivity σ 1 (ν). For a given material, the third-order conductivity spectra σ 3 (ν) obey the time-temperature superposition principle and can be superimposed by using the Summerfield scaling. Remarkably, the shift between the σ 3 (ν) master curves of different materials is much stronger than the shift between the σ 1 (ν) master curves. In order to rationalize this effect, we calculate the nonlinear dispersive hopping conductivity in a double minimum potential approximation.
Introduction
Solid ionic conductors are an important class of materials and have been used in the form of thin films in different electrochemical devices, such as microbatteries, fuel cells and electrochromic windows [1] [2] [3] [4] [5] [6] . Thin films combine a reduced mechanical stiffness, important for improved processibility, with reduced electrical resistance, important for improved power output of the device. In thin films, the application of even small voltages generates large electric fields, which in turn lead to nonlinear ion transport.
Electronically conducting glass films can also exhibit nonlinear electrical properties. For instance, phase change materials, such as chalcogenide glasses, are being used as non-volatile memory devices [7] . In these materials, local heating induced by an electric field transforms the highly resistive amorphous material into a low-resistive crystalline state.
Generally, the ionic conductivity of solid electrolytes increases with increasing electric field strength [8] [9] [10] . Thus, for both basic science and application purposes, a better understanding of the processes governing nonlinear ionic conductivity is highly desirable. From an application point of view, the nonlinearity of the ion conductivity leads to a film resistance which is lower than expected from the linear ion conductivity. From a basic science point of view, the field dependence contains valuable information about the fundamental mechanism of the ion transport in solids and the nature of the potential landscape of the mobile ions [11] [12] [13] .
Among the different classes of electrolytes, alkali ion conducting glasses exhibit a high electrochemical stability and a transference number of unity for the alkali ion conduction. These advantages allow the usage of glassy electrolyte films with thicknesses in the sub-micron range in lithium microbatteries [14] . Since lithium batteries can supply a voltage up to 5 V, the electric field in a 100 nm film would be as high as 500 kV/cm, which is clearly beyond the linear ion transport regime.
In the 1950s to 1980s, a number of nonlinear dc conductivity studies have been carried out on different ion conducting glasses [8] [9] [10] . In these studies, dc electric fields, E dc , were applied, and the resulting dc current densities, j dc , were determined. Generally it was found that the current density increases with the field in a superlinear fashion. However, applying dc electric fields has two main drawbacks: Firstly, it is difficult to determine the influence of charge transfer resistances at the electrolyte/electrode interfaces on the measured currents. Secondly, little information is obtained about Joule heating effects. Fundamentally, it is important to differentiate between Joule heating effects and an intrinsic field dependence of the ion transport. This is more directly achievable by using ac electric fields.
In the weak nonlinear regime, the dependence of the current density j(E) on the electrical field E can be described by the following power series:
At sufficiently low fields, contributions of the second and higher terms on the right hand side are negligible. Thus, σ 1 denotes the low-field conductivity, whereas σ 3 , σ 5 etc. are higher-order conductivity coefficients. We note that for isotropic materials, j(E) is an odd function, leading exclusively to odd terms in Eq. (1). In dc experiments it was found that the effective conductivity σ eff = j/E increases with the field [8, 15, 16] . The question arising is whether the increase is due to Joule heating effects or due to intrinsic field-dependent transport effects. Based on Eq. (1), application of a sinusoidal field E = E 0 sin (2πνt) will give rise to the following expression for the current density being in phase with the electric field, j :
An equivalent equation can be derived for the current density being out of phase with the field, j [17] . On the basis of Eq. (2), one can see that an intrinsic field dependence of the ionic conductivity leads to higher harmonic contributions to the current density. Joule heating increases the low-field conductivity σ 1 (ν) and produces also higher harmonic currents at 3ν. However, these 3ν currents are proportional to (E 0 ) 2 [18] , so that they can be clearly distinguished from the higher harmonic current term in Eq. (2). Consequently, the higher harmonic currents can be directly used to obtain the higher-order conductivity coefficients σ 3 
A first step to interpret nonlinear conductivity spectra is to consider a simple regular hopping model with a distance a between adjacent sites. For this model, the dependence of the dc current density j dc on the dc electric field E dc is given by [19] :
Here, q denotes the charge of the mobile ions, while k B and T are Boltzmann's constant and the temperature, respectively. A Taylor expansion of Eq. (3) leads to
This implies that within the framework of this model it is possible to obtain the jump distance from the ratio of the third-order conductivity to the low-field conductivity. However, real ionic conductors are more complex, exhibiting a distribution of jump distances, site energies and potential barriers. In this case, one can define an apparent jump distance a app via:
Thus, the apparent jump distance is a phenomenological quantity, which is not expected to be identical to the distances between neighbouring sites in real ionic conductors. Indeed, nonlinear dc conductivity measurements on different ion conducting glasses and polymers yielded values for a app in the range of 15-50 Å [20] [21] [22] , i.e. much larger values than found in molecular dynamics simulations for the nearest-neighbour hopping distances (typically 1.5-3 Å [23] ).
In this paper, we extract the third-order dc conductivities of various glasses and glass ceramics from their third-order spectra σ 3 (ν), and we analyse the temperature and composition dependence of the apparent jump distance a app . Moreover, we consider in detail the dispersive part of the σ 3 (ν) spectra and draw comparisons to the dispersive part of the low-field spectra σ 1 (ν).
In the literature, σ 1 (ν) spectra have been analysed using different formalisms. In the dc regime and over the first decades of the dispersive regime, a Jonscher power law is a reasonable approximation [24, 25] :
Here, ν * 1 denotes a characteristic frequency, while the exponent p 1 is often in a range between 0.6 and 0.7. The dc conductivity reflects long-range diffusion of the ions, while the dispersive conductivity at higher frequencies reflects short-time subdiffusive motions of the ions [25, 26] .
Furthermore, it was found that the low-field conductivity spectra of many solid electrolytes obey the time-temperature superposition principle. For a given material, the σ 1 (ν) spectra obtained at different temperatures can be superimposed by using the Summerfield scaling [25] [26] [27] [28] . In this scaling formalism, σ 1 (ν)/σ 1, dc is plotted vs. ν/ σ 1, dc T . Superposition of the spectra indicates that the ion transport mechanism is independent of temperature. In particular, the applicability of Summerfield scaling implies that the mean square displacement of the ion at the crossover from subdiffusive to diffusive dynamics, r 2 cr
is independent of temperature [25, 26] . On the other hand, r 2 cr does depend on the composition of the ion conductor. For instance, in the case of x Na 2 O·(1 − x) GeO 2 glasses it was found that the rms displacement r 2 cr decreases from about 10 Å to about 0.6 Å when the sodium oxide content x was increased from 0.005 to 0.4 [26] . This huge difference in the spatial extent of the subdiffusive ion dynamics points to huge differences in the potential landscape of the mobile ions.
In this paper, we test the applicability of the Jonscher power law and of the Summerfield scaling to the third-order conductivity spectra σ 3 (ν) of various glasses and glass ceramics. We show that a modified version of the Jonscher power law can be used to fit the σ 3 (ν) spectra of single alkali glasses, while it results in poor fits for mixed alkali glasses and partially crystallised glasses. For a given glass or glass ceramic, the Summerfield scaling can be used to super-impose the σ 3 (ν) isotherms. Remarkably, the σ 3 (ν) master curves of different materials exhibit a strong shift with respect to each other on the scaled frequency axis. These shifts are much stronger than the shifts observed between the σ 1 (ν) master curves of the same materials. In order to rationalize this effect, we calculate the nonlinear dispersive conductivity due to ion hopping in a double-well potential approximation.
Experimental
For the nonlinear conductivity measurements, the following alkali aluminosilicates and sodium germanates were prepared: 4 glasses with x = 0.1, 0.2 and 0.5 (LNASx); Li 2 O·Al 2 O 3 ·(SiO 2 ) 2 glass and glass ceramics with 6% and 13% crystallinity (LAS, amorphous, "am", and x% crystallinity) and (Na 2 O) x ·(GeO 2 ) 1−x glasses (NGx, with x = 0.15, 0.25 and 0.30). For the chemical formulas, the compositional parameter x is given in the range from 0 and 1, whereas for the abbreviations, x was multiplied by 100. The glasses were prepared by the melt quenching technique as described elsewhere [13] . Crystallisation of the LAS samples was carried out according to Ref. [29] .
The glass samples were cut into slices with an Accutom 5 (Struers). The desired thickness of the samples was achieved by lapping with a PM5 (Logitech). This way, thicknesses ranging from 80 μm to 200 μm were obtained.
For the sample holder, several requirements have to be met. The materials holding the sample must exhibit a high electrical resistance, also at high voltages. The electrodes should be non-blocking and should have an electrical resistance many orders of magnitudes lower than the glass sample, so that the applied voltage drops exclusively in the sample. This can be achieved with the sample holder shown in Fig. 1 , which consists of a quartz glass tube (conductivity < 10 16 S/cm) in a quartz glass container. The sample is attached to the tube using a high-voltage resistant Araldite glue (Huntsman). Both the container and tube are filled with a saturated salt solution, which acts as a nonblocking electrode. The salt and solvent used depend on the temperature range covered in the experiment. At low temperatures, sodium or lithium nitrate dissolved in a mixture of propylene carbonate and propylene glycol was employed, whereas for high temperatures, sodium chloride was dissolved in dry glycerol. Contact with the high-voltage measurement system was achieved with platinum wires dipping into the salt solution.
Impedance measurements were carried out with a Novocontrol Alpha-AK high performance impedance analyser equipped with a high voltage booster and a high-voltage interface. With the high voltage booster, ac voltages with a maximum amplitude of 2000 V (1414 V rms) can be applied. In Fig. 2 we show the principle setup of the high voltage system HVB4000. The alpha analyser internally generates an ac voltage in the range of 0 V to 1.92 peak voltage which is routed to the GEN socket of the HVB, increased by a factor of 1.05, and then routed to the Trek 623 V input socket. After amplification by a factor of 1000, the high voltage signal is transferred back to the HVB 4000 via a 750 kΩ resistance which limits the maximum current to about 4 mA. The signal passes an internal high voltage activation safety switch. The signal is then split and relayed both to the sample and a voltage divider, where the signal is reduced by a factor of 1000 and transmitted back to the alpha input voltage channel V1. The current response of the sample is sensed by the HVB 4000 current-in socket, converted into a voltage and transmitted to the alpha input voltage channel V2.
The sample temperature was controlled by the Novocontrol Quatro cryosystem.
Results and discussion

Third-order conductivity spectra
For obtaining third-order conductivity spectra, we consider the current density at 3ν in Eq. (2) . Rearranging the relevant terms yields:
Thus, plotting the data as a graph of −4 j (3ν)/E 0 vs. E 2 0 gives either rise to a straight line or, if the influence of the fifth-order term 5 4 σ 5 (3ν) (E 0 ) 4 term is Fig. 2 . Schematic of the Novocontrol Alpha-AK high performance impedance analyser in combination with the HVB4000 and Trek 623b high voltage amplifier [31] .
not negligible, a curved line. In the latter case, we derive σ 3 (ν) from the linear coefficient of a second-order fit.
In Fig. 3 , we show typical isotherms of the low-field conductivity σ 1 (ν) and of the third-order conductivity σ 3 (ν) for the LNAS20 glass. Both spectra are characterised by a dc conductivity plateau regime at low frequencies and a dispersive regime at higher frequencies.
Apparent jump distances
In Fig. 4 we show typical Nyquist plots of the complex impedance coefficientŝ Z 1 (ν) andẐ 3 (3ν) of the LNAS0 glass sample [17] , withẐ 1 (ν) = 1/Ŷ 1 (ν) and 
, respectively. The complex admittances themselves are related to the complex conductivity coefficients via [17] :
where A and d are the surface area and the thickness of the sample, respectively. The low-field impedance plot exhibits the usual semicircle in one quadrant of the complex plane, characteristic for ion transport in the bulk. The thirdorder impedance plot, on the other hand, covers three quadrants. Thus,Ẑ 3 (3ν) exhibits two changes in sign. At higher frequencies, there is a change in the sign of the real part, Z 3 (3ν), which reflects the change in sign of σ 3 (ν) as shown in Fig. 3 . This feature will be discussed in Sect. 3.3. At lower frequencies, the imaginary part Z 3 (3ν) changes its sign, reflecting a crossover from bulk ion transport to ion blocking effects at the solid/liquid interface [17] . The value of the real part Z 3 (3ν) at this low-frequency crossover was taken as dc value Z 3, dc and was used for calculating σ 3, dc .
Apparent jump distances for the various glasses were then derived using Eq. (5). In Figs. 5-7, we show results for the sodium germanate glasses, the mixed lithium-sodium aluminosilicate glasses and for the partially crystallised aluminosilicate glasses. All glasses and glass ceramics studied here show a decrease of the apparent jump distances with increasing temperature. We note that in a recent publication, we described a distinct feature of the apparent jump distances of a NG15 glass [12] , namely an increase of a app with increasing temperature. However, this finding could not be confirmed on application of more stringent experimental conditions, in particular a reduced water content of the liquid electrolyte. Thus, the feature described in Ref. [12] was most likely due to a slow dissolution of the glass sample by the attack of water being present in the hygroscopic glycerol.
As shown in Fig. 5 , the apparent jump distances of the NGx glasses do not show a clear compositional trend. In the temperature range of the experiments, the NG30 glass exhibits the highest a app values, while the NG15 shows the steepest decline of a app with increasing temperature.
Although considerable progress has recently been made in the theoretical understanding of the mixed alkali effects in glasses [32, 33] , the origin of the effect still eludes full explanation. The mixed alkali effect manifests, for instance, as a strong drop of the low-field dc conductivity, when one type of alkali ion is partially replaced by a dissimilar type of alkali ion, while keeping the total alkali content constant [34] . Here, we show results for the apparent jump distances in an aluminosilicate glass system with varying contents of lithium and sodium oxide, see Fig. 6 . We find that replacing a small amount of lithium by sodium has little influence. However, in the 1 : 1 mixture, the a app values are considerably lower than in the pure single alkali glasses. Thus, the mixed alkali effect manifests in a drop of the apparent jump distance.
Up to a degree of crystallisation of 43%, partial crystallisation of the LAS glass leads to an increase of the conductivity of the sample, followed by a decrease in conductivity [35] . It is believed that the increase is due to the existence of fast ion conduction pathways at the interface between the amorphous and the crystalline phase. The question is whether this has an effect on a app . Figure 7 demonstrates that this is indeed the case. Partial crystallisation of the glass by 6% and 13% leads to a significant increase of the apparent jump distance.
As already mentioned, the apparent jump distance is a phenomenological quantity which cannot, in a simple fashion, be related to length scales of the ion transport, such as hopping distances between neighbouring sites. In the past few years, considerable progress has been made in the theoretical description of nonlinear ion transport in disordered materials [12, 36, 37] . In this context, we point to the theoretical article by Friedrich, Heuer and coworkers in this special issue [38] . Nevertheless, the physical meaning of the apparent jump distances is still not well understood. Therefore in this article, we limit ourselves to the description of experimental trends in the apparent jump distances.
Jonscher power law and Summerfield scaling
Typical conductivity spectra of the low-field conductivity σ 1 (ν) and of the third-order conductivity σ 3 (ν) are shown in Fig. 3 . The low-field conductivity σ 1 (ν) is positive throughout the whole frequency range. In contrast, σ 3 (ν) displays a change in sign in a frequency range close to the onset of dispersion in σ 1 (ν). The values of σ 3 (ν) are positive in the dc regime and negative in the dispersive regime. Consequently, in the log-log representation shown in Fig. 3 we have plotted the modulus of σ 3 (ν). Analysis of the apparent slopes ≈ 0.85-0.95 is considerably larger than the apparent slopes in the dispersive part of the σ 1 (ν) spectra,
. Consequently, we tested whether it is possible to fit the σ 3 (ν) spectra with a modified version of the Jonscher power law:
with an exponent p 3 . While it was possible to fit the σ 3 (ν) spectra of all single alkali glasses, the spectra of partially crystallised LAS glasses and of mixed alkali glasses are not well fitted by Eq. (9), see Fig. 8 . Furthermore, we analysed the scaling properties of the third-order conductivity spectra σ 3 (ν). In Fig. 9 we display, as an example, the Summerfield scaling applied to σ 3 (ν) isotherms of a LNAS20 sample. In analogy to the well-known Summerfield scaling for σ 1 (ν), we normalised the σ 3 (ν) axis by σ 3, dc and the frequency axis by σ 3, dc T . Within the experimental error, the σ 3 (ν) isotherms superimpose. Note that the scatter of the data close to the change in sign is caused by the small modulus of σ 3 (ν).
The σ 3 (ν) isotherms of the other glasses and glass ceramics could also be superimposed by means of the Summerfield scaling. The resulting master curves of the various samples are summarised in Figs. 10-12 . The Summerfield master curves of the sodium germanate glasses shown in Fig. 10 show a considerable shift with respect to each other in the dispersive regime. In comparison, the shifts between the Summerfield master curves of the low-field conductivity are much smaller. This implies that the NG15 exhibits the strongest nonlinearity of the dispersive conductivity, while the NG25 glass exhibits the weakest nonlinearity. Fig. 9 . Summerfield plot of the third-order conductivity spectra σ 3 (ν) of the LNAS20 glass. Fig. 10 . Summerfield plots of (a) the low-field conductivity spectra σ 1 (ν) and (b) the third-order conductivity spectra σ 3 (ν) of sodium germanate glasses; values at high frequencies are negative and those at low frequencies positive; lines are linear fits to the data in the dispersive regime.
The σ 3 (ν) master curves of the mixed alkali LNAS glass system are shown in Fig. 11 . Here, the single alkali glass containing exclusively Na + ions exhibits the weakest nonlinearity in the dispersive regime, while the 1 : 1 mixed alkali glass exhibits the strongest nonlinearity. Overall, the data indicate that mixed alkali glasses are characterised by a stronger nonlinearity of the dispersive conductivity than single alkali glasses.
The Summerfield master curves of the LAS glass and glass ceramics are shown in Fig. 12 . We observe that partial crystallisation leads to a weakening of the nonlinearity of the dispersive conductivity.
In order to rationalize the observed features in the frequency dependence of σ 3 (ν), we address now two questions: (i) Why is σ 3 (ν) negative in the dispersive regime? (ii) What can be the reason for different strengths of the nonlinear effect in the dispersive conductivity of different materials? In this context, we Summerfield plots of (a) the low-field conductivity spectra σ 1 (ν) and (b) the third-order conductivity spectra σ 3 (ν) of the mixed alkali glasses LNASx; values at high frequencies are negative and those at low frequencies positive; lines are linear fits to the data in the dispersive regime.
Fig. 12.
Summerfield plots of (a) the low-field conductivity spectra σ 1 (ν) and (b) the higherorder conductivity spectra σ 3 (ν) of the LAS glass ceramics (amorphous and partially crystallised); values at high frequencies are negative and those at low frequencies positive; lines are linear fits to the data in the dispersive regime.
note that negative σ 3 (ν) values in the dispersive regime have already been observed in computer simulations [12] . However, a physical explanation has not yet been given.
As a starting point, we consider ion hopping in a disordered potential landscape. On short time scales, the ions carry out hops between neighbouring sites. Forward-backward correlations lead to subdiffusive dynamics and to a dispersion of the conductivity [39, 40] . When the time window is small enough, the ion dynamics can be described by a double minimum potential (DMP) approx- Fig. 13 . Hopping dynamics of an ion in the presence of a field (a) in a symmetric double minimum potential and (b) in an asymmetric double minimum potential; Γ + is the hopping rate in the direction of the field, and Γ − the hopping rate in the opposite direction; E a is the barrier height, ΔV the site energy difference, and a denotes the hopping distance.
imation, as sketched in Fig. 13 . The underlying assumption is that the ions hop essentially between two neighbouring sites. If these sites have the same energy, the DMP is called "symmetric" (Fig. 13a) , otherwise it is called "asymmetric" (Fig. 13b) . From these considerations, it is evident that the DMP approximation is limited to short time scales and cannot be used to describe the transition from subdiffusive to diffusive motion on long time scales.
In the following, we will calculate the nonlinear ion currents in the time domain under the influence of a constant electric field. We would like to stress that in the nonlinear case, there is no general relation between this time-domain current and the frequency-domain current under the influence of sinusoidal electric fields. Therefore, it will not be possible to draw a quantitative comparison between the time-domain DMP calculations and our experimental results in the frequency-domain. However, we are of the opinion that the time-domain calculations are helpful to understand qualitative aspects, such as the positive or negative sign of σ 3 (ν) and the strength of the nonlinear effects. As will be discussed later, this is supported by a good qualitative agreement between our time-domain results for a symmetric DMP and a frequency-domain calculation of the nonlinear dielectric relaxation of dipolar molecules [41] .
Within the DMP approximation, two different time regimes can be distinguished. On very short time scales, the ion dynamics are characterised by few uncorrelated hops. In the frequency domain, this corresponds to the high frequency plateau regime [39, 40] , which is not accessible in our experiments. On longer time scales, the ion current in the DMP decreases until a constant electrical polarisation is reached. In the frequency domain, this leads to a dispersive conductivity. Consequently, we will distinguish between the "very-short-time limit" and the "longer-time limit" of the DMP approximation. The "longer-time limit" should not be confused with the transition to diffusive motion on time scales when the ions possess a long-range mobility within the potential landscape.
We start with the symmetrical DMP with identical energies of ion sites A and B. At time 0, the probability to find an ion at either site is equal. On application of an electric field the time-dependent probability to find an ion in site B at time t, W B (t), is described by:
with Γ + (t) = Γ exp(u) and Γ − (t) = Γ exp(−u) denoting the hopping rate of the ion in and against the direction of the field, respectively. The parameter u is given by:
. Γ is the hopping rate in the absence of a field, q is the charge of the ion, a is the hopping distance between the two sites, and k B and T have the usual meaning. An exponential decay function with a relaxation time τ can be used to solve the differential equation:
Combining Eqs. (10) and (11) yields the following expressions for the parameters C and D and for the relaxation time τ:
Upon application of very high fields, the long-time probability to find an ion at site B approaches unity and the average dipole moment approaches 1 2 qa. Therefore, the polarisation in the limit of longer times can be expressed as:
On the other hand, the current density in the very-short-time limit is given by:
The interesting point now is the behaviour of the current densities in the nonlinear case, i.e. when a large field is applied. On very short time scales, the current density is dominated by a sinh function. The Taylor expansion of sinh(u) = u + 1 6 u 3 + ... shows that at high fields, the current density increases superlinearly with increasing field. On the other hand, the longer-time polarisation P ∞ increases sublinearly with increasing field according to tanh (u) = u − 1 3
Since the polarisation is obtained by temporal integration over j(t), a superlinear increase of the very-short-time current and a sublinear increase of the longer-time polarization with increasing field imply a faster temporal decay of j(t) at high fields. This is directly seen from the field dependence of the inverse relaxation time, 1/τ ∝ cosh (u) = 1 + 1 2 u 2 + .... Thus, on time scales t τ, the time-dependent current density can be written as:
For t τ, the term exp −Γu 2 t overcompensates the 1 6 u 3 term, leading to a drop of the longer-time current density with increasing field. This is illustrated in a plot of the time-dependent effective conductivity σ eff (t) ≡ j(t) E dc in Fig. 14a .
Remarkably, the same type of nonlinear dynamic behaviour was found by Déjardin and Kalmykov [41] in a frequency-domain calculation of the nonlinear dielectric relaxation of rigid dipolar molecules, see Fig. 15 . The reorientational motion of dipolar molecules bears strong analogies to localised hopping motions of ions, since both types of motion lead to fluctuating dipole moments, which are influenced by external electric fields. The low-field dielectric loss ε 1 (ν) caused by the random reorientation of dipolar molecules is characterised by a Debye peak. The third-order dielectric loss ε 3 (ν) is positive at high frequencies and crosses over into negative values at low frequencies.
The positive values of ε 3 (ν) at high frequencies have the same physical origin as our superlinear increase of j(t) with increasing field. Namely, a strong electric field pushes the orientation of the dipoles and the movements of ions, respectively, in the direction of the field. This leads to a faster establishment of the longer-time polarisation, resulting in a sublinear increase of the longertime current with increasing field (for both rigid dipolar molecules and ions in DMP). In the frequency domain, this manifests in negative values for ε 3 (ν) and σ 3 (ν), respectively.
Next, we consider the asymmetric DMP as sketched in Fig. 14b . The asymmetry is characterised by the site energy difference ΔV . Now, we have to differentiate between two cases: (i) ΔV > 0, i.e. site A has a lower potential minimum than site B and (ii) ΔV < 0, where site B has the lower potential minimum.
In case (i) ΔV > 0, we define the jump rates as
. Following the same procedure as for the symmetric case we obtain the following expression for the inverse relaxation time 1/τ: The approximation in Eq. (16) holds for strong asymmetries ΔV k B T . In this case, the longer-time polarisation P ∞ and the very-short-time current density j 0 are given by:
Equations (16) and (17) imply that both the very-short-time current and the longer-time polarisation increase with increasing field and that the decay of j(t) becomes slower with increasing field. Thus, in contrast to the symmetric DMP, the current density j(t) increases superlinearly with increasing field on all time scales, as illustrated in Fig. 14b . Furthermore, it is important to note that the Fig. 15 . Low-field and third-order dielectric loss spectra for the reorientation of rigid dipolar molecules in a strong electric field [41] . Both ε 1 and ε 3 were normalised by their maximum values to allow for better comparison.
factor exp (−ΔV/k B T ) implies smaller current densities and polarisations than for the symmetric DMP: In case (ii) ΔV < 0, we define the jump rates as Γ + (t) = Γ exp(u) and
. This results in:
The very-short-time current is identical to case (i), however in contrast to case (i), the exponential decay of j(t) becomes faster with increasing field, see Fig. 14b . This results in a decrease of the longer-time current density j(t τ) with increasing field. In a disordered potential landscape, we expect a broad distribution of asymmetries. Therefore, we have to average over (a) positive and negative ΔV values and over (b) a broad range of |ΔV | values. Let us first consider average (a). From Eqs. (16) and (18) it is evident that the major contribution to the longer-time current density j(t τ) arises from the DMP with ΔV > 0. Thus, in the case of strong asymmetries, the longer-time current density increases superlinearly with increasing field. For average (b), it is important to realize that the current density j(t) is proportional to exp (− |ΔV | /k B T ), i.e. the major contribution to the overall current arises from DMPs with small |ΔV | values. These DMPs are characterised by a sublinear increase of j(t τ) with increasing field. Thus, we expect the more symmetric DMPs to govern the nonlinearity of the dispersive conductivity. In the DMP approximation, this is the origin of negative σ 3 (ν) values in the dispersive regime. The DMPs with large |ΔV | values give positive, but rather small contributions to σ 3 (ν) in the dispersive regime. Consequently, an increasing width of the |ΔV | distribution should lead to less negative σ 3 (ν) values.
In summary, we state that in the framework of the DMP approximation, the asymmetry of the potential landscape plays an important role for the nonlinearity of the dispersive conductivity. For a better comparison with experimental results, frequency-domain calculations for asymmetric DMPs should be carried out. As seen in the work by Déjardin and Kalmykov [41] this requires considerable more effort than calculations in the time domain. Furthermore, it will be important to check the range of applicability of the DMP approximation by comparing our results to computer simulations of the nonlinear ion conductivity in disordered potential landscapes.
Conclusions
We have measured third-order conductivity spectra of various ion conducting glasses and glass ceramics in a frequency range from 10 mHz to 1 kHz. The third-order spectra σ 3 (ν) were obtained by analysing higher harmonics in the current density after applying ac electric fields with large amplitude.
From the dc values of the low field conductivity σ 1, dc and of the third-order conductivity σ 3, dc , we have calculated apparent jump distances a app . The apparent jump distances of the sodium germanate and of the mixed alkali and partially crystallised aluminosilicate glasses are in a range from 20-40 Å and decrease with increasing temperature. While the mixed alkali effect manifests in a minimum of a app , partial crystallisation leads to an increase of a app . For obtaining a better understanding of the physical meaning of a app , more theoretical work is required, see the article by Friedrich, Heuer and coworkers in this special issue [38] .
The frequency-dependent σ 3 (ν) spectra are characterised by a change in sign, from positive values in the dc regime to negative values in the dispersive regime. In the dispersive regime, the modulus σ 3 (ν) shows an approximate power-law behaviour, however with a slope p 3 = d log|σ 3 (ν)| d log ν ≈ 0.85-0.95 significantly larger than found for the low-field conductivity σ 1 (ν). For all glasses and glass ceramics, both the low-field spectra σ 1 (ν) and the third-order spectra σ 3 (ν) obey the time-temperature superposition principle. For a given material, master curves of σ 3 (ν) can be obtained by applying the Summerfield scaling. The resulting σ 3 (ν) master curves of different materials exhibit remarkably strong shifts with respect to each other on the scaled frequency axis.
These experimental findings were rationalised by considering ion hopping in a double minimum potential (DMP) approximation. In the framework of this approximation, the strength of the nonlinear effects is strongly influenced by the asymmetry of the DMPs.
