Abstract For nonlinear stochastic differential systems, we develop strong fully implicit positivity preserving numerical methods in the case that the zero boundary is non-attracting. These methods are implicit in the diffusion vector fields. They thus apply to a restricted class, namely those with sublinear form. This however, still includes most Langevin derived processes typical of volatility models in finance and molecular simulation in physics. When the zero boundary is attracting and attainable, we specialize to a prototypical model, namely the mean-reverting Cox-Ingersoll-Ross process. We thus consider the non-central chi-squared transition density with fractional degrees of freedom. We prove that we can sample from this density by simulating Poisson distributed sums of powers of generalized Gaussian random variables. Further we prove that Marsaglia's polar method extends to the generalized Gaussian distribution, providing an exact and efficient method for generalized Gaussian sampling. We apply our methods to a variance curve model and the Heston model.
Introduction
Consider the nonlinear Itô stochastic differential equation given by
Here W with N ∈ N. We assume from the outset that the governing vector fields V i , i = 0, 1, . . . , d, allow a unique solution locally in time, and while they exist, the solution components remain positive or non-negative if they start with that property. Establishing whether the zero-boundary is componentwise non-attracting or attracting (and attainable) relies on the Feller boundary criteria derived from the corresponding stationary distributions; see Feller [34] or Karlin and Taylor [60, Chapter 15] . However we can also infer the non-attractivity of the zero boundary via a dynamical systems perspective. By carefully analyzing the collective behaviour of the drift and diffusion vector fields in the vicinity of the zero boundary, we can determine if the local flow is attracted or repelled by the zero boundary. In particular, if the drift vector field is non-attracting, and the diffusion vector fields vanish at a linear or sub-linear rate, approaching the zero-boundary, then it will be non-attracting for the stochastic differential system. These assumptions initiate our general approach in the non-attracting zero-boundary case. Implementing an implicit numerical method to preserve positivity, both for the drift and diffusion vector fields, is now a natural consequence.
We need only consider a componentwise implicit strategy as follows. Suppose a nominated component is known to have a non-attracting zero boundary with regard to the exact stochastic differential system (it is sufficient to assume the non-attracting and vanishing properties of the drift and diffusion vector fields, respectively, just mentioned). Also suppose that the corresponding nominated component of each vector field is a linear combination of monomial forms; with the component variables in each monomial having a real fractional power. Let us be precise upfront. 
for some constant c j ∈ R N and powers α ij ∈ R: 0 ≤ α ij < 1 for all i, j = 1, . . . , N .
For the approximations we derive, we assume the diffusion vector fields are linear combinations of such forms with the power of the nominated component α jj > 0 in each additive monomial term. We assume similar linear combinations for the drift vector field (once combined with any drift correction terms) except that we require one additive term to be a positive constant; i.e. all powers in one monomial form are zero. This guarantees non-attractivity of the zero boundary. We will also treat linear vector fields, but separately on an ad-hoc basis in our examples.
Consider an Euler-Maruyama approximation for the nominated component-the monomials are thus all evaluated explicitly. Let us manipulate it as follows. In each monomial evaluate the nominated component implicitly, and leave the evaluation of all the other components in the monomial explicit (this naturally generates additive drift correction terms which we tag onto and identify with the drift vector field). This manipulation thus creates a nonlinear algebraic equation for the implicitly evaluated nominated component that must be solved at each computation step. Since we have assumed monomial forms and fractional powers, we can always solve the nonlinear algebraic equation for the nominated component-the germ of this closure idea can be found in Alfonsi [4] . Two issues now concern us. Since in principle this polynomial can always be solved (at least numerically) in terms of its coefficients, the first question is whether it has a positive root. Second, since the coefficients are random Wiener increments, does the root have finite moments? We provide explicit positive answers to both these questions, under the assumptions on the diffusion and corrected drift vector fields we have outlined-which are crucial.
Our implicit strategy extends to the Milstein approximation. The composition of monomial form diffusion vectors fields are also monomial form vector fields. Importantly the fractional powers in these composed vector field monomial forms must also be positive; generating a restriction on the fractional powers of the separate original vector fields themselves. However, with this in mind, the issues and solutions discussed for the Euler-Maruyama approximation are largely the same. Except that, in the Milstein approximation, we can take advantage of positive quadratic forms generated by the explicit evaluation, of the diffusion vector fields, and diagonal composed diffusion vector fields. We evaluate the off-diagonally composed diffusion vector fields (with repeated Wiener integral coefficients) using the implicit strategy outlined above (the correction terms generated by this replacement are commensurate with the leading order Milstein error terms and thus do not need to be considered). This generates an implicit positivity preserving strong order one approximation.
These general fully implicit Euler-Maruyama and Milstein numerical approximations we propose are: simple and easy to implement; universal; robust and positivity preserving. Further the implicit Milstein method can in princple deliver superior accuracy for a given effort (above an effort threshold). The disadvantage of both methods is that they only apply when the zero boundary is non-attracting.
So what is the best strategy when the zero boundary is attracting and attainable? We have a specific model in mind, namely the Heston model. Here the variance v t of an underlying asset is modelled by the Cox-Ingersoll-Ross process:
This is a mean reverting process with mean θ, rate of convergence κ and variance scaling ε. The degrees of freedom are defined to be ν := 4κθ/ε 2 . The process v t can be constructed from the sum of squares of ν Ornstein-Uhlenbeck processes. When ν ≥ 2 the zero boundary is non-attracting and we can apply the implicit methods we describe above. However in FX markets, typically ν ≪ 1, and for ν < 2 the zero boundary is attracting and attainable in finite time with a positive probability. At the zero boundary though, the solution is immediately reflected into the positive domain. The attracting and attainable zero boundary case presents a major obstacle for direct discrete approximations-i.e. simulations based on modifications of the EulerMaruyama or Milstein methods. The main problem is that on a discrete time interval, an explicit Euler-Maruyama step can transport the solution over the zero-boundary due to the random sign and size of the simulated Wiener increment. An explicit Milstein step improves matters somewhat. The next order terms we include in the stochastic Taylor expansion represent the behaviour of the natural positive variance of the solution process. In the non-attracting case it repoduces the natural repelling buffer at the zero boundary. However in the attracting and attainable zero boundary case, it does not account for subtleties of attaining zero in a finite time and in fact cannot prevent possible negativity. And so far we have not identified the higher order corrections that might replicate the correct zero boundary behaviour (if indeed finite order higher corrections can achieve this). However, forced modifications of the Euler-Maruyama approximation have been developed which typically involve negativity truncations. Some of these methods are positivity preserving. They all converge to the exact solution, but their rate of strong convergence is difficult to establish. However, this said, the leading method in this class-the full truncation method of Lord, Koekkoek and Van Dijk [66] -has in practice proved highly effective.
The exact transition probability density for the Cox-Ingersoll-Ross process is known; it is a non-central chi-square density χ where x ∈ R and Γ (·) is the standard gamma function (see Gupta and Song [39] , Song and Gupta [92] and Sinz, Gerwinn and Bethge [90] ). How can we sample from a N(0, 1, 2q) distribution? One answer lies in generalizing Marsaglia's polar method for pairs of independent standard Normal random variables. Indeed we generate 2q uniform random variables U = (U 1 , . . . , U 2q ) over [−1, 1] , and condition on their 2qth norm U 2q , being less than unity. Then we prove that the 2q random variables U · (−2 log U 2q 2q )
1/2q / U 2q are independent N(0, 1, 2q) random variables.
The Cox-Ingersoll-Ross process, which has a non-central chi-squared transition probability, can thus be exactly simulated by the approach just described, which we will call the Marsaglia generalized Gaussian method (MAGG). The advantages of this approach are that for the mean-reverting volatility process in the Heston model, we can generate high quality samples simply and robustly. The disadvantage of MAGG when simulating the Cox-Ingersoll-Ross process is that the degrees of freedom ν must be rational (in practice this is typically fulfilled). The method can be slow if the denominator q is too large-a lot of time is spent on computing the sum U 2q and conditioning it to be less than unity. However, the Von Neumann rejection method with an optimized Laplace distribution prior was not competitive either.
What do we do that is new in this paper? We:
-Establish strong, fully implicit, positivity preserving simple Euler-Maruyama and Milstein numerical methods, for a non-attracting zero boundary; -Prove that a central chi-squared sample with less than one degree of freedom, can be written as a sum of powers of generalized Gaussian random variables; -Prove a new method-the generalized Marsaglia polar method-for generating generalized Gaussian samples; -Establish a new simple, exact, unbiased and efficient method for simulating the Cox-Ingersoll-Ross process, for an attracting and attainable zero boundary.
Our paper is organised as follows. In Section 2 we briefly review both implicit, and positivity preserving numerical methods for stochastic differential equations, as well as tailor-made methods for the Heston model. Then in Section 3 we derive the general implicit methods for the case of non-attracting zero boundary that we propose. We derive the MAGG method in Section 4. We implement and compare, the implicit methods applied to a variance curve model, and MAGG applied to the Heston model, in Section 5. Finally in Section 6 we present some concluding remarks.
Brief review of implicit and postivity methods
The main obstacle to implicit numerical schemes for stochastic differential equations is as follows. Consider a scalar equation with no drift and diffusion vector field V (y). The explicit Euler-Maruyama approximation across [tn, t n+1 ] with h ≡ t n+1 − tn is
To convert this to an implicit step we can either expand the term V (yn) about y n+1 retaining the appropriate terms to the correct order or use the integral approximation technique outlined by Alfonsi [4] . The correct result is
Now consider the special case V (y) ≡ y. Solving for y n+1 we get
.
Since ∆W (tn) is random (and unbounded) we cannot guarantee finiteness for y n+1 , in particular E |y n+1 | = ∞ (see Milstein [54] who used the drift implicit Milstein method to preserve positivity and also see Higham, Mao and Stuart [48] for similar implicit ideas involving splitting as well. Second there are methods that involve adapting the driving process; see Milstein, Repin and Tretyakov [78] . Third there are balanced implicit approximations. These are strong Euler-Maruyama approximations which include implicitness via additional control terms. They were introduced by Milstein, Platen and Schurz [77] . Kahl and Schurz [57] have introduced the balanced Milstein methods; also see Kahl and Jäckel [55, 56] . These methods require the determination of control functions that are model dependent; see Schurz [87] for more details. Fourthly we particularly highlight the analysis of Alfonsi [4] who, for the Heston model, untilized that the sub-linear form of the diffusion vector field allowed for a full implicit closure in the Euler-Maruyama approximation-and it is this observation that acts as the basis of our approach.
Implicit methods are intimately linked to positivity preservation in general, as well as specifically to models for stochastic volatility in finance-especially the Heston model. We provide a brief outline of the successful approaches in the context of the Heston model. If we couple the process u t for the underlying asset price given by
to mean reverting volatility v t presented in the introduction, we obtain the complete Heston model. Here µ is the risk-free rate of interest and W 2 t is a Wiener process independent of W t . Importantly though, we emphasize that some of the approaches we describe do of course apply more generally. Roughly there are three approaches: direct discretization; exact simulation and Fokker-Planck approximation.
Of the direct discretization approaches, the full truncation method Lord, Koekkoek and Van Dijk [66] advocate, is by far the most successful. A thorough comparison of such Euler projection methods can be found in their paper. More generally, projection methods are strong approximations for the volatility, based on the Euler-Maruyama approximation, that use projection in the drift and/or diffusion vector fields to ensure the volatility remains non-negative. They were originally developed by Deelstra and Delbaen [30] . Bossy and Diop [13] and also Berkaoui, Bossy and Diop [11] , as well as Higham and Mao [47] have also proposed succussful variants in this category. These methods typically apply for both non-attracting and attracting zero boundary cases. Another direct discretization approach involves splitting where the drift and diffusion vector fields are split and their separate flows evaluated (sometimes exactly) before they are recomposed together, typically using the Strang ansatz (see Strang [93] ; Hairer, Lubich and Wanner [46] ). See for example Misawa [80] , Higham, Mao and Stuart [48] , Ninomiya and Victoir [83] and Alfonsi [5] . However these methods only apply in the non-attracting zero boundary case. Lastly we also mention methods that modify the vector fields to ensure positivity, in particular those developed by Jentzen, Kloeden and Neuenkirch [51] .
Exact simulation methods typically sample from the known non-central chi-square distribution χ 2 ν (λ) for the transition probability of the volatility (see Cox, Ingersoll and Ross [28] and Glassermann [38, Section 3.4] ). Broadie and Kaya [14] proposed sampling from χ
, so such a sample can be generated by a standard Normal sample and a central chi-square sample. When ν > 0, such a sample can be generated by sampling from a Poisson distribution, mean λ/2, and then sampling from a central χ 2 2N +ν distribution. Unfortunately, sampling central chi-square distributions can be slow. Broadie and Kaya also proposed integrating the volatility process to obtain an expression for R √ yτ dWτ , and substituted that into the stochastic differential equation for ln u t . The most difficult task left is then to simulate R yτ dτ -see Smith [91] . Anderson [6] suggested two approximations that introduced enormous efficiency. First, to approximate the χ 2 ν (λ) distribution-in two different ways depending on the size of λ, and second to approximate R yτ dτ by a simple quadrature. Haastrecht and Pelsser [41] have recently introduced a rival χ 2 ν (λ) sampling method to Andersen's. Moro and Schurz [81] have also successfully combined exponential splitting with exact simulation. Dyrting [31] outlines and compares several different series and asymptotic approximations for non-central chi-square distribution.
There are also numerous approximation methods based on the corresponding FokkerPlanck partial differential equation. These can take the form of Fourier transform methods-see Carr and Madan [20] , Kahl and Jäckel [56] or Fang and Oosterlee [32, 33] for example-or some can involve direct discretization of the Fokker-Planck equation.
3 Non-attracting zero boundary: implicit simulation
Implicit Euler-Maruyama approximation
Recall the general stochastic differential system from the introduction:
We remark that if we were to consider the stochastic terms shown, as limits of righthand Riemann rule approximations, then we would have to correct the drift term and replace it by V 0 (y) − K(y) where
If we interpret them in the Stratonovich sense, the correct drift term would be V 0 (y) − 
To motivate our implicit strategy we shall start by manipulating all the diffusion vector fields to make them completely implicit (i.e. not just in a nominated component). By the stochastic Taylor expansion-i.e. using the Euler approximation above but including the terms we truncated-we see that
where by O(h) we indicate terms that have L 2 -norm of order h or smaller, and those with L 2 -norm scaling exactly with h-explicitly terms proportional to repeated Itô integrals-have zero expectation. Substituting this last expression into V i (yn) and expanding, we see that:
Substituting this expression into the explicit Euler-Maruyama approximation we get
Notice that the last two explicit terms have zero expectation and are thus O(h) terms as well. Hence we see that
where the error is O(h). Note the correction terms tagged onto the drift; they correpond to K(y) above. We will call the combination, drift plus correction terms, the corrected drift vector field. We can evaluate any parts of the corrected drift vector field at yn or y n+1 without comprimising the strong order one-half convergence of the approximation-the leading error terms incurred scale like h · ∆W i (tn). Indeed we can perform this manipulation on the corrected drift vector field without comprimising the strong order one convergence of a Milstein approximation. We wish to avoid solving systems of nonlinear algebraic equations to find each implicit value. Indeed we need only solve a scalar nonlinear algebraic equation for each implicit value if we carefully choose which components in the vector fields we make implicit. Further, since we assume the vector fields have a sublinear monomial form-or are linear combinations of such forms-we can in principle solve each scalar nonlinear algebraic equation for a positive root. In particular, we repeat the procedure above for the jth component for each j = 1, . . . , N , but only making the y j component implicit.
We thus arrive at our first proposed implicit scheme.
Definition 2 (Implicit Euler-Maruyama scheme) Across the computation interval [tn, t n+1 ] with h = t n+1 − tn, we define the following "diagonally" implicit Euler-Maruyama scheme: set
Remark 1 Note that the corrected drift term only involves shifts with respect to the y j th component as that is the only component we manipulate to make implicit.
Theorem 1 Assume that the diffusion and corrected drift vector fields are linear combinations of sublinear monomial forms. For the diffusion vector fields we additionally assume that in each term the power of the nominated component is positive. For the corrected drift vector field we additionally assume, in each component, one term is a positive constant. Then the proprosed implicit Euler-Maruyama scheme above is positivity preserving, i.e. componentwise, if
Before we prove Theorem 1 we need the following lemma.
Lemma 1 Consider the nonlinear scalar function defined for ω ≥ 0 by Then ω is L r -integrable for all r ≥ 1.
Proof Since sgn`P(+∞) · P(0)´= −1, the positivity result is immediately established. For the integrability result, write the nonlinear equation in the form
where for each ℓ = 1, . . . , M we have 0 < p ℓ < 1. For all r ≥ 1 we have
where we have used the Hölder inequality, and Cr is a generic constant. Thus ω ∈ L r (P )
Proof (of Theorem 1)
First we prove positivity. Recall we assume the drift and diffusion vector fields are linear combinations of sublinear monomial forms, i.e. they have the form
for all i = 0, 1, . . . , d and j = 1, . . . , N . Here n(i, j) is simply the number of sublinear monomials in the linear combination, the c k (i, j) ∈ R are the constant coefficients and α ijkl ∈ R are powers such that 0 ≤ α ijkl < 1 for all i = 0, 1, . . . , d; j, l = 1, . . . , N and k = 1, . . . , n(i, j). Recall that in addition we assume the composed form vector fields in the drift correction are also linear combinations of sublinear monomial forms, i.e. we have
for all j = 1, . . . , N . Here, by analogy with above,n(j) is simply the number of terms in the linear combination, theĉ k (j) ∈ R are the constant coefficients and 0 ≤α jkl < 1. If we substitute these expressions for the vector fields concerned into the proposed implicit Euler-Maruyama scheme, and take the convention ∆W 0 (tn) ≡ h, then for every j = 1, . . . , N we get
If we fix j and set ω = y j n+1 and z = y j n , then we see that the proposed implicit Euler-Maruyama scheme for the jth component corresponds to the equation
Here P is the function in Lemma 1. We identify M = P d i=0 n(i, j) +n(j). Note that the coefficients β ℓ , for each ℓ = 1, . . . , M , depend on yn and factors ∆W i (tn). Since by assumption z = y j n > 0, we see from Lemma 1, that P has at least one positive root. Hence for each j = 1, . . . , N , there exists a solution y j n+1 > 0. Second we prove the stated integrability property. Consider the identification of β ℓ for all ℓ = 1, . . . , M and z = y j n just established. Assuming yn is L r -integrable for all r ≥ 1, then β ℓ and z are also, for all ℓ = 1, . . . , M . Hence using Lemma 1 we see that
is thus L r -integrable for all r ≥ 1. An induction argument then retracts the assumption of L r -integrability to the initial data, establishing the final result. ⊓ ⊔
Remark 2
We collect some important observations.
1. That we can close an implicit step for a stochastic differential equation involving sublinear monomial diffusion vector fields, as we have shown in Theorem 1, originates from the work of Alfonsi [4] . 2. In the proof of Theorem 1, the assumption the vector fields are linear combinations of sublinear monomial forms is crucial, both for proving positivity and that all the moments of the approximation at the next step are finite. Equally important is the assumption that the corrected drift vector field is non-attracting at the zero boundary (mediated though the positive constant drift term we assume). 3. The assumption that the corrected drift vector field must be a linear combination of sublinear monomial forms feeds back to assuming some additional restrictions on powers in the monomial forms in the diffusion vector fields (which should be verified before implementation). 4. The strong global error at time T associated with an approximationŷ T to the exact solution y T , we have taken to be y T −ŷ T L 2 . This is the standard strong measure-see Milstein [76] or Kloeden and Platen [61] . For more details on how local errors accumulate to contribute to the global error, see Lord, Malham and Wiese [65] or Malham and Wiese [70, 71] . 5. An important element in the successful implementation of the implicit EulerMaruyama scheme is the practical solution of the equation P(ω) = 0 for the correct positive root. In simple cases the positive root will be unique. The roots may even be given by explicit formulae. However in general, a Newton root-finding algorithm must be employed at each computation step to solve for the correct positive root. It is important to start sufficiently close to the root, and here this can be achieved by choosing a sufficiently small (but finite) stepsize h. 6. We have not included the common case that the corrected drift vector field or sometimes the diffusion vector fields may be linear in the nominated component. We prefer here to deal with these cases on an ad-hoc basis, with some rules of thumb we outline in our variance curve model example in Section 5. 7. Some terms in the corrected drift vector field that are positive can remain explicit.
We will see how this can be affected in the implicit Milstein approximation.
Implicit Milstein approximation
The explicit Milstein approximation for the Itô stochastic differential equation over the interval [tn, t n+1 ], with h = t n+1 − tn sufficiently small, is
A strong Milstein scheme requires suitably accurate approximations for the iterated Itô integrals
Note that we have
h. Substituting this into the explicit Milstein approximation above we get
First, notice the quadratic forms in the ∆W i present. Second notice the correction terms tagged onto the drift; they correpond to 1 2 K(y). As before, we will call the combination the corrected drift vector field, defined explicitly bŷ
We decompose the corrected drift vector field as follows (the reason for this will become clear presently):V 0 (y) =V * 0 (y) +`V 0 (y) −V * 0 (y)ẃ hereV * 0 (y) > 0 for y > 0 (componentwise). Hence we can express the explicit Milstein step in the form
where for all ξ ∈ R the quadratic forms Q i are,
Here,
given by Q ij , a ij , b ij and c ij , respectively. The components are given explicitly by
The zero degree terms c ij , which must be positive, involve the coefficients ζ ij ∈ R N with ζ ij > 0 such that ζ 1j + · · · + ζ dj = 1 for each j = 1, . . . , N . They should be chosen in some optimal way. Our implicit strategy is as follows. First we assume that we can establish that Q i (ξ) > 0 for all ξ ∈ R. Second, we manipulate the terms inV 0 (yn) −V * 0 (yn) to make them implicit in the nominated component. Third, we manipulate the terms involving the repeated Itô integrals I ik with i = k to make them implicit in the nominated component-by analogy with our manipulation of the vector fields for the implicit Euler-Maruyama approximation except that here we perform the manipulation at the next order on the composed vector fields
with i = k. Let us establish that, the manipulation just described, can be performed consistently with the Milstein approximation, i.e. that we will still have a strong order one approximation, albeit an implicit one. Again by analogy with our derivation of the Euler-Maruyama approximation we manipulate the composed vector fields V ik so as to make them completely implicit. As previously by using the stochastic Taylor expansion, we see that:
Here, as outlined previously, the terms O(h) are either proportional to repeated Itô integrals or are higher order smaller terms. Substituting this last expression into the explicit Milstein approximation above, we get
The terms proportional to I ik (tn)·∆W ℓ (tn) have L 2 -norm of order h 3/2 , however since i = k they have zero expectation. This means that they can be safely dropped as they will only accumulate to contribute to the global L 2 error as order h terms, consistent a Milstein approximation. Recall also from our implicit Euler-Maruyama derivation, we can make any corrected drift terms implicit without comprimising strong order one convergence. Hence the implicit Milstein approximation generated by making the composed vector field terms V ik and the termsV 0 (y) −V * 0 (y) completely implicit is
However, as for the Euler-Maruyama scheme, we would like to avoid solving systems of nonlinear algebraic equations to find each implicit value. Hence we pursue the same strategy again-we repeat the strategy for the composed vector fields above for each component y j of the approximate solution, j = 1, . . . , N , making only the y j th variable in the composed vector fields implicit. Again since we assume all the vector fieldsincluding the composed vector field-have a sublinear monomial form (or are linear combinations of such) we will again generate a scalar nonlinear algebraic equation for the implicit value y j n+1 . In principle we can solve the equation for a positive root, which has finite moments. We now propose our second implicit scheme. To present it succinctly, we make the presumption that we can split the corrected drift vector field V 0 into a positive partV * 0 (y) > 0 and a remaining partV 0 (y) −V * 0 (y) < 0. 
. 
Then the proprosed implicit Milstein scheme above is positivity preserving, i.e. if yn > 0 then y n+1 > 0. Further, each component y n+1 is L r -integrable for all r ≥ 1.
Remark 3
Utilizing positive quadratic forms such as the Q ij to preserve numerical positivity originates from the drift implicit method of Kahl, Günter and Roßberg [54] .
Proof (of Theorem 2) Each quadratic form
ij , which is precisely the inequality condition stated in the theorem. Hence for each component j = 1, . . . , N , we identify
The remaining terms in our proposed implicit Milstein scheme are
and X i =k
We proceed by analogy with the proof of Theorem 1 for our proposed implicit EulerMaruyama approximation. By our assumptions, the vector fields in these terms are linear combinations of sublinear monomial forms (with positive powers for the nominated components). Hence if we set ω =ŷ j n+1 , our proposed implicit Euler-Maruyama approximation for the jth component corresponds, for some M ∈ N, to the equation
where, again, P is the function in Lemma 1. The coefficients β ℓ , for each ℓ = 1, . . . , M , of P will be products of components of yn, h and I ik (tn) with i = k. Since z > 0, by Lemma [82] . Care must be taken to ensure that the flows associated with each vector field part generate unique solutions (this is relatively easy for Lipschitz vector fields rather than the sublinear forms considered here). If each separate flow is then positivity preserving, the total composed flow will be also; see in particular Moro and Schurz [81] .
Correlated noise
We assume in this section that the diffusion vector fields, for i = 1, . . . , d and j = 1, . . . , N , have the form:
i.e. each diffusion vector field has the same functional form X j in each component, but with a different multiplicative factor c ij -the components of a constant N × d matrix C. This means that each component y j is given in the form
This covers in particular the case of a system of stochastic differential equations, in which each y j is driven by one component of a d-dimensional correlated Wiener process. Without loss of generality, we assume for each j that X j • y ≥ 0 for y ≥ 0 (componentwise). Consider the leading order terms in the explicit Milstein approximation. Substituting the form above into the diffusion vector fields, we see that the jth component, for each j = 1, . . . , N has the form
where for j = 1, . . . , N we setW
While for the repeated integral term, the jth component is
where, using the definition for theW j , we set
c iℓ c kj I ik (tn).
Direct computation also shows that
whereÃ ℓj (tn) is the chordal areã
Here A ik is the usual Lévy chordal area between the Wiener processes W i and W k .
Note thatÃ jj = 0, which follows from the skew symmetry in the Lévy areas themselves. Putting all these expressions together and substituting them into the explicit Milstein approximation over the interval [tn, t n+1 ], for the jth component we get
There is a single quadratic form in ∆W j (tn) present; so the integrator is particularly simple. As with the general case, we keep the quadratic form explicit (it will include some corrected drift terms) and manipulate the other terms to make them implicit in the nominated component. We see this explicitly in Section 5, for a variance curve model.
Attracting and attainable zero boundary
The presence of an attracting and attainable zero boundary instigates a completely new strategy. Indeed one example of such a process, the mean-reverting Cox-Ingersoll-Ross process, encodes enough subtleties regarding its accurate simulation, that we devote the rest of our efforts here to it exclusively.
Cox-Ingersoll-Ross process
The mean-reverting stochastic process v t with mean θ, rate of convergence κ and square root diffusion scaled by ε, generated by the scalar stochastic differential equation
is known as the Cox-Ingersoll-Ross process (see Cox, Ingersoll and Ross [28] who modelled the short rate of interest using this process). Here W t is a Wiener process. We define the degrees of freedom for this process to be
When ν ∈ N the process v t can be reconstructed from the sum of squares of ν OrnsteinUhlenbeck processes; hence the label of degrees of freedom.
Here we will concern ourselves to the case ν < 2 when the zero boundary is attracting and attainable. When ν ≥ 2 the zero boundary is non-attracting. These properties are immediate from the Feller boundary criteria, see Feller [34] . These are based on inverting the associated stationary elliptic Fokker-Planck operator, with boundary conditions, and can be found in Karlin and Taylor [60, Chapter 15] . In the case ν ≥ 2 the implicit Euler-Maruyama method we advocated in the last section has been treated elsewhere extensively-see for example Alfonsi [4] . The implicit Milstein approximation of the last section is somewhat trivial, the vector field composition term is constant, and has thus also been treated elsewhere-see Kahl, Günter and Roßberg [54] .
Hence we focus on the challenge of ν < 2 and in particular cases when ν ≪ 1 typical of FX markets (Andersen [6] ). Importantly, though the zero boundary is attracting and attainable, it is strongly reflecting-if the process reaches zero it leaves it immediately and bounces back into the positive domain-see Revuz and Yor [86, p. 412] . We detailed in the introduction how this case is a major obstacle, particularly for direct discretization methods. A comprehensive account of direct discretization methods can be found in Lord, Koekkoek and Van Dijk [66] , to where the reader is referred. Based on our experience, the full truncation method proposed by Lord, Koekkoek and Van Dijk has so far proven to be the most accurate and efficient. This is also evidenced by Andersen [6] and Haastrecht and Pelsser [41] who complete thorough comparisons.
The method we propose follows the lead of Broadie and Kaya [14] and Andersen [6] , and is based on simulating the known transition probability density for the Cox-Ingersoll-Ross process. We quote the following proposition from Andersen.
be the cumulative distribution function for the noncentral chi-squared distribution with ν degrees of freedom and non-centrality parameter λ:
Set ν := 4κθ/ε 2 and define
where h = t n+1 − tn for distinct times t n+1 > tn. Set λ := v tn · η(h). Then conditional on v tn , v tn+1 is distributed as exp(−κh)/η(h) times a non-central chi-squared distribution with ν degrees of freedom and and non-centrality parameter λ, i.e.
Our goal is to simulate the process prescribed by this transition probability distribution, exactly and efficiently. Andersen [6] and Haastrecht and Pelsser [41] produce extremely effective approximate sampling methods. We return to their approximations once we have laid the foundations for our approach in the next two sections.
Generalized Gaussian distribution
We prove that samples from a central χ 2 ν distribution, especially for ν < 1, can be generated from a generalized Gaussian distribution. Gaussian distribution) A generalized N(0, 1, q) random variable, for q ≥ 1, has density
Definition 4 (Generalized
where x ∈ R and Γ (·) is the standard gamma function.
See Gupta and Song [39] , Song and Gupta [92] , Sinz, Gerwinn and Bethge [90] and Sinz and Bethge [89] for more details on this distribution and its properties. Proof If X ∼ N(0, 1, 2q), then we see that
where ξ = |τ | 2q . Hence we deduce that |X| 2q ∼ χ 2 1/q . Now using that the sum of p independent identically distributed χ 
Generalized Marsaglia polar method
Importantly, if we intend to use N(0, 1, 2q) samples to generate χ 2 p/q samples, we need an accurate and efficient method for sampling from a generalized Gaussian distribution. To this end we generalize Marsaglia's polar method for pairs of independent standard Normal random variables (see Marsaglia [74] ).
Theorem 4 (Generalized Marsaglia polar method) Suppose for some q ∈ N that U 1 , . . . , Uq are independent identically distributed uniform random variables over [−1, 1] . Condition this sample set to satisfy the requirement U q < 1, where U q is the q-norm of U = (U 1 , . . . , Uq). Then the q random variables generated by U · (−2 log U)
1/q / U q are independent N(0, 1, q) distributed random variables.
Proof Suppose for some q ∈ N that U = (U 1 , . . . , Uq) are independent identically distributed uniform random variables over [−1, 1], conditioned on the requirement that U q < 1. Then the scalar variable
is well defined. Let f denote the probability density function of U given U q < 1; it is defined on the interior of the q-sphere, Sq (1), whose bounding surface is U q = 1. We define a new set of q random variables W = (W 1 , . . . , Wq) by the map G :
Note that the inverse map G −1 : R p → Sq (1) is well defined and given by
where we note that in fact Z = W q which comes from taking the q-norm on each side of the relation W = G(U ). We wish to determine the probability density function of W . Note that if Ω ⊂ R q ,
where for w = (w 1 , . . . , wp) ∈ Ω, the quantity DG −1 • w denotes the Jacobian transformation matrix of G −1 . Hence the probability density function of W is given by
The Jacobian matrix and its determinant are established by direct computation. For each i, k = 1, . . . , q we see that if we define g(z) := −(1/2 + 1/z q ), then
where δ ik is the Kronecker delta function. If we set
then we see that our last expression generates the following relation for the Jacobian matrix (here Iq denotes the q × q identity matrix):
From the determinant rule for rank-one updates-see Meyer [75, p . 475]-we see that the determinant of the Jacobian matrix is given by
where we used the definition for g(z) in the last step. Noting that vol`Sq (1) 
This is the joint probability density function for q independent identically distributed q-generalized Gaussian random variables, establishing the required result. ⊓ ⊔
Non-central chi-squared sampling
We return to exact simulation of the non-central χ
ν (λ) random variable can be generated as follows. Choose a random variable N from a Poisson distribution with mean λ/2. Then a sample generated from a central χ 2 2N +ν distribution is in fact a χ 2 ν (λ) sample. In other words we have
See for example Johnson [52] or Broadie and Kaya [14] . Hence we are left with the problem of how to sample from a χ 
Note that if p < 2q then we can use the remaining N(0, 1, 2q) random variables we generate in Step 3, the next time we need to generate a χ 2 p/q (λ) sample. In practice we don't really need to consider the case p ≥ 2q, but for the sake of completeness, we would simply generate p − 2q more N(0, 1, 2q) samples by repeating Steps 1-3.
Finally, for Cox-Ingersoll-Ross sampling we set λ = vn · η(h) and compute
Remark 5 (Poisson sampling)
As Haastrecht and Pelsser [41] note, the mean µ = λ/2 of the Poisson distribution we wish to sample from is small. We can efficiently draw a sample from such a Poisson distribution by inverting its distribution function over a uniform random variable-see Knuth [62, p. 137] or Ahrens and Dieter [2] . The algorithm is as follows. Calculate exp(−µ). Generate uniform random variables (over
On average this algorithm requires the generation of µ + 1 uniform variates.
Simulations

Non-attracting zero boundary: variance curve model
We consider a double mean-reverting variance curve model suggested by Bühler [17, p. 197] . More details can also be found in Bühler [16, Chapter 6] and Overhaus et al. [84] . The model is given by the system
where W (−1, 1) . We set ρ = p 1 − ρ 2 and
The process u t is the stochastic volatility and the process v t resembles the volatility of the volatility. Using the Yamada condition, this model has a unique strong solution-see Karatzas and Shreve [59, p. 291] . Note that w is a pure exponential process and therefore positive. Further v is non-negative, and so is the volatility u. Using the Feller boundary conditions, if γ ≥ 
We also adapt the reflection method of Bossy and Diop and take the absolute value of the whole of the Euler-Maruyama increment at each step for both u and v. We use the same exponential approximation as above for w. In the reflection method the numerical approximations for u and v are always non-negative; for the truncation method they can become negative. Both these methods also apply in the case of attracting and attainable zero boundaries. Our proposed implicit Euler-Maruyama scheme across the interval [tn, t n+1 ] is
We see there are two separate quadratic equations for √ u n+1 and √ v n+1 . Both can be solved explicitly for a positive root; this is what we implemented. The equations for both these components follows the prescription for the general case in Section 3.1. We start with the explicit Euler-Maruyama method and manipulate the diffusion terms to make them implicit in the nominated component; this generated the drift correction terms shown. We have also made the linear drift terms implicit. The last component satisfies a linear equation, hence we used an exponential approximation. This generates a linear drift correction term which we include implicitly, giving the denominator shown. For our proposed implicit Milstein scheme, we follow the outline given in Section 3.3 for the correlated noise case. The diffusion vector field X and matrix C are
Hence we identifyW The implicit Milstein scheme in this case is thus
The drift correction terms shown come from the C T C terms in the general proposed scheme. The expression for w n+1 is the same as that for the implicit Euler-Maruyama scheme above; it is a strong order one approximation. The expression for v n+1 is a quadratic equation for √ v n+1 , which we can explicitly solve for the positive root. Its form is deduced directly from the general prescription. The expression for u n+1 comes from recognizing that once the quadratic form in ∆W 1 (tn) as been formed, the terms resulting from the off-diagonal compositions of the diffusion vector fields are linear in the nominated component u, hence the exponential ansatz. The denominator comes from making the linear drift and drift correction terms implicit. Figure 1 shows a global strong error versus stepsize log-log plot. We observe the expected order one-half convergence for the first three schemes and order one convergence for the implicit Milstein scheme; the latter being noticably more accurate. In the right panel is a log-log plot of global error versus cpu time. For a given stepsize the computational effort of the strong implicit Milstein scheme is far greater than for the order one-half methods, chiefly, due to the need to simulate the Lévy areas suitably accurately. We chose to approximate them by their expectations conditioned on sufficiently dense intervening path information; see Gaines and Lyons [35] and Lord, Malham and Wiese [65] . However, Clark and Cameron [27] proved the overall computational effort associated with such approximations is proportional to h −2 ; the same is true for Karhunen-Loeve approximations, see Kloeden and Platen [61, p. 367] and Schurz [87] . However Wiktorsson [96] has derived an approximation method whose effort is proportional to h −1 ; see Gilsing and Shardlow [37] for its implementation. The right panel in Figure 1 shows Wiktorsson's method would make the implicit Milstein method even more competitive.
Lastly, why have we considered strong approximations? Some applications require suitable approximations of sample paths themselves, and for example, path-dependent options require more than weak convergence-see Deelstra and Delbaen [30, p. 78] . Higham and Mao [47] also posit that direct discretization methods are: widely used in practice; typically more efficient for path-dependent options; and more easily adaptable from model to model-the analytic transition density may not always be available (altough see Albanese and Kuznetsov [3] ).
Attracting and attainable zero boundary: Heston model
The Heston model (Heston [44] ) is a two-factor model, in which the first component u describes the evolution of a stock price, and the second component v, its stochastic volatility. As we have already seen, the Heston model is given by
where W 1 t and W 2 t are independent scalar Wiener processes. The parameters µ, κ, θ and ε are all positive and ρ ∈ (−1, 1) . In the context of option pricing, an equivalent martingale measure must be specified. We consider the model in its original form above, this corresponds to the choice of the minimal martingale measure (see Hobson [45] for other measures). By the Yamada condition this model has a unique strong solution. In particular, the volatility v is non-negative, and the stock price u, as a pure exponential process, is positive. Without loss of generality we suppose µ = 0.
Martingale corrected asset approximation
We follow the lead of Broadie and Kaya [14] and Andersen [6] . By integrating the exact equation for the volatility from tn to t n+1 an expression for R √ vτ dW 1 τ is obtained. This is substituted into the exact equation for ln u t , itself in integral form between tn and t n+1 . The result is the exact relation
Since W 2 t is independent of the process v t we naturally have, in distribution, that
where Z ∼ N(0, 1). Now we make the only approximation, suggested by Andersen, to approximate the remaining integral in the expression for ln u n+1 by the midpoint rule:
Using these last two replacements, and exponentiating, we arrive at the approximation
where
and
One caveat remains. The exact process u t is a martingale, however using the presciption just given E(u n+1 |un) = un. However we can correct for this, we quote again from Andersen [6, p. 21] .
Then if we replace K 0 by K * 0 in the scheme for u n+1 above, we have E(u n+1 |un) = un.
Hence the final task is to compute M . Since we simulate v n+1 exactly we know
where z ∼ χ 
Consequently in our simulation for u n+1 , we take
The requirementŝ < 1 2 translates to a mild restriction on the stepsize h, which in practice is not a problem (see Andersen [6, p. 24] ).
Results
We test our Marsaglia generalized Gaussian method (MAGG) directly against Andersen's QE-M method. The performance of the method of Haastrecht and Pelsser [41] is similar to Andersen's; the reader interested in the actual comparisons is referred to their paper. We use two of Andersen's test cases for pricing long-dated European FX call options, maturing at time T with strike K; see Table 1 . Let the exact option price at maturity be C. Supposeûp(T ) is the approximate value for the asset, computed using either the Andersen or MAGG method, for one path labelled by p ∈ {1, . . . , P }. Here P ≫ 1 is the total number of paths considered; in our examples P = 10
6 . An approximation for the option price is thuŝ
The error of the approximation is E = C −Ĉ. In Table 2 we show the errors for the two test cases at three different strikes K = 100, 140, 60; without any postprocessing such as variance reduction. In terms of accuracy the MAGG method competes very favourably with Andersen's QE-M method, as might be expected. In terms of efficiency, averaging over all strikes and stepsizes in case I, the ratio of total cputimes, of the MAGG method over Andersen's method was 1.1514, making MAGG marginally slower. Averaging over all strikes and stepsizes in case II, the ratio is 1.3447. All simulations were run in Matlab, whose Profiler feature reveals that for the MAGG method, most cputime is spent on ensuring the condition U 2q < 1 in our generalized Marsaglia polar method. This is one part where significant efficiencies in the MAGG method can be gained. 
Concluding remarks
There are several aspects and extensions of the implicit methods we have proposed that remain open, notably we would like to consider: (i) their numerical stability properties which are typically better for implicit methods (see for example Buckwar, Horváth-Bokor and Winkler [15] ); (ii) extending them to stochastic partial differential equations (to which splitting methods have been applied by Gyöngy and Krylov [40] ); (iii) implementing a variable step version (see Gaines and Lyons [35] ; Burrage and Burrage [18] and Burrage, Herdiana and Burrage [19] ); (iv) their use in symplectic integration (see Milstein, Repin and Tretyakov [78] and Mannella [73] ); (v) extending them to models involving jumps (see Sepp [88] and Chalmers and Higham [24] ); (vi) developing implicit stochastic Runge-Kutta methods (see Debrabant and Kvaerno [29] ); and (vii) other volatility models such as the Heston-Hull-White model (see in 't Hout et. al. [50] ; Lipton and Sepp [64] or Kampen, Kolodko and Schoenmakers [58] ).
We also envisage interesting physical applications for the implicit methods we propose. For example, many bio-chemical reaction or molecular simulation models are prototypically derived from Langevin primitive equations. They naturally involve sublinear, in particular square-root, diffusion vector fields. Explicit examples can be found in: Chickarmane, Ray, Sauro and Nadim [26] , who study molecular DNA damage dynamics; Adalsteinsson, McMillen and Elston [1] who consider biochemical networks; and Gillespie [36] and Wilkie and Wong [97] who consider chemical Langevin equations. We also remark here that our implicit methods are not specific to the case of a non-attracting "zero" boundary of course. We can analogously treat more general non-attracting boundaries by a simple transformation of coordinates (to and from). Of course we can also think of our system, where each component has a non-attracting zero boundary, as embedded (coupled) into a larger system whose other components are not necessarily positive. Further we can of course generalize the class of vector fields we consider-in the end the important issue is whether we can solve the resulting nonlinear algebraic system for the implicit step and show that the solution has finite moments. We could in principle consider vector fields which have rational function forms-such as quotients of linear combinations of polynomial forms-see Hasty, Pradines, Dolnik and Collins [43] for an example system.
A Integrability of the variance curve model
In the variance curve model, we apply Itô's lemma to the function defined by f • y = (|u| 2r , |v| 2r , |w| 2r ) T , for any r ∈ N, and take the expectation. For the third component which is a geometric Brownian motion, L r -integrability is known:
xp`r(2r − 1)η 2 t´.
For the second component we have Using this inequality in our estimate for Eˆ|vt| 2r˜a bove we have
where Cr is a constant that depends on r, c, β andβ. Using the Gronwall lemma we see that exp`r(2r − 1)η 2 t´− 1 " /`r(2r − 1)η 2´« exp(Cr t) .
Hence all moments of v are globally finite, and using this, an almost identical argument establishes that all moments of u are also globally finite.
