Introduction
The presented paper offers a high-level workflow for data integration of public procurement data using linked data principles and semantic web technologies. The purpose of this workflow is to provide a series of steps towards achieving a unified view of the integrated data. We demonstrate the viability of the complete workflow on an example integration of Czech public procurement data. We review basic evaluation metrics for each task in the workflow and discuss the results of their application for the example case.
If we frame the discussed matter from the perspective of IT management, it extends the management of data resources and their quality. More specifically, the presented workflow can be proposed as a tool aiding management of data integration (Voříšek, Pour, et al., 2012, p. 146) .
The described data integration workflow is founded on the principles and technologies of linked data. Data integration is a process of combining data coming from multiple sources so that user is provided with a uniform interface to the combined data of URIs, both for schema and instance data.
A fundamental difference of integration based on linked data in contrast to other approaches is that it shifts the focus of integration from the application level to the level of data. Whereas many current integration efforts are carried out on the application level, such as by using service-oriented architecture, linked data emphasizes integration on the level of data. Mappings between diverse sources of linked data can be materialized as part of data, instead of being formalized separately, such as a part of application code. Linked data represents mappings between datasets using the Resource Description Framework (RDF) (Cyganiak, Wood and Lanthaler, 2014) , the same formalism that it employs for data itself. The explicit, machine-readable representation of relationships among entities described in data can be processed automatically in order to align and fuse the linked data sources. Nevertheless, it is important to recognize that data integration solely on the level of data is worthless. Instead, it is the application integration that it enables, which makes it worthwhile.
Data integration methods can be broadly divided into materialized and virtual (Breil et al., 2012) . Methods based on materialization store the integrated data in a persistent storage. The storage is often provided by a data warehouse that ingests source data via Extract-Transform-Load (ETL) process and transforms it in an integration pipeline. Using the conceptual framework of ETL, data integration can be executed in the transformation stage of data processing. If we apply this approach to linked data, an example tool for materialized data integration is UnifiedViews; 1 an ETL framework for RDF data, which can integrate data using periodically executed pipelines that can track incrementally updated data sources (Knap et al., 2014) .
On the contrary, virtual integration does not actually store the integrated data anywhere, but instead provides a virtual view over the combined data sources. Virtual integration is often implemented using query reformulation, which transforms a query to a global schema to queries to local schemas of the individual source datasets. In a similar way, virtual integration may be implemented by using wrappers that combine data provided by multiple services. In this approach to integration the global schema (or ontology) provides a unifying layer that mediates access to data (Pérez-Urbina, Sirin and Clark, 2011 ). An example tool for virtual data integration from the domain of linked data is D2RQ; 2 a software that implements the R2RML 3 mapping language to map relational databases into a unified RDF view.
In the Czech public procurement case presented in this paper, we opted for materialized data integration because the data sources required a preparatory step of extraction into RDF. The selected source dataset exposes a query interface (a SOAP API) that offers low query expressivity and poor performance for non-trivial queries, which makes it insufficient for virtual data integration. However, due to the transient nature of public procurement data it is necessary to integrate it in a timely manner, before the data loses relevance (Harth et al., 2013) . Considering this trait of procurement data, a better option might be to adopt virtual integration, so, in order to compensate for the slowness of materialized data integration, we decided to use a data warehousing approach that periodically polls the integrated data source to obtain data increments.
The paper starts off with a discussion of the factors motivating data integration, in which it introduces some of the advantages offered by linked data that enable achieving progress beyond the current state of the art in data integration. The following section introduces the context of public procurement data, in which the presented application of data integration methods is set. The gist of the paper is covered in the subsequent parts that describe the proposed data integration workflow; encompassing 4 principal stages consisting of schema alignment, data translation, entity reconciliation, and data fusion.
Motivation
Data integration is a key factor contributing to usability of data. When combining multiple datasets a user has to (1) locate the data, (2) interact with each source separately, and (3) manually combine their results (Halevy, Rajaraman and Ordille, 2006) , which is an experience data integration strives to improve. While unintegrated data lacks in intelligibility, integrated data benefits its users by providing a clearer and more consistent view on the domain in question. For data analyst data integration may help to reveal hidden parts of the integrated dataset. Data integration efforts may also uncover more inconsistencies that escape the employed integration methods and need to be reviewed manually.
If we frame motivation for data integration within the bounds of the challenges of "big data", the fundamental challenge that is addressed by integration via linked data is the one of variety. While most big data solutions solve primarily the challenges of data volume and velocity, linked data is primarily casted as a way to handle data variety. Variety is one of the most important challenges in data management and, compared to the other challenges, it is the one that has not been addressed sufficiently so far. This attitude is evident in a recent report by MindMetre Research, which reveals that "only a third (34 %) of organizations see sheer volume as the main challenge. The majority (71 %) see the steepest hurdle as the fact that this data is fragmented and dispersed, in disparate formats." (MindMetre, 2014) Similarly, a previous Gartner report shows that the largest share of its surveyed respondents (49 %) sees variety as the greatest challenge of big data (cited in Polikoff, 2013) .
Linked data offers several benefits that make it uniquely suited for addressing data variety. It can serve as a uniform abstraction for data sources, including both interface for data (RDF) and processing (HTTP). Shared data model of RDF enables to skip the resolution of syntactic heterogeneities when integrating data and focus on the resolution of semantic heterogeneities. For example, Mihindukulasooriya, García-Castro, and Esteban-Gutiérrez claim that "the graph-based flexible RDF data model obsoletes the structural heterogeneity problem and makes integration from multiple data sources possible even if their schemas differ or are unknown" (2013). Using RDF allows to load data first and integrate it later, while in the traditional context of relational databases, data integration must precede loading. Since there is no fixed schema in RDF, any RDF data can be merged and stored along with any other RDF data. Merge as union applies to schemas as well, because they too are formalized in RDF. Potentially overlapping schemas of the integrated sources can be merged to create a superset schema, which can then be pruned and aligned in the course of data integration. Flexible data model of RDF and the expressive power of RDF vocabularies and ontologies enables to handle variation in the integrated data sources. Vocabularies and ontologies make RDF into a self-describing data format. Explicit, machine-readable description of RDF data enables to automate many data processing tasks. In the context of data integration, this feature of RDF reduces the need for manual intervention in the integration process, which contributes to decrease of its cost and increases its consistency by avoiding human-introduced errors. However, "providing a coherent and integrated view of data from [linked data] resources retains classical challenges for data integration (e.g., identification and resolution of format inconsistencies in value representation, handling of inconsistent structural representations for related concepts, entity resolution)" (Paton et al., 2012) .
Linked data can further contribute to cleaner separation of concerns in data integration workflow, so that coupling between the workflow's steps is reduced. Each step of data integration workflow can have a single, clearly defined responsibility. Such separation of concerns improves testability and traceability of errors in the data integration pipeline. Data integration workflow can be organized as a directed acyclic graph, in which its nodes consist of the individual data processing steps, while the edges represent data flows between the nodes. A node having an inbound edge from another node is dependent on that node. Directed edges represent data flow dependencies between the parts of the integration workflow. Linked data exchanged between the nodes can be made self-describing via RDF vocabularies and ontologies or by attaching metadata, which helps to further reduce coupling between the connected nodes and simplifies their communication interface. In order to distinguish data produced by the workflow steps, which is all loaded into a single RDF store, named graphs (Carroll et al., 2005) can be used as labels for data exchanged in the workflow. This conceptualization corresponds to the one employed by the UnifiedViews framework, in which data processing workflows are organized in pipelines. The concept of pipeline is also similar to that of a workflow system that defines and controls order in which applications performing the particular steps of data integration are invoked (Bernstein and Haas, 2008) .
As stated at the start of this section, the main purpose of data integration is to enhance usability of data. In the domain of public procurement that we target, usability is paramount for business intelligence that may help, for instance, to reveal wasteful spending or uncover corrupt practices. Data analyses are often based on aggregation queries, which can be significantly skewed by incomplete or duplicate data. Incompleteness introduces involuntary influence of sampling bias to analyses based on incomplete data. Aggregated counts of duplicated entities are unreliable, as they count distinct identifiers instead of counting distinct real-world entities, which may be associated with multiple identifiers. Data integration promises to improve completeness and deduplication by the means of entity reconciliation.
In the following sections, we will demonstrate the impact of the proposed data integration workflow on an example query that might be posed by a procurement analyst: "Find all companies that won an above-average number of public contracts issued by only one contracting authority." This query seeks companies that won only contracts issued by a single authority and the total number of contracts awarded to these companies is above average. Having a reliable answer to this question may help the analyst to find cases of clientelism, where a particular company is favoured by the contracting authority. However, such answer requires having companies, contracting authorities, and their contracts deduplicated.
Moreover, in the context of linked data, arriving to the correct conclusion for this question is undermined by non-unique name assumption (nUNA) and open world assumption (OWA (2014) . Linked data combines nUNA with the assumption that URIs are globally unique, so that no two entities can share the same URI; and if they share the same URI, they refer to the same entity. In the context of public procurement data there may be companies referred to by multiple different names (URIs). However, in such case the difference in name does not imply a difference in referent. The different names may be aliases of the same entity that is duplicated across the procurement data.
Linked data combines the assumptions about entity names with the OWA, which can be explained as the following: "The truth of a statement is independent of whether it is known. In other words, not knowing whether a statement is explicitly true does not imply that the statement is false." (Hebeler et al., 2009, p. 103) Adopting the OWA implies a recognition that data may be incomplete. While the goal of public procurement registers is to achieve complete coverage of public contracts falling under the regime of mandatory disclosure, it is still possible that some required data escapes the registers. Missing data then impacts the quality of data analyses, since incomplete data can only provide approximate answers, and it undermines the reliability of absolute figures measured using the data. Being aware of nUNA and OWA helps to realize that integration of linked data, and any data in general, cannot accomplish perfect data quality.
Having discussed the characteristics of data integration with linked data, we will proceed to the characteristics of the use case's anchoring in the public procurement domain. All namespace prefixes used in the paper can be resolved to their corresponding namespace URIs by using http://prefix.cc. For example, rdfs:subClassOf expands to the subClassOf property from the RDF Schema namespace http://www.w3.org/2000/01/rdf-schema#.
Context of public procurement
This paper focuses on the application of data integration based on linked data in the domain of public procurement. Data from the chosen domain exhibits several characteristics that pose challenges to data integration.
Disclosure of public procurement data is mandated by legislation, which requires public contracts that meet prescribed conditions, including thresholds for money spent, to be advertised publicly through contract notices (Graux and Kronenburg, 2012, p. 7) . In the European Union, public contracts are classified as public sector information, which is prescribed to be publicly available by the Directive on the re-use of public sector information (EU, 2013) . Standardization is a key instrument for achieving reuse of public sector data by third parties, such as businesses or supervisory bodies for the public sector. While the central registers of public procurement are intended to improve reuse and serve to public oversight, their implementation often leaves much to be desired. Public procurement data is subject to imperfect standardization, which results in variety in data. The imperfect standardization of public procurement data is caused by factors including divergent transposition of EU directives into legal regimes of EU member states, lack of adherence to standards, underspecified standards leaving open space for inconsistencies, or meagre incentives and sanctions for abiding by the standards and prescribed practices. Euzenat and Shvaiko characterize the public sector domain by "a variety of information, of variable granularity and quality created by different institutions and represented in heterogeneous formats" (2013, p. 12) . While Gosain offers a definition of a standard as a "coordination mechanism around non-proprietary knowledge that organizes and directs technological change" (2003, p. 18) , linked data enables to cope with insufficient standardization by allowing for "cooperation without coordination" (Wood, 2011, p. 5) , which enables to bridge local heterogeneities via the flexible data model of linked data. In effect, data integration based on linked data can be considered as a compensating mechanism for the impact of imperfect standardization.
Public procurement data also suffers from shortcomings similar to those of user-generated data. The users generating data for the public procurement registers usually comprise many contracting authorities. Each authority may produce data digressing from the mandated data standards in a different way. Due to the distinct interpretations of the extent of mandatory and discretionary data by contracting authorities, the resulting aggregated dataset may appear to be incomplete. Additionally, public procurement data is typically collected from forms filled out by people, who may inadvertently or purposely enter errors into the data they create. A shortcoming of public procurement data that becomes apparent in data integration is the lack of global, agreed-upon and well-maintained identifier schemes for values of attributes of public contracts; such as the award criteria employed in the course of selecting the winning bid for a contract. Coletta et al. claim that data integration is harder in the context of public sector data because important metadata is often missing (2012). Fazekas discusses a similar set of issues of public procurement data from Hungary and highlights missing identifiers, imprecise links, and structural weaknesses (Fazekas and Tóth, 2012, p. 14) . A corollary of these issues is that tracking public contracts through the stages of their life-cycle, from their announcement over to completion, is difficult because of the lack of reliable identifiers.
These are the issues that data integration in the proposed workflow addresses. The following sections deal with the main tasks of the integration workflow in detail and discuss their application to the concrete case of the Czech public procurement data.
Schema alignment
Schema alignment starts the data integration process on the level of schemas of the integrated datasets. This task encompasses schemas of all integrated datasets, including both internal and external ones. The key contribution of schema alignment to data integration lies in the resolution of naming and structural differences of the integrated schemas. It is based on schema matching, described as "the process of finding relationships or correspondences between entities of different ontologies" (Euzenat and Shvaiko, 2013, p. 39) or as "identification of semantically equivalent schema elements" (Naumann et al., 2006, p. 23) . Schema matching results in 'bridge axioms' that explicitly represent the relations between the integrated schemas. Using these axioms we can capture diverse set of relations, such as equivalence (owl:equivalentClass or owl:equivalentProperty) or specialisation (rdfs:subClassOf or rdfs:subPropertyOf). Furthermore, more complex relations can be represented as transformations between source and target graph patterns.
In order to produce the axioms, schema alignment can exploit both the explicitly formalized information and the implicit information that can be reconstructed from context (ibid., p. 54). In Figure 1 : Public procurement data integration workflow addition, schema matching can be based on both schema and instance data. Reviewing the individual methods for schema matching is outside of the scope of this paper. A detailed review of these methods is provided in Euzenat and Shvaiko (ibid.) . Instead, we present a high-level workflow for the task of schema alignment. A flow-chart diagram in Figure 1 summarizes the entire workflow.
The initial step of the whole workflow is to load the integrated datasets into separate named graphs in a single RDF store. In order to find what schema terms are instantiated in the datasets in question, a query to retrieve all instantiated classes and all the properties used is executed. This query results in a list of URIs identifying the schema terms. We presume that these schemas conform to linked data principles, so that each of the retrieved URIs can be dereferenced to obtain a representation of the identified resource. This allows us to dereference each schema term's URI and get its RDF representation. In turn, having access to these representations, we can leverage the self-description of RDF data and extract the URIs of schemas that define the terms (using rdfs:isDefinedBy). Consequently, the schema URIs can be dereferenced and their representations obtained. We load the schema representations into separate named graphs in our RDF store in order to enable further processing. We review the set of loaded schemas and select those that we prefer. This decision will be based on expert evaluation including schema quality and provenance into account. If we want to go into more detail, preference can be given to particular terms rather than complete schemas, although commonly the preference would be decided on the schema level of granularity. Union of the preferred schemas will constitute the uniform schema of the integrated data. At this point, the chosen schema matching methods can be executed between the terms of preferred schemas and non-preferred schemas. Schema matching constitutes the most demanding step of schema alignment and typically requires human input to define the matching procedures. When this task is completed, the resulting schema alignments are loaded into a new named graph.
In order to evaluate the quality of schema alignment a number of measures were devised. A systematic review of these measures is presented in Euzenat and Shvaiko (2013, pp. 285-317) . Many of these measures rely on expert assessment of precision and recall of the produced alignment axioms. For example, a domain expert may evaluate the conceptual parsimony of the resulting uniform schema, checking duplication and soundness of the alignments.
In the case of the Czech public procurement data, the source required extraction into RDF, in the course of which the schema of source data was re-expressed using the data model of Public Contracts Ontology (Klímek et al., 2012) . Thereupon, schema alignment was subsumed in data extraction. Details of this data extraction from the Czech public procurement register are described in Svátek et al. (2014, p. 18 ).
If we return to the motivating example from the previous section, the contribution of schema alignment can consist of aligning the classes representing business entities. For instance, the integrated datasets can use both instances of gr:BusinessEntity and schema:Organization to describe business entities. Schema matching may mark these classes as equivalent, so that the example query does not need to factor the equivalence relation into itself, but instead it can draw the relation from the alignment axioms materialized as data.
Data translation
Data translation "aims at populating a target model with data of a source model" (Rivero et al., 2011, p. 119) . It can be regarded as an application of the schema alignments produced in the previously described workflow task. At this stage, each alignment axiom is transformed into an executable translation rule. Translation rules consist of source and target graph patterns. Source pattern matches data expressed using the non-preferred schema terms that an alignment maps to be translated to target pattern that is expressed using the preferred schema terms. Even though the transformation of alignment axioms into translation rules can be automated to a certain degree, it requires human intervention in more complex cases. Translation rules generated from alignment axioms may be complemented with cleansing rules that repair literal values not conforming to their expected data types. In this way, cleaning data values can simplify further processing. For example, it is vital for highquality entity reconciliation.
Translation rules can be implemented as SPARQL 1.1 Update (Gearon, Passant and Polleres, 2013) operations. Using the SPARQL Update operations, source patterns of translation rules are expressed in the operation's WHERE and DELETE clauses. Target patterns are described in the INSERT clause of the operations. Formulated in this way, execution of such operation starts off by matching sub-graphs in the source data to the pattern in the WHERE clause, then deletes data matching the pattern in the DELETE clause given the variable bindings provided by the WHERE clause and ends with inserting data constructed from the INSERT clause using the variable bindings. In order to represent the translation rules in SPARQL, SPIN RDF vocabulary (Knublauch, 2014 ) may be used. SPIN provides the spin:rule property for attaching translation rules to terms from the affected schemas. Moreover, via the spin:nextRuleProperty SPIN allows to define the order of execution of the translation rules, which is needed if some rules depend on the data that is affected by other rules. If a translation rule impacts a large volume of data, it may be necessary to split it into subsequently executed offsetdelimited pages affecting subsets of data that are small enough to fit in a single database transaction.
When evaluating data translation, the total time spent on this task may be employed as an overall performance indicator of the applied data translation method. In the context of procurement and financial data it was reported that "data conversion aspects of the integration project are estimated to take up to 50 % of the project team's time" (Best practices in integration of procurement and financial data management, 2005, p. 19). We argue that a considerable share of this effort can be avoided if the integrated datasets are available in RDF. In such scenario, data translation can skip the resolution of syntactical inconsistencies and instead focus on resolving semantic mismatches between the integrated sources.
A more exact measure to evaluate data translation is the validation of conformance of the translated data to the preferred schemas. Integrity constraints used to validate consistency of data can be derived from definitions of the preferred schemas. Thanks to the explicit specifications of RDF schemas, many of the integrity constraints can be generated automatically, such as by using RDFUnit (Kontokostas et al., 2014) . Validators can drive iterative improvements of data translation, stopping when it produces conforming data that does not violate any of the enforced integrity constraints.
In the illustrative case of the Czech public procurement data, similarly to the schema alignment, there was no need for data translation, since the data was translated to the preferred schemas during the extraction to RDF. However, the extracted data was validated using integrity constraints derived by RDFUnit from the Public Contracts Ontology and the data was tested with additional manually developed validation rules. Even though the current documentation of the Czech public procurement register 4 states that the collected data is validated by several rules, we found errors in the data that should have been prevented by the rules. A possible explanation for this issue is that the extracted dataset contains historical data as well, some of which might date to the past when the register did not yet employ as comprehensive validation as it does now.
If we judge the contribution of data translation from the point of view of the motivating example, it helps to further simplify the example's query, since it no longer has to take into account multiple ways of representing the same data. Using the equivalence relation between gr:BusinessEntity and schema:Organization found by schema alignment, business entities can be translated from the nonpreferred class to the preferred class, which in turn simplifies the identification of business entities in the example query. To illustrate the merits of data validation, we can consider corporate entity identifiers (abbreviated as "IČO" in the Czech Republic). In the processed dataset we found 2.15 % of these identifiers to be invalid either due to being malformed or according to their check digit. These identifiers were marked as invalid and, if possible, automatically converted to the correct format using cleansing rules, e.g., removing whitespace characters from the identifiers. Detection of invalid identifiers helps to avoid spurious equivalence links established by entity reconciliation, which in turn improves the accuracy of aggregated counts produced by the query in the motivating example.
Entity reconciliation
In the context of linked data, entity reconciliation is a process of interlinking distinct identifiers that are coreferent; i.e. refer to the same real-world entity . Appropriately enough, this process is also referred to by multiple terms, including instance matching, deduplication, or record linkage. Entity reconciliation is necessary when entity equivalence cannot be determined by reference equality check based on URI comparison. In such case, entities must be compared by values, so that reconciliation is based on matching attributes describing the reconciled entities, such as keys (e.g., corporate entity identifiers) or labels (e.g., legal names of corporate entities). In addition, entity reconciliation can exploit both semantics (i.e. schema axioms) and statistics of data (Hogan et al., 2012, p. 78) . Entity reconciliation yields links between URIs that are interpreted as coreferent, which can be materialized as additional data using the owl:sameAs property relating the coreferent URIs.
As a preparatory step for entity reconciliation in the presented data integration workflow, we replace blank node identifiers of entities by randomly generated and unique URIs, so that these entities can be referred to in equivalence links. In the next step, we can infer equivalence links based on cardinality restrictions provided by schemas of the integrated datasets. If a entity has a functional property (i.e. instance of owl:FunctionalProperty) with multiple objects, then the objects can be inferred to be equal. Similarly, if an object is linked to multiple entities via an inverse functional property (i.e. owl:InverseFunctionalProperty), then the subject can be inferred to be equal. In entity reconciliation we limit the use of these entailment axioms to URIs and exclude literals, for which these axioms are applied in data fusion policies, since RDF is unable to represent the equivalence of distinct literals. A caution must be given in this step if schema axioms are unreliable or instance data is diverging from the schemas. In such case, it may be better to avoid inferring equivalence links using the described methods in order to avoid false results.
The following task of the workflow is to identify the sets of duplicates that need reconciling. Each set contains entities matching a graph pattern that defines the set. Note that patterns defining the sets do not have to be limited to class instantiation (e.g., instances of class gr:BusinessEntity) and can be arbitrarily complex. Detection of sets of duplicates can be automated to a certain degree. Similarly to the entailment of equivalence relations covered above, we can use maximum cardinality constraints of properties (i.e. owl:maxCardinality) to detect duplicated sets. While properties having maximum cardinality equal to 1 can be directly used for the described inferencing, properties with higher cardinality can only be used for duplicate detection, because no objects of such properties can be inferred to be equivalent. Nevertheless, most sets of duplicates need to be discovered manually. For instance, sets of entities for which non-universal URIs were minted during extraction to RDF usually need to be added to the sets to reconcile.
For each set of duplicated entities, we perform entity reconciliation. As was the case of schema matching, due to the complexity of the task the methods of entity reconciliation are not covered here. Instead, we refer the interested reader to Christen's comprehensive survey of these methods (2012).
In general, reconciliations of the duplicated sets should be performed iteratively, building on results of prior reconciliations. Each reconciled set may provide new data from which additional equivalence links may be inferred using the afore-mentioned entailment rules or by incorporating the data in the linkage rules developed for entity reconciliation.
Unlike schema alignment, entity reconciliation typically needs to be performed automatically due to the volume of processed data (Halevy, 2006) . There are several tools that enable automation of entity reconciliation. If exact matches of attributes or combinations thereof are sufficient to discover coreferent URIs, then efficient entity reconciliation can be implemented using SPARQL 1.1 Update operations (Gearon, Passant and Polleres, 2013) . SPARQL 1.1 Update can also be used for inferring URI equivalence based on reasoning with maximum cardinality restrictions. If approximate attribute matching is required, then link discovery frameworks, such as Silk, 5 may be employed. These frameworks allow to formulate expressive linkage rules composed of diverse similarity metrics and comparison operators. Furthermore, some of these frameworks are able to automatically learn a linkage rule from provided examples of equivalence links, which reduces the load of developing linkage rules manually (Isele, Jentzsch and Bizer, 2012) .
Evaluation of the quality of entity reconciliation typically involves clerical review of a sample of the resulting equivalence links. In this way, a randomly selected sample of equivalence links can be split into correct and incorrect matches. Manual assessment of each link allows to compute quality metrics, such as precision, which is defined as the ratio of correct equivalences (true positives) to incorrect equivalences (false positives). Results of the metrics computed on a sample may then be extrapolated to the complete linkset produced by the reconciliation. There are also few automated measures that can indicate reconciliation quality. An example of such measure is reduction ratio, which is defined as the number of generated equivalence links compared to all possible equivalence links. Effectiveness of reconciliation measured in total task's run-time compared to the number of processed entities can also be determined without human input. A more detailed review of the evaluation methods for entity reconciliation is presented by Christen (2012, pp. 163-184 ).
If we apply entity reconciliation to public procurement data, we can encounter 3 typical situations depending on the ways duplicated entities are identified. If there is an official and used identifier scheme for the duplicated entities, then the identifiers can be used as objects of an inverse-functional property and the entities can be reconciled via the above-described inference. Examples falling into this category are corporate entity identifiers or Common Procurement Vocabulary codes. 6 Even though this way of reconciling entities is straightforward, it is typically complicated by problems including missing identifiers, syntactically invalid identifiers, or erroneously assigned valid identifiers. For example, in the Czech public procurement data only 61.49 % of awarded contracts list corporate entity identifiers of the winning bidders, which reflects that the identifier used to be an optional attribute. The second case reconciliation may run into is when processing entities for which an unofficial or unused identifier scheme is available. In this situation, entities from the integrated datasets can be reconciled with the unused identifier scheme. For example, the Public Contracts Ontology provides a code list of activity kinds of contracting authorities. 7 Using the code list as a controlled vocabulary, labels of activity kinds from the reconciled dataset can be mapped to the terms of this code list as aliases. The remaining case occurs when there is no identifier scheme for the duplicated entities. To illustrate that this is a common case in public procurement, Alvarez-Rodríguez quotes the lack of consensual identifiers as one of the challenges of public procurement data (2014). If there are no identifiers to which entities can be reconciled, reconciliation begins to resemble clustering that interconnects similar entities. An alternative solution for this situation is to establish a new identifier scheme and proceed as in the second case.
If we were to assess the impact of entity reconciliation on the motivating example, we could point out to the explicit equivalence relations that it produces, which help to determine more realistic business entity counts. In the Czech public procurement dataset we used entity reconciliation to find duplicates for 89 % of business entity URIs. In some RDF stores, the query from the example can take advantage of these equivalence links by resolving them during query execution. Without this feature the resolution of equivalences is left to data fusion.
Data fusion
Data fusion can be defined as "the process of integrating multiple data items representing the same real-world object into a single, consistent, and clean representation" (Bizer, Heath and Berners-Lee, 2009 ). In the course of data fusion "duplicate representations are combined and fused into a single representation while inconsistencies in the data are resolved" (Bleiholder and Naumann, 2008, p. 1:3) . However, data fusion is not limited to mechanical application of equivalence links produced by entity reconciliation. Its particular focus "lies in resolving value-level contradictions among the different representations of a single real-world object" (Naumann et al., 2006, p. 22) .
The data fusion step in the data integration workflows takes the equivalence links produced by entity reconciliation as its input. Fusion starts with grouping the input links into clusters of equivalent URIs. For each cluster, fusion algorithm picks a preferred URI based on pre-configured policy, typically depending on the computed quality of the URI's entity description. In each cluster, data fusion resolves conflicts in literal values and rewrites the non-preferred URIs to the chosen preferred URI. Resolution of conflicts in literals is driven by an appropriate fusion policy, such as the selection of the most recent value or inclusion of all values. This is where the previously mentioned cardinality constraints may be used to inform what fusion policy to adopt. Rewriting of non-preferred URIs is likely to disconnect resources that depend on them. The final step of data fusion should thus delete these "orphaned" resources, which are no longer needed.
Similarly to entity reconciliation, data fusion typically needs to be executed with the help of automated tools due to the volume of processed data. Naïve resolution of equivalence links may be done via SPARQL Update operations, however, in most cases it is desirable to employ more sophisticated tools that allow to apply specific fusion policies. An example of these tools is Sieve, which is a part of the Linked Data Integration Framework (Mendes, Mühleisen and Bizer, 2012) . In our case, we used LDFusionTool 8 , which is developed as a part of the UnifiedViews framework. Unlike the other data fusion tools, it can handle property dependencies and fusion of structured values, which proved to be beneficial in the particular case of public procurement data.
Fusion may be executed iteratively with entity reconciliation in case of large datasets, which are computationally demanding to process, in order to shrink the size of the processed data and thus 6 http://simap.europa.eu/codes-and-nomenclatures/codes-cpv/codes-cpv_en.htm 7 https://code.google.com/p/public-contracts-ontology/source/browse/schemes/activities.ttl 8 https://github.com/mifeet/LD-FusionTool decrease the number of comparisons that reconciliation needs to perform. Moreover, in case of large datasets, the steps of entity reconciliation and data fusion may be limited to subsets of data in order to improve the performance of the whole workflow.
If we decide to evaluate the quality of data fusion, there are several measures available. One of the broadest measures for assessing data fusion is data reduction ratio, which represents the decrease in the number of fused entities. In the example of the Czech public procurement data we achieved 82 % reduction in the number of business entities. This figure corresponds to the measure of extensional conciseness defined by Bleiholder and Naumann (2008, pp. 1:5-1:6) as the "percentage of real-world objects covered by that dataset". Assuming that the fused dataset is correct and complete, our source dataset has extensional conciseness of 0.18 for business entities. Many evaluation measures used for data fusion reflect the impact of this task on data quality. An example of those is completeness, which represents the ratio of instances having value for a specified property before and after fusion, and is sometimes rephrased as coverage and density (Akoka, 2007) .
Going back to the motivating example, we can see a clear improvement when data fusion is applied. Unfused data contained only business entities that were awarded with a single public contract, since the identities of business entities were duplicated in all public contracts in which they participated. Therefore, it was not possible to find business entities that were awarded more than 1 contract or won contracts from more than 1 contracting authority.
The average number of contracts awarded to business entity rose to 3.86 in the fused dataset. Using the fused data we found 304 business entities that were awarded with above-average number of contracts, while being awarded with contracts only from a single contracting authority. The business entity that was awarded with the most public contracts from a single contracting authority and has not won contracts from any other contracting authority was Opavská lesní a.s., a forest logging company, which won 65 contracts from Lesy České republiky, s.p., the authority that manages most forests owned by the state. These public contracts were awarded during a period spanning 7 years from 2007 to 2014 and amounted to 721 million CZK in total. Even though the exact numbers may not be completely correct, they indicate a potential issue that might require a more in-depth inquiry to confirm the initial impression. Czech media previously connected Opavská lesní with corruption in public procurement, highlighting that a former minister of the interior of the Czech Republic, who is infamous for corrupt practices, serves as the company's board member. In fact, this company can be used as a representative example from the discussed set of business entities. If we scan through the businesses falling into this set, we find that a large share of them operates in the domain of forestry and logging. This insight can invite procurement analysts to investigate public contracts from this domain in more depth and uncover more cases of potential corruption.
Conclusion
The main contribution of the presented paper is a conceptualization of the high-level data integration workflow summarized in a flow-chart diagram (Figure 1 ) and described in detail in the sections covering schema alignment, data translation, entity reconciliation, and data fusion. Complementing the developed model workflow, we discuss its application to a practical data integration exercise concerning Czech public procurement data. For each step of the workflow, we cover its constituent parts, their potential implementations via semantic web technologies and tools, and their evaluation using quality measures. While the presented workflow proposes an incremental, pay-as-you-go approach to data integration enabled by linked data, evaluation of the individual workflow's tasks shows that many benefits of data integration are available to be reaped only after data fusion is conducted. Still, it is possible to go through the complete workflow spending little effort per task and then invest in improving the tasks' implementation if more resources become available and better results are desired.
On the example of the Czech data we illustrate how is the data integration effort embedded in the public procurement context. While the goals pursued by public disclosure and aggregation of procurement data are often undermined by insufficient data integration caused by heterogeneity of data provided by diverse contracting authorities, data integration can remedy some of the adverse effects of heterogeneity and fragmentation of procurement data. We demonstrate that the described data integration workflow improves the processed data and its value for data analyses. Using a concrete example of the Czech public procurement data we show that data integration based on linked data allows to discover meaningful insights from the data, which may imply potential corruption and can direct further in-depth investigation by procurement analysts.
Overall, the workflow can be regarded as an initial working prototype, which leaves space for improvements in future work. As the workflow's description indicates, there are several tasks that could benefit from additional automation, in order to further decrease the costs of the required human input. For example, follow-up research may cover automating the detection of duplicated sets of entities or sorting these sets by their mutual dependencies. Nevertheless, even as proof of concept, the workflow manages to address the challenge of data variety by leveraging the characteristic features of data integration based on linked data and semantic web technologies.
