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Resumen
En el presente Proyecto Fin de Carrera se exploran los fundamentos de la bio-
metra, una de las mas potentes tecnologas en el ambito de la seguridad y cada vez
mas presente en la sociedad actual. En concreto se centra en el estudio de una tecni-
ca novedosa y hasta ahora poco empleada como son los contornos activos. A traves
de dicha tecnologa el proyecto tiene como objetivo el reconocimiento biometrico de
iris, quiza la que mayor proyeccion de futuro presenta de entre todas las tecnicas
existentes en la biometra. Para desarrollar este estudio sobre los contornos acti-
vos el Proyecto se apoya en otra herramienta biometrica de enorme importancia: la
Transformada de Hough. Estas tecnicas precisan de una explicacion exhaustiva para
su completa comprension, a lo largo de esta memoria partiendo de los conceptos
basicos se desarrollan los fundamentos esenciales teoricos y practicos en los que se
basa este estudio. Para llevar a cabo la implementacion de los algoritmos necesarios
se ha empleado el software matematico MATLAB R2007a.
El proyecto se presenta estructurado en cuatro partes: la primera de ellas consis-
te en una introduccion teorica al mundo de la biometra, a la identicacion de iris y
en una panoramica de lo logrado hasta la fecha. La segunda parte recoge los funda-
mentos teoricos y matematicos en que se basan las tecnicas empleadas en el estudio.
La tercera parte muestra los resultados obtenidos y el nivel de exactitud logrado
tanto al emplear la Transformada de Hough como los contornos activos. Finalmente
en la cuarta parte se exponen las conclusiones surgidas del estudio realizado y se
proponen posibles lneas futuras de investigacion en este ambito.
Es interesante comentar que este proyecto nace de la necesidad de exponer un
estudio claro sobre la posible utilizacion de los contornos activos en el campo de
la identicacion biometrica de iris dado que este tema haba sido, hasta la fecha,
menos explorado de lo debido dada su utilidad y el avance sobre tecnicas anteriores
que supone.
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Parte I
Introduccion a la biometra
1

Captulo 1
Introduccion a la identicacion
biometrica
En este captulo se describiran de manera general los conceptos basicos de la
biometra, su utilizacion en el ambito de la seguridad informatica, las diferentes
tecnicas existentes y las ventajas que proporcionan en este campo, as como las
caractersticas generales de funcionamiento de un sistema biometrico.
1.1. Introduccion a la seguridad informatica
Desde tiempos inmemoriales el ser humano ha sentido la necesidad de proteger
el acceso por parte de individuos no deseados a lugares privados o informacion per-
sonal. De esta forma, a partir de la obsesion por la seguridad, surge el desarrollo
de diversas tecnicas para evitar accesos indebidos a parcelas privadas que han de
estar protegidas por un motivo u otro. En una sociedad como la actual, denomina-
da sociedad de la informacion, la seguridad supone un tema primordial, dado que
aspectos fundamentales de la vida cotidiana estan basados en el uso de informacion
condencial de gran importancia como numeros de cuentas bancarias, informacion
de tipo empresarial, accesos a determinadas fuentes de informacion privadas y un
sinfn de aplicaciones que implican la necesidad de mantener un acceso restringido
de personas.
Por este motivo surge la necesidad de desarrollar sistemas cuya funcion sea pre-
servar la seguridad del usuario en cuanto al acceso a esta informacion privada. De
igual modo que la biometra, proviene de muchos siglos atras y podemos encon-
trar remontandonos atras en el tiempo mecanismos de seguridad inventados por
el hombre para evitar precisamente el acceso por parte de extra~nos a informacion
condencial, as ya en la epoca de los romanos aparecen los codigos como medio
de transmision cifrada de informacion, o la esctala que utilizaban los griegos para
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encriptar y ocultar datos privados ante ojos ajenos. Son famosos los mecanismos
utilizados durante la Segunda Guerra Mundial basados en discos y rotores para lle-
var a cabo el cifrado de la informacion. Todo esto, llevo poco a poco al desarrollo
y posterior uso de los ordenadores, para desarrollar algoritmos criptogracos mas
complejos, que permitiesen llevar a cabo los procesos de intercambio de informacion
de manera mas o menos able. Sin embargo, ninguno de los procesos desarrollados
hasta la fecha garantiza que no se puedan congurar procesos analogos e inversos
que permitan descodicar la informacion en curso aunque ello requiera gran tiempo
y complejidad.
Por ello las actuales lneas de investigacion tratan de garantizar que esta segu-
ridad no sea cticia sino permanente a traves de tecnicas como, por ejemplo, la
biometra y la criptografa cuantica. Mientras esta ultima se estudia en un ambito
exclusivamente teorico hasta la fecha la biometra es una realidad en la practica hoy
da, desarrollandose nuevos avances y obteniendose excelentes resultados en aspectos
relacionados fundamentalmente con el control de accesos mientras es introducida en
otros campos como la domotica.
Al margen de la biometra, tema que se tratara en mayor profundidad en adelan-
te, para el desarrollo de sistemas de seguridad pueden utilizarse diferentes esquemas:
Conocimiento: Basado en cierta informacion o dato conocido por el usuario
(por ejemplo una contrase~na).
Posesion: Basado en un elemento fsico (llave o tarjeta).
Caracterstica: Basado en un elemento que forma parte del usuario (biometra).
Logicamente la combinacion de estos tres factores conducira al logro de mayores
niveles de seguridad, por ejemplo la combinacion de la tarjeta de credito con el codigo
PIN asociado. Sin embargo de esta forma aumenta tambien el nivel de complejidad
del sistema. As por ejemplo las tecnicas biometricas pueden combinarse con las
tarjetas inteligentes (smart cards), tarjetas que tienen la habilidad de almacenar
grandes cantidades de informacion tanto biometrica como de cualquier otro tipo, de
manera que combinando ambas tecnologas se logran ventajas tanto en el incremento
de la seguridad como en cuanto a funcionalidad.
1.2. Introduccion a la biometra
1.2.1. Conceptos basicos
Se dene la biometra como la ciencia o el estudio de metodos automaticos pa-
ra el reconocimiento unico de humanos basandose en sus caractersticas fsicas o
de comportamiento, es decir a traves de atributos que el ser humano posee de
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manera intrnseca. La palabra se deriva de las races griegas "bios"(vida) y "me-
tron"(medida).
El termino biometra comprende un amplio espectro de tecnologas mediante
el uso de las cuales se permite vericar la identidad de una persona a partir del
analisis de la medida de estas caractersticas, conando en atributos propios de cada
individuo en lugar de en cosas que conocen o poseen.
Las huellas dactilares, la retina, el iris, los patrones faciales o la geometra de la
palma de la mano, representan ejemplos de caractersticas fsicas (estaticas), mien-
tras que entre los ejemplos de caractersticas del comportamiento se incluye la rma,
el paso y el tecleo (dinamicas).
La capacidad para la identicacion biometrica llevada a cabo por cualquier perso-
na es algo innato, ya que siempre se ha utilizado esta tecnica de manera inconsciente
para reconocer a una persona por la calle o en una fotografa por ejemplo. Los dis-
tintos tipos de tecnologa biometrica varan en complejidad, capacidades y modo
de funcionamiento y pueden ser usadas para vericar o establecer la identidad de
una persona. Sin embargo comparten igualmente elementos comunes. Todos hacen
uso de dispositivos de adquisicion de informacion adaptados a cada caso en particu-
lar, tales como camaras o escaneres para obtener imagenes, registros o medidores,
al igual que de software y hardware adaptado para extraer, codicar, almacenar
y comparar las caractersticas medidas. Este caracter automatico de los sistemas
biometricos permite que el proceso de toma de datos y decision sea muy rapido en
algunos casos de tan solo de unos segundos de tiempo real.
Este grupo de diversas tecnologas puede ser usado por si solo o en combinacion
con algunos de los otros factores con el n de reforzar la seguridad. La biometra
presenta diversas ventajas respecto a las tecnologas desarrolladas en base a otros
elementos, sobre todo en el hecho de que en ningun momento se le puede perder
u olvidar a una persona su caracterstica biometrica a diferencia de, por ejemplo,
una contrase~na, siendo de esta forma solo susceptible de falsicacion, y, aun as, en
muchos casos esta posibilidad de fraude al sistema ha sido estudiada y eliminada. La
tecnologa es por tanto capaz de aprovechar rasgos caractersticos de las personas,
ya sean de caracter fsico o comportamentales, para llevar a cabo el reconocimiento
de una persona de manera automatica.
1.2.2. El origen de la biometra
A pesar de que en un primer momento pueda parecer al hablar de identicacion
biometrica que se trate de una tecnica futurista esto no es completamente cierto.
Desde hace cientos de a~nos exista la identicacion basada de alguna forma en es-
te sistema. Esta comprobado, que en la epoca de los faraones, en el Valle del Nilo
(Egipto) se utilizaban los principios basicos de la biometra para vericar a laos
individuos que participaban en diferentes operaciones comerciales y judiciales. Mu-
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chas son las referencias de personas, que en la antiguedad, han sido identicadas por
diversas caractersticas fsicas y morfologicas como cicatrices, medidas, color de los
ojos, tama~no de la dentadura. Esta clase de identicacion se utilizaba, por ejemplo,
en las zonas agrcolas, donde las cosechas eran almacenadas en depositos comuni-
tarios a la espera de que sus propietarios dispusieran de ellas. Los encargados de
cuidar estos depositos deban identicar a cada uno de los propietarios cuando estos
hicieran algun retiro de su mercadera, utilizando para esta tarea principios basicos
de biometra como eran sus rasgos fsicos. Esto es logico, ya que al no disponer en
este momento de otros medios se utilizaban las caractersticas de cada individuo que
pudieran identicarle unvocamente.
En el siglo XIX comienzan las investigaciones cientcas en este ambito con el ob-
jetivo de desarrollar un sistema de identicacion de personas con nes judiciales. A
raz de estas investigaciones se logran importantes avances en el tema y se comienzan
a utilizar los rasgos morfologicos unicos en cada persona para la identicacion. De
alguna manera esto lo consiguio, durante la segunda mitad del siglo XIX, el frances
Alphonse Bertillon. El funcionario de la Prefectura de Polica de Pars logro desa-
rrollar, con las limitaciones de la epoca, una base de datos con las caractersticas
siologicas de 1.500 procesados por delitos violentos en esa localidad. Aunque Berti-
llon menospreciaba la utilidad de los rastros dactilares al ser para el simples "marcas
distintivas"su metodo se impuso en la Francia decimononica, al punto que obtuvo el
cargo de jefe nacional de identicacion. El metodo (por aquel entonces denominado
"bertillonage") inclua datos tales como la longitud de la mano izquierda, el largo
y el ancho del craneo, la longitud de la oreja izquierda y otros. Sirvio, por ejemplo,
para determinar la verdadera identidad de perseguidos reincidentes. A mas de cien
a~nos de la muerte de Bertillon, ya en el siglo XX, los metodos mas aceptados de
identicacion se basan en la coleccion de rastros dactilares y, ultimamente, de mues-
tras de acido desoxirribonucleico (ADN), cuyos grados de conabilidad resultan casi
infalibles. Hoy en da y como bienes conocido, la mayora de los pases del mundo
utiliza las huellas digitales como sistema practico y seguro de identicacion. Con
el avance tecnologico nuevos instrumento aparecen para la obtencion y vericacion
de huellas digitales. Ademas comienzan a ser utilizados otros rasgos morfologicos
como variantes de identicacion, por ejemplo el iris del ojo (en el que se centra este
estudio) o la voz.
Actualmente la biometra se presenta en un sin n de aplicaciones, demostrando
ser, posiblemente, el mejor metodo de identicacion humana.
1.3. Funciones: Vericacion vs Identicacion
Dependiendo de la aplicacion requerida, los sistemas biometricos pueden ser usa-
dos en modo de vericacion o de identicacion. La vericacion, tambien denominada
autenticacion, se utiliza para determinar que una persona realmente es quien dice
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ser. Por otro lado la identicacion o reconocimiento se usa para establecer la iden-
tidad de una persona. Ninguna comparacion resulta perfecta en los sistemas, tanto
de vericacion como de identicacion, ya que hay que garantizar que los patrones
obtenidos son en todos los casos unicos, por tanto, el sistema debera establecer un
umbral que determine la tolerancia en el grado de semejanza, entre el patron de
prueba obtenido y la muestra registrada en la base de datos, siendo este umbral
el que determina el lmite entre el acceso permitido y el no permitido. Para ello
tras la comparacion de ambos patrones se lleva a cabo una medida de disimilaridad
con el n de obtener el grado de diferencia entre ambos en formato numerico que
sera comparado con el umbral predenido para llevar a cabo la decision oportuna.
Veamos todas estas deniciones de una forma mas precisa:
Vericacion vs. Identicacion.
Estas deniciones que se enfocan en este proyecto para el caso especco de las
tecnicas basadas en iris son validas para todas las modalidades biometricas.
Identicacion
El proceso de determinar cual es la identidad de una entidad contra una base
de datos contenedoras de entidades conocidas (realizar una comprobacion entre una
coleccion de entidades A, B, C,..., Z para saber si esta X). Esta parte no pertenece
a la segmentacion de iris pero si es incorporada en el reconocimiento de iris, donde
la segmentacion es importante, ya que su salida determina la caracterstica (sub-
imagen) a comparar.
Vericacion
El proceso de aseverar si una entidad concuerda con la cual se compara (prueba
de si X es el mismo que Y). En segmentacion de iris, es la comprobacion de que partes
de la imagen son iris. En el reconocimiento de iris es contrastar las caractersticas
obtenidas (iris segmentado) con la almacenada y comprobar si coincide. En este
escenario, en la segmentacion de iris, se puede dar por cada componente (pxel) de
la imagen cuatro determinadas salidas.
Verdadera Aceptacion: Sucede cuando el sistema determina que el pxel forma
parte del iris y realmente es as.
Falsa Aceptacion: Sucede cuando el sistema determina que el pxel forma parte
del iris y realmente no es as.
Verdadera Negacion: Sucede cuando el sistema determina que el pxel no forma
parte del iris y realmente no forma parte de el.
Falsa Negacion: Sucede cuando el sistema determina que el pxel no forma
parte del iris y realmente s es parte de el.
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Un dato importante y a menudo utilizado como metrica de abilidad es el Equal-
Error Rate (EER), es una cantidad numerica que especica cuando es identica la
relacion entre la falsa negacion y la falsa aceptacion.
1.4. Caractersticas de un identicador biometri-
co
Para que un sistema biometrico sea eciente el elemento en que se basa debe
reunir las siguientes cualidades:
Permanencia: la caracterstica no debe cambiar con el tiempo, o hacerlo muy
lentamente.
Unicidad: la existencia de dos personas con una caracterstica identica debe
tener una probabilidad muy peque~na. Esto es logico, de otra forma no podra
asegurarse la identicacion.
Universalidad: cualquier persona debe poseer esa caracterstica. De otro modo
el sistema no resultara util.
Cuanticacion: la caracterstica ha de poder ser medida en forma cuantitativa,
ya que si esto no fuese as no podra realizarse la comparacion.
A continuacion se mostrara el esquema de un sistema biometrico y las partes que
lo componen.
1.5. Partes de un sistema biometrico
El funcionamiento de un sistema biometrico puede resumirse en el esquema que
se muestra en la siguiente gura:
En el se puede observar facilmente los pasos seguidos en el proceso de identica-
cion:
1. En primer lugar la imagen o caracterstica biometrica es adquirida y procesada
(extraccion de las caractersticas fundamentales).
2. A continuacion esta imagen (o las caractersticas derivadas de ella) se almace-
nan en una base de datos que sera consultada mas adelante.
3. Finalmente en el momento en que se realiza la identicacion se produce un paso
similar inicial, de nuevo se captura una imagen ( o se mide la caracterstica en
que se basa el proceso) del individuo objeto de analisis y se procesa para ser
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Figura 1.1: Esquema de un sistema biometrico
comparada con el registro almacenado en la base de datos. Como resultado de
esta comparacion se establece si la identicacion es positiva o negativa.
A partir de la observacion del proceso seguido por los sistemas biometricos po-
demos distinguir de forma general tres bloques importantes en todos ellos:
Un mecanismo para la obtencion de datos, logicamente se trata de una camara
o cualquier sensor para capturar la imagen (analogica o digital) o caracterstica
(voz, escritura, etc) que intervenga en el proceso de identicacion.
El software encargado de procesar y comparar la caracterstica biometrica a
analizar.
La interfaz con la aplicacion biometrica para interactuar con los elementos
relativos al acceso una vez realizada la identicacion.
En funcion de la complejidad del rasgo y de su tratamiento se hara uso de dis-
positivos mas o menos complejos, as por ejemplo un sistema de reconocimiento
mediante el patron venoso de la retina necesita de camaras adaptadas de alta reso-
lucion. Posteriormente la informacion obtenida es tratada, como hemos comentado,
para que el ordenador pueda extraer de esta los datos relevantes y necesarios para el
buen funcionamiento del sistema, tras lo cual y aplicados los algoritmos necesarios,
se obtiene el patron (template), mediante la cual se identica a un usuario en parti-
cular. Este patron se almacena o sirve como elemento de comparacion dependiendo
del proceso que este teniendo lugar en el sistema. Si es el primer caso se almace-
nara en una base de datos y sera la muestra accesible por el sistema de seguridad
para posteriores comparaciones. Es en el bloque de decision en el que se llevaran a
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Figura 1.2: Partes de un sistema biometrico
cabo estas comparaciones y en funcion del resultado la identicacion concluira como
positiva o negativa, como se haba comentado anteriormente.
1.6. Tecnicas biometricas
Como hemos visto brevemente en este trabajo existen diversas tecnicas biometri-
cas basadas en diferentes caractersticas del individuo objeto de la identicacion. En
funcion del rasgo en que se basa el sistema biometrico podemos establecer una cla-
sicacion:
Biometra estatica o siologica: Basada en el analisis y medida de caractersti-
cas fsicas, es decir, aquellas vinculadas y relacionadas con determinados orga-
nos y sistemas del cuerpo humano. Dentro de este grupo se encuentran entre
otras: huella dactilar, iris y retina, geometra de la mano, etc.
Biometra dinamica: Basada en caractersticas psicologicas o de comporta-
miento del individuo, o lo que es lo mismo basada en rasgos funcionales o de
conducta. Algunas de ellas pueden ser: dinamica de tecleo, reconocimiento de
voz, reconocimiento de rma escrita, etc.
Mixtos: Aquellos sistemas que emplean conjuntamente las caractersticas des-
critas anteriormente. Son los menos habituales.
Las caractersticas fsicas de un usuario son relativamente estables, sin embargo
una caracterstica relativa al comportamiento puede verse alterada por diversos mo-
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Figura 1.3: Tipos de sistemas biometricos
tivos psicologicos o de situacion, lo que implica que en muchos casos sea necesario
que los sistemas basados en estas caractersticas permitan la actualizacion de los
patrones de los usuarios. En cambio una caracterstica fsica permanece invariable
a lo largo del tiempo, por ello se considera que estas son mas seguras a la hora de
basar en ellas un sistema de seguridad.
Algunas de las mas importantes tecnicas de identicacion biometrica son las
siguientes:
Reconocimiento biometrico facial. El funcionamiento basico de esta tecnica
consiste en analizar las caractersticas de la imagen de la cara de una persona,
obtenida mediante una camara digital. A partir de esta imagen se miden la
estructura facial general, incluyendo las distancias entre ojos, nariz y boca,
y otros aspectos de modicacion mas acusada como los contornos superiores
de la cuenca de los ojos, el area circundante de los pomulos o los contornos
cercanos a la boca. Estas medidas se almacenan en una base de datos, y se usan
como base para la comparacion sobre la imagen que se toma posteriormente
del sujeto.
Reconocimiento biometrico de huellas dactilares. El metodo para el analisis de
huellas dactilares toma una imagen de la huella para llevar a cabo un proceso
que consiste en el analisis de las espirales, arcos y curvas que se registran
junto con los patrones de crestas, surcos y puntos especcos locales de los
caballetes que se localizan tanto en los nales de los mismos como en las
bifurcaciones (minucias), de los cuales se determina la posicion x e y, y las
variables direccionales. La extraccion de caractersticas se determina por los
datos obtenidos por la impresion producida por las crestas de las yemas de los
dedos. La informacion obtenida es almacenada y el software realiza un mapa
con el emplazamiento relativo de los puntos minutiae en el dedo, buscando
informacion de estos puntos similar en los archivos de la base de datos.
Geometra de la mano. A diferencia de las huellas dactilares, las manos de una
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persona no tienen porque ser unicas, no siendo los rasgos caractersticos de la
mano lo sucientemente descriptivos para llevar a cabo una identicacion de
manera exitosa. Sin embargo la combinacion de varios rasgos y medidas tanto
de los contornos como de los dedos, y las relaciones entre estas, permiten llevar
a cabo procesos de vericacion totalmente validos, para lo cual esta tecnica
emplea numerosas medidas de la mano incluyendo anchura y altura, la longitud
de los dedos, el contorno de los nudillos y la distancia entre articulaciones.
A pesar de que la geometra y tama~no de la mano humana permanece casi
estable durante la etapa de vida adulta de las personas, es posible que se vean
ligeramente afectadas por otros factores naturales y relativos al entorno y esto
supone una desventaja frente a otros metodos.
Reconocimiento biometrico de retina. Esta tecnica biometrica analiza el no
estrato de la parte posterior del ojo, que procesa la luz que atraviesa la pupila,
y que contiene numerosos vasos sanguneos. Para escanear esta supercie es
necesario hacer uso de una fuente de luz infrarroja de baja intensidad, y de
un conector optico capaz de interpretar los patrones de estos vasos con una
elevada precision. Es obligatorio para ello que el usuario se quite las gafas o
lentillas, de modo que esto no impida el paso de la luz emitida, y coloque
el ojo cercano al dispositivo, enfocandolo hacia un determinado punto. Los
patrones de la retina son rasgos altamente distintivos, de este modo cada ojo
tiene su patron totalmente unico de vasos sanguneos, incluso si comparamos el
ojo izquierdo y derecho de una persona o los ojos de dos hermanos gemelos, al
igual que ocurre con el iris. Aunque en general el patron de cada ojo permanece
constante a lo largo de la vida de un ser humano, este puede verse afectado
por ciertas enfermedades como el glaucoma, la diabetes, subidas de presion
sangunea, etc. A pesar de que la precision y ecacia de estos sistemas es muy
elevada, esta tecnica tiene como grandes desventajas la molestia causada al
usuario durante su utilizacion y el coste elevadsimo de hardware que requiere.
Reconocimiento de iris. Esta tecnica es la base fundamental de este proyecto
por lo que sera objeto de estudio con mayor profundidad en los captulos
sucesivos. El proceso biometrico de reconocimiento mediante iris se basa en el
analisis del caracterstico anillo de color que circunda la pupila del ojo y los
resultados derivados del uso de este mecanismo muestran bajas tasas de error.
Reconocimiento de voz.
En los sistemas de reconocimiento de voz el objetivo no es identicar lo que
el usuario esta diciendo, sino reconocer una serie de rasgos distintivos como
puede ser un conjunto de sonidos y sus caractersticas para poder conrmar
si el usuario realmente es quien dice ser. Se trata de una tecnica basada en
el comportamiento. Los instrumentos para el reconocimiento de voz miden el
espectro de esta en el tiempo. Esta forma de reconocimiento esta basada en la
similitud entre la voz recogida por un sensor y la voz almacenada en uno de
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los patrones.
Reconocimiento de rma. La vericacion de la rma de un usuario es un pro-
ceso que trata de reconocer la rma manuscrita de un individuo cualquiera. Es
tambien, al igual que la tecnica anterior, uno de los tipos de reconocimiento
de tipo dinamico o de comportamiento. La rma es tratada como una serie de
movimientos que contiene informacion biometrica propia de cada persona, tal
como ritmo de escritura, aceleracion o el ujo de presion ejercida durante el
proceso. Por tanto se puede decir que esta tecnologa trata de analizar como
cada persona lleva a cabo su rma en base a su propio comportamiento.
1.7. Mecanismos de seguridad basados en la bio-
metra
Como ya hemos comentado, con motivo de satisfacer la creciente demanda en
cuanto a sistemas de seguridad, la identicacion personal basada caractersticas
biometricas ha estado recibiendo gran atencion durante las ultimas decadas.
Estas tecnicas biometricas pueden ser muy efectivas en la identicacion de per-
sonas dado que miden rasgos que en mayor o menor medida son distintivos de cada
persona, siendo precisamente el grado de singularidad de estos rasgos lo que de-
termina la efectividad y la seguridad del proceso de identicacion. El hecho de ser
caractersticas fuertemente ligadas a cada individuo, coneren a estas tecnicas una
mayor conanza.
El futuro en el mercado de los sistemas biometricos depende logicamente de las
necesidades de uso que se puedan llegar a crear sobre ellos y sobre las aplicaciones
derivadas de ellos, su usabilidad y el factor economico (que afectaran de manera
importante al usuario nal) son de indispensable consideracion a la hora de dise~nar
y desarrollar el sistema.
Ciertas aplicaciones han sufrido un gran auge en los ultimos tiempos al surgir
tecnicas que han permitido su desarrollo de forma mas sencilla, y precisamente por
ello han adquirido gran importancia. Algunas de ellas pueden ser:
Control de acceso. Esta aplicacion biometrica es la que, en principio, ha dado
el salto del mundo teorico al practico con mas exito. Ofrece un gran campo
de operacion, pudiendo ser utilizado como dispositivo de control de entrada
para empresas, zonas de investigacion que requieran elevadas condiciones de
restriccion por seguridad, e incluso para aplicaciones tan sencillas como acceso
a material de una biblioteca, a un sistema informatico, etc.
Sistemas de pago mediante reconocimiento biometrico. Ya existen aplicaciones
de este tipo que explotan esta tecnologa ganando en eciencia y rapidez, por
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ejemplo para la identicacion y pago por parte del personal en comedores de
empresa, comercios, etc.
Tarjeta bancaria con informacion biometrica del usuario. Este tipo de disposi-
tivos permitira al portador hacer uso de su tarjeta sin necesidad de memorizar
ningun tipo de clave o numero secreto, eliminando as las debilidades propias
de estos sistemas (olvidos, robos, etc.).
Control de presencia para personal. Por ejemplo para trabajadores que no
disponen de ordenador personal en empresas.
Control domotico. El Ambiente Inteligente es uno de los conceptos tecnologi-
cos emergentes en la actualidad y engloba todo el conjunto de dispositivos
y aplicaciones que tienen como objetivo facilitar la interaccion con el usua-
rio de una manera lo mas natural posible. La biometra podra facilitar esta
tarea identicando al usuario y asociandole con el perl almacenado para su
persona, esto podra ser util por ejemplo para el control de acceso infantil a
determinados canales de television o simplemente para aportar facilidades a
la vida diaria.
Documento de identicacion con informacion biometrica. Presenta una enorme
ventaja en cuanto a seguridad, garantiza la imposibilidad de falsicacion gra-
cias a que permite la identicacion del individuo en base a sus caractersticas
biofsicas. Ello aumenta enormemente la seguridad en comparacion con ciertos
sistemas actuales.
Despues de haber realizado este peque~no paseo introductorio por el mundo de la
biometra, sus aplicaciones, sus tecnicas y sus caractersticas nos centraremos en el
principal objetivo de este proyecto: el desarrollo de una tecnica util y eciente para
la identicacion biometrica mediante iris ocular, y por lo tanto, nos centraremos en
este elemento de ahora en adelante.
Parte II
El iris en la biometra
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Captulo 2
Reconocimiento biometrico de iris
En este captulo, se estudiara el iris humano como elemento de identicacion
biometrica. En los ultimos a~nos se han desarrollado numerosos estudios en torno al
reconocimiento de iris debido a las ventajas que ofrece. Se analizaran estos metodos
y sus caractersticas para centrarnos en las particularidades que presenta la tecnica
presente en este proyecto.
2.1. Analisis anatomico y siologico del ojo.
Para comprender el procedimiento de reconocimiento biometrico basado en iris
es importante conocer la anatoma del ojo humano cuya siologa juega un papel
fundamental en el desarrollo de la aplicacion. En primer lugar, se estudiara el ojo
como organo del cuerpo humano y las estructuras que forman parte de el, y se
analizaran su mision y disposicion dentro del globo ocular.
A continuacion podemos observar un esquema del ojo humano:
Figura 2.1: Esquema del ojo humano
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El ojo, a traves de sus distintos elementos recibe los estmulos luminosos ex-
ternos, los codica y transmite a traves de la va optica al cerebro, lugar donde
se produce el fenomeno de la vision. El ojo descansa sobre una cavidad osea, en
la mitad anterior de la orbita, rodeado de musculos extraoculares, grasa y tejido
conectivo. Solo esta expuesta su parte mas anterior, y esta protegida por el reborde
orbitario oseo.
En la gura que se muestra a continuacion podemos observar las partes de las
que se compone el ojo humano, que son a grandes rasgos:
La pupila: Un agujero central, de color negro, que permite la entrada de luz al
globo ocular y cuyo tama~no vara dependiendo de la cantidad de luz que llega
a este. El color negro que presenta, se debe a los pigmentos retinianos.
El iris: Una membrana de color y circular cuya coloracion le da la caractersti-
ca mas visible de los ojos humanos, que es precisamente esta la diversidad de
colores que presenta dependiendo del individuo. Su apertura central es la pu-
pila. Esta membrana presenta un musculo de disposicion circular que permite
modicar el tama~no de la pupila.
Un epitelio transparente, la cornea, que recubre tanto al iris como a la pupila.
Esta es la primera y mas poderosa lente del globo ocular, junto con el cristalino,
son las lentes que permiten una vision ntida de las imagenes.
Una zona de color blanco, la esclerotica, que forma parte de los tejidos de
soporte del globo ocular. La esclerotica se continua con la cornea por delante
y con la duramadre del nervio optico por su parte posterior. Posee funcion de
proteccion y en su zona exterior esta recubierta por una mucosa transparente.
2.1.1. El iris
El iris, el centro del analisis de este proyecto, es la membrana coloreada y circular
del ojo que separa la camara anterior de la camara posterior. Como ya sabemos posee
una apertura central de tama~no variable que comunica las dos camaras: la pupila.
El iris tiene como funcionalidad regular la cantidad de luz que entra en el interior
del ojo, para ello vara su tama~no segun la intensidad de luz que le llegue.
Corresponde a la porcion mas anterior de la tunica vascular, la cual forma un
diafragma contractil delante del cristalino. Se ubica tras la cornea, entre la camara
anterior y el cristalino, al que cubre en mayor o menor medida en funcion de su
dilatacion.
Esta parte del polo anterior del ojo esta constantemente activa, permitiendo a
la pupila dilatarse (midriasis) o contraerse (miosis), de acuerdo a la intensidad que
posea la fuente luminosa. Esta funcion tiene como objetivo regular la cantidad de
luz que llega a la retina.
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Las bras musculares del iris se agrupan formando dos musculos: el esfnter del
iris que produce la miosis, y el dilatador de la pupila que produce la midriasis.
2.2. Identicacion biometrica mediante iris
2.2.1. Historia del reconocimiento biometrico de iris
Como se ha demostrado a lo largo de numerosos estudios (as como en este
proyecto), los ojos representan una fuente able de patrones para identicacion
biometrica, tanto mediante el analisis de la retina como del iris. Si indagamos un
poco en los antecedentes del reconocimiento biometrico basado en patrones ocula-
res (iris, retina, etc) encontramos que el primero de estos metodos fue un sistema
fundamentado en el analisis de la retina patentado por Robert Hill en 1978. Este
sistema haca uso de imagenes oftalmologicas de los patrones internos de distribu-
cion de la formacion vascular del fondo del ojo. A pesar de que el color caracterstico
del ojo de una persona fue usado como identicador en el siglo XIX, por el fsico
frances Alphonse Bertillon, la idea de que la compleja disposicion de patrones del
iris pudiera usarse como una especie de huella optica, fue propuesta por primera
vez por Frank Burch, un importante cirujano ocular y oftalmologo de St. Paul, en
el a~no 1936, quien sugirio en uno de sus discursos, dirigidos a sus colegas de profe-
sion en el congreso anual de la American Academy of Ophthalmology. El concepto
que se presentaba por aquel entonces, se reprodujo en diversos libros de texto, y la
idea fue igualmente usada en pelculas de ciencia ccion, pero no se produjo ningun
progreso en mas de medio siglo. Fue en 1987, cuando dos oftalmologos, Leonard
Flom y Aran Sar, rescataron la idea patentandola y presentandosela dos a~nos mas
tarde al profesor por aquel entonces de la Harvard University John G. Daugman,
con el objetivo de crear los algoritmos necesarios para desarrollar correctamente un
sistema ecaz de reconocimiento de iris. Pese a su reticencia inicial a participar en
el proyecto, debido a su inmediato traslado a la universidad de Cambridge, los dos
oftalmologos consiguieron atraer la atencion del profesor Daugman, presentando sus
ideas a traves de fotografas del iris de diversos pacientes recogidas en su clnica. En
estas fotografas, los irises presentaban complejos patrones aleatorios, creados por
ligamentos arqueados, surcos, criptas, anillos, diversidad de pecas, una corona y un
caracterstico zigzag denominado collarete. En 1994, se concedio al Dr. Daugman
una patente para sus algoritmos automatizados de reconocimiento de iris. En 1995,
los primeros productos comerciales llegaron a estar disponibles
Los trabajos realizados por Daugman, que se recogen parcialmente en su trabajo
titulado "High Condence visual recognition by test of statistical independence",
supusieron un avance denitivo en el campo de la identicacion personal basada en
patrones de iris. Los algoritmos que desarrollo posteriormente, fueron patentados en
1994 como hemos comentado ("Biometric Personal Identication System Based on
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Iris Analysis"), sentando las bases de los actuales sistemas y productos de recono-
cimiento de iris. Este hecho dio lugar a que posteriormente, Aran Sar y Leonard
Flor, fundaran conjuntamente con John Daugman la compa~na Iris Corporation, po-
seedora de la patente y encargada distribuir las licencias, a las diferentes compa~nas
desarrolladoras e integradoras de sistemas de reconocimiento que quisiesen hacer
uso del patron del iris. Una de estas empresas es Sensar Corporation, que creo una
camara especial, capaz de obtener imagenes de iris en los cajeros automaticos. Estas
dos compa~nas (Iriscan Corp. y Sensar Corp.) se unieron creando Iridian Technolo-
gies. En 2005, la amplia patente que cubra el concepto basico de reconocimiento
de iris expiro, proporcionando oportunidades comerciales para otras compa~nas que
han desarrollado sus propios algoritmos para el reconocimiento de iris. La patente
de la implementacion de reconocimiento de iris, IrisCodes, desarrollada por el Dr.
Daugman no expira hasta 2011.
Figura 2.2: Iris localizado mediante Iris Codes
Agencias relacionadas con los cuerpos de seguridad y justicia de los Estados
Unidos comenzaron a utilizar este tipo de dispositivos en 1994, siendo la prision
del estado de Lancaster (Pennsylvania) la pionera en el uso de esta tecnologa para
la identicacion de los reclusos. Otro ejemplo puede encontrarse en el condado de
Berkshire, donde la prision estatal utiliza sistemas de reconocimiento basados en iris
para el control de acceso y seguridad de sus empleados. En un entorno mas comercial
y enfocado al publico general, se da en el aeropuerto internacional Charlotte/Douglas
en Carolina del Norte o en el aeropuerto aleman de Frankfurt, donde se permite a
los viajeros habituales registrar su patron de iris con el objetivo de reducir lo maxi-
mo posible el tiempo necesario y la complejidad del proceso de embarque. Tambien,
dentro del campo de la seguridad aeroportuaria, tenemos los ejemplos de las instala-
ciones de los aeropuertos Schiphol en Amsterdam, JFK en Nueva York, o Heathrow
en Londres, donde son empleados tanto para realizar el embarque de viajeros como
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en los controles de pasaportes e inmigracion. Una de las aplicaciones relacionadas
con los patrones de iris que esta experimentando un estudio mas exhaustivo, es la
utilizacion de estos dispositivos en los cajeros automaticos. Tambien se considera
muy interesante la utilizacion de estos sistemas de reconocimiento biometrico pa-
ra el control de acceso y seguridad en entornos domoticos. Entre las empresas que
desarrollan este tipo de dispositivos y sistemas pueden destacarse Panasonic, LG,
Oki, British Telecom, Unisys, Siemens o IBM.
Poco tiempo despues de publicar Daugman sus estudios en este campo Richard
P. Wildes propone en su publicacion [1], una nueva investigacion con un enfoque
distinto, por ejemplo, en cuanto a la adquisicion de las imagenes y al \ajuste" del
modelo a la imagen de estudio, cimentando el reconocimiento de iris para futuras
investigaciones.
Recientemente un gran numero de publicaciones posteriores han retomado y am-
pliado el estudio a partir de las bases ya mencionadas. Sin embargo, actualmente la
investigacion de este campo ha tomado un nuevo enfoque muy interesante: la seg-
mentacion de iris en condiciones no cooperativas (o con dicultades a~nadidas), tales
como las dadas en usuarios de gafas, lentillas (transparentes y pigmentadas) o ad-
quisicion fotograca en angulos forzados, ya que anteriormente la toma de imagenes
estaba altamente condicionada (iluminacion constante, posicionamiento de la cabe-
za, distancia de la adquisicion entre la camara y la entidad, etc). De esta forma, se
aproxima el sistema biometrico a un entorno mas real, en el cual se pueda identicar
a un individuo sin necesidad de un condicionamiento tan exacto.
2.2.2. Fundamentos del reconocimiento biometrico de iris
Como hemos comentado al comienzo de este captulo, el iris es una estructura
muscular que adapta la apertura de la pupila dependiendo de la cantidad de luz
que llega, y cuyos singulares detalles le dan un caracter peculiar. El iris no debe
ser confundido con la retina que se encuentra en el interior de la parte posterior
del ojo protegida del exterior por la cornea y es objeto de estudio en otros sistemas
biometricos.
El reconocimiento por iris se basa precisamente en estos detalles que presenta su
textura , que por caractersticas inherentes a su morfologa presenta grietas, surcos
o estras entre otras caractersticas que conforman una textura altamente rica en
detalles. Esta textura formada en la etapa embrionaria es estocastica y posiblemente
de generacion caotica, lo cual determina que los fenotipos de dos iris con el mismo
genotipo, conjunto tal como gemelos identicos y siameses, presenten detalles no
correlacionados.
El iris, por tanto, presenta ciertas caractersticas especiales que le coneren un
gran potencial para su aplicacion en los sistemas biometricos. La cantidad de infor-
macion que presenta este indicador biometrico es tan considerable que permite la
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identicacion de individuos a traves de procedimientos no invasivos y que adicio-
nalmente se desarrolla a distancias prudenciales y sin restricciones ambientales con
resultados muy seguros, lo que permite la implementacion de sistemas de vericacion
e identicacion aplicables a condiciones reales; en estos sistemas se debe dar gran
importancia a los algoritmos de preprocesado y procesamiento como tal, debido a
que la informacion efectiva con que se cuenta para lograr el proceso de reconocimien-
to de identidad es mucho menor a la conseguida en sistemas similares con imagenes
bajo condiciones controladas de prueba y evaluacion. Entre los sistemas de recono-
cimiento de identidad existentes en la actualidad, son pocos los procedimientos no
invasivos. En el mundo actual, donde las aplicaciones de seguridad son cada da mas
necesarias resulta de vital importancia el desarrollo de tecnicas cuya implantacion
no represente incomodidad para los usuarios, ni supongan peligro para la integridad
de las personas.
Caractersticas del iris como rasgo biometrico.
El iris, al igual que la vasculatura retinal, posee una estructura unica por indivi-
duo formando un sistema muy complejo, de modo que la probabilidad e encontrar
posibilidad de encontrar dos irises identicos es de 1 entre 16 millones [2]. Ademas
se mantiene inalterable durante toda la vida de la persona, y logicamente es este el
factor principal que propicia el que el iris sea un rasgo de elevadas prestaciones en los
sistemas biometricos. Adicionalmente encontramos el factor de que esta estructura
contiene gran cantidad de informacion, muy propicia para el analisis biometrico ya
que contiene alrededor de 266 caractersticas distintivas, entre las que se encuentra
el retculo trabecular, que conforma un tejido que da la sensacion de dividir el iris
radialmente, as como estriaciones, anillos, surcos, pecas y la corona caracterstica.
A continuacion enumeraremos en mayor detalle algunos de los factores que hacen
que el iris sea idoneo como objeto de identicacion biometrica:
La invariabilidad: El patron del iris se mantiene sin cambios. No se degrada
con el tiempo o con el ambiente gracias a la proteccion que le conere la
cornea. Esto supone que el patron que se almaceno inicialmente puede ser
utilizado durante toda la vida, ya que este es estable desde aproximadamente
los dieciocho meses de edad.
La cornea, gracias a su transparencia, permite hacer visible el iris desde el
exterior. Es el unico organo interno que posee esta caracterstica.
Unicidad: Los patrones del iris son mas complejos y aleatorios que otros pa-
trones biometricos, lo cual ofrece un metodo de alta precision para la autenti-
cacion individual de cada uno de los usuarios, con una tasa de error por falsa
aceptacion inferior a uno sobre 1.2 millones.
Una caracterstica importante para evitar posibles falsicaciones consiste en
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que, incluso con iluminacion uniforme, el iris presenta peque~nas variaciones en
su apertura. Esta caracterstica es explotada en sistemas de identicacion ya
que permite captar si el sujeto detectado es un sujeto vivo, evitando posibles
fraudes, por ejemplo al presentar una fotografa al sistema.
Como hemos comentado se trata de un metodo de identicacion biometrica
no invasivo. El usuario debe situarse frente al sistema de captura pero no es
necesario mantener contacto con el.
Sencillez: El estudio de patrones se hace con tecnicas habituales de tratamiento
de imagenes, lo que le conere ventaja frente a la mayora de tecnicas de
biometra modernas que requieren complejas reconstrucciones en 3D.
El sistema es invariable al uso de lentes de contacto o gafas, ya que estos
elementos no modican la estructura de ojo. Tambien se trata de un sistema
invariable a las lentes de contacto de colores.
Presentan elevadas tasas de reconocimiento.
La cantidad de informacion que puede ser medida en el iris es signicativamente
mayor que la que puede obtenerse de las huellas dactilares. Y aunque su precision es
menor que la que presenta el ADN, la identicacion del iris se considera un metodo
rapido y preciso.
En un sistema que ha de funcionar bajo condiciones fsicas reales deben ser to-
madas en cuenta ciertas consideraciones, por ejemplo que dos imagenes del mismo
iris pueden estar ubicadas de manera diferente en la imagen, o con peque~nas rota-
ciones entre ambas, o adicionalmente pesta~nas y parpados pueden interferir en la
informacion efectiva del iris, siendo este un parametro muy importante a conside-
rar, sobre todo en nichos de poblacion como el asiatico, donde es mas pronunciado
este efecto, debido los caractersticos ojos rasgados. Las variaciones de la imagen
introducidas por las fuentes de luz, que pueden ser disminuidas con los sistemas
de adquisicion actuales, aunque pueden representar dicultades sustanciales en el
proceso de vericacion de identidad.
Etapas de un sistema de reconocimiento basado en iris.
Las etapas que forman parte del proceso de identicacion biometrica para el caso
concreto del iris son las siguientes:
1. La primera de estas sera, logicamente, la fase de adquisicion de la imagen del
iris.
2. Posteriormente se lleva a cabo una etapa de preprocesado de la imagen, en la
que se localiza y asla la estructura del iris, detectando sus lmites exterior e
interior (frontera con la esclerotica y la pupila respectivamente). Es en esta
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etapa del proceso en la que se centra este proyecto, determinando los lmites
interior y exterior del iris mediante la tecnica de los contornos activos (snakes)
que se detallara mas adelante.
3. El paso siguiente sera realizar la extraccion de caractersticas de la imagen
del iris preprocesada, con el objetivo de determinar una muestra correcta,
que posteriormente sera comparada con el patron almacenado en la fase de
reclutamiento.
4. El sistema de reconocimiento nalizara con la etapa de comparacion, en la que
se pueden aplicar diferentes algoritmos, como por ejemplo los basados en la
mnima distancia entre el patron de almacenado y los modelos obtenidos en
cada una de las capturas realizadas cuando un individuo utiliza el sistema.
2.2.3. Estado de la tecnica.
Esta seccion presenta una revision de los desarrollos mas notables en la tecnologa
de reconocimiento del iris humano, as como nuevas aproximaciones que buscan
una mayor robustez del proceso con diferentes optimizaciones a traves de tecnicas
computacionales y/o matematicas. Se pretende brindar una vision completa pero
sucinta de los avances logrados. Algunos de los metodos que se analizaran son los
desarrollados por:
J. Daugman, [3].
W. Boles y B. Boahash, [4].
J. Kim, S. Cho y R. Marks, [5].
L. Ma, T. Wang y T. Tan, [6].
C. Tisse, L. Martin, L. Torres y M. Robert, [7].
R.P. Wildes, [1].
A continuacion se describen las principales tecnicas aplicadas en cada etapa
del proceso del reconocimiento del iris, resaltando los aportes mas signicativos y
efectivos.
Localizacion
Para la localizacion del iris se han propuesto diferentes aproximaciones, unas con
mayor fundamento teorico y otras mas empricas, pero ambas con resultados muy
satisfactorios. Se aplicaron en [3] operadores integro-diferenciales para identicar
bordes circulares en las imagenes, los cuales resultaron utiles para detectar los lmites
internos y externos del iris. Este metodo tiene en cuenta la geometra del iris (forma
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circular) para encontrar su correcta ubicacion, acompa~nado de una maximizacion
de la derivada parcial con respecto al radio r que se incrementa progresivamente.
Luego, se hizo una busqueda mas na para localizar el borde de la pupila. Este
metodo se aprovecho de las ventajas de las diferencias en el tono entre las partes
involucradas.
En [1] se localizo el iris a traves de operaciones de ltrado e histogramas sim-
ples. Primero se aislo el iris usando ltros Gaussianos de paso bajo seguidos de un
submuestreo espacial. Posteriormente, la segmentacion se ejecuto utilizando un pro-
cedimiento muy simple bastante similar a la transformada generalizada de Hough
(que se estudiara en captulos posteriores). En [4] se empleo un ltrado de tipo
diferencial (paso alto) con convoluciones Laplacianas o Gaussianas, que brindaba
informacion de la variacion na de la intensidad en la imagen.
Se utilizo en [1] un metodo similar al [9] pero mas eciente, usando una estra-
tegia de identicacion del paso de una textura gruesa a na en los bordes, para su
proceso de busqueda del contorno. Para lograr esto se aplica reescalado de la imagen,
ltrado y extraccion del borde con un operador Canny, hasta conformar una imagen
binaria; luego, se localizan los bordes usando un operador integrodiferencial sobre los
bordes gruesos hallados previamente. En [6] fue empleado un metodo basado en un
ltrado simple de deteccion de bordes y transformada de Hough, que proporcionan
resultados ecientes y seguros.
Otras aproximaciones interesantes desarrolladas para la localizacion del iris son
las de [5] y [10]. En el primero de ellos todos los componentes del ojo (pupila,
parpados, ojo) fueron segmentados usando un metodo de estimacion parametrico,
detectando los lmites del iris con los valores de la distribucion de intensidad de la
imagen, la cual aparece como una mezcla de tres distribuciones Gaussianas (oscuro,
intermedio y brillante), cuyos parametros se estiman usando el algoritmo EM [5].
Por su parte, en [10], fue empleado un algoritmo basado en la apariencia para la
deteccion del iris, detectando primero la pupila, la cual se asume como mas oscura
que el iris (particularmente en ojos claros) y utilizando posteriormente la SVM
(Maquina de Soporte de Vectores) con 12 vectores que irradiaban desde el centro de
la pupila, los cuales se ingresaban a una red RBF (Funcion de Base Radial), para
aprobar o no la existencia del iris en la imagen. Posiblemente, este metodo podra
no funcionar bien en ojos oscuros, donde la pupila no se diferencia mucho del iris.
Representacion estructural del iris
Para la codicacion del patron del iris, usualmente se vena realizando una con-
version de la imagen del iris de coordenadas cartesianas a polares para facilitar la
extraccion de informacion, al pasar de una forma circular a una rectangular, tal
como se observa en la siguiente gura. A la nueva representacion, la mayora de
los autores, aplican ltros multicanal de Gabor, Fourier o Wavelet, para extraer los
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coecientes que nalmente conformaran el codigo del iris.
Figura 2.3: Transformacion del iris a coordenadas cartesianas
Son codicadas estas imagenes transformadas del iris en donde los bits mas
signicativos conforman el codigo denominado IrisCode, con un tama~no de 256 bytes
(despues de la aplicacion de los ltros bidimensionales de wavelets tipo Gabor y
la posterior compactacion de los coecientes). Estos brindan informacion de alta
resolucion sobre la orientacion y frecuencia espacial de la estructura del iris.
En [1] se considero que la informacion distintiva se encuentra tanto en el area
completa del iris, como en las areas peque~nas, por lo cual se propuso una descomposi-
cion multiescala piramidal Laplaciana para representar las caractersticas distintivas
espaciales del iris humano. En [4], por su parte, el centro de la pupila fue escogido
como punto de referencia, y a partir de all se construyeron crculos concentricos para
extraer la informacion de cada franja circular del iris, utilizando los niveles de gris de
las imagenes para obtener se~nales unidimensionales (1D) que se convirtien de esta
forma en la rma del iris. Posteriormente, se calcula la representacion de cruces de
ceros con base en la transformada Wavelet, cuyos coecientes resultantes conforman
el patron en el proceso de emparejamiento. De esta forma, el autor expone que su
metodo esta libre de la inuencia de ruidos, debido a que los cruces de ceros no son
afectados por estos. Por otro lado, las transformaciones unidimensionales arrojan
un menor numero de cruces, lo cual podra acelerar la velocidad del proceso. Un
aspecto interesante de esta propuesta fue la habilidad de la transformada Wavelet
para eliminar el efecto de los destellos producidos por la reexion de la fuente de
luz sobre la supercie del iris, aspecto que no haba sido resuelto por anteriores
propuestas.
Se empleo una FFT (Transformada de Fourier) en [11] para la extraccion de
la informacion, aunque se considero adicionalmente que la transformada Wavelet
podra arrojar mejores resultados. Este utilizo una conversion en espiral logartmica
a intervalos de 50 pxeles, donde los picos que se observaron en las bandas mas
externas fueron producidos por los parpados (siguiente gura):
En [5] , los autores consideraron que la informacion de alta frecuencia del iris
era sensible a los ruidos, por lo cual usaron los componentes de baja frecuencia en
direccion radial y los de frecuencia baja a media en direccion angular, permitiendo
mayor robustez frente al ruido. En [8] se empleo un metodo basado en ACI (Analisis
de Componentes Independientes). En primer lugar fueron calculados los componen-
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Figura 2.4: Metodo espiral-logartmico para la conversion del sistema de referencia
tes independientes para cada ventana de tama~no N en la representacion rectangular
del iris, luego se estimaron los coecientes para cada ventana, se cuantizaron y -
nalmente fue construido el codigo del iris con todos los coecientes de cada ventana.
Tambien utilizaron un mecanismo de aprendizaje competitivo para determinar el
centro de cada clase que puede almacenarse.
En [6] se reporta la utilizacion de un sistema de ltros bidimensionales de Gabor
para representar la imagen del iris, con un total de 20 ltros localizados a diferentes
frecuencias y direcciones, lo que produjo un total de 160 imagenes; a partir de
estas se extrajeron los atributos para conformar los vectores que representaban los
respectivos iris, aplicando un metodo llamado ADD (desviacion absoluta promedio).
Comparacion de vectores de iris
Para la fase del reconocimiento, frecuentemente dividida en identicacion y/o
autenticacion del iris, se han propuesto diversas estrategias, que se describiran a
continuacion:
En [9] se convirtio la etapa de reconocimiento de patrones en una simple prueba
estadstica de independencia de muestras. Este metodo calculo la distancia Ham-
ming de cada vector (IrisCode) con todos los demas, aplicando una operacion XOR
(es decir, concordancia bit a bit) entre dos codigos diferentes, indicando si son el
mismo patron o son diferentes. Su contribucion nal fue una prueba matematica que
indicaba que el patron del iris tena sucientes grados de libertad, o formas de va-
riacion entre los iris de diferentes individuos, para asignarles la misma singularidad
de una huella digital.
Mientras en [1] se utilizo una tecnica de registro de imagenes para vericar la
correspondencia entre ellas, buscando maximizar la similaridad de los valores de
pxeles de la imagen de entrada y los datos, y tambien compensar la variabilidad
producida por la escala, la rotacion y los saltos en la imagen. Esta calculo el nivel
de emparejamiento obtenido de la integracion de las diferencias de pxel en todas las
bandas de frecuencia disponibles, utilizando un discriminante linear de Fischer. Se
elaboraron modelos del iris en [3] usando las mismas constantes de normalizacion,
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y con el numero y localizacion de puntos de los cruces por cero, obteniendo de esta
forma una medida de disimilaridad, escogiendo el iris que arrojase el valor mnimo
como el patron correcto.
Por su parte, en [6] se implemento un metodo de emparejamiento basado en
el calculo de la distancia Eucldea ponderada (DEP) entre los vectores correspon-
dientes, utilizando un clasicador k-NN (k vecino mas cercano), donde el patron k
que arrojase la mnima DEP, y que fuese menor que un umbral mnimo denido
empricamente, era el mejor. En [8] tambien se empleo un metodo similar al de [6],
solo diferenciandose en la utilizacion de una distancia promedia.
En [5] se empleo una medida de similaridad basada en los coecientes de correla-
cion cruzada normalizada entre las dos curvas simplicadas, reconstruidas a traves
de la interpolacion entre un conjunto de puntos, utilizando un clasicador k-NN
para llevar a cabo el reconocimiento. Se estudian en [7], [11], [12] y otros autores,
la utilizacion del metodo de reconocimiento propuesto por Daugman basado en la
prueba estadstica sobre las distancias de Hamming, por sus cualidades de precision,
rapidez y robustez. Aunque superar los resultados de Daugman es una tarea ardua,
existen distintas aproximaciones cuyas prestaciones permiten vislumbrar desarrollos
algortmicos que podran competir con este metodo, como son la combinacion de
clasicadores basados en redes neuronales, SVM y logica difusa, entre otros.
Comparacion de metodos
Las propuestas presentadas anteriormente poseen algunas similaridades y dife-
rencias que cabe resaltar.
La propuesta [14], por ejemplo, reporta resultados muy concluyentes, tanto en
precision como en velocidad del proceso completo, lo que condujo a la implemen-
tacion comercial del sistema; y al mismo tiempo, dio una idea de que el problema
del reconocimiento de iris ya estaba totalmente resuelto, lo que presumiblemente
ha desmotivado la investigacion en su optimizacion. Sus resultados han demostrado
una excelente tasa de falsos rechazos (FR), y ninguna falsa aceptacion (FA) de los
patrones ensayados. Sin embargo, su aplicacion practica ha permitido conocer algu-
nas debilidades, como son la sensibilidad de algunas personas ante la iluminacion de
ojo, y su respuesta ante imagenes de menor calidad.
Por su parte, la propuesta [ [1] no brindo resultados tan contundentes como los
de [14], debido al tama~no peque~no de muestra empleado, lo cual diculto su extra-
polacion. Ademas, el proceso completo tomo aproximadamente 10 segundos, lo cual
es una desventaja grande frente a los 1.5 segundos de la propuesta [14] y lo convierte
en poco viable para sistemas en tiempo real. En cuanto a la propuesta expuesta en
[4], este busco retomar las cualidades de ambos metodos, y mejorar el rendimiento
del sistema completo. Para ello, intento evitar que los ris no estuvieran forzados a
estar en la misma ubicacion en una imagen libre de destellos bajo condiciones jas.
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Tambien evaluo la tolerancia de su sistema a diferentes niveles de ruido, aunque no
es concluyente, porque utilizo en numero limitado de imagenes. Uno de los aportes
mas interesantes, fue su armacion de que los niveles intermedios de los ltros de la
transformada Wavelet contenan la mayor cantidad de energa.
Por su parte, en [6] obtuvieron resultados bastante alentadores, superiores al
86%, aunque su rendimiento depende en gran medida del numero de muestras de
entrenamiento del sistema. Los resultados experimentales de [5] arrojaron un exito
del 100%, superando a otros metodos parecidos a los [1] y [14], pero que habra que
corroborar en ambientes reales, y aspectos relacionados con la velocidad del proceso.
En [1] obtuvieron tiempos de procesamiento comparables a los reportados en [3],
y rendimientos del 97% en el proceso de reconocimiento.
2.2.4. Motivacion y objetivos.
El estudio a realizar, dentro del ambito del reconocimiento de iris se centrara en
la segmentacion de la imagen para la obtencion de aquella sub-imagen que sea
unicamente iris.
La extraccion de caractersticas, y especialmente en el ambito del reconocimiento
de iris, la segmentacion de iris, revierte un especial interes debido a la importancia
de optimizar el sistema para una correcta localizacion y aproximacion de la carac-
terstica objeto de estudio en la identicacion o vericacion de personas. Disminuye
el tiempo de computacion y, sin llegar a ser ligera, mejora ecientemente el sistema
para su uso en tiempo real, al eliminar partes que realmente no conforman el iris.
Es decir, evita la adquisicion de componentes no deseadas en el modelo y facilita la
labor de las sucesivas fases.
Con este objetivo en este proyecto se ha desarrollado un algoritmo de segmen-
tacion de iris que puede emplearse tanto en procesos de reconocimiento biometrico
como en otro tipo de aplicaciones, como por ejemplo ser pruebas medicas (existen
en la actualidad, por ejemplo, pruebas de analisis de imagen oftalmica en cuyo pro-
ceso interviene la segmentacion de iris para deteccion de glaucoma), mecanismos de
deteccion de sujeto vivo. etc.
La motivacion para el desarrollo de este algoritmo se debe a que los sistemas
mas empleados hasta la fecha se han basado en la deteccion de crculos perfectos.
Como sabemos la pupila y el iris no han de ser perfectamente circulares por lo que
el hecho de desarrollar un metodo capaz de adaptarse a la forma real del objeto que
pretendemos detectar (en este caso el iris) y hacerlo con cierta exactitud supone un
gran adelanto a la vez que abre nuevos caminos de investigacion.
En sucesivos captulos se analizara en detalle el algoritmo desarrollado que nos
permite detectar el iris con mayor exibilidad y adaptabilidad, as como los funda-
mentos matematicos en que se basa.
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Captulo 3
Deteccion de la pupila: la
transformada de Hough
En el presente captulo se estudiaran los fundamentos teoricos en que se basa el
algoritmo desarrollado en este proyecto. En primer lugar el preprocesado al que se
somete la imagen para prepararla para su posterior segmentacion.
3.1. Introduccion.
Para realizar correctamente la identicacion de un individuo mediante recono-
cimiento de iris es necesario un procesado de imagen que permita separar las ca-
ractersticas fundamentales (en este caso los puntos relevantes), que posteriormente
seran comparadas con la informacion correspondiente de la base de datos. Para ello
es necesario un preprocesado previo que transforme la imagen a un formato adecuado
con el que poder localizar, de forma sencilla, las caractersticas buscadas.
En este captulo y el siguiente, se analizaran las herramientas matematicas em-
pleadas en el desarrollo del algoritmo, tanto durante el preprocesado como en la
propia segmentacion.
La fase inicial del estudio consiste en la aplicacion sobre la imagen de una serie
de transformaciones, que se analizaran con detalle a continuacion, para prepararla
para una correcta segmentacion.
Una vez la imagen se encuentra en un formato optimo se inicia la primera etapa
de la segmentacion: la deteccion de la pupila. Se trata de localizar su centro con
la mayor exactitud posible. De esta forma, este punto sera tomado como origen en
las siguientes fases de la segmentacion para la localizacion de los bordes interior y
exterior del iris.
Para la delimitacion del centro de la pupila pueden emplearse distintas tecnicas,
en el presente proyecto se ha empleado para ello la Transformada de Hough para la
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deteccion de crculos.
En este captulose detallaran los fundamentos teoricos de la herramienta emplea-
da para la deteccion de la pupila: la Transformada de Hough.ESta transformada se
aplicara sobre la imagen preprocesada del iris. Las etapas seguidas para realizar este
preprocesado son explicadas en detalle en el captulo 5.
3.2. La Transformada de Hough.
Tras el preprocesado realizado sobre la imagen objeto de estudio, esta se encuen-
tra preparada para la aplicacion de la Transformada de Hough, herramienta que
permitira la deteccion del centro de la pupila.
Los principales metodos empleados para la busqueda de contornos circulares se
basan en la Transformada Hough, por su sencillez y robustez, y operadores de contor-
nos activos, que han demostrado ser muy ecientes en su aplicacion al preprocesado
de iris ocular.
En nuestro caso la Transformada de Hough se emplea, como se ha comentado
previamente, para la deteccion del centro de la pupila, punto del que parte el al-
goritmo basado en contornos activos para la identicacion de los bordes interior y
exterior del iris. Para ello se toma como aproximacion inicial el contorno de la pupila
como un crculo, a pesar de que realmente ni iris ni pupila son crculos perfectos.
Mas tarde se realizara su deteccion denitiva mediante contornos activos, como ya
se ha comentado previamente, de forma que esta aproximacion carecera de impor-
tancia al deformarse el snake hasta alcanzar la forma del borde de la pupila por muy
irregular que este sea.
De los distintos metodos propuestos para el reconocimiento de crculos, la Trans-
formada Hough ha sido el metodo mas utilizado debido a su facilidad de implemen-
tacion y sus resultados bastante satisfactorios. Su unico inconveniente es el coste
computacional, siendo este inevitable en este tipo de algoritmos. Sin embargo se ha
encontrado que el tiempo de procesado es similar, e incluso menor, al conseguido
por otros sistemas como el propuesto por Daugman.
La Transformada de Hough es una tecnica utilizada para aislar caractersticas
de forma particular dentro de una imagen. La idea basica es encontrar curvas que
puedan ser parametrizadas como lneas rectas, polinomios y crculos. [15]
En primer lugar describiremos el funcionamiento de la Transformada de Hough
de forma general para luego centrarnos, en primer lugar, en la deteccion practica de
lneas rectas (caso mas simple) , y a continuacion en el caso de lneas curvas cuyo
proceso de deteccion resulta algo mas complejo.
Se puede describir analticamente un segmento de lnea de varias formas. Sin
embargo una ecuacion conveniente para describir un conjunto de lneas es la notacion
parametrica o normal:
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 = x cos  + y sin  (3.1)
Donde  es la longitud de una normal desde el origen hasta la lnea y  es el angulo
de  con respecto al eje x. Cualquier lnea recta en una imagen es representada en
un punto simple (1, 1) en el espacio parametrico (, ). Puntos colineales (xi, yi)
con i = 1, 2, 3 . . .N son transformados en N curvas sinusoidales en el plano (, ).
i = x cos i + y sin i (3.2)
Los puntos de interseccion de las curvas en el espacio parametrico, corresponden
a los parametros (k, k) de las posibles rectas que se encuentran en la imagen.
Figura 3.1: Representacion graca de la transformada de Hough
El espacio parametrico se representa por una estructura rectangular de celdas,
llamada arreglo acumulador y cuyos elementos son las celdas acumuladoras A(i,
i), las cuales son los rangos esperados de (, ). Las celdas acumuladoras con una
magnitud superior a un cierto umbral pueden ser consideradas como lneas posibles.
3.2.1. Algoritmos de reconocimiento de lneas rectas.
En este caso la formula analtica en la que se basa el procedimiento es la de la
lnea recta:
y = ax+ b (3.3)
El objetivo sera el de encontrar parejas de puntos (xi, yi) en la imagen que
satisfagan la ecuacion. En la formula de la recta, las variables son x e y, siendo m y
b constantes.
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En nuestro caso lo que buscamos son lneas rectas cuyas constantes desconoce-
mos, pero s tenemos conocimiento de los valores xi e yi , ya que son los pxeles
de la imagen que, tras el preprocesado comentado en puntos anteriores, han sido
considerados como bordes.
Puede resultar interesante transformar la ecuacion de la recta en b =  ax + y,
de esta forma se obtiene una nueva recta en las que a y b seran las variables y x e
y las constantes. Este espacio es el denominado espacio de Hough.
Se puede observar como en el espacio de Hough cada punto (x,y) del plano
normal de la imagen se convierte en una recta en el espacio Hough de pendiente  x
y ordenada en el origen y. Esta recta representa todas las rectas del plano imagen
que pasan por este punto. De esta forma, si dos rectas se cruzan, el punto (a,b) en el
que se cruzan corresponde a la recta que, en el plano imagen, une estos dos puntos.
Figura 3.2: Plano real y plano de Hough
Para aplicar la transformada de Hough al caso de lneas rectas, se procede a
discretizar el espacio de parametros en celdas de acumulacion, las cuales seran ini-
cializadas a 0. Obteniendo unos intervalos para a y b que seran (amin, amax) y
(bmin, bmax) formando una matriz bidimensional de celdas de acumulacion. Debi-
do a la naturaleza discreta de estos valores, los resultados obtenidos para b seran
redondeados al valor mas cercano.
Una vez inicializada la matriz de acumuladores, para cada valor (x,y), se van
tomando los valores posibles de ai, obteniendose el valor bj. Una vez obtenido el
valor de b, se aumenta el valor del acumulador A(i,j) en una unidad.
Una vez recorridos todos los valores de a, los valores obtenidos mas altos son
los que corresponderan a las rectas detectadas (similar al "voting procedure"). Esta
primera solucion tiene el problema de delimitar los valores maximos de a y b, am-
bos valores tienden al innito a medida que aumentamos su valor. Por ello es mas
conveniente utilizar la representacion normal de la lnea que se comento al comienzo
de esta seccion:
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i = x cos i + y sin i (3.4)
Empleando esta representacion para la recta la transformada conducira a la
obtencion de curvas sinusoidales en el espacio de Hough, que se cruzan en los puntos
correspondientes a las rectas del espacio imagen. En este caso los valores estan
acotados.
Figura 3.3: Plano real y plano de Hough para una lnea en representacion normal.
3.2.2. Algoritmo de reconocimiento de lneas curvas.
Este es el caso empleado en el proyecto, la deteccion de crculos. La forma de
calcular circunferencias es muy parecida a la descrita para las lneas rectas, las
principales diferencias residen en que la formula de la funcion que buscamos vara y
con ello el numero de parametros, que ahora seran tres.
Como sabemos la ecuacion de la circunferencia puede ser descrita de la siguiente
manera:
r2 = (x  a)2 + (y   b)2 (3.5)
para una circunferencia de radio centro a, b y radio r. Por lo tanto podemos
deducir que estos seran los parametros. Por ello en este caso los acumuladores seran
tridimensionales, luego en lugar de una matriz bidimensional como en el caso an-
terior, trabajaremos con una matriz tridimensional, es decir un cubo. El proceso
consistira en que para cada punto (x,y) se ira incrementando a y b, determinando
r mediante la formula vista anteriormente, luego en esta ocasion sera necesario un
numero mucho mayor de operaciones, ya que tenemos una complejidad N2, en lugar
de N , como en el caso de rectas. Si se decidiese emplear este metodo para la locali-
zacion tambien del borde externo del iris, encontraramos muchas mas limitaciones
que con los contornos activos. Sera necesario un procesamiento diferente, que per-
mitiera localizar lneas curvas como los parpados, que no se pueden representar con
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la ecuacion del crculo, esta ecuacion debera ser sustituida por la ecuacion de la
elipse, por ejemplo.
Una caracterstica importante para la aplicacion que estamos buscando, recono-
cimiento de ojo humano en fotografas, es que podemos reconocer una circunferencia
aunque esta no sea completa, es decir, aunque este parcialmente oculta. Lo que nos
permitira reconocer la circunferencia de un ojo humano, aunque este no este total-
mente abierto.
La ventaja que supone el contorno activo es su adaptabilidad, que le permite
autodeformarse hasta alcanzar la frontera deseada, lo que resulta muy util a la hora
de procesar ojos humanos para resolver el problema de los parpados y las pesta~nas.
En el captulo siguiente, se estudiaran los fundamentos teoricos en que se basan
los contornos activos, herramienta fundamental en el algoritmo de segmentacion de
iris desarrollado en este proyecto.
Captulo 4
Contornos activos. Deteccion del
borde exterior del iris.
En este captulo se presenta una rese~na teorica acerca de los modelos de con-
tornos activos existentes, su base matematica, sus caractersticas y las ventajas o
desventajas que podran presentar para el algoritmo propuesto en este proyecto.
4.1. Introduccion.
El primer modelo activo lo propone en 1987 Kass [16], desde entonces se han
desarrollado otros modelos, lo que obliga a catalogar los modelos por sus carac-
tersticas. En este proyecto se trabaja con modelos activos parametricos, pues como
se vera mas adelante se representan por curvas parametrizadas. De los modelos ac-
tivos parametricos existen dos variantes; los snakes y los b-snakes. El primero es el
que se utilizara en todo lo que resta del proyecto. Los b-snakes requieren de una
denicion distinta a las snakes debido a que los primeros utilizan una tecnica de
interpolacion (beta splines), que tiene caractersticas deseables en su version discre-
ta, deniendo con una funcion toda la curva, y la segunda se basa solamente en
puntos discretos en donde cada uno es sometido a la ecuacion del modelo. Estu-
diar los b-snakes estara fuera de los alcances de este proyecto para conseguir su
implementacion
4.2. Contornos activos
El modelo activo snake o contorno activo deformable como tambien se le conoce,
es representado matematicamente como una curva v[s]=[x(s),y(s)] que se mueve
en el espacio constantemente dentro de un numero de iteraciones que se puede in-
terpretar como una secuencia de tiempo. Observese que la curva esta representada
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parametricamente, teniendo como unico parametro a s. Este parametro, que esta re-
lacionado con ambas variables en el espacio (x,y), representa la curva ubicada en el
espacio que en este caso es la imagen de operacion. Existe otro parametro relacio-
nado con la cantidad de iteraciones representadas para desenvolverse. Debido a su
representacion se considera a este parametro como t. Se tiene entonces un modelo
activo denido como una curva v[s; t]=[x(s; t),y(s; t)] en donde:
s es el espacio que ocupa la curva
t es la cantidad de iteraciones representado como la secuencia de tiempo.
Para nes practicos en este analisis se considera solamente el parametro s en
las deniciones siguientes, sin perder con ello generalidad en el modelo. Esto es
posible ya que a continuacion se hara un analisis correspondiente solo al espacio. Se
aclarara el uso del parametro t cuando sea pertinente.
El modelo original del contorno activo propuesto por Kass [16], esta representado
como una curva parametrizada v[s]=[x(s),y(s)], s 2 [0; 1] que se mueve a traves de
un dominio espacial y busca minimizar el siguiente funcional1 de energa.
Esnake =
Z 1
0
Esnake(v(s))ds (4.1)
La integral del funcional de energa Esnake esta denida para una curva abierta,
sin embargo en este estudio solo se utilizaran curvas cerradas, es decir que se unira el
primer y el ultimo punto de la curva. En la ecuacion 4.1, el funcional de energa se
divide en otros funcionales para su mayor entendimiento:
Esnake =
Z 1
0
Esnake(v(s))ds =
Z 1
0
Einterna(v(s))ds+
+
Z 1
0
Eimagen(v(s))ds+
Z 1
0
Efuerzasexternas(v(s))ds (4.2)
La ecuacion 4.2 presenta tres nuevos funcionales de energa: Einterna, Eimagen,
Efuerzasexternas. Cada uno de ellos representa un comportamiento especco que se
desea tenga el modelo. A continuacion se dara una denicion de cada uno de estos
funcionales, recordando que cada uno esta denido de tal manera que sus mnimos
ocasionen que el modelo se acerque a la posicion que se desea.
1Funcional es una cantidad o funcion que depende del comportamiento de una o mas funciones.
En otras palabras, el dominio de un funcional es un conjunto o el espacio de las funciones admisibles
mas que de un espacio de coordenadas o variables independientes. El termino de funcional es muy
utilizado en el calculo de variaciones en donde se busca encontrar los extremos de los funcionales
mas que de un numero nito de variables independientes
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4.2.1. Energa interna
El funcional de energia interna es denido originalmente por Kass [16] como:
Einterna(v(s)) =
1
2
(s)
dv(s)ds
2 + 12(s)
dv2(s)ds2
2 (4.3)
Simplicando, el funcional tambien se puede representar como:
Einterna(v(s)) =
1
2
 jvsj2 + 1
2
 jvssj2 (4.4)
En donde los subndices s representan las derivadas respecto a s y la cantidad
de subndices representa el grado de derivacion. Tambien se considera en la ecuacion
4.4 que (s) =  y (s) =  Estas variables se igualan a constantes para mantener
as un modelo mas sencillo y que mantenga un comportamiento equivalente durante
su variacion.
La ecuacion 4.4 tiene dos terminos que pueden relacionarse con el comporta-
miento fsico de una liga, la cual se puede colapsar manteniendo una estructura que
el usuario desee. Entonces, si se utiliza la ecuacion 4.2 y la ecuacion 4.4, analizando
solamente el funcional de Einterna, se tiene que:Z 1
0
Einterna(v(s))ds =
1
2

Z 1
0
jvs(s)j2 ds+ 1
2

Z 1
0
jvss(s)j2 ds (4.5)
El primer sumando de la integral de la parte derecha de la igualdad en la ecuacion
4.5 es una expresion similar a la utilizada para la longitud del arco, es decir:
1
2

Z 1
0
jvs(s)j2 ds (4.6)
Esta expresion equivale a obtener la longitud de la curva, lo que se puede de-
mostrar. Considerando que se tiene una medida de longitud de curva y que se desea
que la ecuacion 4.2 se minimice, entonces el proceso de minimizar la ecuacion 4.2
provoca que el contorno activo se colapse. Cabe resaltar que la expresion 4.6 es cono-
cida tambien como el termino de tension. El termino de tension se le da a  debido
a que la derivada de primer orden vs(s) en la ecuacion 4.3 tendra valores grandes
cuando exista una discontinuidad o un hueco en la curva. Esto suena contradictorio,
ya que se generan valores grandes en discontinuidades y se le llama al termino de
tension. Lo anterior tiene sentido si se recuerda que se busca minimizar el funcional
de energa Esnake de la ecuacion 4.1, entonces la integral denida para este funcional
tambien se desea minimizar. La ecuacion 4.2 muestra que el funcional de energa
interna Einterna debe de ser tambien minimizado, por lo tanto se busca una expre-
sion que genere altos valores para que estos sean minimizados. Si se recuerda esto
sera muy sencillo comprender todo el modelo en conjunto.
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Es importante hacer el comentario de que la expresion 4.6 se interpreto como la
minimizacion de longitud de arco, sin embargo Kass [16] dise~na el modelo original
para que este no presente discontinuidades y genere este fenomeno de tension que
ya se ha comentado anteriormente.
El termino restante en la ecuacion 2.5 es:
1
2

Z 1
0
jvss(s)j2 ds (4.7)
En donde la segunda derivada respecto al parametro es una forma de representar
la tasa de cambio de la tangente en cada punto innitesimal de la curva parame-
trizada. Entonces, el minimizar el termino 4.7 presenta un control en la curvatura.
cuanto mas peque~no sea este termino, la variacion de cambio de la tangente en la
curva presenta un fenomeno que en el modelo es conocido como rigidez.
El termino de rigidez puede ser entendido si se recuerda que se busca una ex-
presion que genere altos valores para que estos sean minimizados. Para este caso, se
busca que vss(s) genere valores elevados, esto se presenta cuando existen tasas de
cambio elevadas. Entonces estos cambios seran minimizados para suavizar el modelo
y es por esto que se presenta un fenomeno de rigidez.
El papel de las constantes  y  en la ecuacion 4.5 es el de mantener un control
de importancia en los terminos de tension y rigidez respectivamente. El caso extremo
mas representativo es cuando  = 0, en este caso no existe un termino de rigidez y
por lo tanto se tiene un modelo que facilmente se puede doblar o dicho en terminos
matematicos, produce que la curva tenga una discontinuidad de segundo orden y
pueda encontrar as esquinas debido a que no se consideran los valores elevados
que estas esquinas producen y por lo tanto no seran minimizados. El caso contrario
ocurre cuando  = 1, entonces se suaviza la curva.
La gura 4.1 muestra el comportamiento del contorno activo para distintos va-
lores de  y  para imagenes de 64x64 pxeles. En esta se observa la gura original
en rojo y el comportamiento del contorno activo en azul. Como se comento ante-
riormente si se considera unicamente el valor de  como el mas relevante, entonces
el modelo tendera a colapsarse. Por otro lado, si la unica constante relevante es
 entonces el contorno activo se comporta como un objeto rgido que no presenta
discontinuidades. Si a ambas constantes se les da la misma importancia, entonces
se tiene una combinacion de las caractersticas comentadas, es decir, un contorno
rgido que tiende a colapsarse. Estas caractersticas del modelo se conocen tambien
como las caractersticas intrnsecas.
Hasta el momento el contorno activo tiende a colapsarse y mantener rigidez si
es que se desea as su comportamiento, sin embargo se requiere que este se ajuste a
ciertas caractersticas en una imagen. Es por esto que tambien se consideran otros
funcionales de energa, los cuales se trataran en las siguientes subsecciones
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Figura 4.1: Comportamiento del contorno activo con diferentes valores para las cons-
tantes
4.2.2. Energa de imagen
Como se comento en la seccion anterior, para que el contorno activo sea util se
requiere un funcional de energa que permita atraer al contorno a caractersticas
relevantes en una imagen. El modelo original propone tres diferentes funcionales de
energa que atraen al modelo hacia lneas, bordes y terminaciones.
Eimagen = !lineaElinea + !bordeEborde + !terminoEtermino (4.8)
Energa de lnea
Este es el funcional de energa mas sencillo. Se encuentra denido como el mapa
de intensidades de la imagen expresado como:2
Elinea = I(x; y) (4.9)
Dependiendo del valor del signo de !linea, este se acercara a lneas oscuras o
claras. Por ejemplo, si !linea = 1, entonces el funcional tendra sus mnimos en
valores cercanos a cero, que es lo mismo al color negro en una imagen. Por otro lado
si !linea =  1, entonces tendra sus mnimos en valores muy grandes, que en el caso
de imagenes de intensidad como las utilizadas en MATLAB, correspondera a un
valor de 255 que es el color blanco.
Se vuelve a recordar la regla para dise~nar el modelo: se busca una expresion que
genere altos valores para que estos sean minimizados. Considerese esta regla para la
ecuacion 4.9. Si se desea que se evadan los valores grandes correspondientes al valor
del pixel dado por I(x; y) considerando que !linea = 1, es decir valores como 255
2Este funcional de lnea se da en terminos de x y y para darle mas generalidad. Se hara lo mismo
para todos los funcionales correspondientes a la energa de imagen pues estos son mas sencillos
de comprender si se generalizan en un espacio (en este caso toda la imagen), que si se ven como
coordenadas de la curva. Por lo comentado anteriormente, se intuye que x = x(s) y y = y(s)
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(blanco), entonces se provoca que los colores claros se evadan y se tenga tendencia
a colores oscuros como se explico anteriormente.
Existe la alternativa de utilizar otro funcional de energa de lnea por medio de
una funcion Gaussiana de dos dimensiones que se convolucionara con el mapa de
intensidades de la imagen, de esta forma:
Elinea = G(x; y)  I(x; y) (4.10)
En donde G representa la funcion Gaussiana de dos dimensiones con una des-
viacion estandar . El signo * representa convolucion.
En la practica el funcional denido en 4.9 y 4.10 solamente es util para una lnea
homogenea del mismo color que tiene como fondo un plano uniforme, por ejemplo,
una lnea negra que se encuentra en un fondo blanco. Sin embargo, se requiere
trabajar con imagenes mas complejas, con varios tonos de grises y fondos en donde
lo unico que divide a estos es un borde que se puede perder con mucha facilidad.
Para estos objetos se requiere denir otro tipo de funcional para reconocer bordes,
que es el que se analizara a continuacion.
Energa de borde
Si se desea que el modelo se acerque a los bordes de un objeto, se puede utilizar
un funcional de energa de borde denido como:
Eborde =   jrI(x; y)j2 (4.11)
Donde r el operador nabla que representa la operacion gradiente el cual es
utilizado para realzar bordes en imagenes. El gradiente de la funcion I(x; y) en las
coordenadas se encuentra denido como un vector columna de dos dimensiones:
rI =

@I
@x
@I
@y

(4.12)
La ecuacion 4.12 indica que el operador gradiente es utilizado para obtener las
respectivas derivadas parciales que seran utiles en el desarrollo del modelo en las
proximas secciones.
Una de las caractersticas del operador gradiente, es que las derivadas parciales
en 4.12 no son invariantes a la rotacion, es decir que si se gira la imagen, el resultado
de la operacion no sera el mismo. A los operadores que tienen esta caracterstica de
invariabilidad a la rotacion se les conoce como isotropicos. Cabe mencionar que las
derivadas parciales de la ecuacion 4.12 son operaciones lineales.
Existe otro operador que mantiene mejores caractersticas que el operador de
gradiente en el aspecto de que es un operador isotropico y de que su magnitud
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es lineal. Este es conocido como operador laplaciano y su magnitud se encuentra
denida como:
r2I(x; y) = @
2I
@x2
+
@2I
@y2
(4.13)
Si se realiza un analisis de las ecuaciones 4.12 y 4.13, se puede concluir que el
operador de gradiente produce bordes mas gruesos y tiene mayor respuesta a saltos
en niveles de grises. Por otro lado, el operador laplaciano tiene una respuesta mas
na en cuanto a deteccion de lneas mas delgadas y puntos aislados.
La gura 4.2 muestra el resultado de aplicar el operador laplaciano a una imagen
de intensidad3 de 385x537 pxeles. Se observa como los bordes del objeto se ven
realzados tras utilizar este operador. De la misma manera, se observa en la gura
4.3 el resultado de aplicar el operador de gradiente por medio de un operador Sobel.
En este se muestra como se realzan los bordes de la imagen pero de forma mas gruesa
y con menos detalle que en la gura 4.2. Lo anterior concuerda con las conclusiones
que se dieron en el parrafo anterior.
Figura 4.2: Imagen original y resultado de aplicar el operador laplaciano.
En el modelo de contorno activo se utiliza el operador de gradiente para el fun-
cional de energa de borde, pues este genera bordes gruesos para imagenes estaticas
ademas de que solamente se requiere obtener la derivada parcial para obtener un
buen resultado.
De la misma forma que el funcional de energa de lnea, el funcional de energa
de borde se puede expresar de una manera alternativa a la expresada en la ecuacion
4.11:
3En MATLAB, las imagenes de niveles de grises tambien son conocidas como imagenes de
intensidad.
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Figura 4.3: Imagen original y resultado de aplicar el operador gradiente.
Eborde =   jrG(x; y)  I(x; y)j2 (4.14)
En donde nuevamente G(x; y) representa la funcion Gaussiana de dos dimensio-
nes con una desviacion estandar  el signo * representa convolucion. El uso de esta
funcion Gaussiana en la ecuacion 4.14, se debe a que los mnimos de este funcional
recaen en los cruces por cero que denen los bordes.
Se puede deducir que un incremento de  producira que la imagen se vuelva mas
borrosa. El obtener el gradiente de una imagen con estas caractersticas aumenta el
rango de captura4 del contorno activo. Lo anterior se muestra en la gura 4.4, en
donde se convoluciona la imagen original con una funcion Gaussiana con desviacion
estandar  = 3. Se ve claramente que la imagen resultante es mucho mas borrosa,
lo que aumentara el rango de captura. Esto se puede apreciar en la gura 4.5, en
donde se aplica el operador gradiente al resultado de la convolucion de la funcion
Gaussiana con la imagen de intensidad. Notese que el aumento de valor de la des-
viacion estandar, ocasiona que el borde se haga mas grueso, as se puede comprobar
experimentalmente que el rango de captura es proporcional al valor de la desviacion
estandar.
Para nalizar, observese la gura 4.5 en donde el borde de interes es de color
claro, siguiendo la denicion para dise~nar el modelo que se dio al principio de esta
seccion, el signo negativo de las ecuacion 4.11 y 4.14 tiene sentido.
4El rango de captura se dene como la region en donde un contorno puede ser inicializado y
poder encontrar el lmite deseado guiandose as de las fuerzas externas.
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Figura 4.4: Convolucion imagen original(izq.) con una funcion Gaussiana con  = 3
Energa de termino
Este funcional de energa se propone para encontrar terminaciones de lnea y
esquinas. Para la denicion de la misma, considerese que C(x; y) = G(x; y)I(x; y)
es una version borrosa de la imagen original, = tan 1(Cy=Cx) sea el parametro
correspondiente al angulo del gradiente de los siguientes vectores unitarios que re-
presentan respectivamente al vector tangente y normal a la direccion del gradiente
de la imagen, n = (cos; sin) y n? = ( sin; cos). Entonces la curvatura de
C(x; y) se puede escribir como:
Etermino = [
@n?
@
] 1ds =
@2C
@n2?
@C
@n
ds (4.15)
Que de forma discreta se puede representar como:
Etermino =
CyyC
2
x + CxxC
2
y   2CxyCxCy
(C2x + C
2
y )
3=2
ds (4.16)
La ecuacion 4.15 es mas facil de conceptualizar si se observa la gura 4.6. En
esta se presenta una imagen de dos colores (izq.). La imagen resultante de las opera-
ciones correspondientes a la ecuacion 4.15 se muestra en la gura 4.6 por medio de
vectores que apuntan haca la maxima variacion de cambio, que es otra denicion
del gradiente. Entonces, la derivada de los vectores perpendiculares a los mostrados
en la gura 4.6, tendra un mayor valor cuando sus cambios sean abruptos, es decir,
cuando existan esquinas o terminaciones de lnea. Eso es lo que quiere decir la ecua-
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Figura 4.5: Convolucion con funcion Gaussian con  = 1(en medio) y  = 3(der.).
cion 4.15, en donde el recproco se toma para tener un mnimo cuando se presenten
esquinas o terminos de lnea.
4.2.3. Energa de fuerzas externas
Este funcional de energa, corresponde a un control que el usuario puede ejercer
ubicando puntos para formar una gua para el contorno activo. As el contorno activo
no se pierde en mnimos locales que pueden cerrar un contorno falso. El ejemplo
utilizado por Kass [16] es parecido a un resorte que ejerce una fuerza. Entonces se
puede pensar en dos puntos (x1 y x2) en donde uno sea un punto en la imagen (x1)
y el otro sea un punto de la curva correspondiente al contorno activo (x2). De esta
manera se puede denir un funcional de energa de fuerzas externas como:
Efuerzas externas = k jx1   x2j2 (4.17)
Este funcional es mnimo cuando x1 = x2 . Tambien se puede expresar otro
funcional que repele al contorno activo.
Efuerzas externas =
k
jx1   x2j2
(4.18)
Este funcional es maximo cuando x2 = x1. El negar la constante k representa un
cambio de atraccion a pseudo repulsion y de repulsion a pseudo atraccion. Con esto
se quiere decir que un valor negativo en la constante ocasionara mnimos innitos
que en el caso del modelo de contorno activo no se pueden utilizar ya que el funcional
de energa no es continuo lo que imposibilita minimizar la ecuacion 4.2.
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4.3. El problema de variacion
Hasta el momento se ha logrado denir un modelo para el contorno activo, pero
se requiere saber que curva disminuye al funcional de la ecuacion 4.2. Este tipo de
problemas se conoce como el problema de variacion y se puede resolver utilizan-
do una herramienta de las matematicas conocido como calculo de variaciones5. A
continuacion se utilizara el calculo de variaciones [13] para obtener la ecuacion de
Euler-Lagrange.
4.3.1. La ecuacion de Euler-Lagrange
Antes de derivar la ecuacion de Euler-Lagrange se utiliza el lema basico del
calculo de variaciones:
Si x1 y x2(> x1)son constantes jas y G(x) es una funcion continua en particular
en donde x1  x  x2 y Z x2
x1
(x)G(x)dx = 0 (4.19)
Para cada opcion de la funcion continuamente diferenciable (x) para la cual
(x1) = (x2) = 0 (4.20)
se concluye que:
G(x) = 0 identicamente en x1  x  x2 (4.21)
La demostracion de este lema se puede consultar en el libro Calculus of Varia-
tions"de R.Weinstock. Ahora bien, si se tiene una funcion dos veces diferenciable
y = y(x) que satisface la condicion y(x1) = y1, y(x2) = y2 y ocasiona que la integral
I =
Z x2
x1
f(x; y; y0)dx (4.22)
genere un mnimo; >cual sera la ecuacion diferencial que satisface y(x)? Si se re-
suelve dicha ecuacion diferencial, entonces se tiene una forma explcita de la funcion
que satisface la ecuacion 4.22. Para resolver dicho problema se propone una familia
con un parametro
Y (x) = y(x) + (x) (4.23)
5El calculo de variaciones es una especie de generalizacion del calculo, este busca una trayectoria,
curva, supercie, etc., que para una funcion tenga un valor estacionario (en problemas de fsica es
usualmente un mnimo o un maximo).
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En donde (x) es una funcion arbitraria en la cual
(x1) = (x2) = 0 (4.24)
y  es el parametro de la familia. Entonces para cada funcion (x) se tiene una
sola familia de un parametro de la forma 4.23. Con (x) cada valor de  designa
un solo miembro de esa familia de un parametro. Con lo anterior la funcion y(x)
que minimiza la integral de la ecuacion 4.22 corresponde a un miembro de todas las
familias de la ecuacion 4.23 cuando el parametro  = 0. Tomando en cuenta todo lo
anterior:
I() =
Z x2
x1
f(x; Y; Y 0)dx (4.25)
Se observa que la integral es funcion del parametro . La ecuacion 4.25 encon-
trara entonces su mnimo cuando  = 0 como ya se mencionaba anteriormente. Lo
importante de esto es que el mnimo existe sin importar la familia (x) y ademas
se tiene una expresion que corresponde a un problema del calculo diferencial de
una sola variable, en este caso el parametro . Entonces se sabe que una condicion
necesaria para encontrar un mnimo es:
I 0(0) = 0 (4.26)
Entonces se tiene que:
dI
d
= I() = f(x2; Y; Y
0)
dx2
d
  f(x1; Y; Y 0)dx1
d
+
Z x2
x1
@f
@
dx =
=
Z x2
x1
(
@f
@Y
@Y
@
+
@f
@Y 0
@Y 0
@
)dx =
Z x2
x1
(
@f
@Y
 +
@f
@Y 0
0)dx (4.27)
En donde se ha utilizado la denicion de diferencial de una integral, regla de
la cadena para diferenciar y la ecuacion 4.23 para conseguir el resultado. Con la
ecuacion 4.23, 4.26 y 4.27 se tiene:
I 0(0) =
Z x2
x1
(
@f
@y
 +
@f
@y0
0)dx = 0 (4.28)
Integrando por partes el segundo termino y considerando la restriccion 4.24, se
tiene que:
I 0(0) =
@f
@y0
]x2x1 +
Z x2
x1
(
@f
@y
  d
dx
(
@f
@y0
))dx =
=
Z x2
x1
(
@f
@y
  d
dx
(
@f
@y0
))dx = 0 (4.29)
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El lema que se comento al principio de esta seccion indica que:
@f
@y
  d
dx
(
@f
@y0
)dx = 0 (4.30)
La ecuacion 4.30 es la llamada ecuacion diferencial de Euler-Lagrange. El metodo
para obtenerla es el mismo que utiliza Weinstock [13]. La descripcion de la obtencion
de esta ecuacion se explica para tener un concepto mas claro de que es lo que se
esta tratando de resolver, ademas de que servira de base para obtener la ecuacion
del modelo del contorno activo, que se vera a continuacion.
4.3.2. Ecuacion de Euler-Lagrange para el modelo del con-
torno activo
Para el funcional de energa de la ecuacion 4.2 se tiene que:
Esnake =
Z 1
0
(F (s; v(s); v0(s); v00(s)))ds (4.31)
Se propone nuevamente una familia de un parametro como se hizo en la ecuacion
4.23
V (s) = v(s) + (s) (4.32)
La ecuacion 4.32 ofrece la posibilidad de denir la ecuacion 4.31 como:
Esnake() =
Z 1
0
(F (s; V (s); V 0(s); V 00(s)))ds (4.33)
Los mismos argumentos que se usaron anteriormente son validos para el modelo,
por lo que, sin perder generalidad, se tiene que:
dEsnake
d
= Esnake0() =
Z 1
0
@F
@
ds =
Z 1
0

@F
@V
@V
@
+
@f
@V 0
@V 0
@
+
@f
@V 00
@V 00
@

ds
=
Z 1
0

@F
@V
 +
@F
@V 0
0 +
@F
@V 00
00

ds(4.34)
Nuevamente se integra por partes considerando la restriccion 4.24, que se asume
para , as:
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Esnake0(0) =
@F
@v0
]10 +
Z 1
0

@F
@v
  d
ds

@F
@v0

 +
@F
@v00
00ds
=
@F
@v0
]10 +
@F
@v00
0]10 +
Z 1
0

@F
@v
  d
ds

@F
@v0

   d
ds
(
@F
@v00
0ds
=
@F
@v0
]10 +
@F
@v00
0]10  
@F
@v00
0]10 +
Z 1
0

@F
@v
  d
ds

@F
@v0

+
d2
ds2

@F
@v00

ds
=
Z 1
0

@F
@v
  d
ds

@F
@v0

+
d2
ds2

@F
@v00

ds (4.35)
Nuevamente haciendo referencia al lema dado en la seccion 4.2.1, se puede argu-
mentar que la ecuacion de Euler-Lagrange para el modelo de contorno activo es la
siguiente:

@F
@v
  d
ds

@F
@v0

+
d2
ds2

@F
@v00

= 0 (4.36)
Se considera nuevamente la ecuacion 4.2 como una forma abreviada para los
funcionales de energa, de esta forma se dene un funcional mas general que se
llamara funcional de energa externa, denido como:
Eexterna = Eimagen + Efuerzasexternas (4.37)
De esta forma se redene la ecuacion 4.2 como:
Esnake =
Z 1
0
Esnake(v(s))ds =
Z 1
0
Einterna(v(s))ds+
Z 1
0
Eexterna(v(s))ds (4.38)
Entonces el funcional que se denio en 4.31 puede quedar expresado como:
F (s; v(s); v0(s); v00(s)) = Eexterna +
1
2
jvs(s)j2 + 1
2
jvss(s)j2 (4.39)
Si se considera la igualdad 2.4
Sin embargo se va a generalizar la ecuacion 4.39 para entregar un mejor modelo
matematico. En otras palabras, se considera nuevamente la ecuacion 4.3, as:
5Notese que tanto el smbolo ' como el sujo s representan derivadas y su numero de
aparicion es igual al grado de la derivada. Tambien se aclara que hasta que no se indique
lo contrario v(s) = s
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F (s; v(s); v0(s); v00(s)) = Eexterna +
1
2
(s)jvs(s)j2 + 1
2
(s)jvss(s)j2 (4.40)
Al sustituir la ecuacion 4.40 en la ecuacion 4.36 se tiene que:
@Eexterna
@v
  ((s)v0(s))0 + ((s)v00(s))00 = 0 (4.41)
Para entender mejor la ecuacion 4.41, se puede interpretar esta como una suma
de fuerzas que se equilibran:
1.
F
(p)
externa =
@Eexterna
@v
(4.42)
2.
Finterna =  ((s)v0(s))0 + ((s)v00(s))00 = 0 (4.43)
3.
F
(p)
externa + Finterna = 0 (4.44)
Estas dos fuerzas gobiernan el comportamiento del modelo del contorno activo
de la siguiente forma:
La fuerza interna Finterna controla la rigidez y la tension del modelo.
La fuerza externa F
(p)
externa atrae al modelo hacia zonas de interes de la imagen,
ya sean bordes, puntos, ciertos colores, etc.
Es importante aclarar que en la ecuacion 4.41 se supone que son conocidos v(0),
v(1), v'(0), v'(1).
4.3.3. Metodos para resolver la ecuacion de Euler-Lagrange
para el modelo de contorno activo (Metodo de gra-
diente descendente)
La ecuacion 4.41 es una ecuacion diferencial ordinaria que por sus caractersticas
tiene muchas soluciones que corresponden al mnimo local. Kass [16] propone una
tecnica para encontrar el mnimo local por medio de metodos de gradiente descen-
dente, el inconveniente con ello es que el modelo se puede perder en varios mnimos
locales, aunque hay que comentar que el modelo original se creo con este proposito
ya que se desea hacer las interpretaciones de procesos de alto nivel mas exibles y
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no limitarlo a decisiones irreversibles de bajo nivel. Una de las consecuencias ne-
gativas de utilizar este metodo, es que el contorno activo debe de tener una buena
inicializacion.
Como se comentaba anteriormente, la ecuacion 4.41 es posible de resolver utili-
zando el metodo de gradiente descendente. Para hacerlo as se reescribe la ecuacion
4.41 como:

@v(s; t)
@t

=

@Eexterna
@v(s; t)

  ((s)v0(s; t))0 + ((s)v00(s; t))00 (4.45)
El incluir la variable de tiempo en la ecuacion hace que esta se vuelva dinamica,
sin embargo no se incluyen en los factores de tension (s) ni de rigidez (s) ya que
no se desea que varen dinamicamente en el tiempo.
La razon de la ecuacion 4.43 es debido a que la ecuacion 4.41 garantiza que
cuando existe un equilibrio, es decir que el contorno activo ha encontrado un mnimo
local, el modelo no se movera. As, si se supone que se tiene un bosquejo (contorno
inicializado cerca del objeto) del contorno que se desea cerrar y se utilizan varias
iteraciones haciendo el modelo dinamico y esperando encontrar un equilibrio en
donde el termino v(s; t) de la ecuacion 4.43 desaparezca y se cumpla la ecuacion
4.41.
La ecuacion 4.43 se desarrollara de forma discreta para su implementacion en
software, como se vera en el captulo correspondiente a la implementacion del algo-
ritmo.
4.4. Alternativas al modelo original.
El modelo de contorno activo que se ha tratado a lo largo del captulo se propuso
en 1987 por Kass [16], sin embargo este sufre de considerables desventajas que
se han encontrado en el transcurso del tiempo. Algunas desventajas del modelo
corresponden a debilidades de la solucion de la ecuacion diferencial 4.41 debido al
metodo de gradiente descendente que intuye una aproximacion cercana al objeto
que se desea ubicar. Tambien existe la posibilidad de que en el proceso iterativo
que establece la ecuacion, un punto de control sobrepase el contorno deseado y no
pueda retomar su camino hacia el objeto en el peor de los casos. Temas de eciencia
tambien son cuestionados, as como la decision de la eleccion de los parametros que
le quitan generalidad al modelo. Por ello, para este proyecto, se han estudiado otras
alternativas para el desarrollo de nuestro algoritmo segun sus ventajas y desventajas,
como veremos brevemente a lo largo de esta seccion y de forma practica a lo largo
de lo que resta de proyecto.
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4.4.1. El modelo de contorno activo con fuerza externa de
\globo"
En 1991 Laurent D. Cohen [17] propone un anexo al modelo original. Recuerdese
de puntos anteriores que la fuerza externa representa una fuerza externa particular
la cual se considera constante. En este modelo se propone para representar una
fuerza mas general que se subdivide en dos tipos: Estatica y dinamica. La estatica
es igual a la fuerza particular, es decir que no vara. La dinamica por otro lado vara
mientras el modelo se va ajustando. Este nuevo tipo de fuerza vale la pena aclarar
que se ajusta al analisis a pesar de que su campo no es constante.
La propuesta de Cohen surge por la incapacidad del modelo original de Kass de
superar dicultades en ciertos momentos al cabo de numerosas iteraciones, y nunca
sea capaz de hallar el contorno deseado.
El autor sugiere redenir la fuerza externa a traves de una normalizacion de esta
fuerza externa y el uso de un vector unitario normal (fuerza de presion) de forma
que se controlen las oscilaciones del modelo.
El modelo nal con el modelo de L. Cohen logra evitar el ruido y no se colapsa, sin
embargo su punto de equilibro esta un poco mas alejado del que se espera pues existe
un ligero efecto del vector normal mencionado, que en ocasiones puede perjudicar
pues en las discontinuidades suele seguir expandiendose.
Por tanto el modelo de L.Cohen propone una nueva variante para la fuerza
externa con la caracterstica de inar o colapsar el modelo ante situaciones de ruido
o de posiciones donde los puntos estan lejos del mnimo para evitar que el modelo
se colapse. Las desventajas de elegir este modelo son:
Se agrega un nuevo parametro de control que le quita generalidad al modelo
en el sentido de que la seleccion de este puede funcionar correctamente solo
para situaciones muy especicas.
Puede cerrarse un contorno falso debido a la presencia del vector unitario.
4.4.2. El modelo de contorno activo con fuerza externa de
ujo de vector de gradiente (GVF)
Chenyang Xu [18] propone en 1999 un modelo de contorno activo en donde
expone una fuerza externa general con las siguientes ventajas:
Los puntos de control se pueden ubicar lejos del contorno que se desea cerrar
asegurando convergencia.
Se pueden cerrar contornos que presenten concavidades.
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El modelo con la fuerza GVF (Gradient Vector Flow) soluciona o mejora casi
todas las desventajas del algoritmo del modelo de Cohen, aunque la cantidad de ope-
raciones requeridas para solucionar el modelo de Xu son una desventaja considerable
contra los demas modelos.
El analisis del modelo con la fuerza GVF se basa en disminuir el siguiente fun-
cional de energa:
EGV F =
Z Z
(u2x + u
2
y + v
2
x + v
2
y) + jrf j2 jvGV F  rf j dxdy (4.46)
En donde:
vGV F (x; y) = [u(x; y)v(x; y)] es el campo vectorial que tendra las caractersticas
que se desean.
ux; uy; vx; vy representan las derivadas parciales respecto a la variable repre-
sentada en el subndice de las coordenadas del campo vectorial vGV F
f es una funcion que se le conoce como mapa de bordes que tiene la carac-
terstica de tener valores grandes en los bordes de las imagenes, esta puede
estar denida como f(x; y) =  Eexterna
Recuerdese que el funcional de energa externa (denido en la ecuacion 4.37), es
utilizado para tener valores mnimos en los bordes de las imagenes, esta es la razon
del signo negativo de la ecuacion. Entonces el gradiente del mapa de bordes rf
apuntara de forma normal haca la maxima variacion de cambio que en este caso es
hacia los valores maximos correspondientes a los bordes. El mapa de bordes tiene
las siguientes desventajas:
Se presentan magnitudes altas en las cercanas de los bordes.
Si los valores en la imagen son constantes (generalmente zonas alejadas de los
bordes), entonces el valor de rf tiende a ser cero.
La primera caracterstica es deseable y se desea mantener, esto se ve reejado en
el segundo sumando de la doble integral. En donde si rf es grande (se esta cerca
de un borde), este termino de la suma se vuelve dominante y entonces si se quiere
minimizar el campo vectorial vGV F se debe de tener que vGV F = rf para que se
vuelva mnimo el funcional de la ecuacion.
La segunda caracterstica no es deseable, entonces cuando rf sea peque~no (se
esta alejado de los bordes), el segundo termino de la suma de la doble integral se
desprecia y solo se considera el primer sumando, que esta denido por la suma de los
cuadrados de las derivadas parciales ux; uy; vx; vy multiplicadas por un parametro 
4.4 Alternativas al modelo original. 57
que nivela su efecto ante la presencia de ruido. La razon de este termino se debe a
que se tiene un campo vectorial vGV F que no se conoce pero se desea tenga ciertas
caractersticas, ya se denio una en la que vGV F = rf cuando se este cerca de los
bordes, sin embargo cuando se este lejos este termino (u2x+u
2
y + v
2
x+ v
2
y) sera cero y
es un efecto que se desea minimizar en el campo vectorial vGV F Con esto se consigue
un campo uniforme lejos de los bordes. Esta idea se ha propuesto en modelos como
el de ujo optico que representa una distribucion de velocidad aparente cuando se
presentan cambios en los patrones de brillo en una imagen y se requiere modelar un
caso en el que objetos opacos tienen movimiento y no se tiene un verdadero cambio
de brillo, por lo que no se considera movimiento, siendo que si existe, entonces
se plantea un termino similar al primer sumando de la ecuacion para suavizar el
patron de cambio del brillo de la imagen para simular una velocidad aparente. Es de
hecho esta idea la que utiliza Xu para proponer la ecuacion que ya tiene un campo
vectorial que contempla la primera ventaja que se comento al inicio de esta seccion,
sin embargo no se hace tan evidente la segunda caracterstica correspondiente a las
concavidades, pero es un resultado consecuente de la ecuacion que promueve una
competencia entre los terminos de su suma que permite realizar esta tarea.
Por todo lo anterior el campo vectorial se puede sustituir en 4.43 por:

@v(s; t)
@t

= vGV F   ((s)v0(s; t))0 + ((s)v00(s; t))00 (4.47)
Es importante resaltar que la curva deformable que se genere de la ecuacion an-
terior no representa las ecuaciones de Euler-Lagrange del problema que se plantea en
el modelo original pues no es un campo irrotacional como lo es utilizado en el modelo
de Kass. Sin embargo Xu argumenta que el comportamiento mejorado del contorno
deformable GVF (el que soluciona dicha ecuacion) resuelve este inconveniente.
Nuevamente la ecuacion que nos ocupa se resuelve utilizando calculo de varia-
ciones. En este caso el campo vectorial GVF no es tan sencillo de obtener como
el caso del modelo de contorno activo original, aunque el objetivo es basarse en
las ecuaciones de Euler para resolverlo. Las especicaciones de la obtencion de las
ecuaciones de Euler se pueden vericar en [18] en este trabajo se seguira el mismo
procedimiento utilizado por Xu para encontrar el campo vectorial GVF. Se ha em-
pleado este modelo de contornos activos en el presente proyecto por ser el que mejor
resultados proporcionaba en las pruebas realizadas.
En el proximo captulo se analizara de forma detallada el algoritmo desarrollado
as como los resultados practicos obtenidos.

Parte IV
Algoritmo y resultados
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Captulo 5
Implementacion del algoritmo y
resultados
Ya se han analizado las propuestas con las que se va a trabajar en lo que resta
de este proyecto, el siguiente paso es dise~nar un programa que pueda realizar la
tarea requerida. A continuacion se describira la implementacion de un metodo de
preprocesado y segmentacion de iris ocular, utilizando como base todo lo estudiado
hasta el momento y como herramienta de programacion el software de desarrollo
matematico MATLAB para poder simular cada modelo debido a que este presenta
herramientas que facilitan el calculo de operaciones que resultan trascendentales pa-
ra los modelos pero que pueden tomar mucho tiempo en realizarse, tal sea el caso del
calculo de gradientes, operaciones matriciales, interfaces gracas, etc. Es necesario
comentar que todos los resultados presentes en este proyecto se han obtenido con
un ordenador portatil con un procesador de 2GHz y una memoria RAM de 2GB,
son un sistema operativo Windows Vista y empleando MATLAB R2007a.
A lo largo de este captulo recordaremos los cada uno de los pasos seguidos en
el desarrollo del procesado de imagen que concluye con la segmentacion y localiza-
cion de iris. Veremos en detalle en que consiste la implementacion cada uno de estas
etapas y su aportacion para la consecucion del resultado deseado.
Como ya se ha comentado, los modelos basados en contornos activos han sido em-
pleados como base para este proyecto, en primer lugar se probaron diferentes mode-
los, los mencionados en captulos anteriores, para escoger despues para su utilizacion
en el algoritmo aquel que arrojaba mejores resultados para las imagenes en que se
centra este proyecto, dejando de lado los modelos que no funcionaban de forma
eciente. Los modelos que se manejan en este captulo, por tanto, se basan en los
algoritmos dise~nados por Xu (como se estudio en el captulo anterior). Estos mode-
los se eligieron debido a que utilizan las ventajas que MATLAB tiene (operaciones
61
62 Implementacion del algoritmo y resultados
matriciales, cajas de herramientas para procesado digital de imagenes), haciendo
as un modelo facil de programar y con buenos resultados.
A lo largo del captulo se describen cada una de las etapas, vistas de forma
generalizada anteriormente, de que consta el algoritmo en detalle. Sin embargo nos
parece necesario comentar en primer lugar brevemente las caractersticas de la base
de datos empleada para las pruebas realizadas.
5.1. Base de datos empleada
La base de datos CASIA V1 cuenta con un total de 108 individuos (ojos) dife-
rentes, divididos en 2 carpetas, en total existen 7 fotos de cada ojo, en total 708
imagenes. Cada una de estas carpetas representa una sesion diferente en la que se
realizo la captura. El sistema de adquisicion empleado utiliza camaras infrarrojas.
Ademas la iluminacion es bastante uniforme, luego los niveles grises de las imagenes
son homogeneos.
5.2. Desarrollo del algoritmo
A continuacion se describiran cada una de las fases mostradas en el diagrama
5.1 en mayor detalle.
5.2.1. Etapa de procesado inicial
Para realizar correctamente la identicacion de un individuo mediante recono-
cimiento de iris es necesario un procesado de imagen que permita separar las ca-
ractersticas fundamentales (en este caso los puntos relevantes), que posteriormente
seran comparadas con la informacion correspondiente de la base de datos. Para ello
es necesario un preprocesado previo que transforme la imagen a un formato ade-
cuado con el que poder localizar, de forma sencilla, las caractersticas buscadas. En
esta seccion se analizaran las herramientas matematicas empleadas en el desarrollo
del algoritmo durante el preprocesado.
Conversion a escala de grises
El objetivo de esta etapa previa es disminuir la complejidad de la imagen, lo
que permite trabajar con una unica matriz en lugar de las tres dimensiones que
la imagen RGB proporciona, facilitando los siguientes pasos en gran medida. Para
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Figura 5.1: Diagrama de fases del algoritmo desarrollado
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lograr esto son eliminadas las componentes H (tono) y S (saturacion). De esta forma
la intensidad de los distintos niveles de gris ira de 0 a 255 (un byte). El tratamiento
de imagenes es una tarea ardua y requiere de gran capacidad de procesado, por lo
que es siempre recomendable el intentar reducir la complejidad de estas, de esta
forma se podra llevar a cabo el preprocesado de forma mas sencilla y rapida.
Suavizado de la imagen
Como se ha comentado en captulos anteriores es una practica habitual del pro-
cesado digital de imagenes el hecho de realizar un suavizado de la imagen previo al
calculo de bordes o, en este caso, el paso a imagen binaria.
Este suavizado tiene como objetivo eliminar o disminuir, en la medida de lo po-
sible, errores presentes en la imagen, ruido, etc. Este procedimiento consigue reducir
las posibilidades de que, en pasos posteriores, se tomen como relevantes puntos que
realmente no lo son, por ejemplo interpretando como borde una zona de la imagen
que realmente no lo es. Como su propio nombre indica se trata de disminuir los
cambios bruscos de intensidad con cuidado de no eliminar partes importantes de la
imagen.
Para lograr el suavizado se siguen a su vez una serie de pasos:
1. Calculo del histograma: El histograma es una representacion de la frecuencia
relativa de cada color en la imagen. En este caso mide la frecuencia relativa de apa-
riciones de los niveles de gris de una imagen. Se trata de una herramienta visual
de gran utilidad al permitir con tan solo mirar tener una idea aproximada de la
distribucion de los niveles de gris, el contraste que presenta y una pista del metodo
mas adecuado para manipularla.
2. Filtrado del histograma: Uno de los metodos mas habituales para eliminar el
ruido (en este caso gaussiano) y suavizar la imagen consiste en aplicar un ltro pa-
so bajo al histograma calculado previamente. Una vez realizado el suavizado de la
imagen, el siguiente paso consiste en la umbralizacion. De esta forma se convierte la
imagen en binaria.
Conversion en imagen binaria
La umbralizacion es una tecnica de segmentacion ampliamente utilizada en el
procesado de imagen. Se trata de denir un umbral, de forma que separe los objetos
de interes respecto del fondo. Para su aplicacion se exige una clara diferencia entre
los objetos y el fondo de la escena. La tecnica mas utilizada es la segmentacion
por analisis del histograma, metodo empleado en el desarrollo de nuestro algoritmo.
Tras el resultado de la etapa anterior y conociendo la informacion que nos ofrece el
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histograma se realiza un paso previo y complementario a la umbralizacion, se realiza
una busqueda de transiciones o \bordes" basada en el concepto de la \vecindad"
como se comento previamente.
El algoritmo ideal de calculo de bordes debe cumplir una serie de condiciones:
Buena deteccion. El algoritmo deba de encontrar el maximo de bordes posibles
evitando los falsos positivos (bordes detectados no existentes en la realidad).
Mnima respuesta. Un borde, ha de marcarse solamente una vez, evitando
bordes excesivamente gruesos o detectar varias veces el mismo borde, ademas
hay que evitar que se detecten como bordes ruido de la imagen
Buena localizacion. Los bordes marcados han de ser lo mas parecido posible a
los reales. Este parecido era medido por la distancia entre el borde encontrado
y el real. Esta distancia debera de ser lo menor posible.
Precisamente por su sencillez, nuestro calculo de bordes resulta muy efectivo en
la posterior deteccion de iris.
El primer paso que se lleva a cabo sobre la informacion arrojada por el calculo
del histograma es el calculo de la primera derivada (operador gradiente). De esta
forma localizamos los mnimos en nuestra imagen.
El siguiente procedimiento es la supresion de los falsos mnimos. Esto consiste en
comprobar la direccion del gradiente, comprobando los valores de los pxeles que tie-
ne en direccion del gradiente y direccion contraria. El mnimo local es aquel punto
cuyo gradiente sea menor que los puntos \vecino", eliminaremos el resto de puntos
que no se correspondan con mnimos locales. De esta forma tratamos de que la lnea
que se descubra sea una lnea delgada, asegurando el objetivo de mnima respuesta.
Ahora se tiene un numero determinado de mnimos locales, pero aun no hay una
imagen binaria, luego hay que proceder a seleccionar aquellos puntos con un valor
determinado que sea mayor que un umbral, es decir, proceder a la umbralizacion de
la imagen.
En este proyecto se ha llevado a cabo una umbralizacion muy sencilla, se dene
el umbral en vista de los valores obtenidos en el histograma de forma que el um-
bral siempre estara relacionado con la informacion contenida en la imagen. Se ha
comprobado de forma practica que los resultados optimos se obtenan empleando
como umbral la media de la intensidad de los pxels de la imagen. A continuacion se
muestran algunas de las imagenes binarizadas empleadas a lo largo de este proyecto:
Podemos observar como el preprocesado de imagen consistente en la eliminacion
de ruido mediante el suavizado, el ltro aplicado y la umbralizacion nos proporcionan
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Figura 5.2: Imagen real frente a imagen de bordes ejemplo 1
Figura 5.3: Imagen real frente a imagen de bordes ejemplo 2
Figura 5.4: Imagen real frente a imagen de bordes ejemplo 3
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Figura 5.5: Imagen real frente a imagen de bordes ejemplo 4
una imagen con la informacion precisa que se necesita para los siguientes pasos del
algoritmo, por ello en la imagen se ha eliminado todo elemento innecesario o molesto
para la segmentacion.
5.2.2. Busqueda de crculos
Como ya se comento a lo largo del captulo 3 en una primera aproximacion a
la deteccion de iris se realiza sobre la imagen una busqueda de crculos destinada a
la localizacion de la pupila, que se utilizara posteriormente como punto de partida
para \lanzar" el contorno activo en el paso nal del algoritmo de segmentacion.
Para ello, como tambien se ha comentado, se opto por la realizacion de lo que
podramos denominar ataque de \fuerza bruta" para la busqueda, por medio de la
Transformada Hough, de crculos. Este consista en que una vez realizada la umbra-
lizacion, se proceda a buscar para cada pxel de la foto, en los crculos de radios
entre el maximo y el mnimo, cuando estos eran considerados \borde" por la imagen
devuelta por nuestro algoritmo. Este metodo, demostro funcionar de forma correcta,
a pesar de suponer un gran coste computacional, el procesado requerido para llevarlo
a cabo es grande, con unos tiempos de calculo elevados, sin embargo se consideraron
asumibles en este proyecto ya que los tiempos de procesado para el calculo de los
contornos activos suponen un coste aun mayor y, con los medios disponibles, inevi-
table.
Podemos observar a continuacion los resultados obtenidos:
Despues de realizar numerosas pruebas con diferentes bases de datos (CASIA) los
resultados obtenidos muestran que la tasa de acierto es del 95,2%. Este calculo de
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Figura 5.6: Deteccion de la pupila
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Figura 5.7: Deteccion de la pupila
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error ha tenido que realizarse de forma visual, al observar el ajuste, en las imagenes
resultado, del contorno a la pupila real.
5.2.3. Deteccion de borde exterior
Finalmente el punto mas importante del algoritmo, la deteccion por medio del
modelo de contorno activo. Como ya se ha comentado al inicio de este captulo el
modelo nalmente elegido para formar parte de nuestro algoritmo de deteccion de
iris ha sido el modelo de Xu (GVF) [18], por los excelentes resultados que propor-
cionaba en las pruebas realizadas as como por que ofreca ciertas ventajas en su
implementacion en MATLAB.
Ya se han estudiado profundamente en el captulo anterior los fundamentos teori-
cos de los modelos basados en contornos activos, y no se repetiran en este punto
del proyecto por lo tedioso de su estudio. Se muestra a continuacion (gura 5.8)
un diagrama de ujo que permite comprender de una forma mas visual los pasos
seguidos desde el momento en que se localiza la pupila. Como hemos comentado en
el apartado anterior, la pupila se localiza mediante la Transformada de Hough, y
el metodo desarrollado a partir de ella nos proporciona el centro y radio calculado
como solucion. De esta forma (y como se puede apreciar en la gura 5.9) el con-
torno activo se inicializa tomando este centro como punto de partida deformandose
a s mismo a partir de las ecuaciones especcas para los snakes GVF . El algorit-
mo ha sido desarrollado buscando el mejor resultado posible para cada imagen, por
lo que se han evaluado un rango de valores (los establecidos por Xu en su estudio
[18]) determinado para cada parametro de elasticidad, rigidez, etc. Empleando aquel
en cada caso que alcanzaba un resultado mas efectivo. Estos rangos son los que se
muestran a continuacion:
Tabla 5.1: Valores signicativos
Parametro Valor Empleado
Alpha 0.05-0.55
Beta 0-1
Gamma 1
Kappa 0.15-2.15
Tiempo medio de procesado 14.3 minutos
Numero de Iteraciones 250
A su vez es necesario comentar que este resultado optimo, y por tanto la solucion
al problema planteado se alcanza cuando el algoritmo se detiene por considerar que
ha llegado al borde deseado. Este hecho se produce cuando existe un equilibrio, es
decir que el contorno activo ha encontrado un mnimo local que satisface su ecuacion
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y el modelo no se movera, es en este momento cuando el algoritmo desarrollado se
detiene y ofrece este contorno nal como borde exterior del iris. De esta forma,
habiendo sido localizado el borde interior del iris (contorno de la pupila) en el paso
anterior y conociendose ahora el borde externo el iris queda localizado como se
pretenda en este proyecto.
Es necesario comentar que tan solo las imagenes que se procesaron proporcio-
nando un resultado correcto para la deteccion de la pupila se han empleado en esta
parte del algoritmo. Aquellas que proporcionaron un resultado erroneo en el pri-
mer paso del analisis fueron desechadas. Por tanto todas las imagenes procesadas
correctamente en esta etapa del algoritmo lo fueron tambien en la fase inicial.
Podemos observar varios ejemplos de segmentacion de iris, tan solo una peque~na
muestra de la innidad de pruebas realizadas (no se han incluido todas las imagenes
por simplicidad, ya que presentan resultados muy similares) a partir de la gura
5.10.
5.3. Conclusiones y resultados
Los resultados logrados han sido plenamente satisfactorios, se ha conseguido
ajustar el modelo ecazmente a cada una de las imagenes analizadas.
Si expresamos estos resultados en cifras:
Tasa de acierto para la deteccion del borde interior del iris: 95,2%
Tiempo medio de procesado para la deteccion del borde interior: 2,7 minutos
Tasa de acierto para la deteccion del borde exterior del iris: 90,1%
Tiempo medio de procesado para la deteccion del borde exterior: 11,6 minutos
Se ha alcanzado una tasa total de acierto del 85,55% sobre todas las imagenes
procesadas (base de datos CASIA 1). Como se ha comentado previamente, no se
trata de un dato calculado de forma matematica, debido a las caractersticas del
proyecto, ya que el acierto o fallo se ha determinado en este caso por el analisis del
ojo humano, observando para cada imagen si el contorno resultado se corresponde
con la posicion real del iris en la imagen. Esta tasa de acierto se corresponde al
resultado nal tras ambos procesados (se ha detectado correctamente el 95,2% de
las pupilas analizadas y el 90,1% de los bordes exteriores, por tanto se ha procesado
satisfactoriamente el 85,55% de las imagenes de la base de datos analizada).
El otro dato numerico de gran importancia a la hora de sacar conclusiones en es-
te estudio, en cuenta es el tiempo medio de procesado por imagen: 14,3 minutos
como tiempo total tras la deteccion de ambos bordes. Un tiempo bastante elevado
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Figura 5.8: Diagrama de fases del algoritmo para el contorno activo
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Figura 5.9: Deteccion del borde exterior del iris
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Figura 5.10: Deteccion del borde exterior del iris
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Figura 5.11: Deteccion del borde exterior del iris
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Figura 5.12: Deteccion del borde exterior del iris
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para poder aplicarse este metodo a un sistema en tiempo real. Logicamente futuras
investigaciones en este campo deberan dirigirse en este sentido, disminuir el coste
computacional del contorno activo, para que este metodo sea aplicable en un sistema
de uso en la vida cotidiana, obviamente no resultara practico que, en una aplicacion
en tiempo real de deteccion (y vericacion si fuese necesario) de iris tan solo una de
las etapas supusiese un tiempo tan alto.
Sobre los diferentes metodos empleados podemos concluir que la transformada de
Hough, si bien tambien presenta un tiempo de procesamiento elevado (2,7 minu-
tos), proporciona unos resultados de enorme exactitud (95,2%) que han resultado
imprescindibles para poder trabajar con los contornos activos de forma correcta, ya
que sin el punto de partida obtenido gracias a la localizacion de la pupila el contorno
presenta un tiempo de computacion mayor aun hasta que encuentra el borde deseado.
Finalmente comentar que, como se ha visto, de todos los modelos de contornos
activos existentes ha sido el metodo propuesto por Xu [18] y basado en GVF el que
mejores resultados proporciona, unos resultados excelentes, del 90,1% en las image-
nes analizadas (85,55% para el sistema completo) como hemos comentado, mientras
que para el modelo original propuesto por Kass [16] se presentaron problemas de
colapso del contorno activo tras un largo tiempo de calculo. Por lo que a pesar de
su elevado tiempo de computacion el modelo de Xu presenta caractersticas que le
hacen una excelente opcion, una vez renado el algoritmo, para deteccion biometrica
dotada de una mayor exibilidad en futuros estudios.

Parte V
Conclusiones
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Captulo 6
Conclusiones y lneas futuras
En el presente proyecto se detallan todas y cada una de las fases llevadas a cabo
para la elaboracion de un algoritmo de segmentacion de iris ocular. Para ello ha
sido necesario un estudio concienzudo de las mas diversas tecnicas de procesado de
imagenes. Ha sido pues un interesante aprendizaje por suponer una oportunidad de
internarse en otro terreno totalmente nuevo, la biometra y sus diferentes usos.
Para el desarrollo del algoritmo, a su vez, ha sido necesario internarse en el in-
teresante y complicado estudio de los contornos activos, de los diferentes modelos
existentes para lograr implementar un algoritmo comprometido entre la ecacia y la
eciencia, que nos proporcionase resultados aceptables en un tiempo asumible con
los recursos que tenamos a nuestra disposicion. El resultado nal ha sido plena-
mente satisfactorio. Aun as de este proyecto se pueden sacar muchas propuestas de
trabajos futuros, que mejoren, amplen o corrijan el sistema presentado. Algunas de
estas propuestas se detallan en este captulo.
6.1. Conclusiones
Uno de las partes mas gratas de este proyecto ha consistido en implementar un
algoritmo que ha demostrado ser muy ecaz para la deteccion de ojos en imagenes
suponiendo ademas un enfoque mas exible para la segmentacion de iris por el hecho
de haber logrado desarrollar un sistema que se adapta a las irregularidades presentes
en el ojo humano: surcos, pesta~nas, etc. Esto supone una ventaja fundamental que
proporciona el uso de contornos activos, frente a otras tecnicas mas rgidas incapaces
de ofrecer una solucion que se adapte a una imagen de, por ejemplo, un ojo entre-
abierto, un ojo perteneciente a un individuo de rasgos asiaticos, etc. Estos metodos,
hasta la fecha, solan aproximar el iris humano por un crculo o elipse, mientras
que los contornos activos, como podemos observar el las imagenes incluidas en el
apartado anterior, se deforman hasta adaptarse totalmente al iris o a la parte de
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el que aparece en la imagen. Todo ello con una tasa de acierto del 85,55%, dato
nada despreciable a la hora de considerar el metodo propuesto como una opcion de
estudio y mejora en el futuro.
Se ha comentado previamente que el mayor inconveniente encontrado durante el
desarrollo de este proyecto es el tiempo de computo. La Transformada de Hough
y, especialmente los contornos activos, se componen de una matematica costosa y
pesada que eleva el tiempo de procesado en gran medida: 2,7 minutos para la detec-
cion del borde interior y 11,6 minutos para el borde exterior, es decir, 14,3 minutos
en total por imagen. Tambien se ha comentado la dicultad que ello conlleva a la
hora de incluir este algoritmo en un analisis para una aplicacion en tiempo real. Sin
embargo se concluye de este proyecto que este es solo un peque~no punto de partida
para una serie de estudios futuros que podran ofrecer provechosos resultados.
Finalmente, como conclusion acerca de la biometra y sus posibles utilidades, se
han constatado las enormes dicultades que conlleva el procesado de imagen, anali-
zando framente la gran capacidad de procesado necesaria para encontrar un ojo en
una imagen, en la cual, basicamente, no hay nada mas que un ojo. Son un ejemplo de
lo lejos que se esta aun de desarrollar de forma sencilla y bajo coste computacional
sistemas complejos capaces de proporcionar unos buenos resultados y de la cantidad
de esfuerzo que hace falta para lograr unos resultados tan simples. Sin embargo, es
cierto que, con unos medios mejores de los empleados en este proyecto, como por
ejemplo, un hardware potente para el procesado de imagen el tiempo de computo
disminuira considerablemente.
Sin embargo, se consideran los resultados logrados en el presente proyecto a partir
de los medios disponibles muy satisfactorios a pesar del gran tiempo de procesado
que es necesario invertir en la ejecucion del algoritmo en MATLAB. Pueden consi-
derarse costes asumibles en vista de los mencionados buenos resultados y sabiendo
que aun queda mucho por explorar en este campo. Podramos decir que el proce-
sado de imagenes es uno de los terrenos de la ingeniera donde mas posibilidades
de investigacion hay en la actualidad, ya que es una ciencia que tiene mucho por
descubrir
6.2. Lneas futuras
Son numerosas las aplicaciones que pueden surgir de un sistema de biometra
como el que se ha presentado aqu, ademas de otras posibles aplicaciones que se
le podran dar al sistema de preprocesado por s solo. Sera muy interesante apli-
carlo no solo a sistemas destinados a preservar la seguridad de alguna forma, si no
tambien, por ejemplo, a aplicaciones biomedicos, de forma que gracias al estudio
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automatizado del iris (con la segmentacion formando parte del sistema) pudiesen
diagnosticarse dolencias o enfermedades. Aunque al hablar de lneas futuras no po-
demos pensar solo en posibles aplicaciones, de las cuales ya hablamos en su momento
en el captulo introductorio de este documento. Debemos estudiar tambien que sis-
temas, o que mejoras podran aumentar el rendimiento de las implementaciones que
tenemos actualmente.
Un sistema que aumentara el rendimiento del sistema sera aquel capaz de desechar
fotografas que no ofrezcan una calidad suciente para el procesado, ya fuese por
falta de nitidez, como por escasa apertura del ojo. Ademas la implementacion en un
lenguaje de alto nivel, por ejemplo C++ supondra un mejora en cuanto a procesado
signicativa.
Una mejora en el hardware disponible, como se comentaba anteriormente en este
captulo, aumentando la capacidad de procesado y memoria del sistema, supondra
una importante mejora en el rendimiento total del algoritmo que lo posibilitara para
ser incluido en una aplicacion para su uso en el da a da.
Logicamente el siguiente paso en este estudio basado en contornos activos sera la
deteccion en movimiento, es decir, emplear la potente matematica de los contornos
activos para poder realizar segmentacion en video de sujetos en continua actividad.
Esta es la principal lnea futura que se propone como continuacion de este proyecto.
Por otro lado el algoritmo implementado podra dar origen a otras muchas apli-
caciones, ademas de las propias de la biometra, como ya ha sido expuesto, estas
aplicaciones pueden ser de \eye tracking", ayuda a la conduccion, estudio de com-
portamientos, etc.
Finalmente se propone como lnea futura la inclusion de este algoritmo en un sistema
completo de deteccion de iris.

Presupuesto
En este captulo se detallan los costes globales de personal y material que se
derivan de la realizacion de este proyecto n de carrera. Para calcular los costes aso-
ciados al tiempo empleado en el desarrollo del proyecto, se ha estimado la duracion
del mismo en 6 meses, invirtiendo un total de 8 horas al da
6.3. Fases del proyecto
En la tabla a continuacion se muestran las fases del proyecto y el tiempo, apro-
ximado, invertido en cada una de ellas. De esta forma, se desprende que el tiempo
total dedicado a su elaboracion ha sido de 960 horas, distribuidas de la siguiente
forma:
Tabla 6.1: Fases del proyecto
Fase I: Estudio sobre algoritmos de deteccion de crculos y snakes 125 horas
Fase II: Estudio sobre algoritmos de deteccion de Iris 125 horas
Fase III: Desarrollo de algoritmo de segmentacion de Iris 250 horas
Fase IV: Pruebas 350 horas
Fase VI: Redaccion de la memoria 160 horas
6.4. Costes de personal
En estos gastos se incluyen todos aquellos costes relativos a los recursos humanos
requeridos en el proyecto en concepto de mano de obra. Para el calculo del coste
del personal se ha tenido en cuenta la tabla de honorarios del Colegio Ocial de
Ingenieros de Telecomunicacion, donde se establecen unas tarifas de 74,88 euros por
hora, teniendo en cuenta que son horas dentro de la jornada laboral, es decir, 8 horas
al da y 20 das al mes. De esta forma los recursos humanos a tener en cuenta son:
Costes correspondientes al proyectante durante 6 meses de duracion estimada
con un total de 960 horas.
85
86 Presupuesto
Costes correspondientes labores administrativas, realizadas por el mismo pro-
yectando.
Tabla 6.2: Coste de personal
Actividad Horas Coste/Hora Total
Ingeniero 960 78.88 71884.8
Administrativo 120 19 2280
74164.8 e
6.5. Costes de material
En este apartado se desglosan los costes correspondientes al material utilizado
para la implementacion del proyecto. Por lo tanto hay que incluir el uso de ordena-
dores y material de ocina empleado.
Tabla 6.3: Costes de material
Material Coste
Portatil 799
Material ocina 300
Licencias Software (MATLAB) 1350
2449 e
6.6. Costes totales
Por tanto en funcion de estos calculos se estiman que los costes totales del pro-
yecto son de 76613,8 euros, 88872,008 euros si tenemos en cuenta el IVA.
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