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Abstract: In this paper the results of our investigation of methods and algorithms for operative and dynamical control 
of water distribution systems are presented. Our investigation was directed to the distribution system equipped with a 
variety of components-pipes, consumers, valves and the inner water store (a reservoir) as the most important one. 
The final model of the optimization problem containing all necessary restrictions is so complex that it is impossible to 
solve it without some special techniques. In the presented study we propose a multilevel approach based on the idea of 
aggregation of the pipelines network. In the paper the method of determination of aggregated model of the network is 
presented. The usefulness of this method in the optimization of water supply systems is examined. Based on an 
aggregated network model one determines optimal strategies for control of pumping stations. The optimization model 
consists of a linear objective function and quadratic constraints. A nonlinear mixed integer programming problem 
which is solved by modified branch and bound method is obtained. 
Keywords: Water distribution system, decomposition and aggregation method, optimal control. 
1. Simplification of the models 
1.1. Introduction 
A typical water supply system of an industrial urban agglomeration includes such subsystems 
as water intake, water treatment plants, pumping stations, distribution network, reservoirs and 
consumers [2]. The structure of the system is shown in Fig. 1. The basic task of this system is to 
provide the consumers with the needed amount of water in such a way that keeps the head at 
network nodes within appropriate ranges. The network reservoirs are very useful because of 
varying demands for water and the various prices of consumption of electric energy, as well as 
the limitation of the sources yield. The reserves stored in them are used in periods of high 
demands and high energy prices. 
The possibility of accumulating water in reservoirs and the fact that there are different prices 
of energy for different intervals of the day and night make possible to manage the system in such 
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Fig. 1. The structure of the water distribution system. 
a way that the costs of energy used in the pumping stations are as low as possible. In the 
mathematical modelling one should take into account: 
(a) the random demands of consumers, 
(b) the dynamical structure caused by parameters of the reservoir, 
(c) the structure and topography of the network, 
(d) the nonlinear characteristics of pumps and pipelines, 
(e) the time-varied prices of electrical energy. 
Optimization problem includes values of: 
(a) the flows in pipelines, 
(b) the heads in the network nodes, 
(c) the positions of valves, 
(d) the pumps to be operated for every moment of the considered period of time. 
This leads us to a dynamical and nonlinear problem of high dimension and practically it is 
impossible to solve it (see Cohen [l], Mahjoub [7], Shamir [ll]). For example the well known 
Tamura’s algorithm [3] does not allow us to connect the output flow from the reservoir with the 
heads in particular nodes of the network, which is one of the necessary requirements when the 
reservoir works as an inner store of water. 
Therefore, we had to use some special techniques based on aggregation and decomposition 
methods together with some necessary simplifications of the mathematical model [4,12]. 
In this paper we are going to formulate the method rather formally, but on the other hand, the 
convergence of the algorithm has not been proved. We will start from the model description and 
the formulation of the optimization problem. 
1.2. Model description 
The considered system is composed of 1 pumping stations, d reservoirs, e consumers and a 
network of pipelines. This network consist of m arcs and n nodes. A mathematical model of the 
water distribution system consists of the following submodels: 
(a) a model of the pipelines network and pipelines, 
(b) a model of the pumping stations, 
(c) a model of the reservoir. 
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I .2.1. The pipelines network and pipelines 
A complete model of the pipelines network which consists of m arcs and n nodes is described 
by the following set of equations. 
The First Kirchhoff law expresses the material continuity at nodes 
Ay=p, (1) 
where p E R” is the vector of flows from network’s nodes, A,,,,, is the incidence matrix, and 
y E IR” is the vector of flows in the network’s arc. 
The Second Kirchhoff law expressed path equations 
Bx=O, (2) 
where B ~~m_n+l~xml is a loop matrix, and x E Iw m is the vector of head difference between two 
ends of the pipeline. 
The head difference xi between two ends of the ith pipeline is given by the following formula: 
xi=kjyf sgn yi+di, i=l,..., m, 
where dj E Iw is the difference of altitudes between two ends of the ith pipeline, and kj E IR is 
the resistance of the i th pipeline. 
The value of k depends on the length, diameter and smoothness coefficient of the pipeline and 
can be calculated from the Hazen-Williams law (Shamir [ll]). 
The full description of physical rules in the pipelines network is composed of the equations 
mentioned above, but for the future convenience we introduce now a vector of network nodes 
head u E R” in the following way: 
u= cx+ lu, (4) 
where 1 = (1, 1,. . . , l)T, u0 is an arbitrarily chosen head in the reference node, and Ctnxml is a 
matrix whose entries equal - 1, 0, + 1. 
1.2.2. The pumping station 
Let I be the number of pumping stations. We have assumed that in the i th pumping station Zi 
pumps with identical characteristics are set up. When one of this pumps works it consumes 
electrical energy, and 
P(Y’)=(yi+PiY’, (yi, Pj>O, (5) 
is the physical law that connects the consumed electrical energy with the output flow y’. In the 
general case one can obtain the relationship 
P,( y,“, zi) = aizi + &yip, i = 1,. . ., 1, 
which holds for each pumping station, when zi pumps work in it and when the summarized 
output flow is yj p. Pi denotes power characteristics. 
The pump characteristics (characteristic curves): 
I&( y;“, z,) = Hi” - G,(yF/z,)‘, i= l,..., I, (7) 
relate the number of working pumps zi, the output flow yip and the head of water HF. In (7) we 
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have Hf, G, > 0. If Zi is the total number of pumps installed in the ith pumping station, it is 
clear that 
O<zj<Zi, i=l,..., 1. (8) 
Let ui( p, uO) denote the head at the output of the ith pumping station. For the output flow $‘, 
the following relation should be fulfilled: 
Hi(yp, Zi) > U;(p, ~0)~ i= l,..., 1. 
The total output flow from each station is restricted for technical reasons by: 
zi_Yj < _Yj G zijji j i=l,...,I (10) 
where y, and ri denote respectively the minimal and maximal feasible output flow from a single 
pump.- 
I. 2.3. The reservoirs 
There are d reservoirs in the network. The vector q E IWd denotes the flows to reservoirs, hi is 
the difference between the water level in the ith reservoir and the altitude of its base. 
When a reservoir works as a source ( qi < 0), the head at its base hi - kiqf cannot be lower 
than the head ui( p, uO) at the node of the network with which it is connected. The situation is 
different when the reservoir performs a receiving function ( qi > 0). In this case the head at its 
base ui( p, uO) should be greater than hi + kiqf. Hence the following relations should be 
satisfied: 
hi-kiqf>ui(p, uo> ifC?i<O, i=l d 
hi+kiqf<Ui(p, Uo) if qi>O, 
)...) . (11) 
Let S,(t) be the amount of water in the ith reservoir at the instant t E [0, T]. Obviously, we 
have 
(12) 
where Sio is the initial state of the reservoir. For each instant of time we have 
5, < si(t) < S,, tE [0, T], i=l,..., d. (13) 
Parameters _S, and s. can be calculated from the Wilson’s law as ‘levels of fear’ [9]. 
There are e consumers in the system. Let ui be the i th consumer demand. This demand may 
be met, if head ui( p, uo) in the ith node is greater than or equal to the minimal head _u. Hence, 
we have a set of constraints: 
ui(p,uo)>g, i=l,..., e. (14 
Let us also assume that the whole period of time [0, T] can be divided into intervals [0, T,], 
[T,, Cl,. . . , [ Tk_-l, Tk = T] in such a manner that electric prices and consumer demands are 
constant within each interval. Let p = ( -yp, q, a), where yp = (yp, . . . , yf’) is a vector of flows 
from pumping stations and u is a vector of consumer demands. 
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Now, the optimization problem can be formulated as follows: 
Minimize 5 ci ,$i /r”_ p/ (yip ( t ) , ‘j(t)) dt i=l i 1 1 (15) 
subject to the constraints (l)-(3), (7)-(14). 
The above problem can be solved using a decomposition method. We propose a two level 
algorithm. At the upper level the dynamical problem of the optimal schedule for filling the 
reservoirs should be considered. This allows us to determine the optimal value of flows q to the 
reservoirs for each period of time. At the lower level, for a given (from the upper level) vector q, 
the static problem should be solved. 
2. An aggregation procedure 
Let us write down 
level of optimization 
stations: 
a=(q,..., 4 and P = Ml,. . . , /3,). Then the static problem of the lower 
consists in the minimization of the costs of energy used in the pumping 
F(4. u) = min (a2 + by”) 
YP>Z 
subject to 
H,(_& Zi) >, Ui(P, %), 
h,--kiq’>uj(p, uO) if qi<O, 
hi+kiq:<ui(p, uo) if qi>O, I 
_u G u;(p, ucl), 
fjzj <_Pi <_Yjzj> 
O<Zj<Zi, 
zi - integer, 
(16) 
i=l Y”‘, 1; 
i=l,...,d; 
i= l,...,e; 
i=l >***> 1. 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
The integer vector z = (zr, . . . , z,) defines the schedule of pump work in pumping stations. The 
power consumed in each pumping station is given by formula (6). The head produced by it (7) 
cannot be lower than ui( p, uo) at the node where it is connected with the network (17). The yield 
of the pump is within the range of [_Y;, Ji], hence formula (21) holds. 
Relation (20) secures a minimum-head _v for the consumers. Relation ui( p, uo) appearing on 
the right hand side of inequalities (17)-(20) represents the head at network nodes, and for given 
yp, q, u, it may be calculated after having solved the set of equations (l)-(4). The vector q of the 
flows into reservoirs, appearing in the above problem is its parameter. It is obtained as the 
solution of the dynamic problem of the upper level. 
The problem (16)-(22), (l)-(4) is a non-linear mixed programming one. Its solution makes it 
possible to determine the optimal configuration of the working pump is pumping stations and its 
yield yp, for a given vector q, and the vector of consumers demands u. 
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Now we consider the set of nonlinear equations (l)-(4) which determine the model of the 
pipeline network. These equations create essential difficulties. This set may contain up to 
hundreds of variables. Its solution is equivalent to the simulation of the network. The static 
problem solution requires a repeated simulation of the network. These techniques have been 
described in [7]. For larger networks the simulation time is so long that the solution of the static 
problem, and the more so of the dynamic one, becomes unrealizable. 
The most of difficulties occur when the system equations (l)-(4) are solved repeatedly. This is 
necessary for finding the solution of optimization problem (16)-(23). Also, it makes possible to 
determine the relations ui( p, uO) needed for checking if the constraints (17)-(20) are satisfied. 
The aggregation method presented here is based on the approximation of these relations by 
quadratic forms. A theoretical basis of the model of this class is related to the asymptotic 
properties of the solution of the set of equations (l)-(3) (discussed in the paper [5]). 
The set of equations (l)-(3) must be solved for different values of the parameter p = 
( -yp, q, a). In real systems the components of the vector p do not vary in a completely random 
manner. There is a strong correlation between the components of the vector of consumer 
demands o(t). Because of this, vector a(t) can be denoted as a(t) = at(t), where Z is a time 
independent vector of mean consumer demands, and t(t) is a scalar function of time. This 
procedure fits well the reality, as the forecasting of the demands of all consumers is neither 
possible nor necessary. Usually only the total consumer demands 
u,(t) = c dt> (23) 
i=l 
or the demands of large groups of consumers (aggregated consumers) are forecasted. Thus, 
assuming the proportionality of changes of the vector u(t) components, it is possible to represent 
it as a linear function dependent on the aggregated demands u,,(t), (q,(t) scalar). 
e(t) = +J,(t>/C)), (24) 
where 
e 
Cc)= xii;.. 
i=l 
For a fixed time t we assume that: 
u = 5( u&J. (25) 
Taking into consideration (24), it is possible to eliminate vector u from ui(yp, 4, u, uO), thus 
obtaining the formula 
ui(_Yp, 49 u> uO) =“i(YpY 49 aa? ‘0). (26) 
In the system of balance equations obtained by adding up both sides of the set equations (1) 
the sum of the elements of the columns of incidence matrix A equals zero. 
Hence 
which gives 
(27) 
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The above equation makes it possible to eliminate a,, from (26). Assuming that the head u,, in 
the reference node is such that the condition 
min{u;} =_v 
could be fulfilled, it is possible to eliminate inequality (19) from the problem (16)-(23), and uO 
from (26). Due to the above condition the lowest head ui at the consumer’s node is equal to the 
required minimum head _u. The above assumption enable us to eliminate u, and u,, from (26), 
which results in 
ui(.Yp, 47 u, uO) =“i(YpY 4). 
If u = ( yp, q) we can approximate the relation ui( u) by.means of quadratic forms: 
u~(~P,~)=~~(u)=u~A”~~+~~~+C”~, i=l,..., k. 
The relations (28) could be obtained for network nodes corresponding to pumping stations 
and reservoirs, whose number is not too big in real systems (usually less than ten). Similarly, 
vector u has few components. 
The model (28) is linear because of the parameters A”‘, &, c”i which may be determined by 
means of the least square approximation method. 
The parameters of the aggregated model should be determined in the following way: 
(a) Choose a set of vectors { ul,. . . , d } so that they are within the expected range. The 
authors have used a rotatable plan of the experiment here. 
(b) Solve the set of equations (l)-(4) for each of the vectors { ul,. . . , u’}. The head uO at the 
reference node should be chosen in the following way: min{ ui } = _u. For a given uj, 
calculate vector uj from (4). 
(c) Form the matrices U, V appearing in the least square approximation method using the 
evaluated { ul,. . . , d}, {d,. . . , u’}. Solve the system of linear equations 
UTUW= UTV (29) 
to find IV. 
The matrix W contains the searched parameters A”‘, gi, C? of the aggregated model. 
A modified Newton’s method was used to solve the set of equations (l)-(3). The set of linear 
equations was solved by Gauss-Crout method. 
In order to verify the aggregation method experimentally, the authors have carried out a series 
of tests for a model system. The system included three pumping stations, two reservoirs, 23 
consumers, 26 arcs and 24 nodes. Results of the experiment have let the authors draw 
conclusions presented below, which, as can be expected, are of a more general character. 
(1) The accuracy of the approximation of the head by an aggregated model is satisfactory 
when within the area of the vector u its components do not change the sign. For the system 
under investigation, suspected approximation error does not exceed 1% and the maximum error 
does not exceed 6%. 
(2) When the system includes reservoirs, the components q of the vector u = (yr, q) may 
change their sign, because a reservoir may be both a source and a consumer. Accordingly to (1) 
the working area of the system (the variability range of the components of the vector U) should 
be divided into subareas in which the components of the vector u do not change their sign. In a 
system including d reservoirs, the number of such subareas is 2d. For each of these subareas the 
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parameters (26) of the aggregated model should be determined separately. Thus in a system 
containing d reservoirs a set of 2d models guarantees a satisfactory accuracy of approximations 
of the heads. 
If the parameters ki, di, i = 1,. . . , m, of the arcs are known, then the parameters (26) of the 
aggregated model have been obtained as a result of repeated solving the set of equations (l)-(4) 
when y p, 4 are varying as mentioned at the point (a). 
There is another possibility to determine the parameters of the aggregated model based on 
results of measurements taken directly on the real network. In order to do this, one must carry 
out a series of measurements of flows yp from pumping stations and flows q from reservoirs, 
measurements of heads at the nodes corresponding to pumping stations and reservoirs as well as 
measurements at critical nodes (where the heads are the lowest). The solution of the set of 
equations (29) makes it possible to determine the parameters of the aggregated model. This 
procedure seems recommendable since it allows one to avoid expensive and inconvenient 
measurements of resistance ki of parts of network pipelines. 
3. A method for solving the static optimization problem using an aggregated network model 
The aggregated network model has been described in the previous chapter. Replacing 
ui(p, uO), appearing in problem (16)-(23), by the aggregated network model (28) and substitut- 
ing yp by y E IL!’ we obtain the following formulation of the optimization problem as a result of 
algebraic transformations: 
F(q, 0,) = min(c= + PY), (30) 
Z,Y 
yTAi(z)y+Bi(z)y+C’>O, i=l,...,l+d=k, 
I d 
Cri= C 4i+%=YCl7 
(31) 
(32) 
i=l i=l 
_Yjzj <_Yj <Jjzj5 
O<Zj<Zj, 
zj an integer, 
A’, B’, C’ appearing 
inequalities (17)-(19). 
j=l I ,***, 3 (33) 
j=l 1 >***, 7 (34 
j=l,...,l. (35) 
in the formula are obtained from (28) by taking into account the 
The problem formulated above is a nonlinear problem of mixed programming. An algorithm 
of solving the problem (30)-(35) will be presented now. The algorithm is based on the 
conception of the branch and bounds method. The constraints caused that the set of solutions is 
incoherent and may contain no more than 
subareas. Because it cannot be assumed that the quadratic forms appearing in the constraints 
(28) are semi-negative defined (they have been obtained as results of an approximation), so the 
functions in (31) cannot be concave. 
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So, coherent subareas determined by (28)-(32) may not be concave sets. Obviously this 
property of the problem makes its solving much more difficult. An algorithm of solving the 
problem is required to be considerably fast-calculating, as it is going to be repeatedly used in the 
problem of the higher level. As it is well known, there are no general and, at the same time, 
effective methods of solving the problems of the type described above. This prompted authors to 
developed an algorithm specially designed for solving problems of this class. Analysing the 
problem (30)-(35), one may observe that, when the vector of integer variables z = (zr, . . . , z,) is 
assumed as a certain definite and feasibility value (subject to (34)), the obtained problem is 
dependent only on continuous variables y = (yr, . . . , yl). The problem will be denoted as P( z ): 
JIz) = az + m+M (36) 
yTAi(z)y+B’(z)y+C’>,O, i=l,..., k, (37) 
j= l,..., 1, (38) 
i Yj=YO* (3% 
.j= 1 
It is a continuous nonlinear programming problem with a linear objective function as well as 
quadratic and linear constraints. By solving a series of problems P(z) for all feasible (i.e. 
conforming to (34)) values of z and by selecting one with the least value of objective function 
F(z), the solution of this problem can be obtained. This, however is an ineffective method. 
Using the feasibility and optimality tests we may state that some of the problems of P(z) 
cannot give optimal solution without the necessity of solving them. This is important, because 
the time necessary for solving a P(z) problem grows up rapidly. 
Unlike the original branch and bounds method, the method presented here consists of two 
stages. At the first stage, a list L is made of all problems P(z), which may potentially give the 
optimal solution. The problems P(z) which are entered in the list L are selected on the basis of 
a feasibility test. 
Summing up both sides of constraints (38) we obtain: 
I I I 
C_yizjd C Yj< C jjZj. 
j=l j=l j=l 
The taking into consideration of the relation (39) results in the following inequalities: 
C _Vjzj GYl3, C Jjzj ZYl)* 
j=l j=l 
(40) 
(41) 
The checking whether the formula (41) is true for a certain value z is called a feasibility test 
for the problem P(z). When any of the inequalities (41) is not satisfied, the problem P(z) 
cannot have feasible solutions, and thus it cannot determine the optimal solution. 
Another question which should be considered is the problem of estimating the value of the 
objective function of the problem P(z). The relaxation of constraints (37)-(39) of the problem 
P(z) will be used here. 
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Let Y(z) be a set of feasible solutions of the problem P(z). Y(z) is defined by constraints 
(37)-(39). Let Yr(z), in turn, be a set obtained from Y(z) by leaving out the nonlinear 
constraints (37). 
i 
I 
Y,(Z)= yER'lfjZj<Yj<Jjzj; j=l,...,l; CYj=YO . 
j=l I 
Obviously, Y(z) c Yr( z), hence 
f(z)=az+ yG$z)PY G 02 + y$-$gz)PY = fl+ 
I_ 
(42) 
(43) 
The function f(z) defined above can be used in order to estimate lower bound of the value of 
F(z), since f(z) G F(z) for each z. The estimated value f(z) can be determined by solving the 
linear programming problem: 
f(z)=az+ min /3z, 
YE Y,(z) 
The above problem can easily be transformed into a knapsack problem with constrained 
variables. As it has been shown in [lo] a problem like this has an analytical solution, which 
considerably simplifies the estimating procedure. 
Let E be a set of all feasible discrete vectors z = (zi, . . . , z,) (according to (34)). A list of 
ordered couples (zj, f( z’)) ( w h ere zj E E) representing subproblems P( zj) is obtained at the 
first step of the algorithm. The list includes only the subproblems which have passed the 
feasibility test and thus those for which Yr(zj) # 8: 
L= ((zj, f(~j))lY~(zj)#P(; z'EE). (45) 
At the second step, from the list L the subproblem of the least estimate value f( zk) is selected: 
/(zk)=ryn{f(zj)~(zj,f(z'))EL}. (46) 
The subproblem P(zk) is deleted from the list L and the nonlinear programming problem 
(36)-(39) corresponding to it is solved. When there are no feasible solutions (Y( zk) = 8) or when 
the obtained value of the objective function F(zk) is greater than F(5), where z” is currently the 
best feasible solution (at the beginning F( 5) = cc), one must pass onto the selection of another 
subproblem from the list. When the obtained solution zk is beter than the best so far z” 
(F( zk) < F( z”)), then Z must be replaced by z“ (Z = zk), and then all the subproblems P( z-‘) 
whose estimates f( zj) are greater than F( z”), (so for which f( zj) 2 F(Z)), must be deleted from 
the list L. 
L=L- {(zj, f(z’))If(z’)>,F(Z), (zj, f(z')) EL}. (47) 
This procedure makes it possible to reduce the number of problems in the list L and it is called 
the optimality test. The problems for which f( zj) 3 F( 5) can be deleted from the list because 
even without solving them we can notice that their solution cannot be better than z (because of 
(43)). The procedure is repeated until the list L contains some elements. 
When L = 0, the algorithm ends up and z” is the optimal solution (it may turn out that the 
problem does not have any feasible solution). The procedure has been shown in Fig. 2. In order 
to verify the numerical effectiveness of the developed algorithm, a series of 40 tests has been 
solved for a system of three pumping stations and two reservoirs. 
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Fig. 2. The flowchart of static optimization problem. 
Table 1 
The data related to the effectivity of feasibility and optimality test 
q<o q’o mean 
Percentage of problems eliminated by the feasibility test 
Percentage of problems eliminated by the feasibility & optimality test 
87% 84% 85% 
94% 86% 90% 
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The problem included 3 integer variables, 3 continuous variables and 10 constraints (3 
nonlinear ones). Enumerations were made for the cases in which the reservoirs worked as sources 
(q < 0) and as receivers (q > 0). The results of the tests are given in Table 1. 
As it can be seen the elaborated tests of feasibility and optimality have led to rejecting nearly 
90% of the problems P(z) without the necessity of solving them. Hence, without this tests the 
time needed for calculations would be ten times longer. 
The obtained nonlinear programming problems P(z) are solved by means of a modified 
cutting-planes Kelley’s method developed by the authors. The aim of the modification was to 
take into consideration the possibility of nonconvexity of the feasible solutions set. 
4. Final remarks 
The results of the tests show the expediency of the use of the presented network aggregation 
method for the water supply systems optimization. Doubtlessly, the model aggregation intro- 
duces errors, these, however can be estimated. The use of a complete model also introduces 
errors caused by the inadequacy of the model (l)-(4), as the parameters of the network are time 
varying. Also, the necessity to use approximated methods for solving of the problem (16)-(23) is 
a source of errors. 
The basic advantages implied by using the proposed method are the following: 
_ An easy way to identify the parameters of the aggregated model (28). It is enough to measure 
the heads and the flows at the pumping stations and reservoirs without disturbing the usual 
maintenance of working system. 
- The possibility to optimize the systems without having full information about their structure 
and parameters. 
- Considerable simplification of the optimization problem. The number of variables becomes 
proportional to the number of pumping stations in the system. 
The cost of electrical energy consumed by pumping stations in a given period of time (24 
hours) has been assumed as a goal function. The obtained thus optimization problem is so 
complicated that, for larger systems, any attempt to solve it is practically pointless. The 
difficulties can be overcome by using the problem decomposition [3] and the aggregation of the 
most complex element of the system. The approach presented here differs from the other 
formulations (see [1,7]) in the sense that it takes into account the heads relations in the network 
and the discrete character of pumping stations control. It yields to a more precise description of 
the system, but creates additional computational problems. 
The algorithm of the optimization has two levels. At the upper level a dynamic problem is 
solved. Its result is a schedule of the exploitation of reservoirs. The data about flows to the 
reservoirs are passed to the lower level, where a static problem is solved. Its solution gives the 
number of pumps turned on in the pumping station and their current yields. The subject of this 
paper is the algorithm for solving the static problem. It exploits the branch and bounds method. 
The results of the tests confirm the usefulness of the presented algorithm for solving a static 
problem of water distribution system optimization, by using the aggregated network model. This 
algorithm can be used at the lower level of the dynamical problem solving procedure: 
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The solution of this problem makes it possible to schedule { q(t)} (t E T) the exploitation of 
the reservoir (c, - interval price of electrical energy). 
For a system with one reservoir the algorithm of dynamic programming can be used as well. 
The idea of decomposition technique presented in this paper can be easy applied to the water 
supply system with two or more reservoirs [13]. For this situation some other methods have been 
constructed and will be presented in the near future. 
References 
[l] G. Cohen, Optimal control of water supply networks, in: S.G. Tzafestas, Ed., Optimization and Control of 
Dynamics Operational Research Models (North-Holland, Amsterdam, 1982). 
[2] B. Coulbeck and M. Sterling, Optimized control of water distribution systems, Proc. ZEE 125 (10) (1978). 
[3] F. Falliside and P.F. Perry, Hierarchical optimization of water supply network, Proc. IEE 122 (2) (1975). 
[4] A. Gawrych-Zukowski, J. Kotowski and J. Ulasiewicz, Optimierung eines Wasserversorgungssystems in einer 
Stadtish Industriellen Agglomeration, Bericht. Konf. Modellierung und optimierung von Systemen, Verlag TH 
Leipzig 1983. 
[5] R. Klempous, J. Kotowski and M. Olesiak, Some asymptotic properties of the solution of a problem minimization 
energy wastes in water distribution networks, Rapport de Recherche Math. Appl., No. 489, Grenoble, 1984. 
[6] J. Kotowski and M. Olesiak, The optimization of the energy wastes in the complex water-supply systems, Proc. 
6th IFAC/IFIP Intemat. Confer. Digital Computers Appl. to Process Control, Dusseldorf, October 1980. 
[7] Z. Mahjoub, Contribution a l’etude l’optimisation des reseaux mailes, These d’Etat-Informatique-Mecanique des 
Fluides, No d’orde: 76, Institute Natinale de Tolouse, 1983, pp. 251-276. 
[8] S. Miyaoka and M. Funabashi, Optimal control of water distribution systems by network flow theory, IEEE 
Trans. Automat. Control AC-29 (4) (1984). 
[9] A.A. Piervozvanskij, Mathematical models in production processes (Izdatielstwo Nauka, Moskva, 1975). 
[lo] H.M. Salkin, Integer Programming (Adison-Wesley, Reading, MA, 1975). 
[ll] U. Shamir, Optimization in water distribution systems engineering, in: M. Avriel and R.S. Dembo, Eds., 
Engineering Optimization, Mathematical Programming Studies 11 (North-Holland, Amsterdam, 1979) 65-84. 
[12] J. Ulasiewicz, Minimal energy control in nonlinear distribution systems by network model aggregation method, 
Report of Institute of Technical Cybernetics (Doctoral Degree Thesis), Wroclaw, 1984. 
[13] J. Ulasiewicz, A. Gawrych-Zukowski and J. Nikodem, Optimal control of water accumulation in water supply 
system based on aggregation method, Scientific Papers of Silesian Technical University, Ser. Automatization, 
Gliwice, September, 1987. 
