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Abstract 
The main purpose of this thesis is to investigate internal solitary wave generation 
and evolution in density-stratified fluid flows over both two-dimensional and three-
dimensional bottom topographies using mainly numerical methods supported by some 
theoretical results. The numerical scheme to solve the forced KdV, KPII and KPI 
equation is a combination of the Runge-Kutta and Crank-Nicholson methods; a 
pseudo-spectral method is used to solve the two-dimensional fully nonlinear Euler 
equations in the strearnfunction-vorticity form. The numerical results for a stratified 
flow over a two dimensional step or an obstacle show that, in the resonant region, a 
forward step mainly generates upstream-advancing waves, while a backward step 
mainly generates downstream-propagating waves (a depression followed by lee 
waves), so the waves generated by a localised positive obstacle can be regarded as a 
simple superposition of the waves generated by its fore part and aft part. In contrast, 
the waves generated by a negative obstacle are quite different due to the nonlinear 
interaction between waves generated by its fore part and aft part. Besides, when the 
flows are in the sub- or super- critical regimes, the waves are almost the linear 
superposition of those by its fore part and aft part regardless of its polarity. Next, the 
generation and two-dimensionalization of internal solitary waves generated by a 
three-dimensional bottom topography in an intermediately wide channel are 
investigated. Our numerical results show that upstream two-dimensional solitary 
waves will eventually develop regardless of the width of the channel, the length, 
width and strength of the forcing, but the downstream waves remain three-
dimensional. Then, a slight more complex problem is investigated, Le., the flow over 
a bottom obstacle which is asymmetric with respect to the mean flow and the main 
result is that the upstream solitary waves generated by an inclined bottom obstacle 
will become symmetric as they propagate upstream and this occurs much earlier than 
the two-dimensionalization of these upstream waves, while the downstream waves 
remain asymmetric throughout the time considered. Finally the interaction of two 
lump solitons described by the homogeneous KPI equation and the generation of lump 
solitons by three-dimensional bottom topographies are explored in details. The results 
have revealed some important properties when two lump solitons interact in different 
ways. The pair-wise periodic generation of lump solitons by bottom obstacles are 
clearly shown in our numerical results, the effect of detuning parameter on the 
amplitude and propagation direction of lump solitons is also briefly investigated. 
Keywords: Stratified fluid flow, internal solitary wave, bottom topography, tbree-
dimensional effect, the forced KdV IKP equation, Lump soliton and numerical 
simulation 
Contents 
Thesis access form 
Thesis Title 
Certificate of originality 
Abstract 
1 Introduction ------------------------------------------------------------------1 
1.1 Internal solitary waves ---------------------------------------------------------------- 1 
1.2 Three-dimensional effects ------------------------------------------------------------ 7 
1.3 KPI equation and lump solitons ----------------------------------------------------- 9 
1.4 Outline of the thesis ------------------------------------------------------------------ 11 
2 Governing equations ---"-------------------------------------------------- 12 
2.1 Stratified fluid flow in a channel of finite depth ---------------------------------- 12 
2.2 Weakly nonlinear theory: the forced (extended) KdV equation --------------- 14 
2.3 Weakly nonlinear theory: the forced KP equation ------------------------------ 19 
3 Numerical methods -------------------------------------------------------- 22 
3.1 The finite difference schemes for the feKdV I fKP equations ------------------22 
3.2 The pseudo-spectral method for the 2-D Euler equations -----------------------26 
4 Numerical results I ---------------------------------------------------------28 
4.1 Numerical results of feKdV equation for flow over steps and obstacles ------ 28 
4.2 The comparison with results from the fully nonlinear 2-D Euler equations -- 43 
4.3 3-D waves generated by flow over bottom topographies and the comparisons 
with the corresponding two-dimensional problems ------------------------------- 49 
i 
4.4 The effect of orientation of the bottom topography on the generation of the 
upstream solitary waves --------------------------------------------------------------- 74 
5 Numerical results 11 ------------------------------------------------ 90 
5.1 Test of the numerical schemes for the KPI equation ----------------------------- 91 
5.2 Collision of two lump solitons ------------------------------------------------------ 93 
5.3 The generation of lump solitons by a bottom topography --------------------- 107 
6 Conclusions ------------------------------------------------------------- 118 
Acknowledgement ----------------------------------------------------------- 120 
Appendix ---------------------------------------------------------------------- 121 
References -------------------------------------------------------------------- 125 
ii 
Chapter 1 
Introduction 
Wave motion is a fascinating subject of fluid mechanics. Apart from being important 
in a various branches of engineering and applied sciences, many wave phenomena are 
also familiar from everyday experience; obtaining a thorough understanding of the 
relevant physical mechanisms, however, presents fluid dynamicists with great challenges. 
Since the early work of Airy and Stokes on water waves in the middle of the 
nineteenth century, it has been recognised that, even with the assumption of potential 
flow, the water-wave equations are analytically intractable in general. The main 
difficulties in that case stem from the non-linear boundary conditions that apply on the 
free surface, which itself is unknown and is to be determined as part of the solution. To 
make further progress, additional assumptions about the wave amplitude, the scale of the 
topography and the main direction of the wave propagation etc, are necessary to build 
approximate model equations suitable to different phenomena of interest. In recent years, 
considerable progress has been made in illuminating some aspects of water-wave 
propagation-most notably the interplay of weak-amplitude and dispersive effects-
using approximate (model) equations valid asymptotically in certain limits, experimental. 
observations and fully numerical simulation of Euler or Navier-Stokes equations. 
This study focuses on the generation and propagation of internal solitary waves in a 
stratified fluid flow over a localized two-dimensional or three-dimensional topography. 
This study is significant with regard to the ocean, where solitary waves of large-
amplitude can endanger marine as well as submarine constructions. Moreover, it is 
relevant for the atmospheric system, regarding 'Lee waves' as well as 'Morning Glory' 
phenomena (where the waves are seen as 'roll clouds'), which pose dangers to aviation. 
Further, it is potentially applicable in other areas such as to the technology of turbine 
machines and jet propeller, electrical technology, hydrodynamic technology and even 
lattice dynamics. 
In the following, the background and development of internal solitary waves are 
summarily reviewed; of course, the water wave problem shall be mentioned very often 
due to the similarity between two problems. 
1.1 Internal solitary waves 
It was in 1834 that John Scott Russell, a Scottish engineer, provided the first 
documented observation of a solitary wave, when he saw a rounded smooth well-defined 
heap of water detach itself from the prow of a barge brought to rest and proceed without 
change of shape or diminution of speed for over two miles along the Union Canal linking 
Edinburgh with Glasgow. And subsequently, Russell did extensive experiments in a wave 
tank in order to study this phenomenon more carefully, which, most importantly, 
confirmed the existence of solitary waves (the wave of translation called by Russell), and 
predicted that the speed of propagation is proportional to the wave amplitude. These 
observations were particularly exciting because their permanent nature seemed to 
contradict prevalent shallow water wave theory (e.g. Airy theory of water waves). Further 
investigations were undertaken by Airy, Stokes, Boussinesq and Rayleigh among some 
others. Then in 1895 Kortweg and de Vries derived a model equation which describes the 
unidirectional propagation of long waves in water of relatively shallow depth. This 
equation has become much celebrated and it is known as the Korteweg-de Vries equation 
or KdV equation for short (see Miles (1981) and the references cited therein for a review 
including historical details mainly pre-1965). In addition to traditional water wave 
problems, the KdV equation also arises in various other physical contexts such as internal 
waves in the atmosphere and ocean, mid-latitude and equatorial planetary waves, plasmas 
waves, ion-acoustic waves, lattice waves and waves in elastic rods etc, where non-
linearity balances weak dispersion. For a long time, the solitary wave was considered a 
rather unimportant curiosity in the mathematical structure of non-linear wave theory until 
the discovery of the soliton by Zabusky & Kruskal (1965) when they investigated the 
Fermi-Pasta-Ulum (FPU) problem of the lattice dynamics, which, in a continuum model, 
is governed by the KdV equation. Apart from its wide applicability, however, the KdV 
equation owes much of its fame to the fact that it can be solved exactly by the inverse-
scattering transform (see, for example, Albowitz & Clarkson (1991)). 
Initially interfacial internal waves were studied by Stokes as well as Helmholtz. 
Subsequently, internal waves in continuously stratified fluids were investigated by Lord 
Rayleigh and Love, The first indication of internal waves in the Ocean can be found in 
Nansen in 1902, who noticed naturally occurring internal waves-stumbling upon them 
on his famous 'Fram' voyage-and was confronted with the 'dead water' phenomena, 
which incited Ekman to investigate this phenomena in more details. The first elementary 
theoretical investigations of internal waves for a continuously stratified ocean are from 
Fjeldstad (1933), where the comprehensive overview of linear internal wave theory, for a 
rotating earth, along thermoclines and methods to detecting internal waves at sea are 
given. Defant (1952) provided an overview of internal waves of tidal periods and 
discusses stability conditions of internal tidal waves. But it was not until Long (1953, 
1954, 1955 and 1964) and previously Dubreil-Jacotin (1937) that a complete theoretical 
and experimental foundation for the study of internal waves-comprising linear and non-
linear theory-was presented. A comprehensive introduction to internal wave 
characteristics as well as examples are given by Lighthill (1967). In general, solitary 
waves in a stratified fluid can be characterized by the depth of the fluid - ranging from 
shallow to deep - and the magnitude of non-linearity, which is related to the amplitude of 
the disturbance. Small amplitude disturbances are treated in a weakly non-linear long 
wave approximation, typically leading to a Korteweg-de Vries (KdV) type of equation for 
shallow fluids, or to the intermediate depth equation for deep fluids (see the review paper 
by Grimshaw (2001) for more details). Inclusion of higher-order terms in the asymptotic 
expansion enables the theory to be extended to larger amplitude disturbances (Lee & 
Beardsley (1974); Kakutani & Yarnasaki (1978); Koop & Butler (1981); Gear & 
Grimshaw (1983)). In particular, in a two-layer fluid flow Kakutani & Yamasaki (1978) 
found the coefficient of the cubic nonlinear term in an implicit form, and showed its 
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importance in certain special conditions (i.e. the pycnocline lies close to the mid-depth of 
the fluid, and it is later named critical two-layer fluid), in which case the quadratic and . 
cubic nonlinear terms are of the same order. Koop & butler (1981) derived all second-
order nonlinear-dispersive coefficients for a two-layer fluid, and compared the asymptotic 
theories with laboratory experiments. Further Gear & Grimshaw (1983) presented a 
detailed analysis of the properties of the steady-state solitary waves in a fluid with 
arbitrary density and current stratification, valid to the second order of asymptotic 
expansion. To develop models for unsteady internal solitary waves in an ocean (or 
atmosphere) with realistic stratification in both density and current, which may also vary 
horizontally, a variable-coefficient KdV equation (Pelinovsky et al. (1994); Grimshaw et 
al. (1997» arose. The calculation of the coefficients of this equation showed that the 
contribution of higher-order terms (in particular, the cubic nonlinear term) should be 
important in the coastal zone (Holloway et al. 1997). General integral expressions for the 
coefficients of these higher-order terms for the case of continuous density-stratification 
were obtained by Lamb & Yan (1996), and then by Pelinovsky et al. (2000) with the 
addition of shear flow in the Boussinesq approximation. However, these formula are 
quite complicated, and difficult to know their signs (which are crucial to the solutions of 
the extended KdV equation) without extensive calculations. Very recently, Grimshaw et 
al. (2002) derived a second-order extended KdV equation for internal waves in an 
arbitrary density- and current-stratified fluid without using the Boussinesq 
approximation, and taking into account the free surface. All the coefficients were given 
explicitly as integrals of the modal function, together with its nonlinear and dispersion 
corrections. 
The flow of a stratified fluid over localized topography has been the subject of many 
theoretical and experimental studies. Most earlier works have been confined either to 
linearized theory or to steady flow for the two-dimensional flow of an inviscid 
incompressible fluid. Even so, these theories have provided useful models for lower 
atmospheric phenomena as the generation of the lee waves behind a mountain range, or 
for such oceanic phenomena as tidal flows over sills. Useful summaries and reviews of 
these classical theories were given by McIntyre (1972) and Baines (1977). Most of the 
earlier studies were concerned with a description of downstream stationary lee-wave 
field, and in this respect linearized theories have been moderately successful. Even 
recently the lee-wave dynamics is still investigated theoretically, numerically and 
experimentally due to its practical applications in weather forecast and environmental 
concerns (we shall not review this subject since it is not so relevant to this study, for 
more details, see Kadi et al 1996; Eiff & Bonneton 2000 and the references therein). 
However, one of the more controversial issues was the generation and propagation of 
upstream disturbances by flow over bottom topography or a pressure distribution on the 
surface (which is to model the motion of a ship). It has long been observed 
experimentally that, in a channel of finite width and depth, a steadily advancing ship can 
radiate waves which propagate faster than the ship (Thews & Landweber (1935 and 
1936), Graff (1962) and Schmidt-Stievitz (1966». McIntyre (1972) in extending earlier 
simpler theories of Benjamin (1970) and Keady (1971), performed an expansion with the 
ratio of the height of the topography to the total fluid depth as the small parameter and 
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showed that the only significant upstream disturbances were weak second-order long-
wave motions generated by nonlinear interactions in the lee-wave tails. However, Baines 
(1977, 1979), in a series of experiments with the flow of a continuously stratified fluid 
over an obstacle, found that upstream disturbances (undular bore or jump) that were first-
order in the obstacle height, propagated with a long-wave speed and were generated by 
non-linear process over the obstacle, and he also found that these upstream disturbances 
were very strong when the flow was near a resonance. Here a resonance is defined to 
mean a coincidence between the basic flow speed and one of the free long-wave speeds, 
while, in hydraulic terminology, the flow is said to be critical. In this case Iinearized 
theory precludes the propagation of the corresponding long wave away from the obstacle. 
In some experiments with a two-layer fluid, Baines (1984) confirmed these findings and, 
in particular, showed that near resonance the main features of interest are non-linear in 
character. Furthermore, Baines (1995) demonstrated in his recent monographs the utility 
of internal hydraulic theory in describing his experimental results, and it should be noted 
that the upstream disturbances often had the character of undular bores. Interest in this 
type of upstream Influence was rekindled recently by the systematic experiments of 
Huang et a!. (1982). In more theoretical works, Wu (1981) and Wu & Wu (1982) showed 
that water waves excited by a moving object or a bottom topography is governed by a 
generalised Boussinesq equation. Their numerical results showed a train of solitary waves 
of equal size propagates upstream of the pressure region and a flat depression followed 
by a train of cnoidal-Iike waves is generated downstream of the forcing source. To 
describe the resonant forcing of Rossby waves by topography, Patoine & Warn (1982) 
and Malanotte-Rizzoli (1984) derived a forced KdV equation, after that Akylas (1984), 
Cole (1985), Lee (1985), Lee et al. (1989) , Grimshaw & Smyth (1986), Mei (1986), Wu 
(1987) and Hanazaki (1992,1993) derived similar equations to describe the resonant 
forcing of water waves by a moving pressure distribution or bottom topography or the 
resonant case of continuously stratified flow over an obstacle. The applicability of the 
forced KdV equation has been verified by a number of laboratory works (e.g. Huang et 
al. 1982, Ertekin et al. 1984 and Lee et al. 1989 among others). An in situ observation by 
Farmer & Armi (1999) recently provides a clear evidence for the formation of solitary-
like internal waves in a natural geophysical flow, of which the mechanism is further 
investigated by a joint research of in situ observation and numerical simulation ( 
Cummins et al. (2003». Grimshaw & Smyth (1986) conducted asymptotic studies on 
forced flows in a stratified fluid, and showed that the forcing function of the fKdV model 
was characterized by two parameters: forcing amplitude Go and ; which measures the 
lengthscale of the forcing. They found, based on the mass and energy conservation 
arguments, approximate formula for the depth of the downstream depression and the 
amplitude of the upstream solitons as functions of the forcing velocity, the length and 
amplitude of the forcing, which are further improved by Smyth(1987) by assuming a 
modulated cnoidal wavetrain upstream of the obstacle rather than a series of equal KdV 
solitary waves as in Grimshaw & Smyth (1986). Teng & Wu (1987) studied the effect of 
forcing length on the wave amplitude and period based on both the Boussinesq and the 
fKdV models, and found that when the length is much greater than the water depth, it has 
little effect on the wave amplitude and period; while if the length is of the same order as 
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the depth, the effect of disturbance becomes important. Shen (1992) also indicated that 
the length of the disturbance plays an important role on the solitary wave generation in a 
two-layer fluid flow with both the free surface and the interface unknown free 
boundaries. To consider the evolution of the interface of a two-layer flow over 
topography, Melville & Helfrich (1987) formulated a forced extended KdV equation 
where a cubic non-linear term (with opposite sign to the dispersive term) was included 
besides the traditional quadratic term in KdV equation. Using this model equation, they 
studied cases in a large range of Froude number, and revealed that this equation displays 
undular bores upstream in a sub-critical regime, but monotonic bores in a trans-critical 
regime. And later Marchant & Smyth (1990) derived a fully extended KdV equation 
which includes non-linear and dispersive terms cubic in the wave amplitude by retaining 
the effects of the next higher-order nonlinearity and dispersion, and then modulation 
equations for this equation were derived from the modulation equations for the KdV 
equation. The numerical results of this equation were compared well with existing 
experimental and numerical results. Hanazaki (1992) further found that the relative 
magnitude of the cubic and quadratic non-linear term is much larger in an internal wave 
problem than that in a water wave problem. The main difference between KdV and 
extended KdV equations is that extended KdV equation accepts a monotonic-bore 
solution in addition to the usual solitary wave solutions of KdV equation (Kakutani & 
Yamasaki 1978, Miles 1979). Besides the model equations mentioned before, there exist 
some other model equations applicable to a variety of physical contexts, which are 
beyond of the scope of this study, and shall not be addressed here. 
One of the well-known important predictions of the weakly non-linear theory is the 
disappearance of the quadratic non-linear term in the KdV equation in the case of the 
linearly stratified Boussinesq fluid (nearly constant buoyant frequency). This means that 
the case which has been studied most extensively by the linear theory is in fact a very 
exceptional case in the framework of the weakly nonlinear theory. Motivated by this 
special case, Grimshaw & Yi (1991) proposed a new approximate theory, and derived a 
new evolution equation, which we will refer to as the finite-amplitude long-wave 
equation (or FLW equation for simplicity), that is a small time-dependent perturbation of 
Long's equation, based on the assumption that the flow is near resonance and the time 
development is very slow. The FLW equation displays that the topography, no matter 
how small, will produce near resonance a response of the order of the channel depth, but 
the smaller topography the longer it will take for this large-amplitude response to 
develop. The FLW equation has the property, shared with Long's equation, that solutions 
are valid only up to the point where overturning streamlines appear in the flow. After that 
there have been some recent studies by Hanazaki (1992,1993) and Lamb (1994) that 
compare the results of numerical solutions of the fully nonlinear inviscid equations for a 
Boussinesq fluid with those of the FLW equation for a few case; and Rottman et al. 
(1996) carried out a thorough study of the range of validity of the FLW equation using a 
high-resolution spectral method, and they also improve the calculation of the kernel 
equation in the FLW equation. Aigner et al. (1999) and then Aigner (2001) extended 
these results in a similar study to including non-Boussinesq case. Prasad & Akylas (1997) 
further developed GY's theory, and pointed out that the GY(i.e. FLW) equation is not 
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uniformly valid far downstream of the topography, where mUltiple fronts, or 'shelves', 
are generated, which was confirmed by numerical simulations of the Euler equations 
(Lamb (1994». Furthermore, Kantzios & Akylas (1993) derived the large-depth. 
counterpart of the GY equation, which can be helpful to present an explanation of recent 
experimental observations on lee wave breaking (Bonneton et al. (1996), Eiff & 
Bonneton (2000». On the other hand, to describe large-amplitude internal solitary waves 
which are known to occur very commonly in both the oceans and the lower atmosphere 
and are far beyond the regime where weakly nonlinear theory can be used, some 
numerical solutions and general theoretical studies have also been developed (Pullin & 
Grimshaw 1988; Brown & Christie 1998). 
It has long been shown that the surface pressure and the bottom topography play very 
similar roles on solitary wave generation with only some difference in the strength of 
disturbance. However, the features of wave systems generated by positive or negative 
forcing functions are quite different. Grimshaw & Smyth (1986), Wu (1987), Camassa & 
Wu (1991) and Hanazaki (1992) studied solitary waves generated by a negative forcing 
function and gave descriptions of their features, which are (a) the longer wave generation 
period than that in the case of positive forcing; (b) the drag coefficient fluctuates in a 
longer period, and in a skewed phase; (c) the depressed region is not so uniform as in the 
positive forcing, and the downstream lee waves are more complicated apparently due to a 
smaller wave travelling downstream when an upstream wave is emitted, which interact 
with the depression and the modulated cnoidal waves. Recently, Zhang & Chang (2001) 
studied the generation of surface solitary waves by forward- and back-step bottom 
forcing by direct integration of the time-dependent Euler ( or Navier-Stokes) equations 
which was developed by the same authors a little earlier(Zhang & Chang (1996 and 
1999». They found that, at exact resonance, a forward-step forcing generates only 
upstream-running solitary waves and a backward-step forcing generates only a 
downstream-running depressed water region followed by a cnoidal wavetrain, which 
explains part of the difference between wave features excited by a positive and a negative 
forcing (note that a positive forcing can be looked upon as a combination of a forward-
step as the fore part and a backward-step as its aft part, while vice versa for a negative 
forcing ). And then Grimshaw & Lu (2002) studied the internal solitary wave generation 
by a step-like bottom obstacle using both model equation and fully nonlinear Euler 
equations using the same pseudo-spectral method as Rottman et al. (1996). In this study, 
we shall further study the effect of the Froude number on the generation of solitary waves 
by a step-like obstacle and by a positive/negative obstacle. The model equation used is a 
simplified version of a higher-order KdV models derived recently by Grimshaw et al 
(2002). A finite-difference method with a combination of Runge-Kutta scheme and 
Crank-Niclson scheme is developed to numerically simulate the model equation. 
Furthermore, the numerical results of the model equation are compared with the 
numerical results of fully nonlinear Euler equations using a pseudo-spectral method 
provided by Rottman et al. (1996). 
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1.2 Three-dimensional effects 
Up to now, it is clear that two-dimensional localized bottom topography has been 
imposed in most of the studies, so the flow field is exclusively two-dimensional. 
However, three-dimensional effects are essentially critical to various geophysical 
applications, so we will give a brief summary on the studies of three-dimensional effects 
on the generation and propagation of internal solitary waves in various media. Though it 
is of natural importance to geophysical applications, three-dimensional nonlinear 
stratified flow over locally confined topography has received relatively little attention 
from a theoretical point of view. This lack of activity undoubtedly is related to the fact 
that there is no three-dimensional counterpart of Long's equation-under no 
circumstances can these equations governing finite-amplitude three-dimensional 
disturbances be cast in linear form (Yih (1967» - so one is forced to deal with an 
analytically intractable set of nonlinear partial differential equations. Even in the strong-
stratification limit where analytical progress can be made as pointed by Drazin (1961), 
solving the full nonlinear three-dimensional problem cannot be avoided in certain flow 
regions where Drazin's solution is singular (see Baines 1995, § 6.7.1). As a result, apart 
from numerical simulations (e.g. Smolarkiewicz & Rotunno (1989 and 1990), Smith & 
Grjilnas (1993), Hanazaki (1994» of nonlinear evolution equations, prior theoretical work 
on three-dimensional stratified flow over topography is based on small-amplitude linear 
or weakly nonlinear approaches. Specifically, Crapper (1959, 1962), Gjevik & 
Marthinsen (1978) and Sharman & Wurtele (1983), among others, used linear theory 
along the lines of the classical Kelvin ship-wave problem to discuss lee-wave patterns 
induced by three-dimensional topography under various flow conditions. Gjevik & 
Marthinsen (1978), in particular analysed satellite photographs of atmospheric internal-
wave patterns generated by isolated island in the Norwegian Sea and the Barents Sea and 
were able to account for several of the observed features, although the origin of a 
prominent oblique wavetrain east of the island of Jan Mayen remained unexplained (see 
Baines (1995), figure 6.17). More importantly, however, based on linear theory, one 
cannot predict the onset of flow stagnation that is the precursor to overturning or flow 
splitting (in three-dimensional case) and related phenomena of geophysical and 
meteorological interest (Smith (1989». The preliminary three-dimensional Iinearized 
theory and its interpretation of many experimental observation and some interesting 
phenomena in the lower atmosphere have been reviewed comprehensively by Baines 
(1995) in his monograph. There is, in addition, some work dealing with weakly nonlinear 
two-layer or continuously stratified flow over topography in a channel of finite depth 
with resonance conditions. As in the analogous free-surface problem(Mei (1986), Cole 
(1986), Katsis & Akylas (1987», weakly nonlinear resonant flow in general is governed 
by the forced Kadomtsev-Petviashvili (fKP for short, Akylas (1994), Hanazaki (1994» 
equation, the extension of the fKdV equation that allows for weak three-dimensional 
effects. Numerical solutions of these evolution equations reveal strong influence in the 
form of upstream-propagating KdV solitary waves owing to nonlinear effects. Beside 
forced KP-type equation, there are some other useful weakly nonlinear model equations 
such as Benney-Luke equation (Benney & Luke (1964», Green-Naghdi equation (Ertekin 
et al. (1986» etc to study the three-dimensional effect. Recently, Akylas & Davis (2001), 
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studied the steady, finite-amplitude internal wave generated by nearly hydrostatic 
stratified flow over locally confined topography (which means the topography is more 
elongated in the spanwise than the streamwise direction) using a matched-asymptotic 
procedure, and found most importantly, three-dimensional effects are generally to inhibit 
wave breaking. It is worth noting that in a series of research papers, Milewski and his 
collaborators study the evolution of small-amplitude water waves with/without bottom 
topography and derive an isotropic pseudo-differential equation without a priori 
assumption about the horizontal length scales or about the direction of propagation, 
which can be reduced to the Benney and Luke equation, to the nonlinear shallow water 
theory, and to the KP, the Boussinesq equations in the appropriate limits (see, for 
examples, Milewski & Keller (1996), Milewski (1998) and Choi & Milewski (2003». 
As we have already mentioned, in restricted waters, solitary waves can be generated 
ahead of a pressure distribution (e.g. a ship) on the surface or an obstacle on the bottom 
moving in a constant speed near resonance. And more strikingly, the two-dimensional 
upstream solitary waves are generated even though the forcing is three-dimensional (i.e., 
the width of the channel is comparable to the length of the ship) (Ertekin (1984), Ertekin 
et al. (1984». Several authors have addressed this three-dimensional problem both 
analytically and numerically. Mei (1986) showed that for channel width W, satisfying 
kW = 0(,8-1.), where k-1 is the length-scale in the longitudinal direction, ,8 = (kh)2 «1 
is the dispersion parameter, and h is the water depth, the problem can be treated as 
essentially two-dimensional, and is governed by the forced KdV equation. Ertekin et al. 
(1986) used the restricted Green-Naghdi theory of fluid sheets to perform the three-
dimensional calculation of waves generated by an impulsively started pressure patch 
travelling at the trans-critical speed, and Cole (1987) solved analytically the linearised 
equations for three-dimensional water wave problem; while Katsis & Akylas (1987), Lee 
& Grimshaw (1990) solved the forced KP equation, Hanazaki (1989, 1994 and1996) 
solved both forced KP equation and fully nonlinear Navier-Stokes equation and 
Tomasson & MelviIIe (1991) solved an equation similar to forced KP equation; Pedersen 
(1988), Ertekin & Qian (1990) and Ertekin et al. (1990) solved the forced Boussinesq 
equations. They found that, near resonance, the upstream waves become two-dimensional 
and the amplitude and the generation period of the upstream waves agree with the 
experiments. As far as the mechanism of two-dimensionalization is concerned, Ertekin 
(1984), Katsis & Akylas (1987) and Pedersen (1988) argued that it is due to the Mach 
reflection of the upstream solitary waves at the side wall of the channel, while Tomasson 
& MelviIIe (1991) argued that the two-dimensionalization can be explained by the linear 
theory (which support the result of Cole (1987». They showed that, according to the 
linear dispersion relation, the lowest mode that spans the entire channel width has the 
largest group velocity among the all the lateral modes. Hanazaki (1994), through his 
extensive numerical experiments further argued that, near resonance, the two-
dimensionalization of the upstream waves is explained by the Mach reflection, and the 
linear theory can attribute in some cases. Other researches include solving the Laplace 
equation with the exact free surface condition (Kim & Kim (1989), Choi et al. (1990». 
Previous solutions of the weakly nonlinear equations (Ertekin et al. 1986, Katsis & 
Akylas (1987), and Tomasson & Melville (1991» all show that upstream waves 
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eventually have equal amplitudes that are invariant with time with relative narrow 
channels. In an unbounded domain, Lee & Grimshaw (1990) reported various 
characteristics of upstream-advancing waves. A similarity solution was presented under 
the assumption that the amplitude along the isophasal line of the leading three-
dimensional soli ton is constant. Then they found the solitary wave amplitude diminishes 
in a manner proportional to O(t-y,) and the crestline, which is parabola, decreases its 
curvature as it moves upstream. The parabola of the crestline of the upstream waves were 
well confirmed by Choi et al. (1990). Very recently, Li & Sclavounos (2002) investigated 
the three-dimensional wave problem in unbounded shallow water by numerical 
simulation of a new modified generalized Boussinesq equation. The crestlines of these 
solitons are found to be almost perfect parabolas with decreasing curvature with respect 
to time, and their amplitudes decay at a rate (O(t-y,) ) rather than (O(t-y,» proposed by 
Lee & Grimshaw (1991). In addition, they found, at supercritical case, the upstream 
solitary waves are blocked, and a steady state will be eventually reached.( it is 
understandable that in a wide channel the waves develop in a similar way to the waves in 
a horizontally unbounded fluid). 
As far as the author knows that most of the studies on flow over a three-dimensional 
bottom topography assume that the topography is symmetric about the mean flow 
direction. When an asymmetric bottom topography is considered, there is too much 
variety to give comprehensive study. One of this type of study is carried out by Snyder et . 
al. (1985) in a strongly stratified flow (in that case linear theory can be nearly applicable). 
Generally speaking, there are sinusoidal ridges of finite length inclined at various angles 
to the flow, and secondly, unsteady periodic vortex-street-type wakes are often observed 
for asymmetric obstacles. These phenomena are sometimes observed downstream of 
islands by satellites (Gjevik (1980». In this study, the generation and propagation of 
solitary waves upstream of the bottom topography in a channel of intermediate-width, 
particularly, the two-dimensionalization of upstream waves are numerically investigated 
using the forced KP equation. The results of forced KP equation are compared to those of 
the corresponding two-dimensional problem. The main emphasis is paid on the effect of 
the aspect ratio of the obstacle on the evolution of the upstream waves. Moreover, to 
study the character of solitary waves generated by more complex bottom obstacles, the 
effects of the orientation of an obstacle, negative obstacle and the detuning parameter on 
the waves generation and propagation are investigated using the forced KP equation 
again. 
1.3 KPI equation 
It is well-known that the KdV equation is limited to straight~rested (two-
dimensional) wave disturbances. These are more likely to be observed under controlled 
conditions in the laboratory than in the field where many such effects as depth variations, 
non-uniform currents, variable wind etc in general give rise to three-dimensional wave 
patterns. The homogeneous Kadomtsev-PetviashviIi (KP) equation, which describes 
weakly three-dimensional, small-amplitude, long waves that propagate predominantly in 
one direction (the positive x-direction), and nonlinear, dispersive and three-dimensional 
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effects are assumed to be weak and of equal importance. The KP equation was first 
derived over thirty years ago by Kadomtsev & Petviashvilli (1970) by quite an intuitive 
procedure (see also Akylas 1994). It is only recently that its physical significance has 
been fully appreciated as addressed in section 1.2. Like the KdV Equation, the KP 
equation is exactly integrable via the inverse scattering transforms (1ST). There exist two 
types of KP equation, i.e. the KPII equation which is very common in water wave 
problems, internal wave problems and many other systems with positive dispersion (KPII 
equation will be mainly investigated in sections 2 and 3 of Chapter 4), and the KPI 
equation which is usually associated with the free surface wave problem with surface-
tension-dominated fluid flows, but it also arises in many other contexts such as nonlinear 
optics and plasmas waves (the KPI equation shall be used to investigate the interaction of 
two lump solitons and the forced KPI equation shall be used to study the generation of 
lump solitons by bottom topography). The KPI equation admits explicit solutions of three· 
different types of solitary wave. A line solitary wave (a plane soli ton of the KdV 
equation) which, however, is unstable subject to transverse disturbances, a periodically 
modulated solitary wave (which is periodic in the transverse direction) and lump type 
solitons which are localised in all directions, and decay algebraically. Investigation of the 
multisoliton formulas describing the scattering of two-dimensional solitons reveals a 
striking property. Not only do two-dimensional solitons retain their shapes and initial 
parameters after colIisions (amplitude, velocity and size), but their phase shift also turns 
out to be zero. But it doesn't mean that the interaction of two (or more) such solitons is as 
trivial as the linear superposition of their individual fields. Pelinovsky & Stepanyants 
(1993) and Gorshkov et aI. (1993), using asymptotic and exact methods, found when the 
asymptotic velocity of two solitons vanishes, the nonlinear interaction leads to a striking 
infinite phase shift of their trajectories, and besides, for some number of solitons there 
may exist equilibrium states corresponding to bound states of individual solitons. Up to 
now, the knowledge of nonlinear interaction of two lump type soli tons (let alone muIti-
solitons) and underlying mechanism are still incomplete. Recently, a proof of the 
existence of lump-type solitons for the generalised Benney-Luke equation with surface 
tension, which itself was derived by MiIewski (1998), has been established (Pego & 
Quintero (1999». A connection between the lump solitons of these two equations was 
obtained by Berger & MiIewski (2000), then they illustrate numerically the colIiding 
process of two Benney-Luke lump soli tons, and finally they study the flow over an 
obstacle near resonance and show three-dimensional lump soli tons are periodically 
generated using the generalized Benney-Luke equation. The existence of lump solitons 
for the full gravity-capillary water-wave problem in its original formulation as a free-
boundary problem for the Euler equations has been established theoretically recently 
(Groves 2004), which in some extent justifies the KPI equation and the existence of lump 
solitons. 
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1,4 Outline of the thesis 
The purpose of this study is to investigate, using mainly numerically means, solitary 
wave generation by flow over bottom topography using both model equations and the 
fully nonlinear equations. The thesis is organized as follows. 
The background and development of internal solitary wave theory are summarily 
reviewed in Chapter 1. The governing equations and the weakly nonlinear theory are 
given in Chapter 2. In Chapter 3, details of the numerical schemes for both the fully 
nonlinear equations and the model equations (the forced KdV and the forced KP 
equations) are described. Some differences for the implementation of numerical methods 
for the KPI and KPII equations are presented. Chapters 4 and 5 comprise the main work 
of the thesis: in Chapter 4, the results of a newly derived higher-order extended KdV 
equation for flows over an obstacle of different length in different Froude numbers are 
given in section 1, while the comparison to the corresponding results from the two-
dimensional Euler equations was given in section 2. Two types of stratification are 
considered, (i) ordinary nearly two-layer flow in which the interface is near the bottom, 
and the vertical density distribution makes the coefficient of the quadratic nonlinear term 
in the forced extended KdV equation sufficiently large compared to the cubic nonlinear 
term; (ii) critical nearly two-layer flow with its interface at the level so that the cubic 
nonlinear term dominates. In section 3, three-dimensional waves generated by three-
dimensional bottom topographies with different aspect ratios in a intermediately wide 
channel are reported in terms of the forced KPII equation in a standard form. The 
comparison is carried out to the solutions of the corresponding two-dimensional problem, 
i.e. the forced KdV equation with adjusted forcing strength. The effect of the detuning 
parameter is also addressed. In section 4 the effects of orientation of the bottom 
topography, negative obstacle and the detuning parameter are briefly investigated in 
terms of the forced KPII equation again. In Chapter 5, the main concern is paid on the 
interaction of two lump solitons described by KPI equation, and then we study the 
generation of lump soli tons by a bottom topography in terms of the forced KPI equation. 
The generation of curved upstream solitary waves is also investigated. Finally, the 
conclusions are given in Chapter 6. In order to simulate wave propagation in real fluid· 
with energy dissipation (or rotation), a three-dimensional numerical model based on the 
Navier-Stokes equation is needed. So in the appendix we shall give a brief introduction to 
this issue. 
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Chapter 2 
Governing equations 
In this chapter, the governing equations are discussed for the case of a density-
stratified flow over a bottom topography in a channel of finite depth. In two-
dimensional case, the governing equations are those in the form of strearnfunction-
vorticity with the Boussinesq approximation being imposed, while for three-
dimensional case, the EulerlNavier-stokes equation in their original form are adopted 
as addressed in the appendix. The weakly nonlinear theory, which leads to a forced 
(extended) KdV equation in two-dimensional case and forced KP equation in three-
dimensional case are briefly described. 
2.1 Stratified fluid flow in a channel of finite depth 
The governing Navier-Stokes equations for an incompressible, stratified, viscous 
fluid are in standard notation 
(2.1a) 
div v =0, (2.1b) 
~ +(v·V)p=O, (2.1c) 
where p, p and f.l are the density, pressure and the dynamic viscosity of the 
stratified fluid, while v= (u,v, w) are the two horizontal (x, y) and vertical (z) 
components of velocity and g the acceleration due to gravity. 
Although the full three-dimensional Navier-Stokes equation may in principle be 
solved, we first consider the flow of an inviscid stratified fluid over two-dimensional 
topography as sketched in Fig. 2.1 (the flow configuration and coordinate system). In 
this two-dimensional problem, we use a Cartesian coordinate system with x as the 
horizontal and z the vertical coordinate; a channel of total depth D (D is normalized to 
1 throughout this study) is bounded above a horizontal rigid lid and below by a two-
dimensional obstacle represented by the curve z = -D + h(x). It is usually assumed 
that h(x) is symmetric and streamlined, with maximum height ho, and length 2L. The 
density variation of the fluid over the depth of the channel is assumed to be small 
enough for the Boussinesq approximation to be used. 
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Figure 2_1 A schematic diagram of the flow under consideration 
We consider the two dimensional motion that results from an initial condition 
corresponding to a tow-tank experiment That is, at time t = 0 surfaces of constant 
density are all horizontal and the fluid is at rest, and at time t = 0+ the obstacle is 
impulsively accelerated to a constant speed U. We seek the solutions of this problem 
for t> 0 in a reference frame in which the obstacle is at rest Accordingly, we choose 
a background state to consist of a constant horizontal speed U and horizontally 
homogeneous density Po(z) and pressure Po(z) that satisfy the hydrostatic condition 
dPol dz = -Pog. The two-dimensional governing equations of motion in the 
Boussinesq approximation are 
at +U Ou + uOu + w Ou =_2.. cp 
at ax ax az Po ax ' (2.2a) 
av +Udw +udw +wdw =_2..CP _P-PQg 
at ax a az Po az Po ' (2.2b) 
at dw 
-+-=0 a az ' (2.2c) 
,p +u(Jp +u(Jp + w(Jp =0 
at ax ax az ' (2.2d) 
where u, w are the horizontal and vertical components of the perturbation velocity, 
i.e. the total velocity v = (U + u, w). 
For two-dimensional flows, we can introduce the perturbation streamfunction 
IfI{x,z,t) , defined as 
(JII' 
w=-
ax' 
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since the equation (2.2c) is now automatically satisfied. Eliminating the pressure p 
from equation (2.2a) and (2.2b) it follows that 
av aw aw aw gap' 
-+U-+u-+w-=----
at ax ax m: Po ax ' 
¥ (Jp' (Jp' (Jp' ap 
- +U-+ u-+w- =-w:::t:iJ. 
a ax ax m: m:' 
(2.3a) 
(2.3b) 
where p' is density perturbation from Po(z) , i.e. p'(x,z,t) =p(x,z.t)-po(z) , and the 
vorticity ro is given by 
t:W ~ 2 
W= ax - m: =\7 'If. 
After introducing the buoyancy frequency N 2 = _.L dpo, and 
Po dz 
(2.3a) and (2.3b) can be written by the following form 
av aw aw aw 
a;+U ax +u ax +wa;=-ax , 
Cb- aa aa aa 2 
-+U-+u-+w-=w·N 
at ax a m: ' 
(2.4) 
, pg . 
a = -=-, equatIOns 
Po 
(2.Sa) 
(2.Sb) 
which are the equations we shall solve numerically by a pseudo-spectral method. 
Thus, the problem has been reformulated so that there are three unknowns If/, w and a 
given by three equations (2.4), (2.5a) and (2.Sb). 
The boundary conditions are 
IjI=Uh(x) on z=-D+h(x), 
1jI=0 on z=O, 
(2.6a) 
(2.6b) 
which assures that no fluid penetrates the solid boundaries. The initial conditions 
corresponding to an impulsively accelerated obstacle are given by 
a(x,z,Q) =0, w(x,z,O) = O. (2.7) 
2.2 Weakly nonlinearly theory: the forced (extended) KdV equation 
It is helpful in the following discussion to introduce the vertical displacement of 
the fluid (x,z,t) , which is defined such that the density is given by 
AX,Z.t)= po(z- 0 (2.8) 
since we will generally present our results in terms of (x,z,t)(=- N 2a in the 
Iinearized approximation). To derive the forced KdV equation, following Grimshaw 
& Smyth (1986) the equations of motion are written as below, 
(2.9a) 
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where 
d a a a 
-=-+(U +u)-+w-
dt at ax az 
Here q is the pressure relative to the basic state and f3 = g -I • 
The bottom topography is given by 
z=-D+o/(X,T), 
where 
x = EX, T = tt. 
(2.9b) 
(2.9c) 
(2.9d) 
(2.10) 
(2.11) 
(2.12) 
Here a is a small parameter measuring the amplitude of the topography, and £ is a 
second small parameter such that £-1 measures the horizontal length scale of the 
topography, which by hypothesis is to be much greater than the vertical dimension of 
the wave guide. Hence I depends on the slow space variables X. We shall also 
suppose that the topography is introduced slowly so that I also depends on the slow 
time variable T, and I(X, 0) = O. At large times the topography attains its steady 
value h(X), and hence we assume that 
I(X ,T) - heX) as T ~ 00. (2.13) 
We shall also assume that at all times the topography is localized, and I(X ,T) ~ 0 
as IX I ~ 00. The bottom boundary condition is then 
{;=lY/ atz=-D+o/. (2.14) 
We shall assume that the rigid upper boundary located at z = O. The top boundary 
condition is then 
{;=o at z =0 (2.15) 
To complete the problem specification we shall assume that the perturbation variables 
(;, q and u are all zero at t =0. 
Since the forcing function I is O( d) , we shall expect the response in the near 
resonant case to scale with aY" and we require a balance between nonlinearity and 
dispersion as usually adopted in derivation of the KdV system, which means 
aY, = £2 • Hence if we suppose that the nth-mode is resonant we have 
{;=aY,A(X,1')9.(z)+a{;I+"·' 1 
q = aY, Poc;A(X, 1')9 •. , (Z)+aql + ... , 
u =-aY,c.A(X, 1')9 •. ,(z)+ouI + ... , 
(2.16) 
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where r = aY,T and the subscript (,z) means the derivative with respect to z (we shall 
omit it when no confusion may occur). The normal modes 9. (z) (n=0,1,2, ... ) are 
defined by the eigenvalue problem 
P NZ (P09 •. ,)., +_0-z-9. = 0, (2.17a) 
c. 
9. = 0 at z=-D,O 
where the buoyancy frequency N is defined by NZ = 
(2.17b) 
g oPo (z) . If we substitute 
Po ,1z 
(2.16) to (2.9) and proceed to the next order, O(a), we obtain 
D DA 
U +-( +-9 =0, 
I.X DT I" Dr '" 
DUI 1 DA Z {9z fJNz} 
--+-qI'X-c.-9.,+c.AAx .,-9.9 ... - 9.9 ... =0, DT Po Dr ' ,,- ,-
1 Zr Z 1 Z (PoNz)" z_ 
-ql,,+N ~1+c.Axx9.--A 9. -0, 
Po 2 Po 
(I =h(X), on z=-D, 
SI =0 on z=o, 
(2. 18a) 
(2.18b) 
(2.18c) 
(2.18d) 
(2.18e) 
where .!!...- = aa + L1~, and L1 is a detuning parameter defined by L1 = (U - c.)/ aY, . 
Dr r ax 
To solve these equations, we put the following expressions 
~ 
(I = LA,j(X,T)I/J,(z), 
o 
~ 
ql = PoLc;B'I(X,T;r)I/J",(z), 
o 
UI = -LE'I (X ,T)I/J", (z) . 
o 
We find that 
where 
I aM'1 = I aH, _ 28..J, DA A r" zljJ IjJ d 
'ax ' ax c. Dr + xxx.h Poc. • , z + 
AAx 1P09,., {(c; + 2c;)9;" + 2(c; - c;)9.9.,,, }dz. 
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(2.19a) 
(2.19b) 
(2.19c) 
(2.20) 
(2.21) 
The solution of (2.20) can be obtained by standard methods as below 
2 
A,t= 2
C
, 2M,t(X;T)+ \M,t(X-c;T;T)+~M,t(X+c;T;T), 
Cs -C. 2cS 2c; 
(2.22) 
(2.23) 
Here I.H. = Poc;rp •. , (O)h(X) and c; = c, ±c •. To avoid a secularity in A, we must 
clearly put M.1 = 0, which yields the forced Korteweg-de Vries (fKdV) equation for 
the amplitude 
(2.24) 
where the coefficients are defined by 
1 2(P ) I 'a =-c n 3 2 n of/Jn,z z=-D (2.25) 
and I. = c; lD Porp;., . 
If we keep the cubic nonlinear term in (2.24), we can obtain the forced extended 
KdV (feKdV thereafter) equation as below 
-~(Ar+L1Ax)+atAAx -e2a;A2Ax +a2Axxx =-a3H.x(X) ,A(X,O) =0 . (2.26) 
c. 
Here the coefficient of the cubic nonlinear term is defined as, 
, 1 r" {3 [ 2 L2} 1 r" 2 I. ·at =ZlDPodz. 3c. 3T •. , -2rp •. ,'fP." -ZlDPodz·c.atrp." 
+ ~ tpodz.{atdSrp;" -4T."W.,J 
(2.27) 
where T.(z) is the nonlinear correction to the modal structure (rp.(z» of the internal 
wave. It is the solution of 
AN2 ~ 3 2 (PofJ."),, +--2- fJ• = --(PofJ."),, + 2 (PofJ",)., , 
cn cn 
(2.28) 
with the conditions 
T.I'~D =T.I,=o = 0 (2.29) 
The feKdV equation (2.26) is expected to provide a better description of internal 
solitary waves than (2.24) when the amplitudes are not so small. It is worth noting 
that (2.26) is a simplified version of a higher-order KdV equation recently derived by 
Grimshaw et al. (2002), and in their derivation the Boussinesq approximation is not 
necessary. In addition to the usual solitary wave solutions, the homogeneous form of 
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(2.26) admits a monotic-bore solution (Kakutani & Yamasaki (1978), and Miles 
(1979» given by 
1 
t:4. =2 B{1 + tanh[h,(X + (V -Ll)r)]}, (2.30) 
where 
B =aJa; ,h, = aJ(24e2a;a2r ,V =iC,af /e 2a; (2.31) 
(2.30) and (2.31) will be used to predict the amplitude and the propagation speed of 
the monotonic bore when the forcing exists and explain the different behaviour of the 
upstream-advancing waves in the cases of ordinary two-layer and critical two-layer 
fluid. 
If we introduce the following re-scalings, 
A=e
2
A x=~= X 
D ' D cD' 
- tU 1'U 
t =-=--
D e3D 
(2.26) can be recast to the form as below 
.... -I ..... -I -2 .... Ai' =(F, -1)·A, +F, a2D Am 
-I ......... -I' 2"" 2 .... -1 ....' 
+F, aID·AA,-F, aiD A A1 +F, a3h1 (x) 
(2.32) 
where Froude number is defined as F, =!!..-. Equation (2.32) will be used to 
c, 
investigate the internal waves generated by a forwardlbackward step and a 
positive/negative bottom topography. 
(2.24) is the celebrated fKdV equation. It can be recast to the canonical form 
AT -L1·A~. +6A·A~. +A~.x'x' =-H~.(X'), A'(X',O) =0. 
by the transformation as follows 
A'=~A, 
6a2 
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H' = a l a3 H 
6 2 n' a2 
x' =-X. 
(2.33) 
x 
x 
x=L x y 
y' 
x' 
Figure 2.2 Schematic view of three dimensional flow geometry 
2.3 Weakly nonlinearly theory: the forced KP equation 
Now let us return to the three dimensional problem. In this case internal waves are 
generated by a three-dimensional topography located on the bottom of a rectangular 
channel (see Fig. 2.2 for flow geometry). We shall assume that the waves generated in 
this case are weakly three-dimensional, weakly nonlinear and long compared to the 
depth of the channel. Before we review the weakly nonlinearly theory which shall 
lead to the forced KP or extended KP equations, linear theory in a hydrostatic 
homogeneous flow with free surface over a three-dimensional localised bottom 
topography is introduced for the later comparison. The flow is hydrostatic if the 
vertical acceleration is much less than gravity, so that the governing equation for the 
vertical velocity component w is simplified to 
_..!.ap+g=O. (2.34) 
paz 
Simple scale analysis shows that this approximation holds if (D! L)2« 1. The 
governing equations in this special case are then reduced to 
au au d1] 
a;+U ax =-g;;;, (2.35a) 
dv dv d1] 
CJt +U ax =-g;;;, (2.35b) 
d1] au au dv ah 
a+U ax +D(ax + ay)=U ax ' (2.35c) 
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where T/(x,y,t) is the free surface and the other quantities have the same meanings as 
before. Eliminating u and v then gives a single equation for T/(x,y,t) 
(
0 0 )2 ;J2T/ rJ2T/ _ 202h 
-+U- T/-gD--gD--U-ot OX ax2 0>2 ox2 ' (2.36) 
the initial conditions for a sudden introduction of the obstacle in a uniform stream in 
the x-direction are 
oT/ T/ = h(x,y), at =0 att=O. (2.37) 
In this case, the Froude number is defined by Fr = U / (gD)Y, . When Fr * 1, the time-
dependent solution consists of initial transient waves radiating outward, leaving a 
steady solution. The steady solutions over the obstacle can be obtained by Green's 
function methods (see Morse & Feshbach (1953) and Baines (1995) for more details) 
and they depend on the Froude number. For Fr < 1, the solution is localised in the 
region of the topography, but extends beyond it. If the bottom obstacle is symmetric 
about the mean flow, so is the solution. The surface is raised in the upstream and 
downstream directions and depressed in the transverse direction for a positive obstacle 
and the surface displacement above the obstacle, however, depends on its shape. 
Generally speaking, the displacement is negative when the obstacle is wider than it is 
long (i.e. the obstacle is put across the stream), and positive when it is longer than it is 
wide(Le. the obstacle is put along the stream). On the other hand, for Fr > 1, the 
solution is confined to two beams extending outwards in the directions of the 
characteristics of the steady-state form of (2.36) with elevation in the leading part of 
the beam and depression in the trailing part. These solutions of linear hydrostatic 
theory shall be qualitatively compared with the results of the weakly nonlinear theory 
in 4.4. 
To derive the forced Kadomtsev-Petviashvili (fKP) equation, following the 
similar procedure to that used in the derivation of the fKdV equation, we rescale x, y 
and t as 
(2.38) 
Thus the flow field is only weakly dependent on the lateral direction compared to the 
mean flow direction. The bottom topography is rescaled as 
hex, y, t) = aH(X, Y, 'i), (2.39) 
and we then expand the dependent variables in powers of e as 
- - -
u = U + Le2nu(n), v = Le2n- 1v(n), w = Le2n+1w(n), (2.40a) 
n=1 n=l n=1 
p=p(z)+ i:e2.p('l, p=-g £,P(z)dz+ i:e2.p(') 
n=1 n=1 
(2.40b) 
(2.40c) 
The scalings in (2.38)-(2.40) along with aY, = e2 (as before) assure the balance 
between the effects of nonlinearity, dispersion and the forcing by the obstacle at the 
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leading order. The modes I/ln (z) are defined by the same eigenvalue problem as 
(2.17). Following the similar procedure as before, we finally obtain the fKP equation 
{-~(AT + LtAx)+a,AAx +a2Axxx} +.!.Ayy =-a3H xx (X,Y,r) (2.41) cn x 2 
where the coefficients are the same as defined by (2.25). It is recast to the form 
adopted in our numerical simulation as below 
" 6 *. • • ••• •• (Ar - Lt Ax' + A Ax' + Ax'x'x') x' + 3Ay•y• = -H x'x' (X ,Y ,r), A (X ,0) = o. 
with the introduction of the following rescalings, 
A' =~A, 
6a2 
H,=a
6
,a;h, X'=-X, Y'=~6a2Y' 
a2 
(2.42) 
(Hereafter we will omit the "*,, in (2.42». This is the forced KPII equation in its 
standard form. Noting that the transformation X' = -X, the mean flow is from right 
to left (then right-going solitary wave shall be expected ). Equation (2.42) describes 
weakly nonlinear, weakly dispersion and quasi-two-dimensional right-going waves. 
During the derivation of (2.42) we require that two-dimensional effect is weak, i.e. the 
waves travel mainly in the x-direction. However. (2.42) is applicable moderately 
beyond the regime of validity. 
As we have mentioned in chapter I, a (forced) KPI equation arises in the case of 
negative dispersion, e.g. in a surface-tension dominated free surface flow. The 
derivation of KPI equation can be found in many papers (see Ablowitz and Clarkson 
1991 for the derivation of KPI as a water wave problem). In a standard form, the 
(forced) KPI equation is written as 
(AT + L1Ax +6AAx +Axxx h -3Ayy =-H xx (X ,Y,T), A(X ,0) =0. (2.43) 
(2.43) describes the left-going solitary waves (noting the transformation A = -A leads 
(2.41) with the negative sign of dispersion term to (2.43». The solutions of 
homogeneous KPI equation from both theoretically and numerically shall be given in 
chapter 5. Furthermore, (2.43) will be used to simulate the generation of lump solitons 
by a three-dimensional bottom topography. 
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Chapter 3 
Numerical methods 
Numerical simulation of nonlinear evolution equations is not always a 
straightforward task. There exist a number of methods, such as, among others, a finite 
difference method, a finite element method and a spectral method. It is hard to say 
which one is better than the other, or vice versa. This depends on the problem itself 
and as well as the authors' preference. The spectral (pseudo-spectral) method 
approximates the solution using a finite sum of infinitely differentiable global 
functions, either for example trigonometric functions or Chebyshev polynomials, or 
some other orthogonal polynomials, and its error decreases exponentially with the 
number of functions used. The exponential error decrease is the most important 
advantage of spectral methods, which makes high accuracy possible for coarser grid 
points. The second advantage of spectral methods is the use of FFf which drastically 
reduces the multiplication of obtaining the expansion coefficients. But, spectral 
methods may have limited applicability as they are constrained to certain geometry 
and boundary conditions. Compared with spectral (or pseudo-spectral) methods, the 
finite difference method may possesses some advantages with respect to dealing with 
complex boundary geometries, complex boundary conditions, and most importantly, 
the difference method is simple to understand and implement, since the difference 
method is in fact based on a Taylor series expansion, and then the basic ideas can be 
easily understood and implemented; also the difference method may have a further 
advantage, in adapting the code from one problem to another. However, it is fair to 
say that if spectral methods can be used, they usually are better in some important 
respects compared with a finite difference method. 
Both finite difference method and pseudo-spectral method are used in this study, 
e.g. we use finite difference method to solve the feKdV/fKP equations and the fully 
nonlinearly three-dimensional Navier Stokes equations (in appendix); but pseudo-
spectral method is used to solve the equations of motion in the two-dimensional 
streamfunction-vorticity form. 
3.1 Finite difference method for feKdV/KP equation 
Several efficient numerical schemes have been proposed for the KdV equation in 
the literature (clearly they are also applicable to the feKdV equation). The numerical 
analysis literature for the KP equation is however, quite small compared to the KdV 
equation. Among these, some schemes are based on the finite difference method (see, 
for example, Bratsos & Twizell (1998), Cao et al. (1999); Feng & Mitsui (1998), 
Katsis & Akylas (1987) and Wazwaz (2001)), while the others are based on pseudo-
spectral method developed by Fornberg & Whitham (1978) (see, for example, Berger 
& Milewski (2000), Infeld et al. (1995) and Minzoni & Smyth (1996)), When we 
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consider the numerical solution of the KP equation, as pointed by Katsis & Akylas 
(1987), it is advantageous to integrate once with respect x, and so, for example, 
convert equation (2.42) to an integral-differential equation as follow 
aA_ L1 aA 6AaA+a3A 3[a
2
Adx =_H 0\' ax + ax ax3 + ay2 x ' 
while (2.43) becomes 
aA +.1 aA +6A aA + a
3 
A _3[' a2Adx = -H . 0\' ax ax ax3 ~ ay2 x 
(3.1 a) 
(3.1 b) 
(note that we have replaced r, X and Y by t, x and y) Here it is worthy to note that, 
the range of the integral term is different for (3.1a) and (3.1b). This is because, (2.42) 
describes right-going disturbances, whereas (2.43) describes left-going disturbances. 
Then one may apply any existing schemes applicable to the fKdV equation. Nonlinear 
evolution equation may be written in the general form 
~ =N(A)+L(A), (3.2) 
where N(A) and L(A) represent the nonlinear and linear terms, respectively. 
Evidently, we have 
N(A) = F-1 DA aA - F-1 'D2A2 aA F-1 h ( ) 
,al ax ,al ax+,a3X x 
L(A) = (F-1 -I) aA _ rl D-2 a 3 A 
, ax ,a2 ax3 
for the feKdV equation (2.32) (note we have omitted '-'), 
N(A)=-6A aA _3[a
2
A dx _ H 
ax ay2 x, 
the forced KPII equation (3.la), and 
aA (a 2A N(A)=-6A-+3 -dx-H 
ax ay2 x' 
L(A) = L1 0A _ a
3 
A 
ox ax3 
(3.3) 
(3.4a) 
(3.4b) 
for the forced KPI equation (3.lb). When solving the time dependent equations the 
first task is to integrate the equations in time. Among the factors which influence the 
choice of time-discretization are accuracy, stability, storage requirements, and work 
demands of the methods. A highly-efficient algorithm is a low storage third-order 
Runge-Kutta explicit scheme, which can be readily found in many textbooks in 
various versions. The nonlinear term in equation (3.2) is treated explicitly, while the 
linear term L(A) is discretisized implicitly. By evaluating the linear term L(A) at the 
time level n + 1/2 , it follows that 
(3.5) 
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where the difference operator L' is defined as follows (for the fKPII equation, as an 
example) 
L' .4;+2 - 2Ai+1 + 2Ai I - Ai _2 +.1. Ai+1 - .4;-1 
2Llx3 2Llx 
(3.6) 
where Llx is the space step in the x-direction (a uniform grid space is assumed here 
although a non-uniform grid system could be used in the code) and the subscript j 
(represents y direction) is ignored for brevity. Finally we get the scheme 
A n+ YJ = An + 'V .1.t. N'(A n) +a .1.t . .::.L'-",(A.::.
n
_+ YJ-,3 )~+-=L,-,'(A:..:.n..!..) 
11 I 2 ' (3.7a) 
'"+% ' n+X 
An+%_An+YJ A N'(An+J§) A N'(An) A L(A )+L(A ) - + Y2Llt· + PILlt· + a 2Llt· , 2 
(3.7b) 
I 11+% ' n+}) 
An+1 _An+% . A N'(An+%) A N'(An+YJ) A L (A )+L (A ) 
- +Y3Llt · +P2,-,t· +a3Llt·-'----'-2-~--'-
(3.7c) 
Where the coefficients are determined by comparing to the Taylor expansions as 
follows: 
8 2 1 17 
a; = 15' a 2 =-, a3 =-, PI =-60 15 3 (3.8) 
8 5 3 5 
Yt = 15' Y, = 12' Y3= 4' P2 =-12 
Evidently, at each time substep we should invert a banded matrix (it is noteworthy to 
point out that for the KP equation, the process of calculation should proceed in the y 
direction line by line). Finally, the numerical boundary conditions are given as 
follows 
A=A =A =0 at x=O L 
x.u ' x 
(3.9) 
for the feKdV equation, and Lx is usually set to be 640D, and we normally use 3841 
grid points, while the time step is as small as 0.005. For the forced KPII or KPI 
equation, the boundary conditions are 
A = Ax = Axx = 0 at x = 0, Lx 
Ay =0 at y=O, Ly 
(3.10) 
where [0 LJxloXLyj is the computational domain. As to the spatial discretisation of 
the nonlinear term N(A) , the conservative form of the convective term is used to 
keep the conservation properties, and the integral is carried out by Simpson's method. 
The second derivative of A with respect to y is evaluated by the standard central 
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difference. So the truncation error of this method is O(At2 +Ax2, Al). The validity 
of the numerical method is well verified by comparison with the exact solution of 
unforced KdV and particularly, with the propagation of lump soliton described by 
homogeneous KPI equation and the interaction of two lump solitons (see chapter 5). 
As suggested by Lee & Grimshaw (1990), special attention should be paid to role 
of the integral term in the fKP equation (3.1a and b). For KPII equation, let's look at 
the dispersion relation of the linearised (3.1a), which is obtained by substituting 
exp[i(1a+ly-llX)] into (2.42) without the nonlinear and forcing terms as follows 
312 OJ=-Ak-e+-. (3.11) 
k 
Then we have the group velocity (cgX ' Cgy ) 
2 31 2 61 (cgX ,cgy )=(-A-3k - e 'k) (3.12) 
It is shown clearly in (3.12) the transverse dispersion effects are represented by the 
- ~: and ~ on the longitudinal and transverse group velocities respectively. The 
transverse dispersion effects become larger for longitudinally long and transversely 
short waves. Since spuriously short waves are inevitably introduced in numerical 
computations, and longitudinally long waves are part of our solution, it is clear that 
these terms, especially when association with the inexact boundary condition at the 
downstream, will cause unreasonable reflection and result in numerical errors and 
instability. Furthermore, this problem can not be overcome by solely increasing the 
computation domain for in that case, unphysically long waves may unavoidably 
introduced and contaminate the numerical solutions. In our computations, to solve this 
problem with a relatively low cost, an absorbing sponge is added at both upstream and 
downstream boundaries, and the grid size in the transverse direction is always set 
larger than that in the longitudinal direction (so the waves whose wave length is less 
than the grid size are automatically filtered). Furthermore, from (3.12), the 
longitudinal group velocity is negative for both long waves (small k) and short waves 
(large k), that means all the waves go left regardless of their wavenumber. So to 
avoid the long waves reach the computational domain and cause undesirable strong 
reflection, the integral in (3.1a) should be carried out from 00 to x (such that no long 
wave at 00). 
For KPI equation (2.43), the dispersion relation and can be obtained in the same 
way as follows (substituting exp[i(1a+ly-llX)] into (2.43) without the nonlinear and 
forcing terms) 
31 2 OJ=Ak-e--, (3.13) 
k 
and the group velocity (cgX ' cgy ) now becomes 
2 31 2 61 (cgx,cgy )=(A-3k + e '-k)' (3.14) 
Obviously, the aforementioned arguments to KPII equation also apply to KPI. And 
furthermore, another important point is raised here, i.e., the short waves (large k) will 
go left but the long waves (small k) go right. So in this case, for the same 
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consideration as aforementioned. the integral in (3.1b) should be done from -00 to x 
(such that no long wave at - 00 ). This issue shall be addressed again in chapter 5. 
3.2 The pseudo-spectral method for the Euler equations 
We use a high efficient spectral collocation method (Boyd (1989), Canuto et al. 
(1988» to solve the equations (2.4) and (2.5) with boundary and initial conditions 
(2.6)-(2.7). A Fourier series is used to expand the solutions in the horizontal direction 
(x), and Chebyshev series in the vertical direction (z). In the following, we shall give a 
very brief introduction to the method. For a general evolution equation which can be 
written as 
du 
a;=J(u) (3.15) 
where u(x,z,t) is the solution and J(u)is an operator which contains all the spatial 
derivatives of u (linear or nonlinear). The approximate solution is assumed as follows 
NI2 M 
u(x,z,t) = L Lakl (t)eikXT, (z) , (3.16) 
k=-N 12/=0 
where T, (z) is a Chebyshev polynomials defined on [-1,1] as below 
Tk(x) = cos(kcos-I x), k = 0,1, .... (3.17) 
The expansion coefficients ak/(t) are obtained by the method of weighted residual as 
follow 
(3.18) 
where the test function lfI/z) = o(z - Zj)' j = 1, ... ,M -1 is the shifted Dirac delta 
function. The collocation points Zj may have many choices, and here we use the most 
commonly-used points 
Zj =cos~, j=I, ... ,M-l (3.19) 
This choice of Chebyshev polynomials and collocation in the vertical direction assure 
that the discrete Chebyshev expansion can be computed using the similar Fast method 
as FFT. Substituting equation (3.16) to equation (3.18), we can get a set of ordinary 
differential equations for the coefficients akl (t) , which is solved numerically subject 
to the initial conditions. In our computations, 512 or 768 points are used in the x-
direction and 64 points in the vertical direction in a computation domain 
[O,lOODJ x [O,DJ or [0,150DJ x [O,DJ. As done to the simulation of feKdV/fKP 
equations, an absorbing sponge layer is added at both horizontal boundaries of the 
computational domain, covering about Yzo of the computational domain on each side 
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to avoid the disturbance being reflected at the boundaries. To include the effect of 
bottom topography, Eqs. (2.4) and (2.5) are solved in a sigma coordinates (X, Z) (i.e. 
terrain-following coordinates) as below 
X =x, Z = z 
-D+h(x) (3.20) 
With the sigma transformation to Eqs. (2.4) and (2.5), we have 
am am am am 
-+U-+u-+w-+ dt ax ax (}z 
az az az am aa az aa ' (U-+u-+ w-)- = -(-+---) ax ax (}z az ax dx az 
(3.21a) 
aa aa aa aa az az azaa 2 
dt +U dx +u dx +w (}z +(U dx +u dx +wa;) az = w·N , (3.21b) 
m = V21j/ '" a
2
1j/ + a
2
1j/ (az )2 
ax2 ax2 az (3.22) 
Where 
az 
ax 
z ah az _ 1 
(-D+h(x»2 ax'az-- -D+h(x) -= 
Note that, in (3.22), some higher-order small terms have been omitted. The sigma 
transformation is very important to simulate a flow over bottom topography, because 
it can reduce computer memory significantly and make programming simpler. 
A low-storage version of third- or forth- order Runge-Kutta schemes presented by 
Canuto et al. (1988) is used to time-discretisize the equations (3.21). The elliptic 
equation (3.22) is solved using an iterative technique based on a direct method (see 
Canuto et al. (1988) for more details). Since sigma transformation is used, the direct 
method is only approximate, and iterations are introduced to refine the solution. In our 
computations the drag coefficient is also calculated which is a very important quantity 
to understand the generation of solitary waves (it is a particularly crucial parameter on 
ship dynamics). Some more details on the implementation of the method can be found 
in the paper by Rottman et al. (1996). The high efficiency of this pseudo-spectral 
method has been demonstrated by Rottman, Broutman & Grimshaw (1996) and 
Aigner & Grimshaw (1999). 
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Chapter 4 
Numerical Experiments I 
The mathematical models and numerical schemes have been introduced in 
Chapters 2 and 3. This chapter and next comprise of the main work of the thesis. We 
will first present the numerical results of two-dimensional weakly nonlinear theory, 
i.e. the numerical results of the feKdVequation for two types of two-layer fluids (i.e. 
normal two-layer fluid, and critical two-layer fluid) flow over step-like bottom 
obstacles; in section 2 we shall present the comparisons with the results of fully two-
dimensional nonlinear Euler equations for the same two-layer fluid system. The main 
interest in section I and 2 is to examine the differences between the solitary waves 
generated by a positive and negative obstacle. Then we, in section 3, study the solitary 
wave generation and propagation for a stratified flow over a three-dimensional bottom 
obstacle using the standard forced KP equation. The comparisons are carried out with 
the results of the corresponding two-dimensional problems. The main concern in 
section 3 is paid on the two-dimensionalization of upstream solitary waves and to 
investigate the effect of aspect ratio of the obstacle on the wave generation. In the 
final section (section 4) of this chapter, we investigate the wave system for a flow 
over a slightly more complex bottom obstacle using the standard forced KP equation 
again, and compare qualitatively with the results of linear hydrostatic theory. 
4.1 Numerical results of feKdV for flows over steps and an obstacles 
The governing equation used in this section is (2.32). To simplify the calculations 
of the coefficients of Eqs. (2.25) and (2.27), we assume such an ideal two-layer fluid 
system as the density Po(z) is given by 
I 1 Po(z)=-(p, +p,)--(p, +p,)B(z+h,) 2 2 (4.1) 
where p, (= Po (0» and p, (= Po (-D) ) are the densities at the upper and lower part 
of fluids; h, and h, (=D-h,) are the depths of the upper and lower layers, and B is the 
Heaviside step function. Therefore, the coefficients (with n=l) become 
3 p,h; - p,h,' 1 
2 p,h, + p,h, ~h, 
, 3 p,h; + p,hi 1 '5 p,h; + p,h,' 1 ~ = , ,+ ~ - a, !....!...:L--'--''-:-'-
p,h, + p,h, h, h, p,h, + p,h, h,h, 
28 
(4.2a) 
(4.2b) 
(4.2c) 
(4.2d) 
In the present simulation two lower depths are adopted, i.e. h2 = 0.35 for ordinary 
two-layer fluid or h2 = 0.5 for critical two-layer fluid system (noting D is rescaled to 
1 through our simulations). The latter choice of lower layer depth secures the 
coefficient of quadratic nonlinear term is much smaller than that of cubic nonlinear 
term. So far, we obtain all the coefficients as below 
a, = 2.1258D-', a; = 8.1 643D-2 
for the ordinary two-layer system, and 
G, =O.l5D-', a; = 11.2613D-2 
a2 = 0.0417D2, a, = 0.2625 
(4.3) 
(4.4) 
for the critical two-layer system. From the coefficients in (4.3) and (4.4), it looks that 
the nonlinearity in the critical case is weaker than that in ordinary two-layer system 
unless the disturbance becomes so strong that cubic nonlinear term dominates the 
quadratic nonlinear term. 
A two dimensional symmetric and slowly varying bottom topography, as a forcing 
for wave generation, can be viewed as a combination of fore and aft parts. For a 
positive obstacle, the fore part is a forward step and the aft part is a backward step. On 
the other hand, the fore part a backward step, the aft part a forward step for a negative 
obstacle. A sketch of positive/negative obstacles and the combination of forward and 
backward steps is shown in Fig. 4.1. It is worthy to note that two forward steps (b) 
and (t), and backward steps (c) and (e) are of different depth. Though, it makes no 
difference in the weakly nonlinear theory. However, it does for the numerical results 
of fully non linear Euler equations. 
Dj oI L I 
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ID I ° 
(c) (f) 
Figure 4.1 A sketch of obstacles: (a) positive obstacle with height of h and width L; 
(d) negative topography; (b, t) forward step 1 and 2; (c, e) backward step 1 and 2 
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A tanh profile of the obstacle is assumed in the present simulation, which is 
defined as below 
(X· h· (1 + tanh(h" . (x - XI))' h(x) = ± X· h· (1- tanh(h" . (x - x,))), 
for a positive/negative obstacle, 
h(x) = X· h· (1 + tanh(h" . (x-xc))) 
for a forward step and 
h(x) = X·h.(1-tanh(h" . (x-xc))) 
x < (XI + x,)/2 
x> (XI + x,)/2 
(4.Sa) 
(4.Sb) 
(4.Sc) 
for a backward step, where the length of the obstacle is 2L = x, - x" and h" 
measures the slope of the obstacle, and its reciprocal can be viewed as the length scale 
of the obstacle (but the length 2L is also important in a flow over a negative obstacle 
as shown later). Given a particular obstacle shape, there are three non-dimensional 
parameters that define this problem: 
~ K Pr 
D'D' (4.6) 
where Pr is the Froude number (The ratio of the mean fluid speed to the phase 
velocity of the internal gravity wave). In this study, we focus on small values of cf D, 
moderate values of X'/ D (which secures that the hydrostatic approximation is valid 
and we can analyse separately the phenomena of stratified flow over a forward and 
backward steps). The length of computation domain is 640 (please note only a quarter 
of computation domain is shown) and 3841 grid points are used, The scaled time 
step( tU / D) is O.OOS, and we usually run our simulations for long times up to 
tU / D=100. 
Our numerical simulation covers a range of forcing strength and Froude number 
with qualitatively different results. Fig. 4.2 shows the results of an ordinary two-layer 
fluid flow over various obstacles with parameters: h = 0.1 hrl = 4 (h" is such chosen 
that the obstacle is approximately equal to setting L=2 in a cosine function of obstacle 
used by Zhang & Chwang (200 I» and Pr = 1.0. It is shown that, first, the solution 
over positive obstacle shows monotonic bore evolving upstream with a nearly flat 
depression followed by a trailing wavetrain (monotonic bore is one of typical features 
of feKdV equation, whilst, a solitary wave train is typical in fKdV equation in a 
resonant case); on the contrary, the wave system over a negative obstacle shows no 
upstream disturbances, but shows a much more complicated wavetrain downstream of 
the obstacle, i.e. a higher elevation with two depression before and behind it, which is 
followed by modulated wave trains. The elevation is on the very downstream of the 
negative forcing region and becomes longer very slowly as the time goes. Second, a 
forward step generates both upstream and downstream disturbances, but the upstream 
monotonic bore is much more conspicuous than the lee waves downstream the step 
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and is nea rly exact the same to tha t of the flow over a pos iti ve obstacle; however, a 
backward step onl y generates an fl at depressed region fo llowed by a cnoida l 
wavetra in in th e downstream. These phenomena a re qualitati ve ly in agreement with 
those by Zhang & Chwang (200 1) in a water wave p roblem. Particularl y, fro m the 
numerica l resu It , the amplitude of the monotonic i 0.26 which i in exce llent 
agreement with the theoreti ca l va lue 0.26 ca lcula ted from formula (2.3 1) and (4 .3) 
though the monotoni c bore so lution (2.30) is the so lution of homogeneous fo nn o f 
(2.26). As far as the propagation speed of the bore is concerned, the numeri cal result 
(it i about 0.08) appears larger than the exact va lue 0.04, which is probably due to the 
existence of the forcing. The d ifferences between the waves of a flow over a pos iti ve 
ob tacle and negati ve one can be explained as fo llow: fo r a fl ow over a positive 
obstac le, the waves generated by its fore part (a forward step) propagate upstream and 
those by the aft part (a backward step) propaga te down tream separate ly, so no 
interaction occur. Accordingly, the up tream waves o f the fl ow over a pos iti ve 
obstacle are dominated by its fore part while the downstream waves are mainly 
dominated by its aft part. For a negative ob tacle, however, the wave genera ted by it 
fore part (a backward step) move down Iream and tho e by aft part (a forward step) 
propagate upstream. These two wave systems in te ract in the negative fo rcing region 
causing a quite di ffe rent resul tant waves as shown in Fig. 4.2c. In thi s resonant case, 
the monotonic bore generated by its aft part would propagate upstream and encounter 
th e downstream-propagating waves rad iating from its fore part, and it fina ll y evo lve 
to a trapped eleva tion as shown in Fig. 4.2c (which is further confirmed by the results 
up to IU/ D=200(not shown here) and the nume ri ca l results of Euler equations as 
shown in Fig. 4. 17). 
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Figure 4.2 Wave system generated by diffe rent obstac les wi th h = 0. 1 and Fr = 1.0 
in an ordinary two-layer fluid . (a, c) positi ve/negati ve ob tacle with length 2L = 5.0 , 
Cb) forward step, (d) backward step 
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Figure 4.3 Wave systems in an ordinary two- layer fluid over obstacles with h = 0.1 at 
Pr = 0.6. (a, c) positi ve/negative obstacle with length 2L = 5.0, (b) forward s tep 
(d) backward step 
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Figure 4.4 Wave systems in an ordinary two- layer fluid over obstacles wi th h = 0.1 at 
Pr = 0.. (a, e) positive/negative obstac le with length 2L = 5.0, (b) forward step 
(d) backward tep 
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Figure 4.5 Wave systems in an ordinary two-layer fluid over obstacles w i th h = 0_1 at 
Pr = 0.9. (a, c) positi ve/negative obstac le with length 2L = 5.0, Cb) forward step 
(d) backward step 
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Figu re 4.6 Wave system s in an ord inary two- layer fluid over obstac les with h = 0_1 at 
Pr = 1. 1 (a, c) positi ve/negative obstac le with length 2L = 5.0, (b) forward step (d) 
backward step 
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Figure 4.7 Wave systems in an o rdinary two- layer fluid over obstac les with h = 0. 1 at 
Pr = 1.2 (a, c) positive/negative obstacle w ith length 2L = 5.0 , (b) forward step (d) 
backward step 
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Figure 4.8 Wave sy terns in an ordinary two-layer fluid over obstacles with h = 0.1 at 
Fr = lA (a, c) pos itive/negative obstac le w ith length 2L = 5.0, (b) fo rwa rd step Cd) 
backward step 
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Figure 4.9 Wave system in an o rdinary I:\vo-Iayer fluid over obstac les with h = 0. 1 at 
Fr = 2.0 (a, c) positive/negative obstacle with length 2L = 5.0, (b) fOlward step (d) 
backward step 
To investi gate dependence of the Froude number on the wave systems generated 
by an ordinary two- layer fluid over step- like obstacles, the numeri cal re ult offeKdV 
for Fr = 0.6, 0.8, 0.9, 1. 1,1.2, lA and 2.0 are hown in Fig '. 4.3-4.9 respecti vely. 
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With the increase of Froude number, the so luti ons cover subcriti ca l, transcritica l, and 
supercritical region . 
From Fig. 4.3 which shows the resul ts for Fr = 0.6, it is c learl y een that the 
waves are quite weak. The waves genera ted by a forward step are nearly the ame 
with those by a backward step except a negative sign , while the waves by a negative 
step are evidently a simple combination of those by its fore part and aft part, and the 
wave by a posi ti ve obstacle ( ee Fig. 4.3a) are a bit confu ing si nce no lee wave are 
observed downstream the ob tacle, but the result for Fr z 0.6 and the resu lts over 
different obstacles with s lightly different length show the ex istence of Ice waves and 
the resultant waves are a Lm ost the s imple combination of those by its fore part and aft 
part, so the resul ts shown in Fig. 4.3a is probab ly due to incident cance llation. So it 
can be inferred that, in this case, the nonlinear lity is weak and two non linear terms in 
the feKdV equation can be ignored. For Fr = 0.8 and 0.9 (as shown in Figs. 4.4 and 
4.5) the result are quite similar. The upstream waves generated by positi ve obstacles 
appear as undu lar bores which are the same with those by forward steps, while the 
downstream waves look very c lose to those by backward steps with some modu lation 
from wave by forward steps. For negati ve teps, the waves for Fr = 0.8 and 0.9 are 
quite different, i.e. , the upstream-propagating undular bore generated by it aft part 
( ee Figs 4.4e) overcomes the effect from its fore part, and finally propagate upstream 
the negati ve forcing region for F,. = 0.8, but seems trapped just behind the negati ve 
forc ing region for Fr = 0.9 (cf. Fig. 4.5c) like the results for F,. = 1.0 . When the fl ow 
is very close to the resonant condition, an upstream-propagating monotonic bore is 
typ ical in this case of fl ow over a forward step o r a posi ti ve obstac le. Typica l results 
have been hown in Fig. 4.2. and the agreement for the amplitude of the monotonic 
bore between our numerica l result and the exact so lution (2.30) is exce llent while the 
propagation speed of the bore is larger than the theoretical value. When F,. ~ 1.1 (e.g. 
F,. = 1. 1, 1.2 and 1.4 as shown in Figs. 4.6-4.8), the main features of an ordinary two-
layer fluid flow over bottom obstacles are the same, i.e. no upstream wave is 
generated for all four different ob tacles; th e e leva tion downstream of the nega ti ve 
obstacles are a ll swept down tream. Of course, there ex i ·t some diffe rences, e .g. the 
lee waves down tream the ob tacle become smaller with the increase of the Froude 
number; while the downstream-sweeping speed of the e levation becomes larger wi th 
the increase of Froude number. Finally, for Fr = 2.0 , the waves become much weaker 
aga in, and a steady state is achieved over the obstac le for all diffe rent obstac les; 
Besides, the wave sys tem generated by a positi ve/negati ve obstac le is a simple 
combination of those by its corresponding fore and aft part. 
The main feat1ll'es of our numerica l results for the case of an ordinary two-layer 
fluid fl ow over different obstacles can be summarised as below: first, in the 
transcritical region, the upstream-propagating waves generated by a forward step is 
much more con piCUOllS than downstream-propagating ones, whi le the downstream-
advancing waves dominate for flow over a backward step. Second, for the flow over a 
po iti ve ob tac le, the upstream wave can be e ither an undu lar bore (for instance, 
Fr=0.8, 0.9), a monotonic bore (Fr=0.95 1.0, 1.05) with the increase of the Froude 
number, and no upstream wave i radiated from the obstac le when Fr > 1.1; The 
upstream waves are dominated by tho e generated by its fore part (a forwa rd tep) and 
the downstream waves are main ly dominated by tho 'e generated by it aft part with 
ome effect from the fore part; a steady so lution is obtained over the obstac le when 
flow is sub- critica l (e.g. Fr = 0.6) or super- cri tica l (e.g. Fr=2 .0 ). Third, for the 
flow over a negati ve obstacle, the disturbances generated by aft part I ropagate 
upstream, while the waves generated by its fo re part propaga te downstream, so they 
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will meet and interact non linea rly with each other and fin all y propagate upstream of 
the negati ve forci ng region when Froude number is small ( see Fig. 4 .4), or are 
trapped by the negati ve obstac le when Froude number is close to I, or are forced to 
propagate downstream when Froude number is large r than 1.1. It can be inferred from 
our nume rica l resul ts that the wave system by a pos iti ve ob tac1e can be we ll 
de cribed by the imple combination of those by it fore and aft parts ( it i noted here 
that the locations of the fo rvvard and backward lep are separated) fo r a ll Froude 
numbers con idered, but the imple combination rule can onl y be applied for a 
negati ve obstac le when the flow i in sub- or super criti ca l conditions. 
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Figure 4 . 10 Wave systems in a criti ca l two- layer fluid flow over ob tac les wi th 
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Figure 4. 12 Wave systems in a c ri tica l two- layer fluid fl ow over obstac les w ith 
h = 0. 1 and Fr = 1.0 (a, c) posi ti ve/nega ti ve ob tac le with length 2L = 5.0 , Cb) 
forward tep (d) back ward tep 
Now we will investigate the wave system in a critica l two layer flu id flow over 
different step-like obstac les at differcnt Froude number . The dependence of Froude 
number on the main features of the wave system i generall y the same to those in an 
ordinary two-layer system, so we will no t show the results fo r all Froude numbers 
ca lculated . The numerica l results for Fr = O. , 0.9 and 1.0 are shown in Figs. 4. 10-
4. 12 respecti ve ly. It is c lea rl y seen that the amplitudes of waves a re much sma ller 
than those in ordinary two layer fluid , w hich is rea o nab le s ince the interface is 
fa rthe r to the bottom obstacle in crit ica l two laye r system than that in ordinary two 
layer ystem. The main di fference between the wave in a critica l and an ordinary 
two- layer systems is that no upstream di sturbance i generated in the case of exact 
resonance (it is sti ll the case when run up to IU = 200 ), however, a monoto nic bore is 
D 
clearly seen in the ordinary two-layer sys tem. which can be easi ly explained by the 
exact o lu tion (2.3 1) and (4.4), since the amplitude of the monotonic bore (ca lcu lated 
from (4.4» in this case is as small a 0.01 and the peed is as Iowa 1.5 x 10 . In 
addition, the re ex ist some other minor diffe rences be tween the e two two- layer fluid 
fl ows over bottom topographie, e.g., mo notonic bore-li ke upstream waves are 
obse rved fo r a critica l two- layer fluid flow over a forward step, while undular bores 
are c lea rl y seen in an ordinary two- layer fluid for Fr = 0.8 and 0.9. The most 
interesting feature in thi s ca e i that the so lu tions are nea rly the same for flow over a 
forward step/a po iti ve obstacle and a back\ ard step/a negative ob tacle except a sign 
for a ll Froude numbers. This is due to the coefficient of a, in equati on (2.26) is 0 
small that the contributions of thi term ean be reasonab ly ignored. It is c learl y seen 
that - A(x, t ) is exactly the so lutio n of equation (2.26) w ith negati ve forcing if A(x,I) 
i the solution of (2 .26) w ith pos iti ve forc ing if a, is set to be zero. So it is clearl y 
een that the cub ic non linear term plays a criti ca l role in a criti ca l two-layer fluid 
system. Another obvious feature in this case is that the wave system by a bo ttom 
obstac le i almost the s imple combination o f those by its fore and aft part regard le s 
of the polarity of the obstac le wh ile in an ordina ry two- layer fluid , the upstream 
waves by a pos iti ve obstac le are nea rl y unaffected by it aft part near re onance. 
Nex t, the effect of forc ing strength on the properti e of the wave system by an 
bottom topograph y is also inve ti ga ted. Fig. 4.1 3 shows the numeri ca l so lutions of 
feKdV in a c riti ca l two-layer fluid over obstac les of different forc ing stTength 
( h = 0.05, 0. 15) at different Froude numbers, w hile shown in Fig. 4 . 14 is th e 
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numerica l results in an ordinary two- layer fluid over ob tacle of different forcing 
strength (h = 0.05, 0.15) at different Froude numbers. From Figs. 4.13 and 4. 14, we 
can see that the speed of upstream-adva ncing waves are a lmost independent of the 
forcing s trength when upstream waves are genera ted, but they can appear in a 
different style, e.g., it can appear as a modulated wavetrain when h = 0.05 (see Figs. 
4. 13a ), an undular bore when h = 0.1 , or a monotonic bore h = 0. 15 (see Fig. 4.13d) 
with the increase of the forcing strength. It i very interesting to note that the 
monotonic bores in an ordinary two- layer fluid over different forcings are of the same 
am plitlJde at exact resonance (see Figs. 4.2a, 4.14 b and e). I1 can a lso be een that a 
stronger forcing, a s tronger so lution and a wider resonant region . 
The effect of the length (2L) of the obstacle (the distance be tween it fore and aft 
parts) on the wave system has also been briefly studied, but we shal l not how the 
resul ts here. Generally speaking, the main features of wave ystems generated by 
po iti ve ob tacles are unaffected by the length of the obstacle while they are strongly 
affected by the distance of the obstac le for the fl ows over negative ob tacles. 
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Figure 4 . 14 Waves generated by an I os itivc obstac le in a ord inary two-layer ystem 
wi th 2L=S (a) h=0.OS,Fr=0.8, (b) h=O.OS, Fr= I.O, (c) II=O.OS, Fr= I.I ,(d) 
It = O. IS, Fr = 0.8 , (e) h = O. IS, Fr = I .0, (r) h = 0.15, Fr = 1.1 
4.2 The comparison with results of of the Fully nonlinear 2-D Euler equations 
To validate th e app licability o f weakl y nonlinear theory, we now turn attention to 
the numeri ca l results o f full y nonlinea r Euler equati ons. The gove rning equations and 
corresponding in iti al and boundary conditions are Eqs. (2 .4)-(2.7) as shown in 
Chapter 2. It is customary to use continuous dens ity distribution rather than exact 
Heaviside step function as in Eq. (4. 1), and in the pre ent study, the density 
distribution is defined as 
Po(z) = ~ (P, + p, ) -k(PI + pz)' tanh[h,2 ' (z+ h,) / D 1 (4.7) 
where h" measures the sharpness of density jump between upper and lower la yer 
(11'2=4 ). The shape of the topography is the same as given in (4 .5). To investigate 
eparate ly the effect of a forwa rd step and a backward step on the gene ration of the 
intern a l waves, two lengths o f obstacle are used , i.e. 2L = 4S, Sand non-dimen iona l 
time up to 100 unless spec ified e lsewhere for comparisons. It is intere ting to point 
out here that we need to differentiate forward-Ibackwa rd- steps I and 2 when we 
numerica ll y simulate the Eu ler equation , e.g. from Fi g. 4 . 15, which shows the time 
deve lopment of wave systems in a critica l two- layer fluid ove r a long 
pos iti ve/negati ve obstacle at Fr = 0.8 , it is clearly seen that the upstream wave is a 
monotoni c-like bore for the forward step I while an undular bore for the forward tep 
2; on the other hand, a nega ti ve monotonic- like bore (which i nearl y the same to that 
generated by the forward step I except a ign) i generated upstream the backward 
step 2, wherea , no upstream wave rad iates ou t from the backward step I. We shall 
not present many pictures from the numerica l results of Euler equati ons ' ince the 
agreement with the result of feKdV is quite good near resonant region, un less the 
speed and amplitude of the waves are smal ler than those obtai ned from feKdV 
equation, which i partly due to the assumption of continuous density di trib ution in 
numerica l simu lation of Euler equation . To how the genera l agreement between two 
re ults and to see more clearly the refined d ifferences, the contour plot of stream 
functi o ns and the time development of co rresponding drag coeffi cients w ith po iti ve 
/negative forcing are shown in Fig 4. 16, 4. 17 and 4. 18 for the ca e of an ordinary 
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two-layer fluid at Fr = 0.8, 1.0, 1.2 respecti ve ly. It is seen from Fig. 4 . 16 that the 
undulation in thc case of a pos iti ve forcing i weakcr than that from weak ly non linea r 
theory, and the drag coeffi c ient oscillates very little from its average va lue; while for a 
negati ve forcin g, the upstream wave appear as a w idc so litary wave, which is 
generated in a longer period, and the drag coe ffi cient osc illates about zero 
periodica ll y; these detai ls are quite different from tho e of weak ly non linear theory 
(please compare Fig. 4 . 16 and Fig. 4.4a,c) . Our numeri ca l result show that the 
agreement between the re ults of Eule r equations and the wea kly nonlinear theory is 
good near re 'onant regime, and it is exce llent palticularly when Fr = 1.0 and over (cf. 
Figs. 4 . 17 and 4 . 18 and compared to Fig. 4.2, 4 .7}; for examples, the monotonic bore 
is c lea rly seen in the numerica l so lution of Euler equati on in an ordinary two-layer 
fluid ; the amplitude and the speed of the bore are 0.2 1 and 0.05 respectively, which is 
also in excellent agreement w ith those of weak ly non linea r theory; whi le no upstream 
disturbance is seen in a criti ca l two-laye r fluid at exact resonance, which well 
confirm the result of weak ly nonlinear theory. Besidcs, the trapping of the e levati on 
and the very low e longation of the e levati on only in the downstream direction in the 
case of flow over a negati ve obsulc le when Fr = 1.0 is a l 0 we ll confirmed by the 
results of Euler equati ons. From Fig. 4 .19, which hows the result fo r the case o f a 
criti ca l two- layer fluid over an obstac le at Fr = O. , the mai n difference from the 
weakly nonlinca r theory i that the wave systems o f fl ow ove r a positi ve ob tacle a re 
evidently not the ame w ith thosc over a negative obstacle ofa negati ve sign as hown 
in weak ly nonlinear theory (see Fig 4. 10). It is c lea rly een from Fig. 4 . 19 that, for 
flow over a positive obstac le, the upstream wave is a lmost the same with the wave 
generated by forward-step I (as shown in Fig. 4. 15a ) with no effect from the 
backward-step, which does not agree with the results of the weakly non linea r theory 
as shown in 4.IOa; and the wave systems generated by a negati ve obstacle are a 
combination of tho e by it fore and aft parts, and arc in agreement with the weakl y 
nonlinear theory. 
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Figure 4.16. The upper plot show the time development of streamfunction (a t=25, b 
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and a negative obstacle (ri ght) fo r Fr = 0.8; the lower plots show the corresponding 
drag coefficients. 
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and a negati ve obstacle (right) for Pr = 1.0 ; the lower plots show the corresponding 
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Figure 4_19_ The upper plots show the time development of stream functi o n (a F25, b 
F 50, c F 75, d F I 00) for a critical two-laye r fluid past a pos iti ve obstacle ( left) and a 
negati ve obstacle (right) for Fr =0.8; the lower plots show the corresponding drag 
coeffi c ients. 
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4.3 3-D waves generated by flow over bottom topographies and the compad son 
with the corresponding 2-D problems 
The mathematica l model and numerica l schemes described in chapters 2 and 3 are 
applied to investigate the non linear so litary waves generated by a symmetri c three-
dimen ional bottom topography in a channel of finite depth and width in thi s secti on. 
The main purpo e is to study the effect o f the aspect ratio of the bottom topography 
on the two-dimensionali zation of the upstream wave . For convenience, the governing 
equations and boundary conditi ons are rewritten here 
(A, - I"A, + 6 AA , + A,~,), + 3A,~, = - H ,.,(x,y,/) , A(x,O) = O. (4.8) 
The three-d imensional ob tacle is defined by 
H(X,y' /)= ~O [ I +COS(:)l~ [I -tanh [2(Y - b)] for I x l ~a (4 .9) 
and 
H(x, y , /)=O fo r I _~>a (4. 10) 
where Ho = ± I measures the forci ng strength of a positi ve/nega ti ve obstac le, and a 
and b are half length and half width of the obsulcle respecti ve ly. 
The boundary condi tions are 
A=A, =A~, = O at x=O, L, 
A, = 0 at y= O, Ly 
(4. 1 I) 
It should be mentioned here the computation is onl y ca rried out in the pos itive-y half 
o f the fluid domain due to symmetry. 
Be fore proceeding to the deta il of the computati ona l domain, we would li ke to 
de fin e a channel-width averaged wave amplitude as 
- I L A =-[0' A(x, y ,/)dy, (4 .12) 
L" 
It is stra ightforward to obta in an equation fo r A from (4.8) as below 
A,- M , +3A",'+A, . .., =-H.(x, /) - : (LL, A'2dY), A (x,O) = 0. 
" , 
(4. 13a) 
where H (x, /) = 2~), [ I +co{:)], while the di sturbance fi e ld (A' = A - A) to the 
mean one is governed by 
(A; - ~,< + 6(AA,) , + A:"' ), + 3 A;". = - H;,(x,y, /), A'(x,O) = O. (4 .13b) 
Where H'(x,y , /) = H I + cos(: J} h[1 - tanh[2(y - b)]-:J ,Ixl ~ a . (4 .13a) can 
be further reduced to a forced Kd V equation with modified forc ing strength as below 
A,- M , +3(A ' ), +A .... , =-H ,(x,i), A(x,O) =0. (4 . 14) 
when the wave ystem is perfect ly two-dimensional, i.e. A is independent of the 
variable y , and then A' '" O. (4 .14) is ca lled the eo rre ponding two-dimensiona l 
problem. We note from (4.13a) and (4.14) that the channel-width averaged wave fi e ld 
is governed by the same equation as that for the corresponding two-dimensional 
problem, bu t with the additional fo rc ing te rm on the ri ght-hand side of (4.13a). Thu , 
the three-dimensional effect only provides an add itional forcing term fo r the channel-
49 
width averaged wave fi e ld , and the 
Toma son & Melville (1991 ), can be 
equal to 
I rl., " H""ix,l) =L: Jo A (x,y, l )dy 
,. 
additiona l forcing term, as poin ted out by 
interp reted a an equi va lent bottom obstac le 
(4 . 15) 
Obvious ly, thi s equi va lent bottom obstac le H""" i unsteady and is expected to be 
dependent w ith the channe l width . From (4.1 3b), it i interesting to note that this i a 
linear equation , i.e., the three-dimen ional perturbation wave fi e ld is gove rned by a 
linear equati on. 
The main purpose o f this part of the study is to inves tigate the effect of the aspect-
ratio of the obs tacle (wi th fi xed channel width) on the generation of so li tary waves, 
pa rticularl y on the two-dimensionalizati o n of upstream-ad vanci ng wave near the 
resonant region in an intermed iate wide channel(our numerical s imulation are mostl y 
ca rri ed out with ll. = 0). The computation domain in most of our calculation i 
[0 160]x [0 40] ( i. e., Lx = 160 and L" = 40 in (4 . II ». The choice of L,. = 40 is to 
secure the two-dimensiona l so litary wavc are generated upstream the bottom 
topograp hy within the time simulated in most ca es. Uniform grid are adopted in 
both direction and the longitudina l and transver e grid in most of the com putations 
are 641 and 8 1 respecti ve ly, unless o therw ise stated. Note that the mesh s ize in the 
tra nsverse directi on is large r than that in the longitudinal direction to reduce the 
contaminati on of the transve rse ly short waves as me ntioned be fore . The time step is 
sel to be 0.01 (the time step cou ld be 0 .02, or even as large as 0.04 w ith s imi lar 
results). In addition to this reso lution, computations have a lso been made for a highe r 
reso lution, but no meaningful differences be detected. Tab le I shows the cases for 
w hich numeri ca l simulations have bee n carried out. Note that the width of the channe l 
is fixed to 40 unless given elsewhere. 
Table I Combinations of a l L, and bl L,.; • with two dctuning parameters which wi ll be speci fied 
later. - L,=12inthi case. 
blL, 
1/20 1/8 114 Yz Y. 9/ 10 
118 X X X X X X 
Y. x* x' x' x' X· x· 
alLy 3/8 x X X X 
Yz X X X x 
5/8 x x x x 
y. x· x· x· x' 
15/16+ x x x x 
It is c lear that we have much more data than we can show in this the is. However, 
it is instructive to look at ome example first. Fig. 4 .20 shows the time deve lopmcnt 
of the wave amplitude generated by a bottom topography w ith pa rameters of 
aIL). = 1/8, blLy = 1/ 4 , L,, =40, L, = 160 and ll. =0, w hile Fig. 4 .2 1 i the 
corresponding contour plot of the wave ampl itudes. It is hown that in the in itia l 
period, the up tream waves a re c urved backwards. At around I = 10 , the far ends of 
the upstream waves has reached the sidewa ll and re fl ecti on i c lea rl y seen. Three 
precursor solitary-like waves have been generated at I = 10, and initia ll y the ir c rest 
50 
lines are very close to parabo las and the ide wa ll effect hasn' t taken effect. Afte r 
that, the upstream waves become graduall y traight-crested as time proceeds because 
the amplitude and propagation peed of the upstream wave is larger near the ide wa ll 
than in the centre-plane. Thi occurs because the waves are refl ected at the sidewa ll 
w ith re fl ected ones much weake r while the ang le of re fl ecti on is large r than the 
incident angle, and a third wave perpendicular to the wa ll appears, which i typ ically a 
Mach re fl ecti on. It is seen that the emis ion period and wave-length o f up tream 
waves increase with the time proceeds (note that onl y 4 up tream waves are secn at 
t=20 from Fi g. 4 .20). Furthe rmore, the upstream wave appears as an undular bore, and 
due to the interacti on of re flected waves w ith inc ident waves the upstrcam waves are 
quite three-dimensiona l (parti cularly the wave ystem near the side wall), and 
down tream of the obstacle, a round depression is formed and becomes longe r as time 
proceeds ( it eems in variant gradua lly), w hich is fo llowed by lee waves propagating 
oblique ly and being refl ected by the s idewa ll as we ll , and fina ll y fo nning a 
complicated system of waves. The lee waves in this three-dimensiona l case are 
comprised of both tran verse and di vergent Kelvi n- li ke waves (thi s is more evident 
with a more lender obstacle, not hown here). 
For flow over a longer obstac le w ith parameters a i L,. = 3/ 4 , blLy = 1/ 4. 
L" = 40 , Lx = 240 and t1 = 0 , the perspecti ve view and contour plot are hown in Fig. 
4 .22 and 4.23 re pecti ve ly. Evidently, the wave amplitude in thi s ca e is much sma ller 
than that in the preceding case due to longer length in the flow direction o f the 
obstacle, and then longer time to wave deve lopment in the in this case (so it i not so 
rea onab le to compare the results o f flow over two obstac les o f different length at the 
same time). The main features (such as the generati on of upstream undular bore and 
Mach refl ecti on at the side wa ll) are imilar to those in figure 4 .20 and 4 .2 1 w ith 
some minor exception , which are that ve ry few transverse and di ve rgent waves are 
found in the present case behind the ob tac le, and that the upstream waves are 
generated in a longer period than the fo rmer ca e. Morcover, the waves in the both 
upstream and downstream of the obstacle look more two-dimensional. 
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Figure ~ .20 Time development of solitary waves generated by a three-d imensional bottom topography 
with parameters: a I L)' = 1/ 8, bl L" = 1/4 and 6 = O. a t=5, b t= IO, c t= 15, d 1"=20 
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Figure 4.2 1 Contour plot of so litary waves ge nerated by a three-dimensional bottom topography wi th 
parame ters: aI L,. = 1/ 8 ,b I L, = 1/ 4 and 6 = 0 . at=5, b t= IO, et= 15. d t=2 0 
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Fi gure 4 .22 Time evolution of solitary waves generated by a longer three-dimensional bottom 
topography wi th parameters: a l L,. = 3 / 4 . b/l. , = 1/ 4 and l\ = 0 . (a) 1=5, (b) t=1 O. (c) 1= 15, (d) 1=20 
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Figure 4.23 Contour plot of solitary waves generated by a longer th ree-dimensional bottom topography 
wi th parameters: a / Ly = 3/ 4 . b / Ly = 1/ 4 and l\ = O. (a) t= 5, (b) 1=10, (c) 1=15, (d) t=20 
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Figure 4.24 Further time developmen t of solitary waves generated by the S<Ull C topography wi th the 
same parameters as in Fig. 4.20 (wi th two exceptions, the obstacle is located at x= 196, the computat ion 
domain is expanded 10 [0320]). a 1=25, b r-3 0, c r-3 5, d 1=40 
It should be noted that from Figs. 4.20 and 4.2 1 (and Fig 4.27) the amp litude of the 
up tream wave become malleI' as it p ropagate ', and the decay of the precur or 
so li ta ry wave (before the refl ection wave reache to the centre plane) agrees very 
we ll with previou results (which decay as r ' 3) in an unbounded channel by Li & 
Sclavounos (2002) (it is under tandable that in a wide channel the wave develop in a 
imilar way to the wave in a hori zonta ll y unbounded fluid). However, previou 
so lu ti ons of the weakly non li nea r equations (Erterkin et a l. ( 1986), Katsi & Akylas 
( 1987) and Tomasson & Melville ( 199 1» all how that upstream wave become 
straight crested across the channe l very soon and eventua lly have equal amplitudes 
that a re invariant with time in a re lati ve ly narrow channe l. In this case, even in the la t 
stage of the time evolution, the up tream wave develop three-d imensiona lly. This i 
because the channel is so wide (compared to the length and width of the obstacle) that 
the ti me required for two-dimensiona liza tion of the upstream wave is long compared 
the wave generation period. The further deve lopment (from t=25 to t=40) of the wave 
system by the same obstacle is shown in Fig. 4.24. At t=35 , the foremost nearly 
un iform (in the y-direction) so litary wave is c lea rly seen, and at t=40 two foremo t 
waves have become un iform, and have detached from the undular bore(which is a lso 
seen more c learly in Fig. 4.26a, which shows the time development (from t=25 to 
t=40) of the wave profil e at the middle plane in the sam e case as hown in Fi g. 4.24). 
Shown in Fig. 4.25 i the wave evolution of the ame obstacle in a narrower channe l 
( L" = 20 ). Compared to the Fig. 4 .20, the re flection occurs much ear li er than that in a 
wider channel, and the amplitude of the ups tream wave is larger than that in a wider 
channel (but the wave length and genera tion period at the ear ly tage of generation is 
nearl y not affected by the channe l width); A two-d imcn ional upstream solitary wave 
ha becn clearl y generated at t= 15, and two at t=20(il is c learl y seen from fi gure 4.26 
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b a well, which shows the time development or the wave profile at the middle plane 
in the same case as shown in Fig. 4.25». Behind the o li tary wave(s) an undular bore 
is generated as before. 
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Figure 4.25 Time evolution of solitary waves generated by a three-dimensional bottom topography in a 
narrowe r channe l wi Lh parameLers: a / Lv = 1/ 4 . b I L" = 112 and 6. = O. (a) L=5, (b) ,= I 0, (c) 
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Figure 4.26 cc capl ion on next page. 
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Figure 4.26 Wave profi le at the symmetry plane y=O generated by an obstacle wi th paral11eter. (a) 
a I L). = 118 , bl L)' = I I 4 and ~ = O. Cb) a I L" = I 14 , blL)' = 1/ 2 
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Figure 4.27 see captions on page next page 
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Figure 4.27 Wave pro fil e at y=O generated by a bottom topograp hy wi th 01 L" = 118 , and l'I = 0: (a) 
hlL,, = 1!20, (b) blL,, = 1/ 8. (c) h I L,, =1 / 4 , (d) hlLy = ll2, (c) bl L,, =3 / 4 , (I) 
b1L, =9110 
To see the effect of a peel ra tio of the obstacle on the wave generation, a hown 
in table 4.1 a lot of compu tations have been done. We show here several examples to 
he lp undet .. tand the underlying process. In Fig, 4.27, t.h e wave pro fil c at the symmetry 
centre-plane F O generated by a three-dim ensional obstac le (a I Ly = 1/ 8, L,,= 40 , 
Lx = 160 and I::. = 0) with different aspect-ratio: b l L ,,=0.05, 0.125, 0.25, 0.5 0.75, 0.9 
are shown. Fig. 4.28 shows the numerica l results of a longer obstac le (of the same 
amplitude a the ca e in Fig. 4,27) with parameters a I Ly = 3/4, Ly = 40 Lx = 240 
and 1::.= 0 ) at di ffe rent aspect-rati o: blL,,=0. 125, 0.25, 0.5 0.75. It i clearly een 
from fi gure 4.27 (a)-(d) that an undular bore radiates upstream when bl L,,=0 .05, 
0. 125, 0.25 and 0.5, and it appears that the amplitude and propagation speed decrease 
a they propagate upstream. Whil t a succession of so litary- li ke waves a re generated 
when b l L" is large (for example, b l L,>0.75) except fo r the contamination fro m the 
side wa ll refl ection. It is al 0 c learly shown that the larger the ratio of b l L,,, the 
large r the amplitudes of the waves and the large r upstream-propagation speed. From 
the perspecti ve view of the wave system (they are not shown here), the main 
properties of the wave system are the same as tho e shown in Figs. 4.20 and 4.2 1. 
(i ncluding the Mach re flection). Some more points a re noteworth y in the case of a 
longer obstac le (see Fig. 4.28). The upstream waves appear as an undular bore at any 
aspect-ratios up to t=20. Th is is because the bottom topography in th is case is longer, 
it takes a longer time to generate develop nonlinear upstream solitary- like wave , or, 
i.e. fo r the side wa ll effect such as Mach reflection, to reach (dominate) the channel 
centre. Bes ide, both the upstream and downstream waves are more two-dimensional 
t.h an those fo r a shorter bottom obstacle. 
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Figure 4 ,28 Wave profi le at F O generated by a bottom topography with {/ I L, = 3 / 4 , 
L,, =40 , L, =240 and 6=0 (a) b lL,, = 1/ 8. (b) blL , = 1/ 4 . (c) b lL,, =1 / 2 . (d) "' L" =3 / 4 
The effect o f channel width on the upstream wave has been the contcnt of severa l 
works (Mei ( 1986), Kat is & Akylas ( 1987), Pedersen ( 1988); Lee & Grimshaw 
( 1990) and Li & Sclavounos (2002» , Among them Lee & Grimshaw ( 1990) and Li & 
Sclavounos (2002) studied mainly the wave ystem in an unbounded channel, and 
they found two·dimensiona li zation doesn' t occur in an unbounded channel. It is clea r 
that when the channel width is small, the two- dimensiona li zation of the upstream 
wave occurs faster because the re fl ection of the up tream wave begins ooner. 
Comparing figures 4.20 and 4,25 where the bottom obstac le is ame, but the channe l 
width is di fferent, the wave generation period (or the number of wave peak on the 
undular bore) is independent of the channel width at least in the early tage of wave 
evolution. From 4,25 and 4,26b the fo remo t wave is a lready nearly exact two· 
dimensional at 1= 15 and the time required for the two·dimensiona lization of the 
upstream wave i comparable with the wa ve generation period; while fo r a wider 
channel, the foremost wave is still curved(see fi gure 4 ,20), until t=35 ( ec figures 4,24 
and 4,26a), and in this case, the time required fo r the two·dimen ·iona lization of the 
upstream wave is moderate ly larger than the wave generation peri od. Previous studies 
on water waves (e,g, Ertekin ( 1984), Ertekin & Qian ( 1989» show that, as the 
blockage coeffi cient (which is defined as C = _ S_, where S, W and D are the a rea 
2L"D 
of cross· 'ection of the obstacle, half width and the depth of the channel; blockage 
coefficient here is proportional to the rati o bl L,, ) increa es, the wave generation 
period decreases, This dependency i ' we ll confirmed here from fi gure 4,27, but not 
from fi gure 4,20 and 4.25 where bl L" = 1/4 and 1/2 respective ly, It shows that the 
blockage coeffic ient is not the o nly factor affectin g the generation peri od of upstream 
waves, The independency of the wave generation peri od on blockage coeffi cient as 
shown in fi gures 4.20 and 4,25 (the same obstac le in channels of different width) is 
attributed to the fact that the waves develop free ly as if they were in a horizonta ll y 
unbounded fluid at least until the fa r end o f the waves reaches the sidewall and is 
re flected trongly. It i expected that the blockage coefficient so le ly would determine 
the period of the upstream-advancing wave generation after the sidewall effect 
becomes prevailing and the upstream waves become two·dimensionaL ompar·ing 
numeri ca l results in th i study to the experiments of Ertekin et a l. ( 1984), the main 
diffe rence is the perfect two·d imensiona li ty in their experiment and truly three· 
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dimensionality in our study. The di ffe rence p robably comes from the fact that the 
ra tio of the channel width to the wave length o f the upstream o lita ry wave is much 
larger in thi s stud y. For example, in the study of Ertekin e t al. ( 1984), the ratio is 
generally less than 2. To show thi s, the wave profi le generated by an obstacle in a 
qu ite narrow channel and its co rresponding contour p lot are shown in Figs 4 .29 and 
4.30 with the parameters as be low a i L,. = 15116, bl L" = 114, L" = 12, Lx = 160 and 
/:, = O. This choice of the parameters is to compare it to the experimental results by 
Ertekin et a l. ( 1984). It is striking that perfect two dil11 en iona l so litary waves are 
generated upstream of the obstac le, and it agrees ve ry we ll with their experil11ental 
results qualitative ly. In this study, the rati o o f the channel width to the wave length of 
the upstream so li tar y wave i norl11ally la rger than 5, therefore, the chan ne l width is 
effecti vely larger and it takes a longer til11 e for the up tream waves to become two-
dimensional. 
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Figure 4.29 Time development of so li tary waves generated by a three-d imensional bottom topography 
wilh paramelers: a l L,. = 15/ 16 , bl Ly = 114 and /:, = O. a r-5. b r-10, C 1= 15. d 1= 20 
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Figure 4.30 The co rrespondi ng Contour plot to ligure 4 .29 (a) t=5 , (b) t= IO, (c) t=15 (d) t= 20 
To ee the e ffect of the strength, length of the obstac le and the channel width on 
the two-dimensionalization of up !ream waves more clearly, we re ca le (4 .8). With 
the fo llowing transformati on of independent and dependent variables 
A =UB, 1 = Tt' , x=Xx', y= Yy', H = FH' , (4. 16) 
(4.8) reads 
l... ( aB - .I..-tJ. aB + TU 6B aB +.I..- a)B)+ XT 3 a' B = _ TF a' H ' (4 .17) 
ax' ai' x' ax' x ax' Xl ax'l y' ay" ux ax" 
When we set 
U=X-', Y=X' , T = X l, F =X , tJ.'=XtJ. (4 . 18) 
(4 . 17), after dropp ing the prime, is exactly the same wi th (4.8). It means that the 
channel wid th Ly can be set arbitrari ly, e.g. L), = I , and then the only avai lable 
parameters are the obstac le width ratio ~ 
Ly 
the obstac le length ratio ~ and the 
L" 
obstac le height ratio Ho (where Ho is the amplitude of the forcing). Thus, e.g., if we 
L,. 
have resu lts for the parameters L", a , b , Gm and tJ. , this is exactl y the same as t.h ose 
for the parameters L:, = X -' L,. , a' = Xa , b' = X -' b , H;" = X ' H m and tJ.' = XtJ. fo r 
any X (provided that B = X -' A and 1'= X li are adopted re pective ly). It can be 
conc luded that two-d imensiona li zati on of the upstream waves wi ll eventua lly occur 
regard less of the channel w idth , forcing strcngth and pattern , however, the time to 
deve lop two dimensiona l wave depend strongly on the detail s of the ob t3cle and 
the channe l width from Eqs. (4 . 16)-(4. 18). 
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Figure 4.3 1 Profil e 0 (' solitary waves generated by an obstacle (with parameters a I L" = 1/ 4 . 
b I L,. = 1/8 • tl = 0) at t=20 in diITerent delUning parameters tl =-0.3062 , O. 0.6 124 and 2.0 . 
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Figure 4.32 contour plot or solitary waves generated by an obstacle (with parameters a I L" = 1/ 4 . 
bl L" = 1/ 8. tl = 0) at t=20 in different dClUning parameters tl =-0.3062, O. 0.6 124 and 2.0. 
To see the effect of the detuning parameter on the wave ystem, the results for 
different detuning parameters in the case of a I L,,= 1/ 4 . blL,,= 1/8 , L,. = 40. 
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L, = 160 at t=20 are shown in figures 4 .31 and 4.32. The choice of two detuning 
numbers t:. =-0.3062, 0.6 t24 is to make sure they are both in the resonant region of the 
corresponding two-dimensional problem. According to Grimshaw & Smith ( 1986), 
tbe resonant regIOn 1S- ti. S ti. S ti.+ (where ti. = - 0, ti.+ = 0), and that . . _ _ I ~12H b ~12H b 
2 Lx Lx 
is - 0.6 124SLfS 1.2248 in th is case (note that blL,. =0. 125 in thi case). When 
ti. = -0.3062 upstream-propagati on waves are weaker compared to those of ti. = 0.0, 
but the propagation speed is larger, while the generation period is shorter than those 
of ti. = 0.0; the downstream depression and following lee waves (both transverse and 
divergent lee waves are clear seen) are clearly seen in the case of both ti. = -0.3062 
and ti. = 0.0, but the amplitude of lee waves is larger than those of ti. = 0.0 . In the 
case of ti. = 0.6124, the generation of upstream waves are not much different (except 
for a slightly larger amplitude and a sharper profile) compared to the case of ti. = 0.0, 
whi le the downstream waves are quite different to those in the case of ti. = -0.3062 
and ti. = 0.0, and th i is mainly due to the interaction with the reflection waves from 
up tream. When the flow is supercritica l (delUning parameter .1=2), no upstream 
waves are generated and an elevation of fluid just above the topography is trailing 
obliquely downstream, and the angle with the mean flow, i.e. the negative y-direction 
becomes larger when the time proceeds due to Mach reflection at the side wa ll , that 
means thi s e levation of fluid wi ll finally becomes perpendicular to the mean flow. 
Mach-like reflection is clearly een in thi case, however, the amplitude of reflected 
wave is now comparable to that of incident wave, which is different from the case 
near resonance. Note that in Hanazaki (1994) the reflection in the supercritical case i 
a normal one, from their numerical results of Navier-Stokes equations. This is not true 
here. The disagreement might be due to fKP may not be a good evolution equation in 
thi s case. As to the downstream-propagating waves, a depression is formed just 
behind the obstacle and a reflected waves (from the oblique elevation of the fluid) are 
clearly seen. Again, the present results don't agree with Hanazaki' s result ( neither 
with those by Ma & Tullin (1993)). 
Next we investigate the app li cability of fKdV equat ion (4.1 4) with modified 
forcing, i.e. in which case the wave system (particularly the upstream wave) generated 
by a three-dimens ional obstacle is we ll governed by the corresponding two 
dimensional problem. To thi s end , many case of different aspect-ratio of the bottom 
obstacle have been carried out. Figs. 4.33, 4.35 and 4.37 show the comparison 
between wave profiles at the symmetry plane y=O in the case of aiL,. = 11 4 , 
bl L,. = 1 18, L,. = 40 , Lx = 160 and the res ults of the corresponding two dimensional 
problem at three detuning parameters ( ti. = 0, - 0.3062, 0.6124 respectively), wh ile 
Figs. 4.34, 4.36 and 4.38 show a much wider obstacle (bl Ly =3/4) at detuning 
parameters ti. = 0, -0.75, 1.5 respectively. It i seen from our numerical results that 
the comparisons are not good at all at the early stage of wave generation unles the 
obstacle is nearly the same wide to the channel. The up tream waves in two-
dimensional case, i.e. the results of forced KdV equation with modified forcing term, 
always advance in a less speed than tho e for three-dimensional case, i.e. the results 
of forced KP equation, but they tend to catch up with the latter, which means the 
agreement between two re lilts is becoming better as time proceed. It i also seen that 
the agreement is generally sl ightly better in the case of ti. = -1j2ti.- , which is mainly 
due to the quicker two-dimensionalization of the up tream wave in this case. It is 
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noteworthy that in the ca e of 6. = 1/26.+ the agreemenl is not good within the time in 
calculation (poss ibly due to re fl ection is stronger). If we further increase the length of 
the obstacle, the agreemenl becomes worse in the early stage as shown in Figs. 4 .39 
and 4.40, where Fig. 4.39 shows the ti me development of wave ystems for the case 
of al Ly =3/4 , blL" = 1/8 . L,. =40 , L, =240 and 6.=0, whi le Fig. 4.40 shows the 
results for a wider obstacle (b I L" = 3/4 ) with all the other parameters unchanged. 
The main features are clearly the same with those as shown in Figs 4.33 and 4.34. 
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Figure 4.33 Comparison between results of Ihree dimensional problem and that of the corresponding 
I wo dimensional problem with parameters a I L" = 114 , b I Ly = 118 and 6. = ° .'-' fKp ' -- ' fKdV 
(a) t=5, (b) 1"=10, (c) t= 15, (d) 1=20 
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Figure 4.34 Comparison between results of three dimensio nal problem and that of the correspondi ng 
two dimens ional problem with parameters Cl I L)' = 1/4 , hI L" = 3/4and !'J. = 0 .'-' fKp '--' fKdV 
(a) t=5, (b) t= IO, (c) t= 15, (d) t=20 
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Figure 4.35 Co mparison between results of three dimensional problem and that of ~le corresponding 
two dimensional problem with parameters a I L)' = 1 14 , hi L" = 1 I 8 and !'J. = - 0.3062 .'-' fKJ' ' -
-' fKdV (a) t=5, Cb) t= I 0, (c) t= 15, (d) 1=20 
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Figure 4 .36 Comparison between results of three dimensional problem and that of Lhe corresponding 
two dime nsional problem with parameters a / L,. = 1/ 4 , b / L,. = 3/4 and Ll = -0.75 .'-' fKp '--
fKdV (a) 1=5, (b) t= I O, (c) 1= 15, (cl ) 1=20 
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Figure 4.37 Compar ison belween results of Ihree dimensional problem a nd thal of Ihe corrdspond ing 
IWO dimensional problel wilh paramelers a/ L,. = 1/ 4 , b / L,. = I /8 and Ll = 0.6 124 .'-' fKp '- - ' 
fKdV (a) 1=5, (b) 1= 10, (c) t= 15, (d) t=20 
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Figure 4.38 Comparison between results of three dimensional problem and Lhar of the corresponding 
two dimensional problem with parameters alLy = 1/4 , b 1 Ly = 3/4 and t!. = 1.5 .'-' fKP ' •• ' 
fKdV (a) t=5 , (b) 1=50, (c) t= 15, (d) t=20 
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Figure 4.39 Comparison between results of three dimensional problem and that of the corresponding 
two dimensional problem with parameters al L,. =3/4 , b l Ly = 11 8 and t!. = O." fKP ' .. ' fKdV 
(a) 1=5, (b) 1=10, (c) t= 15, (d) 1=20 
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Figure 4.40 Comparison belween resulls of Ihree dimensional problem and Ihal o f Ihe corresponding 
IWO dimensional problem wilh paramelers al Ly = 3/4. bl L,. = 3/4 and I'!, = 0.'-' fKP '-- ' 
fKdV (a) 1=5, Cb) t= 10, (c) 1=15. Cd) t=20 
We have mentioned earlier that the agreement between two results (of two-
dimensional and three-dimensional ) is expected to become better as time proceeds. 
To show this tendency, the compari son between wave profiles at the symmetry plane 
y = 0 calculated from forced KP equaLi on (4.8) and fo rced KdV equation (4. 14) up to 
t=60 in the case of a I L" = 3/4 , bl L" = 1/4 , L" = 40 . Lx = 240 and I'!, = 0 is shown in 
Figs 4.4 1- 4.43. The solitary waves are clearl y generated in front of the undular bore 
in three-dimensional case from 1=45 (before that time, the upstream wave is an 
undu lar bore), which agree very well with the results of (4. 14). It indicate that from 
t=45 the two dimensional precursor wave (solitary waves) have developed. These 
process of two-di mensionalization can be very clearl y seen from the time 
development of wave profi les as shown in Fi gs 4.44-4.46. Fig. 4.47 shows the 
comparisons for the case with parameters: aI L,. = 1511 6, bl Ly = 1/4 , L,. = 12 , 
Lx = 160 and I'!, = O. where Iwo-dimensionalization is very good as shown in Figs 
4.29 and 4.30. Tt is clearl y seen that the compari son between two-dimensional and 
three-dimensional results is excellent as expected in a narrow channel. 
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Figure 4.41 Comparison between results of three dimensional problem and that of the corresponding two 
dimensional problem with parameters a I L,. = 3 I 4 , b I L" = I I 4 and /',. = 0 ,'-' fKp' --' fKdV <a) t=5, 
(b) t= IO, (c) t=15, (d) t=20 
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Figure 4.42 Comparison between results oft luee dimensional problem and that of the corresponding two 
dimensional problem with paramcters alLy =3 /4 , b1Ly = 1I4 and /',. = 0 ,'- ' fKP '--' fKdV (a) 
1=25, (b) t=30, (c) t=35, (d) t=40 
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Figure 4.43 Comparison belween resulls of lhree dimensional problem and Ulal of lhe corresponding lwo 
dimensional problem Wilh paramelers a I Ly = 3/4, bl Ly = I 14 and D. = 0 .'-' fKP '-- ' fKdV Ca) 
1=45, (b) 1=50, (c) 1=55. (d) 1=60 
40 
O§ 
_0 . 
200 
0 
4 0 
O§ 
- 0 
200 
• 
'0 
o.§ 
_0 . 
0 
.00 
d 
.0 
o.§ 
-. 
0 
Figure 4.44 Time developmelll of sol ilary waves generaled by a lhree-dimensional bOllom lopography wilh 
paramelers: al L,. = 3/4, bl Ly = 114 and D. = O. a 1=5, b 1=10, c 1.=15, d 1=20 
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Figure 4.45 Further development of solitary waves a t=25 , b t=30, C 1=35 , d t=40 
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Figure 4.46 Further development of solitary waves a t=45, b 1=50, C 1=55 , d t=6O 
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Figure 4.47 Comparison belween results of th ree dimensional problem and Ihal of Ihe corresponding Iwo 
dimensional problem wilh paramelers aiL,. = 15/1 6, b 1 L,. = 114 and ~ = 0 , '-' fKp '--' fKdV (a) 
t=5, (b) 1= 10, (c) 1= 15 , (d)t=20 
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4.4 The effect of the orientation of the bottom topography 
on the generation of the upstream solitary waves 
In the preceding section, we have mainly concentrated OUI' attention on the fiow over bot-
tom topographies of various aspect ratio in intermediately wide channels. T he general 
character of the fiow over a three-dimensina l bottom topography is much more varied and 
complex than those for two-dimensional obstacles even in a simple case where t he bottom 
topographies are symmetric about the mean flow direction. In thi section, we shall consider 
slight ly more complex problems: three-d imensional flows over t he obstacles which are not 
symmetric about the mean flow direction (there is considerable variety to give comprehen-
sive numerical simtLlations even in such a specific problem). SI' cificaUy, to thi end , we 
consider the effect of the orientat ion of t he obstacle (its width and length are fLxed, a nd 
the obstacle itseU is symmetric) On the wave patterns such generated. The model equation 
used here is again the forced KPII equation (4.8). T he first topography (hereafter, referred 
to as forcing 1) considered is defined as 
where 
{ 
sin2 [ ~ (X-xo+I' )l Q,(x) = 21. 
o 
and 
-Lx::; x - Xo ::; Lx 
otherwise 
(4.19) 
which is equ ivalent to the topography used by Lee & Grimshaw (1990) , while the second 
topography (hereafter refered to forcing 2) used in om simulation is defined as 
H(x,y)= I~O [l+COS (7r ( X~xXO)2+(Y~yYO)2) t )] 
r .(X-XO)2 (Y-YO)2 0 
10 1 Lx + Lu ::; 1. , (4.20) 
and H(x,y) = 0 for (X7.xo)2 + (,17,"0)2 > 1.0. The forcing 2 is t he same to the obstacle 
studied by Hanazaki (1994). Obviously, ho in (4 .19) and (4 .20) can be ±1 corresponding 
to positive and negative obstacles. In this study, we are mainly concerned with t he effect 
of the orientation of the obstacles, so six inclined angles with respect to t he positive x-mu 
are considered, i.e. (} = 90°,75°,60°, 45° , 30°,15° and 0° (noting that 90° means the longer 
chord of obstacle is perpendicular to the mean flow wh ile 0° represnts t he longer chord of 
the obstacle is paraUeU to the mean flow). The length Lx and width Iy of the obstacles are 5 
and 10 respectively (which ensme the hyd rostatic approximation to be applicable) , a nd t he 
computation domain is [0 160J x [096] where 513 and 257 mesh grids are used. T he time 
step i again 0.02. 
F irst, the comparison is carried out between the results of flow over two different fOl·cings. 
F igs. 4.48 and 4.49 show the wave profiles and corresponding contour plots of flow over 
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forcing 1 and 2 at t=20 when the obstacle is perpendicular to the mean flow, while F igs. 
4.50 and 4.51 show the results for IJ = 45°, and Figs. 4.52 and 4.53 the results for IJ = 00. 
It is clearly shown that, from these figures, no meaningful differences are seen except slight 
differences near the obstacles, so it is confirmed here again that the characteristics of soli tary 
wave generated by the bottom topography are li ttle affected by the detailed shape of the 
obstacle if the height, length and width are the same. Apart from this, the main properties 
of the wave systems for IJ = 90° and IJ = 0° are the same except that the amplitude is 
smaller and the generation period of the upstream waves is longer for the latter case; also, 
the tranverse and divergent waves downstream of the obstacle are of the same amplitude. 
However, the wave system for IJ = 45° is highly asymmetric for divergent waves downstream 
of the obstacle and the divergent waves are much more conspicuous than the tranverse waves 
on the lower half plane, while the waves upstream of the obstacle are quite symmetric. It is 
inferred that an obstacle inclined at a proper angle with respect to the mean fl ow can serve 
as a wave shel ter. 
Second, to see the time development of waves generated by a bottom topography with 
different ori ntations, comprehensive simulations have been done for various inclined angles . 
The conto ur plots of the wave amplitudes and t he wave profiles on the x-axis at t=5 , 10, 15 
and 20 respectively are shown in Figs. 4.54-4.60 corresponding to the seven inclined angles . 
The numerical results for () = 90° and IJ = 0° are nearly the same when some scalings 
are taken into account as aforement ioned, and have been investigated in the preceding 
section. It is clearly seen that the waves are asy mmetric both dowllstream and upstream 
of the obstacle at the early stage (e.g. see the results at t=5 ) of development when 
the obstacle is not symmetric to the mean flow direction (e from 75° to 15°), and the 
asymmetry continues to develop downstream of the obstacle while the asymmetry upstream 
of the obstacle gradually disappears. T he time for loss of the symmetry of the upstream 
waves becomes longer when the inclined angle decreases from 75° to 45°, and then becomes 
shorter when the angle decreases further from 45° to 150. It is obvious that the asymmetry 
is strongest for the case IJ = 45°. Another important phenomenon seen from the numerical 
results is the the disappearence of asymmetry of the upstream solitary waves, and the loss 
of asymmetry seems to be nothing to do wi th the side wall which is the main factor to 
the two-dimensionalization of upstream solitary waves, since the two-dimensional upstream 
waves are yet developed up to the t ime t=20. This phenomenon is fUlther confirmed by 
the results of the same obstacle with the same inclined angle but in a wider channel as 
shown in Fig.4.61 , where it is clearly seen that the symmetry of the upstream solitary wave 
have developed at t= 20, while two-dimensionalization is far from developed. Compared to 
the results shown in Fig. 4.57, the upstream wave system seems to develop as in an open 
domain. Furthermore, the upstream soli tary waves are generated in a longer period with 
the decrease of the inclined angle, accordingly, with the main axis of the obstacle becomes 
more parallel with the mean flow. 
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Figure 4.48: The wave profile and corresponding contour plot for flow over the forcing 1 
with the inclined angle 0 = 90° at t=20 
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Figure 4.49: The wave profi le and corresponding contour plot for flow over the forcing 2 
with the inclined angle 0 = 90° at t= 20 
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Figure 4.50: The wave profile and corresponding contour plot [or flow over the forcing 1 
with the inclined angle B = 45° at t=20 
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Figure 4.51: The wave profile and corresponding contour plot [or flow over the forci ng 2 
with the incl;ned angle B = 45° at t=20 
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Figme 4.52: The wave profile and corresponding contour plot for flow over the forcing 1 
with the inclined angle () = 0° at t=20 
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Figme 4.53: T he wave profile and corresponding contour plot for flow over the forcing 2 
with the inclined angle () = 0° at t=20 
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F igw'e 4,54: The contour plots (left land wave profil es (rigbt)at the x-ax is at t= 5 (a) ,ID 
(b),15 (c) and 20 (d) for fl ow over forcing I when perpendicular to tb · m an flow 
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Figme 4.55 : T he contour plots (left land wave profiles (right)at the x-axis at t=5 (a) ,lO 
(b), I5 (c) and 20 (d) for flow over forcing I with the inc.l inecl angle 0 = 75° 
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Figure 4.56: T he contour plots (left land wave profi les (right)at the x-ax is at t= 5 (a), lO 
(b),15 (c) and 20 (d ) for flow over forcing 1 with the inclined angle e = 60° 
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Figure 4.57: T he contour plots (left land wave profi.les (right)at the x-axis at t= 5 (a) ,10 
(b),15 (c) and 20 (d) for flow over forcing 1 with the incli ned angle e = 45° 
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Figure 4.58: The conto ur plots (left land wave profiles (right)at the x-axis at t= 5 (a), l O 
(b) ,15 (c) and 20 (d) for flow over forcing 1 with the inclined angle e = 30° 
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Figure 4.59: The contour plots (left land wave profi les (right)at tbe x-axis at t= 5 (a), lO 
(b),15 (c) and 20 (d) for flow over forcing 1 with the inclined angle e = 15° 
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Figure 4.60: The contoUl' plots (left land wave profiles (right)at the x-ax is at t=5 (a) ,lO 
(b),15 (c) and 20 (d) for fl ow over forcing 1 when parallel to the mean fl ow 
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FiguTe 4.61: T he contom plots (left land wave profiles (right)at the x-axis at t=5 (a) ,10 
(b),15 (c) and 20 (d) for fl ow over forcing 2 wit h e = 45° in a wider channel 
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Next, the effect of detuning parameter on the wave generation and propagation is in-
vestigated for different inclined angles. Here we sha ll mainly consider the re 'ults for three 
different inclined angles, i.e. (J = 90°,45° and 0°. The detuning parameters range from 
- 3 to 4 which cover the sub-critical to super-critical regime. The results for the cases 
(J = 90° and 0° are imilar and shall not be shown here since they have been addressed in 
the preceding section. T he typical results for How over an incl ined obstacle about the mean 
How for sub- trans- and super- cri tical conditions are shown in Figs. 4.62-4.65 respectively. 
From 4.62 which shows the numerical result for 6 = -3.0, it is seen that one upstream 
wave (its amplitude is quite small compared to the up tream wave for the resonant cases) 
which is asy mmetric on its early stage of generation propagates upstream at a larger speed 
and becomes gradually symmetric about the mid-plane. Furthermore, the lee waves down-
stream of the obstacle is always asymmetric and qui te weak. A steady state is achieved 
above the inclined obstacle. From Fig. 4.62d, it is clearly seen that the upstream wave has 
reached the sponge on the upstream boundary, and the reflection wave has contaminated 
the numerical results. The results shown in Fig. 4.63 (with 6 = -1.0) is similar to that 
in an exact resonant case except larger propagation speed of upstream waves, the larger lee 
waves and less asy mmetry of the lee waves than those in an exact resonant case (as shown 
in Fig. 4.57). The results for 6 = 1.0 are shown in Fig 4.64. It is clearly seen to be in 
transcrit ical regime whi le compared to the resul ts for exact resonance, its precursor waves 
are strong r and lee waves are more asymmetric. In a super-cri t ical case (as shown in Fig. 
4.65 for 6 = 3.0), no upstream wave is genera ted , neither is any I e wave. It seems in 
this case the solution can be well described by the li near hyd rostatic theory as introduced 
in chapter 2, i.e., the waves are confined to two beams extending in the directions of tb 
characteristics of the steady-state form of the equat ion (2.36) , with elevation in the leading 
part of the beam and depression in the trailing part. For comparison, the results for (J = 90° 
and 0° are also shown in Figs. 4.66 and 4.67. The agreement with the linear hydrostatic 
theory is clearly seen again . However, our numerica l results show the steady state solu tion 
of £low over a three-dimensional obstacle in a subcritical case can not be described by linear 
hydrostatic theory in Chapter 2 even qualitatively.) 
Finally, the negative forcing is studied briefly. Figs. 4.68 and 4.69 show the three-
dimensional wave profiles and the corresponding contoW" plots for fl ow over a negative 
obstacle with (J = 45° and 6 = 0.0 at t=20 and t=30 respectively, and for comparison 
the numerical results for cases 0 = 90°, 6 = 0.0 and (J = 0° ,6 = 0.0 are shown in Figs. 
4.70 and 4.71 and 4.72 and 4.73 as well. Reca lling that in the section 4.1, the wave system 
for £low over a two-dimensional negative obstacle is quite complicated and the upstream 
solitary waves generated by the aft part of the obstacle may overCome the effect from the 
afore part of the obstacle and finally propagate upstream of the obstacle, and they may 
also be trapped by the depression of the obstacle. This difference depends on the length 
of the obstacle and the detUDing parameter . In this three-dimensional problem, it seems 
the solitary waves are all trapped by the negative obstacles, which are independent on the 
orientation of the obstacle in the exact resonant case and it is most probably due to the 
lateral transfer of the energy. It can be expected that in the case of a negative detuning 
parameter, the soli tary waves shall propagate upstream of the negative obstacle. To this 
end, fur ther systemtic study is required. 
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Figure 4.69: The wave profile and corresponding contour plot [or flow over a negative forcing 
with the inclined angle 0 = 45° at t=30 
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Figure 4.71: The wave profile and corresponding contour plot for flow over a negative forcing 
with the inclined angle 0 = 90° at t= 30 
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with the inclined angle e = 0° at t=20 
• 
140 1 60 
60 
b 
40 
20 1GO 
o 
Figure 4.73: The wave profile and corresponding contolll' plot for (Iow over a negative forcing 
with the inclined angle e = 0° at t=30 
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Chapter 5 
Numerical Experiments 11 
In this chapter, we first numerical study the interaction of lump solitons of KPI equation 
using the numerical method developed in the earlier chapter, which shall be supported 
by some theoretical results, and then investigate the generation of lump solitons by three 
dimensional topography. The governing equation is (2.43) , and rewritten here 
(5.1) 
As we have mentioned before, the forced KPI equation is normally associated with the 
surface-tension dominated water wave problem though it may arise in many other physical 
concepts. Moreover, the homogeneous form of (5.1) with!:::. = 0 is exactly integrable 
(solvable) via 1ST. The lump soliton solutions of homogeneous form of (5.1) with!:::. = 0 
can be obtained in several ways. Here we write them in the Hirota's form: 
where <p is defined as 
82 1n<p 
A(x, Y, t) = 2~, (5.2) 
<p = det[(x - 2ki±Y+ 12kr±t +'Yi±)' Oi,l- j. (1- oiJ)/(ki± - kl±)J, (5.3) 
and Oi,1 is the Kronecker symbol. Here i, I = 1,2, ... , N == 2M, and M specifies the number 
of solitons. The parameters kH = kiR ± jkiI and 'YH = 'YiR ±j'YiI determine the amplitude 
(velocity) and the phase of each soliton. In particular, if M = 1, then 
and 
where 
2 2 2 1 
<p = (~- 2k1R1]) + 4kll1] + 4k2 , 
t (2 k2 ) klR'Yll 
., = x - 12 klR + II t + 'YIR + k ' 
1I 
90 
II 
"'Ill 
1] = Y - 12klRt + 2k
ll
' 
(5.4) 
(5.5) 
This is a lump soli ton of amplitude Ao = 16krr which is initially located at (-'l'IR -
/;umLk , -.2lL2k ), and travelling at a constant speed V, of which the components are 
11 11 
(5.6) 
The amplitude of a lump soliton is defined as maxlul, and the location of a lump soliton is 
then defined as that place where the maxlul is attained. These definitions apply to the case 
of two (or more) lumps, where there are now two (or more) such maxima. From equation 
(5.6), we can obtain a constraint condition for the slope (I) of the trajectory of the lump 
soliton as below 
1 2 1<--=--, 
- 2kIl y'AQ (5.7) 
that means a lump soli ton must travel within a sector of half angle (with respect to the 
positive x-axis) (3 = arctan ko and it is clearly seen that the angle becomes smaller with 
the increase of the anIplitude. 
In this chapter we are mainly concerned with the interaction of two lump soli tons with 
different velocities and also different phases. Let M = 2 we get 
where 
( X, - jY, I - 2klI 
0/ - det 2~11 XI +jYI 
- 1 i 
kn+jk/1 kR jkI2 
1 1 
kR+jkI2 kR jkn 
XI = X - 2klR y + 12(kIR - kIr)t + 'l'IR, 
X2 = x - 2k2RY + 12(k~R - k~r)t + 'l'2R, 
kR = klR - k2R, kn = kIl - k21, 
i 
, 1 kR+jkll kR+jkI2 1 1 kR jk/2 kn jkn 
X 2 -jY2 I 
-2k2I 
I X2 +jY2 2k21 
YI = 2kIl(Y - 12klRt - i~,'), 
Y2 = 2k21(Y - 12k2Rt - ~), 
k12 = kJl + k21, 
(5.8) 
It can be shown that the leading term of the polynomials 0/ is a product of the polynomials 
<Pi, i = 1,2 corresponding to individual solitons. In fact the solution (5.8) describes the 
interaction of two lump solitons of different velocities VI, V2, which are initially located at 
(XObYOI) and (X02,Y02) respectively, where we have the components 
Vlx = 12(krR + kII ) , 
V2x = 12(k~R + k~r), 
Vly = 12k1R, 
V2y = 12k2R, 
XOI = 'l'IR + ~'l'I[' 
X02 = 'l'2R + iJ;;;'l'2[' 
Yo -..TIL 1 - 2klI' 
Y02=~ 
From our numerical experiments and this exact solution, the interaction of two lump solitons 
can be classified into three types, Le. the direct interaction in which the soli tons are initially 
aligned along the x-axis (Le. Vly = V2y = 0), and two oblique interactions which are 
determined by the relative signs of Vly and V2y' 
5.1 Test of the numerical schemes for the KPI equation 
The numerical scheme has been introduced in chapter 3. Some cautions need to be stressed 
here on the integral term. It is recommended that the integration be carried out from -00 
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to x, particularly when we study the generation of solitary waves by a bottom topography( 
although the lump soliton is a localized solution and the change of integration direction 
shouldn't make any difference, which is true when we investigate the interaction of two 
lump solitons) since no long waves goes to -00 as mentioned in chapter 3. Besides, from 
our numerical experiments, higher resolution is required for the KPI equation than the 
KPII equation. To test the effectiveness of our numerical schemes for the KPI equation the 
evolution of one lump soli ton travelling in the x-direction is first investigated. We computed 
solutions of the KPI equation subject to the following initial conditions 
-4(x - xO)2 + 16kJ(y - YO)2 + Ilk; 
A(x, y, 0) = 16 [4(x _ xO)2 + 16k;(y _ YO)2 + 1/kJJ2' (5.9) 
with k[ = ,,/6/4, Xo = 15.0, Yo = O. This is a lump soliton of amplitude Ao = 16kr[ = 6, 
initially located at x = 15.0, and will move to the positive x-direction with velocity Vx = 
12kJ = 4.5. Our computation was carried out in a rectangle D = [0,50] x [-20,20] with 
spatial step [Lx,Ly] = [0.1,0.1] and time step 6.t = 0.0001; stable propagation of the 
lump is well confirmed. The spatial step is such chosen that the two conserved quantities 
h = IfD Adxdy and 12 = ffD A2dxdy are in good agreement with the exact values, which 
are h = 10.64 and h = 30.74 respectively. It should be noted that h is supposed to 
be identically zero when the computational domain goes to infinity. A further increase in 
the computational domain ( doubled lengths in both the x- and y- directions) makes little 
changes to h and 12 since the lump soliton decays algebraically. Fortunately the numerical 
results show that the computational domain is large enough to capture the main details 
of the evolution. Table 1 shows the relative errors of hand 12 with 6.t = 0.0001 from 
t = 0.0 to t = 3.0, while Table 2 shows the results with Lt = 0.0002. It is clearly seen 
from Table 1 that hand 12 are conserved and the errors for the case of 6.t = 0.0001 do not 
grow. However, in the case of 6.t = 0.0002 (shown in Table 2) the errors grow sharply. So 
[6.x, 6.y, 6.t] = [0.1,0.1,0.0001] is normally used unless specified elsewhere. 
Table 1 The Relative Errors (RE for short later) of hand h with 6.t = 0.0001 
t 0.0 0.5 1.0 1.5 2.0 2.5 3.0 
RE of h xlO' 8.46 4.70 8.46 5.64 14.1 7.52 6.58 
RE of 12 xlO' 5.40 5.66 5.46 5.53 5.56 5.53 5.69 
Table 2 RE of hand 12 with 6.t = 0.0002 
t 0.0 0.5 1.0 1.5 2.0 2.5 3.0 
RE of h xlO" 0.085 0.54 2.85 6.24 10.80 16.62 21.80 
RE of 12 x10' 0.054 0.31 1.15 2.00 2.71 3.14 3.71 
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Figure 5.1: The contour plots of two solitons of parameters kll ,/6/4, k2[ = ,/6/8, 
XOl = 15 and X02 = 31 in a direct interaction. Left (top to bottom): t=3.0,4.0,.5.0 and 6.0; 
Right (top to bottom): t=7.0,8.0, 9.0 and 10.0 
5.2 Collision of two lump solitons 
5.2.1 Direct Interaction of two lump solitons 
In this section, the direct collision of two lump soli tons with different velocities and phase 
were examined numerically and theoretically. We adopt the following initial conditions: 
A( 0) = 16 -4(x - XOl)2 + 16kf[(y - YOl)2 + 1/kf[ 
x, Y, [4(x _ XOl)2 + 16kf[(y - YOl)2 + l/kf[j2 + 
16 -4(x - X02)2 + 16k~[(y - Y02)2 + l/k~I 
[4(x - X02)2 + 16k~[(y - Y02)2 + l/k~[F' 
where YOl = Y02 = 0, which implies two lump soli tons moving along the same line. Feng 
& Mitusi (1998) and later Cao et al. (1999) reported that two such lump solitons undergo 
an 'inelastic collision', Le., they interact with each other and separate in the y-direction 
after the collision, forming two lumps of equal amplitude. However, as pointed out by 
Gorshkov et al. (1993), these two separated solitons will undergo a striking process, i.e. 
they will come back together due to the nonIinear interaction, and then propagate in the 
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x-direction, becoming again two lump soli tons moving in the same x-direction. To illustrate 
this interesting phenomena and study the maximum separation in the y-direction, many 
calculations with different parameters have been carried out. Typical phenomena in the 
direct interaction of two lump solitons are illustrated in Fig. 5.1 , which shows the contour 
plots of two lump solitons from time t = 3 to t = 10 with parameters XOI = 15, X02 = 
31,kll = ,,(6/4,k21 = ,,(6/8. The two conserved quantities hand I2 are also calculated 
and are shown in Table 3. It is clearly seen that the errors don't grow and hand I2 
are conserved with good accuracy. The present numerical results confirm the analytical 
results of Gorshkov et al (1993), and from them it is also seen that when the tall one 
approaches the small one, the amplitude and velocity of the tall one increase while those of 
the small one decrease, and at the same time, the small one separates in y-direction, As time 
increases, they evolve into two lumps of equal amplitude moving in opposite y-directions; 
after reaching their maximum separation in the y- direction they come back to the x-axis, 
and then evolve to two lump soli tons moving in the x-direction again. Now the tall one is in 
front of the small one, and as time goes on, these two solitons will recover their initial states 
(which is easily proven from the exact solution by symbolic computation). Our numerical 
results compare well with the exact solutions except for a minor discrepancy, which is the 
slightly faster development of the evolution in the exact solutions than that in the numerical 
solutions. This is because our initial condition is the linear superposition of two single lump 
solitons, albeit placed far apart, whereas the exact solution is the two-soli ton solution and 
this reduces to the linear superposition of two single lump soli tons only in the asymptotic 
limit x --> -00. 
Table 3 RE of hand h in the case of a direct interaction of two lumps 
t 0.0 2.0 4.0 6.0 8.0 10.0 
RE of II x10' 5.48 7.11 8.21 15.9 2.19 6.56 
RE of I2 xlO° 3.96 4.62 2.40 2.22 2.22 4.55 
Fig. 5.2 shows the trajectory of two lumps before and after separation. Among them Fig. 
5.2a shows the path of each lump soli ton where the solid line means the path of each soli ton 
when ignoring the existence of the other one (then the speed is constant) and Fig. 5.2b is 
the corresponding trajectory in the X-Y plane. From these figures it is clearly shown that 
the tall (small) lump moves faster (slower) than its own velocity (the velocity when totally 
ignoring the existence of the other one) before collision, whilst the tall (small) one moves 
slower (faster) after collision. This means two solitons attract each other before collision 
and repel after collision. However, that doesn't mean two lump solitons in direct collision 
shall always separate in the y-direction, and our numerical results (and the exact solution as 
well) show that whether there is separation or not; also the maximum separation distance 
in the y-direction, depends on the initial relative velocity difference, but scarcely depends 
on the initial phase (Le. initial position of two lumps). 
To quantitatively study this dependence, we have to turn to the exact solution. Direct 
interaction means we should set: kJR = k2R = "Ill = "I21 = 0 in Eq.5.8. First, we investigate 
the phase change before and after the nonlinear interaction. With the help of symbolic 
computation, it is easily proved that their phase shifts turn out to be zero after collision, with 
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Figure 5.2: The trajectories of two lumps in direct collision. Top: the path of the tall 
lump where the solid line represents the path when totally ignoring the existence of the 
small lump, while the dots show the position at t= 0, 0.5, ... ,3.0; 6.0,6.5, ... ,9.0; Middle: the 
path of the small lump where the solid line represents the path when totally ignoring the 
existence of the tall lump, while the dots show the position at t= 0, 0.5, ... ,3.0; 6.0,6.5, ... ,9.0; 
Bottom: the trajectories in X-Y plane: diamond the tall lump, star the small lump, square 
two separated lumps in y-direction 
also their amplitude, velocity and size are restored. Secondly we investigate quantitatively 
the largest vertical distance between two soli tons. Due to independence of the distance 
on the initial phase, it is, for brevity, further assumed that 'YIR = 'Y2R = O. With the 
help of symbolic computation again, we finally formulate the maximum separation in the 
y- direction in terms of the velocities(VI = VI .. V2 = V2x ) 
Ym = 6( V3(V1 IV2 )4V3 (_V16Vl- 12V15Vl + 26VI4V24 - 12V?V:f - V?V26+ 
(-V?(VI- V;)4Vl(VI6 + lOV15V2 -113V14Vl-
820V?vl- 113V12V24 + lOVi v:f + V;6))I/2))1/2 
let VI = (k + 1)V2, i.e. (VI - V2)/V2 = k, then we can get 
6 ( -1 2 3 4 
Ym= kV2 (1+k)3(16+48k+49k +18k +k-
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(5.10) 
when k -> 0 in Eq. (5.11), it reads 
24 
Yrn = kV2 
(5.12) 
Fig. 5.3 shows the dependence of Yrn V2 on the relative ratio k and the limit behavior when 
k -+ O. From which we can obtain the critical relative velocity difference kc=7.326, that 
means no separation occurs when k > kc. It has been confirmed by our numerical results 
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Figure 5.3: The dependance of the maximum separation of two soli tons in the case of a 
direct collison on the relative velocity difference, where the solid line is the exact formula, 
and the dash line is the limiting behaviour when k goes to zero. 
5.2.2 Oblique Interaction of two lump soli tons 
There are two types of oblique interaction. When V1y and V2y have the opposite signs we 
call them, oblique collision I , and when they possess the same signs, oblique collision n. 
To illustrate these interaction processes, we give three numerical examples, where without 
loss of generality, kiR = kif, i = 1,2 are imposed in each example. 
1. Case 1 
The initial condition is as follows: 
A(x,y,O) = 
(5.13) 
where kll = 0.5, k2l = -0.5, and X01 = 15, YOl = -15, X02 = 15, Y02 = 15. The initial 
profile is shown in Fig 5.4, from which we see that two solitons with the same amplitude are 
initially independently, located symmetrically about the x-axis. In Fig. 5.5 we plot contours 
at t = 1 to t = 10 from the numerical results. These show that two solitons move without 
noticing the existence of the other one. Again, h and h are well conserved to the order 
of 0(10-3) and 0(10-2) respectively. The exact solution confirms that two solitons moving 
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from opposite v-directions to the horizontal do move along their original paths. This is 
true even when the two solitons have different amplitudes(velocities). Of course, when they 
interact they are far from just a linear superposition of two independent solitons. 
Figure 5.4: The initial condition of two soli tons in an oblique collision (case 1) 
2. Case 2 
In this case, the initial condition is the same as Eq. (5.13), but with parameters kll = 
0.5, k2I = 0.3, and XOl = 15, YOl = -30, X02 = 34.2, Y02 = -18. which means the two 
solitons initially are located in the same side of the x-axis, and they will travel to the same 
position (45,0). The initial profile is shown in Fig.6. Numerical simulation was carried out 
in a rectangle [0,80] x [-40,40]. The spatial step is [L'lx, L'ly] = [0.2,0.2], and the temporal 
step L'lt = 0.0001. The conservation of 11 and 12 is well confirmed from Table 4 which shows 
the relative errors of It and 12. 
Table 4 RE of It and 12 in the case of an oblique interaction of two lumps 
t 2.0 4.0 6.0 8.0 
RE of It x1Q4 4.28 2.72 8.56 31.52 
RE of h x103 2.24 0.44 2.88 3.77 
The numerical results are shown in Fig. 5.7. We can see that when the two solitons 
approach together from the same side, the tall one gradually reduces its amplitude and 
velocity, while the small one increases its amplitude and velocity, and finally the two soli tons 
become of the same size at the minimum distance apart (this distance cannot be zero unless 
the relative amplitude difference of two solitons is large enough). After that, the two 
solitons interchange their positions, this means two soli tons experience an abrupt phase 
change. Due to the nonlinear interaction, the front soli ton becomes taller until it recovers 
its initial amplitude, while the rear soli ton decreases and gradually recover its original state. 
Fig. 5.8 shows the trajectory of two lumps in the oblique collision. Again the solid line 
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shows the trajectory of each soliton when ignoring the existence of the other one. It is 
clearly seen that the two solitons attract each other before collision and repel after collision 
, and both soli tons experience an abrupt phase shift. The agreement between numerical and 
exact solutions is quite satisfactory again. Another interesting phenomena in this case is 
when the relative amplitude difference between the two soli tons is large enough, two solitons 
can merge and then separate and move in their own original ways. Fig. 5.9 shows the exact 
solution with parameters k2J = 0.1 and the other parameters remaining at the same. It 
seems that the interaction between two soli tons strongly depends on their relative amplitude 
difference, and strongly nonlinear interactions can only occur when this difference becomes 
larger than a critical value. 
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Figure 5.5: The contours of two solitons in an oblique interaction (case 1). Left (top to 
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Figure 5.6: The initial condition of two solitons in an oblique collision (case 2) 
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Figure 5.7: The contours of two solitons in an oblique interaction (case 2). Left (top to 
bottom): t=1,2,3 and 4; Right (top to bottom): t=5,6,7 and 8 
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Figure 5.8: The trajectories of two lumps in an oblique interaction. Top: the path of the 
tall lump where the solid line means the path when ignoring the existence of the small lump, 
while the dots represent the location at t=0.0,0.5, ... ,4.5; 5.5,6.0, ... ,9.5; Bottom: the path of 
the small lump where the solid line means the path when ignoring the existence of the tall 
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Figure 5.10: the perspective view of lump solitons generated by a bottom topography at 
t=lO (top), and the corresponding contour plot (bottom) 
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Figure 5.11: the perspective view of lump solitons generated by a bottom topography at 
t=20 (top), and the corresponding contour plot (bottom) 
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Figure 5.12: the perspective view of lump soli tons generated by a bottom topography at 
t=30 (top), and the corresponding contour plot (bottom) 
106 
5.3 The generation of lump solitons by a bottom topography 
The generation of lump-type solitons has been briefly investigated using a forced generalised 
Benney-Luke equation under the condition of which the free surface effect is significant 
(Berger & Milewski (2000)). Here we use the forced KPI equation (5.1) to study the 
generation of lump solitons in a free surface flow over a bottom topography in a channel 
of finite depth. The choice of bottom topography can be quite arbitrary, so the Gaussian-
type hill is assumed here, i.e. H(x,y) = Hoexp(_(x-;'XQ)2 - (Yi,"o)2) (Ho can be ±1 
corresponding a positive or a negative obstacle), and a = 3, b = 6, Xo = 80, Yo = 80 are 
assumed in most simulations. The computational domain is 160 by 160, while the mesh is 
800 by 801. The time step is 2.0 x 10-4 . The numerical results with f:, = 0 at three different 
times (t = 10, t = 20, t = 30) are shown in Figs. 5.10- 5.12 respectively. As shown in 
Fig. 5.10, a pair of lump-type solitons starts to be generated symmetrically at the positive-
and negative- y-plane, while from Figs. 5.11 and 5.12, it is clearly observed the symmetric 
pairwise periodic generation of lump-type solitons downstream of the obstacle (noting that 
in this case, the mean flow is from left to right, i.e., the mean flow goes to the positive 00 
along the x-direction). Here, some uncertainty may arise, namely, are these humps really 
lump soli tons described by equation (5.5)7 It is not so straightforward since they vary as 
time goes and we have only collected results at some discrete times. Thanks to the feature 
that these humps travel in a straight line in the x-y plane, we first calculate the klI from the 
amplitude Ao using the formula kll = $0/4, then calculate klR in terms of the equation 
V1y/V1x = l, where l is the slope of the trajectory, and finally the error between numerical 
results from the exact lump soli ton can be calculated. It is interesting to note here again that 
the lump soliton must travel within a sector of half angle,8 = tan-11/(2klI) = tan-l 2/ $0 
with respect to the positive x-axis (an interesting phenomena is inferred from this formula 
that the larger the amplitude, the smaller the sector). Following this procedure, they are 
identified to be lump solitons within numerical accuracy though the interaction with the 
other lump solitons exists which makes the judgement a bit difficult. It is very interesting 
to note that we observe the periodic generation of two pairs of lump-type solitons. The pair 
with smaller amplitude seem to be generated in a longer period and moves in a bigger angle 
to the positive x-direction than the pair with larger amplitude. Up to the time simulated 
(t=30), three pairs of lump solitons with larger amplitude have been generated, whereas 
only one pair of smaller lump solitons is clearly seen. Fig. 5.13 shows the trajectories 
of the lump soli tons in the x - y plane (note only one of the pair in the positive y-plane 
is shown), while Fig. 5.14 shows the time development of the amplitudes of the lump 
solitons. It is clearly shown that such generated lump solitons travel in a straight line, 
and in details, the trajectories of two lump soli tons with larger amplitude do not coincide 
exactly, however, they are expected to coincide with each other as the time goes. The 
angle of travel with respect to positive x-axis is about 38.850 for the pair of solitons with 
larger amplitude. It is interesting to note that the amplitude of first lump changes slightly 
(becomes bigger and then smaller) about the mean value of 2.92, wheareas the second one 
experiences sharp variation. On the other hand, the lump soli ton with smaller amplitude 
becomes larger gradually as the time goes by, and travels at a bigger angle of 48.40 • The 
limiting amplitude is unknown since the computation time is too small. The pair of lump 
soliton of smaller amplitude is not found in the solution of gBL equation and its generation 
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mechanism appears to be different to the other pair of lump soli tons, which should be 
further investigated. 
To investigate the effect of detuning parameters on the generation of the lump-type soli-
tons, three detuning numbers (.6 = 0.866 , .6 = 0.433 and.6 = -0.433) are chosen (recalling 
these choices can assure the flow is in transcritical regime in a usual water wave problem 
as mentioned in the preceding chapter). Figs. 5.15-5.17 show the numerical solutions of 
(5.1) with .6 = 0.433 at t = 10, 20 and 30 respectively using the same bottom obstacle as 
before(Note that only the solutions in the positive y plane are shown). Compared to Figs. 
5.10-5.12, the main qualitative properties are the same to those for the exact resonant case, 
while some differences are evident, e.g., the lump solitons are of smaller amplitude, and 
travel in a larger angle with respect to the positive x-axis (about 44.1 ° ). The pair of lumps 
with smaller amplitude are still generated but they are very weak compared to the other 
pair. In the case for the detuning parameter .6 = -0.433 (as shown in Figs. 5.18-5.20 ), the 
differences (compared to the results for .6 = 0) are very clear. the amplitude is larger (so 
the larger speed) than that for the exact resonant case, and the lumps travel in a smaller 
angle with respect to the positive x-axis (it is about 32.8°); a lump-like soliton(the detailed 
examination of this hump reveals that it is not a lump soli ton ) is also clearly seen moving 
along the positive x-axis, which doesn't exist in the other two cases; besides, another pair 
of lump soli tons with smaller amplitude is also seen to being generated, but with a smaller 
rate than that for the case of .6 = O. It is inferred that .6 = 0.433 and .6 = -0.433 are 
within the trans-critical regime. From Fig. 5.21, which show the results for .6 = 0.866 at 
t = 30, it is clearly seen that a much longer generation period of lump solitons (only one 
pair is generated up to t=30 land a much smaller propagation angle (about 20.7°), while 
the amplitude is about 30 per cent larger than that for the case of .6 = 0.0. Two other 
cases with smaller bottom obstacles also have been simulated, i.e. the case for a narrower 
obstacle in the y-direction (a = 3, b = 3) and b. = 0, of which the result at t = 30 are 
shown in Fig. 5.22 and the case for a lower obstacle ( the height of the obstacle is reduced 
to a half) with a = 3, b = 6 and .6 = 0, of which the results at t = 30 are shown in 
Fig. 5.23. The numerical results reveal that the lump soli tons of smaller amplitudes are 
generated in a slower rate when the forcing becomes weaker. The amplitudes of the first 
generated lump and its travelling angles for different cases are summarised in table 5, where 
cases 1-6 represent .6 = 0.866, 0.433, 0, and - 0.433, flow over a narrower obstacle and 
over a lower obstacle with .6 = 0 respectively. Comparing the results for three cases of 
exact resonance (cases 3, 5 and 6), it is clearly shown that the lumps of smaller amplitude 
travel in a larger angle with respect to the positive x-axis. This result, in some extent, con-
firms the theoretical constraint condition (5.7) for the possible trajectory of a lump soliton 
described by KPI equation. 
Table 5 The amplitudes and travelling angles for different cases at t = 30 
case 1 2 3 4 5 6 
amplitude 4.01 2.87 3.00 4.668 2.36 1.73 
angle 20.70 44.10 38.85 32.8 42.76 46.30 
Besides the generation of the lump solitons downstream the obstacle, the upstream 
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Figure 5.13: The trajectories of lump solitons generated by a bottom topography (note only 
one of the pair is shown): the diamonds represent the trajectory of the first lump soliton 
with larger amplitude from t=12 to 30, while the line represents the fitted straight line; 
the stars represent the trajectory of the second lump soliton with larger amplitude from 
t=20 to 30, while the dash line is the fitted line; the squares represent the trajectory of the 
first lump soliton with smaller amplitude from t=22 to 30, while the dotted dash line is the 
fitted line 
KdV-type solitary waves are clearly seen though their amplitudes are much smaller than 
lump solitons downstream. The upstream wave profile in the symmetrical plane (y = 0) 
is shown in Figs. 5.24-5.27 for 6. = -0.433, 0, 0.433 and 0.866 respectively. It is clearly 
seen that the main characteristics for the case 6. = -0.433, 0 and 0.433 are the same (they 
are in the regime of resonance): A series of cnoidal waves with the shorter one of smaller 
amplitude leading the longer one of larger amplitude followed by a round depression is 
generated upstream the bottom obstacle, which looks similar to the depression and followed 
lee waves downstream of the obstacle in an usual water wave problem (the common KPII 
equation applied there). The speed of the upstream waves becomes larger with the decrease 
of the detuning parameter apparently due to the decrease of the mean flow (from left to 
right). For the case of 6. = 0.866 , the waves are much smaller than those for the cases of 
near resonance, which infer the flow is now in subcritical (note the definitions for sub- and 
super- critical are the opposite for the usual water wave problem). The upstream waves 
generated by a narrower and a lower bottom topography at exact resonance are also shown 
in Figs. 5.28 and 5.29. It is seen that, unlike the downstream-propagating lump solitons, 
the difference between upstream waves is not obvious. 
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Figure 5.14: The variation of the soliton amplitude with the time: The diamonds, stars 
represent the amplitudes of the first and the second lump solitons with larger amplitude 
respectively, and the squares represent the first lump soli ton with smaller amplitude 
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Figure 5.15: the perspective view of lump solitons generated by a bottom topography with 
6 = 0.433 at t=10 (top), and the corresponding contour plot (bottom) 
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Figure 5.16: the perspective view of lump solitons generated by a bottom topography with 
/':" = 0.433 at t=20 (top), and the corresponding contour plot (bottom) 
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Figure 5.17: the perspective view of lump solitons generated by a bottom topography with 
/':" = 0.433 at t=30 (top), and the corresponding contour plot (bottom) 
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Figure 5.18: the perspective view of lump solitons generated by a bottom topography with 
/':,. = -0.433 at t=10 (top), and the corresponding contour plot (bottom) 
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Figure 5.19: the perspective view of lump solitons generated by a bottom topography with 
/':,. = -0.433 at t=20 (top), and the corresponding contour plot (bottom) 
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Figure 5.20: the perspective view of lump soli tons generated by a bottom topography with 
/:; = -0,433 at t=30 (top), and the corresponding contour plot (bottom) 
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Figure 5.21: the perspective view of lump solitons generated by a bottom topography with 
/:; = 0.866 at t=30 (top), and the corresponding contour plot (bottom) 
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Figure 5.22: the perspective view of lump solitons generated by a narrower bottom topog-
raphy with le. = 0 at t=30 (top), and the corresponding contour plot (bottom) 
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Figure 5.23: the perspective view of lump solitons generated by a lower bottom topography 
with le. = 0 at t=30 (top), and the corresponding contour plot (bottom) 
114 
0.5,--r---r--:-----,r-----,'i"==.:~ 
0.4 
0.3 
0.2 
0.' 
-0.2 
-0.3 
" '. , 
Figure 5.24: The upstream-propagation waves on the symmetrical plane generated by a 
bottom obstacle for /':,. = -0.433. 
Figure 5.25: The upstream-propagation waves on the symmetrical plane generated by a 
bottom obstacle for /':,. = o. 
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Figure 5.26: The upstream-propagation waves on the symmetrical plane generated by a 
bottom obstacle for .6 = 0.433. 
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Figure 5.27: The upstream-propagation waves on the symmetrical plane generated by a 
bottom obstacle for .6 = 0.866. 
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Figure 5.28: The upstream-propagation waves on the symmetrical plane generated by a 
narrower bottom obstacle with a = 3, b = 3 for ,6 = O. 
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Figure 5.29: The upstream-propagation waves on the symmetrical plane generated by a 
lower (of half height) bottom obstacle for /:), = O. 
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Chapter 6 
Conclusions 
The main purpose of this thesis is to investigate internal solitary wave generation 
and evolution in density-stratified fluid flow over both two-dimensional and three-
dimensional bottom topography using mainly numerical methods supported by some 
theoretical results. The numerical methods adopted include a finite-difference method 
to solve the forced KdV, KPII and KPI equation and a pseudo-spectral method to 
solve the two-dimensional fully nonlinear Euler equations in the strearnfunction-
vorticity form. The governing equation and the weakly nonlinear theory have been 
given in Chapter 2, and the numerical methods and implementation have been 
introduced in Chapter 3. 
The main work of this thesis was presented in Chapters 4 and 5. In Chapter 4, the 
numerical results for a two-layer fluid flow over two-dimensional step-like obstacles 
were presented in section 1 and the comparison to the corresponding results from the 
two-dimensional Euler equations was given in section 2. Two types of two-layer fluid 
systems were considered, i.e. an ordinary two-layer fluid and a critical two-layer fluid, 
of which the quadratic nonlinear term in the forced KdV equation nearly vanishes in 
the weakly nonlinear theory. The main features of wave generation and evolution by a 
forward- step, backward- step, a positive and a negative obstacle have been 
investigated for different Froude numbers. The results show that, in the resonant 
region, a forward step mainly generates upstream-advancing waves (an undular bore 
or monotonic bore), while a backward step mainly generates downstream-propagating 
waves (a depression followed by lee waves), so the waves generated by a localised 
positive obstacle can be regarded as a simple superposition of the waves generated by 
its fore part and aft part (they propagate in separate directions and no interaction 
occurs). In contrast, the waves generated by a negative obstacle are quite different due 
the nonlinear interaction between waves generated by its fore part and aft part (they 
move in the facing directions).The upstream-advancing waves generated by its aft part 
may eventually propagate upstream of the negative obstacle, or may be trapped 
behind the negative forcing region, which depends on the length of the obstacle and 
the Froude number. Besides, when the flows are in the sub- or super- critical regimes, 
the waves are almost the linear superposition of those by its fore part and aft part 
regardless of its polarity. 
In section 4.3, our main purpose is to investigate solitary wave generation and 
two-dimensionalization of the upstream waves generated by a three-dimensional 
bottom topography in an intermediately wide channel. For this purpose, we use the 
standard forced KPII equation, and we compared the three-dimensional results to 
those of the corresponding two-dimensional problem. We also investigated the effect 
of aspect ratio of the obstacle on the wave generation and evolution. Our numerical 
results show that upstream two-dimensional solitary waves will eventually develop 
regardless of the width of the channel, the length, width and strength of the forcing 
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(which is theoretically confirmed by equations 4.16-4.17), but the downstream waves 
remain three-dimensional. 
Then in section 4.4, a slight more complex problem was investigated, i.e., the flow 
over a bottom obstacle which is asymmetric with respect to the mean flow using again 
the forced KPII equation (4.8). The main result is that the upstream solitary waves 
generated by an inclined bottom obstacle will become symmetric as they propagate 
upstream and this occurs much earlier than the two-dimensionalization of these 
upstream waves, while the downstream waves remain asymmetric throughout the time 
considered. Besides, the solitary waves are more liable to be trapped near the negative 
forcing region than that in a two-dimensional problem as shown in 4.1 and 4.2. 
In Chapter 5, we turned our attention to the interaction of lump solitons described 
by the homogeneous KPI equation (which is often associated with the surface-tension 
dominated free-surface problem), and the generation of lump solitons by three-
dimensional bottom topographies. Our numerical results have revealed some 
important properties when two lump solitons interact in different ways. The pair-wise 
periodic generation of lump solitons by bottom obstacles are clearly shown in our 
numerical results, the effect of detuning parameter on the amplitude and propagation 
direction of lump solitons was also briefly investigated. 
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Appendix 
As we have mentioned in the introduction, the numerical simulation of the three-
dimensional Navier-Stokes or Euler equations is unavoidable in many practical 
problems. Thus in this appendix, we will very briefly introduce the finite difference 
method to solve the three-dimensional N avier-Stokes equations, which is mainly 
based on the method introduced in a numerical toolkit by Orandi (1999). With the 
Boussinesq approximation equations (2.1 a, b and c) reduce to 
, 
where r= ~g, 
Po 
av +v.Vv=-)k-V(p)+vV 2v, 
at 
V·v = 0, 
ay + V(JV) = vN 2 , 
at 
, 
(al) 
(a2) 
(a3) 
p = ~ and p'(x, y, z), p'(x, y, z) are the perturbation density and 
Po 
pressure relative to the mean density Po(z) and mean pressure Po(z) respectively; the 
0Jo(z) 
static condition is satisfied, i.e. Po(z)g. Eqs. (al)-(a3) will be solved 
az 
numerically. It is customary to use staggered grids to solve Navier-Stokes equation. 
Fig. al shows the location of the variables defined in the cell, where the pressure and 
density at the centre of the cell and the velocity component at each neighbouring 
surface. The space discretization of the governing equations (al)-(a3) produces 
Ou 
_J =0 
&j 
ay +Hr=O 
at 
(a4) 
(as) 
(a6) 
Here Ljj is the discrete Laplacian operator. Hi' Hr account for the non-linear terms 
and the body forces of the momentum and mass conservation equations respectively, 
i.e. 
(a7) 
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For the time evolution, the three momentum equations can be discretized for the 
nonlinear term and the body force term by a Runge-Kutta third-order method, and for 
the linear terms by an implicit Crank-Nicolson scheme as done in the thesis, So we 
have 
(a8) 
where a;, u; denotes the intermediate solution and the known solution at the time step 
n respectively, and in which k indicates the time sub-step, The constants a k ,pk and 
f' have been previously derived. Equation (a8) can be written in terms of the 
increment /),u i = a; -u; , hence the equation in the computer code is 
/)'u, - ~ vd Lii/),ui = (f' Hi" + pk H;-! - akGiP")' /),t+ vakLiiu; (a9) 
It can be shown that the intermediate velocity field a; is globally divergence-free but 
not locally. It is now necessary to get the free divergent velocity field. To this end a 
scalar quantity <p is introduced to evaluate the velocity at the new time step n+ 1 by 
If the discrete div operator Di is applied to the preceding equation and imposing 
DiU;+! = 0 an elliptic equation to obtain the scalar <p can be obtained as below 
L .. '" = __ I_Da k 
»'1' d /),t " 
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(alO) 
(all) 
If the velocity at the intermediate time step derived from (aIO) is substituted in 
equation (a8), the following equation can be derived 
U?+1 - u~ 1 [1] 
, Llt ' 'IH;+pkHr'+zVa"Ljj(u;+'+U;>-a"Gi pn+t/J-zVa"Ljjt/J (aI2) 
This operation is necessary to derive the relation between pressure p and the scalar $ 
and to get accuracy in the method. From equation (aI2) the pressure at the time step 
n+ 1 is given by 
In the successive improvement of the method the pressure at the new time step is 
defined as 
(aI3) 
(aI4) 
These successive two steps give the numerical solution of the Navier-Stokes 
equations. At this point the important question arises how to get a fast solution with a 
minimum storage. These requirements are very important in dealing with three-
dimensional flows. Using an implicit scheme for the linear viscous terms helps to 
reach the goal of speed-up (stabilise) the solution, however, the associated matrix on 
the left-hand side of equation (a9), in the 3D case has a very large band and hence can 
not be easily inverted. A similar matrix arises as well when solving the Poisson 
equation (all). To overcome these difficulties, for equation (a9), an approximate 
factorisation is used, and for equation (all) trigonometric series are necessary, which 
will be addressed in detail later. 
The left-hand side of equation (a9) can be written as below with explicit 
indication of three directions, 
(aIS) 
where RHS is the right-hand side of equation (a9), and Pk = lva" fl(. The operator in 
2 
equation (aIS) can be approximated by the product of three sub-operators as below 
(aI6) 
It can be shown that the accuracy of the preceding approximation is of order fl(2. 
This approximation has the advantage of inverting tri-diagonal matrices. In the case of 
two periodic directions (x and y) it is indifferent to which order each direction is 
solved, however, on the other hand the vertical direction should be the last. So 
equation (aI6) is now written as 
(1- P'Li2 )flu; = flu;' 
(1- P'Li3 )flui = flu; 
where flu; and flu;' are intermediate quantities with no physical meaning. 
(aI7) 
(aI8) 
(aI9) 
Now it is appropriate to turn our attention to solve the Poisson equation (all) for 
the scalar $, which can be cast in the discrete form 
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(aZO) 
Periodicity in the xl- and x2-direction permits us to use Fourier Series. If NI and N2 
are the numbers of intervals in xl and x2 with the series one goes from the physical to 
the wave number space, and vice versa, by the relation 
By substituting this expression in the left-hand side, and a similar expression for 
F(ij,l), and by defining the reduced wave numbers 
equation (3.23) reduces to 
It is obviously seen that for each wave number kl and k2 the left-hand side of 
equation (a20) is a tri-diagonal matrix in the x3 direction. The coefficients of the 
matrix are 
I I .2 .2 
AP(k) =-2 , AM(k)=-z, AC(j)=-(AP(k)+AC(k))+kl +k2 &3 &3 
when supposing that a uniform grid in vertical direction is applied. 
(a21) 
(a22) 
(a24) 
Finally, it is worthwhile to note that the following terrain-following coordinates 
(X, Y ,Z) defined as 
z X=x Y=y z= (a2S) 
, , -D+h(x,y) 
are introduced to take into account the effect of bottom topography. The preliminary 
results show promising of the code to be used in more practical problems. 
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