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XML
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AMD Async module definition Asinhrona definicija modula
API Application programming in-
terface
Programski vmesnik
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GDPR General data protection regu-
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HTTP Hypertext transfer protocol Protokol za prenos hiperbese-
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JAR Java archive Java arhiv
JDK Java development kit Java razvojni komplet
JPA Java persistence API Java persistence API
JSON Javascript object notation Notacija Javascript objektov
NPM Node package manager Upravljalec Node paketov
PB Database Podatkovna baza
PLT Page load time Cˇas nalaganja strani
POJO Plain old Java object Navaden Java objekt
REST Representational state transfer Reprezentativni prenos stanja
RUM Real user monitoring Spremljanje uporabnikov v re-
alnem cˇasu
SPA Single page application Enostranska spletna aplikacija
SQL Structured query language Strukturiran poizvedovalni je-
zik
SSL Secure sockets layer Sloj varnih vticˇnic
TCP Transmission control protocol Protokol za nadzor prenosa
TLS Transport layer security Varnost transportne plasti
UMD Universal module definition Univerzalna definicija modula
URL Uniform resource locator Enolicˇni lokator virov
VLT View load time Cˇas nalaganja pogleda
W3C World wide web consortium Konzorcij svetovnega spleta

Povzetek
Naslov: Zasnova in razvoj platforme za spremljanje metrik spletnih aplikacij
HTML5
Avtor: Miha Jamsˇek
Spremljanje metrik spletnih aplikacij dandanes postaja vedno bolj pomembna
aktivnost. S spremljanjem metrik dobimo povratne informacije o kvaliteti
aplikacije, intuitivnosti njenega uporabniˇskega vmesnika in o njenih uporab-
nikih, ki jih lahko uporabimo za izboljˇsanje nasˇe aplikacije in storitve.
V diplomski nalogi se ukvarjamo s problematiko spremljanja metrik. Pri
tem se osredotocˇamo na pasivno spremljanje metrik, ki spremljanje izvaja na
celotni mnozˇici uporabnikov aplikacije. Podrobneje raziˇscˇemo eno izmed teh-
nologij pasivnega spremljanja – spremljanje metrik v realnem cˇasu in uporabo
te tehnologije v enostranskih spletnih aplikacijah (ang. single page applica-
tion), ki so dandanes zelo popularne, s svojim drugacˇnim nacˇinom delovanja
od klasicˇnih spletnih strani pa zahtevajo spremembe tudi pri zbiranju metrik.
Rezultat diplomske naloge je genericˇna platforma za spremljanje metrik,
prilagojena za enostranske spletne aplikacije. Platforma nam omogocˇa zaje-
manje metrik, pomembnih za enostranske spletne aplikacije, v realnem cˇasu
in neodvisno od uporabljenega ogrodja za izdelavo takih aplikacij.
Kljucˇne besede: metrike, HTML, HTML5, splet, spletne aplikacije, SPA,
platforma, RUM, spremljanje, cˇas nalaganja.

Abstract
Title: Design and implementation of platform for monitoring metrics of
HTML5 web applications
Author: Miha Jamsˇek
Metrics monitoring is nowadays becoming an increasingly important activity.
By monitoring various application metrics, developers get feedback on the
application quality, intuitiveness of the user interface and application’s users,
which developers can then use to improve their application and service.
In this thesis we deal with the topic of monitoring metrics. We are focus-
ing on the passive monitoring that is monitoring a whole set of application
users. Further, we are researching one of the technologies of passive moni-
toring – real user monitoring and its usage in single page applications, which
differ from the classical web pages and thus demand some changes in the way
we collect their metrics.
Result of the thesis is a generic platform for metrics monitoring, adjusted
for the single page applications. Platform enables monitoring of metrics,
important for the single page applications, in real time and independently of
the used framework for development of such applications.
Keywords: metrics, HTML, HTML5, web, web applications, SPA, plat-
form, RUM, monitoring, load time.

Poglavje 1
Uvod
Dandanes je digitalna ekonomija zelo razsˇirjen pojav. Velik del podjetij vsaj
delno posluje digitalno, za marsikatero pa to predstavlja glavni poslovni mo-
del. Ker je eden od glavnih gradnikov digitalne ekonomije tudi e-poslovna
infrastruktura [23], morajo podjetja nameniti temu tudi zadosten del pozor-
nosti.
Predvsem pri poslovnih modelih, ki se vrtijo okoli spletne strani – to so
razne spletne trgovine in ostale storitve, ki so na voljo skozi spletne vmesnike
– je uporabniˇska izkusˇnja eden izmed najpomembnejˇsih faktorjev, s katerim
uporabnika pritegnemo k uporabi nasˇe storitve in ga tam tudi zadrzˇimo.
Uporabnik, ki ima na voljo dve razmeroma podobni storitvi, bo izbral tisto,
ki ima preglednejˇsi uporabniˇski vmesnik in se hitreje odziva na uporabnikove
zahteve [17] [18].
Pri odkrivanju napak v nasˇi aplikaciji in optimizaciji njene odzivnosti
nam pomagajo metrike. S spremljanjem ustreznih metrik lahko dobimo po-
vratne informacije, ki jih uporabimo za izboljˇsanje nasˇe aplikacije. Pozorni
pa ne smemo biti samo na ustreznost zajetih metrik, ampak tudi na ustrezno
zajemanje teh metrik.
Delovanje danes popularnih enostranskih spletnih aplikacij (ang. sin-
gle page application, oziroma krajˇse SPA) je precej drugacˇno od delovanja
klasicˇnih spletnih strani. Zaradi razlik v delovanju so metrike, ki smo jih
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spremljali pri klasicˇnih, neprimerne. Primer ene take metrike je cˇas nala-
ganja strani (ang. page load time oziroma krajˇse PLT). Ker moramo pri
SPA locˇiti
”
trdo“ od
”
mehke“ navigacije (saj
”
trda“ vsebuje tudi zagonski
cˇas aplikacije, ki je sˇe ena od metrik, ki ni prisotna pri klasicˇnih straneh),
moramo tukaj postopati drugacˇe [16] [31].
Primerne metrike so tiste, ki nam dajo take informacije o delovanju apli-
kacije, da lahko iz njih sklepamo, ali nasˇa aplikacija potrebuje izboljˇsave
in kateri deli aplikacije so kriticˇni. Nekaj takih metrik uporabljamo zˇe pri
klasicˇnih spletnih straneh in jih je zato smiselno uporabiti tudi tukaj, medtem
ko je nekatere metrike potrebno definirati, saj jih poznamo samo v enostran-
skih spletnih aplikacijah.
Poskrbeti je pa potrebno sˇe za ustrezno zajemanje teh metrik. Cˇeprav je
metrika, ki jo spremljamo, ustrezna, pa to sˇe ne pomeni, da jo spremljamo
na ustrezen nacˇin. Da preprecˇimo neustrezno zajemanje, se moramo vedno
vprasˇati, zakaj neko metriko sploh spremljamo. Odgovor na to vprasˇanje
nam nato lahko sluzˇi kot ocena, ali nasˇo metriko tudi ustrezno zajemamo.
Metrike, ki so primerne in ustrezno zajete, nam omogocˇajo prepoznati
”
ozko grlo“ nasˇe aplikacije, da ga lahko odpravimo ter tako omogocˇimo svojim
uporabnikom boljˇso izkusˇnjo [20].
Cilj diplomske naloge je raziskati, kako zbiranje metrik v enostranskih
aplikacijah poteka, na kaksˇne posebnosti pri tem naletimo, predlagati nabor
metrik, ki jih je smiselno zbirati v takih aplikacijah, in zasnovati, implementi-
rati in evalvirati platformo, ki bo ustrezno spremljala metrike v enostranskih
spletnih aplikacijah.
V naslednjem poglavju opisujemo, kaj sploh so metrike in kaj njihovo
spremljanje. Spremljanje razdelimo na dva nacˇina in ju primerjamo. Pred-
stavimo tudi orodja, ki to problematiko zˇe resˇujejo na tak ali drugacˇen nacˇin.
V tretjem poglavju predstavimo razlike v delovanju klasicˇnih spletnih strani
in enostranskih spletnih aplikacij. Nadalje predstavimo pomembnost metrik
v enostranskih spletnih aplikacijah in pojasnimo, zakaj so v takih aplika-
cijah pomembnejˇse kot v klasicˇnih. Nato se osredotocˇimo na enostranske
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aplikacije in novosti, ki jih prinasˇajo in jih moramo uposˇtevati pri zajema-
nju metrik. Pri tem izpostavimo razliko v delovanju navigacije. Dotaknemo
se sˇe ene posebnosti enostranskih aplikacij – komponent in pojasnimo zakaj
metrik, ki spremljajo to posebnost, ne smemo posplosˇiti. Za konec poglavja
sˇe definiramo metrike, ki so primerne za enostranske spletne aplikacije. Nato
opiˇsemo cilje, ki jih mora nasˇa platforma dosecˇi. Izpostavimo problematiko
pri zajemanju metrik in predstavimo metrike, ki smo jih zajeli v implemen-
taciji resˇitve. Opiˇsemo sˇe, kako smo te metrike zajemali. V petem poglavju
se osredotocˇimo na zasnovo in implementacijo razvite resˇitve za spremljanje
metrik. Predstavimo nacˇrt platforme in razlozˇimo njeno delovanje. Nato
opiˇsemo orodja, ki so bila uporabljena za implementacijo resˇitve. Nada-
ljujemo z demonstracijo uporabe implementirane platforme, kjer prikazˇemo,
kako zajamemo vsako od spremljanih metrik in s povzetkom, kjer povzamemo
funkcionalnosti, ki jih resˇitev implementira. Diplomsko delo zakljucˇimo s
sklepnimi ugotovitvami in predlogi za nadaljne delo.
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Poglavje 2
Spremljanje uporabniˇskih
metrik v realnem cˇasu
V tem poglavju definiramo, kaj spremljanje metrik sploh je. Definirali bomo
delitev metrik na dve skupini in nakazali, kako se obe skupini metrik zajema.
Podrobneje se bomo posvetili eni izmed tehnologij za spremljanje metrik.
Spremljanje metrik je proces, kjer z uporabo empiricˇnih in objektivnih
metod dodelimo lastnosti nekemu objektu ali dogodku tako, da jih lahko ka-
sneje opiˇsemo [5]. Te lastnosti so najvecˇkrat podane v sˇtevilski obliki, saj
to omogocˇa lazˇjo interpretacijo rezultatov. Proces spremljanja metrik je v
uporabi v sˇtevilnih panogah kot so zdravstvo, biologija, kemija, strojniˇstvo,
elektrotehnika in racˇunalniˇstvo. Tako se v zdravstvu pogosto zajema me-
triko, kot je na primer telesna temperatura, saj lahko z njo zdravnik ugotovi
bolezensko stanje. Podobno se dogaja v racˇunalniˇstvu, kjer spremljamo me-
trike nasˇe aplikacije, da odkrijemo napake oziroma slabsˇe delovanje sistema.
Formalno temu procesu pravimo preslikava med empiricˇnim in formalnim
svetom [5].
Pri tem je potrebno biti pozoren, da so lastnosti, ki jih dodelimo opazova-
nemu objektu oziroma dogodku, primerne. Lastnosti morajo biti dodeljene
uposˇtevajocˇ jasno definirana pravila [9]. V nasprotnem primeru lahko dode-
ljene lastnosti ne predstavljajo vrednosti, ki smo jo hoteli izmeriti. Cˇlanek
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[5] to ilustrira s spremljanjem metrike ocene sˇtudenta. To metriko zajema
tako, da za oceno izbere oddaljenost sˇtudenta od table, kjer tisti, ki so blizˇje
dobijo viˇsjo oceno, tisti, ki so dlje, pa nizˇjo. Avtor s tem poudari, da cˇeprav
spremljamo primerno metriko (oceno sˇtudenta), pa zajemanje te metrike ni
ustrezno.
Metrike programske opreme so tako vse aktivnosti, ki v neki kapaciteti
merijo strosˇke in cˇas za implementacijo zasnove, zbiranje podatkov, merjenje
kvalitete zasnovanega modela, zanesljivost modela, kompleksnost modela,
varnost modela, zrelost funkcionalnosti in ocenjevanje uporabljenih metod
in orodij [9] [3] [15] [27]. Lahko pa pomenijo tudi fluktuacijo sprememb
programske opreme ali pa ponovno uporabnost zasnovanega modela [2] [26].
Cˇeprav so nasˇtete lastnosti zelo raznolike, pa do merjenja teh lastnosti pri-
stopamo enako. Seveda pa metrike niso omejene samo na spletne aplikacije.
Spremljamo jih lahko v raznih domorodnih aplikacijah, krmilnikih ali pa
strezˇniˇskih aplikacijah. Nekega splosˇnega recepta za seznam metrik, ki jih
moramo zajemati, ni. Spremljamo tiste, ki so za nas najpomembnejˇse.
V diplomski nalogi se osredotocˇimo na spremljanje zrelosti funkcional-
nosti. Metrike, ki spadajo v to skupino, lahko spremljajo kakovost upo-
rabniˇskega vmesnika, odzivnost aplikacije, kvaliteto povezave nasˇih uporab-
nikov, ali pa sˇe kaj drugega [25]. Za razliko od nekaterih drugih, ki ocenjujejo
zasnovo projekta, proces razvoja ali pa strosˇke razvoja, te metrike ocenjujejo
koncˇni izdelek. Spremljanje takih metrik se torej ne izvaja med razvojem
ampak po koncu le-tega. Ker pa je spremljanje neskoncˇen proces, se metrik
ne zajema samo takoj po razvoju, ampak celo zˇivljensko dobo aplikacije. Za-
radi razlik v spremljanju pred namestitvijo in po njej, se spremljanje metrik
v grobem deli na dve kategoriji: sinteticˇno in pasivno.
Sinteticˇno spremljanje je spremljanje, kjer s pomocˇjo orodij simuliramo
uporabnike in njihove akcije. S takim nacˇinom spremljanja lahko zgodaj
odkrijemo napake v funkcionalnosti nasˇe aplikacije. Ravno tako odkrijemo
neoptimizirane dele kode, ki upocˇasnjujejo delovanje aplikacije [32].
Sinteticˇno spremljanje ima eno pomankljivost in sicer, orodja s katerimi
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testiramo, ne morejo predvideti vseh mozˇnih poti izvajanja, ki jih uporabnik
lahko izbere po nasˇi aplikaciji. Obicˇajno se tako osredotocˇimo samo na tisti
pravi potek dela, kot smo si ga zamislili, ko smo nacˇrtovali aplikacijo. Ker pa
uporabniki ne poznajo pravega poteka dela, velikokrat izberejo drugacˇno pot
do zˇeljene storitve, ki jo s sinteticˇnim spremljanjem nismo zajeli. Ta problem
resˇujemo z uporabo druge kategorije – tj. pasivno spremljanje.
Pasivno spremljanje je spremljanje dejanskega prometa, ki ga imamo v
nasˇi aplikaciji. Gre za spremljanje, ki ga ne izvajamo vecˇ v varnem lokalnem
razvojnem okolju, oziroma testnih strezˇnikih, ampak se izvaja v produkcij-
skem okolju (Slika 2.1). Ta vrsta spremljanja zajema vse probleme aplikacije,
vendar jih zajame sˇele takrat, ko so se le-ti zˇe zgodili [22] [29].
Slika 2.1: Delovanje pasivnega spremljanja metrik
Ena od tehnologij pasivnega spremljanja je t. i. spremljanje uporabniˇskih
metrik v realnem cˇasu (ang. Real User Monitoring, oziroma krajˇse RUM).
S temi uporabniˇskimi metrikami lahko nato zaznamo nezˇelene pojave kot
so pogoste napake ali upocˇasnitve. Zaznamo lahko odzivnost nasˇega upo-
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rabniˇskega vmesnika, kjer spremljamo preklop med stanji aplikacije, pa tudi
njegovo intuitivnost, tako da spremljamo premik miˇske po zaslonu in vi-
dimo, ali se uporabnik
”
lovi“ po zaslonu. Poleg tehnicˇnih metrik pa lahko
spremljamo sˇe ostale metrike, kot so sˇtevilo obiskov strani, ali se stranke
vracˇajo na nasˇo stran, kaksˇen cˇas v povprecˇju prezˇivijo na njej, ipd.
Veliko teh metrik lahko spremljamo z uporabo orodij kot je Google Ana-
lytics [12] (nadalje GA) – predvsem prej omenjene ne-tehnicˇne metrike. GA
je sicer orodje namenjeno za uporabo v klasicˇnih vecˇ-stranskih spletnih stra-
neh, kjer se vsaka stran posebej nalozˇi in takrat sprozˇi dogodek, ki ga GA
zabelezˇi, vendar lahko njegovo uporabo priredimo tako, da deluje tudi v eno-
stranskih spletnih aplikacijah [13].
V primeru, da zˇelimo spremljati tehnicˇne metrike nasˇe enostranske spletne
aplikacije, pa hitro ugotovimo, da nam GA ne zadosˇcˇa. Tukaj so iniciativo
prevzela podjetja kot so AppDynamics [1], BlueTriangle [4], Microsoft (z ra-
zvojem orodja Mezzurite [24]) in ostala. Kar je njihovim resˇitvam skupnega,
je to, da se vsa osredotocˇajo na nekaj ogrodij (obicˇajno so to Angular [10],
AngularJS [11] in React [7], ker so trenutno najpopularnejˇsa).
Microsoft je pri svoji implementaciji naletel na problem, da so naviga-
cija in zˇivljenjski cikel aplikacije zelo odvisni od ogrodja, ki ga uporabljamo.
Predstavili so resˇitev, kjer so podprli samo tri ogrodja in v zameno olajˇsali
delo razvijalcu, ki uporablja njihov produkt. Dolgih nosov so tako ostali
razvijalci, ki uporabljajo druga popularna ogrodja, npr. Vue.js [34]. Ker pa
se popularnost ogrodij in tehnologij zelo hitro spreminja, je pri takem pri-
stopu treba biti neprestano obvesˇcˇen o spremembah in jih poznati v globino.
Ogrodje je potrebno poznati precej dobro, da vemo, kam umestiti nasˇe spre-
mljanje metrik. Tega se verjetno zaveda tudi Microsoft, saj je naznanil 2.
verzijo platforme Mezzurite, kjer bo najverjetneje spremenil pristop.
V zasnovi resˇitve za spremljanje metrik, ki smo jo razvili v okviru di-
plomske naloge, smo izbrali drugacˇen pristop kot Microsoft. Zasnovali smo
genericˇno resˇitev, ki deluje neodvisno od uporabljenega ogrodja. Ta zahteva
nekaj vecˇ dela s strani razvijalca, razvijalec pa mora poznati ogrodje, ki ga
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uporablja. Hkrati pa mu to omogocˇa, da prilagodi spremljanje metrik tako,
da mu bo dalo karseda tocˇne metrike, primerne za njegovo aplikacijo.
10 Miha Jamsˇek
Poglavje 3
Razlike pri spremljanju metrik
enostranske spletne aplikacije
in klasicˇne spletne strani
Ker se enostranske spletne aplikacije razlikujejo v delovanju od klasicˇnih, se
tako razlikuje tudi spremljanje metrik teh dveh pristopov [30] [21]. Merjenje
metrik je v tem primeru potrebno prilagoditi drugacˇnemu nacˇinu delovanja,
da nam dajo bolj tocˇne podatke. Nekatere od teh sprememb pa potrebujejo
tudi vpeljavo novih metrik, ki jih pri klasicˇnih straneh ne poznamo, saj pri
SPA vplivajo na tocˇnost spremljanih metrik.
3.1 Pomembnost metrik v enostranskih sple-
tnih aplikacijah
Pri prehodu iz klasicˇnih strani na SPA se ne spremenijo samo metrike, am-
pak tudi njihova pomembnost. Klasicˇne strani so vecˇinoma pisane tako, da
brskalnik prenese zˇe zgrajeno stran in jo uporabniku samo prikazˇe, koda Ja-
vascript pa se samo odziva na dogodke, ki jih uporabnik prozˇi – to so lahko
kliki na gumb, t. i. drag&drop ali pa premik miˇske – in tako niso zahtevni za
izvajanje. Pri SPA pa brskalnik prenese kodo Javascript, ki sˇele nato zgradi
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uporabniˇski vmesnik na odjemalcˇevi strani.
Izvajanje te kode pa se tukaj ne koncˇa, saj velika vecˇina teh ogrodij pod-
pira tudi dvostransko vezavo podatkov (ang. two-way data binding) [Ilu-
strirano na sliki 3.1]. Torej, ko nek podatek v kodi zamenja vrednost (kot
posledica rezultata klica AJAX ali pa uporabniˇskega vnosa), se ta sprememba
takoj pozna na vmesniku. Za dosego tega je potrebno, da v ozadju koda ne-
prestano poslusˇa za spremembe ter da prepozna, kdaj je potrebno vmesnik
na novo izrisati. S tem koda v nasˇi aplikaciji ni vecˇ pasivna, ampak deluje
aktivno. To odpre pot mozˇnim pusˇcˇanjem pomnilnika ali pa upocˇasnitvam
aplikacije.
Slika 3.1: Dvosmerno povezovanje pogleda in modela, vir: [19]
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Vse to naredi odjemalski del aplikacije precej bolj kompleksen v primerjavi
s klasicˇnimi spletnimi stranmi. Pri obvladovanju kompleksnosti aplikacije
nam pomagajo metrike, ki belezˇijo delovanje aplikacije. S temi metrikami
lazˇje odkrivamo napake v nasˇi aplikaciji, kar naredi spremljanje metrik zelo
priporocˇljivo, cˇe ne celo obvezno aktivnost.
3.2 Metrike v enostranskih spletnih aplikaci-
jah
Ker je podrocˇje spremljanja metrik za SPA sˇe precej novo, sˇe nimamo poe-
notene terminologije za te metrike. Razne implementacije uporabljajo svojo
terminologijo, vendar pa koncepti ostajajo isti [33] [24].
Pri vseh implementacijah je mocˇ najti zagonski cˇas aplikacije (ang. appli-
cation load time, oziroma krajˇse ALT). To je metrika, ki nam pove, ko-
liko cˇasa potrebuje nasˇa aplikacija, da prenese zahtevane gradnike, nalozˇi
kodo ogrodja, ki ga uporabljamo, in inicializira aplikacijo. Gre za precej po-
membno metriko, saj cˇe je zagonski cˇas predolg, lahko izgubimo kaksˇnega po-
tencialnega uporabnika. Obcˇutek predolgega nalaganja se velikokrat zmanjˇsa
tako, da najprej prikazˇemo stran, ki uporabniku sporocˇi, da se stran nalaga –
v vecˇini primerov je to krog, ki se vrti, ali pa cˇrta, ki se obarva glede na napre-
dek (pomislimo na odjemalca Gmail, ki nas obvesti, da se aplikacija nalaga,
nato pa prikazˇe vsebino) – ko smo pa prepricˇani, da je aplikacija nalozˇena,
to stran skrijemo in prikazˇemo dejansko vsebino. Eden izmed nacˇinov je
tudi ta, da se posluzˇimo delnega strezˇniˇskega upodabljanja (ang. server-side
rendering), tj. da stran delno izriˇsemo zˇe na strezˇniku.
Naslednja omembe vredna metrika se uporablja zˇe pri klasicˇnih straneh.
To je cˇas nalaganja strani (ang. page load time, oziroma krajˇse PLT). Pri
klasicˇnih aplikacijah je to najpogostejˇsa metrika, ki nas zanima, saj nam
pove, kako hitro uporabnik vidi vsebino strani. Toda, ko skusˇamo to metriko
vpeljati tudi v SPA, pridemo hitro do vprasˇanj, s katerimi se nismo srecˇali
pri klasicˇnih straneh. Prvo vprasˇanje, ki se nam zastavi, je, kdaj se stran
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sploh smatra za nalozˇeno? Ali je to, ko se nalozˇi DOM? Ali, ko se nam izriˇse
vmesnik? Mogocˇe takrat, ko pridobimo podatke?
Pravega odgovora ni, saj to povsem zavisi od tega, kako smo stran za-
snovali. Tudi podatkov, ki jih pridobivamo dinamicˇno z zahtevki AJAX, ne
obravnavamo z enako prioriteto. Podatki, ki gradijo osnovni pogled, na pri-
mer tabelo, so najverjetneje sestavni del strani in morajo biti zajeti v cˇasu
nalaganja strani, medtem ko podatek, ki nam prikazuje sˇtevilo neprebranih
sporocˇil v orodni vrstici, ni bistven in ga lahko iz te metrike izpustimo. V tem
primeru mora razvijalec sam presoditi, kdaj je stran uporabna in se smatra
kot nalozˇena.
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Slika 3.2: Razlicˇno delovanje SPA in klasicˇnih spletnih strani, vir: [19]
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3.3 Razlike v navigaciji
Poleg prej navedenega pa se enostranske spletne aplikacije razlikujejo tudi v
navigaciji. Pri nalaganju posamezne strani se je potrebno vprasˇati, ali je ta
stran prva, ki smo jo odprli, ali ena izmed sledecˇih? Namrecˇ, kot je bilo zˇe
omenjeno, se SPA posluzˇujejo mehke navigacije [Slika 3.2]. To je navigacija,
ki spremeni naslov URL in stanje zgodovine brskalnika z uporabo HTML5
vmesnika za zgodovino brskanja (ang. HTML5 History API), brez da bi se
stran dejansko nalozˇila. Posledica tega je, da je z izjemo prve vsaka naslednja
navigacija bistveno hitrejˇsa. Torej cˇe ne razlikujemo prve,
”
trde“ navigacije
od ostalih, lahko dobimo napacˇne podatke.
V cˇem pa se prva navigacija pravzaprav razlikuje od ostalih? Tukaj se
spomnimo prej omenjenega zagonskega cˇasa aplikacije. Ob prvi navigaciji se
morajo prenesti gradniki aplikacije, nakar se mora aplikacija sˇe inicializirati.
Prva navigacija je zato sestavljena iz zagonskega cˇasa aplikacije in cˇasa, ki
ga aplikacija potrebuje, da prikazˇe zahtevano stran.
Zaradi tega dejstva hitro opazimo, da uporaba imena PLT pri SPA ni
primerna. PLT pri klasicˇnih aplikacijah vsebuje tudi cˇas, ki ga porabimo da
prenesemo gradnike strani, v primeru mehke navigacije pa teh gradnikov ne
prenasˇamo. To se zgodi samo v zagonskem cˇasu aplikacije. Zato je tukaj
primernejˇse govoriti o cˇasu nalaganja pogleda (ang. view load time, ozi-
roma krajˇse VLT). Prva navigacija je tako sestavljena iz dveh metrik, vsaka
nadaljnja pa le iz ene.
3.4 Posplosˇitev cˇasa nalaganja strani v cˇas
nalaganja komponente
Pri vecˇini SPA ogrodij so strani v bistvu samo komponente. Komponenta je
koda, ki je glede na uporabljeno ogrodje razred ali funkcija. Ta hrani stanje
in upodablja del nasˇe aplikacije. Tako se vprasˇamo, ali bi lahko cˇas nalaganja
pogleda posplosˇili v cˇas nalaganja komponente (ang. component load time,
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oziroma krajˇse CLT)? Cˇeprav VLT in CLT izgledata, kot da merita isto stvar,
pa vendar obstaja razlika med njima. VLT se pricˇne meriti, ko se navigacija
zacˇne. V vsakem ogrodju je to drugacˇe implementirano, ampak obicˇajno se
navigacija zacˇne, ko smo sˇe na prejˇsnji strani. V VLT tako zajamemo tudi
cˇas, ki ga ogrodje porabi, da razresˇi katero komponento mora prikazati za
zahtevan URL.
Komponenta pa je lahko tudi vnosno polje za datum – ta komponenta
ne bo imela svojega URL-ja in bo lahko uporabljena na vecˇ straneh, ali
pa celo vecˇkrat na eni strani. Tukaj nas navigacija pravzaprav ne zanima,
zanima nas samo, koliko cˇasa potrebuje komponenta, da se instancira in po-
stane uporabna. Namesto na navigacijo se tukaj zanasˇamo na zˇivljenjski
cikel komponente. Vsaka komponenta ima, odvisno od ogrodja, definiran
zˇivljenjski cikel, kjer se ustvari instanca komponente, izriˇse njen pogled, pri-
dobi podatke, ki jih komponenta potrebuje, in kjer se ta instanca izbriˇse iz
spomina, ko je ne potrebujemo vecˇ.
To metriko je smiselno uporabiti na bolj kompleksnih komponentah, ozi-
roma t. i.
”
pametnih“ komponentah, ki znajo podatke pridobivati in obdelo-
vati, da tako spremljamo njihovo ucˇinkovitost. Pri
”
neumnih“ komponentah,
tistih, ki znajo podatke samo prikazati, ne pa tudi pridobiti, pa najverjetneje
ni.
Zaradi razlike v uporabi komponent, ki so pogledi in komponent, ki niso,
je bolje, da cˇas nalaganja pogleda in cˇas nalaganja komponente obravnavamo
in zajemamo locˇeno.
3.5 Smiselne metrike v enostranskih spletnih
aplikacijah
V enostranskih aplikacijah lahko spremljamo veliko sˇtevilo smiselnih metrik.
Spodaj smo nasˇteli nekaj metrik, ki se nam zdijo najpomembnejˇse za spre-
mljanje v enostranskih aplikacijah, kljub temu pa nekatere izmed njih lahko
uporabimo tudi pri klasicˇnih spletnih straneh. Nekaj od teh metrik smo tudi
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vkljucˇili v nasˇo razvito resˇitev.
Cˇas nalaganja komponente: O cˇasu nalaganja komponente smo govorili
zˇe v poglavju 3.4.
Belezˇenje poljubnih dogodkov: S tem zajamemo sˇtevilo poljubnih en-
kratnih dogodkov, ki so se izvedli, kot so recimo izvedba neke akcije
ali pa odpiranje zunanje povezave, kar nam da vecˇji vpogled v to, za
katere namene nasˇi uporabniki uporabljajo nasˇo aplikacijo in kako.
Spremljanje vracˇanja strank: S hrambo stanja v internetnih piˇskotkih
lahko spremljamo, kolikokrat je uporabnik zˇe obiskal nasˇo stran iz neke
naprave. Iz teh podatkov lahko sklepamo, ali se stranke vracˇajo na
nasˇo stran. V primerih, ko imamo v aplikacijo vkljucˇeno sˇe avtenti-
kacijo, lahko spremljamo ali nasˇi uporabniki dostopajo do aplikacije z
razlicˇnimi napravami.
Spremljanje uporabniˇskih naprav: Velikokrat je smiselno spremljati tudi
velikost zaslona in podrobnosti o brskalniku. Tako lahko vidimo, ali
nasˇi uporabniki pretezˇno uporabljajo mobilne naprave za dostop do
aplikacije, kar pomeni, da moramo posvetiti vecˇ pozornosti odzivnemu
uporabniˇskemu vmesniku.
Spremljanje cˇasa uporabnika na strani: Smiselno je belezˇiti tudi cˇas, ki
ga uporabnik porabi na dolocˇeni strani. To sˇe posebej drzˇi za strani,
katerih glavna funkcionalnost je prikazovanje vsebine, na primer razne
novicˇarske strani, blogi ali forumi. Cˇeprav je veliko takih strani pisa-
nih sˇe kot klasicˇne strani, pa so nekatere zˇe pisane tudi kot enostranske
spletne aplikacije. Spletni portal 24ur.com tako uporablja ogrodje An-
gular za prikaz novic. Obstajajo pa tudi razni generatorji staticˇnih
strani, ki generirajo vsebino, posredujejo pa jo kot enostransko sple-
tno aplikacijo, dva popularnejˇsa sta Gatsby [14] in VuePress [35]. V
kombinaciji s prej omenjenim belezˇenjem dogodkov lahko dobimo res
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dobro sliko o kvaliteti nasˇe storitve, ki jo uporabnikom ponujamo kot
nasˇo aplikacijo.
Spremljanje uporabnikove lokacije: Spremljanje, od kod nasˇi uporab-
niki dostopajo do aplikacije, je zelo pomembno. V primeru, da so nasˇi
strezˇniki prevecˇ oddaljeni od nasˇe glavne baze uporabnikov, jih je smi-
selno postaviti blizˇje.
Zagonski cˇas aplikacije: Zajamemo cˇas, ki ga nasˇa aplikacija potrebuje
od zacˇetka navigacije do trenutka, ko je nasˇa aplikacija prenesˇena in
inicializirana in se je pricˇela odzivati na zahteve uporabnika.
Cˇas nalaganja pogleda: Cˇas, ki ga potrebuje aplikacija, da izriˇse novo
stran (po tem, ko je aplikacija zagnana).
Cˇas nalaganja gradnikov strani: Cˇas, ki ga gradniki strani potrebujejo,
da se prenesejo. Ker ta cˇas zelo vpliva na zagonski cˇas aplikacije, ga je
smiselno obravnavati posebej.
Spremljanje uporabe aplikacije: Ker se v enostranskih aplikacijah stanje
ohranja pri prehodu na novo stran, lahko spremljamo uporabo nasˇe
aplikacije tako, da sledimo poti, ki jo uporabnik gradi z odpiranjem
novih pogledov nasˇe aplikacije.
Spremljanje premikov miˇske: Z zajemanjem premikov miˇske lahko za-
znamo razdalje, ki jih uporabnik
”
prepotuje“ z miˇsko po ekranu. Ta
podatek lahko potem vizualno prikazˇemo na vrocˇinskem zemljevidu. Iz
tega zemljevida lahko razberemo, ali je mozˇno te prepotovane razdalje
optimizirati, da izboljˇsamo uporabniˇsko izkusˇnjo.
Vecˇina teh metrik je formalne narave, kjer ima metrika sˇtevilcˇno vrednost
in lahko na njej opravljamo statisticˇno analizo. Iz tega lahko razberemo, ali
prihaja do problemov pri vecˇjem delezˇu uporabnikov, ali pa le pri pesˇcˇici.
Danes imamo veliko spletnih standardov, ki jih ne podpirajo vsi brskal-
niki. To je sploh ocˇitno pri uporabi starejˇsih brskalnikov. Cˇe iz zbranih
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podatkov razberemo, da ima nek dolocˇen problem samo pesˇcˇica ljudi in to
zaradi starejˇsega brskalnika, je mogocˇe cenejˇse opustiti podporo za ta br-
skalnik, kot pa prilagoditi aplikacijo zanj. Nedavno smo bili pricˇa takemu
primeru, ko je eden od popularnejˇsih ponudnikov repozitorijev GIT, GitHub,
sporocˇil novico, da so opustili podporo za brskalnik Internet Explorer [Slika
3.3]
Slika 3.3: Obvestilo na GitHub strani, odprti z Internet Explorerjem
Spremljamo pa lahko tudi metrike neformalne narave, kjer podatki nimajo
neke sˇtevilcˇne vrednosti. Tak primer je zajemanje premikov miˇske, kjer vi-
dimo, kako intuitiven je nasˇ vmesnik za uporabnika. Statisticˇna analiza na
teh podatkih nam ne bi prinesla ravno uporabnih podatkov, saj formula ne
more vedeti, kako je nasˇ uporabniˇski vmesnik zasnovan. V tem primeru je
bolj smiselno podatke evaluirati vizualno.
Poglavje 4
Spremljanje metrik v razviti
platformi za zbiranje in
spremljanje uporabniˇskih
metrik
Metrik, ki jih lahko spremljamo pri spletnih aplikacijah, je veliko. Prav zaradi
tega smo se pri implementaciji razvite resˇitve osredotocˇili le na nekaj izbranih
metrik, ki dobro predstavijo proces zbiranja metrik.
4.1 Cilji predlagane platforme
Cilj prakticˇnega dela naloge je razviti platformo, ki bi omogocˇala spremljanje
metrik v katerikoli enostranski spletni aplikaciji. Da to dosezˇemo, mora biti
razvita resˇitev uporabna za vse projekte, ne le za tiste, ki uporabljajo podprta
ogrodja. S tem skusˇamo standardizirati spremljane metrike in terminologijo,
ki jo uporabljajo.
Za dosego tega cilja smo morali najprej raziskati, katere metrike so pri-
merne za enostranske spletne aplikacije in katere niso. Da smo to ugotovili,
smo raziskali, kako se enostranska aplikacija razlikuje od klasicˇnih spletnih
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strani. Nato smo iz nabora metrik v poglavju 3.5 izbrali nekaj metrik, ki
smo jih v prototipu platforme podprli. Ker se podatki zajemajo v realnem
cˇasu, to pomeni, da se zajemajo v odjemalski aplikaciji. Iz tega sledi, da
smo morali razviti knjizˇnico, ki se jo vkljucˇi v odjemalsko aplikacijo in te
metrike zajema. Raziskati smo morali, kako se izdela knjizˇnico Javascript za
odjemalsko aplikacijo in katere tehnologije se pri tem uporablja. Podatki,
ki jih s knjizˇnico zajemamo, se morajo nekje hraniti, zato smo razvili sple-
tno storitev, ki te podatke sprejema, procesira in shranjuje v podatkovno
bazo. Raziskali smo, kako se tako spletno storitev implementira in kako na-
mesti. Zavedamo se tudi, da se te metrike spremlja v realnem cˇasu, zato
lahko pricˇakujemo veliko kolicˇino podatkov, ki jih bomo morali spremljati
in hraniti. Tako smo raziskali sˇe, kako se obdeluje vecˇjo kolicˇino podatkov
v spletnih storitvah. Za konec smo zajete podatke sˇe interpretirali, da smo
ugotovili, ali so za razvijalce uporabni.
4.2 Problematika spremljanja metrik
Cˇeprav je organizacija W3C predlagala standard, ki bi poenotil terminologijo
in nacˇin zajemanja metrik (vidno na sliki 4.1), pa so te neprimerne za eno-
stranske spletne aplikacije. To podrocˇje zaenkrat ostaja nestandardizirano,
v veliki meri tudi zaradi obstoja velikega sˇtevila razlicˇnih ogrodij. Vsako
ogrodje ima svoj zˇivljenski cikel komponent in svojo filozofijo delovanja.
Ko zˇelimo spremljati metrike v enostranskih aplikacijah, hitro naletimo
na problem, saj opazimo, da standardne metrike, ki jih predlaga W3C, ne
zadostujejo. Predlagani standard resˇuje problematiko metrik pri klasicˇnih
spletnih straneh, kjer je vsaka stran svoj dokument HTML. Stran smatra
kot nalozˇeno kmalu po tem, ko se nalozˇi DOM. Ker pa mora enostranska
aplikacija po inicializaciji objekta DOM, nalozˇiti sˇe svojo kodo, ta standard
izpusti del cˇasa nalaganja.
S tem, ko so razvijalci skusˇali zajeti metrike, primerne za enostranske
aplikacije, se je pojavilo veliko razlicˇnih implementacij zajemanja metrik.
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Slika 4.1: Predlog W3C za merjenje razlicˇnih cˇasov nalaganja spletne strani
Vsaka implementacija uporablja svojo terminologijo in zajema metrike, ki
niso standardne. V podjetjih, ki uporabljajo razlicˇne tehnologije, to lahko
vodi v viˇsje strosˇke usposabljanja razvijalcev, saj morajo poznati vecˇ razlicˇnih
orodij in terminologijo, ki jo ta orodja uporabljajo. Z nasˇo zasnovano resˇitvijo
se skusˇamo tem problemom izogniti, oziroma njihov ucˇinek omiliti.
4.3 Zajete metrike
Izmed metrik, ki so se nam zdele smiselne za spremljanje (opisane v poglavju
3.5), smo jih nekaj izbrali in njihovo spremljanje implementirali v nasˇi razviti
resˇitvi. Pri odlocˇitvi, katere metrike bomo zajemali, smo uporabili lastno
presojo, katere metrike najbolje ponazorijo spremljanje metrik v enostranskih
spletnih aplikacijah.
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4.3.1 Zagonski cˇas aplikacije
Ta metrika nam pove, koliko cˇasa potrebuje nasˇa aplikacija od trenutka, ko
v naslovno vrstico vnesemo spletni naslov aplikacije in pritisnemo ENTER,
pa do prve navigacije na nasˇi strani. Za oznacˇbo te metrike se uporablja
anglesˇka kratica ALT – Application Load Time.
Metriko zajemamo s pomocˇjo HTML5 vmesnika za zmogljivost spletne
strani (ang. HTML5 Performance API). Ta vmesnik nam izpostavi zacˇetni
cˇas navigacije, tj. ko smo pritisnili tipko ENTER, oziroma kliknili na pove-
zavo, ki kazˇe na nasˇo aplikacijo. Ta zacˇetni cˇas pridobimo s klicem vmesnika
performance.timing.navigationStart (uporaba v opusˇcˇanju) oziroma z
novejˇsim performance.timeOrigin. Koncˇni cˇas preprosto pridobimo z za-
jemanjem cˇasa ob trenutku, ko se je aplikacija zagotovo inicializirala.
Pri tej metriki nas zanimajo predvsem minimalni, maksimalni in pov-
precˇni zagonski cˇas. Dodamo lahko sˇe percentile, ki nam pomagajo ugotoviti,
kje lezˇi vecˇina nasˇih uporabnikov.
4.3.2 Cˇas nalaganja pogleda
Cˇas nalaganja pogleda je cˇas, ki ga aplikacija porabi od klika na povezavo
do trenutka, ko vidimo vsebino zahtevane strani. Kaj se smatra kot vsebino
strani je subjektivno, saj se to razlikuje od aplikacije do aplikacije. V takem
primeru je to odlocˇitev najbolje prepustiti razvijalcu, saj najbolje pozna
aplikacijo. Za oznacˇbo te metrike se uporablja kratica VLT – View Load
Time.
Posebej je potrebno izpostaviti cˇas nalaganja prvega pogleda (ang. first
view load time, oziroma krajˇse FVLT). Ta cˇas dobimo tako, da sesˇtejemo
zagonski cˇas aplikacije in cˇas nalaganja pogleda (enacˇba 4.1).
FV LT = ALT + V LT (4.1)
Pomembno je, da ko merimo hitrost nalaganja posamezne strani (z VLT
metriko), pri tej ne uposˇtevamo FVLT, saj tako lahko pokvarimo zajete po-
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datke. Cˇe na to nismo pozorni, se lahko hitro zgodi, da nam metrika pokazˇe,
da je nasˇa naslovna stran najpocˇasnejˇsa, kar pa ni vedno res, lahko je le
najpogostejˇsa stran, ki jo uporabnik prvo obiˇscˇe.
Za belezˇenje te metrike ne potrebujemo nobenega posebnega HTML5
vmesnika, saj se metrika zajema, ko je DOM zˇe v celoti nalozˇen in nam
tako razred Date povsem zadostuje. Zajeti moramo dva podatka – zacˇetek
nalaganja pogleda in konec nalaganja pogleda. Zacˇetek nalaganja pogleda je
smiselno zajemati v poslusˇalcu dogodka usmerjevalnika, da zajamemo cˇas,
ki ga ogrodje potrebuje, da razresˇi kateri pogled mora prikazati. Konec
nalaganja pogleda pa zajemamo, ko se zahtevani pogled smatra kot nalozˇen,
kar je odvisno od presoje razvijalca.
Pri tej metriki nas za vsako stran zanima minimalni, maksimalni in pov-
precˇni cˇas nalaganja ter sˇtevilo, kolikokrat je bila ta stran obiskana. Dodamo
lahko sˇe percentile, da ugotovimo stanje za vecˇino nasˇih uporabnikov. Paziti
moramo, da pri racˇunanju vrednosti izkljucˇimo cˇas nalaganja prvega pogleda.
4.3.3 Cˇas nalaganja gradnikov strani
Velik delezˇ zagonskega cˇasa aplikacije normalno predstavlja nalaganje gra-
dnikov strani. To so datoteke, ki jih nasˇa aplikacija nujno potrebuje za
svoje delovanje in so lahko razlicˇnega tipa, najpogosteje pa s tem mislimo na
HTML, Javascript in CSS datoteke.
To metriko je smiselno spremljati zato, da lahko zaznamo, ali imajo upo-
rabniki tezˇave s prenasˇanjem delov nasˇe aplikacije na njihove naprave. Seveda
je prenos aplikacije odvisen od kvalitete internetne povezave nasˇega uporab-
nika, to pa je faktor, na katerega nimamo vpliva.
V kolikor prepoznamo, da ima znaten del nasˇih uporabnikov tezˇave s
prenasˇanjem, se posluzˇimo raznih tehnik, ki naredijo nasˇo aplikacijo bolj
vitko. V kombinaciji z ostalimi metrikami lahko zaznamo, da dolocˇena sekcija
nasˇe aplikacije ni tako obiskana kot ostale – recimo urejanje profila. Tako
sekcijo je zato smiselno nalozˇiti s t. i. lenim nalaganjem (ang. lazy loading),
s cˇimer zmanjˇsamo zagonski cˇas aplikacije.
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Za zajem te metrike se spet posluzˇimo HTML5 vmesnika za zmogljivost
spletne strani. Ob zagonu aplikacije, se sprozˇi koda, ki s klicem
performance.getEntriesByType("resource") odcˇita cˇase nalaganja posa-
meznega gradnika ter njegovo velikost. Posamezen gradnik ima vecˇ cˇasov
nalaganja. Vmesnik nam izpostavi cˇase preusmeritve, DNS razresˇitve, vzpo-
stavitve povezave TCP, rokovanja SSL/TLS. Iz izpostavljenih lastnosti pa
lahko izracˇunamo sˇe zacˇetek zahtevka in konec odgovora, iz katerega lahko
dobimo celoten cˇas prenosa. Vmesnik nam tudi izpostavi velikost prenesˇene
datoteke in velikost odgovora na zahtevek HTTP. To nam omogocˇa, da vi-
dimo, koliko bajtov podatkov je uporabnik dejansko prenesel.
Ta metoda ima en pomemben predpogoj, in sicer mora strezˇnik, ki strezˇe
te datoteke, implementirati glavo zahtevka HTTP Time-Allow-Origin, kjer
za vrednost podamo domene, iz katerih je zbiranje te metrike dovoljeno.
Delovanje je tako podobno CORS-u.
Za vsak gradnik posebej nas zanima njegov tip ter minimalno, maksi-
malno in povprecˇno vrednost za tri metrike: velikost datoteke, velikost HTTP
zahtevka (ki poleg datoteke vsebuje sˇe meta podatke kot so HTTP glave, ang.
HTTP headers) in cˇas, ki je bil potreben, da se je datoteka prenesla.
4.3.4 Sledenje premikov miˇske uporabnika
Sledenje premikov miˇske je sˇe zadnja od metrik, ki smo jih zajeli v razviti
resˇitvi. Za razliko od preostalih nam ta ne meri hitrosti nasˇe aplikacije,
ampak jo uporabljamo, da ugotavljamo intuitivnost nasˇega uporabniˇskega
vmesnika. Ker ni formalne narave, ne moremo podatkov spraviti v neko
sˇtevilsko obliko in jih prikazati v porocˇilu, kot smo to storili s prejˇsnjimi
metrikami [28].
Seveda pa to ne pomeni, da so taki podatki nekoristni. Cˇe te podatke
zdruzˇimo v skupine zaslonskih tocˇk (npr. 20px x 20px), lahko za vsako tako
skupino belezˇimo t. i. vrocˇinsko stopnjo. Ta stopnja nam predstavlja sˇtevilo,
kolikokrat je uporabnik sˇel z miˇsko cˇez to skupino pikslov. Skupine pikslov, ki
so okoli gumbov, bodo tako imele viˇsjo vrocˇinsko stopnjo kot tiste v robovih
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aplikacije, kjer obicˇajno ni vsebine.
Ko imamo izracˇunane vrocˇinske stopnje lahko s temi stopnjami izriˇsemo
vrocˇinski zemljevid nasˇe aplikacije. Za izris zemljevida moramo spremeniti
nacˇin delovanja odjemalca iz zajemanja metrik v risanje vrocˇinskega zemlje-
vida. Odjemalec bo tako pridobil podatke potrebne za izris in jih izrisal na
zaslon poleg nasˇe aplikacije, kot je to vidno na sliki 4.2. Pri tem bodo polja z
viˇsjo vrocˇinsko stopnjo obarvana temnejˇse (rdecˇe), polja z nizˇjo pa svetlejˇse
(zeleno).
Slika 4.2: Primer vrocˇinskega zemljevida
Iz izrisanega vrocˇinskega zemljevida lahko na neformalen nacˇin vidimo,
ali se nasˇi uporabniki prevecˇ
”
lovijo“ po zaslonu, iz cˇesar lahko sklepamo,
da nasˇ uporabniˇski vmesnik ni intuitiven. Vidimo pa lahko tudi mnozˇice
najpogostejˇsih akcij, ki jih uporabnik izbere. Cˇe so gumbi za te akcije prevecˇ
oddaljeni med seboj, bo tako vrocˇinski zemljevid izrisal pot med njimi, kar
nam da informacijo, da je mogocˇe smiselno te gumbe premakniti blizˇje drug
drugemu.
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4.4 Zajemanje metrik
Za zajemanje metrik smo uporabili razlicˇne funkcionalnosti, ki jih brskalnik
in Javascript ponujata. Najpogosteje smo se pri zajemanju metrik posluzˇili
razreda Date, s katerim smo zajeli cˇas ob dolocˇenem trenutku. To smo
uporabili za merjenje zagonskega cˇasa aplikacije in cˇasa nalaganja pogleda.
Pri merjenju zagonskega cˇasa smo se posluzˇili uporabe HTML5 vmesnika za
zmogljivost spletne strani. Ta izpostavi lastnost, ki hrani cˇas, ko je brskalnik
pricˇel nalagati stran.
Problem pri HTML5 vmesnikih za metrike je ta, da standardizacija sˇe
poteka in tako niso zanesljivi. Veliko jih je tudi v opusˇcˇanju, ker je v pripravi
boljˇsi predlog. Brskalnik Chrome, ki ga izdeluje podjetje Google, ponuja
veliko eksperimentalnih API-jev, ki pa so lahko stvar spremembe ali pa ne
delujejo zanesljivo. Ker so implementirani samo v Chromeu, metrike zajete
s temi API-ji izkljucˇijo segment nasˇih uporabnikov (teh, ki ne uporabljajo
Chroma) in tako lahko vplivajo na kvaliteto nasˇih podatkov.
Izjemo smo naredili za eno lastnost vmesnika za zmogljivost spletne strani
in sicer objekt PerformanceTiming, ki nam izpostavi lastnost navigation-
Start. Ta lastnost je v opusˇcˇanju, vendar jo vecˇina brskalnikov sˇe vedno
podpira. Kot nadomestilo te lastnosti se uvaja lastnost Performance objekta
timeOrigin, ki pa sˇe ni standardizirana. V nasˇem pristopu tako preverjamo,
cˇe je timeOrigin definiran in cˇe ni, uporabimo opusˇcˇeni PerformanceTiming
objekt.
Uporabili smo sˇe poslusˇalca dogodka (ang. event listener) premika miˇske.
Ta poslusˇa za spremembo polozˇaja miˇske in ob spremembi zabelezˇi novo
pozicijo miˇske.
Poglavje 5
Zasnova, implementacija in
evalvacija platforme za zbiranje
in spremljanje uporabniˇskih
metrik
Za zajemanje metrik, opisanih v poglavju 4.3, smo zasnovali in razvili pro-
totip platforme. V nadaljevanju opiˇsemo zasnovo razvite platforme in njene
komponente. Nato opiˇsemo, kako smo platformo implementirali in katera
orodja smo pri tem uporabili. Demonstriramo sˇe njeno uporabo v dejanski
aplikaciji in nakazˇemo interpretacijo podatkov.
5.1 Nacˇrt razvite resˇitve
Pri snovanju resˇitve za zbiranje uporabniˇskih metrik v realnem cˇasu moramo
biti sˇe posebej pozorni, da z zbiranjem metrik ne poslabsˇamo uporabniˇske
izkusˇnje nasˇih uporabnikov. Pri takem zbiranju podatkov je lahko uporab-
nikov aplikacije zelo veliko. Cˇe se nasˇa storitev za spremljanje metrik, ki
metrike shranjuje, ne obnese dovolj dobro pri velikem sˇtevilu zahtevkov, po-
tem to lahko upocˇasni nasˇo aplikacijo, katere metrike spremljamo.
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Nasˇih uporabnikov pa te metrike ne zanimajo, njih zanima samo storitev,
ki jo nasˇa aplikacija ponuja. V primeru, da imamo pocˇasno aplikacijo, bodo
uporabo nasˇe aplikacije opustili in odsˇli h konkurenci. Najboljˇsa resˇitev za
spremljanje metrik je torej taka, za katero uporabnik ne ve, ne da bi prebral
ustrezna obvestila (na primer opozorilo na piˇskotke ali nova dolocˇila GDPR).
V razviti platformi metrike zajema knjizˇnica, ki jo vkljucˇimo v aplikacijo,
ki jo zˇelimo spremljati. Ta knjizˇnica odpre povezavo s storitvijo za spremlja-
nje metrik, ki je del razvite platforme, preko protokola WebSocket. Povezava
se tako vzpostavi samo enkrat in ostane odprta dokler uporabnik uporablja
aplikacijo. Preko te povezave nato posˇiljamo zajete metrike. Nekatere me-
trike, kot so cˇasi nalaganja, se prenesejo takoj, medtem ko se premiki miˇske
shranjujejo v medpomnilnik in se na vsakih nekaj zapisov prenesejo v stori-
tev za spremljanje metrik, da se tako zmanjˇsa sˇtevilo poslanih sporocˇil. Ko
ta sporocˇila prispejo na strezˇnik, jih ta takoj umesti v sporocˇilno vrsto.
Iz tega razloga smo v zasnovo vkljucˇili Apache Kafko, platformo za di-
stribuirano pretakanje. V platformi prevzema vlogo sporocˇilne vrste in s
tem omogocˇa kasnejˇse procesiranje prejetih metrik. Kafka za svoje delovanje
potrebuje tudi konfiguracijski strezˇnik Zookeeper. Drugi del storitve za spre-
mljanje metrik jemlje sporocˇila iz vrste in jih glede na njihov tip ustrezno
procesira ter shrani v podatkovno bazo. Ta del je lahko pocˇasnejˇsi, saj na
delovanje spremljane aplikacije nima vpliva. Cˇe se izkazˇe, da sprejemanje in
procesiranje sporocˇil v isti storitvi slabo vpliva na optimalno delovanje le-te,
se jo lahko locˇi na dva dela. Ima pa storitev za spremljanje metrik sˇe tretjo
komponento in to je generiranje porocˇil o zajetih metrikah. Ta del storitve,
zdruzˇi shranjene podatke in jih v JSON obliki posreduje razvijalcu.
Vse komponente platforme je mocˇ videti na sliki 5.1. Spremljana apli-
kacija pridobiva podatke za svoje delovanje iz sˇtevilnih API-jev. V ozadju
spremljane aplikacije nasˇa knjizˇnica spremlja metrike in jih posˇilja storitvi za
spremljanje metrik. Ta storitev sporocˇilo potisne v sporocˇilno vrsto v Kafki.
Kafka za odkrivanje svojih preostalih instanc uporablja Zookeeper. Storitev
nato odjema sporocˇila iz vrste in jih procesira.
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Slika 5.1: Nacˇrt platforme
Cilj te naloge je izdelati genericˇno resˇitev. Torej resˇitev, ki je neodvi-
sna od (ne)uporabljenega ogrodja. Da bi resˇitev bila res genericˇna, se pri
implementaciji knjizˇnice za zajem metrik nismo posluzˇili nikakrsˇnih optimi-
zacijskih trikov, ki jih ogrodja prinasˇajo.
V drugem poglavju omenjen Mezzurite je naredil prav to. Izkoristili so
poznavanje delovanja ogrodja tako, da so napisali knjizˇnico, ki poslusˇa do-
godke v zˇivljenjskem ciklu in izvaja belezˇenje ob primernih trenutkih. Ker
pa taka resˇitev ni genericˇna, smo mi izbrali drugacˇen pristop.
V knjizˇnici za spremljanje metrik tako samo izpostavimo metode, ki jih
mora razvijalec ustrezno umestiti v aplikacijo. Torej mora te poslusˇalce do-
godkov sam implementirati, iz cˇesar sledi, da mora tudi poznati zˇivljenjski
cikel ogrodja, ki ga uporablja.
Pri shranjevanju podatkov o metrikah je izstopalo shranjevanje premikov
miˇske, saj je teh podatkov lahko zelo veliko. Pri zaslonu polne locˇljivosti HD
imamo 1920 x 1080 zaslonskih tocˇk, zaradi cˇesar bi hranjenje vsake tocˇke
pomenilo zelo veliko shranjenih vrstic v bazi. Za izris vrocˇinskega zemljevida
pa pravzaprav ne potrebujemo podatkov natancˇnih na eno zaslonsko tocˇko,
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saj so ugotovitve iz zemljevida neformalne narave. Da se izognemo temu
problemu, smo zaslonske tocˇke zdruzˇevali v skupine 20x20 zaslonskih tocˇk.
S tem smo zmanjˇsali hranjeno mrezˇo iz 1920 x 1080 na 96 x 54, torej smo
zmanjˇsali sˇtevilo hranjenih vrstic iz dobrih dveh milijonov na priblizˇno pet
tisocˇ vrstic.
5.2 Implementacija
Za prototip genericˇne resˇitve je bilo potrebno implementirati spletno storitev
za spremljanje metrik, ki metrike shranjuje, in knjizˇnico, ki te metrike zajema
in posreduje storitvi za spremljanje metrik.
5.2.1 Knjizˇnica za zajem metrik
Cˇeprav je Javascript sˇe vedno edini jezik, ki ga brskalniki podpirajo, pa
danes poznamo veliko nacˇinov za pisanje spletnih aplikacij. Kot de facto
standard za distribucijo spletnih aplikacij se uporablja ECMAScript 5 verzijo
Javascripta. Ker je pa to zelo star standard, prakticˇno noben razvijalec
ne uporablja vecˇ te verzije. Tako je najpogostejˇsi proces tak, da piˇsemo
nasˇo aplikacijo v novejˇsi verziji Javascripta (ta je trenutno ES10, oziroma
ECMAScript 2019), nato pa uporabimo prevajalnik (ang. transpiler), ki
prevede kodo na starejˇso verzijo. Najpopularnejˇsi prevajalnik Javascript je
trenutno Babel.
Ni pa to edini nacˇin, ki se danes uporablja za razvoj aplikacij. Microsoft
je razveselil velik del razvijalcev, ko je zasnoval TypeScript, jezik podoben
Javascriptu, ki pa v koraku prevajanja preveri tudi podatkovne tipe spre-
menljivk in nam tako ponudi staticˇno preverjanje tipov.
Ker imamo vecˇ razlicˇnih nacˇinov razvoja, pa imamo tudi vecˇ nacˇinov
nalaganja modulov (oziroma datotek in knjizˇnic) v aplikacijo [6]. CommonJS,
AMD in UMD so le nekateri izmed njih. UMD, ki je kombinacija prvih dveh,
nam ponuja najvecˇjo fleksibilnost pri uporabi, zato smo se odlocˇili napisati
knjizˇnico v tem modulskem sistemu.
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Knjizˇnico za zajem metrik smo pisali v prej omenjenem Typescriptu,
ker dokumentiranje tipov, ki ga Typescript ponuja, omogocˇa lazˇjo uporabo
knjizˇnice. Dodatno prednost predstavlja tudi dejstvo, da v primeru, ko upo-
rabnik knjizˇnice uporablja samo Javascript, znajo moderni urejevalniki pre-
brati definicijo tipov in tako boljˇse predlagati uporabo knjizˇnice uporabniku.
V primerih, ko knjizˇnico za zajem metrik vkljucˇimo v aplikacijo z elemen-
tom <script>, pa je pomembno tudi, da je ta knjizˇnica karseda majhna, da
se hitreje nalozˇi. Da to dosezˇemo, se pri prevajanju izvede dodaten korak,
minifikacija, ki kodo optimizira, odstrani neuporabljene dele kode in tako
lahko zmanjˇsa velikost knjizˇnice tudi za vecˇ kot 50 %.
Vse te korake smo avtomatizirali z uporabo orodja Webpack, ki preko
vticˇnikov omogocˇa izvedbo celotnega prevajalnega cikla z enim ukazom.
Prevedeno knjizˇnico smo nato namestili v zaseben repozitorij NPM, go-
stovan na Sonatypovem Nexusu, od koder smo nato knjizˇnico prenasˇali za
uporabo v testnih aplikacijah.
Delovanje knjizˇnice
Ob zagonu knjizˇnica preveri zdravje storitve za spremljanje metrik na ka-
tero bo posˇiljala podatke. Cˇe je storitev v dobrem zdravju, odpre povezavo
s protokolom WebSocket [Izvorna koda 5.1]. Ko je povezava vzpostavljena,
knjizˇnica zaprosi storitev za pricˇetek seje. Pricˇetek seje storitev potrdi tako,
da vrne enolicˇni identifikator seje, ki se doda vsem naslednjim sporocˇilom,
ki jih knjizˇnica posˇilja. Knjizˇnica ustvari sˇe interval, ki vsako minuto osvezˇi
povezavo s storitvijo, saj jo storitev v nasprotnem primeru zapre zaradi po-
manjkanja aktivnosti.
Izsek izvorne kode 5.1: Odpiranje WebSocket povezave in metode za upra-
vljanje WebSocket akcij
public static connectSocket(serverUrl: string ): Promise > {
return new Promise ((resolve , reject) => {
const socketUrl = (serverUrl + SOCKET_ENDPOINT)
.replace ("http", "ws");
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SocketService.socket = new WebSocket(socketUrl );
SocketService.socket.onerror = (e: Event) => {
MonitorState.getMonitorState (). socketConnected = false;
reject(new Error (" Connection to socket failed !"));
};
SocketService.socket.onopen = (e: Event) => {
MonitorState.getMonitorState (). socketConnected = true;
// pridobi identifikator seje
SocketService.sendRegistrationEvent ();
// vsako minuto posljemo signal strezniku ,
// da ne prekine povezave zaradi neaktivnosti
SocketService.intervalID = setInterval(
SocketService.pingServerSocket ,
60000
);
resolve ();
};
// ...
});
}
public static sendMessage(message: SocketMessage ): void {
if (SocketService.socket.readyState === SocketService.socket.OPEN) {
SocketService.socket.send(JSON.stringify(message ));
}
}
private static onSocketMessage(e: MessageEvent ): void {
try {
const message: SocketMessage = Object.assign(
new SocketMessage (),
JSON.parse(e.data)
);
SocketHandlerService.handleSocketMessage(message );
} catch (e) {
Logger.error ("Error parsing socket message ." +
Diplomska naloga 35
" Message must be valid JSON !");
}
}
Ko imamo vpostavljeno povezavo, lahko pricˇnemo z zbiranjem metrik.
Ko se bo sprozˇila metoda za belezˇenje zagonskega cˇasa, bomo zajeli zacˇetni
cˇas navigacije in trenutni cˇas ter ju posredovali storitvi za spremljanje metrik.
V nasˇi metodi za zajem prvo zabelezˇimo trenutni cˇas, da se s tem izognemo
latenci vzpostavitve povezave [Izvorna koda 5.2].
Izsek izvorne kode 5.2: Zajemanje zagonskega cˇasa aplikacije
public static trackApplicationStartup () {
// zajem koncnega casa
const applicationLoaded = Date.now();
// ce API ni na voljo , ne moremo zajemati metrike
if (! AppStartupTracker.isFeatureEnabled ()) {
return;
}
if (MonitorState.getMonitorState (). startingApplication) {
// zajem zacetnega casa metrike z
// uporabo Performance API -ja
let navigationStart: number;
if (MonitorState.getMonitorState ()
.browserFeatures [" timeOrigin "]) {
navigationStart = performance.timeOrigin;
} else if (MonitorState.getMonitorState ()
.browserFeatures [" navigationStart "]) {
navigationStart = performance.timing.navigationStart;
}
MonitorState.getMonitorState (). setStartedApplication ();
// ker se ta klic lahko izvede prej kot smo
// vzpostavili WebSocket povezavo ,
// pocakamo na dodeljeno sejo
execSessionFunc (() => {
const message = new AppStartupMessage ();
message.applicationLoaded = applicationLoaded;
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message.navigationStart = navigationStart;
SocketService.sendMessage(message );
});
// zabelezimo prenesene gradnike strani
ResourceTracker.trackResources ();
}
}
private static isFeatureEnabled (): boolean {
return MonitorState.getMonitorState ()
.browserFeatures [" timeOrigin "] ||
MonitorState.getMonitorState ()
.browserFeatures [" navigationStart "];
}
V izvorni kodi 5.2 je mocˇ opaziti klic metode za spremljanje gradnikov
strani. Ta metoda zajame podatke o gradnikih, ki jih vmesnik Performan-
ceResourceTiming izpostavi in jih posreduje storitvi za spremljanje metrik
[Izvorna koda 5.3].
Izsek izvorne kode 5.3: Zajemanje gradnikov aplikacije
public static trackResources (): void {
if (MonitorState.getMonitorState ()
.browserFeatures [" entriesByType "]) {
// pridobimo vse gradnike
const entries: PerformanceEntryList = performance
.getEntriesByType (" resource ");
entries.forEach (( entry: PerformanceEntry) => {
const resourceEntry = entry as PerformanceResourceTiming;
execSessionFunc (() => {
const message = ResourceTracker
.collectEntry(resourceEntry );
SocketService.sendMessage(message );
});
});
}
}
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Zajeti je potrebno sˇe sledenje miˇski uporabnika. To dosezˇemo s po-
slusˇalcem dogodka premika miˇske [Izvorna koda 5.4]. Poslusˇamo dogodek
”
mousemove“, ki se sprozˇi vsakicˇ, ko miˇskin kazalec spremeni koordinate. Te
koordinate se shranjujejo v medpomnilnik – ko se ta napolni, posredujemo
njegovo vsebino storitvi za spremljanje metrik.
Izsek izvorne kode 5.4: Spremljanje premikov miˇske
public static registerMouseTracker(bufferLimit: number = 10) {
MouseTracker.BUFFER_LIMIT = bufferLimit;
MouseTracker.BUFFER = [];
window.addEventListener(
"mousemove",
MouseTracker.onMouseTrack
);
}
private static onMouseTrack(e: MouseEvent ): void {
// zajemamo dokler se medpomnilnik ne napolni
if (MouseTracker.BUFFER.length <
MouseTracker.BUFFER_LIMIT) {
const record: MouseRecord = {
pageX: e.pageX ,
pageY: e.pageY ,
pathname: UrlUtil.getCurrentPathname (),
};
MouseTracker.BUFFER.push(record );
} else {
// ko je medpomnilnik poln , posljemo podatke storitvi
const mouseTrackMessage = new MouseTrackMessage ();
mouseTrackMessage.coordinates = MouseTracker.BUFFER;
SocketService.sendMessage(mouseTrackMessage );
MouseTracker.BUFFER = [];
}
}
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Metode knjizˇnice
Knjizˇnica izpostavi objekt MetricsMonitor, ki ima naslednje metode:
init(configuration): Vzpostavi povezavo WebSocket s storitvijo za spre-
mljanje metrik.
redrawHeatmap(): Ponovno izriˇse vrocˇinski zemljevid za trenutni pogled.
logApplicationStartup(): Zabelezˇi zacˇetni in koncˇni cˇas zagona aplikacije
in ju skupaj s cˇasom nalaganja gradnikov strani posreduje storitvi za
spremljanje metrik.
logPageLoadStart(pageName): Zabelezˇi pricˇetek odpiranja pogleda.
logPageLoadEnd(pageName): Zabelezˇi konec odpiranja pogleda in posre-
duje cˇas nalaganja pogleda storitvi za spremljanje metrik.
5.2.2 Storitev za spremljanje metrik
Storitev za spremljanje metrik smo razvijali v platformi Open JDK Java 11,
pri cˇemer smo uporabili ogrodje KumuluzEE, ki implementira specifikacije
JakartaEE (oz. JavaEE 8) in MicroProfile 2.2. Ogrodje je bilo sprva razvito
kot rezultat diplomske naloge [8]. Ena od prednosti uporabe tega ogrodja je
ta, da nasˇo kodo zapakira v eno samo datoteko JAR, pogosto imenovano Fat
Jar oziroma Uber Jar. V to datoteko nam vkljucˇi tudi strezˇnik Jetty, kar
nam precej olajˇsa namestitev programa, saj nam ni potrebno konfigurirati
aplikacijskih strezˇnikov, kot je JavaEE to vcˇasih zahtevala, ampak se celoten
program preprosto pozˇene z ukazom java -jar server.jar.
Prenasˇanje knjizˇnic, od katerih je nasˇa storitev odvisna, prevajanje iz-
vorne kode in pakiranje vseh gradnikov v datoteko JAR, upravljamo z orod-
jem Apache Maven. To orodje je danes standard pri razvoju programov v
Javi, uporablja pa se ga lahko tako z Enterprise, kot s standardno verzijo
Jave.
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Za komunikacijo s knjizˇnico za zajem metrik nasˇa storitev izpostavi dosto-
pno tocˇko za protokol WebSocket, preko katerega sprejema sporocˇila [Izvorna
koda 5.5]. WebSocket nam omogocˇa polno dvojno komunikacijo (ang. full-
duplex) s strezˇnikom preko ene povezave TCP, s cˇimer zmanjˇsamo velikost in
sˇtevilo povezav potrebnih za komunikacijo v primerjavi z alternativo, kot je
recimo izprasˇevanje HTTP (ang. HTTP polling). Ustvarjena dostopna tocˇka
poslusˇa za prihodna sporocˇila in jih posreduje objektu razreda SocketService,
ki ta sporocˇila procesira.
Izsek izvorne kode 5.5: WebSocket dostopna tocˇka
@ServerEndpoint(
value = "/ socket",
decoders = SocketMessageDecoder.class ,
encoders = SocketMessageEncoder.class
)
public class SocketEndpoint {
private static final Logger LOG = LogManager
.getLogger(SocketEndpoint.class.getName ());
@Inject
private SocketService socketService;
@OnMessage
public void onMessage(SocketMessage message ,
Session session) {
if (message != null) {
LOG.info(" Received socket message of type ’{}’",
message.getType (). getName ());
socketService.processSocketMessage(message , session );
}
}
@OnOpen
public void onOpen(Session session) {
LOG.debug("New socket connection with id {}",
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session.getId ());
}
@OnClose
public void onClose(Session session) {
LOG.debug(" Closing session with id {}",
session.getId ());
SocketSessionContext.closeSession(session );
}
@OnError
public void onError(Throwable throwable ,
Session session) {
LOG.error(" Session id: {}, error: {}",
session.getId(), throwable.getMessage ());
throwable.printStackTrace ();
if (throwable.getCause () instanceof TimeoutException) {
try {
session.close(
new CloseReason(
CloseReason.CloseCodes.SERVICE_RESTART ,
"Timeout"
)
);
} catch (IOException e) {
e.printStackTrace ();
}
}
}
}
Prejeta sporocˇila storitev potiska v cˇakalno vrsto v Kafko [Izvorna koda
5.6]. Apache Kafka je orodje, ki je zmozˇno obdelovati pretocˇna sporocˇila v
realnem cˇasu, lahko pa se ga uporablja tudi kot sporocˇilno vrsto tipa objavi-
narocˇi (ang. publish-subscribe). Za Kafko smo se odlocˇili, ker zna obdelati
vecˇje sˇtevilo sporocˇil. Za prototipiranje smo uporabljali eno instanco Kafke,
v realnih primerih pa imamo teh instanc vecˇ, saj tako lahko izkoristimo
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potencial Kafke kot distribuirano storitev. Kafka za svoje delovanje potrebuje
tudi delujocˇo instanco orodja Zookeeper, preko katerega Kafka obvesˇcˇa o
lokacijah vseh instanc.
Izsek izvorne kode 5.6: Objavljanje sporocˇila v Kafko
@Inject
@StreamProducer
private Producer <String , String > producer;
private void handleSessionMessage(SocketSessionMessage message ,
Session session) {
String stringifiedMessage = JacksonMapper.stringify(message );
ProducerRecord <String , String > record =
new ProducerRecord <String , String >(
KafkaQueueConsumer.KAFKA_TOPIC ,
"key",
stringifiedMessage
);
producer.send(record , (metadata , exception) -> {
if (exception != null) {
exception.printStackTrace ();
} else {
LOG.info(" Message for session" +
" ’{}’ was sent to kafka server!",
message.getSessionId ());
}
});
}
Izsek izvorne kode 5.7: Narocˇanje na sporocˇila v Kafki
@StreamListener(topics = {KAFKA_TOPIC })
public void onMessage(
ConsumerRecord <String , String > record) {
SocketSessionMessage message = SocketMessageMapper
.castSessionMessage(record.value ());
if (message != null) {
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LOG.info(" Consumed message {}", message.getType ());
if (message.getSessionType ()
.equals(SocketSessionType.MOUSE_TRACK )) {
MouseTrackMessage trackMessage =
(MouseTrackMessage) message;
metricsService
.handleMouseTracking(trackMessage );
} else if (message.getSessionType ()
.equals(SocketSessionType.APP_STARTUP )) {
AppStartupMessage appStartupMessage =
(AppStartupMessage) message;
metricsService
.handleAppStartupTracking(appStartupMessage );
} else if (message.getSessionType ()
.equals(SocketSessionType.PAGE_LOAD )) {
PageLoadMessage pageLoadMessage =
(PageLoadMessage) message;
metricsService
.handlePageLoadTracking(pageLoadMessage );
} else if (message.getSessionType ()
.equals(SocketSessionType.RESOURCE_LOAD )) {
ResourceLoadMessage resourceLoadMessage =
(ResourceLoadMessage) message;
metricsService
.handleResourceLoadTracking(resourceLoadMessage );
}
}
}
Podatki se med komponentami platforme prenasˇajo kot objekti JSON,
serializirani v niz. Ti nizi se nato z uporabo knjizˇnice Jackson pretvorijo v
Javanske objekte (POJO).
Deserializirani objekti se nato sprocesirajo [Izvorna koda 5.7] in z uporabo
tehnologije JPA zapisujejo v podatkovno bazo. Kot bazo bi nacˇeloma lahko
uporabili katerokoli transakcijsko bazo, odlocˇili pa smo se za PostgreSQL 11,
saj ima veliko vgrajenih funkcij za racˇunanje statistike, ki jih uporabljamo
pri generiranju porocˇil.
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Porocˇila, ki jih generiramo s pomocˇjo teh poizvedb SQL pa so nato izpo-
stavljena in dostopna razvijalcu preko vmesnika REST, ki posreduje porocˇilo
v JSON obliki. Primer kode, ki generira porocˇilo, je prikazan v izvorni kodi
5.8. Da omogocˇimo lazˇjo uporabo vmesnika REST, izpostavimo sˇe upo-
rabniˇski vmesnik Swagger, ki prikazˇe s specifikacijo OpenApi dokumentirane
dostopne tocˇke [Slika 5.2].
Izsek izvorne kode 5.8: Pridobivanje porocˇila o zagonskem cˇasu aplikacije
public AppStartupReport generateAppStartupReport(
String applicationName ,
String percentileString) {
List <String > percentiles = this
.parsePercentileString(percentileString );
AppStartupReport report = new AppStartupReport ();
Query query = em.createNamedQuery(
AppStartupEntity.TIME_DIFF_STATISTICS
);
query.setParameter (" application", applicationName );
Object [] result = (Object []) query.getSingleResult ();
report.setMaxLoadTime ((Long) result [0]);
report.setMinLoadTime ((Long) result [1]);
report.setAvgLoadTime (( Double) result [2]);
this.calculatePercentilesForAppLoad(
applicationName ,
report ,
percentiles
);
return report;
}
private void calculatePercentilesForAppLoad(
String applicationName ,
AppStartupReport report ,
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List <String > percentiles) {
for (String percentile : percentiles) {
try {
Double percentileFraction =
Double.parseDouble(percentile );
if (percentileFraction < 0 ||
percentileFraction > 1) {
throw new NumberFormatException(
"Percentile must be decimal value between 0 and 1."
);
}
Query query = em.createNamedQuery(
AppStartupEntity.CALC_PERCENTILES
);
query.setParameter (" application", applicationName );
query.setParameter (" percentile", percentileFraction );
Double percentileValue = (Double) query
.getSingleResult ();
SinglePercentileReport percentileReport =
new SinglePercentileReport ();
percentileReport.setPercentile(percentileFraction );
percentileReport.setValue(percentileValue );
report.getPercentiles (). add(percentileReport );
} catch (NumberFormatException e) {
// ignore misformatted percentiles
}
}
}
5.2.3 Podporne tehnologije
Za namestitev storitve za spremljanje metrik smo uporabili orodji za virtu-
alizacijo Docker in Docker Compose. Storitev se zapakira v datoteko JAR,
nato pa uporabimo to datoteko, da zgradimo sliko vsebnika Docker [Izvorna
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Slika 5.2: Swagger UI z izpostavljenimi dostopnimi tocˇkami za pridobivanje
porocˇil
koda 5.9]. Ostali gradniki, od katerih je storitev odvisna – Kafka, Zookee-
per in podatkovna baza PostgreSQL, so ravno tako prenesˇeni v obliki slike
Docker.
Ker so gradniki tudi med seboj odvisni, moramo biti pozorni pri vrstnem
redu zagona teh gradnikov. Proces lahko poenostavimo z uporabo orodja
Docker Compose [Izvorna koda 5.10]. To orodje nam omogocˇa, da izposta-
vimo odvisnosti med gradniki, ki jih zna nato pognati v pravilnem vrstnem
redu. Zgrajene slike se hranijo v privatnem registru Docker, ki je gostovan
na istem strezˇniku Nexus, kot prej omenjen repozitorij NPM.
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Izsek izvorne kode 5.9: Dockerfile za storitev
FROM openjdk :11-jre -slim
ENV JAVA_ENV=PRODUCTION
ENV KUMULUZEE_ENV_NAME=prod
ENV KUMULUZEE_ENV_PROD=true
ENV KUMULUZEE_DATASOURCES0_CONNECTIONURL=
jdbc:postgresql :// localhost :5432/ metrics -monitor
ENV KUMULUZEE_DATASOURCES0_USERNAME=postgres
ENV KUMULUZEE_DATASOURCES0_PASSWORD=postgres
ENV KUMULUZEE_LOGS_LOGGERS0_LEVEL=INFO
RUN mkdir /app
WORKDIR /app
ADD ./api/target/metrics -monitor.jar /app
EXPOSE 8080
CMD ["java", "-jar", "metrics -monitor.jar"]
5.3 Prototip platforme za spremljanje metrik
Ugotovitve prejˇsnjih poglavij smo uporabili tako, da smo razvili prototip
platforme, ki metrike sprejema, shranjuje in prikazuje. V naslednjem delu
bomo predstavili razviti izdelek in njegovo uporabo. Vsa koda, ki je bila
razvita v procesu prototipiranja, je objavljena na GitHubu in javno dostopna
na naslovu https://github.com/Jamsek-m/diploma-thesis.
5.3.1 Namestitev
Namestitev te platforme sestoji iz dveh delov: namestitev zalednega dela, tj.
storitve, ki metrike hrani, in knjizˇnice, ki metrike zajema.
Zaledni del
Zaledni del ima veliko delezˇnikov, zaradi cˇesar se priporocˇa uporaba orodja
Docker Compose, saj nam namestitev zelo olajˇsa. Potrebno je le spisati
docker-compose.yml datoteko, katere primer vidimo v izseku kode 5.10.
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Izsek izvorne kode 5.10: Primer datoteke docker-compose.yml
version: "3"
networks:
metrics -net:
name: metrics -net
services:
postgres:
image: postgres
ports:
- "5433:5432"
environment:
POSTGRES_USER: postgres
POSTGRES_PASSWORD: postgres
POSTGRES_DB: metrics -monitor
networks:
- metrics -net
zookeeper:
image: wurstmeister/zookeeper
ports:
- "2181:2181"
networks:
- metrics -net
kafka:
image: wurstmeister/kafka
ports:
- "9092:9092"
depends_on:
- zookeeper
environment:
KAFKA_ADVERTISED_HOST_NAME: localhost
KAFKA_ZOOKEEPER_CONNECT: zookeeper :2181
networks:
- metrics -net
metrics -monitor -service:
image: metrics -monitor -service
ports:
- "8080:8080"
depends_on:
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- kafka
- postgres
environment:
KUMULUZEE_DATASOURCES0_CONNECTIONURL:
jdbc:postgresql :// postgres :5433/ metrics -monitor
KUMULUZEE_DATASOURCES0_USERNAME: postgres
KUMULUZEE_DATASOURCES0_PASSWORD: postgres
KUMULUZEE_STREAMING_KAFKA_PRODUCER_BOOTSTRAPSERVERS:
kafka :9092
KUMULUZEE_STREAMING_KAFKA_CONSUMER_BOOTSTRAPSERVERS:
kafka :9092
networks:
- metrics -net
Ko imamo tako datoteko spisano, se preprosto z ukazno lupino prema-
knemo v direktorij, kjer se ta datoteka nahaja, in vpiˇsemo ukaz docker-
compose up.
Docker Compose bo prebral to datoteko, prenesel vse potrebne slike vseb-
nikov, jih pognal v ustreznem vrstnem redu (ki smo ga v datoteki definirali
z uporabo depends_on) in povezal v skupno omrezˇje, da bodo lahko med
seboj komunicirali.
Namestitev in uporaba knjizˇnice
Knjizˇnico za zajem metrik se v aplikacijo lahko vkljucˇi na dva nacˇina. Prvi
je klasicˇni, kjer knjizˇnico nalozˇimo kot datoteko Javascript z uporabo HTML
elementa <script>. Pri takem nacˇinu uporabe je knjizˇnica dostopna preko
globalnega objekta.
Drugi, priporocˇen nacˇin uporabe je z namestitvijo knjizˇnice preko NPM-
ja. To storimo s preprostim ukazom npm install --save metrics-monitor.
V takem primeru obicˇajno uporabljamo kaksˇno orodje kot je Webpack, saj
knjizˇnico vkljucˇimo samo v datoteko Javascript, to orodje pa nato zazna
uporabo knjizˇnice in jo doda preostali kodi.
Naslednja demonstracija je vkljucˇitev knjizˇnice v aplikacijo, zgrajeno z
ogrodjem Angular 8, katere koda je tudi dostopna na GitHubu. Aplikacija se
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razvija neodvisno od diplomske naloge in sluzˇi upravljanju spletnih storitev
namesˇcˇenih v okolju Docker.
Inicializacija aplikacije Angular ob prvem zagonu klicˇe posebno metodo
bootstrapModule(), ki se nahaja v main.ts [Izvorna koda 5.11].
Izsek izvorne kode 5.11: Zagon Angular aplikacije
if (environment.production) {
enableProdMode ();
}
platformBrowserDynamic (). bootstrapModule(AppModule)
.catch(err => console.error(err));
Tukaj moramo dodati inicializacijsko kodo za nasˇo knjizˇnico. Metodi je
treba dodati sˇe nekaj parametrov in sicer URL naslov storitve, ki shranjuje
metrike, nacˇin delovanja in ime aplikacije za razlocˇevanje v primerih, ko spre-
mljamo metrike vecˇ aplikacij.
Izsek izvorne kode 5.12: Inicializacija knjizˇnice
if (environment.production) {
enableProdMode ();
}
MetricsMonitor.init({
applicationName: "angular -sample",
mode: "capture",
serverUrl: "http :// localhost :8080" ,
log: "debug",
urlsWithParameters: [
"/ service /{id}"
]
}). then (() => {
platformBrowserDynamic (). bootstrapModule(AppModule)
.catch(err => console.error(err));
}). catch((err: Error) => {
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console.error(err);
});
Kot je razvidno iz izvorne kode 5.12, imamo sˇe dva opcijska parametra:
prvi je stopnja belezˇenja dnevnika – ko razvijamo in testiramo aplikacijo je
bolje imeti sporocˇila z vecˇ podrobnostmi, ki jih v produkciji raje ne prikazu-
jemo.
Drugi parameter pa pride prav, ko imamo dinamicˇne strani. To so strani,
ki spreminjajo vsebino glede na parameter URL, obdrzˇijo pa enako strukturo.
Na sliki 4.2, kjer je prikazan vrocˇinski zemljevid, vidimo seznam. Cˇe kliknemo
na katero izmed vrstic v seznamu, se nam odpre stran, ki prikazuje razlicˇne
podatke glede na izbrano vrstico. Kar se spreminja je identifikacijski kljucˇ
elementa, ki dolocˇi katera vsebina se prikazˇe. Velikokrat je smiselno, da take
strani zdruzˇimo v eno z uporabo ohranitvenika (ang. placeholder), kar nam
uporaba tega parametra omogocˇa.
Zajem zagonskega cˇasa aplikacije in zacˇetka nalaganja pogleda To
nastavimo v korenski komponenti (najvecˇkrat imenovani app.component.ts),
kot je to vidno v izvorni kodi 5.13.
Izsek izvorne kode 5.13: Zajem zagonskega cˇasa aplikacije in zacˇetka nalaga-
nja pogleda
@Component ({
selector: "app -root",
templateUrl: "./ app.component.html",
styleUrls: ["./ app.component.scss"]
})
export class AppComponent implements OnInit {
constructor(private router: Router) { }
ngOnInit (): void {
MetricsMonitor.logApplicationStartup ();
this.router.events.subscribe(routerEvent => {
if (routerEvent instanceof NavigationStart) {
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MetricsMonitor.logPageLoadStart(routerEvent.url);
}
});
}
}
Tukaj se posluzˇujemo znanja angularjevega zˇivljenskega cikla in modula
Router.
Ko se angularjeva komponenta inicializira, preveri, ali ta komponenta
implementira metodo ngOnInit() in jo izvede. Ker je to korenska komponenta
aplikacije, pomeni, da se je nasˇa aplikacija uspesˇno zagnala, zato na tej tocˇki
zabelezˇimo koncˇni zagonski cˇas aplikacije.
S poznavanjem modula Router (iz knjizˇnice @angular/router) pa lahko
zajamemo cˇas pricˇetka nalaganja pogleda. Tukaj namrecˇ poslusˇamo za do-
godke, ki jih Router prozˇi. V Angularju je eden od teh dogodkov Navigati-
onStart, ki se sprozˇi, ko uporabnik zahteva spremembo pogleda.
Zajem cˇasa nalaganja pogleda Ko se zabelezˇi cˇas nalaganja pogleda, se
na strezˇnik pravzaprav ne posˇlje sˇe noben podatek. Da se zabelezˇi cˇas nala-
ganja strani in se podatki posˇljejo na strezˇnik, moramo poklicati sˇe metodo
za belezˇenje konca nalaganja pogleda [Izvorna koda 5.14]. To postavimo na
ustrezno mesto, ko je vsebina, pomembna za ta pogled, nalozˇena. Kaj je
ustrezno mesto, pa zavisi od primera.
Izsek izvorne kode 5.14: Zajem cˇasa nalaganja pogleda
@Component ({
selector: "app -first -page",
templateUrl: "./first -page.component.html",
styleUrls: ["./ first -page.component.scss"]
})
export class FirstPageComponent implements OnInit , AfterViewInit {
public displayedData: any[] = [];
constructor(
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private router: Router ,
private dataService: DataService
) { }
ngOnInit () {
// 1. primerno mesto:
// ko se komponenta za pogled instancira
MetricsMonitor.logPageLoadEnd(this.router.url);
}
ngAfterViewInit (): void {
// 2. primerno mesto:
// ko se pogled izrise na zaslon
MetricsMonitor.logPageLoadEnd(this.router.url);
}
private getData (): void {
this.dataService.getData (). subscribe(
data => {
this.displayedData = data;
// 3. primerno mesto:
// ko pridobimo podatke ,
// ki so bistveni za prikaz strani
MetricsMonitor.logPageLoadEnd(this.router.url);
}
);
}
}
Zajem premikov miˇske Knjizˇnica za zajem metrik ob inicializaciji re-
gistrira poslusˇalca dogodka premika miˇske. Ta poslusˇalec v ozadju belezˇi
premike miˇske, jih shranjuje v medpomnilnik in, ko se ta napolni, posreduje
strezˇniku. Razvijalcu tako za zajem te metrike ni potrebno storiti nicˇ.
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5.4 Testiranje in porocˇila
Vrocˇinski zemljevid
Cˇe hocˇemo iz vrocˇinskega zemljevida kaj razbrati, moramo zemljevid proje-
cirati na nasˇo aplikacijo. To lahko storimo z zajemom zaslonskih mask, na
katere nariˇsemo zemljevid, sˇe boljˇsi nacˇin pa je, da te podatke projeciramo
kar v nasˇo aplikacijo.
Knjizˇnica za zajem metrik ima dva nacˇina delovanja. S prvim smo se zˇe
spoznali, ko smo zajemali metrike. Drugi nacˇin delovanja pa ne zbira metrik,
ampak iz storitve za spremljanje metrik pridobi podatke o premikih miˇske,
ki jih nato projecira na aplikacijo.
Za delovanje projeciranja moramo spremeniti nasˇo kodo na dveh lokaci-
jah. Prva je pri inicializaciji knjizˇnice [Izvorna koda 5.15].
Izsek izvorne kode 5.15: Sprememba nacˇina delovanja knjizˇnice
MetricsMonitor.init({
applicationName: "angular -sample",
mode: "heatmap",
serverUrl: "http :// localhost :8080" ,
})
Ker pa ima vsaka stran svoj zemljevid, moramo sˇe popraviti nasˇo kodo
tako, da se zemljevid na novo izriˇse, ko odpremo novo stran. To storimo s po-
slusˇanjem dogodkov Routerja, kot smo to pocˇeli pri zbiranju cˇasov nalaganja
pogledov [Izvorna koda 5.16].
Izsek izvorne kode 5.16: Sprememba zemljevida ob prehodu na novo stran
this.router.events.subscribe(routerEvent => {
if (routerEvent instanceof NavigationEnd) {
MetricsMonitor.redrawHeatmap ();
} else if (routerEvent instanceof NavigationStart) {
MetricsMonitor.logPageLoadStart(routerEvent.url);
}
});
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Ko je to storjeno, odpremo aplikacijo v brskalniku, kjer se nam bo izrisal
zemljevid, kot je viden na slikah 5.3 in 5.4.
Slika 5.3: Vrocˇinski zemljevid za stran ’/’
Sˇtevilske metrike
Za ostale zajete metrike, ki so bolj formalne narave, imamo na voljo porocˇila
(primeri vidni na izvorni kodi 5.17, 5.18 in 5.19).
Izsek izvorne kode 5.17: Porocˇilo zagonskega cˇasa aplikacije
{
"minLoadTime ": 124,
"maxLoadTime ": 2616,
"avgLoadTime ": 417.30232558139534 ,
"percentiles ": [
{
"percentile ": 0.95,
"value": 1598.6999999999985
}
]
}
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Slika 5.4: Vrocˇinski zemljevid za stran ’/logs’
Izsek izvorne kode 5.18: Porocˇilo cˇasa nalaganja pogleda
{
"pages ": [
{
"pathname ": "/",
"minLoadTime ": 25,
"maxLoadTime ": 341,
"avgLoadTime ": 69.04347826086956 ,
"pageHits ": 23,
"percentiles ": [
{
"percentile ": 0.95,
"value": 120.1
}
]
},
{
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"pathname ": "/ service /{id}",
"minLoadTime ": 26,
"maxLoadTime ": 295,
"avgLoadTime ": 72.18518518518519 ,
"pageHits ": 27,
"percentiles ": [
{
"percentile ": 0.95,
"value": 212.49999999999997
}
]
}
],
"averagePageLoadTime ": 69.43939393939394
}
Izsek izvorne kode 5.19: Porocˇilo cˇasa nalaganja gradnikov strani
{
"resources ": [
{
"name": "http ://192.168.1.22:32772/
styles .6 b7abb61d8006c2e7e17.css",
"type": "link",
"payloadSize ": {
"average ": 245425.0 ,
"minimum ": 245425 ,
"maximum ": 245425
},
"requestSize ": {
"average ": 52837.78571428572 ,
"minimum ": 224,
"maximum ": 245755
},
"requestTime ": {
"average ": 39.035714285714285 ,
"minimum ": 2,
"maximum ": 562
}
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},
{
"name": "http ://192.168.1.22:32771/
main .86563 ff2a46d83c7aa1d.js",
"type": "script",
"payloadSize ": {
"average ": 1642994.0 ,
"minimum ": 1642994 ,
"maximum ": 1642994
},
"requestSize ": {
"average ": 1643339.0 ,
"minimum ": 1643339 ,
"maximum ": 1643339
},
"requestTime ": {
"average ": 218.5 ,
"minimum ": 163,
"maximum ": 326
}
}
]
}
Ta porocˇila lahko uporabimo za statisticˇno analizo, s katero lahko ugo-
tovimo, ali je nasˇa aplikacija odzivna, ali se gradniki prenesejo iz strezˇnika
dovolj hitro in cˇe ne, na koliksˇen del uporabnikov to vpliva.
Iz grafa zagonskega cˇasa aplikacije na sliki 5.5 tako razberemo, da se
velikemu delu uporabnikov aplikacija zazˇene v priblizˇno 500 ms, medtem ko
se majhnemu delezˇu uporabnikov aplikacija zazˇene v 1,5 s ali vecˇ. Te sˇtevilke
potrdimo s pregledom porocˇila 5.17.
V grafu cˇasa nalaganja pogleda na sliki 5.6 pa razberemo, da se stran
povecˇini nalozˇi v 100 ms, lahko pa tudi vecˇ, ampak ta cˇas ne presega 300 ms,
kar je precej dober cˇas.
Testiranje aplikacije je bilo izvedeno na majhni mnozˇici uporabnikov (n =
5). Pri tem sta dva uporabnika dostopala do aplikacije vecˇkrat, saj so morale
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Slika 5.5: Zagonski cˇasi aplikacije
metrike zajeti tudi primere, ko so bile datoteke shranjene v predpomnilnik
brskalnika. V realnih scenarijih je nasˇa mnozˇica uporabnikov veliko vecˇja,
zaradi cˇesar so tudi podatki bolj tocˇni in tako lahko bolje ocenimo delovanje
nasˇe aplikacije.
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Slika 5.6: Cˇas nalaganja pogleda ’/service/:id’
5.5 Povzetek funkcionalnosti resˇitve in eval-
vacija
Razvita platforma nam omogocˇa spremljanje metrik zagonskega cˇasa aplika-
cije, cˇasa nalaganja pogleda, cˇasa nalaganja gradnikov in spremljanja premi-
kov miˇske. Te metrike spremljamo v realnem cˇasu in na aktualni bazi uporab-
nikov aplikacije. Zasnovana je tako, da ima minimalen vpliv na uporabnika
aplikacije in na njegovo uporabniˇsko izkusˇnjo. Platforma deluje neodvisno od
uporabljenega ogrodja za razvoj enostranskih spletnih aplikacij, edini pogoj
za uporabo je ta, da razvijalec dobro pozna delovanje uporabljenega ogrodja,
da lahko umesti kodo za zajemanje metrik na ustrezno mesto.
Pri implementaciji zasnovane platforme smo odkrili tudi tehnicˇne ovire pri
spremljanju metrik. Osredotocˇili smo se na dve medsebojno povezani oviri
– veliko kolicˇino podatkov in dejstvo, da zbiranje metrik ne sme vplivati
na uporabniˇsko izkusˇnjo. Ti dve oviri smo obsˇli z uporabo praks za razvoj
skalabilne programske opreme.
Pri zajemanju cˇasa nalaganja gradnikov strani smo opazili, da je velikost
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prenesˇenih gradnikov velikokrat enaka 0. To gre pripisati brskalnikovemu
predpomnjenju teh gradnikov. Pri zajemanju te metrike je tako smiselno
izpustiti predpomnjene datoteke, saj se te niso prenasˇale in bi nam z nicˇelno
vrednostjo pokvarile pravo sliko velikosti prenosa.
Razvita platforma dosega cilje, ki smo jih hoteli dosecˇi. Razvijalcem
omogocˇa spremljanje metrik v realnem cˇasu, pri testiranju pa nismo zaznali
negativnih vplivov na uporabniˇsko izkusˇnjo. Platforma spremlja metrike v
katerikoli enostranski spletni aplikaciji, ne glede na uporabljeno ogrodje. S
tem tudi poizkusimo standardizirati celoten proces spremljanja metrik in
interpretacije rezultatov. Tega cilja ne dosegamo popolnoma. Da bi celoten
proces bil res standardiziran, bi morali implementirati precej vecˇje sˇtevilo
spremljanih metrik. V nasprotnem primeru se mora razvijalec posluzˇiti sˇe
kaksˇne druge metode za zbiranje metrik, ki niso implementirane, s cˇimer
otezˇimo standardizacijo.
Poglavje 6
Sklepne ugotovitve
Cilj diplomske naloge je bil seznaniti se z metrikami spletnih aplikacij in z
enostranskimi spletnimi aplikacijami, preucˇiti specifike zbiranja metrik v eno-
stranskih spletnih aplikacijah, predlagati nabor metrik, ki bi jih bilo smiselno
zbirati, in zasnovati platformo za spremljanje metrik enostranskih spletnih
aplikacij. Pri tem smo bili uspesˇni, saj nam je uspelo zasnovati in razviti plat-
formo, ki metrike ustrezno spremlja in je neodvisna od uporabljenega ogrodja
za gradnjo enostranskih spletnih aplikacij. Odkrili smo tudi posebnosti, ki jih
enostranske aplikacije uvajajo in na podlagi teh posebnosti definirali metrike,
primerne za take aplikacije.
Za dosego tega smo najprej raziskali, kaksˇne metrike so sploh primerne za
take aplikacije in v cˇem se razlikujejo od ostalih metrik. Iz teh metrik smo jih
nato izbrali nekaj, ki so se nam zdele najbolj reprezentativne za enostranske
aplikacije in najbolje demonstrirajo razliko v spremljanju metrik. Te metrike
smo nato vkljucˇili v implementacijo nasˇe platforme.
Z uporabo te platforme zagotavljamo, da razlicˇne aplikacije spremljajo
enake metrike, ne glede na uporabljene tehnologije. To nam omogocˇa lazˇjo
namestitev in uporabo take platforme, pa tudi ne predstavlja dodatne ovire
v primeru, da zˇelimo zamenjati uporabljeno tehnologijo v nasˇi aplikaciji,
saj problemov s kompatibilnostjo ni. S prilagoditvijo metrik za enostranske
spletne aplikacije pa smo dosegli, da so metrike bolj tocˇne, kot na primer s
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prilagojeno uporabo orodja Google Analytics.
Cˇlani W3C in razvijalci brskalnikov se pomena spremljanja metrik zave-
dajo, saj je v pripravi veliko osnutkov in predlogov za dodatne HTML5 API-
je, ki izpostavljajo veliko uporabnih metrik. Vecˇina teh predlogov v cˇasu
pisanja te naloge, zˇal, ni sˇe nikjer blizu implementacije. Najdemo jih tako
v opusˇcˇanju, ali pa le v dolocˇenih brskalnikih (kot eksperimentalne funkcio-
nalnosti). Ko bodo ti API-ji standardizirani in implementirani, bomo lahko
dobili izredno natancˇno in celovito predstavo obnasˇanja nasˇe aplikacije.
Za nadaljnje delo na zasnovani platformi pa ni potrebno cˇakati na imple-
mentacijo novih API-jev. Veliko metrik, opisanih v poglavju 3.5, se ne zanasˇa
na te nove API-je in lahko njihovo spremljanje precej hitro implementiramo.
Smiselno bi bilo dodati tudi graficˇni vmesnik, ki bi nam te podatke prikazal
v neki cˇloveku bolj prijazni obliki. S tem bi lahko metrike priblizˇali tudi
nekomu, ki nima tehnicˇnega znanja.
Da zakljucˇimo, dela je sˇe veliko in ga razvijalcem z interesom zbiranja
metrik ne bo zmanjkalo.
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