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Voorwoord 
Aan het begin van een vierjarig project denk je dat je zeeën van tijd hebt. 
Dat dacht ik ook. Maar vanaf het moment dat het eerste onderzoek was af-
gerond en de data geanalyseerd moesten worden, de resultaten opgeschre-
ven en het volgende onderzoek voorbereid, was ik blij dat ik al het werk 
niet in mijn eentje hoefde te doen. Velen ben ik dan ook erkentelijk voor 
hun steun, assistentie en adviezen. Bovenaan deze lijst van personen staat 
Peter: vanaf het moment dat ik hoorde dat ik op het project was aangeno-
men tot het typen van de allerlaatste letter van dit proefschrift ben je een 
stevige steun in mijn rug geweest. Je belangstelling, humor, kritische blik 
en eindeloze geduld hebben mij geholpen om het project zo goed mogelijk 
uit te voeren. Vooral in de laatste periode toen het échte schrijfwerk begon, 
heb ik aardig wat van je tijd en energie opgeslokt. Naast het feit dat je thuis 
de zaakjes draaiende hebt gehouden en zorgde voor allerlei plezierige aflei-
ders op zijn tijd, heb je ook je bijdrage geleverd aan de inhoud van dit boek. 
Pap en mam: bij jullie is bijna niks onmogelijk. Alle kansen die een 
mens zich maar voor kan stellen hebben jullie mij gegeven om uiteindelijk 
dit boek te kunnen schrijven. Al kon pap zich in het begin niet veel con-
creets voorstellen bij mijn onderzoeksactiviteiten en maakte mam zich ern-
stig zorgen of ze 'over een paar jaar nog wel met mij zou kunnen praten', 
kon ik altijd rekenen op jullie vertrouwen. Jullie zijn ook de afgelopen vier 
jaar weer een belangrijke vriend en vriendin voor me geweest. 
Joost Jan, Vanja, Sanjay en Hans: jullie bleven stug bellen, schrijven, 
emailen en langskomen als 'zus' weer eens even onbereikbaar was voor de 
buitenwereld. Daarnaast maakten de lunches met Joost Jan de schrijfperiode 
ook heel wat aangenamer. 
Rob en Wim: ondanks het feit dat ik vaak 'een lastpak' en 'een neuroot' 
was, heb ik het als erg plezierig ervaren om met jullie samen te werken. 
Jullie hebben me alle vrijheid gegeven het project uit te voeren zoals ik dat 
graag wilde en me daarbij het vertrouwen gegeven dat het wel goed zou 
komen. Jullie stuurden me tijdig bij en kwamen op het juiste moment met 
een gouden tip. En als het allemaal wat TE serieus en zwaar werd, kwam al-
tijd een van jullie wel met een grappig verhaal of een goede mop ter tijde-
lijke ontspanning. 
Ludo: ondanks het feit dat je er pas op het laatste nippertje bijgekomen 
bent, heb je toch een waardevolle bijdrage kunnen leveren aan dit boek. Je 
las het manuscript 'diagonaal', zoals je dat zelf noemde, en haalde op die 
manier een aantal zwakke plekken in het betoog boven water. Je kritische 
vragen dwongen me over sommige resultaten nog eens grondig na te den-
ken en onduidelijke fragmenten in de tekst scherper te formuleren. 
Voorwoord 
Verder ben ik veel dank verschuldigd aan Alexandra Costantini, Inge 
Drent, Gonnie Houkes, Désirée Janssen, Susanne Knoops, Astrid Struik, 
Inge Uit de Haag, Gerti van Vorst en Esther Wittenburg, die het belangrijk-
ste deel van de dataverzameling op zich hadden genomen, en aan Liesbeth 
Imbens, die een eindeloze hoeveelheid duurmetingen heeft verricht. Ook 
wil ik graag de leerlingen en de staf van De Bolster (Oss), de Carolusschool 
(Groesbeek), de Julianaschool (Doetinchem), de Meginhardschool 
(Arnhem), de Mgr. Ruttenschool (Nijmegen), de Moldyckeschool 
(Molenhoek), de Nicolaasschool (Oss), de Wilhelmina Bladergroenschool 
(Nijmegen) en de Wilhelminaschool (Doetinchem) bedanken voor hun 
medewerking en flexibiliteit. Voorts dank ik Colin Brown die heel wat 
spaarzame vrije uren heeft opgeofferd om het Engels in dit boek te ver-
fraaien. Kees van Eekelen, Lex Bouts en de electrónica rekenmachinegroep 
van psychologie ben ik zeer erkentelijk voor alle vormen van computeron-
dersteuning die zij mij hebben geven. Tenslotte dank ik alle ortho-collega's 
voor hun bijdrage aan de goede tijd die ik op de vakgroep heb gehad. Enkele 
personen wil ik bij naam noemen: Petri, waarbij ik altijd terecht kon voor 
een leut of een serieus gesprek, Berend die me uit mijn hok sleepte voor 
een nuts als de deur naast de zijne te lang achter elkaar gesloten bleef, 
Monique waarmee ik tegelijk ben begonnen bij de vakgroep en waarbij ik 
bij tijd en wijle mijn ei kwijt kon, en Ans en Keeny die zorgden voor gezel-
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PROCESSING UNITS IN 
PHONOLOGICAL DECODING 
Knowledge of the letter-to-sound correspondences that underlie an alpha-
betic writing system is central to proficient reading (Adams, 1990; Perfetti, 
1985). The ability to translate written words into their spoken forms by 
mapping the constituent parts (e.g., graphemes) of the written word onto 
their phonemic counterparts, a process called phonological decoding, plays a 
crucial role in the development of reading ability (Adams, 1990). Laboratory 
research indicates that the ability to read words quickly, accurately, and au-
tomatically is critical for the acquisition of word specific orthographic 
knowledge (Wimmer & Goswami, 1994) and for skilful reading comprehen-
sion (Perfetti, 1985). Although most children learn to read without much ef-
fort, some children have severe and often persistent problems with reading. 
For some reason, they show slow progress in decoding abilities, compared to 
their proficient reading peers. They are less effective in using grapheme-
phoneme correspondence information for word recognition (a grapheme is 
a letter or letter combination that corresponds to one sound (phoneme)). 
This deficiency results in incomplete or defective word-specific associations 
between phonological and orthographic word-form representations and, 
consequently, in poor text comprehension. 
The central questions of this thesis are (i) whether syllable-bound pro-
cesses play a role in phonological decoding, and (ii) whether poor readers 
benefit from intervention programs in which they are stimulated to process 
words in syllabic units in order to improve their decoding skills. Two kinds 
of syllables are involved in reading: the phonological syllable and the or-
thographic syllable. In Dutch, a phonological syllable consists of a nucleus (a 
vowel or - in some cases - a syllabic consonant), preceded by zero or more 
consonants (the onset), and followed by zero or more consonants (the coda) 
(Booij, 1995). The definition of an orthographic syllable is the same, but its 
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constituents are graphemes instead of phonemes. In most cases, there is a 
one-to-one correspondence between phonological syllables and ortho-
graphic syllables in Dutch. However, complications arise in the case of 
words with ambisyllabic consonants. Ambisyllabic consonants are intervo-
calic consonants that occur after a short vowel and are spelled as geminates 
(like, for instance, the 'P' in 'DAPPER' [brave]) and the digraph 'NG' (like in 
'BEHANGER' [paper-hanger]). The orthographic syllables of 'DAPPER' are 
'DAP' and 'PER'. However, from a phonological point of view, the /p/ may 
be linked to the coda of the first syllable or to the onset of the second syllable 
(see Booij, 1995, for discussion of this matter). It is not clear from the litera-
ture, whether Dutch readers map the orthographic syllable 'DAP' onto the 
phonological syllable /dap/, /da/, or onto both. In order to get around this 
uncertainty, I did not use ambisyllabic consonants in the majority of the 
studies that are reported in this thesis. 
The poor readers in this thesis were readers who had reading problems 
that were not caused by a low level of intelligence, gross hearing or sight 
loss, or any overt neurological disorder. They were at least one year behind 
in the development of reading skills; their reading level was comparable to 
the reading level of normal readers in grade two. 
In the present chapter, I will first give an outline of how children learn to 
read, as well as an overview of the research on processing units (e.g., onset-
rime units, syllables) in phonological decoding. The chapter then continues 
with a discussion of the reading problems of poor readers, and with reading 
intervention programs that emphasize improvement of phonological de-
coding skills. All of the intervention programs that are considered in this 
chapter are based on a computerized instructional system. In reading re-
search, training programs directed at improving speed and automaticity of 
phonological decoding skills are often based on a computerized instruc-
tional system, for the obvious reason that the computer makes it possible to 
accurately measure improvements in decoding speed. In the final part of 
this chapter an outline of the thesis is presented. 
1.1 How children learn to read 
In The Netherlands, formal reading instruction starts in the third year of el-
ementary school (comparable with grade one in most other countries). In 
the first two years (comparable with kindergarten) some preparatory educa-
tion is given to induce phonological awareness. Phonological awareness is 
the ability to reflect on, and manipulate units of spoken language, like 
phonemes, syllables, or words. Children are exposed to all kinds of word 
games to develop phonological awareness, like nursery rhymes, rhyming 
games, songs, or games in which children clap their hands for every syllable 
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in a word or for every word in a sentence. There is strong evidence that 
some minimal level of phonological awareness is a precondition for acquir-
ing basic reading skills (e.g., Bradley & Bryant, 1983; Byrne, Freebody, & 
Gates, 1992; Lundberg, Frost, & Petersen, 1988; Maclean, Bryant, & Bradley, 
1987; Mann & Liberman, 1984; Tunmer, Herriman, & Nesdale, 1988; 
Vellutino & Scanlon, 1987; Wagner & Torgesen, 1987; Wagner, Torgesen, & 
Rashotte, 1994). Many prereaders spontaneously learn to recognize some 
printed words from television, books, or billboards. They practise with let-
ters by copying or scribbling them, writing their own names and so on 
(Anderson, Hiebert, Scott, & Wilkinson, 1985; Sulzby & Teale, 1991; 
Verhoeven, 1994). 
The initial reading instruction in The Netherlands generally consists of a 
great amount of explicit phonics instruction (Reitsma & Verhoeven, 1990). 
The instructional reading program that is used most in elementary schools 
is Veilig Leren Lezen [Learning to read safely] (Mommers, Verhoeven, & 
van der Linden, 1990). The major aim of this reading method is to teach 
children the basic structure of written language. This means that children 
acquire knowledge of individual graphemes and phonemes and the corre-
spondences between them. They learn to analyse written words into their 
constituent graphemes, and to blend letters to form words. Halfway through 
the first year of formal reading instruction most children are able to decode 
simple and transparent Dutch words (Reitsma & Verhoeven, 1990). The 
rather regular Dutch orthography may help in this relatively fast acquisition 
of decoding skills. 
As a result of reading practice, readers acquire the ability to read many 
more words accurately, automatically, and rapidly. According to Frith (1985) 
more proficient readers acquire orthographic skills with which they analyse 
words into larger orthographic units than individual graphemes, such as for 
instance syllables or morphemes (see section 1.3 for further discussion of or-
thographic processing units in reading). Once children have passed these 
initial stages of reading acquisition, functional literacy can be further devel-
oped. 
1.2 Models of reading aloud 
Traditional models of reading aloud make a distinction between two proce-
dures for converting print to phonology: A dictionary lookup procedure and 
a letter-to-sound procedure (Coltheart, Curtis, Atkins, & Haller, 1993). 
Although some theorists are strongly critical of dual-routine models (e.g., 
Humphreys & Evett, 1985; Seidenberg & McClelland, 1989; Van Orden, 
Pennington, & Stone, 1990), it appears that most researchers (see, for in-
stance, the open peer commentary that follows the Humphreys and Evett 
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paper) assume that there are two procedures for the translation from print 
to sound: One for reading regular words and nonwords, and one for reading 
exceptional words (e.g., Coltheart et al., 1993; Paap & Noel, 1991; Patterson & 
Coltheart, 1987). The traditional model of reading aloud with a dual-routine 
approach is Coltheart's dual-route model (Coltheart, 1978, 1985; Coltheart et 
al., 1993; Coltheart & Rastle, 1994). Coltheart postulates two procedures by 
which a printed stimulus can be pronounced. The first procedure involves 
the use of phonological information. This is generally described as the 
phonological (nonlexical, indirect) route. The reader uses knowledge of 
grapheme-phoneme correspondences to translate the printed word form 
into an internal phonological representation, which is then used to retrieve 
the meaning of the word. Thus, when using the phonological route, the 
printed word 'DOG' is first broken up into the orthographic units 'D', 'O', 
'G'. Then the corresponding phonemes /d/, lol, /g/ are retrieved and 
blended together in order to reconstruct the appropriate phonological form 
/dog/. This process of converting letters into sounds is assumed to operate 
in a left-to-right manner and is therefore referred to as sequential decoding. 
The second procedure, generally described as the lexical (direct) route, is 
thought to operate by a direct mapping of a word's visual characters onto a 
stored lexical representation. 
With regard to the two procedures of word identification, beginning 
normal readers are assumed to rely on phonological information to identify 
written words. When children start to learn to read, they acquire knowledge 
of letter-sound relationships. By systematically analysing a letter string into 
its constituent graphemes (graphemic parsing), converting graphemes into 
their phonemic counterparts (phoneme assignment) and then blending the 
string of phonemes together (phoneme blending), a phonological represen-
tation of a regularly spelled word can be generated. Subsequently, this repre-
sentation can be used to gain access to the mental lexicon and to retrieve the 
meaning of the word and other word-specific information, for instance the 
pronunciation. 
When children become more proficient readers as a result of reading 
practice, their decoding skills improve, which leads to an increase in accu-
racy and speed of printed word identification. As a consequence of accurate 
and fast decoding, the phonological representation of a word becomes di-
rectly associated with its orthographic form (Adams, 1990; Ehri, 1987; Ehri & 
Wilce, 1983; Jorm & Share, 1983). Direct word identification skills are neces-
sary for fluent reading comprehension (Wimmer & Goswami, 1994). 
1.3 Processing units in phonological decoding 
One important difference between models of reading aloud is the size of the 
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units that are thought to be involved in word identification. Coltheart (1978; 
Coltheart & Rastle, 1994), for instance, claims in his dual-route model that 
the processing of words through the phonological route operates solely at 
the level of individual graphemes and phonemes. In his 1978 paper, 
Coltheart rejected the idea of Hansen and Rodgers (1973) that readers make 
use of a syllabary in word recognition. According to Coltheart, there are 
many English words that are regular at the grapheme-phoneme level but ir-
regular when these words are parsed in syllabic units. For instance, 
'LONGER' will be parsed as 'LON-GER' resulting in a mispronunciation, or 
as 'LO-NGER' resulting in an illegal second syllable. An additional problem 
mentioned by Coltheart, is that the phonological representation of the ini-
tial syllable of many English words is ambiguous. For example, when 
'LONGER' is parsed as 'LO-NGER', 'LO' has several possible pronunciations 
(compare 'LONGER', 'LOWER', 'LOVER', and 'LOSER'). So, based on these 
and some other examples, Coltheart stated that parsing based on syllabic 
units encounters many problems in generating the correct phonology for 
many English words, and that these problems would not exist when using 
context sensitive grapheme-phoneme correspondences (GPCs). 
At least three comments can be made with respect to Coltheart's position. 
First, Coltheart based his opinion on the role of the syllable in reading on 
one reading model only (viz., Hansen and Rogers' model, see above). At the 
time that he wrote his 1978 paper, there was other evidence that English-
speaking skilled readers use syllabic information during reading (e.g., 
Mewhort & Beai, 1977). Second, it might well be the case that the syllable is 
not the most efficient orthographic processing unit in a deep orthography 
like English, but this could be different for transparent orthographies. Third, 
Coltheart did not consider other units, like onsets and rimes, as next alter-
native or additional orthographic units to GPCs. Meanwhile, the role of 
other possible orthographic processing units has been considered by many 
researchers. There is a consensus nowadays that the phonological route 
must include units larger than individual graphemes (e.g., Humphreys & 
Evett, 1985; Kay & Lesser, 1985; Patterson & Morton, 1985; Shallice & 
McCarthy, 1985; Tousman & Inhoff, 1992; Treiman, Mullennix, Bijeljac-
Babic, & Richmond-Welty, 1995). At present, syllables and onset/rime units 
are the most intensively investigated candidates for higher-order units in 
several models of reading. 
1.3.1 Syllables as processing units 
Several word-naming studies have provided evidence for the involvement 
of syllables during phonological decoding of printed words. For instance, 
work from Mewhort and colleagues (Mewhort & Beai, 1977; Mewhort & 
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Campbell, 1981) indicates that skilled readers parse long words into syllabic 
units during visual scanning (see Prinzmetal, Treiman, & Rho, 1986, for a 
comparable finding). They found that if letters of multisyllabic words are 
presented one-by-one, from left to right, and in the correct position, the abil-
ity to correctly recognize the word strongly depends on the duration of the 
interval between the letters (the interstimulus interval: ISI). Accuracy of 
word identification was almost perfect at the zero ISI, but declined sharply as 
the interval was increased. In contrast, when multisyllabic words were ar-
rayed syllable-by-syllable rather than letter-by-letter, the words were accu-
rately recognized regardless of the length of the ISI between the units. 
However, when the words were presented in nonsyllabic groups of letters 
(e.g., 'HO-SP-ITAL' and 'IND-UST-RY'), performance was again relatively 
poor, except at the zero ISI. These data are taken to suggest that the syllable is 
a functional unit in reading. 
The existence of a syllabic level of representation in multisyllabic word 
recognition was also demonstrated by Tousman and Inhoff (1992). They in-
vestigated in a priming paradigm in combination with word naming, 
whether multisyllabic words are recognized via syllabic representations. In 
one condition (the phonological agreement condition), they presented mul-
tisyllabic words in which the syllable prime and the syllable in the target are 
pronounced the same (e.g., 'NY' and 'NYLON'). In the phonological nona-
greement condition, the syllable prime and the syllable in the target are 
pronounced differently (e.g., 'IS' and 'ISLAND'). In the presentation of the 
words, a preview of the first syllable was given, followed by the entire word 
(for instance, 'NY' followed by 'NYLON'). In the control condition, no pre-
view was given. It was found that the preview 'NY' facilitated the naming 
of 'NYLON', whereas 'IS' inhibited the naming of 'ISLAND' relative to the 
no preview condition. Since these results indicated that a phonological rep-
resentation of the first syllable was activated during word processing, the au-
thors concluded that there might be a syllabic level of representation in 
multisyllabic word recognition. 
However, there are some indications that syllable effects in the processing 
of multisyllabic words are sensitive to characteristics of an alphabetic or-
thography and to reader ability. For instance, Katz and Feldman (1981) re-
ported that American fifth graders use syllable coding for printed word 
recognition, whereas American adults do not. In addition, they found that 
Yugoslavian adults do use syllabic information when reading printed 
Servo-Croatian, which has a transparent orthography. These results suggest 
that syllable-bound processing is more functional in transparent orthogra-
phies. In languages with an opaque orthography, like English, there might 
be other, more efficient units than syllables for speeding up access to the 
mental lexicon when reading performance matures (see section 1.3.2). 
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Evidence for the assumption that the importance of the syllable varies 
across languages, is also found in speech perception research. For instance, 
research in Romance languages like French (Cutler, Mehler, Norris, & 
Segui, 1986; Mehler, Dommergues, Frauenfelder, & Segui, 1981; Pallier, 
Sebastian-Galles, Felguera, Christophe, & Mehler, 1993), Spanish (Pallier et 
al., 1993; Sebastian-Galles, Dupoux, Segui, & Mehler, 1992), and Catalan 
(Sebastian-Galles et al., 1992) showed a sensitivity of the listeners to the syl-
lables of their language. Also in a Germanic language like Dutch, syllable-
bound segmentation strategies seem to play a role in speech perception. For 
instance, Zwitserlood, Schriefers, Lahiri, and van Donselaar (1993) showed 
in three monitoring experiments that Dutch listeners are sensitive to the 
syllabic structure of their language during speech processing, in words with 
clear syllable boundaries, as well as in words with ambisyllabic consonants. 
In studies of English, however, listeners seem to be more sensitive to 
stress than to syllabic structure (Cutler et al., 1986; Cutler & Norris, 1988). 
Cutler and her colleagues found that native speakers of English do not use 
the syllable as an on-line segmentation unit, not in English words, not in 
English nonwords, and not even in French words that have a clear syllabic 
structure for native speakers of French. Although English-speaking adults 
can make judgements about the location of syllable boundaries in spoken 
words (Treiman & Zukowski, 1990), can determine the number of syllables 
in a word (Treiman & Baron, 1981), and can detect syllables in nonwords 
(Brück, Treiman, & Caravolas, 1995), this is still not evidence that the sylla-
ble is the most efficient processing unit for spoken English. 
In young children, sensitivity for syllables in speech perception seems to be 
an important predictor for reading performance (e.g., Adams, 1990), no mat-
ter what the native language of the child is. There is ample evidence that 
preliterate children learn how to analyse spoken words into syllables before 
they learn how to segment spoken words into phonemes (Cossu, 
Shankweiler, Liberman, Katz, & Tola, 1988; Liberman, Liberman, Mattingly, 
& Shankweiler, 1980; Liberman, Shankweiler, Fischer, & Carter, 1974; 
Treiman & Baron, 1981; Treiman & Zukowski, 1996). Segmentation tasks 
are commonly used to find out whether children can decompose a word 
into its components (e.g., phonemes or syllables). One such task is the tap-
ping task, developed by Isabelle Liberman and coworkers (Liberman et al., 
1974; see Schreuder & van Bon, 1989, and Treiman & Baron, 1981, for critical 
notes on this task). Liberman et al. used the tapping task to test whether 
children in nursery school, kindergarten, and first grade can identify the 
number of phonemic segments in spoken words, and to assess how this 
compares with their ability to deal in a similar fashion with syllables. The 
task of the child was to repeat a word spoken by the experimenter and to 
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indicate, by tapping a dowel on the table, the number of phonemes or 
syllables in the stimulus items. The results of the study indicated that for 
young children the analysis of spoken words into phonemes is more 
difficult than the analysis into syllables, and that phonemic awareness 
develops later than syllabic awareness (see Treiman & Baron, 1981, for a 
comparable finding). 
Liberman and colleagues proposed that it might be easier for children to 
become aware of syllables than of phonemes, because it is difficult for young 
children, who do not yet know much about orthography, to recognize iso-
lated speech segments. As a result of coarticulation, there is no one-to-one 
relationship between the acoustic structure of speech and the phonemic 
structure. Syllables, however, have a peak of acoustic energy (namely, the 
nucleus) that serves as an audible cue for the listener to discover how many 
syllables there are in a word or utterance. Children might use this knowl-
edge in the first stages of reading development. Although phonological 
awareness tasks involving phonemes are more directly related to reading 
skill than those involving syllables, a number of studies (e.g., Mann & 
Liberman, 1984; see Wagner & Torgesen, 1987, for an overview) have 
shown that there is a correlation between syllable segmentation at kinder-
garten level and reading achievement. 
To conclude, the syllable seems to be an important processing unit in the 
development of phonological awareness in preliterate children. There is no 
evidence that this sensitivity to syllables in young children is related to the 
child's mother tongue. In adults, however, there seems to be a relationship 
between the functional units in speech perception and the orthography of 
their native language. For instance, in Dutch, which has a rather transpar-
ent orthography, adults use syllabic information when listening to speech. 
In contrast, English listeners seem to be more sensitive to stress than to the 
syllabic structure of spoken English, which is presumably related to the 
opacity of the English orthography. Although there is not much evidence 
yet, results of reading research also suggest that the importance of syllable-
bound processes in reading varies across orthographies. 
1.3.2 Onsets and rimes as processing units 
Several researchers claim that readers process printed words in units that 
are intermediate in size between syllables and phonemes. For instance, 
Treiman and her associates (e.g., Fowler, Treiman, & Gross, 1993; Treiman 
& Chafetz, 1987; Treiman, Fowler, Gross, Berch, & Weatherston, 1995; 
Treiman, Mullennix et al., 1995; Treiman & Zukowski, 1988; Wise, Olson, & 
Treiman, 1990) showed in a large set of laboratory studies that beginning 
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and skilled readers process words and pseudowords in onset and rime units. 
The onset of a syllable is its initial consonant or consonant cluster. The rime 
is the part of the syllable that begins with a vowel (the peak or nucleus) and 
any following consonants (the coda). To clarify, 'DUCK' has the onset 'D' 
and the rime 'UCK'. In 'STRONG', 'STR' is the onset and 'ONG' the rime. 
Syllables do not necessarily contain an onset, but the rime is obligatory. In 
the view of Treiman and her colleagues, the initial consonant or consonant 
cluster (the onset) is relatively easy to detach from the rest of the syllable, 
indicating that it forms a separate unit. The coda, being part of the rime, is 
harder to break away. Even with training, young readers (Treiman, 1985) as 
well as adults (Treiman, 1983, 1986) have difficulty splitting syllables any­
where else than between their onsets and rimes. Results of a recent study of 
Treiman, Fowler et al. (1995) suggest that onset and rime units do not only 
play a role in the recognition of monosyllabic words, but also in the process­
ing of the individual syllables in multisyllabic words. According to Treiman 
and her associates, sensitivity to onsets and rimes seems to develop prior to 
awareness of phonemes, but after awareness of syllables (Treiman & 
Zukowski, 1996). 
However, in spite of the relatively large amount of evidence that onsets 
and rimes function as orthographic processing units in reading English, this 
does not seem to generalize to another orthography, namely Dutch. For in­
stance, two training studies of van den Bosch (1991) suggested that syllables 
might be functional units in decoding written Dutch, but that onset and 
rime units are not (but see Schreuder & van Bon, 1989, who found evidence 
for involvement of onset-rime units in processing spoken Dutch in first 
graders). In one study, van den Bosch trained 9 to 13-year-old Dutch poor 
readers in reading aloud monosyllabic words and pseudowords (CVCs, 
CCVCs, CVCCs, and CCVCCs; С = Consonant, V = Vowel) in order to 
achieve improvement in word identification skills. A pseudoword is a letter 
string that, in view of its orthographic and phonological structure, might 
have been a real word but does not actually exist in the language (i.e. Dutch). 
The participants were rated as poor readers by their teachers. Their reading 
level was comparable to the reading level of normal readers in grade two. 
The poor readers were able to decode short words and pseudowords accu­
rately, but their decoding rate was very slow. The main goal of the training 
was to speed up the decoding processes during reading. 
The results of the van den Bosch study showed that during the training 
naming latencies became shorter for both words and pseudowords. As all 
the words and most of the pseudowords were presented only once, this im­
provement in naming latency could not be the result of increased familiar­
ity with the set of words and pseudowords. An overall length effect was 
found, demonstrating that it took children longer to name a long 
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(pseudo)word than a short one. This is in agreement with the traditional 
dual-route model of reading aloud (Coltheart, 1978; Coltheart et al., 1993; 
Coltheart & Rastle, 1994). Since for beginning readers grapheme-phoneme 
conversions are assumed to operate in a sequential manner, decoding long 
(pseudo)words takes longer than decoding short (pseudo)words for which 
fewer graphemes have to be converted. Interestingly, however, the progress 
in naming latency was equal for short and for long (pseudo)words (a compa-
rable result was found in van Bon, van Kessel, & Kortenhorst, 1987). This 
equal progress for (pseudo)words with a different number of graphemes 
seems to be in conflict with Coltheart's model, in which it is claimed that 
improvement in decoding skills takes place at the level of individual 
graphemes and phonemes only. As a consequence, improvement in decod-
ing speed should be larger for long than for short (pseudo)words, because 
decoding long (pseudo)words requires more grapheme-phoneme conver-
sions (van den Bosch, 1991). 
Van den Bosch proposed two explanations for his results. First, the nam-
ing latencies might include a component due to articulatory programming. 
Thus, progress in naming latency might be the result of improved articula-
tory programming rather than improved decoding. Secondly, an equal 
progress in naming latency between (pseudo)words of different length 
might be a result of decoding processes beyond the level of individual 
graphemes. 
However, other studies of van den Bosch (1991) provided no support for 
either of these explanations. No evidence was found for the idea that 
progress in naming latency is the result of improved articulatory program-
ming. The time to transform an abstract phonological code into an articula-
tory motor program does not seem to be affected by the number of 
phonemes. 
The second account was also not supported by the data. The significance 
of onsets and rimes in reading, demonstrated by Treiman and others, was 
not found by van den Bosch in beginning readers in a word naming task 
(see also Reitsma, 1988, 1989; see Reitsma & Dongelmans, 1988, and van 
Daal, Reitsma, & van der Leij, 1994, for comparable findings in poor read-
ers), nor in a pseudoword naming task (see Theloosen & van Bon, 1993, for 
a comparable finding in poor readers). An explanation for the absence of on-
set-rime effects in Dutch (pseudo)word naming experiments is presumably 
related to the difference in orthographic depth between the English and the 
Dutch script (Reitsma, 1990). English has a relatively opaque orthography in 
comparison to Dutch, that has a rather transparent orthography. In English, 
vowel graphemes often have more than one pronunciation. The consonant 
that follows the vowel in a syllable affects the pronunciation of that vowel, 
while the consonant that precedes a vowel rarely does (Venezky, 1970; Wijk, 
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1966; see also Henderson, 1985). Treiman, Mullennix et al. (1995) argued that 
English becomes more regular when letter clusters that form the rime of a 
syllable are taken into account. In reading English, adults as well as young 
children seem to use rime-level correspondences to reduce the uncertainty 
in the pronunciation of vowels (Treiman, Fowler et al., 1995). In Dutch, 
however, the influence of final consonants on vowel pronunciation is 
small. Given this difference in orthographic depth between English and 
Dutch, it might be expected that different functional orthographic codes are 
used in word recognition in Dutch than in English. 
An alternative explanation proposed by van den Bosch for the training 
results, is that in Dutch the syllable operates as a processing unit in phono-
logical decoding. Since all the words and pseudowords that were used in 
van den Bosch's training were monosyllabic, and given that progress in de-
coding was equal for the different orthographic structures, the training 
might have affected decoding processes at the syllabic level. However, this 
explanation could not be explicitly tested by van den Bosch, since the num-
ber of syllables was not manipulated in his study. 
To summarize this section, there is ample evidence that there is a percep-
tual level between the syllable and the grapheme in the processing of writ-
ten English , namely the onset-rime level. However, there are indications 
that onsets and rimes do not function as orthographic units in languages 
with a transparent orthography. The possibility that the syllable is a func-
tional processing unit in Dutch is one of the main topics of investigation in 
the present thesis. 
1.4 Differences between normal and poor readers 
As was argued earlier in this chapter, there is now substantial evidence that 
phonological decoding plays an important role in the development of read-
ing skills. The ability to process words rapidly, accurately, and automatically 
is a required skill for text comprehension (Perfetti, 1985) and thus for becom-
ing a proficient reader. The effortless automatic use of decoding skills is typ-
ical for normal readers. Poor readers, on the other hand, always have to 
spend more effort using decoding strategies than normal children, and are 
therefore slower than normal readers (Backman, Brück, Hebert, & 
Seidenberg, 1984; Badián, 1994; Brück, 1988; Ehri & Wilce, 1983; Frith, 1985; 
Manis, 1985). Due to poorly developed decoding skills, poor readers of all 
ages have special difficulty with long words (Just & Carpenter, 1987). 
Research on eye movements during reading clearly shows that poor readers 
make more regressive eye movements, make more fixations per line of text, 
and have longer fixation durations than skilled readers (Just & Carpenter, 
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1987; Rayner & Pollatsek, 1989), all presumably caused by ineffective decod-
ing skills. This impairment in phonological decoding skills is generally as-
sumed to be the major source of the word processing difficulties that most 
poor readers have (e.g., Badián, 1994; Beech & Harding, 1984; Rack, 
Snowling, & Olson, 1992; Snowling, 1980, 1981; Vellutino, Scanlon, & 
Spearing, 1995; Wagner & Torgesen, 1987; Yap, 1993). It results in a (partial) 
failure to build up word-specific associations between phonological and or-
thographic word-form representations and, consequently, in poor text com-
prehension. 
Good and poor readers differ most in their naming latency for pseu-
dowords (Hogaboam & Perfetti, 1978; Perfetti & Hogaboam, 1975; Snowling, 
1981; see also Stanovich, 1982,1985, for a review). Poor readers are slower in 
reading pseudowords than younger normal readers, even when poor read-
ers and their younger peers are matched on reading speed for words 
(Wimmer, 1996). The extreme difficulties of poor readers in decoding pseu-
dowords suggest that at least some of their difficulties in word reading are 
due to problems in generating the phonological code required to access the 
mental lexicon (Mason, 1978; Rack et al., 1992; Snowling, 1981; Vellutino et 
al , 1995). 
1.5 Computer-based training studies with poor readers 
In a world like ours in which people are confronted with written language 
every day, it is a major handicap if someone can not read properly. It is, 
therefore, obvious that the causes of reading problems and the need to find 
effective methods to help poor readers in improving their reading skills are 
of central concern to the fields of education and reading research. Since 
there is clear evidence that the majority of poor readers are deficient in 
phonological decoding, many remediation programs have been developed 
that emphasize decoding activities. Training of decoding skills can be very 
successful in making word identification processes more efficient, and can 
affect other components of reading achievement as well (Perfetti, 1985). In 
the last decade, as a result of the growing impact and availability of comput-
ers, several computer-based training programs have been developed that are 
directed at improving the speed and automaticity of phonological decoding. 
Most of these computer-based training programs were developed for re-
search purposes. 
In training studies that use a computerized reading program, the general 
method to demonstrate improvement of decoding skills is to train poor 
readers on a specific set of reading materials and reading procedures, and to 
then measure generalization to unpractised words or pseudowords. 
Generalizability to unpractised materials indicates that the reader has 
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acquired decoding skills that can be used to read new words. The training 
materials often contain pseudowords, because pseudowords, in contrast to 
words, do not have a stored representation, and therefore can only be pro-
nounced by using phonological decoding. Pseudowords are thus pre-emi-
nently useful for training decoding skills. Additionally, performance on 
pseudoword reading gives a better indication of decoding skills than per-
formance on word reading. 
In most of the training studies that have been reported, poor readers im-
proved in speed and/or accuracy on trained word materials. Transfer effects 
to unpractised materials, however, have only occasionally been found. This 
implies that most of the computer-based training programs are not really ef-
fective in improving poor readers' decoding skills. The question then is 
wha,t makes a training program effective. Besides the length and the inten-
sity of the training program, two important aspects of the procedures that 
are used in computer-based training programs are of relevance in this re-
spect. One aspect is the size of the processing units (e.g., consonant clusters, 
onset-rime units, syllables, morphemes, or whole words) that the training 
procedure focuses on. Another important aspect is the length of time that 
word materials are presented on the computer screen. These two aspects of 
computer-based training programs are discussed in the following sections. 
1.5.1 Differences in trained processing units 
One important difference between computer-based reading programs is the 
processing unit to which the attention of the reader is drawn. Several Dutch 
computer-based training studies, for instance, focused on processing units 
beyond the individual graphemes (see van der Leij, 1994, for a comparison 
between some of these studies; see also van Bon, 1994). One of these studies 
was a computer-based training study by Das-Smaal, Klapwijk, and van der 
Leij (1996), that was conducted with 33 nine- and ten-year-old Dutch poor 
readers. The training program was based on a computerized instructional 
program developed by Frederiksen, Warren, and Rosebery (1985), and fo-
cused on multiletter units within words. In a game with a car race theme, 
children were trained during three weeks in recognizing 40 of the most fre-
quent multiletter units in Dutch. A two- or three-letter string was presented 
on the computer screen. Single words were flashed below the multiletter 
unit and children were asked to indicate whether or not the letter string was 
present in the word. The results of the study showed that children who re-
ceived the training recognized trained and untrained multiletter units faster 
than the children who did not receive the training. Das-Smaal et al. noted 
that the children in their study were likely to profit most from multiletter 
groups that form syllables in Dutch. Unfortunately, this was not 
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investigated systematically. The training also had a transfer effect on 
pseudoword decoding, but not on word decoding. Yap (1993), who also used 
the instructional approach of Frederiksen et al. in a study with Dutch poor 
readers, found that a multiletter speed training was more effective than a 
whole-word speed training. However, transfer effects to untrained materials 
and conditions were rare. Although the transfer effects were limited, the 
studies of Das-Smaal et al. and Yap indicate that the training of decoding 
skills should focus on orthographic units between the grapheme and the 
whole word. 
Wise and colleagues (Olson & Wise, 1992; Wise, 1992; Wise et al., 1990) 
systematically investigated the contribution of specific processing units to 
reading improvement. The processing units they used were whole words, 
syllables, and onset-rime units. Since Treiman and colleagues found strong 
evidence for a role of onset and rime units in phonological decoding in 
English (see section 1.3.2 of the current chapter), several training programs 
focused on these units. For instance, Wise et al. (1990) found that in learn-
ing new words, first graders benefit more from onset-rime segmentation 
(e.g., 'ST-AR', 'DR-UM') than from postvowel segmentation (e.g., 'SA-LT', 
'JU-NK'). 
In two long-term studies with 138 poor readers from elementary school, 
Olson and Wise (1992) investigated the role of specific processing units in 
the improvement of decoding skills by means of a computer-based training 
program with speech feedback. During one semester, the children read sto-
ries on the computer for half an hour each day. They were taught to request 
synthetic-speech feedback for difficult words by touching the word on the 
screen with a light pen. Children received whole-word feedback, in which 
difficult words were highlighted and spoken as whole-word units, or seg-
mented feedback, in which words were segmented into syllables or into on-
set-rime units. The results of these studies showed that the most severely 
disabled readers benefited most from syllable feedback, and that less severely 
disabled readers benefited most from onset-rime feedback. These findings fit 
nicely with the suggestion of Treiman and Zukowski (1996) that sensitivity 
to syllables develops earlier than sensitivity to onset-rime units in English-
speaking children. Thus, this extensive training study showed that the 
phonological decoding skills of poor readers can be affected by training 
methods in which the reader learns to chunk words into onset-rime units 
or into syllables, dependent on the severity of the reading disorder. 
It is not really surprising that training studies in Dutch with a focus on 
onset-rime units (see Theloosen & van Bon, 1993; van Daal et al., 1994) do 
not seem to be as effective as onset-rime segmentation training in English, 
since onsets and rimes do not seem to be relevant processing units in the 
relatively transparent orthography of Dutch. Computer-based training 
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studies that emphasize syllable-bound decoding strategies have not yet been 
reported for Dutch. 
1.5.2 Differences in the exposure duration of word materials 
Another important difference between computer-based training programs is 
the length of time that the training materials are presented on the computer 
screen. The two extremes of stimulus presentation that are reported in the 
literature are: 1. The word remains on the screen until the reader has com-
pleted his/her response, and 2. the word disappears from the screen after a 
very short period of time {flashed format of presentation), independent of 
the response of the child. There is some evidence in the literature that there 
is a relationship between the effectiveness of the training program and the 
procedure of stimulus presentation. 
In a recent training study of van den Bosch and colleagues (van den 
Bosch, van Bon, & Schreuder, 1995), two stimulus presentation procedures 
were compared. Poor readers from schools for children with learning dis-
abilities were trained in reading aloud monosyllabic pseudowords, to 
achieve improvement in their word identification skills. Twenty children 
received a flash card training, and 21 children participated in a reading 
aloud training. In the flash card training, the pseudowords were presented 
very briefly in order to put reading under time pressure. The most impor-
tant assumption behind a flashed format presentation of word materials is 
that poor readers tend to process words in smaller units than normal read-
ers (Manis, 1985). A flashed presentation format will prevent poor readers 
from breaking words into many small units. Instead they are forced to 
chunk words into larger units than graphemes. It is assumed that, in this 
way, poor readers acquire more efficient decoding strategies and, as a result, 
improve in their word identification speed. 
The training programs of van den Bosch et al. (1995) contained 16 train-
ing sessions of approximately 25 minutes each. In each training session 
pseudowords were presented, one-by-one, on a computer screen. In the flash 
card training, children were asked to read the presented pseudowords aloud 
as accurately as possible. The instruction did not emphasize response speed, 
since the flash card method itself puts implicit time pressure on responding. 
The exposure duration of the pseudowords (i.e., the time that a pseudoword 
was presented on the computer screen) was controlled on-line and changed 
as a function of the child's accuracy rate. The accuracy rate was, for each 
child individually, maintained at a minimum level of 67%. Exposure dura-
tion increased as soon as the accuracy rate of the child fell below the 67% cri-
terion, and decreased when the accuracy rate exceeded the 67% level (see 
chapter 3 of this thesis for further details). In the reading aloud training, the 
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instruction emphasized accuracy as well as speed by asking the children to 
read the presented pseudowords as accurately and quickly as possible. 
Pseudowords were presented on the screen until the child responded or un-
til the maximum time for responding (6.5 seconds) had expired. Naming la-
tency and accuracy were measured in both training programs. 
The results of the two training procedures showed that the flash card 
training was more beneficial than the reading aloud training. The data of 
the two training groups showed that both groups improved in decoding 
speed during the training, but that the reading aloud group was much 
slower than the flash card group in all training sessions. This means that 
the stimulus presentation procedure had a large impact on the children's 
decoding speed. Posttest results supported the training data by showing that 
children who had participated in the flash card training were faster in read-
ing words, and tended to be faster in reading trained and untrained pseu-
dowords. Thus, the results of the van den Bosch et al. study clearly demon-
strated that poor readers benefit much more from a computer-based reading 
program that contains a time limited procedure of (pseudo)word presenta-
tion, than from a program without time pressure on (pseudo)word process-
ing. The authors suggested that the flash card training elicited more efficient 
decoding strategies than the training without time pressure. This suggestion 
is in line with results from some other studies in which the flash card 
method was found to be a useful tool for speeding up decoding processes 
during reading (Jones, Torgesen, & Sexton, 1987; Roth & Beck, 1987; Yap, 
1993). Based on the fact that a flashed format presentation of word materials 
has a large impact on poor readers' decoding speed, this procedure was used 
in all of the training studies that are reported in this thesis. 
1.6 Outline of the thesis 
This thesis presents a series of studies in which the role of syllable-bound 
processes in phonological decoding was investigated in Dutch normal and 
poor readers. Four studies were carried out: A cross-sectional study (chapter 
2) and three training studies using a pretest-training-posttest control group 
design (chapters 3 to 5). The aim of the cross-sectional study was to investi-
gate the role of syllable-bound processing in the development of decoding 
skills throughout elementary school. The training studies were designed to 
determine whether poor readers improve their decoding skills by means of 
a computerized flash card program that stimulates them to use syllable-
bound decoding strategies. It was assumed that poor readers stick to the slow 
and inefficient grapheme-phoneme conversion strategy during reading. 
Letter-by-letter processing makes heavy demands on the memory capacity 
that is necessary for higher-order reading processes, like text 
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comprehension. The flash card technique was assumed to stimulate poor 
readers to use decoding strategies beyond the level of individual graphemes, 
for instance at the syllabic level. Using syllabic information during word 
processing would speed up the decoding process, and consequently, would 
free memory for higher order aspects of the reading process. The training 
programs used a reading aloud procedure (chapter 3 and 4) or a silent 
reading procedure (chapter 5). Pre- and posttests were used to test transfer 
effects of the training programs to untrained conditions and reading 
materials. 
Chapter 2 presents a pseudoword naming study with normal readers (grade 
1-6) from elementary schools and adults on the role of syllable-bound pro-
cesses in phonological decoding. The first part of the chapter (Experiment 
1A) reports on a study in which naming latencies for monosyllabic pseu-
dowords with different numbers of graphemes were compared between 
normal readers of different reading levels, to investigate whether decoding 
speed of pseudowords with different lengths improves in parallel with in-
creasing reading performance. 
The second part of chapter 2 presents a pseudoword naming experiment 
with mono- and multisyllabic pseudowords (Experiment IB). Naming la-
tencies of pseudowords with a different number of graphemes (and an equal 
number of syllables) were compared to investigate possible grapheme ef-
fects. Naming latencies were predicted to be longer for pseudowords with 
more graphemes, independent of the reading level of the participants. In 
addition, naming latencies of pseudowords that only differed in number of 
syllables (and not in number of graphemes) were compared to test the effects 
of number of syllables. Naming latencies were predicted to be longer for 
pseudowords with more syllables over all reading levels. To assess whether 
syllable-bound decoding strategies play a role in the development of phono-
logical decoding skills, the mean naming latencies of pseudowords that dif-
fered in number of graphemes or syllables were compared over reading lev-
els. The final part of chapter 2 presents a replication of Experiment IB with 
undergraduate students (Experiment 2). In Experiment 2, I investigated 
whether adults use syllable-bound processes in phonological decoding. Part 
of this chapter (Experiment 1A) is published as a book chapter (see Wentink, 
van Bon, & Schreuder, 1997a). 
In chapter 3, a training study with 55 poor readers from schools for children 
with learning disabilities is described. This study had two goals. The first 
was, to examine whether poor readers with a reading level that was compa-
rable to second-grade normal readers improve their decoding skills as a re-
sult of a computerized flash card training. The second was, to investigate 
whether syllable-bound decoding strategies play a role in this improvement. 
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A pretest-training-posttest control group design was used to test the effects 
of the training. During the training sessions, children were asked to read 
aloud mono- and multisyllabic pseudowords that were presented on a com-
puter screen. Naming latencies were measured. As in the experiments de-
scribed in chapter 2, naming latencies of pseudowords that differed in num-
ber of graphemes or syllables were compared to assess the role of graphemes 
and syllables as functional processing units in phonological decoding. 
General effects of the training on decoding skills were tested by three pre-
and posttests: A standardized reading test, a word reading task, and a pseu-
doword reading task. A modified version of this chapter is published in 
Reading and Writing: An Inter diciplinary Journal (Wentink, van Bon, & 
Schreuder, 1997b). 
In chapter 4 the relation between syllable-bound processing and the devel-
opment of phonological decoding skills is considered in greater detail. The 
results of a training study on the decoding skills of second-grade normal 
readers and of poor readers with approximately the same reading level as 
the second graders are reported. The two main questions in this chapter are 
the following. First, do normal and poor readers, who are reading at almost 
the same level of word identification skills, both improve their decoding 
skills under the condition of a flash card training? Second, do normal and 
poor readers both acquire syllable-bound decoding skills as a result of the 
training program? The training materials differed in one aspect from the 
training materials used in the study that is described in chapter 3: The pseu-
dowords contained high-frequency (HF) syllables or low-frequency (LF) syl-
lables. Syllable frequency was added as a research factor to investigate 
whether the flash card training has the same effect on reading pseudowords 
with high-frequency syllables and pseudowords with low-frequency sylla-
bles. If syllabic information of word materials is lexically represented, and 
accessed in the mental lexicon during reading, naming latencies will be 
shorter for pseudowords containing HF syllables than for those containing 
LF syllables, since HF syllables are processed more often by the reader. The 
data of this study are also reported in the master's thesis of Drent (1996). A 
modified version of this chapter will be published as a book chapter 
(Wentink, Drent, van Bon, & Schreuder, 1997). 
To compare the results of the reading aloud training studies with the results 
of a silent reading training, another training study with poor readers was 
conducted. Here, a lexical decision procedure was used (chapter 5). The main 
research questions of this training study were the following. First, is a read-
ing aloud procedure essential for obtaining improvements in word reading 
skills? Second, do poor readers use comparable orthographic processing 
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units in reading aloud and in lexical decision? The training materials con-
sisted of mono- and multisyllabic pseudowords and high-frequency words. 
The task was to indicate, by pressing one of two buttons, whether the pre-
sented letter string was an existing word or a pseudoword. As in the reading 
aloud training studies, response latencies of (pseudo)words with different 
numbers of syllables and/or graphemes were compared to test the grapheme 
and syllable effects. If poor readers benefit from a silent reading training as 
much as they benefit from a reading aloud training, and if they use compa-
rable orthographic units in both training programs, this would be of great 
importance for the practical use of the flash card technique in schools. 
Especially a silent reading program could be helpful for poor readers, since 
they can practise their decoding skills in the classroom without help from 
the teacher. 





SYLLABLES IN PHONOLOGICAL DECODING 
IN CHILDREN AND ADULTS 
The present chapter is a report of a study that tests the possible involvement 
of syllable-bound decoding processes in word reading in children and in 
adults. The results are discussed in relation to results of Dutch training stud-
ies with poor readers and to current theories that concern the development 
of phonological decoding skills in normal readers. The first part of the chap-
ter reports on two naming studies with normal readers from grade 1 to 6, 
one in which monosyllabic pseudowords were presented (Experiment 1A), 
and one that contained mono- and multisyllabic pseudowords (Experiment 
IB). In the second part of the chapter I present a replication of Experiment 
IB with undergraduate students (Experiment 2). 
2.1 Research questions and hypotheses 
The central question of the present study was whether equal progress in 
naming latency for monosyllabic (pseudo)words of different orthographic 
structure is a result of a specific training program (van den Bosch, 1991; see 
chapter 1), or whether it represents a general phenomenon in reading de-
velopment. This question was investigated in a pseudoword naming exper-
iment, conducted in elementary schools (grade 1 to 6). The experiment was 
divided into two parts: A modified version of van den Bosch's naming ex-
periments with monosyllabic pseudowords (Experiment 1A), and a similar 
naming task that contained both mono- and multisyllabic pseudowords 
(Experiment IB). 
In Experiment 1A, CVC, CCVC/CVCC1, and CCVCC pseudowords (e.g., 
'BOG', 'ZWAR', and 'VLEUMS', respectively) were presented one-by-one 
on a computer screen. Participants were required to read these pseudowords 
aloud, as fast and accurately as possible. Naming latency and accuracy were 
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measured. If equal progress in naming latency for monosyllabic pseu-
dowords that differ in their number of graphemes represents a general 
phenomenon in reading development, an equal progress in naming latency 
over reading levels for the three orthographic structures should be obtained. 
If not, we can conclude that the results of van den Bosch were a conse-
quence of the relatively short but intensive training of phonological decod-
ing skills. This would indicate that the poor readers had acquired other de-
coding strategies during the training (e.g., that they improved at another de-
coding level) than children normally develop during the acquisition of 
reading skills. 
In Experiment IB the role of the syllable in phonological decoding was 
investigated in a naming task with mono- and multisyllabic pseudowords. 
The participants from Experiment 1A were asked to read aloud mono- and 
multisyllabic pseudowords that differed in the number of graphemes 
and/or syllables. To investigate the effect of number of syllables, naming la-
tencies of pseudowords with an equal number of graphemes and a different 
number of syllables were compared (e.g., CCVCCs versus CVCVCs; i.e., 
pseudowords like 'PLIEMS' versus 'TEINIER'). Latencies of pseudowords 
that only differed in their number of graphemes, and not in their number of 
syllables (e.g., CVCs versus CCVCCs; i.e., pseudowords like 'VOUM' versus 
'TWIERN'), were compared to determine the effect of number of 
graphemes. I expected to find an equal progress in naming latency for pseu-
dowords with an equal number of syllables and a different number of 
graphemes, over groups of children with increasing reading competence. 
This would be in agreement with the suggestion of van den Bosch (1991) 
that improvement in decoding skills takes place at the syllabic level. 
On the same grounds, I expected to find an unequal progress (viz., a con-
vergent progress) in naming latency for pseudowords that only differ in 
number of syllables (and not in number of graphemes). If letter strings are 
analysed into syllabic units, which are subsequently translated into phono-
logical units in a sequential way from left to right, and if readers become 
more efficient in using syllable-bound decoding processes as a result of read-
ing practice, then these processes will be conducted faster in more compe-
tent readers than in beginning readers. In other words, it was expected that 
the decrease in naming latency over reading levels would be larger as the 
number of syllables (in a pseudoword) increases. 
A replication of Experiment IB was conducted with university students, 
to investigate whether adults use syllabic information in reading 
(Experiment 2). The design and results of Experiment 1 (A and B) and 
Experiment 2 are presented in the next sections of this chapter. 
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2.2 Experiment 1: Pseudoword naming in children 
2.2.1 Method 
Participants 
Children from two elementary schools in the southern part of The 
Netherlands participated in the experiment (70 girls and 58 boys). An equal 
number of children was selected from each grade (grade 1 to 6). Their ages 
ranged from 7 to 13 years (mean age was 9 years, 7 months). All children 
were native speakers of Dutch and were rated as normal readers by their 
teachers. The reading methods used by the schools were primarily based 
upon a phonics approach of reading instruction ('Veilig Leren Lezen' 
[Learning to read safely], Mommers et al., 1990; see section 1.1). 
A pseudoword reading test was constructed to test whether the children 
could read the orthographic structures that were selected for the experiment. 
The test consisted of four cards that contained 10 pseudowords of one of the 
following orthographic structures: Monosyllabic pseudowords with five 
graphemes (CCVCCs; card 1), two-syllable pseudowords with five (CVCVCs; 
card 2) and seven graphemes (CCVCCVCs, CVCCVCCs, and CCVCVCCs2; 
card 3), and three-syllable pseudowords with seven graphemes (CVCVCVCs; 
card 4). The materials of the pseudoword reading test are listed in Appendix 
A. Children were instructed to read aloud the pseudowords of each card as 
accurately as possible, starting with card 1. The next card was presented only 
if a child had read seven pseudowords of a card correctly. A more difficult 
card was not presented if the child failed an easier one. The orthographic 
structures of the pseudowords that were presented in the experiment were 
determined for each child on the basis of his/her performance on the pseu-
doword reading test. Only structures for which a score of seven or more was 
obtained were presented in the experiment. Children who failed on card 1 
were not selected for the experiment. 
The ability to read isolated words was measured by a standardized reading 
test (the 'Drie-Minuten-Toets' (DMT) [Three-Minutes-Test]; Verhoeven, 
1992). The DMT consists of three cards containing several columns of words. 
The reading materials on the cards are of increasing difficulty: Card 1 con-
sists of regularly spelled VC, CV, and CVC words, card 2 of monosyllabic 
words with consonant clusters, and card 3 of multisyllabic words. The in-
struction is to read aloud the words of each card as quickly and accurately as 
possible in one minute. Errors are recorded. The number of correctly pro-
duced words is used as a measure, with the maximum number being 150 
(card 1 and card 2) or 120 (card 3). In this experiment, the mean score on the 
three cards was used as a measure of reading performance. Based on the 
mean scores on the DMT, the children were divided into five reading levels 
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(see Table 2.1)3. The distribution of children over the five groups was done 
in such a way that the mean score differences between reading levels were 
approximately equal. 
Table 2.1 The distribution of participants over five reading levels (RL), based on the 
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the van den Bosch pseudoword materials. They consisted of the following 
three orthographic structures: CVC, CCVC/CVCC, and CCVCC. For each or­
thographic structure 30 pseudowords were selected: 15 pseudowords with a 
monograph vowel and 15 pseudowords with a digraph vowel. Pseudowords 
that might pose difficulties for pronunciation (e.g., 'GLEULP' or 'KREIR') 
were not used. None of the items occur in the word frequency list of 
Staphorsius, Krom, and de Geus (1989), and none of them were familiar let­
ter strings (e.g., parts of high-frequency words). The complete list of pseu­
dowords can be found in Appendix B. 
Experiment IB. Pseudowords had one of the following orthographic struc­
tures that differ in number of syllables and/or graphemes: 1. Monosyllabic 
pseudowords with three graphemes (CVCs, e.g., 'DAUF'), 2. monosyllabic 
pseudowords with five graphemes including two consonant clusters 
(CCVCCs, e.g., 'BLOEPS'), 3. two-syllable pseudowords with five graphemes 
(CVCVCs, e.g., 'BOULUIP'), 4. two-syllable pseudowords with seven 
graphemes including two consonant clusters (CCVCCVCs, CVCCVCCs, and 
CCVCVCCs, e.g., 'STEIPSOEL'), and 5. three-syllable pseudowords with 
seven graphemes (CVCVCVCs, e.g., 'PIEMOUFOES'). For each of these or­
thographic structures a list of 54 pseudowords was constructed. All two-let­
ter consonant clusters that exist in Dutch nouns were used, except for those 
that do not have a fully transparent pronunciation (like 'NK' in 'BANK' 
[bank] in which the 'N' is pronounced as /ng/, and 'ND' in 'KIND' [child] 
in which the 'D' is pronounced as Iti). The vowels were selected from the 
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two-letter vowels that exist in the Dutch orthography. Single letter vowels 
were not used in Experiment IB, because single letter vowels that occur in 
open syllables have a different pronunciation from the same single letter 
vowel in closed syllables. For example, the vowel 'E' is long in 'DEKEN' 
[blanket] (like 'AY' in the English word 'DAY'), but short in 'DEKKEN' 
[cover] (like the 'E' in the English word 'NECK')4. Decoding words with 
open syllables and single letter vowels might result in longer naming laten­
cies, because in these cases the reader has to use contextual information in 
addition to the decoding rules. Therefore, I decided to construct pseu-
dowords that were phonologically fully transparent. None of the individual 
syllables of the pseudowords occur as a word in the word frequency list of 
Staphorsius et al. (1989), and they were not expected to be known as words 
by the children. The complete list of pseudowords is presented in Appendix 
B. 
Apparatus 
The pseudowords of Experiment 1A and В were presented on a Macintosh 
Plus ED computer. Pseudowords werp presented in black lower case letters 
on a white background in the centre of the screen. A letter font used in 
many books for children was chosen (Geneva). Letter strings had a height of 
approximately 0.6 cm and ranged from 1.5 cm (items with three letters) to 5 
cm (items with 10 letters) in length. Each child was tested individually in a 
quiet room at school. Children were seated approximately 60-80 cm from the 
computer screen. Headphones were used to give an acoustic warning signal 
before stimulus presentation. The microphone was attached to the head­
phones in order to keep a constant distance between the microphone and 
the mouth of the child during the experiment. Naming latencies (defined as 
the time interval between the onset of pseudoword presentation and the 
onset of the verbal response of the child) were measured with millisecond 
accuracy by a voice-activated relay attached to the computer, and stored in 
the computer for off-line analysis. The correctness of the verbal responses 
was recorded by the experimenter by means of a buttonbox that was con­
nected to the computer. The responses of the participants were tape-
recorded. 
Procedure 
Experiment 1A was conducted first, followed by Experiment IB. The chil­
dren participated in Experiment 1A and В on two different days. In 
Experiment 1A, 90 monosyllabic pseudowords (30 CVCs, 15 CCVCs, 15 
CVCCs, and 30 CCVCCs) were presented, one-by-one, in a random order. 
The children were instructed to name the presented pseudowords as quickly 
and accurately as possible. Five hundred milliseconds before stimulus 
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presentation an acoustic warning signal was given via headphones and, 
simultaneously, a fixation asterisk was presented in the centre of the screen 
for 500 ms. The target stimulus appeared immediately after the asterisk at 
the same location. The presentation duration was determined by the 
naming response of the child (with a maximum of 6500 ms). The stimulus 
disappeared one second after the voice-activated relay was triggered. 
Naming latency was determined for each trial. By pushing one of three 
buttons on a buttonbox the experimenter recorded whether the stimulus 
was identified correctly and whether the voice-activated relay was triggered 
by the verbal response of the child or by a sound other than the name of the 
stimulus (such as "urn"). The participants received no feedback about their 
performance. There was a short break after 45 trials. Ten practice trials were 
used to familiarize the child with the task. 
In Experiment IB the same procedure was used as in Experiment 1A. 
Before starting the experiment, it was established for each child individu­
ally, by using the scores on the pseudoword reading test, which orthographic 
structures would be presented in the experiment. The total number of items 
presented in the experiment depended on the scores on the pseudoword 
reading test. Children who only could read the CCVCC pseudowords of card 
1 correctly, received 30 CVCs and 30 CCVCCs in the experiment. Children 
who met the criterion on card 1 and 2 received 30 CVCs, 30 CCVCCs, and 30 
CVCVCs. Children who succeeded on card 1 to 3 received 120 items (the 
monosyllabic pseudowords (60) and the two-syllable pseudowords with five 
(30) and seven graphemes (10 of each structure)). Children who met the cri­
terion on all four cards of the pseudoword reading test received 150 pseu­
dowords in the experiment (10 items with a CCVCCVC, CVCCVCC, or 
CCVCVCC structure, and 30 of each of the other four orthographic struc­
tures). The test materials were randomly selected from the lists of 54 pseu­
dowords. The order of presentation was random. All pseudowords were 
presented only once to a participant. There was a short break after each set of 
45 trials. 
2.2.2 Results 
In Experiment 1A and В naming latencies and the number of pseudowords 
named correctly were determined for each child. Data were analysed sepa­
rately for latency and accuracy. The results of Experiment 1A are described 
first, followed by the results of Experiment IB. 
2.2.2.1 Experiment 1A: Monosyllabic pseudowords 
Incorrect responses (7.9%) were not used in the latency analyses. Trials on 
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which the voice-activated relay failed to trigger or was triggered before a re­
sponse was given (5.5%) were also excluded. The data of one participant at 
reading level 1 were lost due to technical problems. 
Latency. For each child the median naming latency was computed. This was 
done for each orthographic structure separately. The subject median naming 
latencies were based on at least 10 observations per orthographic structure 
(33% correct). These data were used to analyse naming latency over the adja­
cent reading levels. 
Figure 2.1 displays the mean naming latency per reading level and per or­
thographic structure (see also Appendix С for the means and standard devi­
ations). To investigate the relationship between reading level and naming 
latency, the pseudoword naming latencies were submitted to a repeated 
measures analysis of variance, with Orthographic Structure (CVC, 
CCVC/CVCC, and CCVCC) as the within-subjects factor and Reading Level 























Figure 2.2 Mean naming latencies (in milliseconds) over reading levels, for different 
levels of orthographic structure. 
An overall main effect of Reading Level was found (F(4,122) = 51.06, MSE = 
415457.10, ρ < .001), reflecting that the naming latencies decreased with im­
provement in reading competence5. Significant effects of Reading Level 
were also obtained in the two relevant planned comparisons of CVCs 
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versus CCVC/CVCCs and CCVC/CVCCs versus CCVCCs (F(4,122) = 47.98, 
MSE = 213652.17, ρ < .001, and F(4, 122) = 52.52, MSE = 360215.76, ρ < .001, 
respectively). 
Naming latency varied between the orthographic structures, as indicated 
by a main effect of Orthographic Structure (F(2, 244) = 118.10, MSE = 36560.14, 
ρ < .001). The two planned comparisons of CVCs versus CCVC/CVCCs and 
CCVC/CVCCs versus CCVCCs also revealed significant effects for 
Orthographic Structure (F(l, 122) = 94.95, MSE = 16661.26, ρ < .001, and F(l, 
122) = 97.45, MSE = 28657.86, ρ < .001, respectively). Short pseudowords were 
named faster than long pseudowords. 
Most important for the research question was the fact that the interaction 
between Reading Level and Orthographic Structure was significant (F(8, 244) 
= 18.54, ρ < .001). The planned comparisons of CVCs versus CCVC/CVCCs 
and CCVC/CVCCs versus CCVCCs also yielded significant interactions be­
tween Reading Level and Orthographic Structure (F(4, 122) = 23.60, ρ < .001, 
and F(4, 122) = 10.96, ρ < .001, respectively). The significant interaction be­
tween Orthographic Structure and Reading Level resulted from decreasing 
differences in naming latency between orthographic structures over the 
reading levels. That is, the higher the reading level, the smaller the differ­
ences in naming latency between the three orthographic structures (see 
Figure 2.1). 
Accuracy. The number of pseudowords named correctly per orthographic 
structure was calculated for each respondent (see Appendix С for the mean 
numbers of correct responses). To test whether naming accuracy improved 
over reading levels, these numbers of correct responses were submitted to a 
repeated measures analysis of variance. Orthographic Structure served as 
the within-subjects factor and Reading Level as the between-subjects factor. 
The overall results showed that accuracy increased over reading levels, in­
dicated by a significant main effect of Reading Level (F(4,122) = 12.55, MSE = 
19.44, ρ < .001)6. The main effect of Orthographic Structure (F(2, 244) = 56.53, 
MSE = 2.74, ρ < .001) revealed that accuracy varied between the orthographic 
structures. Overall, accuracy was larger for CVCs than for CCVC/CVCCs, 
while CCVC/CVCCs were more often read correctly than CCVCCs (see 
Appendix C). The interaction between Reading Level and Orthographic 
Structure was also significant (F(8, 244) = 3.86, ρ < .001), reflecting decreasing 
differences in accuracy between the orthographic structures at the higher 
reading levels. There was a ceiling effect in the most proficient readers of 
this study (reading level 5) for all three orthographic structures. 
Correlations between naming latency and accuracy were significant at the 
.01 level for the three orthographic structures (for CVCs: r = -.33, for 
CCVC/CVCCs: r = -.39, and for CCVCCs: r = -.45). A decrease of naming 
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latencies went together with an increase of accuracy, implying that there was 
no speed/accuracy trade-off. Hence it appears that children improved both 
in naming latency and in accuracy over adjacent reading levels. 
2.2.2.2 Experiment IB: Mono- and multisyllabic pseudowords 
As in Experiment 1A, naming latency and accuracy data were analysed sepa-
rately. Latencies of incorrect responses (15.6%) and latencies of responses 
with voice key errors (7.8%) were eliminated in the latency analyses. The 
data of three participants (all at reading level 1) were lost due to technical 
problems. Two children (both at reading level 4) were not at school when 
Experiment IB was conducted. 
Latency. Median naming latencies, based on at least 10 observations per or-
thographic structure, were computed for each participant, for each ortho-
graphic structure. These data were submitted to four repeated measures 
analyses of variance (one for each planned comparison of orthographic 
structures), with Orthographic Structure as the within-subjects factor and 
Reading Level as the between-subjects factor. The mean naming latencies 
for the five reading levels for pseudowords with a different number of 
graphemes are presented in Figure 2.2 (see Appendix D for the means and 
standard deviations). 
Pseudowords with an equal number of syllables and a different number 
of graphemes were compared to investigate the effects of number of 
graphemes (monosyllabic pseudowords with three versus five graphemes 
(CVCs versus CCVCCs), and two-syllable pseudowords with five versus 
seven graphemes (CVCVCs versus CCVCCVC/CVCCVCC/CCVCVCCs)). 
The results of these planned comparisons are presented in Table 2.2. 
Table 2.2 shows that in both comparisons between naming latencies of 
pseudowords with a different number of graphemes (and equal number of 
syllables) naming latencies decreased with increasing reading performance. 
In addition, overall naming latencies were longer for pseudowords with 
more graphemes, reflected in the main effects of Orthographic Structure. 
The size of this grapheme effect, collapsed over reading levels, was approx-
imately 437 ms for the monosyllabic pseudowords and 337 ms for the two-
syllable pseudowords. However, the interactions between Reading Level 
and Orthographic Structure indicated that the grapheme effects became 
smaller over the reading levels (see Figure 2.2). 
The effects of number of syllables were determined by comparing naming 
latencies of pseudowords with an equal number of graphemes and a differ-
ent number of syllables (one- versus two-syllable pseudowords with five 
graphemes (CCVCCs versus CVCVCs), and two- versus three-syllable 
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Figure 2.2 Mean naming latencies (in milliseconds) over reading levels for pseudo-
words with a different number of graphemes, for different levels of 
orthographic structure. 
Table 2.2 Results of the planned comparisons between naming latencies for ortho­
graphic structures (OS) that differed in number of graphemes, over reading 
levels (RL). 
Source 
1 syllable, 3 vs. 5 graphemes 
RL 
OS 
R L * O S 
within subjects 
2 syllables, 5 vs. 7 graphemes 
RL 
OS 

































Syllables in normal reading 
In the comparison between two- versus three-syllable pseudowords, reading 
level 1 has been excluded from the analyses, because only two participants of 
this reading level could read three-syllable pseudowords. The results of the 
planned comparisons are shown in Table 2.3. The naming latency for 
pseudowords with a different number of syllables is presented in Figure 2.3 
(see Appendix E for means and standard deviations). 
Table 2.3 shows main effects of Reading Level for both of the planned 
comparisons between naming latencies for pseudowords with a different 
number of syllables. Naming latencies decreased over the reading levels. 
Additionally, there were main effects of Orthographic Structure: Overall 
naming latencies were longer for pseudowords containing more syllables, 
indicating a syllable effect. In the comparison of one- versus two-syllable 
pseudowords with five graphemes, naming latencies were approximately 86 
ms longer for the two-syllable pseudowords; in the comparison of two- ver­
sus three-syllable pseudowords with seven graphemes, naming latencies 
were approximately 61 ms longer for the three-syllable pseudowords. The 
interaction between Reading Level and Orthographic Structure failed to 
reach significance. 
However, inspection of Figure 2.3 and the mean naming latencies in 
Appendix E suggests that there was only a syllable effect at the higher read­
ing levels and not at the lower reading levels. Therefore, additional analyses 
were done to test at which reading levels there was a syllable effect. The 
analyses on the naming latencies of one- versus two-syllable pseudowords 
(with five graphemes) indeed yielded no effects of Orthographic Structure at 
the lower reading levels (RL = Reading Level; RL1: F < 1; RL2: F < 1), indi­
cating that in the beginning readers naming latencies were equal for pseu­
dowords that differed in number of syllables. In contrast, analyses over 
naming latencies of the higher reading levels yielded significant effects of 
Orthographic Structure (RL3: F(l, 29) = 6.75, MSE = 42769.59, ρ < .05; RL4: F(l, 
28) = 8.52, MSE = 15965.28, ρ < .01; RL5: F(l, 20) = 28.01, MSE = 4718.09, ρ < 
.001), indicating syllable effects in the more proficient readers. The same pat­
tern of results was found in the analyses on the naming latencies of two-
versus three-syllable pseudowords. There was no syllable effect in the be­
ginning readers (RL2: F < 1; RL3: F < 1). However, analyses on the data of 
the more proficient readers did reveal a syllable effect (RL4: F(l, 21) = 5.03, 
MSE = 5475.14, ρ < .05; RL5: F(l, 20) = 6.58, MSE = 31320.73, ρ < .05). 
Accuracy. To test the relationship between accuracy and reading compe­
tence, the amount of pseudowords named correctly per orthographic struc­
ture was submitted to four repeated measures analyses of variance (one for 
every planned comparison, as described earlier in the latency section). 
Orthographic Structure served as the within-subjects factor and Reading 
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Level as the between-subjects factor. The mean numbers of correct responses 
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Figure 2 3 Mean naming latencies (in milliseconds) over reading levels for pseudo-
words with a different number of syllables, for different levels of 
orthographic structure. 
Table 2.3 Results of the planned comparisons between naming latencies for ortho­
graphic structures (OS) that differed in number of syllables, over reading 
levels (RL). 
Source 
1 vs 2 syllables, 5 graphemes 
RL 
OS 
R L * O S 
within subjects 
2 vs 3 syllables, 7 graphemes 
RL 
OS 































Syllables in normal reading 
All four planned comparisons yielded a main effect of Reading Level (see 
Table 2.4), indicating that naming accuracy increased over the reading 
levels. An effect of Orthographic Structure was found in all but one of the 
comparisons. This means that accuracy was greater on pseudowords that 
contained fewer graphemes, and that participants gave more correct re-
sponses on one- than on two-syllable pseudowords. There was no difference 
in accuracy between two- versus three-syllable pseudowords. The interac-
tions between Orthographic Structure and Reading Level indicated that the 
differences in accuracy between the compared orthographic structures var-
ied between reading levels. 
Table 2.4 Results of the planned comparisons between accuracy of different 
orthographic structures (OS), over reading levels (RL). 
Source df 
Pseudowords with a 















































































Correlations between naming latency and accuracy were significant at the .01 
level for all orthographic structures (r = -.37 and r = -.48 for monosyllabic 
pseudowords with three versus five graphemes, respectively; r = -.40 and r = 
-.57 for two-syllable pseudowords with five versus seven graphemes, 
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respectively; r - -.45 for three-syllable pseudowords with seven graphemes), 
indicating that improvement in naming latency was not achieved at the 
expense of precision (accuracy). A decrease in naming latency went together 
with an increase in accuracy. Thus, children improved both in naming la-
tency and in accuracy over increasing reading levels. 
2.2.3 Discussion 
The central question of this study was whether an equal progress in naming 
latency for monosyllabic (pseudo)words of different orthographic structure 
is a result of a specific training (van den Bosch, 1991), or whether it repre-
sents a general phenomenon in reading development. Van den Bosch 
trained poor readers in the decoding of monosyllabic words and pseu-
dowords by using a flash card method (see section 1.3.2 for an extensive de-
scription of this study). He found an overall length effect: Short monosyl-
labic (pseudo)words were named faster than long monosyllabic 
(pseudo)words. However, the improvement in naming latency during the 
training was equal for the different orthographic structures. A possible ex-
planation for this equal progress in naming latency is that the syllable is in-
volved in phonological decoding (cf. van den Bosch, 1991). Since all the 
(pseudo)words had the same number of syllables (viz., one syllable), it could 
be that the effect of the training was to induce syllable-bound decoding, re-
sulting in equal improvements in decoding speed for the monosyllabic 
(pseudo)words with different numbers of graphemes. Rather than convert-
ing individual graphemes into their phonemic counterparts, syllables might 
also be a unit of conversion. The training might have effected decoding pro-
cesses at the syllabic level. 
The present study investigated whether this equal progress in naming la-
tency can also be observed in normal reading development. In Experiment 
1A, latencies of monosyllabic pseudowords with different numbers of 
graphemes revealed a progress in naming latency over the successive read-
ing levels. However, this progress converged between the different ortho-
graphic structures: The differences in naming latency between the ortho-
graphic structures diminished with increasing reading competence. The 
same results were found in Experiment IB. Reading development under a 
training condition thus seems to differ from normal reading development. 
The results of additional analyses on pseudowords with different num-
bers of syllables, however, suggest that beginning and more competent read-
ers use different decoding strategies. Beginning readers (in this study 
roughly reading levels 1 to 3) seem to decode pseudowords by using 
grapheme-phoneme conversion rules, as indicated by the absence of signifi-
cant differences between naming latency for pseudowords that only differed 
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in number of syllables (and not in number of graphemes). In contrast, in the 
more competent readers in this study (roughly reading levels 4 and 5) 
syllable effects were found. Naming latencies were longer for pseudowords 
that consisted of more syllables. This result is compatible with the idea that 
decoding processes at the syllabic level play a role as children become more 
literate. 
There is some evidence that as children become more familiar with 
spelling patterns, their ability to syllabify printed words increases (Adams, 
1990). According to Friedrich, Schadler, and Juola (1979), the use of syllabic 
units in printed words is a late-emerging skill among normal readers. They 
found that children do not use syllabic units until they are in the fourth 
grade. This finding fits quite well with the results of the present study, since 
children at reading level 4 had a mean DMT score of approximately 85 
words per minute (see Table 2.1), which is comparable to the standard DMT 
score of normal readers in grade four. 
Thus, the results of the present study indicate that the number of 
graphemes plays a role in phonological decoding in beginning readers as 
well as in more proficient readers, indicated by a grapheme effect at all read-
ing levels. The decrease of the grapheme effect over reading levels suggests 
that the grapheme-phoneme conversion strategy becomes more efficient as 
reading performance increases. In addition, syllabic units seem to play a role 
in phonological decoding in more proficient readers, indicated by the sylla-
ble effects found at the higher reading levels. 
To investigate whether processes at the level of individual graphemes 
and at the syllabic level also play a role in phonological decoding in adults, 
Experiment IB was replicated with university students. The results of this 
experiment are described below. 
2.3 Experiment 2: Pseudoword naming in adults 
2.3.1 Method 
Participants 
Twenty-one psychology and special education undergraduates at the 
University of Nijmegen participated in Experiment 2. All participants were 
native speakers of Dutch. They were paid for their participation. 
Materials and Apparatus 
The materials and apparatus were the same as in Experiment IB. 
Procedure 
The procedure was similar to the one in Experiment 1A and B. Each 
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participant received 150 pseudowords (30 of each orthographic structure) 
The pseudowords were randomly extracted from the five pseudoword lists 
that are presented in Appendix В Ten practice trials were presented before 
the actual experimental series A short break was given after 75 trials 
2.3.2 Results 
Naming latencies and the number of correct responses were determined for 
each participant for all orthographic structures Data were analysed sepa­
rately for latency and accuracy Incorrect responses (7 8%) and responses 
with voice key errors (2 8%) were excluded from the latency analyses Due to 
technical problems, 0 7% of the data were lost 
Latency For each student, the median naming latency was computed for 
each orthographic structure, to test the differences in naming latency be­
tween pseudowords that differed in number of graphemes and/or syllables 
(see Table 2 5 for means and standard deviations) These data were submit­
ted to four repeated measures analyses of variance (one for each planned 
comparison), with Orthographic Structure as the within-subjects factor The 
results of the comparisons between naming latencies for pseudowords that 
differed in number of graphemes showed main effects of Orthographic 
Structure (F(l, 20) = 14 60, MSE = 2128 30, ρ = 001 for monosyllabic pseu­
dowords with three versus five graphemes, and F(l, 20) = 6 50, MS E = 
10467 30, ρ < 05 for two-syllable pseudowords with five versus seven 
graphemes), indicating a grapheme effect The size of the grapheme effect 
was 55 ms for the monosyllabic pseudowords and 80 ms for the two-syllable 
pseudowords (in both comparisons naming latencies were longer for pseu­
dowords with more graphemes, see Table 2 5) 
Table 2 5 Mean naming latency and mean number of correct responses of adults for 
the five orthographic structures (SD in parentheses) 
Orthographic Naming Latency Accuracy 
Structure (ms) (max = 30) 
1 syll, 3 graph 543 (67) 29 3 (1 2) 
1 syll, 5 graph 598 (120) 29 3 (0 9) 
2 syll, 5 graph 700 (147) 27 4 (2 3) 
2 syll, 7 graph 780 (237) 27 3 (2 8) 
3 syll, 7 graph 923 (387) 23 9 (4 2) 
In addition, main effects of Orthographic Structure were also found in the 
comparisons between naming latencies of pseudowords that only differed m 
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number of syllables (F(l, 20) = 37.79, MSE = 2891.98, ρ < .001 for one- versus 
two-syllable pseudowords with five graphemes, and F(l, 20) = 11.72, MSE = 
18202.47, ρ < .01 for two- versus three-syllable pseudowords with seven 
graphemes), indicating a syllable effect. The size of the syllable effect was 102 
ms for the pseudowords with five graphemes and 143 ms for those with 
seven graphemes (in both comparisons naming latencies were longer for 
pseudowords with more syllables). 
Accuracy. For the accuracy analysis the number of pseudowords named cor­
rectly was computed for each orthographic structure, for each student (see 
Table 2.5 for means and standard deviations). These data were submitted to 
a repeated analysis of variance with Orthographic Structure (five levels) as 
the within-subjects factor. This analysis yielded a significant main effect of 
Orthographic Structure (F(4, 80) = 28.66, MSE = 3.61, ρ < .001). Inspection of 
Table 2.5 indicates that accuracy decreased with increasing number of sylla­
bles. 
2.3.3 Discussion 
The results of Experiment 2 showed both grapheme effects and syllable ef­
fects in adult readers. These results are in agreement with the results of the 
young proficient readers in Experiment IB. It seems that adults and normal 
readers from the higher grades of elementary school use the same decoding 
units. In both groups it appeared that individual graphemes as well as 
syllables play a role as processing units in phonological decoding. 
2.4 General discussion 
The results of the experiments that are presented in this chapter suggest that 
beginning readers use grapheme-phoneme conversion rules during phono­
logical decoding, and that more proficient elementary-school readers as well 
as adults also apply conversion procedures at the syllabic level. Conversion 
at the grapheme-phoneme level seems to play a role in readers of all read­
ing levels, but in proficient readers grapheme-phoneme translations 
seemed to be more automatized than in beginning readers. This assumption 
is based on the fact that although grapheme effects were found at all reading 
levels, these effects decreased in size with increasing reading performance 
(see Figure 2.2). For instance, for monosyllabic pseudowords of three versus 
five graphemes, the grapheme effect was 1116 ms in beginning readers 
(reading level 1) and 82 ms in the proficient readers (reading level 5), indi­
cating that beginning readers needed much more time to process two extra 
graphemes than did proficient readers. 
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The suggestion that beginning and advanced readers use different 
processing units in word reading was already proposed by Samuels, LaBerge, 
and Bremer (1978). In their study the authors conducted a word 
categorization task with children from grade two, four and six, as well as 
with college students. The unit of word processing as a function of grade 
level was investigated by asking the participants to categorize single words 
as animal or nonanimal. Words varied in number of letters (3-6). Latency 
analyses showed an increase in response latency with increasing word 
length in the second graders, while no word length effect was obtained in 
the college students. Samuels et al. concluded from these results that 
"beginning readers process a word on a component basis and that as skill in 
reading progresses, the reader processes a word in a manner which 
approximates more and more the holistic strategy shown by mature readers 
at the college level" (Samuels et al., 1978, pp. 718). Additional evidence for 
differences in phonological processing across reading skill levels has been 
reported by, for instance, Marmurek and Rinaldo (1992), and McCormick 
and Samuels (1980), who also found a developmental trend from small 
processing units (graphemes) to larger units (syllables and whole words). 
There is some evidence that the existence of syllable effects not only de-
pends on the level of reading competence, but also on the kind of reading 
material. In reading aloud words, the syllable seems to play a role as a 
processing unit in second- and fourth-grade normal readers, but not in 
adults, who process words as a whole (Marmurek & Rinaldo, 1992; see also 
Mason, 1978). This indicates that after children have acquired grapheme-
phoneme correspondence rules, syllables play a role in reading aloud words, 
as long as words are not identified automatically. However, when reading 
aloud pseudowords, for which phonological decoding is mandatory, syllable 
effects were obtained in mature readers (Katz & Feldman, 1981; Mason, 
1978). As suggested by the results of the present study, in combination with 
evidence from the literature, the syllable seems to play a role as a processing 
unit in decoding words, as long as word identification processes are not fully 
automatized. In decoding pseudowords, the syllable plays an important role 
only after children have become proficient readers (in the current study, 
reading levels 4 and 5, which is comparable with the reading level of fourth-
and fifth-grade readers; see Friedrich et al., 1979, for similar findings in 
fourth graders, and Katz & Feldman, 1981, for comparable findings in fifth 
graders). Thus, children seem to use syllabic information sooner in 
processing familiar letter strings (e.g., in high-frequency words) than in 
processing nonfamiliar letter strings (e.g., in pseudowords) in the 
development of their decoding skills. The syllable is a functional processing 
unit as long as phonological decoding is involved in word identification 
(viz., in beginning readers). When words are identified as a whole, as in 
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mature readers, syllable effects disappear. In reading aloud pseudowords, in 
which phonological decoding is always involved, adults use syllabic 
information, as do children after approximately four years of reading 
instruction. 
Coming back to the differences between the results of the present study 
and those of van den Bosch (1991), the question now is why van den 
Bosch's results for monosyllabic words were not replicated in the present 
study. He found an equal progress in naming latency for monosyllabic 
pseudowords with different numbers of graphemes in poor readers during a 
computerized reading program. In contrast, the results of Experiment 1A 
and В of the present chapter indicated that the naming latency for monosyl­
labic pseudowords with different numbers of graphemes converged with in­
creasing reading competence in normal readers. Thus, it seems that phono­
logical decoding skills develop differently under a training condition than 
during the acquisition of reading skills at elementary school. 
The reading competence of the poor readers in the van den Bosch study, 
as established by a standardized reading test ('Een-Minuut-Test' [One-
Minute-Test], Brus & Voeten, 1972), was comparable to that of normal read­
ers in the beginning of grade two. In the current study, the children at read­
ing level 1 were also approximately at that level of reading competence 
(established by the 'Drie-Minuten-Toets' [Three-Minutes-Test], Verhoeven, 
1992). The reading competence of the poor readers in the van den Bosch 
study was comparable to the reading skills of the beginning readers in the 
present study. Assuming that, as van den Bosch suggested, the decoding 
skills of the poor readers in his training study improved at the syllabic level, 
then these poor readers seem to be more like the advanced readers in the 
present study, who appeared to use syllabic information in processing mul­
tisyllabic pseudowords (see Figure 2.3). However, the poor readers in the 
van den Bosch study were much slower in naming pseudowords than the 
advanced readers in the present study, suggesting that the two groups dif­
fered in the efficiency of using syllables as processing units. 
This leaves open the question as to why the poor readers seemed to use 
decoding strategies that are observed in normal readers at a higher level of 
reading competence, while their decoding speed was roughly comparable 
with normal readers at the same level of reading competence. At least three 
factors might have been responsible for this surprising finding. The first re­
lates to the remedial teaching of reading in The Netherlands. The second 
factor concerns the conditions under which phonological decoding skills 
develop. The third factor is related to attentional effects of the flash card 
method. 
In The Netherlands, poor readers often receive extensive reading 
remediation at schools for children with learning disabilities. Due to the 
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reading remediation program, they may have had more experience in 
reading words (certainly in reading multisyllabic words) than children of 
the same reading level at elementary schools. It is possible that as a result of 
this remediation practice, the poor readers in the van den Bosch study had 
already acquired the principles of syllable-bound processing before receiving 
the flash card training, in contrast to the beginning readers in the present 
study. 
The second factor is related to differences between the conditions under 
which phonological decoding skills develop. It is possible that the results of 
van den Bosch and the results of the present study are not comparable, be-
cause the readers in the van den Bosch study improved their decoding skills 
under the condition of a relatively short but intensive training, while the 
present study examined the development of decoding skills in children 
over a much longer period, namely during elementary school. The differ-
ence in decoding speed between children at reading level 1 versus 2 
(comparable to readers at the end of grade 1 versus readers at the end of 
grade 2) was approximately 920 ms (see Appendix C), while the poor readers 
improved approximately 385 ms in decoding speed after a training period of 
only nine weeks (see van den Bosch, 1991). Thus, the poor readers im-
proved their decoding skills much faster than normal readers with the same 
level of reading competence. It seems, therefore, that these two learning 
conditions are rather different. 
The third factor concerns some of the properties of the flash card training. 
The flash card method may have forced the poor readers to decode the 
pseudowords more quickly than they usually do. Given the limited amount 
of time during which the orthographic information is available, a 
grapheme-phoneme conversion strategy might not be very successful. As a 
result, children might be encouraged to adopt a more efficient decoding 
strategy (cf. LaBerge & Samuels, 1974), namely a syllable-bound decoding 
strategy. 
If this third account of the difference between the results of the van den 
Bosch study and the present study is correct, it suggests that poor readers 
have acquired the appropriate representations for the application of decod-
ing strategies beyond the graphemic level, but still have problems in using 
these higher level representations. It seems that poor readers stick to the 
codes that are laid down first, and have problems shifting to higher levels of 
organization, even when the basics of the relevant skills have been ac-
quired. The flash card method, however, may stimulate readers to use these 
higher levels of representation, such as the syllable. This implies that the 
flash card method might be a helpful tool in teaching children to use syl-
labic information in everyday reading, and consequently, in helping poor 
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readers to improve their reading skills. This will be investigated in the next 
chapter. 
In sum, beginning readers seem to use grapheme-phoneme conversion 
rules in phonological decoding, while advanced normal readers appear to 
use syllable-bound strategies as well. Processes at the grapheme level play a 
role in adult readers, but to a much lesser extent than in beginning readers 
(compare the differences in mean naming latencies in Table 2.5 (adults) 
with those in Appendix D and E (children)). Although grapheme-phoneme 
conversions are highly automatized in adult readers, these low-level units 
play some role in the processing of pseudowords (see, for instance, Mason, 
1978). 
The findings of the current study provide some evidence that processes at 
the syllabic level play a role in the development of phonological decoding 
skills. As was discussed in chapter 1, there is a growing group of researchers 
who propose that there are orthographic processing units between the indi-
vidual graphemes and the whole word. The results of the present study are 
consistent with the assumption of Mewhort and associates (Mewhort & 
Beai, 1977; Mewhort, & Campbell, 1981), and Tousman and Inhoff (1992), 
namely that there is a syllabic level of analysis in word identification. 
The fact that during a specific training poor readers seem to use decoding 
strategies that are similar to those used by advanced normal readers 
(although not with the same efficiency), can be explained by assuming that a 
flash card method stimulates poor readers to process pseudowords more 
rapidly and in units larger than graphemes, using syllable-bound processes 
during phonological decoding. Perhaps one of the poor reader's problems is 
not a lack of syllable-bound processing strategies, but a failure to use them. 
This failure in using syllable-bound decoding strategies may be part of the 
phonological decoding deficit in the poor reader. The results of the present 
study, in combination with results found in the flash card training of van 
den Bosch (1991), suggest that poor readers acquire decoding strategies be-
yond the grapheme-phoneme level, but are not able to use these strategies 
sufficiently in everyday reading. 
However, it is necessary to further investigate the role of the syllable in 
poor readers' phonological decoding skills. It is not clear whether the poor 
readers really used syllabic information during van den Bosch's training, 
since his training contained monosyllabic word materials only. Therefore, I 
conducted a flash card training with mono- and multisyllabic pseudowords 
with poor readers who had approximately the same reading level as the par-
ticipants in the van den Bosch study (viz., a reading level that is similar to 
the reading level of normal readers in grade 2), to further investigate the 
role of syllable-bound processes in the poor reader. The results of this train-




TRAINING OF POOR READERS' 
PHONOLOGICAL DECODING SKILLS: 
EVIDENCE FOR SYLLABLE-BOUND PROCESSING 
Adults and children in the upper classes of elementary school use syllable-
bound decoding strategies during phonological decoding, as is indicated by 
the study that was presented in the previous chapter. The present chapter 
reports the results of a study in which the role of the syllable in 
phonological decoding was further investigated in poor readers. By means 
of a computer-based flash card program poor readers were trained in reading 
aloud mono- and multisyllabic pseudowords, to improve their decoding 
skills. The aim of the study was to assess whether poor readers improve 
their decoding skills by means of a flash card program that was designed to 
stimulate poor readers to use syllable-bound decoding strategies. 
3.1 Training of decoding skills 
As was discussed in chapter 1, the majority of poor readers have weak de-
coding skills. They are often very slow in converting a printed letter string 
into a phonological code. These weak decoding skills result in severe prob-
lems with rapid, automatic processing of words, and, consequently, in poor 
reading. Because phonological decoding skills are important determinants 
of reading success (e.g., Adams, 1990; LaBerge & Samuels, 1974; Lesgold & 
Resnick, 1982), reading instruction for the poor reader is often directed at 
improving the speed and automaticity of phonological decoding (see, for in-
stance, Lemoine, Levy, & Hutchinson, 1993; Lovett, Warren-Chaplin, 
Ransby, & Borden, 1990; van den Bosch et al., 1995; Yap, 1993). 
The goal of the present study was to enhance the speed of decoding pro-
cesses of children from schools for children with learning disabilities, whose 
reading performance was substantially below that of normal readers of the 
same age. I employed the computerized flash card method that was 
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developed by van den Bosch (1991; see chapter 1 of this thesis) and that 
seems to be effective in improving poor readers' decoding skills. The most 
important assumption underlying the instructional approach was that poor 
readers tend to persist with the very slow and inefficient grapheme-
phoneme conversion strategy (Butler, Jared, & Hains, 1984; Manis, 1985), 
and that a flashed presentation of words or pseudowords stimulates poor 
readers to process words in larger units (viz., in syllables). It was assumed 
that using syllable-bound decoding strategies during the processing of words 
entails an added value over and above using only grapheme-phoneme 
conversions. Especially in the processing of long words, syllable-bound 
processing may be efficient, because letter-by-letter processing makes greater 
demands on working memory (Perfetti, 1985). Using larger functional units 
during word processing would speed up decoding and, consequently, would 
free working memory for higher order processes involved in text 
comprehension. 
A study by Scheerer-Neumann (1981) provides evidence that poor readers 
can improve their decoding speed by means of a training program that em-
phasizes syllable-bound decoding. She showed that poor readers do not use 
the orthographic structure of a word to the same extent as good readers of 
the same age (see also Butler et al., 1984; Mason, 1978), and that poor readers 
benefit from an intervention program in which they are taught to segment 
words into syllables (see also Olson & Wise, 1992). Based on these findings 
and on evidence that skilled readers use syllable-bound decoding strategies 
(see chapter 2), I assume that if poor readers can chunk words into syllabic 
units, this would increase their decoding speed. 
3.2 Research questions and hypotheses 
The current study had two main objectives. The first was to further investi-
gate the effectiveness of a computerized flash card program in helping poor 
readers to improve their phonological decoding skills. This was tested in a 
pretest-training-posttest control group design. The control group received 
no additional training. The second aim was to determine the effect in poor 
readers of reinforcing the syllable as an orthographic processing unit. To in-
vestigate these two research questions, a training in pseudoword naming 
was conducted with poor readers. Pseudowords that differed in number of 
syllables (1, 2, or 3 syllables) and/or in number of graphemes (3, 5, or 7 
graphemes) were presented on a computer screen by means of a specific 
flash card method. In this method, exposure durations (the time that a letter 
string was presented on the computer screen) were controlled on-line for 
each child individually, and for each orthographic structure separately, and 
varied as a function of the child's accuracy rate. 
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The following hypotheses were tested: 
(1) Under the assumption that the flash card method stimulates children to 
use syllable-bound strategies in decoding words or pseudowords (van den 
Bosch, 1991), I expected to find a syllable effect in pseudowords with a differ-
ent number of syllables (and equal number of graphemes): Naming laten-
cies are predicted to be longer for pseudowords with more syllables. 
Furthermore, based on the training studies of van den Bosch (1991), I ex-
pected a grapheme effect in pseudowords that only differed in number of 
graphemes and not in number of syllables. Naming latencies are predicted 
to be longer for pseudowords with more graphemes. 
(2) Syllable-bound processes are expected to play a role in the improvement 
of decoding skills. I expected to find the following two results. First, naming 
latency of pseudowords with an equal number of syllables and a different 
number of graphemes (e.g., CVCs versus CCVCCs) improves to an equal ex-
tent over training sessions. In other words, the size of the syllable effects 
should remain equal over training sessions. An equal progress in naming 
latency might indicate that pseudowords are analysed in groups of letters 
that represent single syllables, and that practice increases the efficiency of 
syllable processing. Second, I expected the training to result in a larger 
progress in naming latency of pseudowords with an increasing number of 
syllables (and an equal number of graphemes): e.g., CCVCCs versus 
CVCVCs. In other words, the size of the syllable effects should decline with 
practice. The reasoning behind this hypothesis was that if syllable-bound 
processes play a role in translating letter strings into a phonological form, ef-
ficiency in executing these processes would improve over training sessions. 
As a consequence, the improvement in naming latency should be larger for 
pseudowords with increasing number of syllables. 
In addition to testing the direct training effects, I also investigated the 
generalizability of the training to other, untrained materials and situations. 
For testing generalizability, three pre- and posttests were used: A standard-
ized single word reading test (the 'Drie-Minuten-Toets' (DMT); see section 
2.2.1 for details of this test), and two naming tasks with unlimited presenta-
tion durations of words and untrained pseudowords. Naming latency and 
accuracy of the training group and the no-training control group on the two 
naming tasks were compared to test the transfer effects of the training. In 
addition, the DMT was used to assess the effect of the training on a standard-
ized measure of reading isolated words. 
3.3 Method 
Participants 
The participants were 55 eight- to twelve-year-old poor readers from three 
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schools for children with learning disabilities (see van der Leij, 1987, for an 
overview of the Dutch system of special education). Dutch was the native 
language of all participants. None of the children had a diagnosis of neuro-
logical abnormalities, or of speech, vision or hearing deficits, as indicated by 
school records. The reading methods used by the schools were primarily 
based upon a phonics approach to reading instruction. The training group 
consisted of 28 participants (20 boys, 8 girls). The no-training control group 
consisted of 27 participants (19 boys, 8 girls). All of the participants in the 
present study were rated as poor readers by their teachers. The children were 
at least one year behind in the development of word reading skills. Their 
reading level was comparable to the reading level of normal readers in 
grade two. This was established by the DMT. The training and the control 
group were matched on age (mean age training group: 120.8 months (SD = 
10.6); control group: 121.0 months (SD = 11.7)) and mean score on the DMT 
(training group: 41.2 (SD = 12.8); control group: 41.3 (SD = 13.4)). Since the ef-
fectiveness of the flash card method that I used had already been shown by 
van den Bosch (1991), I decided to not present an alternative training pro-
gram to a control group in the current study. Thus, the children in the con-
trol group participated in the pre- and posttests only. 
Apparatus 
With the exception of the DMT, the training program and the pre- and 
posttests were presented by an Apple Macintosh Plus ED computer. Word 
materials were presented in black lower case letters on a white background 
in the centre of the screen. A letter font used in many books for children 
was chosen (Geneva). Letter strings had a height of approximately 0.6 cm 
and ranged from 1.5 cm (pseudowords with three graphemes) to 5 cm 
(pseudowords with seven graphemes) in length. Each child was tested and 
trained individually in a quiet room at school. The children were seated in 
front of the computer screen, at a distance of approximately 60 cm. 
Headphones were used to present the acoustic warning signal that preceded 
stimulus presentation. The microphone was attached to the headphones to 
keep a constant distance between the microphone and the mouth of the 
child during the experimental sessions. Naming latencies were measured 
with millisecond accuracy by a voice-activated relay attached to the com-
puter. The correctness of the verbal responses was recorded by the experi-
menter by means of a buttonbox that was connected to the computer. The 
responses of the participants were tape-recorded. 
Materials and procedure for the training 
Pseudowords differed in their number of syllables and/or graphemes. The 
set of pseudowords contained the same five orthographic structures as the 
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pseudowords in chapter 2 (Experiment IB and 2), namely: 1. Monosyllabic 
pseudowords with three graphemes (CVCs, e.g., 'BOOP'), 2. monosyllabic 
pseudowords with five graphemes including two consonant clusters 
(CCVCCs, e.g., 'BLUUMP'), 3. two-syllable pseudowords with five 
graphemes (CVCVCs, e.g., 'GEIFEUR'), 4. two-syllable pseudowords with 
seven graphemes including two consonant clusters (CCVCCVCs, 
CVCCVCCs, and CCVCVCCs, e.g., 'KRAUNUILF'), and 5. three-syllable 
pseudowords with seven graphemes (CVCVCVCs, e.g., 'DEUPOEREEN'). 
For each orthographic structure 340 pseudowords were constructed (most of 
the pseudowords of Experiment IB were included). All two-letter consonant 
clusters that exist in initial position in Dutch nouns were used to create the 
onset of the pseudowords that began with a consonant cluster. Consonant 
clusters in the middle or at the end of the pseudowords were one of the two-
letter consonant clusters that exist in final position in Dutch nouns. 
Ambisyllabic consonant clusters were not used. All consonant clusters that 
do not have a fully transparent pronunciation were also excluded. In the 
case of single consonants (e.g., the consonants in CVCs), consonants that oc-
cur in the first position of a consonant cluster were used. The vowels in the 
pseudowords were taken from the two-letter vowels that exist in the Dutch 
orthography. Single letter vowels were not used, because in Dutch single let-
ter vowels that occur in open syllables have another pronunciation than the 
same single letter vowel in closed syllables (see chapter 2 for a discussion of 
this problem). All the pseudowords were phonologically transparent. The 
individual syllables of the pseudowords do not occur as words in the word 
frequency list of Staphorsius et al., (1989), and were not expected to be 
known as words by the children. Appendix F contains the complete list of 
pseudowords used in the training. 
The training program consisted of 16 training sessions of approximately 30 
minutes. Participants were trained individually twice a week. In each train-
ing session 100 pseudowords (20 per orthographic structure) were presented, 
one at a time, in a random order. The pseudowords were randomly selected 
from the five lists of 340 pseudowords. All monosyllabic pseudowords and 
the first and third syllable of the multisyllabic pseudowords were presented 
in bold letters, and the second syllable was presented in a standard font (e.g., 
' taupoereel ') . This was done to make the syllabic structure of the pseu-
dowords clear to the children and to stimulate them to process the pseu-
dowords in syllabic units. 
The exposure duration of the pseudowords on the computer screen was 
controlled on-line as a function of naming accuracy, for each orthographic 
structure separately, and for each child individually. The accuracy rate was 
maintained at a minimum level of 67%. After each trial, the naming 
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accuracy of the current pseudoword and the previous two pseudowords of 
the same orthographic structure was evaluated. Exposure duration of the 
pseudowords was increased by 17 ms when two or three errors were made, 
and decreased by 17 ms when three correct responses were given. When two 
out of three pseudowords had been named correctly, the exposure duration 
remained unchanged. 
Five hundred milliseconds before stimulus presentation an acoustic 
warning signal was given via headphones and, simultaneously, a fixation 
asterisk appeared in the centre of the screen for a period of 500 ms. The tar-
get stimulus was presented at the same location as the asterisk, immediately 
following its offset. Participants were instructed to name the presented 
pseudoword as accurately as possible. The instruction did not emphasize 
speed, since the flash card method itself puts implicit time pressure on re-
sponding (van den Bosch, 1991). The time-out for a naming response was 
set to 9.5 seconds after pseudoword presentation. Immediately after presen-
tation of the pseudoword a cross-hatched mask appeared, that remained on 
the screen for 1.5 seconds. Naming latencies were recorded by a voice-acti-
vated relay and automatically stored on a computer disk. By pushing one of 
three buttons on a buttonbox the experimenter recorded whether the stimu-
lus was identified correctly, and whether the voice-activated relay was trig-
gered by the verbal response of the child or by a sound other than the name 
of the stimulus (such as "urn"). The participants received positive feedback 
via the computer immediately after a correct response (a picture of a smiling 
face in the centre of the screen). After an incorrect response no explicit feed-
back was given. There was a short break after each series of approximately 30 
trials. Each training session started with the final exposure durations (one 
for each orthographic structure) of the previous training session. 
In order to determine the initial exposure duration for each orthographic 
structure and to adapt it to the reading capacity of each individual child, a 
practice session was held prior to the training. Each child started the practice 
session with an exposure duration of 2 seconds for the monosyllabic stim-
uli, 4 seconds for the two-syllable pseudowords without consonant clusters, 
and 6 seconds for the two- and three-syllable pseudowords with seven 
graphemes. The exposure durations varied as a function of naming accuracy 
(67%). The procedure was identical with the one used during the training, 
except for the fact that the exposure duration was adjusted with intervals of 
68 ms, instead of 17 ms. The first training session started with the exposure 
durations with which the practice session had ended. The pseudowords 
used in the practice session had the same orthographic structures as the 
ones used in the training, but were not identical to the pseudowords of the 
training program. 
Since naming latencies of words or pseudowords include decoding time 
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and time required for response preparation and execution, a digit naming 
task was conducted at the beginning of each training session. The aim of the 
digit task was to test whether a possible decrease in naming latencies during 
the training was indeed the result of improved decoding skills and not a re­
sult of improvement in response production processes (cf. van den Bosch, 
1991). Nine different digits (1-9) were presented randomly, one-by-one, on a 
computer screen. Participants were asked to name the digits as accurately as 
possible. Positive feedback was given by the computer immediately after a 
correct response. No explicit feedback was given after an incorrect response. 
Naming latency and accuracy were measured. 
Materials and procedure for the pre- and posttests 
'Drie-Minuten-Toets' (DMT) [Three-Minutes-Test]. The DMT was used to 
assess whether the flash card training affected the ability to read isolated 
mono- and multisyllabic words of different orthographic structures. The 
DMT has three versions (version A, B, and C) that contain the same words, 
but in a different order. Version A was used for selecting the children for 
the experiment (the scores were also used as pretest scores). Version В was 
used for the posttest. 
Word Reading Task. A computerized word reading task was used to assess 
whether training in pseudoword decoding affected word processing. The 
pre- and posttest consisted of 30 items each. The orthographic structures of 
the words were the same as those that were presented in the training. For 
each orthographic structure six words were selected from a list of Dutch 
words in books for children from 7 to 13 years old (Staphorsius et al., 1989; 
size of the corpus: approximately 200.000 word tokens). Half of the words 
were of high frequency (HF; printed frequency count of 10 or more), and half 
were of low frequency (LF; printed frequency count of 5 or less). Since the 
corpus of Staphorsius et al. did not contain enough words that met the fre­
quency criterion, one additional HF word was chosen from Kohnstamm, 
Schaerlaekens, de Vries, Akkerhuis, and Froonincksx (1981)7. The complete 
list of words used for the pre- and posttest is presented in Appendix G. 
The items were presented one at a time on a computer screen in the same 
font as the items in the training sessions. Syllables were not highlighted; all 
items were presented in bold letters. Participants were asked to read the 
words aloud, as quickly and accurately as possible. Each child received a 
different randomization of the trials. The words remained on the screen for 
two seconds after triggering of the voice-activated relay. A maximum of 
eight seconds was allowed for responding. Accuracy and naming latency 
were measured. Participants received no feedback about their performance. 
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The child was familiarized with the task format by a series of ten practice 
trials. 
Pseudoword Reading Task. A computerized pseudoword reading task was 
used to assess whether accuracy and speed in pseudoword naming was af-
fected by the training. The pre- and posttest consisted of 30 items each. None 
of the pseudowords were presented in the training. The orthographic struc-
tures of the pseudowords were the same as those that were presented in the 
training. Half of the pseudowords were derived from the high-frequency 
words, the other half from the low-frequency words of Staphorsius et al. 
(1989) by changing the vowels of the words. When the resulting pseu-
doword still had a large overlap with an existing word, I also changed one 
consonant. The resulting letter strings were always orthographically legal 
and pronounceable pseudowords (see Appendix H for the complete list of 
pseudowords used for this task). The procedure was the same as in the 
Word Reading Task. 
3.4 Results 
3.4.1 The flash card training 
Naming latencies and exposure durations of the pseudowords were deter-
mined for each orthographic structure, for each participant of the training 
group. Data were analysed separately for naming latency and exposure dura-
tion. In the latency analyses as well as in the exposure duration analyses, 
pseudowords with an equal number of syllables and a different number of 
graphemes (monosyllabic pseudowords with three versus five graphemes, 
and two-syllable pseudowords with five versus seven graphemes) were 
compared to investigate the effects of number of graphemes. The effects of 
number of syllables were determined by comparing naming latencies and 
exposure durations of pseudowords with an equal number of graphemes 
and a different number of syllables (one- versus two-syllable pseudowords 
with five graphemes, and two- versus three-syllable pseudowords with 
seven graphemes). The planned comparisons between different ortho-
graphic structures are discussed separately for naming latency and for expo-
sure duration in the following sections. The naming latency data will be 
considered first, followed by the exposure duration data. 
Naming latency. The first ten trials of each training session served as start-
up trials and were, therefore, excluded from the analyses. Thirty percent of 
the responses were incorrect, which was expected since the exposure dura-
tions were designed to keep the accuracy rate at a level of approximately 
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67%. Incorrect responses were not included in the analyses. In addition, la­
tencies of responses with voice key errors were also eliminated (7.8%). For 
each participant, the median naming latency of each session was computed 
(medians were calculated instead of means to reduce the effect of outliers). 
This was done for each orthographic structure separately. The 16 training 
sessions were divided into four training blocks, in which the data of four 
consecutive training sessions were collapsed. These data were entered into 
four repeated measures analyses of variance (one for each planned compari­
son) to test whether naming latency was affected by the training. 
Orthographic Structure (five levels) and Training Block (four levels) served 
as the within-subjects factors. The mean naming latencies for the five or­
thographic structures over the training blocks are displayed in Figure 3.1 
(Appendix I contains the mean naming latencies per orthographic structure, 























• -•- - 1 syll., 3 graph. 
• - · - - 1 syll., 5 graph. 
— · 2 syll., 5 graph. 
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Figure 3.1 The mean naming latencies (in milliseconds) over the four training blocks 
for five orthographic structures, differing in number of graphemes and/or 
syllables. 
The results of the two comparisons between naming latencies of pseu-
dowords with different numbers of graphemes showed significant main ef­
fects of Orthographic Structure (see Table 3.1): Naming latencies were longer 
for pseudowords with more graphemes. Naming latency improved over the 
training blocks, as indicated by significant effects of Training Block. The 
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interaction between Orthographic Structure and Training Block was only 
significant in the comparison between monosyllabic pseudowords with 
three versus five graphemes, resulting from the fact that the difference in 
naming latency between these two orthographic structures diminished over 
framing blocks (the difference was 346 ms for block 1 and 209 ms for block 4) 
Naming latency of two-syllable pseudowords with five versus seven 
graphemes improved m parallel over training blocks, reflected by the ab­
sence of an interaction between Orthographic Structure and Training Block 
(the difference in naming latency between the two orthographic structures 
was on average 280 ms) 
Table 3 1 The results of the planned comparisons between naming latencies of differ­
ent orthographic structures (OS, df = 1) over training blocks (TB, df = 3) 
Source 
Pseudowords with a 
3 vs 5 graphemes, 1 syllable 
OS 
ТВ 
O S * T B 
5 vs 7 graphemes, 2 syllables 
OS 
ТВ 
O S * T B 
Pseudowords with 
1 vs 2 syllables, 5 graphemes 
OS 
ТВ 
O S * T B 
2 vs 3 syllables, 7 graphemes 
OS 
ТВ 
O S * T B 
F 




































The analyses on naming latencies of pseudowords with different numbers 
of syllables yielded a significant effect of Orthographic Structure in the com­
parison between one- versus two-syllable pseudowords Overall, naming la­
tencies were approximately 276 ms longer for two-syllable pseudowords No 
overall differences in naming latency were found for two- versus three-syl­
lable pseudowords with seven graphemes, indicated by the absence of an ef­
fect of Orthographic Structure The effects of Training Block were significant 
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in both comparisons of pseudowords with different numbers of syllables: 
Naming latencies decreased during the training. There was a parallel 
progress in naming latency between one- versus two-syllable pseudowords 
with five graphemes, reflected by the absence of an interaction between 
Orthographic Structure and Training Block (the decrease in naming latency 
was on average 415 ms). In the two- versus three-syllable pseudowords with 
seven graphemes, the interaction between Orthographic Structure and 
Training Block was not significant either. There was no significant differ­
ence in the progress of naming latency over the training blocks between 
these two orthographic structures. 
Exposure duration. For each child in the training group the median expo­
sure duration for each session was computed. This was done for each ortho­
graphic structure separately. Means of the median exposure durations were 
computed for each training block and for each orthographic structure sepa­
rately. These data were analysed in the same way as the naming latencies, to 
test whether the training affected the exposure duration that was required to 
identify at least 67% of the pseudowords correctly. The mean exposure dura­
tions over the training blocks for the five orthographic structures are dis­
played in Figure 3.2 (see Appendix I for the means and standard deviations). 
The results of the planned comparisons are shown in Table 3.2. 
1 syll., 3 graph. 
1 syll., 5 graph. 
2 syll., 5 graph. 
2 syll., 7 graph. 
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Figure 3.2 The mean exposure durations (in milliseconds) over the four training blocks 




The comparisons between exposure durations of pseudowords with a differ­
ent number of graphemes showed significant effects of Orthographic 
Structure and of Training Block, as well as significant interactions between 
these two factors (see Table 3 2) Overall exposure durations were longer for 
pseudowords containing more graphemes Exposure durations decreased as 
the training program progressed, reflected by the effects of Training Block 
Analyses of simple effects, however, showed that the decrease in 
exposure duration was not significant for two-syllable pseudowords with 
seven graphemes (F < 1) The interactions between Orthographic Structure 
and Training Block indicated that exposure durations developed differently 
over training blocks for the orthographic structures Exposure durations 
declined faster in one-syllable pseudowords with three graphemes (928 ms 
over the four blocks) than in one-syllable pseudowords with five graphemes 
(653 ms over the four blocks) Additionally, exposure durations of two-
syllable pseudowords with five graphemes decreased (with approximately 
747 ms) over the training blocks, while the exposure durations of the two-
syllable pseudowords with seven graphemes remained constant during the 
training 
Table 3 2 The results of planned comparisons between exposure durations of differ­
ent orthographic structures (OS, df = 1) over training blocks (TB, df = 3) 
Source 
Pseudowords with a 
3 vs 5 graphemes, 1 syllable 
OS 
ТВ 
O S * ТВ 
5 vs 7 graphemes, 2 syllables 
OS 
ТВ 
O S * ТВ 
Pseudowords with 
1 vs 2 syllables, 5 graphemes 
OS 
ТВ 
O S * ТВ 
2 vs 3 syllables, 7 graphemes 
OS 
ТВ 
O S * ТВ 
F MSE 




































Training of syllable-bound decoding skills 
The planned comparisons between exposure durations of pseudowords 
with different numbers of syllables showed significant effects of 
Orthographic Structure: Exposure durations were longer for pseudowords 
with more syllables (see Figure 3.2). There was an effect of Training Block 
for one- and two-syllable pseudowords with five graphemes: Exposure dura­
tions declined during the training (see Appendix I). In the comparison of 
two- versus three-syllable pseudowords with seven graphemes no effect of 
Training Block was found. However, in this comparison a significant inter­
action between Orthographic Structure and Training Block was observed. 
This resulted from a slight, but not significant, increase in exposure dura­
tion for the pseudowords with three syllables (see Figure 3.2). 
To summarize the training results, children improved in naming latency 
during the training for all orthographic structures, while the exposure dura­
tions declined for pseudowords with three and five graphemes and re­
mained at a constant level for pseudowords with seven graphemes. 
Naming latencies, collapsed over training blocks, were longer for pseu­
dowords with more graphemes, indicating a grapheme effect. A syllable ef­
fect was only found in one- versus two-syllable pseudowords with five 
graphemes, with longer naming latencies for the two-syllable pseudowords. 
Naming latencies were equal for two- versus three-syllable pseudowords 
with seven graphemes. 
3.4.2 The digit task 
Latencies of incorrect responses and latencies on trials on which the voice-
activated relay failed to trigger or was triggered by a sound other than the 
name of the stimulus, were eliminated (5.8%). Means of the subject median 
latencies were calculated for each training block. These data were entered 
into a repeated measures analysis of variance with Training Block (four lev­
els) as the within-subjects factor, to test whether training affected the nam­
ing latency of digits. There was no main effect of Training Block (F(3, 81) = 
1.14, MS E = 2595.10, ρ = .34), indicating that digit naming latency did not 
change significantly over the training blocks (the mean naming latency was 
662 ms for block 1 (SD = 81 ms), 638 ms for block 2 (SD = 85 ms), 645 ms for 
block 3 (SD = 98 ms) and 644 for block 4 (SD = 96 ms)). 
3.4.3 The pre- and posttests 
The results of the pre- and posttests of the training group and the no-train­
ing control group were compared to assess the generalizability of the flash 
card training to decoding skills in general. Two participants (one in the con­
trol group and one in the training group) were eliminated from these 
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analyses, because they were not at school during the posttests The mean 
scores on the pre- and posttest of the Dne-Minuten-Toets [Three-Minutes-
Test], and the mean latencies and mean numbers of correct responses on the 
pre- and posttest of the Word Reading Task and the Pseudoword Reading 
Task are presented in Table 3 3, for the training group and the control group 
The results of the pre- and posttest analyses are described separately in the 
following sections 
'Dne-Minuten-Toets' [Three-Minutes-Testl The mean DMT scores were 
submitted to a repeated measures analysis of variance, with Group (training 
and control) as the between-subjects factor and Test (pre- and posttest) as the 
withm-subjects factor No significant group differences were found, reflected 
by the absence of an effect of Group (F < 1) However, there was a significant 
effect of Test (F(l, 51) = 30 38, MSE = 14 55, ρ < 001) Most importantly, the 
interaction between Group and Test was significant (F(l, 51) = 4 14, ρ < 05) 
The reading of isolated words improved more in the training group than in 
the control group (see Table 3 3) 
The results of separate analyses on the DMT-posttest scores on the three 
cards of the DMT showed that there was only a significant difference be­
tween the training and the control group m the reading of multisyllabic 
words (card 3) This was mdicated by a significant interaction between the 
factors Group and Test on card 3 (F(l, 51) = 8 14, MSE = 14 84, ρ < 01, card 1 
F(l, 51) = 1 40, MSE = 38 93, ρ = 24, ns, card 2 F(l, 51) = 1 07, MSE = 22 63, ρ = 
31, ns) 
Table 3 3 Mean scores on the pre- and posttests of the training group and the control 












(max = 140) 
40 9 (12 9) 
46 5 (12 1) 
418 (13 4) 
44 4 (15 2) 
Word Reading Task 
latency number correct 
(ms) (max = 30) 
1511 (540) 26 7 (2 6) 
1037 (222) 28 5 (2 0) 
1505 (675) 26 5 (2 9) 
1386 (558) 28 5 (2 0) 
Pseudoword Reading Task 
latency number correct 
(ms) (max = 30) 
2454(1087) 20 0 (4 8) 
1410 (654) 20 2 (6 1) 
2239 (851) 20 0 (5 2) 
2180 (1068) 18 9 (4 5) 
Dne Mmuten-Toets [Three-Mmutes-Test] 
ding Task The median latency and number of correct responses 
were computed for the pre- and posttest of the Word Reading Task for each 
child in the training and the control group Latencies of incorrect responses 
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were eliminated in the latency analysis (8.1%). The median latencies were 
based on at least five observations. The latency and accuracy data were 
analysed in the same way as the DMT data. 
The results of the latency analysis showed no effect of Group (F(l, 51) = 
1.74, MSE = 448450.12, ρ = .19). However, the effect of Test was significant 
(F(l, 51) = 23.0, MSE = 101287.23, ρ < .001), as well as the interaction between 
Group and Test (F(l, 51) = 8.28, ρ < .01). Analyses of simple effects showed a 
significant improvement in naming latency for the training group from 
pretest to posttest (F(l, 26) = 27.32, MSE = 111268.90, ρ < .001), whereas the 
control group did not improve significantly (F(l, 25) = 2.10, MSE = 90906.29, 
ρ = .17). These results indicate that only the training group improved signif­
icantly in speed of word reading (the difference in mean naming latency be­
tween the pre- and posttest was 474 ms; see Table 3.3). 
The results of the accuracy analysis showed no effect of Group (F < 1). 
However, an effect of Test was obtained (F(l, 51) = 33.50, MSE = 2.88, ρ < 
.001). The interaction between Group and Test was not significant (F < 1). 
These results indicate that the two groups improved their accuracy to an 
equal extent from pre- to posttest on the Word Reading Task. 
Pseudoword Reading Task. The median naming latency and number of cor­
rect responses were computed for the pre- and the posttest of the 
Pseudoword Reading Task, for each child in the training and the control 
group. Latencies of incorrect responses were eliminated in the latency 
analysis (34.1%). The median latencies were based on at least five 
observations. One participant from the control group did not meet this 
criterion in the posttest and was therefore eliminated from the latency 
analysis. The data were analysed in the same way as the data of the other 
pre- and posttests. 
The latency analysis yielded no overall difference in naming latency be­
tween the groups, indicated by the absence of an effect of Group (F(l, 50) = 
1.63, MSE = 1231183.90, ρ = .21). The effect of Test was significant (F(l, 50) = 
15.73, MSE = 501824.04, ρ < .001), as well as the interaction between Group 
and Test (F(l, 50) = 15.73, ρ - .001). Analyses of simple effects indicated that 
the difference in naming latency between the pre- and posttest was signifi­
cant in the training group only (F(l, 26) = 21.09, MSE = 670596.31, ρ < .001; 
control group: F < 1, ns). These results indicate that only the training group 
improved in pseudoword naming latency (the difference in mean naming 
latency between the pre- and posttest was 1044 ms; see Table 3.3). 
The results of the accuracy analysis showed no effects of Group (F < 1) and 
Test (F < 1), nor an interaction between Group and Test (F(l, 50) = 1.13, MSE 
= 10.96, ρ = .29). Accuracy in reading pseudowords remained equal in the 




The main purpose of this study was to investigate whether a flash card 
training could induce syllable-bound decoding in poor readers. The training 
data showed that the flash card training led to a progress in naming latency 
over training sessions for mono- and multisyllabic pseudowords, keeping 
the accuracy rate at a minimum level of approximately 67%. This progress 
in naming latency was a result of improvement in phonological decoding 
skills and not of improvement in response production processes, as was in-
dicated by the results of the digit task that showed no change in naming la-
tencies over training blocks. 
The flash card training had a general positive effect on phonological de-
coding skills, indicated by the results of the three pre- and posttests. The re-
sults of the two naming tasks (containing words and untrained pseu-
dowords) showed a remarkable progress in naming latency in the training 
group (approximately 474 ms on words, and 1044 ms on pseudowords) and 
no significant improvement in the control group. Accuracy was not affected 
by the training, probably because the training focused on improving speed 
rather than accuracy. Additionally, although both the training group and 
the control group improved on the standardized reading test (DMT), the 
progress was larger in the training than in the control group. 
Thus, the results of the present study indicate that children who received 
the flash card training in reading aloud pseudowords made considerable 
improvements in naming latency of mono- and multisyllabic pseudowords 
and of existing words. The general effects of the current training program on 
phonological decoding are remarkable since many other training programs 
that emphasize improvement of phonological decoding skills showed only 
minimal transfer effects to general decoding skills (see, for instance, Das-
Smaal et al., 1996; Smeets & van der Leij, 1995; Yap, 1993; see also van der 
Leij, 1994, and van Bon, 1994, for reviews of remediation programs), or no 
transfer effects at all (e.g., Lemoine et al., 1993; Lovett, Ransby, Hardwick, 
Johns, & Donaldson, 1989; Lovett et al., 1990). Therefore, the flash card 
method used in the current study seems to be a promising tool for the re-
mediation of reading problems. 
Next to the effectiveness of the flash card training on decoding speed, the 
present study assessed whether poor readers use syllabic information in de-
coding word materials. To investigate this, I compared naming latencies of 
pseudowords that differed in number of syllables or in number of 
graphemes, and tested the pattern of naming latency over training sessions. 
I found a grapheme effect for all training blocks, indicating that processing 
time increases with number of graphemes (see also van den Bosch, 1991, for 
a comparable finding). But, most importantly, I also found a syllable effect. 
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Naming latencies were longer for pseudowords containing more syllables. 
This finding is consistent with the results of a study of Mason (1978). She 
also found a syllable effect in one- versus two-syllable pseudowords in a 
study with poor readers. 
The pattern of naming latency over training sessions for the different or-
thographic structures, however, was only partly consistent with our hy-
potheses. The expected parallel progress in decoding skills for pseudowords 
with a different number of graphemes (and an equal number of syllables) 
was only found in the comparison between naming latencies of two-syllable 
pseudowords with five versus seven graphemes (see Table 3.1). Naming la-
tencies of the monosyllabic pseudowords with a different number of 
graphemes showed an unexpected convergent progress in naming latency: 
The reduction in naming latency over training sessions was smaller for 
CVCs than for CCVCCs. This result conflicts with the results of van den 
Bosch (1991). A possible explanation for this finding is that the poor readers 
in the current study were much faster, over all training sessions, in reading 
monosyllabic pseudowords than the poor readers in the study of van den 
Bosch. The naming latencies of the CVC pseudowords (approximately 834 
ms in the final part of the training) suggest that the poor readers in the pre-
sent study could not improve their naming speed on CVCs as much as on 
CCVCCs, because they decoded CVCs rather fast already. Probably as a result 
of this floor effect, I found a larger decrease in naming latency of CCVCCs in 
comparison with naming latency of CVCs. This account is further supported 
by a comparison with the results of the digit naming task. The difference in 
naming latency between CVCs (consisting of four letters) and digits 
(consisting of only one symbol) was on average only 187 ms. 
In the comparisons of naming latencies of pseudowords that only differed 
in number of syllables, I expected a larger decrease in naming latency for 
pseudowords with more syllables over training blocks. The training was ex-
pected to improve the efficiency of executing processes that are active during 
the translation of written syllable strings into their phonological counter-
parts. If decoding of each syllable in a pseudoword improves over training 
sessions, naming latencies should decrease more for pseudowords with a 
larger number of syllables. 
This expectation was not, however, supported by the data. The results 
showed an equal progress in naming latency of one- versus two-syllable 
pseudowords with five graphemes, and no differences at all between nam-
ing latencies of two- versus three-syllable pseudowords with seven 
graphemes. The decoding of two-syllable pseudowords took longer than the 
decoding of one-syllable pseudowords, but over training sessions this differ-
ence in naming latency remained constant. One possible explanation for 
this unexpected outcome is that the syllable effect was not elicited by the 
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training, but rather by the presentation technique that was used. This would 
also explain why the syllable effect was already present in the first training 
block. Items were presented in such a way that the syllabic structure of the 
pseudowords was made clear to the children. It is important to know 
whether the children already used syllabic information before the experi­
ence with the presentation technique of the training, or whether they 
learned to use syllable-bound processes as a result of the experience with the 
presentation technique used during the training. To find an answer to this 
question, I performed additional analyses on the naming latencies of one-
versus two-syllable words of the Word Reading Task. The results of these 
analyses showed that on the pretest there was no difference in naming la­
tency between the one- and two-syllabic words in the training group (F(l, 26) 
= 2.29, MSE = 144641.06, ρ > .10), but most interestingly, the posttest did in­
deed show a syllable effect (F (1, 26) = 20.27, MSE = 23854.81, ρ < .001). So, it 
seems that the training group learned to use syllabic information in phono­
logical decoding by the flash card training. This is strengthened by the fact 
that the control group did not show a syllable effect on the posttest (F(l, 25) = 
1.58, MSE = 280550.50, ρ > .10). 
The results of the comparison between naming latencies of two- versus 
three-syllable pseudowords with seven graphemes showed a completely dif­
ferent pattern than the one- versus two-syllable items. Based on the results 
of the other comparisons in this study, larger naming latencies were ex­
pected for the three-syllable pseudowords than for the two-syllable pseu­
dowords. I found, however, equal naming latencies for these two types of 
pseudowords. I offer the following tentative explanations for this unex­
pected result. The first is that most of the poor readers who received the 
training had great difficulty with the three-syllable and even with the two-
syllable pseudowords (with seven graphemes). Only for these items there 
was no decrease in exposure duration (two-syllable pseudowords), or in fact 
even a slight increase (three-syllable pseudowords) over the training blocks. 
Because of the high complexity of the two- and three-syllable pseudowords 
with seven graphemes, it might be that the participants still used grapheme 
to phoneme conversions without using syllabic information in processing 
these relatively complex orthographic structures compared to the less com­
plex orthographic structures. This suggestion is compatible with the results 
that were found for the normal beginning readers in chapter 2 (Experiment 
IB). In that experiment no differences were obtained in naming latency be­
tween two- and three-syllable pseudowords with seven graphemes in nor­
mal readers with the same reading level as the poor readers in the present 
study. It was suggested in chapter 2 that the young readers used a grapheme-
phoneme-conversion strategy in processing these orthographic structures. 
Only in more competent readers, a syllable effect was found in naming two-
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versus three-syllable pseudowords with an equal number of graphemes. 
A second possible explanation is that the three-syllable pseudowords were 
not completely processed before the responses were initiated. It could be that 
the children responded before they had read the last syllable completely, re-
sulting in shorter naming latencies. If the children responded before they 
had processed the whole pseudoword, there should be a period of silence in 
the response, for example at a syllable boundary. In addition, as a result of 
the progress in decoding skills over the training blocks, these pauses would 
become shorter, resulting in shorter responses. To investigate this, I mea-
sured response durations (the time between the onset and the offset of the 
response) of 300 correct responses for each of six participants of the present 
study (15 responses of each orthographic structure in each training block), by 
means of the tape-recorded responses. These participants were pseudo-ran-
domly selected from the experimental sample. It was important for the re-
sponse duration analyses that there were enough correct responses for reli-
able duration measurements. Therefore, I selected children with accuracy 
scores that were a little above the average of the whole training group. 
Results of the response duration analysis, with Training Block (four levels) 
and Orthographic Structure (five levels) as the within-subjects factors, 
showed no effect of Training Block (F < 1) and no interaction between the 
two within-subjects factors (F < 1), indicating that response durations did 
not change over training blocks. There were no pauses within responses 
and the children seemed to process the entire pseudowords before response 
onset. 
In sum, the present study showed that the flash card program used in the 
training can be used to provide practice that is effective in increasing the 
speed of phonological decoding in poor readers. The most important piece 
of evidence for this conclusion is the training group's substantial increase in 
the speed of reading mono- and multisyllabic words. Another important 
finding of this study was that syllable-bound processes seem to be involved 
in the improvement of poor readers' decoding skills. The fact that the chil-
dren in the training group improved most on the multisyllabic words of the 
standardized reading test (the DMT), together with the fact that the posttest 
of the Word Reading Task showed a syllable effect between one- versus two-
syllable words in the training group only, strongly suggests that children 
who received the flash card training acquired syllable-bound decoding 
strategies, resulting in a progress of decoding speed. 
However, since a reading aloud procedure was used in the present study, 
one could claim that the syllable effects were only due to a speeding up of 
speech production processes. There is ample evidence in speech production 
research that the syllable is the basic unit of articulatory execution (Levelt, 
1989). It has been shown in several studies that when single words or digits 
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are read aloud, naming latency increases as the number of syllables to be 
pronounced is increased (e.g., Eriksen, Pollack, & Montague, 1970; Klapp, 
1971, 1974; Klapp, Anderson, & Berrian, 1973; Sternberg, Monsell, Knoll, & 
Wright, 1978; but see also Henderson, Coltheart, & Woodhouse, 1973; see 
Henderson, 1982, for a review). However, since no syllable effects were ob-
tained in the digit task of the current study8, this explanation can not hold. 
Therefore, the syllable effect that I found in the flash card training must be 
due to phonological decoding. 
A further indication for the assumption that the syllable effects that I 
found in the present study were, at least in part, phonological decoding ef-
fects, comes from the size of the syllable effects. For instance, Klapp et al. 
(1973) found a syllable effect of 14 ms between one- versus two-syllable 
words (with equal numbers of letters). Since a syllable effect of approxi-
mately 189 ms between one- versus two-syllable words was found in the 
current study, and no syllable effect in digit naming, I suggest that the sylla-
ble effects that I found in the present study were largely due to phonological 
decoding. 
Two important conclusions can be drawn from the results of the present 
study. First, poor readers improved their phonological decoding skills as a 
result of intensive reading practice by means of a specific flash card method. 
Second, syllable-bound processes seem to play a role in this improvement of 
phonological decoding skills. Since the poor readers who received the flash 
card training improved most on the multisyllabic words of a standardized 
reading test, the children seem to have acquired more efficient decoding 
strategies that are especially important for the identification of multisyllabic 
words. The results of the present study strongly suggest that a training pro-
gram in which the syllable-boundaries within words or pseudowords are 
marked, helps poor readers to segment words into larger functional units, 
which consequently leads to a progress in phonological decoding skills. 
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EFFECTS OF THE FLASH CARD TRAINING PROGRAM 
ON NORMAL AND POOR READERS' 
DECODING SKILLS 
The present chapter reports the results of a training study that investigated 
the effects of the flash card program on phonological decoding skills of sec-
ond-grade normal readers and poor readers with approximately the same 
reading level. Although the procedures of the study in chapter 3 and the 
current study were very similar, there were two important differences. First, 
the flash card training in chapter 3 contained many pseudowords that did 
not completely follow the orthographic rules of Dutch (although they were 
all phonologically legal), to avoid the 'open syllable problem' (see sections 
3.3 and 2.2.1 for a discussion of this problem). For instance, I spelled 
'TUUFOOK' with double 'U' to make the pseudoword more transparent for 
the children. However, according to the rules of the Dutch orthography it 
should be spelled as 'TUFOOK', since the 'U' forms the end of a syllable and 
the next syllable does not begin with a digraph consonant (see van Heuven, 
1980). The reading materials in the current study were pseudowords that 
consisted of existing syllables and, consequently, complied with all the or-
thographic and phonological rules of Dutch. Second, a group of beginning 
normal readers was included in the current study to compare the effects of a 
decoding training on normal and poor readers with approximately the same 
reading level. A comparison between the results of poor readers and the re-
sults of normally developing readers during a training program might give 
more insight in the poor reader's difficulties with the processing of written 
materials. 
4.1 Research questions and hypotheses 
Numerous studies that investigated the reading problems of poor readers 
have focused on the question whether or not poor readers utilize the same 
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strategies in word reading as normally developing readers with the same 
reading level. These studies showed that both normal and poor readers are 
able to use a grapheme-phoneme conversion strategy, but that poor readers 
are less skillful in using this strategy (e.g., Beech & Awaida, 1992; Brady, 
Mann, & Schmidt, 1987; Holligan & Johnston, 1988; Szeszulski & Manis, 
1987). Poor readers are slower and less accurate in grapheme-phoneme de-
coding than normal readers with a comparable reading level (see also 
chapter 1). Due to their weak decoding skills, poor readers differ most from 
reading-level-matched normal controls in the reading of pseudowords 
(Baddeley, Ellis, Miles, & Lewis, 1982; Beech & Awaida, 1992; Felton & 
Wood, 1992; Olson, Wise, Conners, Rack, & Fulker, 1989; Snowling, 1981; 
see also Rack et al., 1992, for a review). As was already discussed in chapter 1, 
pseudowords do not have a representation in the mental lexicon, and 
therefore, place heavy demands on phonological decoding. The main aim of 
the current study was to find out what the differences are between normal 
and poor readers in the effects of intensive practice in reading aloud pseu-
dowords. 
More in particular, the following two questions were investigated: (i) Do 
normal readers and poor readers with more or less the same level of word 
identification skills, both improve their decoding skills during the flash card 
training?, and (ii) Do normal readers and poor readers both use syllable-
bound processes in phonological decoding as a result of the training pro-
gram? 
Normal readers and poor readers were trained in reading aloud pseu-
dowords that differed in number of graphemes (5 or 7 graphemes) and/or in 
number of syllables (2 or 3 syllables), by means of the same flash card 
method as the one that I have described in chapter 3. The children in the 
two training groups (normal versus poor) received reading practice twice a 
week for a period of four weeks. The transfer effects of the flash card train-
ing to other (untrained) conditions and materials were tested in four pre-
and posttests. 
In addition to the training groups, there was a control group for both the 
poor and normal readers that did not receive the flash card training. The 
children in the control groups participated in the pre- and posttests only. 
To test the effectiveness of the training method, I determined the naming 
latencies and exposure durations over the training sessions for the normal 
and the poor readers (the exposure durations were controlled on-line for 
each child and varied as a function of the child's accuracy rate; see also 
chapter 3). Since there is evidence that the flash card method is an effective 
tool for improving readers' decoding skills (see, for instance, chapter 3), I 
expected to find an increase in decoding speed over the training sessions in 
both the normal and poor readers. However, since normal second-grade 
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readers develop phonological decoding skills faster than poor readers with a 
comparable reading level (e.g., Ehri & Wilce, 1983; Yap, 1993), and poor 
readers are decidedly slower and less accurate at decoding pseudowords than 
reading-level-matched peers (Holligan & Johnston, 1988; Rack et al., 1992; 
Snowling, 1981), I expected shorter overall naming latencies for pseu-
dowords and larger improvements in decoding speed in the normal readers 
during the flash card training compared to the poor readers. 
The second topic of research was whether the flash card training stimu-
lates normal and poor readers to use syllabic information in the processing 
of word materials. There is evidence that normal readers use syllable-bound 
processing strategies in reading words when they are in second grade 
(Marmurek & Rinaldo, 1992). In reading pseudowords, however, they do 
not use these strategies before approximately the fourth grade (Katz & 
Feldman, 1981; see also chapter 2). Thus, normal second-grade readers have 
acquired skills to use syllabic information in reading words, but are not yet 
able to use this knowledge in reading pseudowords. They process pseu-
dowords letter-by-letter. 
Poor readers with a second-grade reading level are less sensitive to intra-
word structures, such as syllables, than normal readers (Butler et al., 1984; 
Scheerer-Neumann, 1981). Poor readers only learn to use syllabic informa-
tion in reading aloud (pseudo)words after an extensive training program 
that emphasizes syllable-bound decoding (e.g., Olson & Wise, 1992; chapter 3 
of this thesis). Based on these findings, I assumed that the second-grade 
normal readers and the poor readers would both learn to use syllabic infor-
mation in decoding pseudowords by the flash card training, which would 
result in an improvement in decoding speed. To investigate this assump-
tion, I compared naming latencies of pseudowords that differed in number 
of syllables (two- versus three-syllable pseudowords with seven graphemes). 
Naming latencies were predicted to be longer for pseudowords with more 
syllables in both the normal and poor readers (see chapter 3 for a comparable 
finding in poor readers; see Das & Siu, 1989, for a comparable result for 
words in poor and normal readers). In addition, I compared naming laten-
cies of pseudowords with a different number of graphemes (two-syllable 
pseudowords with five versus seven graphemes) to investigate the effect of 
number of graphemes. Naming latencies were predicted to be longer over 
all training sessions for pseudowords with more graphemes for both the 
normal and the poor readers (see chapter 3 for a comparable finding in poor 
readers). 
The pseudowords that were presented in the training consisted of low-
frequency (LF) and high-frequency (HF) syllables. If syllables are retrieved 
from a mental syllabary (see Levelt & Wheeldon, 1994) during reading, 
naming latencies should be shorter for pseudowords containing HF syllables 
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than for those containing LF syllables, since HF syllables are more often pro-
cessed by the children. 
4.2 Method 
Participants 
Participants were 20 normal readers from elementary school and 20 poor 
readers from schools for children with learning disabilities. They ranged in 
age from 92 months to 137 months. All the children spoke Dutch as a first 
language, and had no diagnosed neurological abnormalities, or speech, vi-
sion or hearing deficits. The poor readers were at least one year behind in 
the development of word reading skills. The reading level of all of the chil-
dren was comparable to the reading level of normal readers in grade two. 
The reading level was established by the 'Drie-Minuten-Toets' (DMT). The 
mean score on the DMT was 75.2 words per minute (SD = 15.3) for the nor-
mal readers, and 56.4 words per minute (SD = 9.3) for the poor readers. 
These mean scores indicate that there was not a good match between the 
normal and the poor readers. This was the result of the restricted availabil-
ity of poor readers (who were eligible for the present study) at the participat-
ing schools. The mean score of the normal readers was equal to the standard 
DMT-score of normally achieving readers at the end of the second grade 
(May); the reading level of the poor readers was three months lower (March 
second grade). Because of this unsuccessful match between the normal and 
poor readers, I analysed the data of the normal and poor readers separately 
by using a pretest-training-posttest control group design (instead of a read-
ing-level-matched design; see the results sections). 
The two reading-level groups (normal versus poor readers) were divided 
into a training group and a no-training control group. The training and the 
control groups were matched on age (normal readers training group: 97.6 
months (SD - 4.9), and control group: 98.8 months (SD = 4.5); poor readers 
training group: 117.8 (SD = 10.2), and control group: 117.5 (SD = 8.7)) and 
mean score on the DMT (see Table 4.1 on page 74 and Table 4.2 on page 79 
for the means). 
Apparatus 
The training program and two pre- and posttests (a word naming task and a 
pseudoword naming task) were presented on an Apple Macintosh Plus ED 
computer. Word materials were presented in black lowercase letters on a 
white background in the centre of the screen. A letter font used in many 
Dutch educational textbooks was chosen (Geneva). Letter strings had a 
height of approximately 0.6 cm and ranged from 2 to 5.5 cm in length. Each 
child was tested and trained individually in a quiet room at school. The 
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children were seated in front of the computer screen, at a distance of approx­
imately 60 cm. Headphones were used to present the acoustic warning sig­
nal that preceded stimulus presentation. The microphone was attached to 
the headphones to keep a constant distance between the microphone and 
the mouth of the child during the experimental sessions. Naming latencies 
were measured with millisecond accuracy by a voice-activated relay attached 
to the computer. The correctness of the verbal responses of the participants 
was recorded by the experimenter, and stored in the computer via a button-
box that was connected to it. The responses of the participants were tape-
recorded. 
Materials and procedure for the flash card training 
The set of pseudowords contained the following three orthographic struc­
tures: 1. Two-syllable pseudowords with five graphemes (CVCVCs, e.g., 
'BAFIJT'), 2. two-syllable pseudowords with seven graphemes (CCVCCVCs, 
CVCCVCCs, and CCVCVCCs, e.g., 'BRANPOR'), and 3. three-syllable pseu­
dowords with seven graphemes (CVCVCVCs, e.g., 'GOFIJMOR'). For each 
orthographic structure 120 pseudowords consisting of low-frequency sylla­
bles and 120 pseudowords consisting of high-frequency syllables were con­
structed. Syllable frequencies were obtained from CELEX9, a computerized 
database containing a Dutch lexicon based on 42 million word tokens. The 
syllable frequencies were calculated from the database, using the number of 
word form occurrences per million. The frequency of occurrence of each syl­
lable in a particular ordinal word position was calculated (i.e., first, second, 
or third syllable position). Low-frequency syllables (counts less than 100) and 
high-frequency syllables (counts over 100) were randomly selected. Each syl­
lable occurred at most five times in the list of training materials, to reduce 
the effect of repeated presentations. Most of the pseudowords had only one 
legal pronunciation in Dutch. In the case of pseudowords with more than 
one legal pronunciation, all legal pronunciations were accepted (e.g., the le­
gal pronunciations for the Έ' in 'TUDES' are a schwa, like the 'E' in the 
English word 'OPEN', or an /ε/ like the 'E' in the English word 'MEN'). All 
pseudowords were orthographically and phonologically legal (see Appendix 
J for the complete list of training materials). 
The training program consisted of eight training sessions of approxi­
mately 30 minutes. The participants were trained individually twice a week. 
In each training session 90 pseudowords (30 per orthographic structure, 15 
containing HF syllables and 15 containing LF syllables) were presented, one-
by-one, in a random order. The pseudowords were randomly selected from 
the six lists of 120 pseudowords. As in the training study described in 
chapter 3, the first and the third syllable of each pseudoword were presented 
in bold letters (see Appendix J). 
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The exposure duration of the pseudowords on the computer screen was 
controlled on-line for each child individually, in the same way as described 
in chapter 3. The procedure of the training was also similar to the one de­
scribed in chapter 3. Each child started the practice session with an exposure 
duration of 4 seconds for the two-syllable pseudowords with five 
graphemes, and with an exposure duration of 6 seconds for the two- and 
three-syllable pseudowords with seven graphemes (see chapter 3 for further 
details). 
As in the study reported in the previous chapter, a digit naming task was 
presented at the beginning of each training session to test whether a possible 
decrease in naming latencies was the result of improved decoding skills, 
and not of faster execution of response production processes (see chapter 3 
for the details of this task). 
Materials and procedure for the pre- and posttests 
'Drie-Minuten-Toets' [Three-Minutes-Testl. The DMT was used to assess the 
transfer effects of the flash card training on the ability to read isolated words 
(see chapter 2 for a description of the test). Version В was used for selecting 
the children for the experiment (the scores were also used as pretest scores). 
Version С was used for the posttest. 
Lexical Decision Task. A lexical decision task was used to assess whether the 
flash card training affected the speed of lexical processing. In this task, 72 
high-frequency words and 18 pseudowords of the same orthographic struc­
tures as the ones that were used in the training, were presented on a sheet of 
paper, in a pseudo-random order. One out of every five items was a pseu­
doword. Words with a printed frequency of 10 or more were obtained from 
the frequency count of Staphorsius and colleagues (1989; size of the corpus: 
approximately 200.000 word tokens). Since the corpus of Staphorsius et al. 
did not contain enough words that met this frequency criterion, additional 
words (with a percentage of 50 or more) were chosen from Kohnstamm et 
al. (1981; size of the corpus: approximately 6800 word tokens). Items that oc­
cur in the DMT were excluded. The pseudowords were orthographically le­
gal and pronounceable letter strings (see Appendix К for the complete list of 
words and pseudowords). The participants were instructed to cross out as 
many pseudowords as possible in one minute, and to underline the final 
item that they had classified before the experimenter said "stop". The lexical 
decision measure that was derived from this test consisted of the number of 
items read in one minute minus the number of false positives (real words 
crossed out) and false negatives (pseudowords not crossed out). The pre- and 
posttest contained the same items, but in a different order. Prior to the 
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experimental items, 10 practice trials were given. The children received no 
feedback about their performance. 
Word Reading Task. A computerized word reading task was used to assess 
whether training in pseudoword decoding affected word processing. The 
pre- and posttest consisted of 30 high-frequency words each (see Appendix 
L). The words were obtained from Staphorsius et al. (1989) and Kohnstamm 
et al. (1981). The orthographic structures of the words were the same as the 
ones that were presented in the training. None of the words was presented 
in the DMT, nor in the Lexical Decision Task. The procedure of the test was 
the same as in the Word Reading Task reported in chapter 3. 
Pseudoword Reading Task. A computerized pseudoword reading task was 
used to assess whether the flash card training affected naming latency and 
accuracy of untrained pseudowords. The pre- and posttest consisted of 30 
items each (see Appendix M). The pseudowords had the same orthographic 
structures as the ones that were used in the training. The pseudowords con-
sisted of syllables that were taken from the CELEX database. None of the 
pseudowords was presented in the training, nor in the Lexical Decision 
Task. The procedure was the same as in the Word Reading Task. 
4.3 Results of the normal readers 
4.3.1 The flash card training 
In both the latency analyses and the exposure duration analyses, pseu-
dowords with an equal number of syllables and a different number of 
graphemes (two-syllable pseudowords with five versus seven graphemes) 
were compared to investigate the effects of number of graphemes. In addi-
tion, naming latencies and exposure durations of pseudowords with an 
equal number of graphemes and a different number of syllables (two- versus 
three-syllable pseudowords with seven graphemes) were compared to exam-
ine the effects of number of syllables. The planned comparisons between the 
different orthographic structures are discussed separately for naming laten-
cies and for exposure durations. 
Naming latency. The first five trials of each training session served as start-
up trials and were excluded from the naming latency analyses. Latencies for 
incorrect responses (12.7%) and for responses with voice key errors (2.8%) 
were also excluded. For each participant, the median naming latency for 
each orthographic structure per training session was calculated. The eight 
training sessions were divided into four training blocks, in which the data 
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of two consecutive training sessions were collapsed. These data were 
entered into two repeated measures analyses of variance (one for each 
planned comparison of orthographic structures). Orthographic Structure 
(three levels), Frequency (pseudowords containing HF versus LF syllables), 
and Training Block (four levels) served as the within-subjects factors. The 
mean naming latencies for the three orthographic structures, split by 
syllable frequency, are displayed in Figure 4.1 (see Appendix N for the 
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Figure 4.1 Mean naming latencies (in milliseconds) for the three orthographic 
structures, split by syllable frequency, over training blocks in normal 
readers. 
Two-syllable pseudowords. To test the effects of number of graphemes, 
the naming latencies of two-syllable pseudowords with five versus seven 
graphemes were compared. The analysis yielded a significant main effect of 
Orthographic Structure (F(l, 9) = 33.36, MSE = 32368.84, ρ < .001), reflecting a 
grapheme effect. Naming latencies were on average 165 ms longer for two-
syllable pseudowords with seven graphemes than for those with five 
graphemes. There was also a main effect of Frequency: F(l, 9) = 8.64, MSE = 
7205.41, ρ < .05. Naming latencies were on average 40 ms longer for pseu­
dowords that contained LF syllables. In addition, a main effect of Training 
Block was obtained: F(3, 27) = 43.93, MSE = 32980.05, ρ < .001. Participants 
improved in naming latency over the training blocks. The Orthographic 
Structure by Training Block interaction was also significant (F(3, 27) = 5.87, 
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MSE = 6146.94, ρ < .01). The improvement in naming latency was largest for 
two-syllable pseudowords with five graphemes (with a latency decrease of 
485 ms over the training blocks for two-syllable pseudowords with five 
graphemes, and of 368 ms for two-syllable pseudowords with seven 
graphemes). The naming latency decrease was of equal size for pseudowords 
with LF syllables and pseudowords with HF syllables, demonstrated by the 
absence of a three-way interaction between the factors Orthographic 
Structure, Frequency, and Training Block (F < 1). 
Two- versus three-syllable pseudowords. To investigate the effects of 
number of syllables, I compared the naming latencies of two- versus three-
syllable pseudowords with seven graphemes. The results of the analysis 
showed a main effect of Orthographic Structure (F(l, 9) = 15.29, MSE = 
104106.19, ρ < .01), reflecting a syllable effect. Naming latencies were on av­
erage 200 ms longer for three-syllable pseudowords than for two-syllable 
pseudowords. There was no effect of Frequency (F(l, 9) = 3.56, MSE = 
16748.46, ρ = .09). The effect of Training Block, however, was significant (F(3, 
27) = 17.16, MSE = 116446.55, ρ < .001), indicating that naming latencies de­
creased over the training blocks. There was also a significant interaction be­
tween Orthographic Structure and Training Block (F(3, 27) - 3.08, MSE = 
38415.92, ρ < .05). The decrease in naming latency was largest for the three-
syllable pseudowords (viz., 593 ms for three-syllable pseudowords, and 368 
ms for two-syllable pseudowords). There was again no three-way interaction 
between Orthographic Structure, Frequency, and Training Block (F < 1). 
Analyses of simple effects yielded an effect of Frequency for two-syllable 
pseudowords with five and seven graphemes (F(l, 9) = 4.94, MSE = 6076.40, ρ 
= .05, and F(l, 9) = 5.15, MSE = 6257.26, ρ = .05, respectively), but not for the 
three-syllable pseudowords (F(l, 9) = 1.72, MSE = 15957.94, ρ = .22). Naming 
latencies of two-syllable pseudowords with LF syllables were longer than 
naming latencies of those with HF syllables. 
Exposure duration. The median exposure duration of each training session 
was computed for each participant and for each orthographic structure sepa­
rately. Means of the subject median exposure durations were calculated for 
each orthographic structure and for each training block (see Appendix N 
and Figure 4.2). These data were analysed in the same way as the naming la­
tencies, to test whether the training affected the exposure duration that was 
required to identify at least 67% of the pseudowords correctly. 
Two-syllable pseudowords. The results of the analysis on exposure dura­
tions for two-syllable pseudowords with five versus seven graphemes 
showed significant main effects of Orthographic Structure (F(l, 9) = 103.77, 
MSE = 670280.06, ρ < .001) and Training Block (F(l, 9) = 566.47, MSE = 
29046.29, ρ < .001), as well as a significant interaction between these two 
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factors (F(3, 27) = 8.53, MSE = 14888.62, ρ < .001). Overall exposure durations, 
collapsed over training blocks, were 1864 ms longer for two-syllable pseu-
dowords with seven graphemes compared to those with five graphemes 
(see Figure 4.2). In addition, the exposure durations became shorter over the 
adjacent training blocks for both orthographic structures, but this decrease 
was smallest for the two-syllable pseudowords with five graphemes (1954 
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Figure 4.2 Mean exposure durations (in milliseconds) for the three orthographic 
structures over training blocks in normal readers. 
Two- versus three-syllable pseudowords. The analysis on exposure dura­
tions for two- versus three-syllable pseudowords with seven graphemes 
yielded significant main effects of Orthographic Structure (F(l, 9) = 17.25, 
MSE = 1730357.1, ρ < .01) and Training Block (F(l, 9) = 110.82, MSE = 
106682.60, ρ < .001), with a significant interaction between these two factors 
(F(3, 27) = 20.65, MSE = 38540.68, ρ < .001). Overall exposure durations for 
three-syllable pseudowords, collapsed over training blocks, were 1222 ms 
longer than those for two-syllable pseudowords (see Figure 4.2). Exposure 
durations decreased over the training blocks for both orthographic struc­
tures, but this decrease was smallest for three-syllable pseudowords (1336 ms 
from block 1 to block 4; 2258 ms for two-syllable pseudowords). 
In sum, the results of the analyses described above indicate that the 
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normal readers improved in decoding speed during the flash card training. 
Both the number of graphemes and the number of syllables appear to play a 
role in the phonological decoding skills of second-grade normal readers: A 
grapheme effect was found in pseudowords that only differed in the num­
ber of graphemes, and a syllable effect in pseudowords that only differed in 
the number of syllables. A syllable frequency effect was found in the two-syl­
lable pseudowords only, with longer latencies for pseudowords containing 
LF syllables. 
4.3.2 The digit naming task 
Incorrect responses and responses with voice key errors were eliminated 
(2.6%). Means of the subject median latencies were calculated for each train­
ing block. These data were entered into a repeated measures analysis of 
variance with Training Block (four levels) as the within-subjects factor, to 
test whether training affected digit naming latency. The analysis yielded a 
significant main effect of Training Block (F(3, 27) = 6.89, MSE = 1955.26, ρ = 
.001), resulting from a decrease in digit naming latency over the training 
blocks (the mean digit naming latencies were 716 ms (SD = 47 ms) for block 
1, 665 ms (SD = 78 ms) for block 2, 644 ms (SD = 71 ms) for block 3, and 633 
ms (SD = 71 ms) for block 4). 
4.3.3 The pre- and posttests 
Group means of the training and the control group on the four pre- and 
posttests are presented in Table 4.1. The data of the pre- and posttests were 
submitted to separate repeated measures analyses of variance, with Group 
(training versus control) as the between-subjects factor and Test (pre versus 
post) as the within-subjects factor. The F-values of the Group by Test interac­
tions from the repeated measures analyses of variance are presented in 
Table 4.1. 
The naming latency and accuracy data of the two computerized naming 
tasks (the Word Reading Task and the Pseudoword Reading Task) were 
analysed separately. The median latency (based on at least 5 observations) 
and accuracy score were calculated for each pre- and posttest, for each child. 
Incorrect responses (1.8% for the words and 11.8% for the pseudowords) and 
responses with voice key errors (4.3% for the words and 7.9% for the 
pseudowords) were eliminated in the latency analyses. The median naming 
latencies and the numbers of correct responses were submitted to the 
repeated measures analyses of variance. 
Table 4.1 shows that a significant difference between the training and the 
control group only emerged on the standardized reading test (DMT). 
73 
Chapter 4 
Analyses of simple effects showed that the reading of isolated words im­
proved in the training group (F(l, 9) = 45.75, MSE - , 7ΑΙ, ρ < .001), and re­
mained unchanged in the control group (F(l, 9) = 2.21, MSE = 20.33, ρ = .17, 
ns). The training group read on average eight words per minute more on 
the posttest than on the pretest, indicating a transfer effect of the flash card 
training on the ability to read isolated words. 
Table 4 1 The results of the pre- and posttests in the normal readers training and 
control group (SD in parentheses), and F-values of the interactions between 
Group (training vs control) and Test (pre vs post) 
Training Group Control Group 
Test Pretest Posttest Pretest Posttest F(l, 18) 
DMT 
(max = 140) 74 0(15 4) 82 2(14 4) 76 4(15 9) 79 4(15 0) 4 9 4 * 
LPT 
(max = 90) 36 5(10 4) 4 1 7 ( 9 1) 3 1 9 ( 7 0) 4 0 1 ( 6 8) 192 ns 
WRT 
latency (ms) 935 (279) 754 (139) 1015 (355) 901 (312) 107ns 
accuracy (max = 30) 30 0 (0 0) 29 7 (0 7) 28.5 (1 8) 29 7 (0 5) 5 67 * 
PRT 
latency (ms) 1749(912) 977(154) 1566(744) 1294(609) < l n s 
accuracy (max = 30) 27 2 (2 2) 28 1 (19) 24 7 (3 6) 26 8 (2 2) < l n s 
Note DMT = Dne-Minuten-Toets' [Thrce-Minutes-Test], LDT = Lexical Decision Task, WRT 
= Word Reading Task, PRT = Pseudoword Reading Task, * ρ < 01 
The significant difference in accuracy between the training and the control 
group on the Word Reading Task was the result of a slight improvement in 
word reading accuracy in the control group (F(l, 9) = 4.10, MSE = 1.76, ρ = 
.07), whereas there was a ceiling effect in the training group. In all other 
cases, the training and the control group improved to an equal extent from 
pre- to posttesting. Thus, in normal readers, the flash card training appeared 
to have an effect only on the standardized reading test. 
As was mentioned in the introduction of this chapter, it was assumed 
that normal readers in second grade use syllabic information in reading 
words. To test whether this was mdeed the case in the normal readers of the 
present study, I further analysed the data of the Word Reading Task by com­
paring naming latencies of words with a different number of syllables. 
These analyses yielded no significant syllable effects (training group: F(l, 9) = 
3.02, MSE = 65817.34, ρ = .12 for the pretest, and F < 1 for the posttest; control 
group: F < 1 for the pretest, and F(l, 9) = 1.45, MSE = 5227 91, ρ = .26 for the 
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posttest), indicating that the normal readers of the present study did not use 
syllable-bound processing strategies in reading words before or after the 
flash card training. 
4.4 Results of the poor readers 
4.4.1 The flash card training 
Naming latency. Means of subject median naming latencies were computed 
for each orthographic structure, for each training block. These data were 
analysed in the same way as the naming latencies of the normal readers. 
Incorrect responses (19.8%) and responses with voice key errors (4.7%) were 
excluded. The mean naming latencies for the three orthographic structures, 
split by syllable frequency, over the training blocks are displayed in Figure 
4.3 (see Appendix О for the means and standard deviations). As can be seen 
in this figure, the results of the poor readers are clearly different from the 
pattern observed in the normal readers. An effect of training seems absent 











2 syll., 5 graph. - HF 
2 syll., 5 graph. - LF 
2 syll., 7 graph. - HF 
2 syll., 7 graph. - LF 
3 syll., 7 graph. - HF 
3 syll., 7 graph. - LF 
Training Block 
Figure 4.3 Mean naming latencies (in milliseconds) for the three orthographic 
structures, split by syllable frequency, over training blocks in poor readers. 
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Two-syllable pseudowords. The analyses on the naming latencies of two-
syllable pseudowords with five versus seven graphemes yielded a main ef­
fect of Orthographic Structure (F(l, 9) = 12.22, MSE = 347506.14, ρ < .01), indi­
cating a grapheme effect. Naming latencies were on average 326 ms longer 
for two-syllable pseudowords with seven graphemes compared to those 
with five graphemes. There was a marginal effect of Frequency (F(l, 9) = 
4.23, MSE = 38226.91, ρ = .07), but simple effects analyses did not show 
frequency effects for either of the two orthographic structures (for two-
syllable pseudowords with five graphemes: F(l, 9) = 2.58, MSE = 24130.91, ρ = 
.14; for two-syllable pseudowords with seven graphemes: F(l, 9) = 3.12, MSE 
= 32633.40, ρ = .11). Overall, naming latencies did not change during the 
training, demonstrated by the absence of an effect of Training Block (F < 1). 
There was a marginal interaction between Orthographic Structure and 
Training Block (F(3, 27) = 2.51, MSE = 62443.88, ρ = .08). Naming latencies, 
collapsed over syllable frequency, slightly increased over the training blocks 
for two-syllable pseudowords with seven graphemes, whereas naming 
latencies for two-syllable pseudowords with five graphemes did not change 
significantly over the training blocks. There was no three-way interaction 
between Orthographic Structure, Training Block, and Frequency (F < 1). 
Two- versus three-syllable pseudowords. The analyses on the naming la­
tencies of two- versus three-syllable pseudowords with seven graphemes 
yielded a significant main effect of Orthographic Structure (F(l, 9) = 8.16, 
MSE = 720753.0, ρ < .05), indicating a syllable effect. Naming latencies were 
on average 383 ms longer for the three- than for the two-syllable pseu­
dowords. There was no significant effect of Frequency (F < 1) or Training 
Block (F(l, 9) = 1.19, MSE = 1056914.5, ρ = .33). Naming latencies remained 
unchanged during the training. The Orthographic Structure by Training 
Block interaction, and the three-way interaction between Orthographic 
Structure, Training Block, and Frequency also failed to reach significance (Fs 
<1). 
Exposure duration. Means of the subject median exposure durations were 
computed for each orthographic structure, for each training block. These 
means were analysed in the same way as the naming latencies. The mean 
exposure durations for the three orthographic structures over the training 
blocks are presented in Figure 4.4 (see Appendix О for the means and stan­
dard deviations). The pattern of results of the exposure durations is clearly 
much more similar to that of the normal readers than was the case for the 
naming latencies. A training effect was present in the reduction of exposure 
durations over training blocks (see below). 
Two-syllable pseudowords. The results of the analysis on the exposure 
durations for two-syllable pseudowords with five versus seven graphemes 
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showed main effects of Orthographic Structure (F(l, 9) = 164.83, MSE = 
396959.06, ρ < .001) and Training Block (F(3, 27) = 49.20, MSE = 183377.12, ρ < 
.001), as well as an interaction between these two factors (F(3, 27) = 6.79, MSE 
= 12354.11, ρ = .001). Exposure durations were on average 1809 ms longer for 
two-syllable pseudowords with seven graphemes than for those with five 
graphemes. They decreased from block 1 to block 4 with 1704 ms for two-syl­
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Figure 4.4 Mean exposure durations (in milliseconds) for the three orthographic 
structures over training blocks in poor readers. 
Two- versus three-syllable pseudowords. The analysis on the exposure 
durations for two- versus three-syllable pseudowords with seven 
graphemes also yielded significant effects of Orthographic Structure (F(l, 9) = 
50.49, MSE = 1498622.6, ρ < .001) and Training Block (F(3, 27) = 13.78, MSE = 
265165.33, ρ < .001), as well as an interaction between these two factors (F(3, 
27) = 22.75, MSE = 32054.95, ρ < .001). Exposure durations were on average 
1950 ms longer for three-syllable pseudowords than for two-syllable 
pseudowords. They decreased from block 1 to block 4 with 1409 ms for two-
syllable pseudowords, and with 528 ms for three-syllable pseudowords. 
In sum, a training effect was observed for the exposure durations, but not 
for the naming latencies. Grapheme and syllable effects were observed for 
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both dependent measures. However, syllable frequency effects were not ob­
tained. 
4.4.2 The digit naming task 
Incorrect responses and responses with voice key errors were eliminated 
from the analysis (10.4%). Means of the subject median digit naming laten­
cies were computed for each training block. These data were analysed in the 
same way as the digit naming data of the normal readers. The analysis re­
vealed a significant effect of Training Block (F(3, 27) = 4.15, MSE = 4292.32, ρ 
< .05). Digit naming latencies decreased over the training blocks (the mean 
digit naming latencies were 759 ms (SD = 96 ms) for block 1, 696 ms (SD - 59 
ms) for block 2, 684 ms {SD = 61 ms) for block 3, and 660 ms (SD = 99 ms) for 
block 4). Note that compared to the naming latencies and exposure dura­
tions for pseudowords, the digit naming latencies were not very different 
between the normal and poor readers. 
4.4.3 The pre- and posttests 
The means of the training and the control group on the pre- and posttests 
are shown in Table 4.2. One child in the control group was not at school 
when the posttest of the DMT and the Lexical Decision Task were adminis­
tered. This child was therefore excluded from the analyses on these two 
tests. Data of the pre- and posttests were submitted to separate repeated mea­
sures analyses of variance. Group (training versus control) served as the be-
tween-subjects factor, with Test (pre versus post) as the within-subjects fac­
tor. The F-values of the Group by Test interactions are presented in Table 
4.2. 
Naming latency and accuracy data of the two computerized naming tasks 
were analysed in the same way as the data of the normal readers. Incorrect 
responses (5.3% for the words and 24.3% for the pseudowords) and 
responses with voice key errors (3.3% for the words and 5.2% for the pseu­
dowords) were eliminated in the latency analyses. The median naming 
latencies and the numbers of correct responses were submitted to the 
repeated measures analyses of variance. 
Table 4.2 shows that there were no transfer effects of the flash card 
training on either of the four tests. The training and the control group 
improved to an equal extent on the DMT and on the Lexical Decision Task. 
In addition, both groups became more accurate in reading words and 
pseudowords from pre- to posttesting, and naming latency of words and 
pseudowords did not change in either group. 
As in the normal readers, I further analysed the data of the Word 
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Reading Task to test for possible syllable effects on the pre- and posttest in 
the training and the control group. The results of this analysis showed a 
marginal syllable effect between two- versus three-syllable words in the 
training group on the posttest (training group: F(l, 9) = 1.57, MSE = 36922.59, 
ρ = .24 for the pretest, and F(l, 9) = 4.80, MSE = 56597.53, ρ = .06 for the 
posttest; control group: F < 1 for the pretest, and F(l, 9) = 2.28, MSE = 
65833.75, ρ = .17 for the posttest). The size of the (marginal) syllable effect 
was 233 ms. 
Table 4.2 The results of the pre- and posttests in the poor readers training and 
control group (SD in parentheses), and F-values of the interactions between 
Group (training vs. control) and Test (pre vs. post). 
Training Group Çpntrpl Group 
Test 
PMT 
(max = 140) 
LPT 
(max = 90) 
WRT 
latency (ms) 
accuracy (max = 
P E I 
latency (ms) 






































( ¿ / - 1 , 1 7 ) 
< 1 ns 
( # = 1 , 1 7 ) 
< 1 ns 
( ¿ / = 1 , 1 8 ) 
< 1 ns 
1.39 ns 
(¿/=»1,18) 
< 1 ns 
< 1 ns 
Note. DMT = 'Drie-Minuten-Toets' [Three-Minutes-Test], LDT = Lexical Decision Task, WRT 
= Word Reading Task, PRT = Pseudoword Reading Task. 
4.5 Discussion 
The main purpose of this study was to investigate whether second grade 
normal readers and (older) poor readers with approximately the same read-
ing level improve in decoding speed on the basis of a computer-based flash 
card training that emphasizes syllable-bound decoding. The results of the 
training showed that the normal readers improved in decoding speed 
during the training, while decoding speed in the poor readers remained un-
changed. Both the normal and the poor readers improved in digit naming 
latency, but inspection of the data indicates that this improvement was the 
result of a relatively large decrease in digit naming latency in the first train-
ing block. In addition, the large difference in improvement between the 
digit naming task (on average 83 ms, which implies a progress of 12%) and 
the flash card training (on average 482 ms, which implies a progress of 35%) 
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indicates that the normal readers improved at least to some extent in 
phonological decoding speed. This progress was largest on pseudowords that 
did not contain consonant clusters. Transfer effects of the training program 
to other (untrained) reading materials and conditions were only found on 
the standardized reading test in the normal readers. 
Comparisons between naming latencies of different orthographic struc­
tures showed grapheme effects in both the poor and the normal readers: 
Over all training blocks naming latencies were significantly longer for pseu­
dowords containing more graphemes. Most importantly, I also found a syl­
lable effect in both groups: Naming latencies were significantly longer for 
pseudowords with more syllables. Thus, it seems that both the normal and 
the poor readers used decoding processes at the grapheme-phoneme level 
and the syllabic level during the training. Although the poor readers did not 
improve in decoding speed during the flash card training, it seemed that 
they used, like the normal readers, syllabic information in processing pseu­
dowords. There are some indications that syllable frequency plays a role in 
normal readers. It is possible that the shorter naming latencies for pseu­
dowords containing HF syllables compared to the naming latencies for 
pseudowords containing LF syllables was a result of the overlearned letter 
sequences of high frequency syllables. These overlearned letter sequences 
are possibly stored in the mental lexicon (e.g., in a 'syllabary'). 
It was rather surprising that the poor readers did not show any progress 
in naming latency during the flash card training. The training study with 
poor readers described in chapter 3 showed a remarkable progress in poor 
readers' decoding skills during the training. However, there were two im­
portant differences between the two studies that might explain these contra­
dictory findings. First, the study in chapter 3 was twice as long as the one 
presented here. I suspect that a more lengthy training would have resulted 
in a greater benefit for poor readers. 
The second difference between the current study and the study in chapter 
3 has to do with the orthographic transparency of the pseudowords. As was 
already mentioned in the introduction of the current chapter, all pseu­
dowords in chapter 3 were orthographically transparent, implying that each 
grapheme in the pseudowords had only one possible pronunciation. The 
syllables were not always existing orthographic syllables in Dutch (e.g., 
'GOOLEUKOUF'; ΌΟ' never occurs at the end of a Dutch syllable), to avoid 
differences in difficulty between training materials as a result of ortho­
graphic irregularities. As a consequence of the fact that I used existing sylla­
bles that differed in degree of regularity in the present study, approximately 
40 per cent of the pseudowords were less transparent than the pseudowords 
in the training described in the previous chapter. This implies that the 
children had to use contextual information (like, for instance, the number 
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of consonants coming after a vowel often determines the pronunciation of 
the vowel; see chapter 2) in addition to the decoding rules in almost one 
half of the training materials to produce the correct pronunciation of the 
pseudowords. It is possible that, overall, the pseudowords in the present 
study therefore required longer processing time in poor readers than the 
pseudowords in chapter 3. If this assumption is correct, it is reasonable to as­
sume that the poor readers spent a considerable amount of time producing 
the correct responses and, as a result, could not improve their decoding 
speed. 
A comparison between the naming latencies of the normal and the poor 
readers, indicated that the poor readers had more difficulty in decoding 
pseudowords than the normal readers. The poor readers had much longer 
naming latencies during the training than the normal readers, as was re­
flected by the results of an additional analysis of variance on overall naming 
latencies of the poor and normal readers. The results of this analysis showed 
a significant difference between the two groups: F(l, 18) = 19.08, MSE -
855742.76, ρ < .001. The overall naming latencies were on average 904 ms 
shorter in the normal readers. In addition, the poor readers had overall a 
smaller number of correct responses than the normal readers (on average 
87% for the normal readers vs. 80% for the poor readers). Note that these 
percentages are above the adopted criterion level of 67% correct (I will dis­
cuss this below). These differences between normal and poor readers' decod­
ing skills are in line with the literature (see, for instance, Rack et al., 1992, 
for an overview). Although the word reading level of the poor readers was 
three months behind the level of the normal readers, it is unlikely that, in 
view of the large differences in naming latency between the two groups, 
these differences would not exist if the poor readers had the same word 
reading level as the normal readers. 
As was mentioned earlier, it is plausible that the poor readers needed 
quite some time to produce the correct pronunciations of the pseudowords, 
and could, therefore, not yet improve in speed. In addition, the height of the 
accuracy rate (viz., 80%) indicates that the exposure duration of the training 
materials was longer than was intended in view of the adopted exposure 
duration procedure. The fact that the exposure durations were longer than 
was intended, implies that the children had more time to process the pre­
sented letter strings and to read them out correctly, and were not stimulated 
by the flash card method to respond as quickly as possible. The long expo­
sure durations had no effect on the accuracy rate of the normal readers, 
since their accuracy level was already high from the beginning of the train­
ing (viz., 87%). As a result of the training, they improved in decoding speed. 
To test whether the poor readers indeed improved their naming accuracy as 
a result of the flash card training, whereas the normal readers did not, I 
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decided to analyse the accuracy data of both reading level groups. 
The analysis of variance on the mean numbers of correct responses per 
training block, collapsed over orthographic structures, yielded no main ef­
fect of the factor Training Block in the normal readers (F < 1), indicating that 
the overall accuracy rate remained constant over the training blocks (viz., 
87%). The poor readers, however, improved in accuracy (viz., from 74% to 
86%), as shown by a significant main effect of Training Block (F(3, 27) = 
20.40, MSE = 1.04, ρ <.001). An interesting result is that the poor readers had 
approximately the same accuracy rate at the end of the training as the nor­
mal readers had during the whole training period. Based on these findings, 
it is reasonable to posit that the poor readers would have improved their 
naming latency if the training had contained more training sessions. 
Thus, it seems that during the flash card training the normal readers im­
proved in naming latency while their accuracy rate remained unchanged, 
whereas the poor readers improved in accuracy, while their naming laten­
cies remained unchanged. The results of the two pre- and posttest naming 
tasks (the Word Reading Task and the Pseudoword Reading Task) support 
this conclusion. Although there was no significant difference between the 
training and the control group, only the normal readers improved in nam­
ing latency on these two naming tasks. The poor readers training and con­
trol group improved in accuracy from pre- to posttest, but not in naming la­
tency. These results imply that children first improve in decoding accuracy, 
before they improve in decoding speed (see also Adams, 1990; Ehri & Wilce, 
1983). 
A surprising finding emerged from the additional analyses on the data of 
the Word Reading Task in which naming latencies of words with a different 
number of syllables were compared. These analyses yielded no syllable ef­
fects in the normal readers, indicating that they did not use syllabic informa­
tion before or after the training. This finding conflicts with a study of 
Marmurek and Rinaldo (1992), who found that normally achieving readers 
use syllabic information in reading words when they are in second grade. 
Thus, although the flash card training seemed to stimulate normal readers 
to process pseudowords in syllabic units, they did not use syllable-bound 
processes in reading words after the training. 
For the poor readers, the additional analyses on the data of the Word 
Reading Task yielded a marginal syllable effect in the training group. This 
suggests that the poor readers, in contrast to the normal readers, learned to 
use syllabic information in processing pseudowords during the training and 
were able to use this skill in processing words after the training (see chapter 
3 for a comparable finding). Thus, although there were no transfer effects 
from the flash card training to the Word Reading Task, there are some 
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indications that the poor readers acquired syllable-bound decoding skills 
during the flash card training, while the normal readers did not. 
A final interesting result was the transfer effect from the flash card train-
ing in the normal readers to their performance on the standardized reading 
test (the DMT), in contrast to the lack of transfer effects in the poor readers. 
This difference in generalization effects between poor and normal readers 
indicates that second grade normal readers are more sensitive to training in 
decoding skills than poor readers with approximately the same reading 
level. To improve their decoding skills, poor readers need much more in-
tensive training than normal readers. This supports the claim that the poor 
readers' difficulties with phonological decoding are very persistent and hard 
to remediate by training. The flash card method I used in the current study 
seems to be a helpful tool for improving poor readers decoding skills, but it 
is evident from earlier studies (van den Bosch et al., 1995; chapter 3 of this 
thesis) that poor readers need to practise intensively, and over long periods 
of time before they will show improvement in decoding speed. 
To conclude, the results of the present study are in accordance with ear-
lier findings (see, for instance, Beech & Awaida, 1992; Brady et al., 1987; 
Szeszulski & Manís, 1987), indicating that normal and poor readers are able 
to employ comparable decoding processes in reading aloud, but differ in 
their efficiency in using these processes. The flash card program used in the 
current study had an effect on accuracy in the poor readers and on naming 
latency in the normal readers, who had a high accuracy rate prior to the 
training already. The lack of generalization effects of the training on decod-
ing skills in the poor readers might be caused by the fact that the training pe-
riod was rather short. Compared to normal readers, who showed a transfer 
effect from the training to a standardized reading test, poor readers seem to 
be less sensitive to reading intervention than normal readers. This implies 
that poor readers need a much more lengthy and intensive training in de-
coding skills than normal readers with a comparable reading level before 





IN A LEXICAL DECISION TRAINING 
In the training studies that have been reported so far in this thesis, poor 
readers received intensive practice in reading aloud word materials. An im-
portant question in the current chapter is whether poor readers also use syl-
lable-bound processes in silent reading. Although there are strong indica-
tions that the effect of the flash card training on naming latency was not a 
result of an improvement in speech production processes (see chapter 3), a 
silent reading task does not include overt speech and, thus, could provide 
strong additional evidence that the syllable is a functional orthographic unit 
in the processing of written words. To investigate the role of syllable-bound 
processes in silent reading, I conducted a lexical decision training with poor 
readers. In this training, I employed the same flash card method as the one 
in the reading aloud studies. The results of this study are presented in the 
current chapter. 
5.1 Lexical decision versus naming 
Lexical decision tasks, in contrast to word naming tasks, involve the reading 
and classification of words without requiring an articulatory response. In a 
word-nonword lexical decision task, a person has to decide whether a letter 
string constitutes a real word or not. There are two important differences 
between a (pseudo)word naming task and a lexical decision task (e.g., 
Seidenberg, Waters, Sanders, & Langer, 1984). The first difference is the 
involvement of the mental lexicon. In a naming task, a reader's responses 
are constrained by the requirement that the reader pronounces orthographic 
strings correctly. This ensures that each target must be processed to the point 
at which its pronunciation is known. Thus, one can read out a letter string 
correctly by identifying its individual components, without lexical access. In 
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contrast, the lexical decision task inevitably involves consultation of the 
mental lexicon. 
The second difference between naming and lexical decision is that a per-
son does not have to discriminate between words and pseudowords in a 
naming task, whereas that is the central component of a lexical decision 
task. Thus, the lexical decision task contains two processing components: 
The first is to locate the presented letter string in the mental lexicon, the 
second is to make a forced two-choice decision. Making a (correct) decision 
costs additional time. Hence, lexical decision latencies are usually longer 
than (pseudo)word naming latencies (Balota & Chumbley, 1984; Levitt, 
Healy, & Fendrich, 1991; Seidenberg et al., 1984; van Bon & Libert, 1994). In 
addition, latencies of 'no'-responses (indicating that a letter string is not a 
real word) are generally longer than those of 'yes'-responses (indicating that 
a letter string is a real word) (e.g., Katz & Feldman, 1983; Treiman & Chafetz, 
1987). According to Coltheart and coworkers (Coltheart, Davelaar, Jonasson, 
& Besner, 1977) one of the reasons why 'no'-responses are longer is that a 
person waits until some time has elapsed since stimulus onset, and if at that 
point no lexical entry has been activated, he or she decides that no entry is 
ever going to be activated, and thus responds "no". The larger the ortho-
graphic overlap of a nonword with a word, the more difficult to reject that 
nonword as a word, resulting in longer latencies for 'no'-responses. 
5.2 Lexical decision in normal and poor readers 
Despite the fact that lexical decision takes longer than naming, poor readers 
might be more accurate on a lexical decision task than on a naming task. A 
naming task focuses on the use of phonology, whereas orthography, 
phonology, and semantics can be used in combination to make a lexical de-
cision (Posner & Carr, 1992; Seidenberg & McClelland, 1989). Thus, a lexical 
decision task gives the poor reader the opportunity to compensate for a 
phonological deficit, since orthographic and semantic features can be help-
ful in making the right lexical decision about a presented letter string (Horn 
& Manis, 1985; Stanovich, 1980). 
In reading research, the lexical decision task is often used to compare the 
word recognition skills of normal and poor readers. The results of these 
studies, however, are rather inconsistent (see Compton & Carlisle, 1994, for 
an overview). For instance, some studies have shown that poor readers are 
slower and less accurate in lexical decision than reading-level-matched 
normal readers (e.g., Lundberg & Holen, 1990), whereas others have found 
differences in only accuracy between these two groups (Horn & Manis, 1985), 
or no difference at all (Yap & van der Leij, 1993). Outcomes of studies in 
which poor readers were compared with age-matched normal readers are 
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also conflicting. Baddeley and coworkers (1982), for instance, found that 
normal readers outperform poor readers in accuracy and speed of lexical de­
cision. Murphy, Pollatsek, and Well (1988) found a comparable result in ac­
curacy (they did not measure speed), as did Yap and van der Leij, but only 
when the exposure duration of the stimuli was short (viz., 200 ms; see 
Taylor & Keenan, 1990, for a comparable result with respect to speed). 
The inconsistencies between lexical decision studies, described above, are 
probably the result of differences in methodology (cf. Compton & Carlisle, 
1994). Some researchers compared groups on accuracy and not on speed 
(Murphy et al., 1988; Yap & van der Leij, 1993), or the other way around 
(Taylor & Keenan, 1990). In addition, there are large differences in the pre­
sentation times of the stimuli. For instance, Lundberg and Hoien (1990) 
used an exposure duration of 100 ms, whereas Taylor and Keenan, and Yap 
and van der Leij presented their stimuli for a period of 200 ms. Others (e.g., 
Horn & Manis, 1985) presented their word materials for an unlimited pe­
riod of time. It has been shown by Yap and van der Leij that the exposure 
duration of reading materials is an important factor in differentiating poor 
readers from normal readers. They found no differences in decision accu­
racy between poor readers, reading-level-matched normals and age-matched 
normals when stimuli were presented for an unlimited period of time. 
However, in the condition with limited exposure duration (200 ms), the 
age-matched normal readers outperformed the other two groups. If presen­
tation durations had been even shorter than 200 ms (viz., 100 ms; see 
Lundberg & Няіеп, 1990), Yap and van der Leij might also have found a dif­
ference between poor readers and reading-level normal controls as a conse­
quence of the poor readers' phonological decoding deficit. 
Nonetheless, although there are several methodological differences be­
tween the studies mentioned above, the common result of the studies using 
a lexical decision task seems to be that poor readers require more time than 
their reading-level-matched controls to process and classify words in a lexi­
cal decision task, reflecting their dysfunction in the speed and automaticity 
of word reading. 
5.3 Research questions 
The present study had two major aims. The first was to investigate whether 
a reading aloud procedure in a flash card training program is essential for 
finding improvements in the word reading skills of poor readers. If poor 
readers benefit from a lexical decision training program, just as they do from 
a reading aloud training program (see chapter 3), this would be an impor­
tant finding for reading remediation at school. It is evident that poor readers 
need intensive practice to improve their reading skills, and that computer-
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based instruction programs can be a helpful tool for them (see chapter 1 and 
3). Since nowadays computers are becoming more common in the class-
room, a reading program with a silent reading procedure is easier to im-
plement than one with a reading aloud procedure. In a lexical decision 
training, readers can practise their skills without continuous help from the 
teacher and without making any noise. 
The second aim of the present study was to assess whether poor readers 
acquire syllable-bound reading strategies during a lexical decision training, 
as they do during a reading aloud training. The studies presented in chapter 
3 and 4 strongly indicate that a flash card training program that focuses on 
syllable-bound processes in reading (pseudo)words, helps the poor reader to 
process (pseudo)words in larger units than individual graphemes, which 
leads to an improvement in (pseudo)word reading speed. It is still unclear, 
however, whether the effects of the instructional approach of the flash card 
training is restricted to reading aloud. If a lexical decision training program 
that focuses on word-internal syllabification skills has an effect on lexical 
decision speed, that would indicate that the syllable is indeed a functional 
orthographic unit in word recognition. However, if it has no effect, it could 
be concluded that syllable-bound processes only play a role in the prepara-
tion of an overt response (like, for instance, in articulatory programming). 
To investigate these two research questions, I conducted a lexical decision 
training in which the same flash card method was used as in the reading 
aloud training studies in chapters 3 and 4. The training contained mono-
and multisyllabic words and pseudowords. The task of the child was to indi-
cate whether a presented letter string on a computer screen was an existing 
word or a pseudoword by pressing one of two buttons. The dependent vari-
able of interest was response latency. Response accuracy was controlled by 
means of the flash card method (see chapter 3 for a description of this 
method). As in the reading aloud training studies, response latencies of 
(pseudo)words with different numbers of syllables and/or graphemes were 
compared to investigate the possible grapheme and syllable effects. A 
pretest-training-posttest control group design was used to test the transfer ef-
fects of the lexical decision training to untrained conditions and materials. 
5.4 Method 
Participants 
Forty-four children from three schools for children with learning disabili-
ties participated in the present study. Their ages ranged from 96 months to 
136 months. All the children were native speakers of Dutch and had no 
known neurological abnormalities, or speech, vision, or hearing deficits. All 
of the children were rated as poor readers by their teachers. They were at 
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least one year behind in the development of word reading skills. Their read-
ing level was comparable to the reading level of normal readers in grade 
two. This was established by the 'Drie-Minuten-Toets' (DMT). The group of 
participants was equally divided into a training group (4 girls, 18 boys) and a 
no-training control group (9 girls, 13 boys). These two groups were matched 
on age and mean score on the DMT. The mean age in months was 115.5 (SD 
= 7.8) for the training group and 114.9 (SD = 9.9) for the control group; the 
mean score on the DMT was 42.1 words per minute (SD = 14.3) for the train-
ing group and 42.2 words per minute (SD = 13.1) for the control group. The 
no-training control group participated in the pre- and posttests only. 
Apparatus 
The training program was presented on an Apple Macintosh Classic II com-
puter. An Apple Macintosh Plus ED computer was used for two pre- and 
posttests (a word naming task and a pseudoword naming task). Word mate-
rials were presented in black lower case characters on a white background in 
the centre of the screen. Letter strings had a height of approximately 0.6 cm 
and ranged from 1 to 5 cm in length. The children were seated in front of 
the computer screen, at a distance of approximately 60 cm. Each child was 
tested and trained individually in a quiet room at school. 
For the two pre- and posttest naming tasks, headphones were used to pre-
sent the acoustic warning signal that preceded stimulus presentation. A mi-
crophone was attached to the headphones to keep a constant distance be-
tween the microphone and the mouth of the child during the tests. Naming 
latencies were measured with millisecond accuracy by a voice-activated re-
lay attached to the computer. The correctness of the verbal responses was 
recorded by the experimenter by means of a buttonbox that was connected to 
the computer. The verbal responses of the participants were tape-recorded. 
Materials and procedure for the training 
The set of words and pseudowords contained the same five orthographic 
structures that were used in the flash card training in chapter 3, namely: 1. 
Monosyllabic (pseudo)words with three graphemes (CVCs), 2. monosyllabic 
(pseudo)words with five graphemes (CCVCCs), 3. two-syllable (pseudo)-
words with five graphemes (CVCVCs), 4. two-syllable (pseudo)words with 
seven graphemes (CCVCCVCs, CVCCVCCs, and CCVCVCCs), and 5. three-
syllable (pseudo)words with seven graphemes (CVCVCVCs). For each 
orthographic structure 40 high-frequent (HF) words were selected from the 
word frequency lists of Staphorsius et al. (1989) and Kohnstamm et al. (1981; 
see chapter 3 for details of these lists). Words that occur in the DMT were 
not selected for the training. 
In addition, I constructed 40 pseudowords per orthographic structure. All 
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consonants and vowels that occurred in the selected HF words were used for 
the pseudowords. Prefixes and suffixes (like 'GE-' and '-HEID') occurred 
about equally in the words and the pseudowords. The pseudowords varied 
in their resemblance to Dutch words to ensure that the children would pro-
cess the entire item before deciding whether the presented letter string was a 
word or a pseudoword. The complete list of training materials is presented 
in Appendix P. 
The training program consisted of 16 sessions of approximately 20 minutes 
each. Participants were trained individually twice a week. In each training 
session 50 words and 50 pseudowords (10 (pseudo)words of each ortho-
graphic structure) were presented, one at a time, in a random order. Each 
child received a different randomization of the reading materials. The com-
plete set of word and pseudoword materials was presented four times dur-
ing the training. The syllabic structure of the reading materials was made 
clear to the children in the same way as I did in the reading aloud training 
studies (see Appendix P). 
A specific flash card method, that is described in chapter 3, was used for 
stimulus presentation. There is considerable evidence that poor readers 
have special difficulties with pseudowords (see chapter 1). I therefore ex-
pected that the participants would need more time for letter strings that 
form a pseudoword than for those that form a word. Consequently, in this 
study the exposure duration varied as a function of pseudoword accuracy 
(and not as a function of word accuracy). After each presented pseudoword, 
the decision accuracy of the current pseudoword and of the previous three 
pseudowords with the same orthographic structure was evaluated. The ex-
posure duration of the following word and/or pseudoword was decreased by 
50 ms when four correct responses were given, and remained unchanged 
when three out of four responses were correct. The exposure duration was 
increased by 50 ms when less than three out of four responses were correct. 
Each trial was preceded by a central fixation asterisk, that remained on the 
screen for a period of 500 ms. The target stimulus appeared immediately af-
ter the asterisk at the same location. Two rectangles, containing 'WOORD' 
[word] or 'ONZIN' [nonsense], were presented during the whole training 
session, one in each bottom corner of the computer screen. The two rectan-
gles corresponded with two keys on the keyboard of the computer. The rect-
angles on the screen functioned as an aid to memory, so that the child did 
not have to remember which of the two keys was for 'word' and which one 
was for 'nonsense'. One of the two rectangles lighted up when the corre-
sponding 'word'-key or 'nonsense'-key on the keyboard of the computer 
was pressed by the child. The 'word'-rectangle and the corresponding 
'word'-key were always at the side of the preferred hand. Participants were 
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instructed to press the 'word'-key with the index finger of their preferred 
hand if the letter string spelled a word, and the 'nonsense'-key with the in-
dex finger of the other hand if it did not. They were asked to respond as ac-
curately as possible. The instruction did not emphasize speed, since the flash 
card method itself puts implicit time pressure on responding (see also 
chapter 3). A maximum of 30 seconds was allowed for responding. 
Immediately after stimulus presentation a cross-hatched mask (that was as 
large as the length and height of the longest letter string in the training ma-
terials) appeared, and remained on the screen for 1.5 seconds. Decision la-
tency (the time between the onset of stimulus presentation and the response 
of the child) and the correctness of the response were determined by the 
computer for each trial. Feedback was given by displaying a smiling face in 
the middle of the screen immediately after a correct response, and a sad face 
after an incorrect response. There was a short break after 50 trials. The total 
number of correct responses was presented in a histogram at the end of each 
training session. Each training session started with the final exposure dura-
tions (one for each orthographic structure) of the previous session. 
The initial exposure durations (one for each orthographic structure) were 
determined for each child individually in a practice session that was held 
prior to the training (see chapter 3 for a comparable procedure). The practice 
session contained 50 words and 50 pseudowords that were not used in the 
training. The procedure was identical to the one used during the training. 
For each child the practice session began with an exposure duration of 1.5 
second for monosyllabic (pseudo)words with three graphemes, 2 seconds for 
monosyllabic (pseudo)words with five graphemes, 4 seconds for two-syllable 
(pseudo)words with five graphemes, 6 seconds for two-syllable (pseudo)-
words with seven graphemes, and 6.5 seconds for three-syllable (pseudo)-
words with seven graphemes. These exposure durations were based on the 
results of the training study in chapter 3. The first training session started 
with the final exposure durations of the practice session. 
Lexical decision latencies include the time needed for processes that have 
nothing to do with reading, namely time that is needed to choose the right 
key and time for response execution (pressing the key). To test whether a 
possible decrease in response latency during the lexical decision training was 
indeed the result of an improvement in word recognition skills, and not a 
result of improvement in nonlexical decision and execution processes, a 
control task was presented at the beginning of each training session. In this 
control task, ten arrows (five that pointed to the left ( « - ) and five that 
pointed to the right ( -» ) ) were presented randomly, one-by-one, on the 
computer screen. Participants were instructed to press a key on the left side 
of the keyboard when a ' « - ' was presented and a key on the right side of 
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the keyboard in case of a ' -» ' . Decision latencies were measured for each 
trial. 
Materials and procedure for the pre- and posttests 
'Drie-Minuten-Toets' (DMT). The DMT (see chapter 2 for a description of 
this test) was used to select the children for the experiment. Additionally, it 
served as pre- and posttest to investigate whether the lexical decision train­
ing had an effect on the performance on a standardized single-word reading 
test. Version В of the DMT was used for the pretest and version С for the 
posttest. 
Word Reading Task. A computerized word reading task was used to inves­
tigate the effect of the lexical decision training on the speed and accuracy of 
reading aloud mono- and multisyllabic words. The pre- and posttest con­
sisted of 30 items each. These words were not used in the training or in the 
DMT. The orthographic structures were the same as those that were used in 
the training. For each orthographic structure six HF words were selected 
from the word frequency lists of Staphorsius et al. (1989) and Kohnstamm et 
al. (1981). Since these lists did not contain enough HF words that were not 
already used in the training or in the DMT, additional words that were ex­
pected to be known by the children were selected from the CELEX computer­
ized lexical database (see chapter 4). The complete list of words used for this 
test is presented in Appendix Q. The procedure of the test was the same as 
the one in the Word Reading Task in chapter 3 (see section 3.3). 
Pseudoword Reading Task. A computerized pseudoword reading task was 
used to assess the effect of the lexical decision training on the speed and 
accuracy of reading aloud pseudowords. The materials of the pre- and 
posttest were the same as in the Pseudoword Reading Task described in 
chapter 3 (see Appendix H). None of the pseudowords were presented in the 
training. The procedure was the same as in the Word Reading Task. 
Sentence Verification Task. A sentence verification task was used to inves­
tigate the effect of the lexical decision training on sentence comprehension. 
Thirty semantically correct sentences (e.g., 'Gras is groen.' [Grass is green.]) 
and fifteen semantically incorrect sentences (e.g., 'De lift zakt heel hoog.' 
[The elevator is descending very high.]) were printed, in a random order, on 
three sheets of paper, each line starting with a new sentence (see Appendix 
R for the complete list). The sentences were adopted from a study of van 
den Bosch (1991), and consisted of high-frequency monosyllabic words. 
'YES/NO' was printed after each sentence. The task of the participant was to 
circle 'YES' in case of a meaningful sentence and 'NO' in case of a nonsense 
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sentence. The children were asked to perform the task as accurately as possi-
ble within five minutes. The number of false positives ('YES' encircled in 
case of a semantically incorrect sentence) and false negatives ('NO' encircled 
in case of a semantically correct sentence) subtracted from the number of 
sentences judged in five minutes was used as the sentence verification mea-
sure. The pre- and posttest contained the same sentences, but in a different 
order. Prior to the experimental items, four practice sentences were given. 
The children received no feedback about their performance on the experi-
mental trials. 
5.5 Results 
5.5.1 The lexical decision training 
Lexical decision latencies were determined for each child for words and 
pseudowords of the five orthographic structures. Exposure durations were 
determined for pseudowords only. The data were analysed separately for de-
cision latency and exposure duration. In the latency analyses, (pseudo)words 
with an equal number of syllables and a different number of graphemes 
(monosyllabic (pseudo)words with three versus five graphemes, and two-
syllable (pseudo)words with five versus seven graphemes) were compared 
to investigate the effects of number of graphemes. In addition, latencies of 
(pseudo)words with an equal number of graphemes and a different number 
of syllables (one- versus two-syllable (pseudo)words with five graphemes, 
and two- versus three-syllable (pseudo)words with seven graphemes) were 
compared to test the effects of number of syllables. The results of these com-
parisons will be discussed separately in the following sections, followed by 
the exposure duration data. 
Lexical decision latency. The first five trials of each training session were 
start-up trials and were excluded from the analyses. Latencies of false posi-
tives (key press on 'WOORD' [word] in case of a pseudoword; 14.7%) and 
false negatives (key press on 'ONZIN' [nonsense] in case of a word; 17.1%) 
were also excluded. Median latencies of each training session were com-
puted for each orthographic structure, for words and pseudowords sepa-
rately. This was done for each participant individually. Then, the means of 
the median decision latencies were computed for each training block (each 
training block consisted of four training sessions; see chapter 3 for a compa-
rable procedure). These mean latencies were submitted to four repeated 
measures analyses of variance (one for each planned comparison). Lexicality 
(word versus pseudoword), Orthographic Structure (five levels), and 
Training Block (four levels) served as the within-subjects factors. Figure 5.1 
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presents the mean decision latencies over the training blocks, split by ortho­
graphic structure, for words (a) and pseudowords (b) (see Appendix S for the 
means and standard deviations). The results of the planned comparisons 
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Figure 5.1 The mean decision latencies (in milliseconds) over the four training blocks 
for words (a) and pseudowords (b), for different levels of orthographic 
structure. 
The most important results in Table 5.1 were the following. There was an 
effect of Lexicality in all planned comparisons. Decision latencies, collapsed 
over training blocks and orthographic structures, were on average 813 ms 
longer for pseudowords than for words. There was also an effect of Training 
Block in the four comparisons. Decision latencies declined for all the 
orthographic structures during the training, but the decreases were larger for 
the pseudowords than for the words, reflected by the interactions between 
Training Block and Lexicality (the decrease in latency, collapsed over 
orthographic structures, was 592 ms for the words, and 1043 ms for the 
pseudowords). 
Both comparisons between decision latencies of (pseudo)words with a dif­
ferent number of graphemes showed an effect of Orthographic Structure: 
Latencies were longer for (pseudo)words with more graphemes (the 
grapheme effect was on average 509 ms for the monosyllabic items, and 390 
ms for the two-syllable items). The grapheme effect in the monosyllabic 
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items was equal for words and pseudowords, reflected by the absence of an 
interaction between Orthographic Structure and Lexicahty. However, in the 
two-syllable items the grapheme effect was larger m the pseudowords than 
in the words (580 ms and 268 ms, respectively). 
Table 5 1 The results of planned comparisons between decision latencies for words 
and pseudowords (LEX, df = 1,21) of different orthographic structures 
(OS, df = 1, 21), over the four training blocks (TB, df = 3, 63) 
Source 




LEX * OS 
LEX* ТВ 
OS »ТВ 
LEX * OS * ТВ 
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There was no syllable effect in the analysis on one- and two-syllable 
(pseudo)words, indicated by the absence of an effect of Orthographic 
Structure. The interaction between Lexicality and Orthographic Structure 
was significant. The analyses of simple effects yielded a significant effect of 
number of syllables in words (F(l, 21) = 5.61, MSE = 205003.62, ρ < .05), but 
not in pseudowords (F(l, 21) = 3.29, MSE = 205246.30, ρ = .08). Decision laten­
cies were on average 232 ms longer for one- than for two-syllable words. 
This syllable effect emerged after approximately eight training sessions (see 
Figure 5.1). 
An effect of Orthographic Structure was also found in the comparison be­
tween latencies of two- and three-syllable words, as well as a significant 
Lexicality by Orthographic Structure interaction. The syllable effect was re­
stricted to words (F(l, 21) = 36.45, MSE = 112124.29, ρ < .001; pseudowords: F 
< 1, ns), with larger latencies (viz., 305 ms) for three-syllable words than for 
two-syllable words. 
Exposure duration. Means of the subject median exposure durations were 
computed for each orthographic structure, for each training block. These 
data were analysed in the same way as the decision latencies. The results of 
the four planned comparisons are presented in Table 5.2. The mean expo­
sure durations over the training blocks, split by orthographic structure are 
displayed in Figure 5.2 (see Appendix S for the means and standard devia­
tions). 
• - - 1 syll., 3 graph. 
· - - 1 syll., 5 graph. 
• 2 syll., 5 graph. 
* 2 syll., 7 graph. 


























Figure 5.2 Mean exposure durations (in milliseconds) for the five orthographic 
structures over the four training blocks. 
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Table 5.2 The results of planned comparisons between exposure durations of differ­
ent orthographic structures (OS; df = 1) over training blocks (TB; df = 3). 
Source 
Pseudowords with a 
3 vs. 5 graphemes, 1 syllable 
OS 
ТВ 
O S * ТВ 
5 vs. 7 graphemes, 2 syllables 
OS 
ТВ 
O S * ТВ 
Pseudowords with 
1 vs. 2 syllables, 5 graphemes 
OS 
ТВ 
O S * ТВ 
2 OS. 3 syllables, 7 graphemes 
OS 
ТВ 
O S * ТВ 
F 








































As can be seen in Table 5.2, exposure durations declined over the training 
blocks, reflected in significant effects of Training Block. Exposure durations 
were equal for the monosyllabic pseudowords, but differed for two-syllable 
pseudowords with five versus seven graphemes (being longer for the latter), 
and for pseudowords with a different number of syllables (being longer for 
the items with more syllables). This was reflected by the effects of 
Orthographic Structure. Interactions between Orthographic Structure and 
Training Block were only found in the comparisons in which the two-sylla­
ble pseudowords with five graphemes were involved. Figure 5.2 indicates 
that a floor effect was present for the monosyllabic pseudowords and the 
two-syllable pseudowords with five graphemes. 
5.5.2 The arrow task 
Latencies of incorrect responses (3.6%) and latencies longer than 1500 ms 
(1.0%) were excluded from the latency analyses. Medians were calculated for 
each training session, for each participant. The 16 training sessions were 
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divided into four training blocks, in which the data of four consecutive 
training sessions were collapsed. A repeated measures analysis of variance 
on these data, with Training Block (four levels) as the within-subjects factor, 
yielded a significant main effect of Training Block (F(3, 63) = 13.63, MSE = 
1570.99, γ < .001). The decision latencies on the arrow task decreased over 
the training blocks (the mean latencies were 558 ms (SD = 61 ms) for block 1, 
508 ms (SD = 63 ms) for block 2, 503 ms (SD = 63 ms) for block 3, and 485 ms 
(SD = 78 ms) for block 4). The decrease in decision latency was largest in the 
first training block. The overall accuracy rate remained at a constant level of 
approximately 95% during the training, indicated by the absence of an effect 
of Training Block (F < 1). 
5.5.3 The pre- and posttests 
Three pre- and posttests were used to investigate the transfer effects of the 
lexical decision training on word and pseudoword reading skills: A stan­
dardized reading test of isolated words (DMT), a computerized word reading 
task, and a computerized pseudoword reading task. A sentence verification 
task was used to test the transfer effects of the training on sentence compre­
hension. The results of the pre- and posttests are described separately in the 
following sections. Two participants (one in the training group and one in 
the control group) were removed from the analyses, because they were not 
at school when the posttests were administered. I was not allowed to admin­
ister the posttest of the DMT at one school, because the remedial teacher of 
that school applied the test at certain points in time during the year for the 
school records. Therefore, this school was excluded from the DMT analysis. 
The mean latencies and mean numbers of correct responses on the pre- and 
posttests of the Word Reading Task and the Pseudoword Reading Task are 
presented in Table 5.3. The mean scores on the DMT and the Sentence 
Verification Task are presented in Table 5.4. 
Word Reading Task. Median naming latency and accuracy scores were calcu­
lated for the pre- and the posttest, for each child. Incorrect responses (10.4%) 
and responses with voice key errors were excluded from the latency analyses 
(3.6%). The median latencies were based on at least five observations. The 
latency and accuracy data were submitted to two separate repeated measures 
analyses of variance, with Group as the within-subjects factor and Test as 
the between-subjects factor. 
The results of the latency analysis yielded no effects of Group (F < 1) and 
Test (F(l, 40) = 1.30, MSE = 145502.01, γ = .26), and no interaction between 
these two factors (F < 1). These results show that naming latency did not 
change in the two groups from pre- to posttesting. 
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Table 5.3 Mean naming latency and mean number of correct responses of the training 
and the control group on the Word Reading Task and the Pseudoword 


































The accuracy analysis yielded no effect of Group (F < 1). However, there was 
an effect of Test (F(l, 40) = 7.40, MSE = 3.71, ρ = .01). The interaction between 
Group and Test was not significant (F(l, 40) = 2.52, ρ = .12). Both groups 
improved in accuracy from pre- to posttesting to an equal extent. 
As in chapter 3 and 4, I further analysed the data of the Word Reading 
Task to test the possible syllable effects in the training and the control group 
before and after the training. Group served as the between-subjects factor, 
and Test and Orthographic Structure as the within-subjects factors. The re­
sults of these analyses showed a syllable effect between one- and two-syllable 
words in both groups and on both tests. Naming latencies were longer for 
monosyllabic words than for two-syllable words, reflected by an effect of 
Orthographic Structure (F(l, 39) = 18.61, MSE = 370256.58, ρ < .001). There 
was no effect of Group (F < 1), no effect of Test (F(l, 39) = 2.56, MSE = 
386654.97, ρ = .12), and no interaction between the factors Group, Test, and 
Orthographic Structure (F < 1), indicating that the size of the syllable effect 
was equal in both groups and on both tests (viz., on average 405 ms). 
The results of the analyses on naming latencies of two- and three-syllable 
words also showed a syllable effect, but in opposite direction to the syllable 
effect reported above: Naming latencies were shorter for two- than for three-
syllable words. This was indicated by a significant effect of Orthographic 
Structure (F(l, 39) = 37.84, MSE = 437382.75, ρ < .001). There was no effect of 
Group (F < 1) and Test (F < 1), nor was there an interaction between the fac­
tors Group, Test, and Orthographic Structure (F < 1). The size of the syllable 
effect, collapsed over groups and tests, was on average 599 ms. 
Pseudoword Reading Task. Median naming latency and accuracy scores 
were calculated for the pre- and posttest for each subject. Incorrect responses 
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(37.8%) a n d responses wi th voice key errors were el iminated in the latency 
analyses (10.3%). The data were analysed in the same way as the data of the 
Word Reading Task. 
The latency analysis yielded no overall difference in naming latency be­
tween the training and the control group, indicated by the absence of an ef­
fect of G r o u p (F < 1). The effect of Test was significant (F(l, 40) = 4.53, MSE = 
366510.39, ρ < .05). There was n o interaction between the factors G r o u p and 
Test (F < 1). These results reveal that the training g r o u p and the control 
g r o u p improved in p s e u d o w o r d naming latency to an equal extent (on av­
erage 281 ms). 
The results of the accuracy analysis showed no effect of Group (F < 1). The 
effect of Test, however, was marginally significant (F(l, 40) = 3.59, M S E = 
27.43, ρ = .07). The interaction between the factors G r o u p and Test was not 
significant (F(l, 40) = 1.22, ρ = .28). Inspection of Table 5.3 indicates that the 
control g r o u p improved slightly in accuracy from pre- to posttest, whereas 
accuracy did not change in the training group. 
Table 5.4 Mean score on the DMT, and mean number of correct responses, false 
negatives, and false positives on the Sentence Verification Task for the 
training and the control group (SD in parentheses). 
Sentence Verification Task 
DMT number correct number of number of 
Group (max = 140) (max = 45) false 'no' false 'yes' 
Training 
Pretest 45.2 (14.7) 38.9 (5.6) 2.6 (1.4) 0.9 (1.2) 
Posttest 48.8 (20.2) 42.0 (2.2) 2.0 (1.7) 0.2 (0.4) 
Control 
Pretest 45.3 (12.9) 39.0 (5.8) 2.1 (2.1) 0.5 (0.6) 
Posttest 50.0 (19.1) 41.4 (3.7) 1.5 (1.7) 0.7 (0.7) 
'Drie-Minuten-Toets ' [Three-Minutes-Tes t ] . The m e a n scores on the pre-
and posttest of the DMT were calculated for each child (see Table 5.4 for the 
g r o u p means) . These means were analysed in the same way as the data of 
the n a m i n g tasks. The analysis yielded no effect of Group (F < 1) or Test (F(l, 
28) = 1.61, MSE = 159.30, ρ - .22), and the interaction between these two fac­
tors w a s also not significant (F < 1). The scores of the training and the con­
trol g r o u p on the pre- and posttest did not differ significantly. 
As in the previous chapters, I also separately analysed the scores on the 
three cards of the DMT. These analyses only yielded a significant effect of 
Test on card 3 (i.e., the card with multisyllabic words): F( l , 28) = 5.28, MSE = 
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103.37, ρ < .05. There was no effect of Group, nor an interaction between the 
factors Group and Test in this analysis, indicating that the training and the 
control group improved equally from pre- to posttesting in reading aloud 
multisyllabic words. 
Sentence Verification Task. The number of correct responses, false positives 
(false 'yes' in Table 5.4) and false negatives (false 'no' in Table 5.4) on the 
Sentence Verification Task were calculated for each child and for each test. 
Items on which no response was given were excluded from the analyses 
(0.5%). A repeated measures analysis of variance on the numbers of correct 
responses, with Group (training versus control) as the between-subjects fac­
tor and Test (pre versus post) as the within-subjects factor, yielded no signif­
icant effect of Group ( F < 1). The effect of Test was significant (F(l, 40) = 8.76, 
MSE - 8.48, ρ < .01), but there was no interaction between the factors Test 
and Group (F < 1). These results indicate that the groups improved equally 
from pre- to posttest. 
To test whether there were differences in the types of errors between the 
training and the control group, I further analysed the incorrect responses of 
the two groups on the Sentence Verification Task. The analysis on the 
numbers of false positive and false negative responses yielded no differ­
ences between groups (F < 1), but a significant effect of Test (F(l, 40) = 42.16, 
MSE = 2.28, ρ < .001), and a significant difference between false positives and 
false negatives (F(l,40) = 7.62, MSE = .85, ρ < .01). Children gave more false 
negative than false positive responses, and the number of false positives 
and false negatives changed from pre- to posttesting (see Table 5.4). Results 
of additional analyses showed that the number of false negatives declined 
equally in the two groups (effect of Test: F(l, 40) = 4.34, MSE = 1.58, ρ < .05; 
no interaction between Group and Test: F < 1). However, there was a small 
difference between the training and the control group in the number of false 
positives. The effect of Test was not significant (F(l, 41) = 2.26, MSE = .43, ρ = 
.14), but there was a significant interaction between Group and Test (F(l, 40) 
= 8.05, ρ < .01). This interaction was caused by a slight decrease in the num­
ber of false positives from pre- to posttesting in the training group. 
5.6 Discussion 
The main topic of the study in the present chapter was to investigate 
whether poor readers acquire syllable-bound word reading strategies during 
a lexical decision training in which a flash card method was used. The re­
sults of the training program showed an improvement in speed of lexical 
decision. Although participants were not explicitly asked to respond as 
quickly as possible, which is usual in a lexical decision task, the flash card 
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method apparently stimulated them to do so. Decision latency decreased 
over the training blocks for words and pseudowords of different ortho-
graphic structures by on average 818 ms (which implies a progress of 27%), 
whereas the overall accuracy rate, corrected for chance, was approximately 
68% (66% for words, and 70% for pseudowords)10. 
Children also improved in decision latency on the arrow task (the de-
crease was 73 ms, which implies a progress of 13%). The data indicate that 
this was due to the first training block only. It is not plausible that the im-
provement in decision latency during the lexical decision training was only 
a result of an improvement in nonlexical decision and execution processes, 
since the progress on the arrow task was rather small compared to the 
progress in lexical decision speed. 
Over all training blocks, decision latencies were longer for pseudowords 
than for words, which is in line with the literature (e.g., Besner & McCann, 
1987; Katz & Feldman, 1983). However, the decline in decision latency was 
larger for pseudowords than for words. Since pseudowords are not repre-
sented in the mental lexicon and can only be processed by phonology, the 
greater improvement in pseudoword decision latency might indicate that 
the children improved their phonological decoding skills during the train-
ing. In addition, since pseudowords are harder to classify than words, the 
training might have affected pseudoword classification more than word 
classification (for instance, Figure 5.1(a) indicates that there was a floor effect 
in CVC words). However, transfer effects of the lexical decision training 
were not observed on either of the four posttests. The absence of generaliz-
ability of the training program was possibly due to the fact that I did not per-
form a lexical decision task as pre- and posttest. The pre- and posttests only 
measured transfer effects from the training to reading aloud and sentence 
comprehension. Since the present study was the first training study with 
poor readers that used a lexical decision procedure, there is as yet no con-
crete evidence that progress in lexical decision also leads to progress in read-
ing aloud. The improvement in lexical decision latency during the training 
might imply that the children acquired skills to compensate for their 
phonological decoding deficit by using semantic and/or orthographic fea-
tures, and used these skills to make faster lexical decisions. 
Next to the effectiveness of the training program on the speed of lexical 
access, the present study investigated whether poor readers acquired sylla-
ble-bound reading strategies as a result of the lexical decision training. To 
examine this, I compared decision latencies of words and pseudowords that 
differed in number of syllables. The results of these comparisons showed 
syllable effects between words, but not between pseudowords, with two and 
three syllables. Decision latencies were on average 305 ms longer for three-
syllable words than for two-syllable words. These findings indicate that 
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children were able to use syllabic information in the processing of long 
words, but not (yet) in the processing of long pseudowords. The equal 
response latencies for two- and three-syllable pseudowords indicates that the 
children used grapheme-phoneme correspondence rules in the processing 
of these pseudowords (see also chapter 3). However, the participants did not 
acquire syllable-bound word processing strategies in reading multisyllabic 
words as a result of the training. This was shown by the presence of a 
syllable effect between two- versus three-syllable words in the pretest as well 
as in the posttest of the Word Reading Task. A syllable effect in the pretest 
indicates that the children had acquired syllable-bound reading strategies 
already before the training had started. This unexpected finding conflicts 
with earlier findings reported in chapter 3. An explanation for this result 
might be that the readers in chapter 3 and those in the current study differed 
in the severity of their reading disability. Although the two groups of 
readers had the same reading level, the participants in the present chapter 
were on average six months younger than the participants in chapter 3 (this 
difference in age was significant: F(l, 97) = 7.96, MSE = 101.40, γ < .01). This 
implies that the readers in chapter 3 had a more severe reading problem 
than the readers in the current study. It is possible that as a result of this 
difference in reading skill, the children in the present study had acquired 
syllable-bound word processing skills already before they received the flash 
card training, whereas the children in chapter 3 acquired this skills as a 
result of the flash card training. 
Additional syllable effects were found in the comparisons between re­
sponse latencies of one- and two-syllable words, but in the opposite direc­
tion to the syllable effects reported above: Latencies were on average 232 ms 
longer for one-syllable words than for two-syllable words. I did not find a 
syllable effect for pseudowords that differed in number of syllables. As was 
mentioned above, and already indicated by the grapheme effects found in 
the pseudowords, children seemed to use grapheme-phoneme conversion 
rules in the processing of pseudowords. 
An unexpected result, that could play a role in explaining the contradic­
tory syllable effects in words, were the relatively long latencies of CCVCC 
words (note that this was also the case for the CCVCC items in the Word 
Reading Task). Latencies of words with a CCVCC structure were expected to 
be shorter than those of words with two-syllables (and five graphemes), as 
was found in the comparison between two- and three-syllable words with 
seven graphemes. However, the results revealed the opposite: Latencies 
were longer for the CCVCCs, suggesting that the poor readers had more dif­
ficulty with one- than with two-syllable words with five graphemes. This 
assumption was also reflected in the accuracy scores: Of all presented ortho­
graphic structures, the accuracy rate was lowest for CCVCCs (52% correct; 
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56% to 76% for the other structures)1 1. These data, together with the rela­
tively long response latencies for CCVCCs, indicate that words with a 
CCVCC structure were difficult for the children to classify. 
The question then is why the CCVCC words were so difficult for the poor 
readers. Before giving an answer to this question, it is important to point 
out that word frequency, which has a strong influence on word recognition 
(e.g., Andrews, 1989; Balota, 1994; Balota & Chumbley, 1984; Besner & 
McCann, 1987), could not explain the contradictory syllable effects. It is clear 
that high-frequency words are recognized faster than low-frequency words 
in lexical decision (Balota, 1994; Dorfman & Glanzer, 1988). Although all of 
the words in the present study were expected to be well known by the partic­
ipants, a difference in word frequency between orthographic structures with 
unequal number of syllables could detract from the effects of number of syl­
lables. However, there were no differences in mean word frequency between 
one- versus two-syllable words with five graphemes (F(l, 27) = 2.29, MSE = 
1415.16, γ = .14, ns; the mean frequency of the one-syllable words was 2990.6 
(SD = 5159.6), and the mean frequency of the two-syllable words was 2987.4 
(SD = 4961.2)12; the frequency counts are based on a corpus of 42 million 
word tokens). This was also the case for two- and three-syllable words with 
seven graphemes (F < 1; the mean frequency of the two-syllable words was 
1251.8 (SD = 2146.2), the mean frequency of the three-syllable words was 
1151.5 (SD = 1992.6)). Thus, the inconsistent syllable effects mentioned above 
could not be explained by differences in mean word frequency between the 
words with an unequal number of syllables. 
One aspect of the training data that requires further scrutiny is the effect 
of orthographic neighbours on lexical decision. An orthographic neighbour 
is usually defined as any same-length word that differs from the target by 
just one letter (Coltheart et al., 1977). There is a consensus in word recogni­
tion research that words that share letters with a target word become acti­
vated during word recognition and influence decision latency (e.g., Grainger 
& Jacobs, 1996; Paap, McDonald, Schvaneveldt, «St Noel, 1987). There are two 
factors that need to be accommodated when discussing neighbourhood ef­
fects: Neighbourhood size (also called neighbourhood density: The number 
of existing words that differ from the target (pseudo)word by just one letter) 
and neighbourhood frequency (the relative frequency of the target word and 
its orthographic neighbours) (e.g., Coltheart & Rastle, 1994; Grainger, 1990, 
1992; Grainger & Jacobs, 1996; Grainger, O'Regan, Jacobs, & Segui, 1989,1992; 
Grainger & Segui, 1990; Pugh, Rexer, Peter, & Katz, 1994). Research on 
neighbourhood density effects has shown that it takes longer to classify a 
pseudoword (a 'no'-response) when the target has many neighbours than 
when it has only a few neighbours (Andrews, 1989; Coltheart et al., 1977; 
Coltheart & Rastle, 1994). In contrast, 'yes'-responses to words are faster in 
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case of a high number of neighbours than in case of a low number of neigh-
bours, but that is only true for low-frequency words (Andrews, 1989, 1992; 
Coltheart & Rastle, 1994; Grainger, 1992; Sears, Hino, & Lupker, 1995). 
Neighbourhood density does not have an effect on high-frequency words 
(Andrews, 1992; Grainger, 1992). 
However, research on neighbourhood density has shown that the factors 
determining its effects are manifold. Whether neighbourhood density has 
an inhibitory, facilitatory, or null effect on word recognition, might depend 
on the language in which the study has been conducted, and on task condi-
tions. In addition, Grainger and coworkers (Grainger, 1990,1992; Grainger et 
al., 1989, 1992; Grainger & Segui, 1990) have argued that neighbourhood fre-
quency is more important than neighbourhood density. They demonstrated 
in a large series of experiments that words that are orthographically similar 
to a more frequently occurring neighbour are generally harder to recognize 
than words that have no such higher frequency neighbours (see also Pugh et 
al., 1994). Increasing the number of higher frequency neighbours does not 
have a cumulative interference effect. In a recent study of Grainger and 
Jacobs (1996) it was also shown that difficult (very word-like) pseudowords 
are harder to classify in a lexical decision task when these pseudowords 
have one higher frequent neighbour. Based on this evidence, I examined 
the possible relationship between neighbourhood frequency and the deci-
sion latencies of the words that I used in the present study, in order to find a 
plausible explanation for the inconsistent syllable effects. 
The orthographic neighbours of the one- and two-syllable words with 
five graphemes, and of the two- and three-syllable words with seven 
graphemes were obtained from the CELEX database. None of the two- and 
three-syllable words with seven graphemes and only some of the two-sylla-
ble words with five graphemes had a higher frequent neighbour, whereas 
half of the CCVCCs had a higher frequent neighbour13. Based on these find-
ings, I assumed that the 'reversed' syllable effect (reversed to what was ex-
pected) that was found in the comparison between one- and two-syllable 
words with five graphemes was caused by an inhibitory effect of higher fre-
quent neighbours on decision latency of the CCVCCs. If this assumption is 
true, a comparison between decision latencies of one- versus two-syllable 
words (with equal number of graphemes) that do not have a higher fre-
quent orthographic neighbour, should reveal the same pattern of results as 
the two- versus three-syllable words, namely longer latencies for words with 
a larger number of syllables. To test this prediction, I re-analysed the data of 
20 one- and 20 two-syllable words with five graphemes that have no higher 
frequent neighbours. Half of the words contained five letters and the other 
half six letters. Both lists had the same mean word frequency (mean fre-
quency of the monosyllabic words: 4962.0 (SD = 6677.5); mean frequency of 
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the two-syllable words: 4947.2 (SD = 6385.0)). The results of this analysis, 
with Training Block (four levels) and Orthographic Structure (two levels) as 
the within-subjects factors, revealed a significant effect of Orthographic 
Structure (F(l, 21) = 6.77, MSE = 275617.17, ρ < .05). Decision latencies were 
longer for one-syllable words than for two-syllable words, implying that 
neighbourhood frequency did not cause the inconsistent syllable effects of 
the present study. 
Another explanation for the contradictory syllable effects might be related 
to characteristics of the word materials. It is well known that children have 
difficulty with consonant clusters (e.g., Brück & Treiman, 1990; Goswami & 
Bryant, 1990; Treiman, 1985). In the present study, the one-syllable words 
with five graphemes and the two-syllable words with seven graphemes both 
contained two consonant clusters. Thus, with respect to the number of con-
sonants, these two orthographic structures should be equally difficult for the 
children. However, the accuracy scores indicated that the two-syllable words 
with seven graphemes were easier than the one-syllable words with five 
graphemes (the accuracy scores, corrected for chance, were 76% and 52%, re-
spectively). This counterintuitive finding might be explained in the follow-
ing way. More than half of the two-syllable words were compound words 
that were made up of two high-frequency words (e.g., in 'BROEKZAK' 
[trouser pocket], both 'BROEK' [trouser] and 'ZAK' [pocket] are high-fre-
quency words; the compound words had a mean frequency of 840.4 (SD = 
1912.3), the mean frequency of the first constituent was 44365.2 (SD -
101646.2), and the mean frequency of the second constituent was 9242.5 (SD 
= 16474.6)). The presentation technique I used, in which the syllables of the 
words were highlighted, might help the children to recognize these high-
frequency constituents. Therefore, compound words might be rather easy 
for children to classify (see Schreuder, Neijt, van der Weide, & Baayen, 1997, 
for a comparable finding in adults). In addition, the relative ease of com-
pound words might also be reflected in the decision latencies, making it 
rather difficult to interpret the results of comparisons between words with 
different orthographic structures. 
To conclude, based on the results of the present study it is unclear 
whether the lexical decision training that focuses on syllable-bound word 
processing is a helpful tool for remediation. There was no general effect of 
the training on other, untrained materials and tasks. In addition, compar-
isons between decision latencies of words with a different number of sylla-
bles revealed contradictory outcomes. However, the data provide some sug-
gestions for future research. First, as was already mentioned, the design 
should include a silent reading task as pre- and posttest to measure the gen-
eralizability of the training program. Second, the present data suggest that 
comparing word lists with different orthographic structures is problematic if 
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one of the lists contains compound words. Compound words that have a 
lower surface frequency than their constituents appear to be easier to process 
than noncompound words with a similar surface frequency. Therefore, in a 
lexical decision training it seems to be important to match word lists on the 
mean frequency of the constituents of compound words. Finally, it might be 
better to use a task with which children are more familiar than a word-
nonword lexical decision task, like, for instance, a semantic categorization 
task. There is some evidence that children use syllabic information in a cat-
egorization task (Marmurek & Rinaldo, 1992). An improvement of the de-
sign with respect to these issues might provide more insight in the role of 





"So reading is now by letters, 
now by groups of letters or by syllables, 
now by word-wholes, 
all in the same sentence sometimes, 
or even in the same word, 
as the reader may most quickly attain his purpose." 
(E.B. Huey, 1908, p.81) 
The major aim of this thesis was to investigate whether the syllable is a 
functional processing unit in reading Dutch. Two questions were of particu-
lar interest: (i) Do syllable-bound processes play a role in the development of 
decoding skills, and (ii) Do poor readers benefit from remediation programs 
in which they are stimulated to process words in syllabic units, in order to 
improve their decoding skills? 
The results of the cross-sectional study in chapter 2 indicate that begin-
ning readers only use grapheme-phoneme conversion rules during phono-
logical decoding, whereas more proficient elementary-school readers and 
adults also apply conversion procedures at the syllabic level. Thus, the sylla-
ble appears to be a functional unit in the processing of written Dutch after a 
period of intensive reading practice, which results in rapid and efficient 
grapheme-phoneme conversions. The results of the training studies indi-
cate that poor readers benefit from a computer-based flash card program that 
stimulates the use of syllable-bound decoding processes in reading aloud 
words and pseudowords. In the following sections, I will discuss the theoret-
ical and practical implications of these results. 
6.1 Syllables in normal reading 
It is generally agreed that models of reading should include orthographic 
units that are smaller than the whole word, but larger than the individual 
grapheme (chapter 1). Syllables and onset/rime units are the most inten-
sively investigated candidates in this respect. These units seem to play an 
Chapter 6 
important role in phonological decoding. However, there are strong indica­
tions for a relationship between the functional units in reading, the devel­
opmental stage of the reader, and the opacity of the orthography (e.g., Oney, 
Peter, & Katz, 1997; see chapter 1). 
When children start learning to read, they are taught the basic structure 
of written language. That is, they acquire knowledge of individual 
graphemes and phonemes and the correspondences between them. As the 
grapheme-phoneme conversion strategy becomes more efficient as a result 
of reading practice, readers acquire orthographic skills with which they 
analyse words into larger units than individual graphemes, such as on­
set/rime units or syllables (Frith, 1985). There is considerable evidence that 
proficient readers of English use both syllables and onset/rime units in the 
processing of written language, but that the latter are the most important 
(e.g., Treiman, Mullennix et al., 1995; Treiman & Zukowski, 1990; see also 
Adams, 1990). However in Dutch, which has a more transparent orthogra­
phy than English, proficient readers use syllables in word identification (see 
chapter 2), but not onsets and rimes (e.g., Reitsma, 1990; van den Bosch, 
1991; chapter 1). It is assumed that these differences in functional units are 
related to the differences in orthographic depth between English and Dutch. 
The results of the study in chapter 2 indicate that there are at least two 
functional units at the subword level in Dutch, namely graphemes and syl­
lables, and that there is a developmental trend from small units 
(graphemes) to larger units (syllables) (see also Marmurek & Rinaldo, 1992; 
McCormick & Samuels, 1980). Beginning readers first acquire grapheme-
phoneme conversion rules as a result of explicit phonics instruction 
(Reitsma & Verhoeven, 1990). The results reported in chapter 2 indicate that 
grapheme-phoneme conversions are largely automatized after about four 
years of reading instruction (see also Adams, 1990, for a comparable finding), 
but that these conversions still play a role in proficient readers, at least 
when they are reading pseudowords. After approximately four years of read­
ing instruction, children are able to use syllabic information in the process­
ing of words, as a result of the fact that they have acquired the basics of con­
text-dependent orthographic knowledge. For instance, they know how to 
deal with the 'open syllable' rule which embodies the fact that the pronun­
ciation of a vowel is related to the number of consonants coming after it (see 
chapter 2). They also have acquired the phonological rules of letter patterns 
(e.g., knowing that the 'H' in the letter sequence 'CH' in, for instance, 
'PRACHTIG' [beautiful] has a different pronunciation than the Ή ' alone, as 
in 'HOND' [dog]). For the proficient reader, the processing of (pseudo)words 
into syllabic units is effortless, presumably resulting from the associative 
connections among letters in memory (Adams, 1990). If a proficient reader 
of English tries to pronounce the (new) word 'RADOSTER', he or she will 
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not attempt to convert, for instance, the letters 'R' and 'A' into their corre-
sponding sounds, but will deal directly with the unit 'RA' (Gleitman & 
Rozin, 1973). These syllable-bound decoding skills contribute to rapid word 
identification, which is necessary for fluent reading comprehension 
(Wimmer & Goswami, 1994). 
Since the participants in chapter 2 were only exposed to pseudowords, the 
developmental pattern suggested above might be somewhat different for 
words. There is some evidence that children use syllabic information in the 
processing of words before they use it in the processing of pseudowords 
(Katz & Feldman, 1981; Marmurek & Rinaldo, 1992). 
The results of the training study with second-grade normal readers in 
chapter 4 are in line with the suggested developmental trend. Although a 
computer-based flash card program, in which the syllabic structure of letter 
strings is highlighted, appears to help second graders in improving their de-
coding speed, they were not yet able to use syllable-bound processes in read-
ing words after the training. In view of their age, it is plausible that their 
knowledge of grapheme-phoneme conversions was not yet fully developed 
and that the flash card training affected their decoding skills at the 
graphemic level. 
6.2 Syllables in poor reading 
It has been argued in many studies on reading disability that most poor 
readers have a deficit in phonological decoding skills (chapter 1). Although 
most of them know the names of all the letters, grapheme-phoneme con-
versions require great effort. Consequently they are very slow readers. Due 
to these poorly developed decoding skills, poor readers experience especial 
difficulty with long words (Just & Carpenter, 1987). They tend to process 
words grapheme-by-grapheme, in contrast to better readers who make use of 
larger orthographic units (Manis, 1985). A grapheme-by-grapheme strategy 
results in a time consuming decoding process that puts great demands on 
working memory. Since working memory is limited in capacity (Perfetti, 
1985), poor readers often fail in building up the word form representations 
of long words. The longer it takes to decode an entire letter string, the 
greater the possibility that the phonemic information of the first compo-
nents of the letter string is already lost at the time that the final components 
have been processed. Due to these inefficient decoding skills, poor readers 
will be less likely to achieve an adequate level of word and text comprehen-
sion. 
The central issue in the training studies that are reported in chapters 3 to 
5 was to investigate whether poor readers improve their reading skills as a 
result of a reading program that stimulates them to use syllable-bound 
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strategies during the processing of letter strings. I used a computer-based 
flash card method to induce syllable-bound processing in poor readers. In a 
flash card method, words or pseudowords are presented briefly on a com­
puter screen (viz., approximately 1000 ms for С VC pseudowords, and 6500 
ms for CVCVCVC pseudowords at the beginning of the flash card training 
program. These exposure durations are short for poor readers with a second-
grade reading level). The most important assumption underlying this 
method is that poor readers tend to persist with their very slow and ineffi­
cient grapheme-phoneme conversion strategy, and that a flashed presenta­
tion of words or pseudowords stimulates them to process letter strings in 
larger units (e.g., in syllables). It was assumed that using conversion strate­
gies at the syllabic level is more efficient than using grapheme-phoneme 
conversions only, especially in the processing of long words. 
In chapter 3 and 4, poor readers were trained in reading aloud pseu­
dowords in which the syllable boundaries were marked. The results of the 
training study in chapter 3 indeed showed that children who received the 
flash card training improved considerably in their decoding speed of mono-
and multisyllabic words and pseudowords, compared to children who did 
not receive additional training. The fact that a syllable effect was found in 
the trained children on the posttest, but not on the pretest, of a word nam­
ing task in which syllables were not highlighted, indicates that these chil­
dren acquired syllable-bound decoding skills as a result of the training. I 
found a comparable result in chapter 4, although the trained children 
showed no gains in speed or accuracy on the posttests (probably because the 
training period was too short). The results in chapter 4 also showed that 
poor readers have more difficulty with the processing of pseudowords that 
follow the relatively complex orthographic rules of the Dutch script (like, 
for instance, the open syllable rule; see above), than with the processing of 
pseudowords that follow the less complex rules (e.g., pseudowords in which 
each grapheme corresponds with only one phoneme). Poor readers became 
more accurate over the training sessions in reading these difficult pseu­
dowords, which was presumably the result of the fact that they acquired 
knowledge of the syllabic structure of (pseudo)words as a result of the train­
ing program. 
In sum, the findings mentioned above imply that poor readers at a sec­
ond grade reading level who are at least one year behind in their develop­
ment of reading skills, are able to acquire higher-order conversion strategies 
that are observed in proficient readers, provided that they are stimulated to 
process word materials in syllabic units (see also Olson & Wise, 1992; 
Scheerer-Neumann, 1981). This seems to be true for reading aloud, but it is 
still unclear whether the syllable is also a functional unit in silent reading 
(see chapter 5). This should be subject of future research (see below). 
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6.3 Implications for educational practice 
6.3.1 Increasing the motivation of poor readers 
The main conclusion of the reading aloud training studies in this thesis is 
that syllabification skills are important in learning to read, and that explicit 
syllabification training is a helpful tool for improving the decoding skills of 
poor readers. The reading instruction of poor readers is often focused on the 
reading aloud of monosyllabic words, until they can read these words with-
out much effort. For most poor readers this is a prolonged and laborious 
struggle. As a result, they often become demotivated, read less, and conse-
quently have a slower development in reading ability (see Stanovich, 1986). 
Olofsson (1992) compared decoding problems to riding a bike into a head 
wind: "It feels heavy, less fun, and you want to quit" (p. 165). If poor readers 
spend less time on reading than their average-read ing peers, they will fall 
farther behind in other aspects of education, and at the same time feel less 
positive about their abilities and themselves. 
The training studies in this thesis indicate that it is not necessarily the 
case that poor readers have to first reach a high level of proficiency in read-
ing monosyllabic words, before they are able to deal with multisyllabic 
words. For instance, the results of the lexical decision training in chapter 5 
show that compound words are relatively easy for poor readers. In addition, 
poor readers are also able to read other (noncompound) multisyllabic words 
quite accurately when the syllabic structure of these words is made clear to 
them. Including multisyllabic words in the reading program of poor readers 
presumably contributes to their motivation, because it brings more varia-
tion in the reading materials to which they are exposed in daily reading. 
Another point of interest is the impact of the computer on the motiva-
tion of poor readers. There is evidence that working on a computer is highly 
motivating for children with learning disabilities (e.g., Krendl & Liederman, 
1988; Mojet, 1984; Torgesen, 1986). For instance, the fact that not one partici-
pant dropped out from the training programs that are described in this the-
sis (although they had to read about one hundred (pseudo)words twice a 
week for eight weeks, which could have been rather boring), might be re-
lated to the motivational impact of the computer. This positive effect of 
computers on motivation does not seem to be a passing novelty effect. It 
rather appears to be the result of the direct interaction between the student 
and the computer, which may bring about an active and positive attitude 
towards, for instance, reading. Children experience fewer instances of failure 
when they work on a computer, since it is less confronting making mistakes 
in front of a machine than in front of the teacher and the class mates. In ad-
dition, students can concentrate longer on a task when they work on a 
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computer, and they are less easily distracted (Krendl & Liederman, 1988). 
6.3.2 The flash card method in the classroom 
Another important aspect of the computer is that it provides the opportu-
nity to create a highly adaptive, intensive, and flexible learning environ-
ment. It has been shown in a large number of experiments that poor readers 
need individual and direct instruction that is adaptive to the specific needs 
of the child, in order to improve their reading skills (e.g., Clay, 1993; Felton, 
1993). By using a computer-based reading program, children can practise a 
specific skill intensively by themselves without external help. Teachers of-
ten do not have the time to provide individual reading instruction for all 
students who experience difficulties. 
In The Netherlands, the number of pupils with reading difficulties will 
increase in regular elementary schools as a result of far-reaching political 
changes with respect to the elementary school system. The number of 
schools for children with learning disabilities will diminish, since it was de-
cided in the early nineties by the Minister of Education that these schools 
should be integrated with regular elementary schools (Ministerie van 
Onderwijs en Wetenschappen [Ministry of Education and Science], 1990). 
The elementary school classes thus will become more heterogeneous than 
they are now and, consequently, the differences in skills and performances 
between the children in the same grade will increase. Presumably, in this 
new situation the teacher will have less time to provide the individualized 
training that poor readers need in order to overlearn the subskills of the 
reading process to the extent that they can be applied to more difficult read-
ing tasks (like, for instance, reading a story). The possibility to deliver large 
amounts of effective practice is one of the most well-established strengths of 
computer-based programs (Torgesen, 1986). Therefore, it is to be expected 
that there will be a growing demand for computer-based reading programs. 
The flash card program as designed in this thesis, could be a promising can-
didate in this respect. 
6.3.3 A face-lift for the flash card method 
Since the flash card programs in this thesis were constructed for research 
purposes, the design has to be modified in several respects before it is suit-
able for implementation in the reading instruction program in the class-
room. I mention three necessary changes. First, as I already discussed in 
chapter 4, the procedure that I used in order to adjust the exposure duration 
of the reading materials on the computer screen to the accuracy of the child, 
was not sufficient for all the children. The exposure durations were 
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decreased or increased by a fixed time interval, that was equal for each 
participant. This procedure is appropriate for research purposes, but not for 
practical use of the flash card program in the classroom. The changes in the 
word presentation times should be more adaptive to the performance of the 
individual child, and to the difficulty of the reading materials. For instance, 
the manner in which the exposure durations are varied should be different 
for children who are accurate but very slow in translating graphemes into 
their phonemic counterparts, compared to those who are still not accurate 
in conducting grapheme-phoneme conversions. For the first group, the 
focus of the training should be on speed, whereas for the second group the 
training should emphasize accuracy and speed. In addition, the flash card 
technique should also be flexible with respect to the kind of reading 
materials, so that short words are flashed faster than long words. 
Second, as a consequence of the fact that the flash card training programs 
were constructed for research purposes, children did not receive explicit 
feedback on their incorrect responses (e.g., by means of speech feedback). 
When using the flash card method for reading remediation, this kind of 
feedback should be implemented. For instance, Olson and Wise (1992) 
demonstrated that word recognition and comprehension improves when 
poor readers are given the opportunity to have difficult words read to them 
via synthetic speech feedback. Clay (1993) also underlined the importance of 
direct feedback in reading remediation. 
Finally, although the reading aloud training program appears to be a 
helpful 'drill-and-practice' tool for the remediation of phonological decod-
ing skills (chapter 3), a silent reading program is easier to implement in the 
classroom since it is less disturbing. However, the results of the training 
study in chapter 5 indicate that a lexical decision task is not an adequate al-
ternative for the (pseudo)word naming task. One of the suggestions that I 
made in chapter 5 was that children may benefit more from a training pro-
gram that uses a task with which children are familiar, like for instance a 
semantic categorization task. Another useful task could be the following: A 
list of words (one word at a time) is presented visually on a computer 
screen, and immediately after visual presentation of a word, the acoustic 
form of the same word is presented via headphones. The task of the child is 
to indicate whether the spoken word was the same as the written word. 
6.4 Suggestions for future research 
Although the syllable seems to play a role in the translation of a written 
letter string into its spoken form, a number of unsolved issues remain. One 
of these is that the studies in the present thesis do not give a definitive 
answer to the question of whether the syllable is a functional orthographic 
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unit or a functional phonological unit. In other words, the syllable may play 
a role in the translation of a letter string into functional orthographic units 
(orthographic translation), or in the translation of the orthographic code 
into its phonological form (phonological translation), or in both. It is possi-
ble that the poor readers in the training studies improved their ortho-
graphic translation skills as a result of the adopted presentation technique of 
the reading materials (viz., the flashed presentation of (pseudo)words and 
the highlighting of the individual syllables of each letter string). The presen-
tation technique might also have affected the speed of constructing the 
phonological code. Finally, the syllable effect might be located at the phono-
logical output level. 
One way to disentangle the contributions of the orthographic and phono-
logical translation effects from syllable effects that might arise at the phono-
logical output level, is by comparing the results of a word naming task with 
the results of a picture naming task. The pictures in the picture naming task 
should depict the line drawing equivalents of the written words. If the sylla-
ble effect only arises at the phonological output level, it should be observed 
to an equal extent for both tasks. If, however, the syllable effect is much 
larger in the word naming task than in the picture naming task, contribu-
tions from orthographic and/or phonological translation are likely. Earlier 
results already indicate that the syllable effects at the phonological output 
level are relatively small (Klapp et al., 1973; see chapter 3). 
To disentangle the contributions of orthographic and phonological trans-
lation, one could make use of the articulatory suppression effect in a dual-
task paradigm (Baddeley, 1983, 1992). In this dual-task situation, participants 
are required to articulate words that are unrelated to the reading material, 
for instance, by counting aloud a series of numbers or by repeating a particu-
lar word. According to Baddeley, working memory can be divided into sev-
eral subcomponents. One of these subcomponents is the phonological loop, 
that stores and rehearses speech-based information. The phonological loop 
is assumed to comprise a phonological store that can hold acoustic or 
speech-based information for 1 to 2 seconds, and an articulatory control pro-
cess (somewhat analogous to inner speech). When a person counts aloud, 
for instance, the phonological store in working memory will be constantly 
filled with phonological elements, which rules out the possibility to do an-
other phonological task at the same time (the so called articulatory suppres-
sion effect). Articulatory suppression appears to prevent phonological de-
coding. 
The second task should be one that tests for the presence of syllable 
effects. For instance, one could test syllable priming effects with either 
semantic categorization or lexical decision as the task. If syllable effects show 
up in a situation where phonological decoding is prevented through 
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articulatory suppression, one can be reasonably confident that these effects 
are the result of orthographic translation. This result would indicate that 
the syllable plays a role in the construction of an orthographic code. 
A second unresolved issue concerns the role of syllable frequency in read-
ing. There is some evidence that speakers have a mental syllabary which 
they access during speech production (Levelt & Wheeldon, 1994). It is possi-
ble that advanced readers also make use of a syllabary in which the ortho-
graphic codes of syllables are stored. In chapter 4,1 investigated whether syl-
lable frequency plays a role in normal and poor readers with a second-grade 
reading level. However, the results revealed no convincing evidence in this 
respect (I only found a syllable frequency effect for pseudowords of two (of 
the three) different orthographic structures). Therefore, this should be fur-
ther examined. Syllable frequency effects could give an answer to the ques-
tion whether syllabification is an important decoding technique, or whether 
it is important to build up a mental syllabary, that can be consulted during 
reading. An answer to this question could have important implications for 
reading remediation. 
6.5 Final remarks 
It is clear that the majority of poor readers have a severe deficit in phono-
logical decoding. This deficit constrains their development of printed word 
identification and reading comprehension. The present thesis provides evi-
dence that poor readers with a second grade reading level improve their 
phonological decoding skills as a result of an intensive computer-based 
flash card program that focuses on word-internal syllabification skills. With 
this kind of program, poor readers acquire syllable-bound decoding skills 
that are also observed in proficient readers. Although reading remediation 
should also be directed at other subskills of the reading process, like, for in-
stance, phonological awareness (e.g., Clay, 1993; Felton, 1993; Lie, 1991; 
Spiegel, 1995), the flash card program might be a useful tool for the remedia-




1 CCVC and CVCC pseudowords were taken together, since in van den Bosch's study 
accuracy and latency of naming CVCCs and CCVCs were similar 
2 CCVCCVCs, CVCCVCCs, and CCVCVCCs were taken together, smce these 
orthographic structures consist of an equal number of graphemes, consonant clusters, and 
syllables 
3 The scores of the participants on the DMT were normally distributed As a result of this 
normal distribution, dividing children equally over reading levels led to differences in 
reading score variance Therefore, I decided to distribute the children over readmg 
levels in such a way that the mean score differences between the reading levels was 
equal These five groups met the requirement of homogeneity of variance 
4 See van Heuven (1980) or Reitsma and Verhoeven (1990) for an extensive description of 
the Dutch orthography 
5 Because the five readmg levels did not meet the requirement of homogeneity of variance, 
a Kruskal-Walhs one-way analysis of variance was additionally used to test the effect 
of Readmg Level (#2(4, и = 127) = 76 40, ρ < 001) Smce the patterns of significance were 
the same for both procedures, the results from the multivariate analysis of variance are 
reported m the text 
6 Smce the patterns of significance were the same for a Kruskal-Walhs one-way analysis 
of variance (#2(4, и = 127) = 45 69, ρ < 001) and a multivariate analysis of variance, the 
results from the last procedure are reported m the text (see also note 5) 
7 The frequency list of Kohnstamm et al (1981) consists of approximately 6800 words, 
selected from Dutch words m dictionaries, and m books and television programs for 
children The words m the list are assumed to be known by 6-year old children The 
frequency of the words m the list is presented as a percentage of 160 Dutch and Belgian 
elementary school teachers who think that 6-year olds are familiar with the word (HF 
> 90%) 
8 To test whether syllable effects were obtamed m the digit naming task, I compared 
nammg latencies of one-syllable digits ( 6' and 8, the spoken form of these digits 
contains one syllable m Dutch) with naming latencies of two-syllable digits ( T and '9', 
the spoken form of these digits contams two syllables m Dutch) The one- and two-
syllable digits were matched on frequency (frequencies were obtamed from Staphorsms 
et a l , 1989) The mean nammg latency, collapsed over the training blocks, was 621 ms for 
the one-syllable digits and 623 ms for the two-syllable digits An analysis of variance 
with Number of Syllables as the within-subjects factor showed no significant effect of 
this factor (F < 1) 
9 The Centre for Lexical Information, University of Nijmegen, The Netherlands 
10 The formula that I used to calculate these percentages was 
Pc = p + l/2(l-p), 
where Pc denotes the proportion correct responses ( 83 for words and 85 for pseudowords). 
Notes 
and ρ the estimated proportion correct responses that were corrected for chance. Thus, 
the accuracy rates corrected for chance may be calculated as: ρ = 2Pc - 1. In the case of 
words with Pc = .83, ρ = .66. In the case of pseudowords with Pc = .85, ρ = .70. 
11 These percentages are corrected for chance (see also note 10). 
12 These mean word frequencies are based on the frequency counts taken from the CELEX 
database, because all of the words that were presented in the training occurred in CELEX 
(that was not the case for the lists of Staphorsius et al., 1989, and Kohnstamm et al., 
1980). The frequency counts of Staphorsius et al. and CELEX were correlated at the .001 
level (r = .74). I, therefore, assumed that the word lists were also matched for the 
children. 
13 It is questionable, of course, whether the neighbourhood structure is the same for adults 
and children. Therefore, I checked whether the items had the same higher frequent 
neighbour in Staphorsius et al. (1989) as in CELEX. This was indeed the case for the 
majority of the items. 
14 Since the corpus of Staphorsius et al. (1989) did not contain enough high-frequency 
CCVCCVC words, this item was selected from the list of high-frequency words of 
Kohnstamm et al. (1981; HF > 90%). 
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Appendix A: The pseudoword reading test used in the selection procedure 
for Experiment 1A and IB, described in chapter 2. 














































Appendix В: Pseudowords presented in the experiments described in 
chapter 2. 





































































































































































































































































































































































































































































































Appendix С: Mean naming latency and mean number of correct 
responses for different reading levels (RL) and orthographic 
structures, from Experiment 1A in chapter 2 (SD in 
parentheses). 
Latency (m s) Accwacy (max = 30) 
ccvc/ ccvc/ 































































Appendix D: Mean naming latency and mean number of correct 
responses for pseudowords with an equal number of 
syllables and a different number of graphemes (chapter 2, 
Experiment IB). 
Table 1 Mean naming latency and accuracy for monosyllabic pseudowords with 












































Table 2 Mean naming latency and accuracy for two-syllable pseudowords with five 














































Appendix E: Mean naming latency and mean number of correct 
responses for pseudowords with an equal number of 
graphemes and a different number of syllables (chapter 2, 
Experiment IB). 
Table 1 Mean naming latency and accuracy for one- versus two-syllable 












































Table 2 Mean naming latency and accuracy for two- versus three-syllable 








































Appendix F: Pseudowords used for the training described in chapter 3. 













































































































baaf daup fiel 
baap deek fien 
baúl deem fijm 
baun deer fijp 
beel deet foek 
CVC 
goef keum peup saum soer teik vien 
goek keun peur saun soof tein viet 
goel keup piem saup sook teip vijp 
goep keut pien saut sool teul voek 
goer kief 
beem deif foem gool kiet pijk seel 
pijf seek soop teur voem 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































feuleep keuloun sauleep teifuun zuuneil 






































































































































































































































































































































































































































































































































































































































































Note. The materials are printed in the way that they were presented in the training. 
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Appendix G: Materials of the Word Reading Task, described in chapter 3 










































































[glass bubble; LF] 
[student; LF] 
[according to; HF] 
[homework; HF] 
[princess; HF] 























































































































Appendix I: Mean naming latencies and mean exposure durations (in 
milliseconds) of the flash card training described in chapter 










































































































 monosyllabic pseudowords with 3 graphemes 
b monosyllabic pseudowords with 5 graphemes 
c
 two-syllable pseudowords with 5 graphemes 
Ί two-syllable pseudowords with 7 graphemes 
e
 three-syllable pseudowords with 7 graphemes 
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Appendix J: Pseudowords used for the training described in chapter 4. 
















































































































CVCVCs with HF syllables 
juzach noeving siwen tuken 
kernen noezen sopek tulies 
keran pejek sorek tuver 































































































































































































































































































































































































































































































































































































faleukos hufiwis kohapar raheuseer tijmoler zoebaven 
fobulas huidobin koheunan raheuzel tijnieteui zoekuser 
























































































































Note. The pseudowords are printed in the way that they were presented in the training. 
155 
Appendices 
Appendix К: Words and pseudowords presented in the Lexical Decision 

































CCVCCVC, CVCCVCC, and CCVCVCC words 
bloemkool [cauliflower] 
drijfnat [soaking wet] 
grapjas [joker] 
krulhaar [curly hair] 
schatrijk [wealthy] 
schuifdeur [sliding door] 




trouwring [wedding ring] 
twintig [twenty] 




rookwolk [cloud of smoke] 


















































































































































































































































Appendix Ν: Mean naming latencies and mean exposure durations (in 
milliseconds) for three orthographic structures, split by 
syllable frequency, over the training blocks for the normal 


























































































Appendix О: Mean naming latencies and mean exposure durations (in 
milliseconds) for three orthographic structures, split by 
syllable frequency, over the training blocks for the poor 

































































Appendix Ρ: Words and pseudowords used for the lexical decision 




































































































































































































































































































































bekin bonel hammel kaging konnel meenaas ronig vuideuk 
bepan buivig harel kaleir larong meuding soegeer zarig 
beudon buller hatter kijter leurit meziem sokking zigel 
bezijt geboes heinel kodoen loring nageik tomer zoeler 
boepier gehon jadem konir meekaan puimig vakkir zutak 




























































































































bedelaar [beggar] kabinet [cabinet] pollepel [dipper] 
bedoeling [intention] kapitein ¡captain] rammelaar [rattle] 









































































































Note. The materials are printed in the way that they were presented in the training. 
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kattebak [cat's box] 





































































Append ix R: Materials of the 
Semantical ly correct sentences: 
De muis zit in de val. 
De zaag is bot. 
An snoept van de taart. 
Het vuur is warm. 
Oom Jan rookt een pijp. 
De geit is van de boer. 
Gras is groen. 
In de muur zit een raam. 
De kok maakt soep. 
Wim speelt met de bal. 
De lamp is aan. 
In de boom is een nest. 
De mat ligt voor de deur. 
De tas is van leer. 
Jos koopt een fles wijn. 
De pan is leeg. 
De man loopt door de tuin. 
De peer is rot. 
De kraan lekt. 
Een ruit is van glas. 
Ans zit op een stoel. 
Kaas is geel. 
Een koe geeft melk. 
De pen vlekt. 
De man heeft een snor. 
De broek is vies. 
In het park is het druk. 
De vaas is wit. 
Een poes heeft een staart. 
Het boek is dik. 
Semantical ly incorrect sentences: 
De lift zakt heel hoog. 
De jas huilt. 
De zee vliegt hoog. 
De stoel legt een ei. 
Een kers is vlees. 
Een kat is een plant. 
Melk is klein. 
Vijf is meer dan zes. 
Een jaar is van hout. 
Els breit een vaas. 
Bas eet een knal. 
Een sok is fruit. 
Het oor ruikt soep. 
De bal heeft een hoek. 
De klok zwemt. 
Verification Task in chapter 5. 
[The mouse is trapped.] 
[The saw is blunt.] 
[Ann is eating of the pie.] 
[The fire is warm.] 
[Uncle John smokes a pipe.] 
[The goat belongs to the farmer.] 
[Grass is green.] 
[In the wall is a window.] 
[The cook is making soop.] 
[Wim is playing with the ball.] 
[The lamp is burning.] 
[In the tree is a nest.] 
[The mat is in front of the door.] 
[The bag is made of leather.] 
[Jos buys a bottle of wine.] 
[The pan is empty.] 
[The man walks through the garden.] 
[The pear is rotten.] 
[The tap is leaking.] 
[A pane is made of glass.] 
[Ans is sitting on a chair.] 
[Cheese is yellow.] 
[A cow gives milk.] 
[The pen makes stains.] 
[The man has a moustache.] 
[The trousers are dirty.] 
[It is crowded in the park.] 
[The vase is white.] 
[A cat has a tail.] 
[The book is thick.] 
[The elevator is descending very high.] 
[The coat is crying.] 
[The sea is flying high.] 
[The chair is laying an egg.] 
[A cherry is meat.] 
[A cat is a plant.] 
[Milk is small.] 
[Five is more than six.] 
[A year is made of wood.] 
[Els is knitting a vase.] 
[Bas is eating a bang.] 
[A sock is fruit.] 
[The ear smells soup.] 
[The ball has an edge.] 
[The clock is swimming.] 
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Appendix S: Mean decision latencies and mean exposure durations (in 
milliseconds) from the lexical decision training described m 
chapter 5, split by orthographic structure (OS) and training 




























































































































































There is a large body of evidence that shows that poor readers have a deficit 
in phonological decoding. Although most of them know the names of the 
letters, grapheme-phoneme conversions require great effort. Due to poorly 
developed decoding skills, poor readers are often very slow in converting a 
printed letter string into a phonological code. These weak decoding skills re-
sult in severe problems with rapid, automatic processing of words, and con-
sequently, in poor reading of sentences and texts. 
It has been shown in several studies that an intensive training of 
decoding skills improves the reading ability of poor readers. However, none 
of these studies provided a clear answer to the question which reading units 
are involved in this improvement in decoding skills. One important 
difference between models of reading aloud is the size of the units that are 
claimed to be involved in word identification (chapter 1). For a long time, 
researchers supposed that decoding takes place at the level of individual 
graphemes and phonemes. Nowadays, it is generally agreed that models of 
reading should also include orthographic units that are smaller than the 
whole word, but larger than the individual grapheme. Syllables and 
onset/rime units are the most intensively investigated candidates in this 
respect. These units seem to play a role in phonological decoding. However, 
there are strong indications for a relationship between the functional units 
in reading and the opacity of the orthography. In English, for instance, 
which has an opaque orthography, it appears that onset/rime units play an 
important role in word identification. However in Dutch, which has a more 
transparent orthography than English, readers do not seem to use 
onset/rime units. In the present thesis I report a series of experiments in 
which the role of the syllable was investigated in reading Dutch. Two 
questions were of particular interest: (i) Do syllable-bound processes play a 
role in the development of decoding skills, and (ii) Do poor readers benefit 
from remediation programs in which they are stimulated to process words 
in syllabic units? 
The first research question was investigated in a cross-sectional study 
with normal readers in elementary school (grade 1-8), and adults (chapter 2). 
The participants were asked to read aloud mono- and multisyllabic pseu-
dowords that were presented one-by-one on a computer screen. Naming la-
tency was the main dependent variable. The results of this study indicate 
that there are at least two functional units at the subword level in Dutch, 
namely graphemes and syllables, and that there is a developmental trend 
from small units (graphemes) to larger units (syllables). Beginning readers 
first use grapheme-phoneme conversion rules. After approximately four 
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years of reading instruction, children are able to use syllabic information in 
the processing of (pseudo)words, probably as a result of the fact that they 
have acquired the basics of context-dependent orthographic knowledge. 
These syllable-bound decoding skills contribute to rapid word identification, 
which is necessary for fluent reading comprehension. 
The second research question was investigated in three training studies 
(chapters 3 to 5). Due to their poorly developed decoding skills, poor readers 
have especial difficulty with long words. They tend to process words 
grapheme-by-grapheme, in contrast to proficient readers who make use of 
larger orthographic units (see above). A grapheme-by-grapheme strategy re-
sults in a time-consuming decoding process that puts great demands on 
working memory. Since working memory is limited in capacity, poor read-
ers often fail in building up the word-form representations of long words. 
Due to these inefficient decoding skills, poor readers will be less likely to 
achieve an adequate level of word and text comprehension. 
The central issue in the training studies was to investigate whether poor 
readers with a second-grade reading level improve their decoding skills as a 
result of a reading program that stimulates them to use syllable-bound 
strategies during the processing of letter strings. I used a computer-based 
flash card method to induce syllable-bound processing. In the flash card 
method, words or pseudowords are presented briefly on a computer screen. 
The most important assumption underlying this method is that poor read-
ers tend to persist with their slow and inefficient grapheme-phoneme con-
version strategy, and that a flashed presentation of words or pseudowords 
stimulates them to process letter strings in larger units (viz., in syllables). It 
was assumed that using conversion strategies at the syllabic level is more ef-
ficient than using grapheme-phoneme conversions only, especially in the 
processing of long words. 
I designed two types of training programs: One type in which a reading 
aloud procedure was used (chapters 3 and 4), and one type in which a silent 
reading procedure (lexical decision) was used (chapter 5). The training mate-
rials consisted of mono- and multisyllabic pseudowords (and words in the 
lexical decision training program). The syllables in the (pseudo)words were 
highlighted. The training programs consisted of 8 to 16 sessions of ap-
proximately 30 minutes each. Naming/decision latencies and accuracy were 
measured for each response. I used a pretest-training-posttest control group 
design for all three training studies. 
In the analyses of variance, naming/decision latencies of (pseudo)words 
with a different number of graphemes and an equal number of syllables 
were compared to investigate the effect of the number of graphemes. In ad-
dition, naming/decision latencies of (pseudo)words with a different number 
of syllables and an equal number of graphemes were compared to examine 
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the effect of the number of syllables. 
The results of the reading aloud training study that is reported in chapter 
3 showed that children who received the flash card training improved con-
siderably in their decoding speed of mono- and multisyllabic words and 
pseudowords, compared to children who did not receive additional train-
ing. The fact that a syllable effect was found in the trained children on the 
posttest, but not on the pretest, of a word naming task in which syllables 
were not highlighted, indicates that as a result of the training program these 
children acquired a higher-order conversion strategy that is observed in pro-
ficient readers (viz., a syllable-bound decoding strategy). 
Chapter 4 reports on a reading aloud training study with normal and 
poor readers with a second-grade reading level. The most important differ-
ence between the training program in chapter 3 and the one in chapter 4 is 
that the pseudowords in chapter 4 consisted of existing syllables and, conse-
quently, were in accordance with all the orthographic and phonological 
rules of Dutch (this was not always the case in chapter 3). The results of the 
training showed that the normal readers improved in decoding speed, 
while the poor readers improved in decoding accuracy. A transfer effect of 
the training program to other (untrained) reading materials was only found 
on a standardized reading test in the normal readers (probably because the 
training period was too short). An interesting finding, however, was that I 
found a syllable effect on the posttest of a word naming task in the trained 
poor readers (see above for a comparable result in chapter 3), but not in the 
trained normal readers, nor in the two control groups. This suggests that the 
poor readers, in contrast to the normal readers, learned to use syllabic in-
formation in the processing of pseudowords during the training, and were 
able to use this skill in the processing of words after the training. 
The results of the reading aloud training studies that were conducted in 
this project provide evidence that poor readers with a second grade reading 
level who are at least one year behind in their development of reading 
skills, improve their phonological decoding skills as a result of an intensive 
computer-based flash card program that focuses on word-internal syllabifica-
tion skills. Chapter 5 reports on a lexical decision training study, in which I 
investigated whether poor readers also use syllable-bound processes in 
silent reading. The results showed an improvement in speed of lexical deci-
sion during the training. However, it is still unclear whether syllable-bound 
processes play a role in silent reading. Since a silent reading program is less 
disturbing for class mates and thus easier to implement in the classroom, 
the possibilities of developing an effective silent reading training program 
and the possible role of the syllable in silent reading should be further in-





Kinderen met leesproblemen hebben over het algemeen moeite met het fo-
nologisch decoderen, dat wil zeggen het omzetten van geschreven woorden 
in de bijbehorende klankvorm. Als gevolg van deze decodeerproblemen, 
zijn zwakke lezers vaak traag in het omzetten van een geschreven letter-
reeks in een fonologische code. Ze hebben moeite met het snel en automa-
tisch verwerken van woorden, wat onder andere ook leidt tot problemen in 
het lezen van zinnen en teksten. 
In verschillende studies is aangetoond dat zeer intensieve en gestructu-
reerde interventieprogramma's voor het verbeteren van decodeervaardig-
heden een positief effect hebben op de leesvaardigheid van kinderen met 
leesproblemen. Het is echter nog onbekend op welk(e) niveau(s) van fono-
logisch decoderen deze programma's invloed hebben. De gangbare gedachte 
was heel lang dat fonologisch decoderen plaatsvindt op het grafeem-fo-
neemniveau (een grafeem is een letter of lettercombinatie (zoals 'OE' of 
'NG') die correspondeert met één klank (foneem)). Er bestaan echter inmid-
dels verschillende leestheorieën waarin naast individuele grafemen en fo-
nemen ook hogere-orde eenheden zijn opgenomen als mogelijke verwer-
kingseenheden van geschreven woorden (hoofdstuk 1). Voorbeelden van 
hogere orde-eenheden zijn onsets/rimes en syllaben (lettergrepen). De onset 
is de eerste medeklinker of medeklinkercombinatie van een lettergreep 
(zoals 'KR' in 'KRANT'); de rime wordt gevormd door de klinker met de 
daaropvolgende medeklinker(s) (zoals 'ANT' in 'KRANT'). 
Er zijn sterke aanwijzingen in de Angelsaksische literatuur dat on-
set /rime-eenheden een rol spelen in het lezen van Engelse woorden. In het 
Nederlands blijken onset/rime-eenheden echter geen (belangrijke) rol te 
spelen. Een verklaring voor dit verschil tussen het Nederlands en het 
Engels heeft mogelijk te maken met de verschillen in transparantie van de 
twee orthografieën: het Nederlands heeft een vrij transparante Orthografie, 
terwijl het Engels een tamelijk ondoorzichtige Orthografie heeft. Rimes lij-
ken in het Engels een belangrijke rol te spelen, omdat de uitspraak van de 
klinker meestal bepaald wordt door de medeklinker die daarop volgt. In het 
Nederlands is er een veel minder sterke relatie tussen de klinker en de 
daaropvolgende medeklinker. 
In dit proefschrift doe ik verslag van een aantal experimenten waarin de 
rol van de syllabe is onderzocht bij Nederlandse goede en zwakke lezers. De 
belangrijkste onderzoeksvragen waren de volgende: (i) Spelen syllabe-ge-
bonden processen een rol bij de ontwikkeling van decodeervaardigheden, 
en (ii) Verbeteren de decodeervaardigheden van zwakke lezers als gevolg 
van een trainingsprogramma waarin ze gestimuleerd worden woorden in 
syllabe-eenheden te verwerken? 
De eerste vraag werd onderzocht in een cross-sectionele studie met nor-
male lezers op de basisschool (groep 3 t /m 8) en volwassenen (hoofdstuk 2). 
De taak van de proefpersonen was mono- en multisyllabische pseudowoor-
den, die één voor één op een computerscherm werden gepresenteerd, zo 
snel mogelijk hardop te lezen. Een pseudowoord is een letterreeks die op 
basis van haar structuur wel een woord had kunnen zijn, maar toevalli-
gerwijs geen betekenis heeft. Van elke respons werd de latentietijd (de tijd 
tussen het verschijnen van het pseudowoord op het computerscherm en 
het begin van de respons van de proefpersoon) en de accuratesse vastge-
steld. De resultaten geven aan dat er in het Nederlands bij het lezen ten-
minste twee functionele eenheden een rol spelen, namelijk grafemen en 
syllaben. Bovendien bleek dat er sprake is van een ontwikkelingstrend van 
kleine (grafemen) naar grotere eenheden (syllaben). Beginnende lezers ma-
ken gebruik van grafeem-foneem-correspondentieregels bij het fonologisch 
decoderen. Echter, verwerkingsprocessen op het niveau van de syllabe lij-
ken invloed te hebben op de leesprestatie nadat een bepaald vaardigheids-
niveau is bereikt. Deze syllabe-gebonden decodeervaardigheden dragen bij 
tot een snellere woordidentificatie, en als gevolg daarvan, tot een beter 
tekstbegrip. 
De tweede vraag werd onderzocht in drie trainingsexperimenten met 
zwakke lezers uit het LOM-onderwijs (hoofdstuk 3 t /m 5). Als gevolg van 
hun zwakke decodeervaardigheden hebben kinderen met leesproblemen 
vooral moeite met lange woorden. Zij hebben sterk de neiging woorden gra-
feem-voor-grafeem te verwerken, in tegenstelling tot ervaren lezers die 
woorden in grotere eenheden verwerken (zie hierboven). Een grafeem-
voor-grafeem strategie resulteert in een tijdrovend decodeerproces dat veel 
geheugencapaciteit vergt. Aangezien deze capaciteit beperkt is, gebeurt het 
nogal eens dat een zwakke lezer het begin van het woord alweer vergeten is 
als hij /zij bij het eind is aangekomen. Het gevolg daarvan is dat vooral van 
lange woorden vaak onvolledige woordvormrepresentaties worden opge-
bouwd. 
De centrale vraag in de trainingsstudies was of de decodeervaardigheden 
van zwakke lezers verbeteren als gevolg van een leesprogramma waarin zij 
gestimuleerd worden syllabe-gebonden strategieën te gebruiken bij het ver-
werken van geschreven letterreeksen. De zwakke lezers in deze studies 
hadden een leesniveau dat vergelijkbaar is met het niveau van normale le-
zers in groep 4. Voor de trainingsstudies gebruikte ik een bepaalde 
'flitskaartmethode'. Bij deze flitskaartmethode worden woorden of pseu-
dowoorden met een beperkte presentatieduur aangeboden, waarbij de pre-
sentatieduur gekoppeld is aan de accuratesse van het kind. De 
172 
flitskaartmethode lijkt de lezer te stimuleren woorden in grotere eenheden 
te verwerken, omdat de woorden zó kort worden gepresenteerd dat hij/zij 
geen tijd heeft een grafeem-voor-grafeem strategie toe te passen. 
Er waren twee typen trainingsprogramma's: één waarbij pseudowoorden 
hardop moesten worden gelezen (hoofdstuk 3 en 4) en één waarbij van een 
gepresenteerde letterreeks moest worden beoordeeld of het een bestaand 
woord was of niet zonder daarbij het (pseudo)woord hardop te lezen 
(lexicale decisie; hoofdstuk 5). Het trainingsmateriaal bestond uit mono- en 
multisyllabische pseudowoorden (en woorden in de lexicale decisietrai-
ning). De syllaben binnen elk (pseudo)woord waren gemarkeerd 
(bijvoorbeeld in een drie-syllabisch (pseudo)woord waren de eerste en de 
laatste syllabe dik gedrukt). De trainingsprogramma's bestonden uit 8 tot 16 
sessies van elk ongeveer 30 minuten. Van elke respons werd de latentietijd 
en de accuratesse gemeten. Er werd gebruik gemaakt van een zogeheten 
'pretest-training-posttest control group design', waarbij ook het verloop van 
de latentietijden over de trainingssessies werd onderzocht. 
In de verschillende statistische analyses werden latentietijden van 
(pseudo)woorden met een verschillend aantal grafemen en een gelijk aantal 
syllaben met elkaar vergeleken om het grafeemeffect te bepalen. 
Latentietijden van (pseudo)woorden met een verschillend aantal syllaben 
en een gelijk aantal grafemen werden vergeleken om het syllabe-effect te 
onderzoeken. 
Uit de resultaten van de trainingsstudie in hoofdstuk 3 bleek een aan-
zienlijke toename in benoemsnelheid over de trainingssessies. Deze voor-
uitgang was afhankelijk van het aantal syllaben en het aantal grafemen 
waaruit een letterreeks bestond. Uit de resultaten van de pre- en posttests 
bleek dat de training een effect had op de benoemsnelheid van bestaande 
woorden en niet-getrainde pseudowoorden. In de controlegroep werd geen 
verschil in benoemsnelheid tussen de pre- en de posttests gevonden. Het 
feit dat de trainingsgroep in een hardopleestaak met bestaande woorden een 
syllabe-effect vertoonde op de posttest, en niet op de pretest, geeft aan dat 
deze kinderen tijdens de training een syllabe-gebonden decodeerstrategie 
hebben aangeleerd. Een dergelijke decodeerstrategie wordt ook door betere 
lezers gehanteerd. 
In hoofdstuk 4 werd een zelfde soort hardopleestraining gegeven aan 
normale en zwakke lezers met hetzelfde leesniveau (niveau groep 4). Het 
belangrijkste verschil tussen het trainingsprogramma in hoofdstuk 3 en dat 
in hoofdstuk 4 was dat de pseudowoorden in hoofdstuk 4 samengesteld wa-
ren uit bestaande hoog- en laagfrequente syllaben. Het leesmateriaal vol-
deed dus aan alle orthografische regels van het Nederlands, hetgeen niet bij 
alle pseudowoorden in hoofdstuk 3 het geval was. De resultaten van de 
training zijn als volgt samen te vatten: de normale lezers verbeterden in 
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decodeersnelheid, terwijl de zwakke lezers verbeterden in decodeeraccura-
tesse. Een transfer-effect van het trainingsprogramma naar andere leestaken 
werd alleen maar gevonden bij de normale lezers, en wel op een gestan-
daardiseerde woordleestaak. Het ontbreken van grotere transfer-effecten was 
waarschijnlijk het gevolg van een te korte trainingsperiode. Een interessant 
resultaat was echter wel dat er een syllabe-effect was bij de getrainde zwakke 
lezers op de posttest van een hardopleestaak van woorden. Het lijkt er dus 
op dat de zwakke lezers tijdens de training geleerd hebben syllabe-gebonden 
decodeerprocessen te gebruiken bij het verwerken van pseudowoorden en 
dat ze in staat waren deze processen na de training ook bij het verwerken 
van bestaande woorden te gebruiken. 
Om te onderzoeken of de syllabe-effecten die ik vond in bovengenoemde 
experimenten taakspecifieke effecten waren (m.a.w. is hardop lezen essen-
tieel voor het vinden van een syllabe-effect), werd vervolgens een training 
in de vorm van een lexicale decisietaak uitgevoerd bij zwakke lezers uit het 
LOM-onderwijs (hoofdstuk 5). Uit de resultaten van dit onderzoek blijkt dat 
zwakke lezers na de training sneller kunnen beoordelen of een letterreeks 
een bestaand woord is of niet. Het is echter nog niet duidelijk of de syllabe 
hierin een rol heeft gespeeld. Omdat een interventieprogramma waarbij stil 
gelezen wordt makkelijker te gebruiken is in de klas dan één waarbij hardop 
gelezen wordt (klasgenoten hebben er geen last van), is vervolgonderzoek 
naar de mogelijkheden om een efficiënt stilleesprogramma te ontwikkelen 
en de rol van de syllabe bij stilleestaken noodzakelijk. Suggesties daarvoor 
worden gegeven in hoofdstuk 6. 
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