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ABSTRACT
With the growth of complexity and extent, large scale interconnected network systems, e.g., trans-
portation networks or infrastructure networks, becomemore vulnerable towards external disturbances.
Hence, managing potential disruptive events during design, operating, and recovery phase of an en-
gineered system therefore improving the systemâĂŹs resilience is an important yet challenging task.
In order to ensure system resilience after the occurrence of failure events, this study proposes a mixed
integer linear programming (MILP) based restoration framework using heterogeneous dispatchable
agents. Scenario based stochastic optimization (SO) technique is adopted to deal with the inherent
uncertainties imposed on the recovery process from the nature. Moreover, different from conventional
SO using deterministic equivalent formulations, additional risk measure is implemented for this study
because of the temporal sparsity of the decision making in applications such as the recovery from ex-
treme events. The resulting restoration framework involves with a large-scale MILP problem and thus
an adequate decomposition technique, i.e. modified Langragian dual decomposition, is also employed
in order to achieve tractable computational complexity. Case study results based on the IEEE 37-bus
test feeder demonstrate the benefits of using the proposed framework for resilience improvement as
well as the advantages of adopting SO formulations.
1. Introduction
The increased complexity as well as more stringent re-
quirements of reliability for interdependent critical infras-
tructures (ICIs) drive the research for a more robust and in-
telligent operational strategy. The goal is to analyze the per-
formance of the components and subsystems in ICIs with the
occurrence of different disruptive events during operation.
Furthermore, cascading effects among the ICIs need to be
mitigated therefore retaining their intended functionalities.
Resilience, a term adopted from the ecology field, is used to
measure how well a complex system can response towards
disruptions and uncertainties [1]. Defining the system re-
silience benefits system operators and stakeholders in multi-
ple aspects: (1) understanding how an ICI can autonomously
detect and response to adversarial events under normal oper-
ating conditions and (2) how large the disruptions the system
can withhold and (3) how quick the ICI can restore back to
its nominal state [2]. Different from the traditional view of
system safety, i.e. minimizing the possibility of failures as
well as the degraded system performance, system resilience
has been considered as a complement to the safety metrics
[3, 4, 5]. Since a resilient system can not only resist and mit-
igate the negative effects of external or internal disruptive
events, but also it can adapt to the disruptions and recover
autonomously, based on the definitions from the report of
the U.S. Department of Defense [6].
In order to improve the system resilience and thus achieve
system operations with better quality, current engineering
resilience researches have been focusing on challenges in
two temporal stages: before and after disruptions. For in-
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stance, researchers have proposed various different system
modeling and analysis methods to quantify and analyze the
resilience level of complex engineering systems, e.g. power
distribution systems and supply chain networks, undergoing
a disruptive event during the pre-disruption stage [7, 8]. Be-
sides, approaches in the system design stage such as prog-
nostic and healthmanagement, setting up redundancies (spare
parts, backup, alternative), and repetitive maintenance (pre-
ventive or corrective) have been proposed to improve the re-
silience of the system [9, 10, 11, 12]. Furthermore, proba-
bilistic approaches such as Bayesian network has been adopted
to analyze and quantify the overall system resilience with
the presence of disruptions [13, 14]. However, one limita-
tion of the methods focusing on the pre-disruptive stage is
that they cannot guide how the system should perform after
disturbances. As a result, severe disruptive events can lead
to significant failures in the system and following cascading
failures are eventual. Thus, in order to ensure a resilient sys-
tem, additional measures to restore the system are needed.
Motivated by the challenge of lacking a real-time sys-
tem operational framework, studies have proposed different
restoration frameworks for ICIs to recover from the disrup-
tive state. As for the timely restoration after disruptions for
networked systems, operational strategies, including but not
limit to optimal repair scheduling [15], control guided recov-
ery [16, 17], and forming micro-grids [18] are validated. In
these works, the major task is to find the optimal decision for
repair sequence or network reconfiguration actions through-
out the entire recovery process in order to achieve the high-
est resilience level for the ICI. To extend the capability of
the aforementioned decision making frameworks, Lei et al.
[19] propose a coordination framework combining the opti-
mal scheduling of repair tasks and optimized routing of the
distributed energy resources (DERs). In their work, the op-
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Post disruption management for power system
timal decisions for the repair actions including locations and
time steps as well as the dispatching plans for DERs can be
determined by solving a mixed integer linear programming
(MILP) problem. As a result, the power distribution systems
considered in the case study can recover to the nominal state
in the optimal sequence. Additionally, considering the lim-
ited budgets for recovery and the challenges during the ini-
tialization stage of the recovery, e.g. determining the appro-
priate capacity and resource level for repair crews (RCs) or
DERs, Wu andWang [20] present a coordination framework
for recovery based on DERs and RCs coupled with a heuris-
tic algorithm. In order to help the system achieve resilient
response after disruptions, the proposed framework searches
for the best practice in terms of recovery time and resource
spent in a given time window. However, all aforementioned
works are based on deterministic assumptions that the state
awareness for the ICIs is omniscient: damaged locations or
the magnitude of disruptions are predefined for the recovery
framework. With the complex and extensive interactions be-
tween different subsystems aswell as the highly uncertain re-
covery environment, uncertainties, e.g. uncertain damaged
levels and corresponding required resources for repairing,
can significantly deteriorate the performance of those recov-
ery frameworks based on deterministic assumptions.
In order to tackle the challenges imposed by uncertain-
ties in decision making process, techniques such as chance
constrained optimization, robust optimization (RO) and stochas-
tic optimization (SO) with recourse can be adopted. To list
few relevant studies, Cao et al. [21] study an optimal power
flow management framework for the power distribution net-
work by establishing a chance constraint optimization model
considering uncertain generations from renewable energy re-
sources. On the other hand, Gao et al. [22] propose a chance
constraint optimization model for critical load restoration by
forming microgrids. In their study, uncertainties including
intermittent energy generations and loads are included. As
for RO approach, to better allocate the investment and prepa-
ration efforts for resilience, Fang and Zio [23] evaluate the
potential impacts from natural hazards on ICIs, for example,
interconnected power-gas system, and treat the most-likely
worst scenario as constraints in the RO framework for find-
ing the best planning of ICIs. Moreover, Fang and Sansavini
[24] utilize conventional scenario based two-stage SO tech-
nique to find the optimal repair sequence for a power system
after disruptions, while the required resource and the time
for recovery is uncertain. It’s noteworthy to point out that the
optimal solution for chance constraint problem is often diffi-
cult to solve [25], and RO finds the optimal solution in terms
of the worst realization of the scenarios with an uncertainty
set [26]. Thus, given its easiness to implement and profound
ways for finding the optimal solution, the two-stage SO with
recourse is used as the main decision making framework for
heterogeneous agents to enhance system resilience.
As for traditional two-stage SO with expected recourse
function, it considers the expectation of the overall objective
from numerous scenarios as the criterion to choose the op-
timal solution for random decisions [27]. And the result de-
rived from the SO is risk neutral, which has large variance
regarding to random outcomes. This risk neutral solution
approaches the true optimum by repeatedly conducting de-
cision makings under the similar condition. Such result is
suitable in the long run for high frequency decision making
problems, for instance, applications in the field of finance.
However, recovery from extreme events to enhance system
resilience is usually a non-repetitive decision making pro-
cess and has significant temporal sparsity. Thus, acquiring
a risk-averse solution that has smaller variability of the ran-
dom outcomes after solving the SO model is more desirable
for applications in enhancing system resilience. To accom-
plish the risk-averse requirement for SO solutions, additional
risk measure can be incorporated into the framework, for ex-
ample, the conditional value at risk (CVaR).
The feasibility of utilizing CVaR in mathematical pro-
gramming model to realize optimal decision making under
uncertainties has been validated in numerous studies, for in-
stance, the design of humanitarian relief network [28], the
supply chain management after disruptions [29], the opti-
mal facility location problem [30] and to optimize the battery
storage cost in microgrids [31]. In this paper, we propose a
MILP based post-disruption management (PODIM) frame-
work using heterogeneous dispatchable agents, i.e. DERs
and RCs, combined with the two-stage SO technique. The
PODIM is formulated as a scenario based two-stage SO cou-
pled with an additional risk measure CVaR. Due to the num-
ber of simulated scenarios for solving the SO problem, the
resulting PODIM is a large-scale MILP problem with more
than hundred thousand constraints and variables. As a re-
sult, an adequate decomposition technique, i.e. modified La-
grangian dual decomposition, is applied in order to achieve
tractable solving time for the PODIM.
The rest of the paper is organized as follows: Section 2
introduces the resilience metric used in this study as well
as the definition of uncertainties considered in the PODIM.
Section 3 demonstrates themathematical formulations of the
two-stage SO based PODIM framework coupled with the
CVaR measure. Section 4 discusses preprocessing steps and
the decomposition technique to make the proposed recovery
framework become computational tractable. A case study
based on the IEEE 37-bus test feeder is presented in Sec-
tion 5 in order to show the feasibility of the proposed PODIM,
followed by Section 6 where conclusion of this study is elab-
orated.
2. System Resilience and Uncertainties
This section introduces how to model the ICIs to incor-
porate any potential resilience enhancement technique aswell
as the concept of the system resilience. And the recovery
framework has considered two uncertainties throughout the
entire process: the required repair time for each damaged
component and the associated resource level for repairing,
determined by the uncertain repair task. Then the two-stage
SO based recoverymodel integratedwith additional riskmea-
sure is illustrated in detail.
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Figure 1: The radial graph representation of a networked system before and after disruptions with RCs and DERs
2.1. Modeling of the ICIs and Resilience
To address the interdependence and inherent networked
structure of ICIs, the basic concept of graph theory is adopted
in this study. For a general ICI, such as the commodity or
electricity distribution system, the transportation hubs, ware-
houses, or buses can be modeled as nodes {푖|푖 ∈ 퐍}. On
the other hand, distribution paths are the edges {푖푗|푖푗 ∈ 퐋}
between different nodes. Thus, the overall ICI can be de-
noted as a graph  ∶= (퐍,퐋). With a given disruption,
various edges in the ICI will malfunction and become dis-
connected afterwards in the graph representation. By con-
trolling remotely controllable switches on the intact edges,
the original network can be reconfigured into several subsys-
tems [32, 33]. This study treats the ICI as a radial network,
or a directed acyclic graph (DAG), which is represented as a
tree in Figure 1. This representation indicates that the flow
on each edge 푖푗 has a specific direction determined by the
real-time operation conditions and no cyclical flow exists in
the system. In such a way, the original system and the cor-
responding reconfiguration of the system after disruptions
should form a single or several spanning trees as illustrated
in Figure 1, where red dot lines represent the damage edges.
The motivation of modeling the system in radial topol-
ogy is to simplify the problem formulation and avoid con-
tradicted or cyclical commodity flow in the network. This
radiality assumption is applicable for practical applications
since most electricity distribution networks are designed to
be radial in real life [34, 35]. To illustrate the idea, the
original network shown in Figure 1 is a radial graph with
3 branches, where node 1 denotes the substation node of the
network. After the disruption, edges (1, 5) and (3, 4) are dis-
connected, hence the network is partitioned into three sub-
spanning trees, composed by node sets {1, 2, 3}, {4}, and
{5, 6}.
After a disruption, the network reconfiguration may iso-
lates subsystems from substation nodes and disconnects the
subsystems from the resource center. Thus those discon-
nected subsystems need to have effective backup resources
in order to sustain the normal functionality after disruptions.
This requirement motivates the first task of this study: the
back-up resource should be deployed appropriately to sup-
port the normal operation of the ICI with the presence of dis-
Figure 2: Resilience curve and 4 states in an ICI after the
disruption
ruptive events. One of such technique derived from deploy-
ing distributed backup sources for the power system is the
microgrid formation [18, 19, 20]. By forming microgrids,
the original ICI can be divided into different partitions. Each
partition is called one microgrid and is powered by dynami-
cally allocated DERs, for example, mobile power generators
as shown in Figure 1. However, formingmicrogrids by using
DERs is yet an emergency response procedure: ICIs remain
in the damaged state with external backup resources. While
the microgrids are formed, another task for decision mak-
ers is to dispatch repair crews with adequate repair tasks for
damaged components to finally restore the damaged network
to its nominal state. Figure 1 illustrates a restoration pro-
cess that microgrids {4} and {5, 6} are powered by DERs,
while the damaged edges (1, 5) and (3, 4) are being repaired
by RCs.
As a result, with the appropriate recovery framework,
e.g. optimally assigning RCs and DERs to the network, the
ICI can avoid the total failure even with the presence of dis-
ruptions and thus becomes resilient towards disturbance. To
measure the system resilience, a typical resilience curve (real
performance curve) with four states is illustrated in Figure 2.
Note that the system performance curves could be differ-
ent due to different resilience strategies during the recovery
process. Based on the resilience curve, this study defines
the resilience level with respect to the system performance
changes after the disturbance. By comparing the resilience
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curve with the nominal system performance curve, as shown
in Figure 2, the resilience level can be measured. In the liter-
ature, several metrics for measuring resilience based on the
resilience curve have been reported, and a review on the re-
silience metrics can be found in [36]. In this study, the ratio
of the area under the resilience curve to the area under the
nominal performance curve is used as the resilience metric,
which can be calculated mathematically as:
Φ =
∫ 푇푡0 푅퐶(푡)푑푡
∫ 푇푡0 푁퐶(푡)푑푡
, (1)
whereΦ is the resilience level,푅퐶 and푁퐶 are the resilience
curve and the nominal performance curve respectively, 푡0 isthe initial time before the occurrence of the disruption, while
푇 is the time that the recovery process has been finished and
the system is considered to be settled at a new stable state.
Intuitively this is true, since a larger area under the resilience
curve generally means a smaller portion of the performance
loss induced by the disruption, and thus the system is more
resilient considering a given disruptive event.
2.2. Modeling of Uncertainties
As for recovering from failures for ICIs, the operational
conditions have imposed numerous uncertainties, such as
uncertain repair time or required resource, to worsen the per-
formance of the recovery framework. In order to improve the
applicability of the proposed recovery framework for prac-
tical applications, this study has considered two major un-
certainties in the proposed framework: the uncertain repair
time for different damaged components and the associated
capacity of the required resource, e.g. manpower and equip-
ment.
Here, the well known two-parameters Weibull distribu-
tion from the field of reliability engineering is used to model
the repair time for damaged components after disruptions
[37, 38]. The mean of the Weibull distributed random vari-
able, or the Mean Time to Repair (MTTR) is used as the
parameter in the recovery model and can be derived from:
푀푇푇푅 = 푡푟푒푝푎푖푟푖푗,푟,푠 ∶= 휆푖푗,푟,푠Γ(1 + 푘−1), (2)
where 휆푖푗,푟,푠 is the scale parameter and 푘 is the shape pa-rameter for the Weibull distribution. The other uncertainty,
the required resource for repair, is treated as a normal dis-
tributed random variable 푟푠푖푗,푟,푠 ∼  (휇푖푗,푟,푠, 휎2) with ex-pectation 휇푖푗,푟,푠 and a fixed standard deviation 휎. However,as for the repair tasks, it is intuitive to find that those two
aforementioned uncertainties are not independent. For in-
stance, assigning more repair resource or man power 푟푠푖푗,푟,푠to an urgent task can effectively decrease the expectation
of the uncertain repair time 푡푟푒푝푎푖푟푖푗,푟,푠. Thus, Fang andSansavini [24] capture the relation between these two un-
certainties by introducing a new variable: the repair mode
푟. The multimodal repair mode maps the required repair re-
source to the scale parameter of the MTTR following the
law of diminishing returns, as shown in Figure 3. The con-
Figure 3: Repair time is decreasing with increased assigned
resource but with diminishing returns
vex curve demonstrates that assigning more resource can ex-
pedite one repair task but the resulting repair time is not
decreasing linearly with increased resource accommodated.
And the repair mode can be defined as any function 푟 ∶= (휇푖푗,푟,푠), for instance the exponential function, that has theproperty of diminishing returns. On the other hand, this
study sets two saturation points for the convex curve, that is,
the repair time cannot be decreased/increased indefinitely by
adding/removing the repair resource. This is consistent with
the practical considerations that any repair task needs a small
amount of resource to initialize and has a limited budget for
restoration.
To incorporate the repair mode into the recovery frame-
work for resilience as a MILP model, the convex function (휇푖푗,푟,푠) is discretized as amultimodal look-up table (휇푖푗,푟,푠,
휆푖푗,푟,푠), ∀푖푗 ∈ 퐋. Notice that in the PODIM, the repair modeis further determined by the binary decision variable 푥푟푖푗 in-dicating whether damaged edge 푖푗 is under repair mode 푟.
As a result, the presented study in this paper aims to ana-
lyze the feasibility of improving system resilience by formu-
lating optimal recovery process, specifically, the optimized
scheduling of DERs and RCs as the control scheme after dis-
ruptions to ensure the resilience of ICIs in a real-time man-
ner. Meanwhile, by formulating and solving a two-stage SO
program, the system performance could be optimized with
the presence of uncertainties during recovery. The schedul-
ing of DERs or RCs has been well studied as optimization
problems in the literature [39, 40]. In Section 3, the math-
ematical formulations of a novel restoration framework by
optimally coordinating DERs and RCs are introduced in de-
tail.
3. Two Stage SO based PODIM
In order to manage the ICIs after disruptions with the
presence of uncertainties and thus achieve optimal resilience
level, two different types of dispatchable agents are utilized
to recover the system. This section discusses the formula-
tions used by the two-stage SO model, which solves the op-
timal solutions of DERs and RCs scheduling.
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3.1. Two-Stage Stochastic Optimization Model
Scenario based SO is a widely used technique to derive
optimal solutions of MILP problems with uncertainties [41].
In this study the two-stage SO formulation [42] is adopted
to model the recovery framework for the ICI after disrup-
tions and its generic determinnistic equivalent formulation
is shown in Equation (3):
푍 = max
{
푐푥 +
푆∑
푗=1
푝푗푞푗푦푗 ∶ 푥 ∈ 핊푥, 푦푗 ∈ 핊푗푦
}
, (3)
where 푥, 푦푗 are the first stage and second stage (recourse)decision variables correspondingly. The first stage 푥 is sce-
nario independent while second stage decisions 푦푗 are sce-nario dependent. 푝푗 and 푞푗 are the endowed probability and
cost of each simulated scenario 푗. 핊푥 and 핊푗푦 are the asso-ciated solution spaces for 푥 and 푦푗 , defined as Equation 4:
핊푥 ∶=
{
푥 ∶ 퐴푥 ≤ 푏, 푥 ∈ 푋},
핊푗푦 ∶=
{
푇푗푥 +푊푗푦푗 ≤ ℎ푗 , 푦푗 ∈ 푌 }, (4)
in which corresponding constraints are brought into play.
Equation 3 indicates that, with the predefined probability of
each scenario, the SO aims to maximize the first stage objec-
tive as well as the expectation of the second stage recourse
problem. For this study, we treat finding the optimal repair
mode 푥푟푖푗 for each damaged component 푖푗 in the ICIs as thefirst stage decision variable, while the second stage decisions
푦푗 involves with decisions for DERs and RCs.
3.2. MILP Based Recovery Model
In this section, the mathematical model including the ob-
jective function to maximize resilience and corresponding
constraints for DERs/RCs scheduling are formulated. Con-
straints are categorized into four groups: DER dispatching
constraints, RC scheduling constraints, network reconfigu-
ration and system operation, as illustrated in Section 3.2.2 to
3.2.5.
3.2.1. Objective for Enhancing Resilience
During the operation of restoring power distribution sys-
tems by dispatching DERs and RCs, loads have different pri-
orities to be picked up, according to their importance to sus-
tain critical functions in the ICI. Thus, for the load restora-
tion after the blackout due to a disruption, those important
loads should be given higher priorities. Let 푤푖 denotes thepriorityweight associatedwith the load at node 푖, and a larger
value of weight indicates a higher priority. Then, the over-
all objective of the PODIM framework following the generic
two-stage SO objective in Equation 3 can be expressed as:
max피
[∑
푡∈퐓
∑
푖∈퐍
푤푖 ⋅ 표푖,푡,푠 ⋅ 푝푖,푡
]
. (5)
This objective of the PODIM aims to maximize the load
picked up after disturbances throughout the entire recovery
process. And the resulting resilience curve 푅퐶(푡) will have
greater area under the curve as shown in the resilience plot in
Figure 2. Notice that different from Equation 3, this object
only includes the cost for the second stage recourse problem
since the first stage decision 푥푟푖푗 involves with no cost. Andwith the maximized load picked up, the resilience level in
terms of system performance, i.e. satisfied load in the net-
work after disruptions, can be optimized.
3.2.2. Constraints for DER Assignment
After severe disruptions, the power distribution network
may be isolated from the main grid due to damaged lines.
With appropriate design and operational planning, the restora-
tion process starts immediately after the damage has been
assessed. In this study, DERs are dispatched and routed dy-
namically to energize the power distribution network along
with repair scheduling after the disruption happens. The
PODIM framework is focusing on using mobile generators
as the backup resource and formulating the dispatching as
an optimization problem in order to maximize the restored
load. Followings are the corresponding constraints for the
DER dispatching problem.∑
푖∈퐍퐆
훼푔푖,푡,푠 ≤ 1,∀푔 ∈ 퐆,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (6)∑
푔∈퐆
훼푔푖,푡,푠 ≤ 1,∀푖 ∈ 퐍퐆,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (7)
훼푔푖,푡,푠 + 훼
푔
푗,푡+휏,푠 ≤ 1,∀푔 ∈ 퐆,∀푖, 푗 ∈ 퐍퐆,∀푠 ∈ 퐒,
∀휏 ≤ 푡푟푔푖푗 ,∀푡 + 휏 ≤ 퐓, (8)
0 ≤ 푃푔푔푡,푠 ≤ ∑
푖∈퐍퐆
훼푔푖,푡,푠 ⋅ 푃푔푔 ,∀푔 ∈ 퐆,∀푡 ∈ 퐓,∀푠 ∈ 퐒. (9)
Constraints 6 to 9 determines feasible routines of the DER
for recovery. Both the number of nodes that can be ener-
gized by the same DER and the number of DERs that can
be connected to the same node are set as 1 by implementing
constraints 6 and 7. Constraint 8 defines the status of travel-
ing for the DER, which implies that the same DER 푔 cannot
be at a different node until the traveling time 푡푟푔푖푗 has beenbypassed. In constraint 9, the power generation from each
DER is governed by both the maximum capacity 푃푔푔 and
the working status 훼푔푖,푡,푠 of the DER.
3.2.3. Constraints for RC Scheduling
In the previous section, how to coordinate DERs to ener-
gize the damaged ICI and partially restore the functionality
is introduced. However, scheduling repair tasks is needed to
fully restore the damaged components and to bring the sys-
tem back to its nominal state. In this study, repair tasks are
accomplished by several RCs. And their appropriate sched-
ules are formulated by following constraints, adopted from
[24].∑
푟∈퐑
푥푟푖푗 ≤ 1,∀푖푗 ∈ 퐋퐝퐚퐦퐚퐠퐞푡 , (10)
푇∑
푡=1
휙푖푗,푡,푠 =
∑
푟
푥푟푖푗 ,∀푖푗 ∈ 퐋
퐝퐚퐦퐚퐠퐞
푡 ,∀푠 ∈ 퐒, (11)
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푎푖푗,푡,푠 + 휇푖푗,푡,푠 =
푡∑
휏=푡0
휙푖푗,휏,푠,
∀푖푗 ∈ 퐋퐝퐚퐦퐚퐠퐞푡 ,∀푡 ∈ 퐓,∀퐬 ∈ 퐒,
(12)
휇푖푗,푡,푠 ≤ 휇푖푗,푡+1,푠,∀푖푗 ∈ 퐋퐝퐚퐦퐚퐠퐞푡 ,∀푠 ∈ 퐒, (13)∑
푡
푡휙푖푗,푡,푠 +
∑
푡
푎푖푗,푡,푠 ≤∑
푡
푡[휇푖푗,푡,푠 − 휇푖푗,푡−1,푠],
∀푖푗 ∈ 퐋퐝퐚퐦퐚퐠퐞푡 ,∀푡 ∈ 퐓,∀퐬 ∈ 퐒,
(14)
∑
푡
푎푖푗,푡,푠 ≥∑
푟
푡푟푒푝푎푖푟푖푗,푟,푠 ⋅ 푥
푟
푖푗 ,
∀푖푗 ∈ 퐋퐝퐚퐦퐚퐠퐞푡 ,∀푡 ∈ 퐓,∀퐬 ∈ 퐒,
(15)
∑
푖푗
(푎푖푗,푡,푠
∑
푟
푟푠푖푗,푟,푠푥
푟
푖푗) ≤ 푅푆푡,푠,∀푡 ∈ 퐓,∀푠 ∈ 퐒. (16)
Constraint 10 states that only one repair mode should be cho-
sen for each damaged component after disruptions. The re-
pair mode is represented as the binary first stage decision
variable 푥푟푖푗 indicating whether the damaged edge 푖푗 is re-paired under mode 푟. And constraint 11 indicates that re-
sources have to be assigned if any damaged component is
selected to be repaired under any mode. Once the required
repair time has been bypassed and one damaged component
has resource as well as repair actions assigned throughout
the entire time span, then the associated operational status
휇푖푗,푡,푠 should be updated, as shown in Equation 14 and 15.Notice here the MTTR is used as the required repair time
푡푟푒푝푎푖푟푖푗,푟,푠 and is assumed to be a Weibull distributed ran-dom variable. And the mean of the random variable is based
on the repair mode assigned: larger resource level 푟푠푖푗,푟,푠 as-signed to one repair task leads to shorter required repair time,
i.e. uncertain MTTR with explicit smaller mean. Besides
random repair time, another uncertainty 푟푠푖푗,푟,푠 is arisen inconstraint 16, where the total resource assigned to conduct
the repair tasks has to be smaller than the available resources
푅푆푡,푠 the decision maker can dispatch.
3.2.4. Constraints for Radiality of the Network
After a disruption, the power distribution system can avoid
entire blackout by forming multiple microgrids with the help
of remotely controllable switches and DERs. In many re-
searches, the microgrids formed are treated as several span-
ning trees or radial graphs [18, 19]. This study adopts the
same manner and makes the original distribution network
form radial topology after disruptions with disconnected dis-
tribution lines. According to Lavorato et al. [43], constraints
17 to 22 are sufficient to ensure the radiality of the reconfig-
ured distribution network.
휇푖푗,푡,푠 = 1,∀푖푗 ∈ 퐋∖퐋
퐝퐚퐦퐚퐠퐞
퐭 ,∀푠 ∈ 퐒, (17)
휇푖푗,0,푠 = 0,∀푖푗 ∈ 퐋
퐝퐚퐦퐚퐠퐞
퐭 ,∀푠 ∈ 퐒, (18)
훽푖푗,푡,푠 ≤ 휇푖푗,푡,푠,∀푖푗 ∈ 퐋,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (19)∑
푖푗∈퐋
휀푖푗,푡 = 푁 − 1,∀푡 ∈ 퐓, (20)∑
푗푖∈퐋
푓푗푖,푡 −
∑
푖푗∈퐋
푓푖푗,푡 = 1,∀푡 ∈ 퐓, (21)
훽푖푗,푡,푠 ≤ 휀푖푗,푡,∀푖푗 ∈ 퐋,∀푡 ∈ 퐓,∀퐬 ∈ 퐒. (22)
Constraints 17 and 18 initialize the operational status for
both damaged and intact edges. And constraint 19 says that
edges in the network can only be connected (ON) if they are
operational. Furthermore, in order to guarantee the radial-
ity of the network, a fictitious undamaged network with the
same topology as the original real system is employed. In the
radial, fictious network, constraint 20 states that the number
of connected lines equals the total number of nodes minus
one. And constraint 21 indicates the fictitious flow should
present on all edges in the undamaged network. Once the
fictious network is assured to be radial, the radiality of the
real system can be guaranteed by superimposing the connec-
tion status variables 휖푖푗,푡 to 훽푖푗,푡,푠, as shown in Equation 22.
3.2.5. Constraints for System Operation
Besides constraints for assigningRCs/DERs and the topol-
ogy of the network, some physical constraints such as power
flow balance need to be fulfilled, as shown in constraints 23
to 28. For instance, constraint 23 formulates the flow bal-
ance between different nodes by using the Kirchhoff’s law.
The power flow has its maximum value restricted by 24.
Constraints 25 and 26 show that the power generation from
DERs is coupledwith theDER assignment variable. And the
power flow from the fixed substation node is regulated by the
maximum capacity 퐺푖,푡 based on constraint 27. Constraint28 assumes that once a load has been restored, it cannot be
dropped again during the recovery process.∑
푗푖∈퐋
푃푗푖,푡,푠 + 푃푔푖,푡,푠 + 퐺푖,푡,푠 =
∑
푖푗∈퐋
푃푖푗,푡,푠 + 표푖,푡,푠 ⋅ 푝푖,푡,
∀푖, 푗 ∈ 퐍,∀푡 ∈ 퐓,∀푠 ∈ 퐒,
(23)
푃푖푗,푡,푠 ≤ 훽푖푗,푡,푠 ⋅ 푓푙표푤푖푗 ,∀푖푗 ∈ 퐋,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (24)
푃푔푖,푡,푠 =
∑
푔∈퐆
훼푔푖,푡 ⋅ 푃푔
푔
푡,푠,∀푖 ∈ 퐍퐆,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (25)
푃푔푖,푡,푠 = 0,∀푖 ∈ 퐍∖퐍퐆,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (26)
0 ≤ 퐺푖,푡,푠 ≤ 퐺푖,푡, ∀푖 ∈ 퐍,∀푡 ∈ 퐓,∀푠 ∈ 퐒, (27)
표푖,푡,푠 ≤ 표푖,푡+1,푠,∀푖 ∈ 퐍,∀푡 ∈ 퐓,∀푠 ∈ 퐒. (28)
3.3. Risk-averse optimization Objective
Recall in the previous section, the objective of the two-
stage SO based PODIM is to maximize the system resilience
among different sampled scenarios, as shown in Equation 5.
However, one drawback of the solutions derived from the
conventional scenario based SO is that they may come with
large variance. As for the decision-making process with high
frequency, the large variance can be overcame by repeatedly
making decisions following the SO solution: the true out-
come will be closed to the expectation of the scenario based
stochastic solutions because of the large number theory [28].
Nonetheless, temporal sparsity in the decision-making pro-
cess for rare events, e.g. recovery from disruptions for power
systems, prevents the real outcome from following the ex-
pectation exactly with a large number of trails. As a result,
risk-averse optimization can be adopted here to decrease the
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variance in the solutions in order to achieve more confident
recovery performance. And the CVaR is employed as an ad-
ditional risk measure in the objective function in this study.
To realize the risk-averse optimization framework, two addi-
tional constraints for calculating the risk measure are added
to the PODIM:
푅푒푠푡표푟푎푡푖표푛푠 = −푐표푠푡푠 =
∑
푡∈퐓
∑
푖∈퐍
푤푖 ⋅ 표푖,푡,푠 ⋅ 푝푖,푡, (29)
−푐표푠푡푠 + 휈 ≥ −Δ푠,∀푠 ∈ 퐒, (30)
where 휈 is the value at risk (VaR) of the solutions for all sce-
narios and Δ푠 is the excessive amount above the VaR, for allsolutions that are greater than the VaR. In order to compute
the CVaR measure, 휈 is considered as a newly introduced
first stage decision variable. On the other hand, the scenario
dependent variable Δ푠 is treated as a new second stage vari-able, in parallel with the decision variables for DERs and
RCs. To summarize, the new risk-averse objective of the
PODIM coupled with the CVaR criterion becomes:
min 휆(휈 + 1
1 − 훼
1
푛
푛∑
푠=1
Δ푠) − 피(
∑
푡∈퐓
∑
푖∈퐍
푤푖 ⋅ 표푖,푡,푠 ⋅ 푝푖,푡),
푤.푟.푡 (6) − (28), (29) (30)
(31)
where two additional hyperparameters 휆 and 훼 are added to
control the derived risk-averse solution. Here, 휆 is theweight
for the additional CVaR measure, while 훼 is the significance
level for solving the VaR value 휈. Different 훼 will lead to
different VaR result. Due to the limited space, the proof of
the derivation for the CVaR objective is omitted in this pa-
per. Interested readers can refer to [44, 45] for more in-depth
understanding.
4. Solving Process
In order to efficiently solve the MILP model proposed
in Section 3, several steps need be taken in account. First,
nonlinear constraints should be linearized before solving the
model by any commercial linear programming solver. More-
over, since the DERs are dynamically routed during the re-
covery process in the ICIs, determining the initial candidate
nodes for allocating the DERs is important for ensuring ro-
bust performance. Furthermore, two-stage SO model usu-
ally involves with decomposition steps to tackle the chal-
lenge of high computational complexity, induced by the size
of the problem. Therefore, this section discusses required
preprocessings and the solving method for the PODIM.
4.1. Linearization
In the PODIMmodel proposed in Section 3, Equation 16
is a nonlinear constraint. Since a decision variable 푎푖푗,푡,푠multiplies with another integer variable 푥푟푖푗 , and forms a quadraticterm in Equation 16. Standard linear programming solvers
cannot easily solve this type of constraints. Hence, Big-M
method is adopted to linearize the nonlinear term for this
study. Here two auxiliary variables 푤푖푗,푠 and 푧푖푗,푡,푠 are first
defined as below:
푤푖푗,푠 =
∑
푟
푟푠푖푗,푟,푠푥
푟
푖푗 , (32)
푧푖푗,푡,푠 = 푎푖푗,푡,푠푤푖푗,푠. (33)
Nevertheless, the new auxiliary variable 푧푖푗,푡,푠 is also a quadraticterm that requires additional steps to derive the final linear
result. Since the decision variable 푥푟푖푗 is binary, the upperbound of 푤푖푗,푠 can be expressed as:
푤푖푗,푠 ≤ 푤푖푗,푠 =∑
푟
푟푠푖푗,푟,푠,∀푖푗 ∈ 퐋
damage
푡 ,∀푠 ∈ 퐒. (34)
Based on this upper bound, two inequalities can be used to
fix the value of 푧푖푗,푡,푠 rather than defining this auxiliary vari-able by multiplying two decision variables:
0 ≤ 푧푖푗,푡,푠 ≤ 푎푖푗,푡,푠푤푖푗,푠, (35)
푤푖푗,푠 − (1 − 푎푖푗,푡,푠)푤푖푗,푠 ≤ 푧푖푗,푡,푠 ≤ 푤푖푗,푠. (36)
Following the two given inequalities, when the binary vari-
able 푎푖푗,푡,푠 is 0, the first inequality is active and set 푧푖푗,푡,푠 to be0. On the other hand, the second bound is active when 푎푖푗,푡,푠equals 1 and 푧푖푗,푡,푠 is푤푖푗,푠. And this result is consistent withthe expression in Equation 33. In terms of the auxiliary vari-
ables as well as the bounds introduced, Equation 16 can be
rewritten as:∑
푖푗
푧푖푗,푡,푠 ≤ 푅푆푡,푠 ∀푡 ∈ 퐓, ∀푠 ∈ 퐒. (37)
Consequently, the nonlinear constraint is reformulated by
three auxiliary variables as well as a combination of four
linear constraints defined in Equation 34-37. The overall
PODIMmodel becomes a mathematical programming prob-
lem with only linear constraints.
4.2. Preassign DERs
For DERs to energize the disconnected subsystems after
disruptions, decision makers need to first determine the con-
necting points for DER assignments. Instead of randomly
initializing the starting positions for DERs and waiting for
the MILP model to search for the optimal locations, we can
predefine the most suitable candidate positions for DERs by
graph algorithms to achieve better performance in practical
applications. Given an assessment of malfunctioning com-
ponents after disturbances in the ICIs, the disconnected sub-
graphs can be identified by using graph search algorithms,
for example, breadth-first-search or depth-first-search. After
the subgraphs have been recognized, the system operator can
preassign DERs to those isolated regions even before start-
ing the repair tasks. Because of the radiality of the original
networked system, each subgraph is also a tree. Therefore,
different locations to host the DER lead to the same trans-
mission cost for the power flow in one subgraph. However,
different candidate nodes to connect the DER can be differ-
entiated by the centrality of the allocated DER.
In order to enhance the robustness of the deployed DER,
decisions for the DER location prefer higher centrality. And
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Algorithm 1: Preassign DERs
Input : Adjacency matrix 퐴 of the system after
disruptions.
Output: The initial nodes 퐍퐆 to host DER fordisconnected subgraphs after disruption.
푉 ← { }, 푇 ← [ ], 푛← 0;
while |푉 | < number of nodes do
푆 ← the first vertex with status 0 in 푉 ;
Run BFS on 퐴 with 푆 as the starting vertex;
푉 ← explored vertices;
푇 ← a connected component identified by BFS;
푛← 푛 + 1;
end
for 푖 < 푛 do
퐷 ← { };
for 푣 ∈ 푇 [푖] do
퐷[푣]← number of neighbors of 푣;
end
if substation node ∉ 푇 [푖] then
퐍퐆[푖] = argmax퐷[푣];
else
continue;
end
end
in this study the degree centrality, i.e. the number of neigh-
bors incident upon the node, is employed to evaluate the
quality of the DER location. The overall algorithm to pre-
assign the DERs based on centrality for each subgraph after
disruptions is summarized in Algorithm 1. 푉 is a set repre-
senting whether the vertex 푣 in the graph has been explored
by BFS; 푇 is a 2D array storing the vertices for each dis-
connected subgraph 푖; 퐷 is the map recording the degree of
each node in a subgraph; 푛 is the total number of discon-
nected subgraphs after disruptions.
4.3. Decomposition
One significant drawback of the the scenario based SO is
the large computational complexity due to the need of sam-
pling numerous scenarios. For example, sampling 50 sce-
narios for the proposed PODIM makes the problem have
more than 1000 continuous variables and 100000 integer
variables with 50000 constraints. Moreover, with the pres-
ence of complex variables, i.e. the first stage decision vari-
ables, the problem requires significant efforts to solve. To
enhance the computational tractability, decomposition tech-
niques, such as the BenderâĂŹs decomposition, are widely
used for SO problems [46, 47, 48]. Traditional Bender’s de-
composition relies on the assumption that second stage of
the model only involves with continuous linear or nonlinear
program. To be specific, Bender’s decomposition first treats
the integer variables at the first stage as known constants.
And the original problem 푓 (푥, 푦) can be decomposed into
a relaxed master problem 푓 (푥) with multiple sub-problems
푄푗(푥̄, 푦푗), which only have continuous variables 푦푗 as well
as constants 푥̄. Based on the solutions of the linear sub-
problems, optimality and feasibility cuts (constraints) can
be generated and added to the master problem because of
the duality. With the generated solution cuts, the master
problem and the subproblems can be solved iteratively to ap-
proach the actual optimum 푥∗ and 푓 ∗.
The proposed PODIM relies on dispatching DERs and
RCs in the second stage, which can be highly combinatorial
and thus the second stage program usually has integer deci-
sion variables. And these integer variables prevent the over-
all model from being decomposed into subproblems with
integer or continuous variables solely. In this case, Ben-
der’s decomposition can not be used as a solving schema for
the PODIM. Yet, we examine the feasibility of applying the
Lagrangian decomposition for SO to decrease the computa-
tional complexity. Carøe and Schultz [49] first proposed this
algorithm to solve stochastic integer programming problems
with recourse. Later Schultz and Tiedemann [50] extended
the algorithm to risk-averse optimization with CVaR as the
risk measure. To be self-contained, here we briefly summa-
rize the derivation of the algorithm and the corresponding
modifications in order to apply the decomposition to the pro-
posed PODIM.
The overall objective of the PODIM shown in Equation 31
can be reformulated into the form of a general two-stage SO
with recourse problem:
푍∗ = min 푐푥 + 푏휈 +
푆∑
푗=1
푝푗푞
푇
푗 푦푗 ,
푠.푡. 푥 ∈ 핊푥, 휈 ∈ 핊휈 , 푦푗 ∈ 핊푗푦.
(38)
The 푥 and 휈 here are the first stage scenario independent vari-
ables; 푦푗 is the second stage decision variable; 핊푥, 핊휈 and 핊푗푦are the solution spaces determined by the constraints for first
and second stage variables. Notice that for the PODIM, 푥 is
the repair mode 푥푟푖푗 for each damaged component, 휈 is theVaR for the risk measure derivation, and 푦푗 is the operationaldecision variable in each scenario.
The first stage variables are scenario independent and
have to be not only feasible but also optimal for all uncer-
tain scenarios. This characteristic makes 푥 and 휈 be com-
plex variables. In order to relax the consistence of 푥 and 휈
crossing all scenarios, the variable splitting technique can
be utilized [51]. After adding |푆|− 1 copies of the scenario
independent variables. i.e. 푥 and 휈, to the program, Equa-
tion 38 can be rewritten as:
푍∗ = min
푆∑
푗=1
푝푗(푐푗푥푗 + 푏푗휈푗 + 푞푇푗 푦푗),
푠.푡. 푥 ∈ 핊푗푥, 휈푗 ∈ 핊
푗
휈 , 푦푗 ∈ 핊
푗
푦,
푥1 = … = 푥푠, 휈1 = … = 휈푠, ∀푗 = 1,… , 푆
(39)
In order to enforce the consistence among the additional copies
of the first stage decision variables, the nonanticipativity con-
straints 푥1 = … = 푥푠 and 휈1 = … = 휈푠 are incorporated.Since 푥 is a binary variable in our case, instead of adding
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|푆| − 1 new equality constraints, the nonanticipativity con-
straint for 푥 can be rewritten into a compound form :( 푆∑
푗=2
푐푗
)
푥1 = 푐2푥2 +…+ 푐푆푥푆 . (40)
Consequently, after splitting the scenario independent vari-
ables, the original MILP problem changes from a program
with coupled variables to amathematical programming prob-
lem with complex constraints, i.e. the additional nonantici-
pativity constraints. Hence appropriate constraint relaxation
can be adopted to decompose the program. Take Lagrangian
relaxation with respect to the nonanticipativity constraint,
the problem becomes:
퐿(푥푗 , 휈푗 , 푦푗 , 휆) = min
푆∑
푗=1
푝푗(푐푗푥푗 + 푏푗휈푗 + 푞푇푗 푦푗)
− 휆1
푆∑
푗=1
퐻푗푥푗 − 휆2
푆∑
푗=1
퐾푗휈푗
푠.푡. 푥 ∈ 핊푗푥, 휈 ∈ 핊
푗
휈 푦푗 ∈ 핊
푗
푦, ∀푗 = 1,… , 푆.
(41)
Here, 휆1 and 휆2 are the Lagrangian multipliers, and are dif-ferent from the 휆 in Equation 31. 퐻 and 퐾 are the parame-
ter matricies for the representation of nonanticipativity con-
straints, for instance, the compound representation for 푥 as
shown in Equation 40. The Lagrangian dual of Equation 41
can be derived as:
푍퐿퐷 = max
휆
min
푥푗 ,휈푗 ,푦푗
퐿(푥푗 , 휈푗 , 푦푗 , 휆), (42)
Based on the weak duality and since 퐿(푥푗 , 휈푗 , 푦푗 , 휆) is a re-
laxed solution for푍∗, we know that the objective value푍퐿퐷
provides an lower bound for the actual optimality of mini-
mizing 푍∗, i.e. 푍퐿퐷 ≤ 푍∗. The derived dual program in
Equation 42 usually is a non-smooth concave maximization
problem. In order to solve it, subgradient method can be
used [52]. For instance, the subgradient of Equation 41 can
be calculated as
(∑푆
푗=1퐻푗푥푗 ,
∑푆
푗=1퐾푗휈푗
)
∈ 휕퐿(휆).
The obtained dual program푍퐿퐷 is a linear programwith-
out any complex variable or constraint and is much easier to
solve than the original problem as shown in Equation 38.
Moreover, the dual program is a linear combination of |푆|
problems that are sharing the identical structure. As a re-
sult, the solution 푍퐿퐷푗 from optimizing the Lagrangian dualprogram of each scenario can replace the linear relaxation
solution in the traditional branch-and-cut algorithm for solv-
ing large scale MILP problems. And since we solve the dual
program of the original problem, the derived solution pro-
vides a bound for the true optimum. With the more so-
phisticated bound, the MILP based PODIM can be solved
to optimum much faster than the case of using the vanilla
branch-and-bound technique. Algorithm 2 summarizes the
modified branch-and-bound algorithm with the Lagrangian
dual decomposition. In the algorithm,푄(푥, 휈) represents the
second stage scheduling problem based on the solutions of
Algorithm 2: Branch-and-bound with dual decompo-
sition
Input : SO formulation in Equation 39
Output: Bounded near optimal solution
푍 ← +∞, ← {푍∗ of each scenario};
while  ≠ ∅ do
Select and delete a problem 푃 from  ;
Solve 푍퐿퐷(푃 ) of 푃 as shown in Equation 42;
if 푃 is infeasible then
continue;
else if 푍퐿퐷(푃 ) ≥ 푍 then
continue;
else if 푥푗’s are identical and 휈푗’s are identical
then
푥← 푥푗 , 휈 ← 휈푗 ;
푍 = min{푍, 푐푥 + 푏휈 + 피[푄(푥, 휈)]};
delete all P with 푍퐿퐷 ≥ 푍 from  ;
continue;
else if 푥푗’s are different or 휈푗’s are different thencompute average 푥̄, 휈̄;
round 푥̄ to a binary 푥̄푅;
푍 = min{푍, 푐푥̄푅 + 푏휈̄ + 피[푄(푥̄푅, 휈̄)]};
delete all P with 푍퐿퐷 ≥ 푍 from  ;
select a component 푥푖 of all 푥푗 ;add two new 푃 s to  by forcing new
constraints 푥푖 = 1 or 푥푖 = 0;
end
end
Optimal solution: 푍 = 푐푥̂ + 푏휈̂ + 피[푄(푥̂, 휈̂)]
repair mode and VaR. Once all copies of first stage variables
are identical and subproblems of all scenarios have been ex-
amined, we know that the optimum has been found.
The advantage of the branch-and-bound with dual de-
composition (DD) is that it exploits the similar structures
crossing different scenarios of the SO problem. And incor-
porated variable splitting technique allows slightly inconsis-
tency of the first stage decision variables by creating copies
among different scenarios and shrinks the discrepancy by
branching on, as well as bounding the suboptimal solutions.
In the contrast, the traditional branch-and-bound algorithm
with linear relaxation treats all scenarios as a large scale all-
in-one problem. Furthermore, the branch and cut algorithm
used by the commercial solver, e.g. CPLEX and Gurobi,
handles the consistence of the first stage variables as a hard
constraint and thus tries to approach the optimum by solving
a bulk of problems simultaneously. To conclude, programs
solved by the DD can converge to the optimum faster but
have infeasible solutions at the initial time steps, while tra-
ditional branch-and-bound algorithm starts with a feasible
solution but requires much longer convergence time.
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Figure 4: Layout of the IEEE 37-bus test feeder used in this
study: red lines are the damaged edges, while green nodes are
the candidate positions to host DERs
5. Results and Discussion
To validate the proposed recovery framework, the IEEE
37-bus test feeder is used as the ICI to restore after disrup-
tions. And the disruption is set to be random line outages
at 6 distribution lines, as red edges in Figure 4. The green
nodes are the candidate nodes determined by the preassign-
ing DERs step. Notice that two candidates 702 and 728 are
chosen in the central disconnected component because of the
scale of that disconnected subgraph after disruptions. As for
the SO, 50 scenarios in total are sampled and the simula-
tion time is set to be 24 time steps to represent 24 hours in a
day. 2 repair modes are available for the solutions of 푥푟푖푗 , i.e.
푟 ∈ {1, 2}. And the normal distributed uncertain parameter
푟푠푖푗,푟,푠 is sample from  (휇푖푗,푟,푠, 휎2) with two different lev-els of 휇푖푗,푟,푠 at 5 and 10 units. On the other hand, 푡푟푒푝푎푖푟푖푗,푟,푠for each scenario is sampled based on Equation 2, with two
different 휆푖푗,푟,푠 of 1 and 3 time steps. The MILP model isformulated and solved by Gurobi 8.1.1 on a server with dual
E5-2650 v4 @ 2.20GHz CPUs and 128 GB memory.
5.1. Comparing SO to Deterministic Formulation
As discussed in previous sections, SO based method for
decision making usually is more computational expensive
than solving a deterministic problem. With the presence of
uncertainties, stake holders may prefer to solve a determin-
istic version of the problem to achieve prompt actions. For
example, the expected value of the random parameters, e.g.
the repair time or required repair resource, can be taken into
consideration to formulate a deterministic model. Hence, in
order to demonstrate the effeteness of the PODIM frame-
work, we first need to show the benefit of considering the
randomness and formulate the problem as a two-stage SO.
This study utilizes two well-known measures, the ex-
pected value of perfect information (EVPI) and the value
of stochastic solution (VSS) to quantify the effectiveness of
the SO solutions. These two metrics can indicate the sig-
nificance of adopting SO for solving the optimal solution.
Nonetheless, these two metrics are defined based on the ex-
pectation solely, which means they can be only applied to
the risk neutral model without any risk measure. In order
to assess the solutions when SO problems involve with ad-
ditional risk term, Noyan [28] extends the EVPI and VSS
to be mean-risk value of perfect information (MRVPI) and
mean-risk value of stochastic solution (MRVSS). To derive
these two improved metrics for the risk-averse optimization,
three different ways of formulating the SO need to be intro-
duced first, as shown in Table 1.
Herewe represent the two-stage SO problem as 푓 (푥,푄(휉푠)),
∀푠 ∈ 퐒, where 푄 again is the second stage problem and
휉푠 is one realization of the randomness. The wait-and-see(WS) program optimizes the problem for each scenario in-
dividually and reckons the overall expected objective value
when perfect information presents. In other words, the WS
approach assumes that complete information of the uncer-
tainties is available before starting making decisions. The
second program is the traditional deterministic equivalent
formulation or the recourse problem (RP) for the scenario
based SO. The RP is similar to the expression in Equation 3.
And different from the WS, the RP does not utilize the per-
fect information of randomness and can only optimize the
all-in-one problem in terms of expectation of all scenarios.
The discrepancy between the WS and RP results defines the
EVPI of the risk neutral optimization: EVPI = WS − RP.
Besides, another formulation in Table 1 is the expected value
(EV) problem. The EV first replaces the uncertainty 휉푠 ineach scenario by the expectation of randomness 휉̄. Then EV
solves for the first stage decision variable based on this fixed
uncertainty and we denote the solution as 푥̄(휉̄). Correspond-
ingly, the EV result is the expectation of objectives of all
scenarios realized based on the presolved 푥̄(휉̄). In this way,
different uncertainties among scenarios are not taken into ef-
fect. And the VSS can be calculated as: VSS = RP − EV.
On the basis of WS, RP, and EV for risk neutral problem,
Noyan [28] introduces the mean-risk WS (MRWS), mean-
risk RP (MRRP), and mean-risk EV (MREV) with the ad-
ditional CVaR term. For all three metrics, the CVaR value
with weight 휆 is obtained at the same significance level 훼
for calculating the VaR term. Furthermore, similar to the
WS formulation, the MRWS derives the CVaR after the op-
timal result for each scenario has been solved individually.
Whereas the MRRP finds the optimum of both the determin-
istic formulation and the CVaR measure for all scenarios in
whole. And the MREV uses the expectation of uncertainties
for calculating the CVaR.
Once the MRRP, MRWS, and MREV are defined, by
adopting the definition of EVPI and VSS, the MRVPI and
MRVSS for risk-averse program can be calculated as:
MRVPI = MRWS −MRRP, (43)
MRVSS = MRRP −MREV. (44)
And to demonstrate the benefit of modeling the PODIM as
a SO program, Table 1 summarizes the MRWS, MRRP, and
MREV values of the PODIM problem for the IEEE 37-bus
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Table 1
The definitions of three types of problem formulation to calculate the VPI and VSS of the
risk-averse SO model as well as an exemplar numerical result from the PODIM
Risk Neutral Risk Averse (Mean Risk) Result of PODIM with 50 scenarios
Wait and See (WS) 피
[
min
퐱
푓 (퐱, 푄)
]
피
[
min
퐱
푓 (퐱, 푄)
]
+ 휆CVaR훼(min퐱 푓 (퐱, 푄)) 15557
Recourse Problem (RP) min
퐱
피 [푓 (퐱, 푄)] min
퐱
{
피 [푓 (퐱, 푄)] + 휆CVaR훼(푓 (퐱, 푄))
}
14927
Expected Value (EV) 피
[
푓 (퐱̄(휉̄), 푄)
]
피
[
푓 (퐱̄(휉̄), 푄)
]
+ 휆CVaR훼(푓 (퐱̄(휉̄), 푄)) 13334
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Figure 5: The average recovery profile of 50 scenarios for the
IEEE 37-bus system governed by the PODIM with three for-
mulations: WS, RP, EV (휆 = 1, 훼 = 0.8)
system after disruptions. All three metrics are measured in
units of power restored in total. The corresponding MRVPI
and MRVSS for the PODIM are found to be 630 and 1593
units of power restored correspondingly. In other words,
based on the MRVSS, the solution has been improved by
11.95% from the MREV formulation, after considering dif-
ferent uncertainties.
In addition to the numerical results, same discrepancies
betweenWS, RP, and EV can be found in recovery profiles of
the IEEE 37-bus system after disturbances. Figure 5 shows
the average system performance result from 50 scenarios, in
which the performance during recovery is measured as the
restored power in percentage. Based on the recovery pro-
file, the SO approach of coordinating RCs and DERs in par-
allel has successfully restored the ICI to its nominal state
(resilience level back to 1) for all three formulations of the
PODIM. Nevertheless, the recovery profile for the MRWS is
the best among the three formulations. Since uncertainties
about repair time and required resource are deterministic and
the optimal scheduling of DERs and RCs can be found for
each scenario individually. But decision makers can hardly
obtain MRWS solutions for practical applications because
the perfect information of the future uncertainty is almost
unavailable. On the other hand, the MREV performs the
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Figure 6: The average recovery profile for the IEEE 37-bus sys-
tem governed by the PODIM with and without CVaR measure
(훼 = 0.8)
worst in terms of the resilience level. Since it naively con-
siders the expectation of uncertainties of all scenarios as the
true parameter. On the contrary, the performance curve of
the MRRP formulation is just slightly worse than that of the
ideal MRWS case. Thus, the MRRP approach is the most
appropriate method to formulate the PODIM framework to
enhance resilience.
5.2. Comparing CVaR to Risk-Neutral
Formulation
To further validate the effects of adding CVaR into the
PODIM, the average system performances under two sce-
narios, i.e. the PODIM with and without CVaR term, are
illustrated in Figure 6. In the plot, the average recovery pro-
files are very close to each other. The w/o CVaR case is
even slightly better than the result having CVaR, as per the
orange curve is above the blue curve at the first six time
steps. Nonetheless, Figure 6 displays the system recovery
performance in terms of the expectation of all solutions for
50 scenarios. It’s known that including additional risk term
reduces the variance of the random solutions but slightly de-
teriorates the random outcomes in expectation. In order to
manifest the trade-off between the variance and expectation,
Figure 7 summarizes the cumulative density of resilience
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Figure 7: Cumulative density plot of the resilience level ob-
tained in the solutions for 50 scenarios, by formulating PODIM
in deterministic equivalent form with different weights for
CVaR measure (훼 = 0.8)
level results calculated by following Equation 1 for 50 sce-
narios. Each histogram corresponds to one setting for the
weight of CVaR in the PODIM model.
Comparing the results of incorporating CVaR in the ob-
jective (blue) to that of conventional deterministic equiva-
lent formulations (red) without CVaR, we can see that the
additional risk measure helps the SO solutions attain much
less variance, which is consistent with the benefit of apply-
ing the risks averse optimization. However, we can see that
the expectation of the resilience level of the solutions ob-
tained from the risk-averse method is smaller than that of
deterministic equivalent formulation, which has been seen
in Figure 6. To accommodate this trade-off between the ex-
pectation and variance of the SO solutions, the weight of the
risk measure, i.e. 휆 in Equation 31 can be adjusted to an ap-
propriate level. And one example is given as the green his-
togram in Figure 7. It can be seen that solutions with 휆 = 0.5
not only have smaller variance than solutions without CVaR,
but also acquire higher expectation than the resilience levels
with 휆 = 1.
Besides the weight of the risk measure 휆, other hyperpa-
rameters such as the significance level 훼 can also change the
final resilience results. In order to comprehend the effects of
several hyperparameters of the model on the recovery per-
formance, sensitivity analysis about 휆 and 훼 is conducted,
and the results are summarized as box plots in Figure 8. The
blue line in each box indicates the median level of the solu-
tions while the orange diamond represents the expectation.
Based on Figure 8a, we can see that increasing the weight of
the risk measure from 0.1 to 1.0 slightly changes the mean
of the resilience level solutions from 0.902 to 0.909, but the
solutions become much more concentrated with respect to
the variance. This is because the SO problem puts more ef-
forts on minimizing the additional risk and thus the number
of outliers shrinks significantly, as shown in Figure 7. And
Figure 8b indicates that a significance level around 0.7 to
0.8 leads to the best result with the highest expectation as
well as relatively low variance. To further provide readers
with a clear picture of how the hyperparameters will change
the risk-averse solutions, numerical results from the IEEE
37-bus system with the proposed PODIM under four differ-
ent settings are outlined in Table 2. The results in the table
shows the same trade-off between the expectation and vari-
ance. Additionally, results of the case when 휆 = 1, 훼 = 0.5
suggest that poor setting of the hyperparameters can even
deteriorate the performance of the SO based PODIM.
5.3. Time Complexity
Lastly but not the least, to point out the advantage of in-
corporating the Lagrangian dual based decomposition tech-
nique for solving the PODIM, Table 3 shows the solving time
of the MILP model with and without the DD process for two
different settings. The incumbent is the best feasible solu-
tion found by the branch-and-bound algorithm. And the best
bound is the optimal objective value of the relaxed problem,
in which solutions are still not feasible but are better than the
current feasible solutions (incumbent). The mixed integer
programming (MIP) gap is defined as the difference between
the feasible solution (incumbent) and the relaxed solution
(best bound) in percentage. Form the table, for both the risk
neutral (휆 = 0) and the risk-averse (휆 = 1) case, the compu-
tational time for obtaining incumbents around the same level
has been reduced by more than 25% after utilizing the de-
composition technique. Besides, the model with the decom-
position achieves half of the MIP Gap within shorter time
for the risk neutral case. And the risk-averse optimization
with DD reaches the same MIP gap (≈ 3.8%) one hour ear-
lier comparing to the case without DD. Notice that for both
cases, the MIP gap is not 0% even after several hours. This
is because mathematical programming problems involving
with integer variables usually areNP-hard. Finding the global/true
optimum of a complex MILP model, such as the PODIM
framework proposed in this paper, can take extremely long
time. Even though the global optimal solution is hard to find,
the MIP gap helps decision makers evaluate the quality of
the feasible solutions obtained and stop the solving process
in advance.
In addition to the numerical results of the solving pro-
cess, Figure 9 shows the convergence plot of the solutions.
Here only results of the first two hours are presented. For
both the cases when setting the 휆 to be 0 and 1, the model
with DD comes by a smaller gap between the incumbent and
the best bound than the model without DD in the same time
horizon. Moreover, we can see the DD helps accelerate the
convergence significantly between the incumbent and best
bound, especially during early steps before 4000 seconds for
both risk neutral and risk-averse cases. This fast convergence
behavior at initial steps motivates a future direction of solv-
ing the two-stage SO based PODIM:
1. predefine aMIP gap for stopping the brach-and-bound
algorithm;
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(b) The resilience level versus the significance level 훼
in the CVaR formulation (휆 fixed at 1)
Figure 8: Box plots show the sensitivity analysis results for the resilience level of the IEEE 37-bus system
Table 2
Numerical results for the sensitivity analysis in terms of the resilience level achieved
PODIM Setting Min 25% Quantile Mean 75% Quantile Max Variance
휆 = 0 0.8791 0.9125 0.9211 0.9317 0.9488 2.198e-4
휆 = 1, 훼 = 0.5 0.8200 0.8704 0.8842 0.8996 0.9238 4.480e-4
휆 = 1, 훼 = 0.9 0.8862 0.8955 0.8964 0.8965 0.9059 1.018e-5
휆 = 0.1, 훼 = 0.8 0.8460 0.8833 0.9019 0.9196 0.9480 5.392e-4
휆 = 1, 훼 = 0.8 0.8798 0.9100 0.9095 0.9135 0.9184 7.449e-5
2. solve the MILP model by the DD introduced in Sec-
tion 4; stop when reach the MIP gap;
3. based on the suboptimal feasible solutions, use meta
heuristic approaches, e.g. Tabu search or genetic al-
gorithm, to converge to the true optimum.
In this way, in stead of keeping running the branch-and-bound
algorithmwith exponentially growing search tree, the heuris-
tic algorithm could approach the global optimum surpris-
ingly faster due to its inherent randomness.
6. Conclusion
This work presents a PODIM framework for ICI systems
after disruptions in order to ensure the resilience. Coordi-
nation of two recovery agents, RC and DER, is realized by
modeling the recovery process as a MILP problem. And in
order to tackle the uncertainties presenting in the recovery
process, e.g. random repair time and required resource for
repairing, the framework is extended to be a two-stage SO
problem using the deterministic equivalent form. Further-
more, this study adopts the risk-averse optimization tech-
nique to address the challenge of temporal sparsity inher-
ented in the PODIM problem for ICIs. Case study results
based on the IEEE 37-bus test feeder demonstrate benefits of
using the developed risk-averse optimization framework for
resilience improvement as well as the advantages of adopt-
ing SO formulations in the restoration planning for ICIs.
Table 3
Comparison of the computational performance for different settings
Setting Decomposition Time Incumbent Best Bound MIP Gap
휆 = 0 No Decomposition 10111s 7018 7453 5.84%
With Decomposition 8281s 7278 7506 3.04%
휆 = 1, 훼 = 0.8 No Decomposition 10758s 7071 7352 3.82%
With Decomposition 7648s 7077 7356 3.79%
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Figure 9: The convergence plot of the solving process during the first two hours
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