Hierarchical modeling is a powerful statistical tool that allows researchers to formulate flexible probability models to best represent the system giving rise to available data. We used several parameter levels to build our hierarchical model: true infection status, age, sensitivity and specificity for each teat for each tissue, and probability of infection (figure 1).
Bayesian application of these models takes advantage of previous knowledge of the state of the system being modeled, usually in the form of data derived from prior measurements or observations. For example, the probability of drawing an ace from a deck of cards is 1/52. But if five cards are drawn and none of them are aces, the probability of drawing an ace is now 1/47. Thus, previous data eliminates five cards from the deck, so that we can refine our prediction of drawing an ace on the next card. In our model, the data informing our model to improve our prediction are IHC and sPMCA test results and animal ages.
We can then use computational tools to fit these complex models to data and make scientific inference. This approach offers several benefits to researchers including but not limited to appropriately addressing uncertainty while incorporating multiple data sources in a flexible modeling framework. Uncertainty can be apportioned between observation error resulting from imperfect observation and process error inherent to the system. In our case, this imperfect data resulted from potential sample contamination in early collection years. All unknown parameters are treated as random and examined probabilistically. Inference is made not by null hypothesis significance testing as in deterministic statistics, but instead by examining the posterior distribution (and associated credible intervals) of the unknown parameters which result from consideration of all available data and the prior distributions representing pre-existing knowledge given the structure of the model. This approach is consistent with mathematical logic and can be used to make probabilistic predictions about the state of the world in a manner well suited to scientific inference and proved to be quite applicable to our research. Likelihood estimates in Bayesian models are expressed in probability distributions (or densities) rather than discrete probabilities. For further discussion, see McCarthy (2007) 
