A key component of interacting with the world is how to direct ones' sensors so as to extract task-relevant information -a process referred to as active sensing. In this review, we present a framework for active sensing that forms a closed loop between an ideal observer, that extracts task-relevant information from a sequence of observations, and an ideal planner which specifies the actions that lead to the most informative observations. We discuss active sensing as an approximation to exploration in the wider framework of reinforcement learning, and conversely, discuss several sensory, perceptual, and motor processes as approximations to active sensing. Based on this framework, we introduce a taxonomy of sensing strategies, identify hallmarks of active sensing, and discuss recent advances in formalizing and quantifying active sensing. 
Introduction
Skilled performance requires the efficient gathering and processing of sensory information relevant to the given task. The quality of sensory information depends on our actions, because what we see, hear and touch is influenced by our movements. For example, the motor system controls the eyes' sensory stream by orienting the fovea to points of interest within the visual scene. Movements can therefore be used to efficiently gather information, a process termed active sensing. Active sensing involves two main processes: perception, by which we process sensory information and make inferences about the world, and action, by which we choose how to sample the world to obtain useful sensory information.
To illustrate the computational components of active sensing, we consider the task of trying to determine the time of day from a visual scene (Figure 1) . Because of the limited resolution of vision away from the fovea, sensory information at any point in time is determined by the fixation location ( Figure 1 , red dot, sensory input). The perceptual process can be formalized in terms of an ideal observer model [1,2] which makes task-relevant inferences. To do so, the observer uses the sensory input together with a knowledge of the properties of the task (Figure 1 , task) and the world, as well as features of our sensors, such as the acuity falloff in peripheral vision [3, 4] and processing limitations, such as limited visual memory [5, 6 ]. Such observers are typically formulated within the Bayesian framework. For example, the observer could use luminance information to estimate the time of the day, in this case formalized as a posterior probability distribution (Figure 1, observer) .
The process of selecting an action can be formalized as an ideal planner which uses both the observer's inferences and knowledge of the task to determine the next movement, in this case where to orient the eyes (Figure 1,  planner) . Ultimately, the objective for the ideal planner is to improve task performance, but often it can be formalized as reducing uncertainty in task-relevant variables, such as the entropy of the distribution over the time of day. The plan is then executed, resulting in an action that leads to new sensory input (Figure 1, action) . This closes the loop of perception and action that defines active sensing (Figure 1, red arrow path) . Although we describe these processes in discrete steps with a static stimulus and fixed task, in general, active sensing can be considered in real time with the stimulus and task changing continuously.
Active sensing as a form of exploration
As observer models have been extensively studied and reviewed [1,2], we primarily focus here on the ideal planner which is the other key process in active sensing. In general, truly optimal planning is computationally intractable and we, therefore, need to consider approximations and heuristics. In fact, active sensing itself can be seen as emerging from such an approximation (see Box 1). The ultimate objective of behavior can be formalized as maximizing the total rewards that can be obtained in the long term [7] . This, in principle, requires considering the consequences of future actions, not only in terms of the rewards to which they lead, but also in terms of how they contribute to additional knowledge about the environment, which can be beneficial when planning actions in the more distant 
