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Abstract: This paper introduces a new supervised classification method for hyperspectral images
that combines spectral and spatial information. A support vector machine (SVM) classifier, integrated
with a subspace projection method to address the problems of mixed pixels and noise, is first used to
model the posterior distributions of the classes based on the spectral information. Then, the spatial
information of the image pixels is modeled using an adaptive Markov random field (MRF) method.
Finally, the maximum posterior probability classification is computed via the simulated annealing
(SA) optimization algorithm. The combination of subspace-based SVMs and adaptive MRFs is the
main contribution of this paper. The resulting methods, called SVMsub-eMRF and SVMsub-aMRF,
were experimentally validated using two typical real hyperspectral data sets. The obtained results
indicate that the proposed methods demonstrate superior performance compared with other classical
hyperspectral image classification methods.
Keywords: hyperspectral image classification; support vector machines (SVMs); subspace projection
method; adaptive Markov random field
1. Introduction
In recent years, immense research efforts have been devoted to hyperspectral image classification.
Given a set of observations (i.e., pixel vectors in a hyperspectral image), the goal of classification is
to assign a unique label to each pixel vector such that it can be identified as belonging to a given
class [1]. Classification techniques can be divided into unsupervised and supervised approaches, of
which supervised classification methods are more widely used. However, the supervised classification
of high-dimensional data sets, especially hyperspectral images, remains a challenging endeavor [2].
The Hughes phenomenon caused by the imbalance between the large number of spectral bands and the
limited availability of training samples poses a major problem during this process. Additionally, the
presence of noise and that of mixed pixels, affected by the spatial resolution, represent further hurdles
hindering accurate hyperspectral image classification. To address these problems, machine learning
models have been combined with several methods of feature dimension reduction that are able to
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produce accurate results, including support vector machines (SVMs) [3,4] and subspace projection
methods [5,6].
Subspace projection methods have been shown to be a powerful tool in reducing the
dimensionality of input data [7]. The fundamental idea of such a method is to project the
original pixel vector to a lower-dimensional subspace that is spanned by a set of basis vectors.
The details of subspace projection methods and the framework thereof are presented in Section 3.1.
Recently, several approaches using subspace-based techniques have been exploited for hyperspectral
image classification. In [8], an SVM nonlinear function called subspace-based SVM (SVMsub) was
constructed by using the subspaces associated with each class for classification. In [9], a classifier that
couples nearest-subspace classification with distance-weighted Tikhonov regularization was proposed
for hyperspectral imagery. In [10], a subspace-based technique in a multinomial logistic regression
(MLR) framework, called MLRsub, was developed to characterize mixed pixels in hyperspectral data.
A general conclusion drawn from the aforementioned studies is that subspace projection methods are
useful for reducing dimensionality by transforming the input data to the desired subspaces without
loss of information. Additionally, such methods are suitable for the separation of classes that are
spectrally similar because of spectral mixing and other reasons.
Another recent trend in attempts to improve classification accuracy is to combine spectral and
spatial information [11–13]. On the one hand, Benediktsson et al. presented a series of studies
of the integration of morphological features with segmentation techniques for the spectral-spatial
classification of hyperspectral data [14,15]. The reported experiments proved that the proposed
methods can yield promising results with high accuracy. On the other hand, the Markov random
field (MRF) approach has also been proven to be an effective method of addressing spectral and
spatial information. The basic principle of the MRF method is to integrate the spatial correlation
information into the posterior probability distribution of the spectral features. Thus, this method
can produce an accurate feature representation of pixels and their neighborhoods. Further details
on the MRF method and its enhancement are presented in Section 2.2. In [16], a new supervised
segmentation algorithm for remotely sensed hyperspectral image data was introduced that integrates
a subspace-based MLR algorithm with a multilevel logistic Markov–Gibbs MRF prior; this algorithm
is called MLRsub-MRF. To further improve the ability to characterize spatial information using the
MRF approach, adaptive techniques have been applied to the spatial term to develop adaptive MRF
methods. In [17], an edge-constrained MRF method (eMRF) was proposed for accurate land-cover
classification over urban areas using hyperspectral imagery. In [18], an adaptive MRF approach that
uses a relative homogeneity index (RHI) to characterize the spatial contribution was proposed for
the classification of hyperspectral imagery; this method is called aMRF. Further details on these two
methods are presented in Sections 3.2 and 3.3.
As mentioned above, subspace projection methods can be used to efficiently improve the
classification accuracy of algorithms such as those based on SVMs and MLR, which predominantly use
information from the spectral domain [8,10]. Moreover, through the combination of MRF models and
MLRsub, it has been proven that spatial correlation information is also useful for algorithms based on
subspace projection [16]. A previous experimental comparison has shown that SVMsub outperforms
MLRsub [8]. Therefore, we can integrate MRF models with SVMsub to achieve a higher classification
accuracy than that offered by the MLRsub-MRF algorithm proposed in [16]. Furthermore, we improve
our MRF modeling by using the adaptive strategy introduced in our previous works [17,18] to propose
two novel algorithms called SVMsub-eMRF (SVMsub combined with the eMRF method proposed
in [17]) and SVMsub-aMRF (SVMsub combined with the RHI-based aMRF method proposed in [18]).
Compared with SVMsub and MLRsub-MRF, the main advantages and contributions of this work lie in
the design and improvement of the classification algorithms through optimization in both the spectral
and spatial domains. In the spectral domain, SVMsub can obtain results with higher accuracy than
MLRsub, and eMRF and aMRF also demonstrate better performance than conventional MRF models.
Our method is implemented in two steps: (1) a learning step, in which the posterior probability
distribution and pre-classification results are obtained using an SVM classifier integrated with a
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subspace projection method; and (2) a post-processing step, in which the class labels computed during
the pre-classification process are revised via an adaptive MRF approach. The final result is optimized
using the simulated annealing (SA) optimization algorithm [19]. The proposed method not only can
cope with the Hughes phenomenon and the effect of mixed pixels but also is able to discriminatively
address the relationships exhibited by pixels in homogeneous regions or on boundaries. We performed
experiments to compare the performances of two adaptive MRF algorithms, the edge-constraint-based
eMRF algorithm [17] and the RHI-based aMRF algorithm [18], and both of them achieved superior
accuracies compared with other spectral-spatial hyperspectral image classifiers. In addition to these
advantages, our approach also provides a fast computation speed by virtue of the subspace-based
SVM analysis.
The remainder of this paper is organized as follows. Section 2 introduces the classical SVM
model and MRF algorithm, along with some analysis of the problems encountered in their application
to hyperspectral data sets. Section 3 presents the proposed classification method combining the
subspace-based SVM approach and the adaptive MRF approach. Section 4 evaluates the performances
of our methods compared with those of other hyperspectral image classifiers, using data sets collected
by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) over the Indian Pines region in
Indiana and by the Reflective Optics Spectrographic Imaging System (ROSIS) over the University of
Pavia in Italy. Section 5 presents some concluding remarks.
2. Related Work
In this section, we introduce two basic components of our framework. The classical SVM model is
introduced in Section 2.1, along with an analysis of its application to hyperspectral images. Section 2.2
presents the concept of MRFs and an introduction to the improvement achieved using this approach.
2.1. SVM Model
Consider a hyperspectral image data set x ” tx1,x2, . . . ,xnu, where n is the total number of pixels,
xi “ rxi1, xi2, . . . , xids
T denotes the spectral vector associated with an image pixel i, and d is the number
of spectral bands. Let y ” py1, y2, . . . ynq and K ” t1, . . . , Ku, where K is the total number of classes.
If yipkq “ 1 and yipcq “ ´1 for c P tK|c ‰ ku , then pixel i belongs to class k.
The SVM classifier is a widely used supervised statistical learning classifier that is advantageous
in the case of small training samples. The SVM model consists of finding the optimal hyperplane such
that the distance between the hyperplane, which separates samples belonging to different classes, and
the closest training sample to it is maximized [20,21]. The classic binary linear SVM classifier can be
expressed as the following function:





yiαipxiT ¨ xq ` b
¸
(1)
For simplicity, it is sometimes necessary to set b “ 0 to ensure that the hyperplane passes through
the origin of the coordinate system [22]. However, linear separability usually cannot be satisfied in the
classification of real data, especially hyperspectral data. Thus, the soft margin concept and the kernel
method have been introduced to cope with nonseparable scenarios [3]. The underlying idea of the
kernel method is to map the data via a nonlinear transformation φp¨q into a higher-dimensional feature
space such that the nonseparable problem can be solved by replacing the original input data pxi ¨ xjq
with the transformed data rφpxiq ¨ φpxjqs, i.e.,
Kpxi, xjq “ φpxiq ¨ φpxjq (2)
where Kpxi, xjq is the kernel function.
However, hyperspectral image data consist of hundreds of narrow, contiguous wavelength
bands, and it has been demonstrated that the original spectral features exhibit high redundancy [23].
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Specifically, there is a high correlation between adjacent bands, and the original dimensionality of the
data contained in a hyperspectral image may be too high for classification purposes [24]. To address
these difficulties, subspace projection has been shown to be a powerful technique that can cope with
the high dimensionality of an input data set by transforming it to the desired subspaces without loss
of information [16]. The details of this method are presented in Section 3.
2.2. MRF Model
The MRF model, which combines spectral and spatial information, is widely used in classification.
It can provide an accurate feature representation of pixels and their neighborhoods. The basic principle
of MRF is to integrate spatial correlation information into the posterior probability of the spectral













where mk and Σk are the mean vector and covariance matrix, respectively, of class k and the
neighborhood and class of pixel i are represented by B i and ωk, respectively. The constant parameter
β, called the weight coefficient, is used to control the influence of the spatial term.
According to Equation (3), the MRF model can be divided into two components: the spectral term
and the spatial term. Thus, Equation (3) can be represented in the form
ppxiq “ aipkq ` βbipkq (4)





where δpωki, ωBiq is the Kronecker delta function, defined as
δpωki, ωBiq “ t
1 ωki “ ωBi
0 ωki ‰ ωBi
. (6)
Different MRF methods can be applied depending on the definition of aipkq in Equation (4); several
examples are given below:
(1) aipkq “ ´p 12 ln |Σk| `
1
2 pxi ´mkq
TΣ´1k pxi ´mkqq corresponds to the classic MRF method [26,27].
(2) aipkq “ ´arccos
xi ¨mk
|xi| |mk|
corresponds to spectral angle-MRF [28].
(3) aipkq “ ´pxi ´mkq
TΣ´1k pxi ´mkq corresponds to Mahalanobis-MRF [29].
When a center pixel has the same class label as the rest of its neighborhood, this pixel has a high
probability of being in a homogeneous region and has a strong consistency [30]. Thus, these spatial
context relationships can be used to revise the class labels.
However, different ground objects exhibit large differences in distribution. For instance, the
overcorrection phenomenon may be induced if pixels with complex boundary conditions are given
the same weight coefficients as those in homogeneous regions. By contrast, full advantage of the
spatial context features of homogeneous regions cannot be taken if the spatial term is given a lower
weight. To address this problem, in the edge-constraint-based eMRF method and the RHI-based aMRF
method [17,18], local spatial weights are defined for use in place of the global spatial weight to estimate
the variability of spatial continuity. These two effective adaptive MRF methods are covered in greater
detail in Sections 3.2 and 3.3.
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3. Proposed Method
In previous work, subspace projection and MRFs have proven to be two useful methods
of enhancing classification accuracy based on the spectral and spatial domains separately.
Therefore, MLRsub-MRF demonstrates promising performance in hyperspectral image classification.
To achieve further accuracy improvement, we wish to optimize the features from the spectral and
spatial domains simultaneously. To this end, this paper proposes two new algorithms that combine
SVMsub with an adaptive MRF approach (eMRF or aMRF). This section introduces the proposed
methods, which belong to a framework that is divided into three components. In the spectral domain,
the subspace projection technique is combined with an SVM classifier, in the procedure that we
call SVMsub, to reduce the dimensionality and thereby circumvent the problems of the Hughes
phenomenon and mixed pixels. In the spatial domain, two adaptive MRF algorithms are considered
to optimize the spectral term, characterize the spatial information and obtain stable results via SA.
The general framework of the final methods, which we call SVMsub-eMRF and SVMsub-aMRF, is
illustrated in Figure 1.
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3.1. SVMsub
As shown in Figure 2, the basic assumption of the subspace projection method is that the samples
of each class can be transformed to a lower-dimensional subspace spanned by a set of basis vectors [16].
In general, the SVMsub model is actually a novel form of an SVM nonlinear function. Under the linear
mixture m del assumption and the proje tion principle [31,32], the within-class autocorrelation matrix
is first used to calculate the eigenvalues and the eigenvector matrix, which is used as the transformation
matrix. Then, the class-dependent nonlinear function constructed from the transformation matrix and
the original samples are defined to obtain the projected samples. Finally, these projected samples are
used as the new training data for the SVM classifier to evaluate the results of the SVMsub model.Remote S ns. 2016, 8, 355 6 of 21 
 
 
Figure 2. Illustration of subspace projection under the linear mixture model assumption, where 
{ }(1) (2) (3), ,u u u  denote the spectral endmembers. The colored spaces are the class-dependent 
subspaces spanned by { }(1) (2) (3), ,u u u . 









= +x U z n  (7) 
where in  is the noise, ( )( ) () )1( { ,..., }kk kr
k =U u u  is a set of ( )kr -dimensional orthonormal basis 
vectors for the subspaces associated with the classes 1, 2,...,k K= , and ( )kiz  represents the 
coordinates of ix  with respect to the basis ( )kU . Let (1) (K)(1) (K){ ,...... }l l lD D=D  be the set of labeled 






= ; let ( ) ( )( ) ( )( ) = { }k kk lk k TlER x x  denote the within-class autocorrelation 
matrix of class k ; and let ( )( )kklx  denote the training set of class k , with 
( )kl  samples. By 
computing the eigendecomposition of ( )kR , we obtain 
( ) ( ) ( ) ( )=k k k k TR E Λ E  (8) 
where ( )( ) ( )1{ ,... }
k k k
d=E e e  is the eigenvector matrix and 
( ) ( )
1( ,..., )
k k
ddiag λ λ=Λ  is the matrix of 
the eigenvalues in order of decreasing magnitude, i.e., ( ) ( )1 ...
k k
dλ λ≥ ≥ . Following [8], we define 
( )kr  to cover 99% of the original spectral information, i.e., 
( )







k kr r λ λ
= =
= ≥ ×   (9) 
where ( )kr d< , and we take ( )( ) () )1
( { , ... }kk kr
k =U e e  as an estimate of the class-independent ( )kr
-dimensional subspace. Thus, a nonlinear function defined as 
2 22 (1) (K)( ) [ , ,..., ]T Ti i
T
i iφ =x x x U x U  (10) 
is used to obtain the projected samples 
1( ) { ( ),..., ( )}nφ φ φ=x x x  (11) 
Figure 2. Illustration of subspace projection under the linear mixture model assumption, where
tup1q, up2q, up3qu denote the spectral endmembers. The colored spaces are the class-dependent subspaces
spanned by tup1q, up2q, up3qu.
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where ni is the noise, Upkq “ tu
pkq
1 , . . . , u
pkq
rpkq
u is a set of rpkq-dimensional orthonormal basis vectors
for the subspaces associated with the classes k “ 1, 2, . . . , K, and zpkqi represents the coordinates of xi
with respect to the basis Upkq. Let Dl “ tD
p1q
lp1q
, . . . . . . DpKq
lpKq









Tu denote the within-class autocorrelation matrix of class k; and let
xpkq
lpkq
denote the training set of class k, with lpkq samples. By computing the eigendecomposition of Rpkq,
we obtain
Rpkq “ EpkqΛpkqEpkqT (8)
where Epkq “ tepkq1 , . . . e
pkq
d u is the eigenvector matrix and Λ “ diagpλ
pkq
1 , . . . , λ
pkq
d q is the matrix of the
eigenvalues in order of decreasing magnitude, i.e., λpkq1 ě . . . ě λ
pkq
d . Following [8], we define r
pkq to
cover 99% of the original spectral information, i.e.,
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Finally, these projected samples are used as new training data for the SVM classifier to evaluate
the results of the SVMsub model.







¨ φpxqq ` b
¸
(12)
where 0 ď αi ď C, with C being the soft margin parameter. As shown in Equation (12), the projected
samples that are used as the input data in our approach are approximately K-dimensional, independent
of the size of the training set. Thus, this constitutes a significant advantage of our method compared
with certain conventional kernel methods, such as those based on Gaussian or polynomial radial
basis functions (RBFs) [33,34]. The pseudocode for the subspace-based SVM algorithm, abbreviated as
SVMsub, is shown in Algorithm 1.
Algorithm 1 SVMsub
Input: The available training data X “ txiu
l
i“1, their class labels ωi, and the test sample set with
class labels represented by y.
for k “ 1 to K do
Upkq ” Ψpxk
lpkq
q (˚ Ψ computes the subspace according to Equations (7)–(9) ˚)
end
for i “ 1 to l do
φpxiq ” Zpxiq (˚ Z computes the projected samples according to Equations (10) and (11) ˚)
end
for i “ 1 to n do
yi “ Υpφpxiqq (˚ Υ computes the SVM results according to Equation (12) ˚)
end
Output: The class labels y.
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3.2. SVMsub-eMRF
Based on the results of SVMsub and the improved version of Platt’s posterior probability [35,36],
the posterior probability distribution of the classified pixels is given by
ppωk|φpxiqq “ ´lnp1` exprA f pφpxiqq ` Bsq (13)
where A and B are the function parameters obtained by minimizing the cross-entropy error function.
Thus, the classic MRF model based on SVMsub can be expressed as follows:




In this paper, we multiply ppxiq by p´ 1q to construct the initial energy function [37] for
the subsequent SA. Thus, a Maximum A Posteriori (MAP) problem is converted into an energy
minimization problem, and the energy function of SVMsub-MRF can be written as follows:




For the replacement of the global spatial weight coefficient β with the local spatial weight
coefficients βi, the eMRF algorithm first uses the minimum noise fraction (MNF) transform [38]
to obtain the first principal component for edge detection using a detector such as the Canny detector
or the Laplacian of Gaussian (LoG) detector [39]. Based on the edge detection results, the eMRF
algorithm considers two thresholds, ρ1 and ρ2, for identifying edges, where ρ1 ă ρ2. As shown in
Figure 3, when the gradient of pixel i is higher than ρ2, it can be concluded that pixel i is located on a
boundary. By contrast, pixel i is located in a homogeneous region when its gradient is lower than ρ1.
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where ρi is the gradient of pixel i and C1 and C2 (C1 ą C2) are the constants that define the best values
of the spatial weight coefficient for a pixel in a homogeneous region and for a pixel on a boundary,









After the normalization to obtain βeMRF, the energy function of SVMsub-eMRF is finally given by




The pseudocode for the subspace-based SVM algorithm combined with the edge-constrained
MRF algorithm, abbreviated as SVMsub-eMRF, is shown in Algorithm 2.
Algorithm 2 SVMsub-eMRF
Input: The available training data X “ txiu
l
i“1, their class labels ωi, and the test sample set with
class labels represented by y.
Step 1: Compute the results of SVMsub according to Algorithm 1;
Step 2: Obtain the first principal component using the MNF transform;
Step 3: Detect the edges using the Canny or LoG detector and the results of Step 2;
Step 4: Define the thresholds ρ1 and ρ2 to determine the βi using the results of Step 3 according to
Equations (16) and (17);
Step 5: Determine the final class labels y according to Equation (18);
Output: The class labels y.
3.3. SVMsub-aMRF
To obtain the local spatial weight coefficients βi, the RHI can also be used to estimate the local
spatial variations. The aMRF model first uses the noise-adjusted principal components (NAPC)





where vark represents the class-decision variance of the neighborhood of pixel i as determined by
majority voting rules and vari is the local variance of pixel i [40]. When RHIi is high, it can be
concluded that pixel i is located in a homogeneous region. By contrast, pixel i is on a boundary when
RHIi is low. Therefore, the local spatial weight coefficient βi can be defined as follows:




where β0 is the spatial weight coefficient when vari “ vark; usually, β0 “ 1. For integration with the
spectral term, it also necessary to normalize the spatial weight coefficients, i.e., βaMRF “
βi
n , where n is
the number of pixels in the neighborhood. Thus, the SVMsub-aMRF model is finally given by
ppxiq “ aipkq ` βaMRFbipkq (21)
and the energy function is expressed as
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The pseudocode for the subspace-based SVM algorithm combined with the RHI-based aMRF
algorithm, abbreviated as SVMsub-aMRF, is shown in Algorithm 3.
Algorithm 3 SVMsub-aMRF
Input: The available training data X “ txiu
l
i“1, their class labels ωi, and the test sample set with
class labels represented by y.
Step 1: Compute the results of SVMsub according to Algorithm 1;
Step 2: Obtain the first principal component using the NAPC transform;
Step 3: Calculate the RHIs using the result of Step 1 and Step 2 according to Equation (19);
Step 4: Compute the βi using the results of Step 3 according to Equation (20);
Step 5: Determine the final class labels y according to Equations (21) and (22);
Output: The class labels y.
4. Experiments
In this section, we evaluate the performance of the proposed SVMsub-eMRF and SVMsub-aMRF
algorithms using two widely used hyperspectral data sets, one collected by AVIRIS over the
Indian Pines region in Indiana and the other collected by ROSIS over the University of Pavia
in Italy. The land-cover types in the Indian Pines region mainly consist of vegetation and crops.
By contrast, the University of Pavia landscape is more urban, with several artificial geographical
objects. For comparative purposes, we also consider several other supervised classifiers, such as
MLRsub [10], MLRsub-MRF [16], SVM [3] and SVM-MRF [41], which are well-established techniques
in the domain of spectral and spectral-spatial hyperspectral image classification. To ensure the fairness
of the comparison of these methods, we use the overall accuracy (OA), the κ statistic, the individual
accuracies and the computation time to evaluate the results of the different methods. Moreover, we set
the same threshold parameters to control the loss of spectral information after the subspace projection
of the data for MLRsub and SVMsub. Furthermore, we consider the same initial global spatial weight
for the different MRF-based methods.
It should be noted that all spectral-spatial models considered in our experiments are optimized
using the SA algorithm, which is a common method of minimizing the global energy of MRFs [42].
The Metropolis criterion and cooling schedule were used to control the behavior of the algorithm in
obtaining the approximate global optimal solution. The pseudocode of the SA algorithm is presented
in Algorithm 4.
Algorithm 4 SA Optimization
Input: The available training data X “ txiu
n
i“1, their class labels ωi, and a lowest temperature t.
Step 1: Obtain the initial energy function Epxiq according to the results of SVMsub-eMRF or
SVMsub-aMRF;
Step 2: Randomly vary the classes and calculate a new energy function E1 pxiq;
Step 3: Compute the difference between the results of Step 1 and Step 2: ∆E “ E1 pxiq ´ Epxiq;
Step 4: If ∆E ă 0, replace the class labels with the current ones. Otherwise, leave them unchanged;
Step 5: Return to Step 2 until the predefined lowest temperature t has been reached;
Step 6: Determine the final class labels y;
Output: The class labels y.
4.1. Experiments Using the AVIRIS Indian Pines Data Set
For our first experiment, we used the well-known AVIRIS Indian Pines data set, which was
collected over northwestern Indiana in June of 1992, to compare the proposed models with other
methods. The scene contains 145ˆ 145 pixels, with 220 spectral bands in the spectral range from
0.4 µm to 2.5 µm and a nominal spectral resolution of 10 nm. The ground reference data contain a total
Remote Sens. 2016, 8, 355 10 of 21
of 10,366 samples belonging to 16 mutually exclusive classes. Figure 4a shows a true-color composite
of the image, whereas Figure 4b shows the 16 ground reference object classes.
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In our first two tests, we used two versions of the Indian Pines data, one with all 220 spectral
bands available and the other with only 200 channels after the removal of 20 bands due to noise
and water absorption, to evaluate the performances of the compared methods under different noise
conditions. Specifically, for these tests, 30 samples per class were randomly selected to obtain a total of
480 training samples, which is a very limited training sample size (approximately 2.3% of the total).
Tables 1 and 2 report the results for the two scenarios in terms of the OAs, κ statistic values and







i and set the initial global weight coefficient β to 4.0.
From these two tables, we can make the following observations: (1) SVMsub achieves the
best results when only information from the spectral domain is used, thereby demonstrating the
advantages of the subspace projection technique combined with the SVM classifier; (2) SVM-MRF yields
higher accuracies than SVM, providing further evidence that the integration of spatial and spectral
information via the MRF approach helps to improve the classification accuracy; (3) SVMsub-MRF
achieves better results compared with SVMsub and SVM-MRF, which serves as further proof of the
effectiveness of combining the subspace projection technique with the MRF approach. The same
can be said of the results obtained by MLRsub-MRF and MLRsub; (4) SVMsub-aMRF yields the best
accuracies compared with SVMsub-eMRF and SVMsub-MRF, thereby demonstrating that the adaptive
technique is a powerful means of improving the classification accuracy; (5) SVMsub-aMRF achieves
superior results compared with MLRsub-aMRF, thereby proving the effectiveness and robustness of the
proposed method. In general, SVMsub-eMRF achieves excellent accuracies, with OAs of 90.57% and
87.16%. SVMsub-aMRF achieves the best accuracies in both scenarios, with OAs of 91.22% and 88.04%,
respectively. Notably, the average individual accuracies of SVMsub-aMRF and SVMsub-eMRF are also
generally superior to those of the other methods. Figure 5 shows the classification and segmentation
maps produced by the methods listed in Table 1.
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Table 1. Overall and average class accuracies and κ statistic values obtained for the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Indian Pines data set
using 220 spectral bands and a training sample size of 30 samples per class. The best results are highlighted in bold typeface.
Class Samp-les
Spectral Space Spectral-Spatial Space
SVM MLRsub SVMsub SVM-MRF MLRsub-MRF MLRsub-aMRF SVMsub-MRF SVMsub-eMRF SVMsub-aMRF
Alfalfa 54 78.75% 85.83% 87.92% 100.00% 98.15% 98.15% 98.15% 98.15% 98.15%
Corn-no till 1434 40.44% 64.22% 67.73% 59.27% 86.12% 91.21% 83.40% 83.33% 84.59%
Corn-min till 834 43.21% 60.99% 67.71% 59.95% 70.74% 84.53% 77.58% 83.21% 80.22%
Corn 234 66.39% 77.60% 86.14% 99.57% 99.57% 97.86% 100.00% 98.72% 100.00%
Grass/pasture 497 75.22% 84.07% 87.47% 89.54% 93.36% 91.55% 92.56% 94.77% 95.98%
Grass/tree 747 77.26% 91.82% 92.80% 99.33% 97.99% 98.39% 97.59% 97.59% 97.99%
Grass/pasture-mowed 26 84.62% 86.15% 87.69% 92.31% 100.00% 92.31% 84.62% 92.31% 96.15%
Hay-windrowed 489 81.15% 95.46% 96.52% 79.75% 99.39% 99.18% 99.18% 98.77% 98.57%
Oats 20 71.00% 94.00% 82.00% 100.00% 100.00% 100.00% 100.00% 90.00% 100.00%
Soybeans-no till 968 51.93% 61.46% 66.88% 76.65% 95.66% 91.53% 93.08% 95.66% 96.69%
Soybeans-min till 2468 52.78% 44.33% 72.16% 64.02% 65.36% 65.36% 84.08% 85.53% 87.60%
Soybeans-clean till 614 50.38% 67.84% 82.35% 72.64% 88.60% 93.97% 95.44% 95.28% 99.19%
Wheat 212 93.25% 99.56% 99.23% 99.53% 100.00% 99.06% 99.53% 99.53% 100.00%
Woods 1294 75.89% 95.59% 90.27% 94.67% 99.15% 99.38% 94.28% 94.74% 96.60%
Bldg-Grass-Tree-Drives 380 50.65% 36.46% 68.87% 77.63% 56.84% 52.37% 90.79% 88.68% 80.79%
Stone-steel towers 95 96.30% 90.73% 91.51% 96.84% 100.00% 100.00% 97.89% 98.95% 97.89%
Overall accuracy κ statistic 58.47% 67.62% 77.78% 75.72% 84.20% 85.66% 89.49% 90.57% 91.22%
0.53 0.64 0.75 0.73 0.82 0.84 0.88 0.89 0.90
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Table 2. Overall and average class accuracies and κ statistic values obtained for the AVIRIS Indian Pines data set using 200 spectral bands and a training sample size of
30 samples per class. The best results are highlighted in bold typeface.
Class Samp-les
Spectral Space Spectral-Spatial Space
SVM MLRsub SVMsub SVM-MRF MLRsub-MRF MLRsub-aMRF SVMsub-MRF SVMsub-eMRF SVMsub-aMRF
Alfalfa 54 91.59% 78.99% 89.89% 98.15% 98.15% 98.15% 94.44% 96.30% 96.30%
Corn-no till 1434 55.82% 56.85% 66.84% 60.11% 68.34% 67.99% 72.87% 72.52% 75.45%
Corn-min till 834 58.60% 61.22% 72.21% 76.98% 80.22% 83.69% 85.73% 90.41% 91.13%
Corn 234 76.98% 70.74% 86.53% 97.44% 94.87% 97.01% 99.57% 97.44% 98.72%
Grass/pasture 497 86.64% 84.75% 89.86% 93.76% 95.17% 97.18% 90.34% 93.36% 95.77%
Grass/tree 747 85.92% 90.43% 94.85% 93.71% 98.13% 99.33% 98.80% 99.06% 99.20%
Grass/pasture-mowed 26 92.31% 90.77% 90.77% 100.00% 100.00% 100.00% 96.15% 100.00% 100.00%
Hay-windrowed 489 92.28% 95.48% 96.14% 98.77% 99.18% 99.18% 99.18% 98.16% 98.57%
Oats 20 88.00% 88.00% 86.00% 100.00% 100.00% 100.00% 50.00% 100.00% 90.00%
Soybeans-no till 968 69.47% 59.26% 72.70% 77.38% 79.75% 87.29% 90.08% 91.43% 88.02%
Soybeans-min till 2468 65.35% 44.70% 67.50% 85.78% 62.60% 64.14% 77.19% 77.39% 78.73%
Soybeans-clean till 614 62.85% 66.76% 82.20% 83.22% 74.92% 69.06% 96.25% 94.46% 98.21%
Wheat 212 95.91% 99.45% 99.45% 100.00% 99.53% 99.53% 100.00% 99.53% 99.53%
Woods 1294 85.98% 85.28% 91.38% 89.10% 97.76% 96.06% 98.22% 97.53% 97.84%
Bldg-Grass-Tree-Drives 380 60.62% 45.39% 61.71% 83.95% 61.05% 71.84% 67.11% 76.05% 76.32%
Stone-steel towers 95 96.28% 91.32% 91.01% 100.00% 100.00% 100.00% 97.89% 98.95% 98.95%
Overall accuracy κ statistic 71.01% 65.19% 77.56% 83.31% 79.51% 80.87% 86.34% 87.16% 88.04%
0.67 0.61 0.75 0.81 0.77 0.78 0.85 0.86 0.86
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In our second test using the AVIRIS Indian Pines data set, we analyzed the performances of 
our methods compared with those of other spectral-spatial classifiers using different numbers of 
samples. To evaluate the sensitivity to the number of samples, we generated the training sets by 
randomly selecting 10, 15, 20, 25, 30, 35, 40, 45 and 50 labeled samples per class. Table 3 reports the 
Figure 5. Classification/segmentation maps produced by the various tested methods for the AVIRIS
Indian Pines scene (overall accuracies are reported in parentheses). (a) SV (58.47%); (b) LRsub
(67.62%); (c) SVMsub (77.78%); (d) SVM-MRF (75.72%); (e) MLRsub-MRF (84.20%); (f) MLRsub-aMRF
(85.66%); (g) SV sub-MRF (89.49%); (h) SVMsub-eMRF (90.57 ); (i) SVMsub-aMRF (91.22%).
In our second test using the AVIRIS Indian Pines data set, we analyzed the performances of
our methods compared with those of other spectral-spatial classifiers using different numbers of
samples. To evaluate the sensitivity to the number of samples, we generated the training sets by
randomly selecting 10, 15, 20, 25, 30, 35, 40, 45 and 50 labeled samples per class. Table 3 reports
the obtained values of the OA, the κ statistic and the computational cost, including both training
and testing times. This comparison yields similar conclusions to those drawn from the first two
tests presented above: (1) SVMsub-MRF achieves better results than SVM-MRF (by approximately
10% in each group); (2) SVMsub-aMRF yields higher accuracies compared with SVMsub-eMRF and
SVMsub-MRF. Additionally, MLRsub-aMRF performs better than MLRsub-MRF; (3) SVMsub-aMRF
yields the best accuracies among all methods in each group; for example, this method achieves an OA
of 93.03% and a κ value of 0.92 in the group corresponding to 900 labeled samples (approximately 50
samples per class). This experiment again proves that our proposed method is robust and reliable.
In addition, it should be noted that the computational costs of the models integrated with a subspace
projection method are generally less than those of the other methods, even when a large number
of training samples are used. Figure 6 shows the OA results obtained by the various methods as a
function of the number of labeled samples per class.
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Table 3. Overall classification accuracies (in percent) and κ statistic values obtained by the various
tested methods for the AVIRIS Indian Pines scene using different numbers of training samples. The
computational costs (in parentheses) are also presented. Both the total number of samples used and the

























































































































κ statistic 0.8164 0.8708 0.8957 0.9011 0.9088 0.9195
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Figure 6. Overall accuracy results as a function of the number of labeled samples for the Indian Pines
data set.
4.2. Experiments Using the ROSIS University of Pavia Data Set
In our second experiment, we used the real hyperspectral data set collected in 2001 by ROSIS
over the University of Pavia in Italy. The ROSIS optical sensor provides up to 115 bands with a
spectral range coverage ranging rom 0.43 µm o 0.86 µm. The size of the University of Pavia image is
610 ˆ 340 pixels, with 103 spectral bands after the removal of 12 bands of noise and ater absorption.
The ground reference data contain a total of 3921 training samples and 42,776 test samples belonging
to nine classes. Figure 7a shows a true-color composite of the image, whereas Figure 7b shows the nine
ground reference classes corresponding to the detailed features in the image.
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Figure 7. (a) True-color composite of the Reflective Optics Spectrographic Imaging System (ROSIS)
Pavia scene; (b) Ground reference map containing nine mutually exclusive land-cover classes.
In our first test using the University of Pavia data set, we used 20 training samples per class, for a
total of 180 training samples, which is a relatively small number. Table 4 reports the OA, κ statistic and
individual accuracy results after twenty Monte Carlo runs. For this comparison, we again defined rpkq






i and set the global weight coefficient β to 4.0. From the results, we obtain very
similar conclusions to those obtained using the AVIRIS Indian Pines data set: (1) SVMsub achieves the
best accuracy compared with SVM and MLRsub, with an OA of 71.38%; (2) SVMsub-eMRF provides a
considerable improvement, with an OA of 79.84%, whereas SVMsub-aMRF yields the best accuracy
in the spectral-spatial domain, with an OA of 81.94%. Likewise, the average individual accuracies of
SVMsub-aMRF and SVMsub-eMRF are generally higher than those of the other approaches. Figure 8
shows the classification and segmentation maps produced by the aforementioned methods.
In our second test using the University of Pavia data set, we again analyzed the performances
of the methods in the spectral-spatial domain using different numbers of training samples. We used
approximately the same number of training samples per class (except for those classes that are very
small) to generate a total of nine sets of training samples ranging in size from 180 to 900 samples.
Table 5 reports the obtained values of the OA, the κ statistic and the computational cost. As shown
in Table 5, SVMsub-aMRF yields the best accuracies compared with the other methods for each set.
For instance, SVMsub-eMRF and SVMsub-aMRF achieve OAs of 92.61% and 93.50%, respectively,
in the group corresponding to 900 labeled samples (approximately 35 samples per class). Figure 9
shows the OA results obtained by the various methods as a function of the number of labeled samples.
Similar conclusions obtained in all cases for different types of images under different conditions further
prove the effectiveness and robustness of our proposed method.
As shown in Table 5, the proposed method is insensitive to the number of training samples used.
In other words, its accuracy can be guaranteed even when only a limited number of training samples
are used, and the computation time will not be too high even with a large training set. We note that
the number of training samples used should be adjusted depending on the application. It is suggested
that a relatively large training set can be adopted for improved accuracy because the resulting increase
in computation time is minimal.
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Table 4. Overall, average, and individual class accuracies (in percent) and κ statistic values obtained for the Reflective Optics Spectrographic Imaging System (ROSIS)
University of Pavia data set with a training sample size of 20 samples per class. The best results are highlighted in bold typeface.
Class
Samples Spectral Space Spectral-Spatial Space
Train Test SVM MLR-sub SVM-sub SVM-MRF MLRsub-MRF MLRsub-aMRF SVMsub-MRF SVMsub-eMRF SVMsub-aMRF
Alfalfa 540 6631 63.64% 43.01% 63.52% 76.05% 66.75% 73.15% 70.96% 73.16% 83.60%
Bare soil 548 18,649 57.86% 71.11% 61.82% 60.19% 69.25% 69.90% 68.61% 69.13% 69.08%
Bitumen 392 2099 82.28% 62.12% 85.99% 88.49% 44.27% 37.70% 95.20% 91.84% 97.15%
Bricks 524 3064 97.00% 91.25% 96.38% 97.35% 97.06% 96.77% 96.27% 95.05% 93.60%
Gravel 265 1345 99.41% 98.66% 98.96% 99.85% 99.13% 99.78% 99.64% 98.77% 99.71%
Meadows 532 5029 72.72% 62.95% 77.49% 82.92% 77.06% 68.95% 86.93% 87.79% 90.73%
Metal sheets 375 1330 91.05% 84.51% 80.00% 97.20% 91.67% 97.27% 91.52% 91.96% 96.31%
Shadows 514 3682 80.28% 49.29% 76.10% 91.49% 68.51% 74.45% 93.37% 96.31% 94.46%
Trees 231 947 99.89% 100.00% 99.58% 99.81% 100.00% 100.00% 99.71% 99.42% 94.46%
Overall accuracy κ statistic 69.70% 66.84% 71.38% 75.71% 72.97% 73.67% 79.20% 79.84% 81.94%
0.63 0.58 0.65 0.70 0.66 0.67 0.74 0.75 0.78
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Figure 8. Classification/segmentation maps produced by the various tested methods for the ROSIS 
University of Pavia scene (overall accuracies are reported in parentheses). (a) SVM (69.70%);  
(b) MLRsub (66.84%); (c) SVMsub (71.38%); (d) SVM-MRF (75.71%); (e) MLRsub-MRF (72.97%);  
(f) MLRsub-aMRF (73.67%); (g) SVMsub-MRF (79.20%); (h) SVMsub-eMRF (79.84%);  
(i) SVMsub-aMRF (81.94%). 
As shown in Table 5, the proposed method is insensitive to the number of training samples 
used. In other words, its accuracy can be guaranteed even when only a limited number of training 
Figure 8. Classification/segmentation maps produced by the various tested methods for the ROSIS
University of Pavia scene (overall accuracies are reported in parentheses). (a) SVM (69.70%); (b) MLRsub
(66.84%); (c) SVMsub (71.38%); (d) SVM-MRF (75.71%); (e) MLRsub-MRF (72.97%); (f) MLRsub-aMRF
(73.67%); (g) SVMsub-MRF (79.20%); (h) SVMsub-eMRF (79.84%); (i) SVMsub-aMRF (81.94%).
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Table 5. Overall classification accuracies (in percent) and κ statistic values obtained by the various
tested methods for the ROSIS University of Pavia data set scene using different numbers of training
samples. The computational costs (in parentheses) are also presented. Both the total number of samples

























































































































κ statistic 0.8400 0.7977 0.8051 0.9036 0.9048 0.9162
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Figure 9. Overall accuracy results as a function of the number of labeled samples per class for the 
University of Pavia data set. 
5. Conclusions 
i . ll lt ti t l l l l t
i rsit f i t s t.
Conclusions
The classification of hyperspectral images faces various challenges related to the Hughes
phenomenon, mixed pixels, noise and so on. Several techniques have been exploited to address
these problems based on data from different domains. In the spectral domain, the subspace projection
algorithm has proven to be an effective method of coping with the imbalance between the high
dimensionality of the data and the limited number of training samples available. In the spatial domain,
the MRF approach has been shown to be a powerful technique for integrating spatial correlation
information into the posterior probability distribution of the spectral features. Thus, spectral-spatial
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models such as MLRsub-MRF, which combine the information from these two domains, can effectively
improve the classification of hyperspectral images. To obtain classification results with higher accuracy
than that of MLRsub-MRF, new frameworks should allow the further, simultaneous optimization of
spectral and spatial features.
In this paper, we developed two new supervised spectral-spatial hyperspectral image classification
approaches called SVMsub-eMRF and SVMsub-aMRF, which integrate the subspace-based SVM
classification method with an adaptive MRF approach. By projecting the original data to a
class-independent subspace representation, the proposed methods use adaptive MRFs to revise the
MAP results of the SVM classifier based on the projected samples, including the optimization of the
final segmentation results via the SA algorithm. Experiments on two real hyperspectral data sets
demonstrated that the proposed methods not only can cope with the Hughes phenomenon and the
effects of noise and mixed pixels but also are able to discriminatively address the relationships exhibited
by pixels in homogeneous regions or on boundaries with a low computational cost. Moreover, the
classification results of the proposed methods demonstrate considerable advantages compared with
those of other models. In our future work, we will focus on the application of superpixels in the
existing framework and test the proposed algorithms using additional hyperspectral images.
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Abbreviations
The following abbreviations are used in this manuscript:
SVM Support Vector Machine
MRF Markov Random Field
SA Simulated Annealing
MLR Multinomial Logistic Regression
SVMsub Subspace-based SVM
MLRsub Subspace-based MLR
RHI Relative Homogeneity Index
MAP Maximum A Posteriori
eMRF Edge-constrained MRF
aMRF RHI-based Adaptive MRF
NAPC Noise-Adjusted Principal Components
RBF Radial Basis Function
MNF Minimum Noise Fraction
LoG Laplacian of Gaussian
OA Overall Accuracy
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