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Abstract This work is devoted to the investigation of the most probable tran-
sition time between metastable states for stochastic dynamical systems. Such
a system is modeled by a stochastic differential equation with non-vanishing
Brownian noise, and is restricted in a domain with absorbing boundary. In-
stead of minimizing the Onsager-Machlup action functional, we examine the
maximum probability that the solution process of the system stays in a neigh-
borhood (or a tube) of a transition path, in order to characterize the most
probable transition path. We first establish the exponential decay lower bound
and a power law decay upper bound for the maximum of this probability. Based
on these estimates, we further derive the lower and upper bounds for the most
probable transition time, under suitable conditions. Finally, we illustrate our
results in simple stochastic dynamical systems, and highlight the relation with
some relevant works.
Keywords Stochastic differential equations · Most probable transition time ·
Onsager-Machlup action functional · Metastable states · Rare events
1 Introduction
Stochastic differential equations (SDEs) are models for complex phenomena
in physical, chemical, biological, and engineering systems under random fluc-
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tuations. In particular, transition phenomena between dynamically significant
states, such as climate change and gene transcription, occur under the interac-
tion of nonlinearity and uncertainty. It has been an interesting issue to quantify
the transition behavior between two metastable states for stochastic dynami-
cal systems. Indeed, this has been actively investigated [1,2,3,4,5,6,7,8,9,10,
11,12,13,14,15,16]. The Onsager-Machlup method and the related Path Inte-
grals formulation have been set up to study this problem through minimizing
a so-called Onsager-Machlup action functional. It is difficult to predict and de-
scribe state changes or transitions in, for example, climate systems and Arctic
sea [17,18,19]. It was reported [21,22] that transition phenomena in climate
systems complete in finite (or even relatively short) time scales. In molecule
dynamics, the transitions between two molecule states (or protein configura-
tions) may occur in finite or short time [23,24]. In gene regulation systems,
transitions between different concentration levels of transcription factors may
happen frequently [25,26].
Therefore, as a part of investigation on the transition pathways, it is crucial
to characterize the transition time. The purpose of this paper is to estimate
the most probable transition time.
We consider the following SDE on a domain D in Euclidean space Rk:
dXt = b(Xt)dt+ c dBt, t ≥ 0. (1.1)
The domain D is open, bounded, connected and is taken to have absorbing
boundary. Here Bt is a standard Brownian motion in R
k. The noise intensity
c is a positive constant. We assume that the drift term b(x) is in the space
C2(Rk) of functions having all continuous derivatives of order up to 2. Let x0
and xf be two distinct metastable states of the system (1.1): b(x0) = 0 and
b(xf ) = 0.
For system (1.1) with a given transition time T , this is the usual setup
for studying transition paths between two metastable states [1,20]: Among
all possible smooth paths connecting two metastable states (X0 = x0 and
XT = xf ), which one is the most probable for the solution process of (1.1)?
The solution process of system (1.1) is almost surely nowhere differentiable.
So to quantify which smooth path is the most probable one, an usual way is
to compare the probabilities that the solution process stays in the neighbor-
hood or ‘tube’ of such a smooth path. It was proved in [1,14,15,20] that, the
probability of the solution process of (1.1) in a tube of a smooth path ψ(t), as
the tube size scaling δ → 0, is
Px0{‖Xt − ψ(t)‖T < δ} ≈ exp(−S
OM
T (ψ)
c2
) · Px0{‖Bct − x0‖T < δ}, (1.2)
where Px0 denotes the probability conditional on the initial position X0 = x0,
| · | is the Euclidean norm, and ‖ · ‖T is the uniform norm:
‖ψ(t)‖T = sup
0≤t≤T
|ψ(t)|. (1.3)
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Here Bct = c(Bt − B0) + x0 ( a shifted Brownian motion with magnitude c).
The Onsager-Machlup (OM) action functional is
SOMT (ψ) =
1
2
∫ T
0
[〈ψ˙(t)− b(ψ(t)), (ψ˙(t)− b(ψ(t)))〉+ c2∇ · b(ψ(t))]dt, (1.4)
where 〈·, ·〉 denotes the Euclidean scalar product in Rk. The ‘tube probability’
estimate (1.2) shows that for a given transition time T , in order to compare
the probabilities that the solution process of (1.1) stays in the neighborhood
of a smooth path, it can be approximately performed by comparing their
corresponding OM action functionals. Thus the most probable transition
path, when the transition time T is given or known, is defined as the one
which minimizes the OM action functional among a class of smooth paths [1,
14,15,20]:
sup
ψ∈C¯D([0,T ],x0,xf )
Px0{‖Xt − ψ(t)‖T < δ}
≈ sup
ψ∈C¯D([0,T ],x0,xf )
exp(−S
OM
T (ψ)
c2
) · Px0{‖Bct − x0‖T < δ}
= exp{− 1
c2
inf
ψ∈C¯D([0,T ],x0,xf )
SOMT (ψ)} · Px0{‖Bct − x0‖T < δ},
(1.5)
where C¯D([0, T ], x0, xf ) denotes the space of all absolutely continuous func-
tions g : [0, T ] → D such that g(0) = x0 and g(T ) = xf . As the two
metastable states x0 and xf are given, we use the notation C¯D[0, T ] to de-
note C¯D([0, T ], x0, xf ). Note that when the transition time T is known, the
factor Px0{‖Bct − x0‖T < δ} in (1.5) does not affect the minimization.
The aforementioned works focus on the case that the transition time T
is known. However, the transition time T varies or is not known in advance
in many stochastic dynamical systems in mathematical modeling. It is thus
desirable to estimate the transition time T . Hence we aim to investigate the
following double optimization problem on the tube probability, pro-
vided the tube size δ satisfies the appropriate condition 0 < δ < |xf − x0|:
sup
T>0
sup
ψ∈C¯D([0,T ])
Px0{‖Xt − ψ(t)‖T < δ}. (1.6)
The most probable transition time for the stochastic dynamical system
(1.1) transits from metastable state x0 to another metastable state xf is de-
fined as the time at which this double optimization problem achieves its double
maximum value. The corresponding most probable transition path may
be regarded as global. We denote the most probable transition time as T δx0→xf .
This paper is organized as follows. After recalling some preliminaries (Sec-
tion 2), we investigate the probability that the solution process of the SDE
stays in a neighborhood of a smooth path (Section 3,). We establish the expo-
nential decay lower bound and power law decay upper bound of the maximum
of the probability for a class of transition paths. Furthermore, we derive the
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bounds for the most probable transition time. Then we present two examples
to illustrate our results (Section 4). Finally, in Section 5, we summarize our
main results, and discuss the connection and difference between our work and
some relevant works.
2 Preliminaries
For simplicity, we consider one dimensional case (in real line R) from now
on. We first recall some basic concepts about Brownian motion and Wiener
measure induced by an SDE. Then we prove results about approximation of
this Wiener measure on cylinder sets, and exit properties for the solution paths
of the SDE.
2.1 Brownian motion
Definition 1 A stochastic process {Bt(w) : t ≥ 0} defined on a probability
space (Ω,F ,P) is called a Brownian motion or a Wiener process if the following
conditions hold:
1. B0=0 (a.s.);
2. The paths t→ Bt(w) are continuous, a.s.;
3. Bt has independent increments, i.e., if 0 ≤ t1 < t2 < · · · < tn, then the
random variables Bt2 −Bt1 , · · · , Btn −Btn−1 are independent.
4. Bt has stationary increments that are Guassian distributed, i.e., Bt(w) −
Bs(w) has the normal distribution with mean 0 and variance t−s. Namely,
Bt(w)−Bs(w) ∼ N (0, t− s) for any 0 ≤ s < t.
In particular, c (Bt(w)−Bs(w)) ∼ N (0, c2(t− s)), for a positive constant c.
2.2 Measure induced by the solution process
Let Xt denote a nonexploding diffusion process on [0, T ] defined by the scalar
stochastic differential equation in the probability space (Ω,F ,P)
dXt = b(Xt)dt+ c dBt, X0 = x0 ∈ R. (2.1)
The space of paths of such a diffusion process is the space C([0, T ], x0) of
continuous functions
C([0, T ], x0) = {ψ(t)|ψ : [0, T ]→ R, ψ(t) is continuous, ψ(0) = x0}, (2.2)
with the uniform norm ‖ · ‖T
‖ψ‖T = sup
t∈[0,T ]
|ψ(t)|, ψ(t) ∈ C([0, T ], x0). (2.3)
In this norm, we have the Borel field Bx0[0,T ] of C([0, T ], x0).
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A subset In of C([0, T ], x0) in the following form is called an n-dimensional
cylinder set:
In = {ψ ∈ C([0, T ], x0)|(ψ(t1), · · · , ψ(tn)) ∈ H}, (2.4)
where 0 < t1 < · · · < tn ≤ T and H is a Borel set in n-dimensional Euclidean
space. The collection of all n-dimensional cylinder sets is a σ-field and the
class of all finite-dimensional cylinder sets is a field, which is denoted by I. It
is known that the σ-field σ(I), generated by I, is the Borel field Bx0[0,T ]. That
is, σ(I) = Bx0[0,T ].
The measure µX on B
x0
[0,T ] induced by the solution process Xt of the SDE
(2.1) is defined by
µX(B) = Px0({w ∈ Ω| Xt(w) ∈ B}), B ∈ Bx0[0,T ]. (2.5)
Recall that such a measure induced by Brownian motion Bt is the Wiener mea-
sure. For convenience, we also call µX the Wiener measure induced by solution
process Xt. Let KT (ψ, δ) = {x ∈ C([0, T ], x0)| ‖x−ψ‖T < δ} denote the tube
of a path ψ with tube size δ (i.e. neighborhood size), for ψ ∈ C([0, T ], x0).
Thus the probability that the solution process of (2.1) stays in the δ-tube of
a smooth path ψ ∈ C¯([0, T ], x0) is µX(KT (ψ, δ)).
Remark 1 By the definition (2.5), the tube probability in the double optimiza-
tion problem (1.6) will be estimated via the Wiener measure µX for the rest
of this paper.
We start with the following lemma.
Lemma 1 (Approximation on cylinder sets for the measure µX of a tube)
For a fixed transition time T , a smooth path ψ ∈ C([0, T ], x0) and a tube size
δ, there exists a sequence of sets {Jn}∞n=1 in the field I, such that
µX(KT (ψ, δ)) = lim
n→∞P
x0(Jn). (2.6)
Proof. Let Q be the countable set of rational numbers in R. So for a fixed
transition time T > 0, the set Q ∩ [0, T ] is also countable. Define
Q ∩ [0, T ] = {q0, q1, · · · , qn, · · · }. (2.7)
If T is a rational number, we switch the positions of 0 and T with the ones
of q0 and q1 respectly and still represent the sequence as {q0 = 0, q1 =
T, q2 · · · , qn, · · · }. If T is an irrational number we switch the position of 0
with the one of q0 and add T into the sequence and denote the sequence as
the same representation {q0 = 0, q1 = T, q2 · · · , qn, · · · }.
Introduce the subsets
On = {q0, q1, · · · , qn},
Jn = {Xt ∈ C([0, T ], x0)| |Xq − ψ(q)| < δ, ∀q ∈ On} ⊂ I.
(2.8)
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Note that {Jn}∞n=1 is a decreasing sequence. Recall that the solution process
of (2.1) is almost surely continuous. So
µX(KT (ψ, δ))
=Px0({w ∈ Ω| sup
t∈[0,T ]
|Xt(w)− ψ(t)| < δ})
=Px0({w ∈ Ω| sup
t∈Q∩[0,T ]
|Xt(w)− ψ(t)| < δ})
=Px0(∩∞n=1Jn)
= lim
n→∞P
x0(Jn).
(2.9)
This completes the proof of this lemma. 
2.3 Non-exit probability and mean exit time of a diffusion process
In this subsection, we discuss the probability that a diffusion process Bct =
c(Bt − B0) (where Bt is a standard Brownian motion and c is a positive
constant) stays in the δ-tube of the origin 0 during the time period [0, T ]. This
probability was studied in Lemma 8.1 of [20] with unit noise intensity. We
need to obtain the probability for different noise intensity.
Define G = {x ∈ R| |x| < 1} and τxG(Bct ) = inf{t| Bct /∈ G, Bc0 = x ∈
G}. By [41], it is known that τxG(Bct ) is a stopping time. Then u(t, x) =
Ex[f(Bct )I{τxG(Bct )>t}] (here Ex denotes the expectation with respect to the
probability Px), x ∈ G, t > 0, is the solution of the initial value problem{
∂u
∂t =
1
2c
2∆u, u ∈ G,
u|∂G = 0, u|t=0 = f.
(2.10)
Consequently
u(t, x) =
∞∑
n=1
e−λntϕn(x)
∫
G
ϕn(y)f(y)dy, (2.11)
where 0 < λ0 < λ1 ≤ λ2 ≤ · · · are eigenvalues and {ϕn(x)} are corresponding
eigenfunctions of the eigenvalue problem{
1
2c
24ϕ+ λϕ = 0 in G,
ϕ|∂G = 0.
(2.12)
The eigenfunctions (which need to be nonzero) are {sin(mpix)}∞m=1 and {cos((m+
1
2 )pix)}∞m=0, with the corresponding eigenvalues
{ (mpi)
2
2
c2}∞m=1, {
[(m+ 12 )pi]
2
2
c2}∞m=0.
The set of normalized eigenfunctions form an orthonormal basis for the Hilbert
space H = L2(−1, 1).
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In particular,
µBc(KT (0, δ))
=Px0({w ∈ Ω| Bct (w) ∈ KT (0, δ)})
=Px0(‖Bct − 0‖T < δ)
=
∞∑
n=0
e−λnT/δ
2
ϕn(0)
∫
G
ϕn(y)dy
=
∞∑
n=0
(−1)n4
(2n+ 1)pi
exp{− (2n+ 1)
2pi2c2T
8δ2
}.
(2.13)
Now we turn to discuss the mean exit time of system (1.1). The following
lemma from [28,41] is needed later.
Lemma 2 (Mean exit time) The mean exit time u(x) = EτxD(Xt) of the
stochastic system (1.1) with c = 1, for an orbit (i.e., a trajectory) starting
at x ∈ D, satisfies the following elliptic partial differential equation
Au = −1, u|∂D = 0, (2.14)
where ∂D is the boundary of D and A is the generator
Au = b · ∇u+ 1
2
4u. (2.15)
Moreover, if the domain D has C2,γ boundary and the drift b is in Cγ(D) for
some γ ∈ (0, 1), then the mean exit time u uniquely exists and is in C2,γ(D).
Recall that Cγ(D) is the Ho¨lder space consisting of functions in D which
are locally Ho¨lder continuous with exponent γ. In particular, Ho¨lder space
C2,γ(D) is the subspace of C2(D) consisting of functions whose second order
derivatives are locally Ho¨lder continuous with exponent γ. A bounded domain
D is called a C2,γ domain if each point of its boundary ∂D has a neighborhood
in which ∂D is the graph of a C2,γ function. We also say that D has a C2,γ
boundary.
3 Bounds for the Most Probable Transition Time
In this section, without loss of generality, we take domain D = {x ∈ R| |x −
x0| < l}, with l a large enough positive constant (such that |xf −x0|  l). For
a given tube size δ, the upper and lower bounds of supψ∈C¯D[0,T ] µX(KT (ψ, δ))
are estimated in the following two subsections. Then we establish the bounds
for the most probable transition time in Subsections 3.3. Finally, we examine
the connection between the double optimization problems on the tube proba-
bility (1.6) and on the OM action functional SOMT (ψ), in Subsection 3.4.
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3.1 Upper bound of supψ∈C¯D[0,T ] µX(KT (ψ, δ))
Define an ‘enlarged’ set D∗ = {x ∈ R| |x−x0| < l+δ} and let τx0D∗ be the first
time that the solution process Xt of system (2.1) escapes from the domain D
∗:
τx0D∗ = inf{t > 0|X0 = x0, Xt ∈ ∂D∗}. (3.1)
For every time instant t > 0,
Eτx0D∗ =
∫
Ω
τx0D∗(w)dPx0(w)
=
∫
{τx0
D∗ (w)≤t}
τx0D∗(w)dPx0(w) +
∫
{τx0
D∗ (w)>t}
τx0D∗(w)dPx0(w)
≥
∫
{τx0
D∗ (w)≤t}
τx0D∗(w)dPx0(w) +
∫
{τx0
D∗ (w)>t}
tdPx0(w)
=
∫
{τx0
D∗ (w)≤t}
τx0D∗(w)dPx0(w) + tPx0(w|τx0D∗(w) > t).
(3.2)
According to Lemma 2 and the regularities of the domain D∗ and the drift
term b(x), we know that Eτx0D∗ is finite. Letting t tend to infinity, we obtain
that
lim
t→∞ tP
x0(w|τx0D∗(w) > t) = 0. (3.3)
So for a positive constant , there exists a positive constant t such that for
any t > t:
tPx0(w|τx0D∗(w) > t) < ⇒ Px0(w|τx0D∗(w) > t) <

t
. (3.4)
Notice that for every ψ ∈ C¯D([0, T ]) with T > t,
µX(KT (ψ, δ))
=Px0(w| |Xt(w)− ψ(t)| < δ, ∀t ∈ [0, T ])
≤Px0(w| |Xt(w)− x0| < |ψ(t)− x0|+ δ, ∀t ∈ [0, T ])
≤Px0(w| |Xt(w)− x0| < l + δ, ∀t ∈ [0, T ])
=Px0(w| Xt(w) ∈ D∗,∀t ∈ [0, T ])
≤Px0(w| τx0D∗(w) > T )
<

T
.
(3.5)
Thus for T > t,
sup
ψ∈C¯D[0,T ]
µX(KT (ψ, δ)) ≤ 
T
. (3.6)
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3.2 Lower bound of supψ∈C¯D[0,T ] µX(KT (ψ, δ))
Now we discretize Xt of (2.1) in the following way:{
Xi −Xi−1 = [κb(Xi) + (1− κ)b(Xi−1)]∆t+ c(Bi −Bi−1), i = 1, · · ·n,
X0 = x0,
(3.7)
For simplicity we consider the following discretized version which has the same
distribution of (3.7):{
Xi −Xi−1 = [κb(Xi) + (1− κ)b(Xi−1)]∆t+Bci −Bci−1, i = 0, 1, · · ·n,
X0 = x0,
(3.8)
where (Bct (w) − Bcs(w)) ∼ N (0, c2(t − s)) and the time partition is Πn: 0 =
t0 < t1 = · · · < tn = T and κ ∈ [0, 1]. For every ψ ∈ C2D[0, T ] := {ψ ∈
CD[0, T ]|ψ has all continuous derivatives of order no more than 2}, and using
Lemma 1, the probability µX(KT (ψ, δ)) is calculated in the following way (for
every On in Lemma 1, we reorder the elements of On from small to large and
use the new sequence for the time partition Πn):
µX(KT (ψ, δ))
=µX( sup
t∈[0,T ]
|Xt − ψt| < δ)
= lim
n→∞P
x0 (w|{Xt0 , Xt1 , · · · , Xtn} ∈ In)
= lim
n→∞
∫
{{Bci } s.t. {Xt0 ,Xt1 ,··· ,Xtn}∈In}
DcnBc exp{−
1
2
n∑
i=1
(Bci −Bci−1)2
c2∆t
}
= lim
n→∞
∫
{|xi−ψi|<δ}
Dcnx exp{−
n∑
i=1
[
(xi − xi−1 − [κb(xi) + (1− κ)b(xi−1)]∆t)2
2c2∆t
]}
·
n∏
i=1
(1 + κb′(xi)∆t)
= lim
n→∞
∫
{|yi|<δ}
Dcny
n∏
i=1
(1 + κb′(yi + ψi)∆t)
· exp{−1
2
n∑
i=1
[
(yi − yi−1 + ψi − ψi−1 − [κb(yi + ψi) + (1− κ)b(yi−1 + ψi−1)]∆t)2
c2∆t
]}
=
∫
|y|<δ
Dcy exp{−1
2
∫ T
0
[
(y˙ + ψ˙ − b(y + ψ))2
c2
+ 2κb′(y + ψ)]dt}
=
∫
|y|<δ
Dcy exp{U(y + ψ)|
T
0
c2
− 1
2
∫ T
0
[
y˙2 + 2y˙ψ˙ + ψ˙2 + b2(y + ψ)
c2
+ 2κb′(y + ψ)]dt}
= exp{− 1
2c2
∫ T
0
[(ψ˙ − b(ψ))2 + 2κc2b′(ψ)]dt}
∫
|y|<δ
Dcy exp{ (U(y(T ) + xf )− U(xf ))
c2
−
∫ T
0
[
y˙2 + 2y˙ψ˙ + b2(y + ψ)− b2(ψ)
2c2
+ κ(b′(y + ψ)− b′(ψ))]dt},
(3.9)
where In = (ψt0 − δ, ψt0 + δ)× (ψt1 − δ, ψt1 + δ)× · · · × (ψtn − δ, ψtn + δ) and
DcnBc =
∏n
i=1
dBci√
2pic2∆t
, Dcx = limn→∞
∏n
i=1
dxi√
2pic2∆t
(the notation Dcnx and
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Dcy are defined in a similar way) and
U(x) =
∫ x
x0
b(y)dy. (3.10)
Remark 2 In (3.9) we have used the results of the path integrals method. For
more mathematical details, such as the existence of the limitation and the links
between discrete approximation and continuous functionals, see [30].
For a path ψ ∈ CD([0, T ]), denote that
γ(ψ, δ) :=
⋃
t∈[0,T ]
{x ∈ R| |x− ψ(t)| < δ} ⊆ R,
h0 := sup
|x−xf |<δ
|U(x)− U(xf ))|,
h1(ψ, δ) := sup
x∈γ(ψ,δ)
|b(x)b′(x)|,
h2(ψ, δ) := sup
x∈γ(ψ,δ)
|b′′(x)|.
(3.11)
Now we give the following estimations:
|
∫ T
0
y˙ψ˙dt| =|y(T )ψ˙(T )− y(0)ψ˙(0)−
∫ T
0
yψ¨dt|
=|y(T )ψ˙(T )−
∫ T
0
yψ¨dt| ≤ |ψ˙(T )|δ + ‖ψ¨‖Tδ,
|
∫ T
0
b2(y + ψ)− b2(ψ)dt| =| lim
n→∞
n∑
i=1
[b2(yi−1 + ψi−1)− b2(ψi−1)]∆t|
=| lim
n→∞
n∑
i=1
[2b(θ1i−1yi−1 + ψi−1)b
′(θ1i−1yi−1 + ψ)yi−1]∆t|
≤ lim
n→∞
n∑
i=1
|2b(θ1i−1yi−1 + ψi−1)b′(θ1i−1yi−1 + ψ)yi−1|∆t
≤2h1δ lim
n→∞
n∑
i=1
∆t
=2h1δT,
|
∫ T
0
b′(y + ψ)− b′(ψ)dt| =| lim
n→∞
n∑
i=1
[b′(yi−1 + ψi−1)− b′(ψi−1)]∆t|
=| lim
n→∞
n∑
i=1
[b′′(θ2i−1yi−1 + ψi−1)yi−1]∆t|
≤ lim
n→∞
n∑
i=1
|b′′(θ2i−1yi−1 + ψi−1)yi−1|∆t
≤h2δ lim
n→∞
n∑
i=1
∆t
=h2δT,
(3.12)
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where θji−1 ∈ [0, 1] for j = 1, 2 and i = 1, 2, · · · , n, and we have used the well
known mean value theorem.
Substituting the estimations (3.12) into (3.9), we obtain that
µX(KT (ψ, δ)) ≥ exp{− 1
c2
[|ψ˙(T )|δ + h0 + (h1 + κc2h2 + ‖ψ¨‖)Tδ]}
· exp{− 1
c2
Sκ,cT (ψ)}µBc(KT (0, δ)),
(3.13)
where Sκ,cT (ψ) =
∫ T
0
Lκ,c(ψ, ψ˙)dt =
∫ T
0
1
2 [(ψ˙ − b(ψ))2 + 2κc2b′(ψ)]dt.
Remark 3 When κ = 12 , the functional S
κ,c
T (ψ) is the OM action functional.
The parameter κ sometimes plays an important role in studying the dynamical
behavior of stochastic systems. For example, to describe time-reversible dy-
namics, the effective action based on the symmetrical (Stratonovich’s, κ = 12)
interpretation is applied to the system with additive noise [4,5]. In [31], an
experiment on a Brownian particle near a wall suggests that the system favors
the anti-Itoˆ’s (κ = 1) interpretation rather than the Stratonovich’s, to ensure
the Boltzmann-Gibbs distribution for the final steady state.
To give a clear and intuitive approximate form of the lower bound, we
consider the following family of paths {φT (t)}T>0:
φT (t) =
xf − x0
T
t+ x0, t ∈ [0, T ]. (3.14)
Then we have
sup
ψ∈C¯D[0,T ]
µX(KT (ψ, δ))
≥µX(KT (φT , δ))
≥ exp{− 1
c2
[|φ˙T (T )|δ + h0 + (h1(φT , δ) + κc2h2(φT , δ) + ‖φ¨T ‖)Tδ]}
· exp{− 1
c2
Sκ,cT (φT , φ˙T )}µBc(KT (0, δ))
= exp{−h0
c2
} exp{− 1
c2
[
|xf − x0|
T
δ + (h1(φT , δ) + κc
2h2(φT , δ))Tδ]}
· exp{− 1
c2
Sκ,cT (φT , φ˙T )} exp{ln(µBc(KT (0, δ)))}
:=c0 exp{− 1
c2
Sκ,cT (φT , φ˙T )− c1T + ln(µBc(KT (0, δ)))−
|xf − x0|δ
Tc2
},
(3.15)
where
c0 = exp{−h0
c2
},
c1 =
1
c2
[(h1(φT , δ) + κc
2h2(φT , δ))δ],
(3.16)
are positive constants depending on the tube KT (φT , δ). Notice that all the
paths {φT (t)}T>0 share the same curve in the state space R which means the
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two constants c0, c1 are independent of time T . Here we have used the fact
that xf and x0 are distinct metastable states. Furthermore, we obtain that
c0 exp{− 1
c2
Sκ,cT (φT , φ˙T )− c1T + ln(µBc (KT (0, δ)))−
|xf − x0|δ
Tc2
}
=c0 exp{−1
2
∫ T
0
[
(φ˙T − b(φT ))2
c2
+ 2κb′(φT )]dt− c1T + ln(µBc (KT (0, δ)))
− |xf − x0|δ
Tc2
}
=c0 exp{−1
2
∫ T
0
[
((
xf−x0
T
)− b(φT ))2
c2
+ 2κb′(φT )]dt− c1T + ln(µBc (KT (0, δ)))
− |xf − x0|δ
Tc2
}
=c0 exp{−
(xf − x0)2
2Tc2
+
(xf − x0)
Tc2
∫ T
0
b(φT )dt− 1
2
∫ T
0
[
b2(φT )
c2
+ 2κb′(φT )]dt− c1T
+ ln(µBc (KT (0, δ)))−
|xf − x0|δ
Tc2
}
=c0 exp{−
(xf − x0)2
2Tc2
+
(xf − x0)
c2
∫ 1
0
b(φ1)dt− T
2
∫ 1
0
[
b2(φ1)
c2
+ 2κb′(φ1)]dt− c1T
+ ln(µBc (KT (0, δ)))−
|xf − x0|δ
Tc2
}
=c0 exp{−
(xf − x0)2
2Tc2
+
(xf − x0)
c2
∫ 1
0
b(φ1)dt− T
2
∫ 1
0
b2(φ1)
c2
dt− κT (b(xf )− b(x0))
xf − x0
− c1T + ln(µBc (KT (0, δ)))−
|xf − x0|δ
Tc2
}
=c0 exp{−
(xf − x0)2 + 2|xf − x0|δ
2Tc2
+
(xf − x0)
c2
∫ 1
0
b(φ1)dt− ( 1
2
∫ 1
0
b2(φ1)
c2
dt+ c1)T
+ ln(µBc (KT (0, δ)))}.
(3.17)
Here we use the fact that
φT (t) = φ1(
t
T
), t ∈ [0, T ], (3.18)
and
∫ T
0
b(φT (t))dt = T
∫ T
0
b(φ1(
t
T
))d
t
T
= T
∫ 1
0
b(φ1(t))dt. (3.19)
Notice that the integral term
∫ 1
0
b(φ1)dt is a constant. This lower bound
can be rewritten as
k0 exp{−k1
T
− k2T + ln(µBc(KT (0, δ)))}, (3.20)
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where
k0 =c0 exp{ (xf − x0)
c2
∫ 1
0
b(φ1)dt},
k1 =
(xf − x0)2 + 2|xf − x0|δ
2c2
,
k2 =(
1
2
∫ 1
0
b2(φ1)
c2
dt+ c1).
(3.21)
3.3 Estimation of the most probable transition time
We now summarise the estimation on the most probable transition time in the
following theorem.
Theorem 1 (Upper and lower bounds of the most probable transition time)
For the stochastic dynamical system (2.1) in a bounded domain D with C2,γ
boundary, assume that the drift b is of C2(D), and x0 and xf are two distinct
metastable states. Then for every δ with 0 < δ < |xf − x0|, there exist strictly
positive upper and lower bounds for the most probable transition time T δx0→xf .
Proof. We derive the upper and lower bounds for the most probable transition
time separately.
Step 1: Upper bound.
Combining the upper and lower bounds in previous sections and for every
positive constant , we have
k0 exp{−k1
T
− k2T + ln(µBc(KT (0, δ)))} ≤ sup
ψ∈C¯D[0,T ]
µX(KT (ψ, δ))  
T
,
(3.22)
where the notation  means the inequality holds when T > t and {φT }T>0 is
the family of paths which have been introduced earlier. Recalling the infinite
series representation of µBc(KT (0, δ)) in (2.13), and denoting that
µ1(t) :=
1∑
n=0
(−1)n4
(2n+ 1)pi
exp{− (2n+ 1)
2pi2c2t
8δ2
}), (3.23)
we have
k0 exp{−k1
T
− k2T + ln(µ1(t))} ≤ sup
ψ∈C¯D[0,T ]
µX(KT (ψ, δ))  
T
. (3.24)
Note that the function Θ(t) defined by
Θ(t) := k0 exp{−k1
t
− k2t+ ln(µ1(t))}, (3.25)
is continuous and differentiable in (0,∞). Moreover,
dΘ(t)
dt
= Θ(t)[
k1
t2
− k2 + 1
µ1(t)
dµ1(t)
dt
]. (3.26)
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It can be checked that dµ1(t)dt is uniformly bounded for all t ∈ [0,∞).
So we know that there exist constants T ′1 and T
′
2, with 0 < T
′
1 ≤ T ′2 <∞,
such that Θ(t) monotonically increases in [0, T ′1] starting at 0, and monoton-
ically decreases in [T ′2,+∞) tending to 0 as t → ∞. Thus the function Θ(t)
achieves its maximum value for some T ′ ∈ [T ′1, T ′2].
Define a function Ξ(t):
Ξ(t) = sup
ψ∈C¯D[0,t]
µX(Kt(ψ, δ)). (3.27)
Since for every path ψ ∈ C¯D[0, t], the probability µX(Kt(ψ, δ)) is well defined
(this has been introduced in Subsection 2.2). Thus for any t ∈ [0,∞), the
function Ξ(t) is well defined and it is easy to see that 0 ≤ Ξ(t) ≤ 1.
Therefore
Θ(t) ≤ Ξ(t)  
t
, t ∈ [0,∞). (3.28)
For a given constant  > 0, denote T ∗ = max{ Θ(T ′) , t}. Then for any
t ∈ [T ∗,∞), we have
Ξ(t) ≤ Θ(T ′) ≤ Ξ(T ′). (3.29)
Thus the function Ξ(t) achieves its maximum value in finite interval [0, T ∗],
and the upper bound T ∗ for the most probable transition path is thus estab-
lished.
Step 2: Lower bound.
We now prove that the most probable transition time has a positive lower
bound. Notice that |xf −x0| > δ and the solution process Xt of (2.1) is almost
surely continuous. If such a lower bound does not exist, then
sup
T>0
sup
ψ∈C¯D[0,T ]
Px0{‖Xt − ψ(t)‖T < δ}
= lim
T↓0
sup
ψ∈C¯D[0,T ]
Px0{‖Xt − ψ(t)‖T < δ}
≤ lim
T↓0
Px0({w| |XT (w)− xf | < δ})
=0.
(3.30)
This contradicts the fact that the double supreme value is strictly positive. So
the proof is complete. 
Theorem 1 provides a rough range for the most probable transition time:
0 < % ≤ T δx0→xf ≤ T ∗ <∞. (3.31)
Figure 1 offers an intuitive representation of our idea. The left graph of Figure
1 shows a schematic plot of the relationship (3.24). The right graph shows the
logarithm form of the relationship.
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Fig. 1 A schematic plot: (Left) Relationship (3.24). (Right) Logarithm of relationship
(3.24).
.
3.4 Modified action functional for estimating the most probable transition
time
In this subsection, we try to find the connection between the double optimiza-
tion problems on the tube probability (1.6) and on the Onsager-Machlup action
functional SOMT (ψ). Based on this connection, we will present an estimation
method for the most probable transition time, under additional assumptions.
To achieve this we start with the framework and assumptions of [27].
We focus on a gradient system with the drift term b(x) = −V ′(x), for a
potential energy V (x) ∈ C3(R), although some results can be readily extended
to the non-gradient case. The path potential U(x) is given by
U(x) = c2V ′′(x)− 1
2
(V ′(x))2. (3.32)
Then U(x) ∈ C1(R) by the smoothness assumption on V . We make the fol-
lowing assumptions on the potentials V and U .
Assumption 1 There exists a local minimizer xm of V (x), such that V
′(xm) =
0, and V ′′(xm) is strictly positive.
Assumption 2 The maximizers of U(x) are contained in a bounded domain.
Assumption 3 For every E ∈ R, the level set LE = {x ∈ R| U(x) = E} can
be decomposed into a finite number of closed and connected subsets, i.e.
LE =
N⋃
k=1
Bk, (3.33)
where the subsets Bk are closed and connected, and (pair-wise disjoint) Bj
⋂
Bk =
∅ if j 6= k.
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The critical point is defined [27] as follows: The point x∗ ∈ R is called a critical
point if
U(x∗) = max
y∈R
U(y). (3.34)
Denoting the set of critical points by Λ, we adopt the following assumption.
Assumption 4 The set of critical points, Λ, is discrete and has no accumu-
lation points.
Note that
SOMT (ψ) =
∫ T
0
(
1
2
(ψ˙)2 + V ′(x)ψ˙ − U(ψ))dt
=
∫ T
0
(
1
2
(ψ˙)2 − U(ψ))dt+ V (xf )− V (x0).
(3.35)
We make the following assumptions on the minimizer of SOMT (ψ).
Assumption 5 For given metastable states x0, xf and final time T , the OM
action functional SOMT (ψ) has a unique minimizer ψT .
Assumption 6 For given metastable states x0, xf and final time T , there
exists a positive constant M = M(x0, xf ) such that the minimizer ψT of the
OM action functional SOMT (ψ) satisfies an integral condition, i.e., the ‘speed’
of the minimizing transition path has bounded integral:∫ T
0
|ψ˙T |dt ≤M.
Under Assumption 6, the minimizer ψT ∈ C2([0, T ], x0, xf ) and satisfies
the following Euler-Lagrangian equation:{
ψ¨T + U
′(ψT ) = 0,
ψT (0) = x0, ψT (T ) = xf .
(3.36)
The proof of the smoothness of the minimizer can be found in [29]. It is a
classical result that the energy of this Euler-Lagrangian equation is conserved
along the path ψT , i.e.
1
2
(ψ˙T )
2 + U(ψT ) ≡ E, t ∈ [0, T ]. (3.37)
With Assumption 5, the value E (or denoted by E(T )) is uniquely determined
by the initial and terminal states x0, xf and the transition time T . For fixed x0
and xf , the value E is a function of T only. In this case, E and T are related
by the equation
T =
∫
γ(ψT )
|dψT |√
2E − 2U(ψT )
, (3.38)
where γ(ψT ) is the graph of ψT .
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It was proved in Proposition 3 of [27] that for every T > 0, there exists a
tc ∈ [0, T ] such that
U(ψT (tc)) +
|x0 − xf |2
2T 2
≤ E(T ) ≤ U(ψT (tc)) + M
2
2T 2
. (3.39)
As also shown in [27], {ψT }T>0 is uniformly bounded. Since U(x) and U ′(x)
are continuous, {U(ψT )}T>0 and {U ′(ψT )}T>0 are also uniformly bounded.
Therefore, by further combining (3.36), (3.37) and (3.39), we have the following
result.
Theorem 2 (Uniform boundedness for the most probable transition path)
(i) The velocity for the most probable transition path is uniformly bounded
after a positive time: For every positive %, the set of ‘speed’ {‖ψ˙T ‖T }T>% is
uniformly bounded by a constant M1,%.
(ii) The acceleration for the most probable transition path is uniformly bounded:
The set of magnitude for the acceleration {‖ψ¨T ‖T }T>0 is uniformly bounded
by a constant M2.
Recalling the results from the previous section, we can further provide an
exact lower bound of supψ∈C¯D[0,T ] µX(KT (ψ, δ)) by introducing a family of
paths {φT }T>0. We use the property that {φT }T>0, {φ˙T }T>0 and {φ¨T }T>0
(in fact φ¨T ≡ 0) are uniformly bounded. Thus, according to Theorem 1 and
Theorem 2, we give a lower bound by replacing {φT }T>% by {ψT }T>% for some
% > 0:
sup
T>0
sup
ψ∈C¯D[0,T ]
Px0{‖Xt − ψ(t)‖T < δ}
= sup
T>%
sup
ψ∈C¯D[0,T ]
Px0{‖Xt − ψ(t)‖T < δ}
≥ sup
T>%
Px0{‖Xt − ψT (t)‖T < δ}
≥ sup
T>%
c˜0 exp{−M1,%} exp{− 1
c2
SOMT (ψT )− c˜1T + ln(µBc(Kt(0, δ)))}.
(3.40)
where the coefficients c˜0, c˜1 can be determined in a similar way like c0, c1 in
(3.12) and (3.16).
Recall from references [1,14,15,20], the estimation of probability µX(KT (ψ, δ))
is
µX(KT (ψ, δ)) ∼ exp{−1
2
∫ T
0
[
(ψ˙ − b(ψ))2
c2
+ b′(ψ)]dt}µBc(KT (0, δ))
∼ 4
pi
exp{−1
2
∫ T
0
[
(ψ˙ − b(ψ))2
c2
+ b′(ψ)]dt− pi
2c2T
8δ2
}, δ ↓ 0.
(3.41)
This approximation has the similar form with the lower bound in (3.40). Note
that 4pi exp{−pi
2c2T
8δ2 } is the first term of the infinite series representation of the
probability µBc(KT (0, δ)) in (2.13).
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Moreover, for a fixed constant % > 0 and when T > %, we have
SOMT (ψT ) =
∫ T
0
(
1
2
(ψ˙T )
2 − U(ψT ))dt+ V (xf )− V (x0)
=
∫ T
0
(ψ˙T )
2dt+ V (xf )− V (x0)− E(T )T.
(3.42)
It was proved in Lemma 2 of [27] that
lim inf
T→+∞
E(T ) > 0. (3.43)
Hence, if
pi2c4
8δ2
> lim sup
T→+∞
E(T ), (3.44)
then for any  > 0 and when T is large enough we have
sup
ψ∈C¯[0,T ]
4
pi
exp{− 1
c2
SOMT (ψ)−
pi2c2T
8δ2
}
=
4
pi
exp{− 1
c2
SsOMT (ψT )−
V (xf )− V (x0)
c2
− pi
2c2T
8δ2
}
≤ 
T
,
(3.45)
and the following inequality holds for every T > 0:
k0 exp{−k1
T
− k2T + ln(µBc(KT (0, δ)))}
≤ 4
pi
exp{− 1
c2
SOMT (φT )−
pi2c2T
8δ2
}
≤ sup
ψ∈C¯[0,T ]
4
pi
exp{− 1
c2
SOMT (ψ)−
pi2c2T
8δ2
}.
(3.46)
That is
k0 exp{−k1
T
−k2T}µBc(KT (0, δ)) ≤ sup
ψ∈C¯[0,T ]
4
pi
exp{−S
OM
T (ψ)
c2
− pi
2c2T
8δ2
}  
T
.
(3.47)
This implies that although the accuracy of the estimation (3.41) is different
when ψ is different, the upper bound for this estimation, for all paths ψ ∈
C¯[0, T ], is controlled uniformly by T . So the error of the estimation is also
uniformly controlled.
This inspires us to use the estimation (3.41) to approximately calculate
the probability of the solution process Xt staying in the neighborhood of a
transition path (although this estimate is quite rough for a fixed δ):
Px0{‖Xt − ψ(t)‖ < δ} ≈ 4
pi
exp{−1
2
∫ T
0
[
(ψ˙ − b(ψ))2
c2
+ b′(ψ)]dt− pi
2c2T
8δ2
}.
(3.48)
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We now use it to find the most probable transition time. Define a modified
Lagrangian functional (LmOM ) by
LmOM (ψ) :=
1
2
[(ψ˙ − b(ψ))2 + c2b′(ψ) + pi
2c4
4δ2
] (3.49)
and the corresponding modified action functional is
SmOMT (ψ) =
1
2
∫ T
0
[(ψ˙ − b(ψ))2 + c2b′(ψ) + pi
2c4
4δ2
]dt. (3.50)
Thus the double optimization problem on the tube probability (1.6) in
this case is approximately equivalent to the following double optimization
problem on the modified Onsager-Machlup action functional
inf
T>0
inf
ψ∈C¯[0,T ]
SmOMT (ψ). (3.51)
Remark 4 We should notice that the original OM action functional comes
from the path density functions, while the modified OM action functional is
derived from the estimation of the probability that the diffusion process stays
in a tube surrounding the transition path.
Remark 5 The condition (3.44) is indeed valid for some noise intensity c and
tube size δ. This is shown as follows,
Recall the inequalities (3.39):
U(ψT (tc)) +
|x0 − xf |2
2T 2
≤ E(T ) ≤ U(ψT (tc)) + M
2
2T 2
, (3.52)
thus
E(T ) ≤ c2V ′′(ψT (tc))− 1
2
(V ′(ψT (tc)))2 +
M2
2T 2
. (3.53)
Since {ψT }T>0 are uniformly bounded and the potential V (x) is smooth enough,
thus when T is large enough, there exist some c and δ such that
E(T ) ≤ c2V ′′(ψT (tc))− 1
2
(V ′(ψT (tc)))2 +
M2
2T 2
<
pi2c4
8δ2
. (3.54)
Furthermore we have
inf
T>0
inf
ψ∈C¯[0,T ]
SmOMT (ψ) = inf
T>0
SmOMT (ψT ) = inf
T>0
(SOMT (ψT ) +
pi2c4T
8δ2
),
(3.55)
and
d
dT
(SOMT (ψT ) +
pi2c4T
8δ2
) =
dSOMT (ψT )
dT
+
pi2c4
8δ2
= −E(T ) + pi
2c4
8δ2
, (3.56)
here the relation
dSOMT (ψT )
dT = −E(T ) is a classical result in Hamilton-Jacobi
theory whose proof can be found in [27,29]. Thus if E(T ) is monotonic, then
T δx0→xf = E
−1(pi
2c4T
8δ2 ). This implies that the global most probable transition
path roughly lies on the energy shell E = pi
2c4T
8δ2 in phase space.
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4 Examples
In this section we present two examples to illustrate our results.
Example 1 One-dimensional Brownian motion
Consider a scalar SDE without drift:
dXt = c dBt, 0 ≤ t ≤ T, (4.1)
where c is a positive constant. The modified Lagrange function is
LmOM (ψ˙, ψ) =
1
2
(ψ˙)2 +
pi2c4
8δ2
. (4.2)
and the modified OM action functional is
SmOMT (ψT ) = [
xf − x0
T
]2
T
2
+
pi2c4T
8δ2
. (4.3)
So by minimizing this functional (setting its first derivative with respect time
T to be zero), we obtain the estimation for the most probable transition time
T δx0→xf
T δx0→xf =
2δ|xf − x0|
pic2
. (4.4)
Example 2 A stochastic double well system
Consider a nonlinear scalar SDE:
dXt = (Xt −X3t )dt+ cdBt, 0 ≤ t ≤ T, (4.5)
with c is a positive constant (without loss of generality we set c = 1). The
corresponding undisturbed system has three equilibrium points: -1, 0, 1 ( we
know that -1 and 1 are stable equilibrium points, and 0 is an unstable equilib-
rium point). In Figure 2, the middle graph shows two sample paths of system
(4.5) with initial position x0 = −1. The top graph of Figure 2 shows two
sample paths of Brownian motion staring at 0 as a contrast. From the com-
parison of these two graphs it is easy to see the difference of the behavior of
a diffusion process with different drift terms. The diffusion process (4.5) fluc-
tuates between two metastable states −1 and 1. The bottom graph of Figure
2 shows the most probable transition path (in fact it is a local minimizer of
the OM action functional) calculated by a shooting method with T = 10. In
Figure 3 there are two sample transition paths of this stochastic double well
system. The red and yellow curves are the corresponding most probable transi-
tion paths (MPTPs), and the dash curves are the boundaries of the transition
tube.
The corresponding modified Lagrangian LmOM is
LmOM (ψ˙, ψ) =
1
2
[(ψ˙ − ψ + ψ3)2 + c2(1− 3ψ2) + pi
2c4
4δ2
], (4.6)
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and the modified OM action functional is
SmOMT (ψ) =
1
2
∫ T
0
[(ψ˙ − ψ + ψ3)2 + c2(1− 3ψ2) + pi
2c4
4δ2
]ds. (4.7)
We use Euler method to generate sample solution paths with time step size
∆t = 10−4. To solve the optimization problem, we assume that the minimizer
is twice differentiable and thus we obtain the Euler-Lagrange equation:
d
dt
∂LmOM (ψ˙, ψ)
∂ψ˙
=
∂LmOM (ψ˙, ψ)
∂ψ
. (4.8)
Hence the optimization problem turns into a second order ordinary differential
equation with two boundary values, which can be solved numerically by a
shooting method: {
ψ¨ = b′(ψ)b(ψ) + c
2
2 b
′′(ψ),
ψ(0) = x0, ψ(T ) = xf .
(4.9)
We should note that the Euler-Lagrange equation determines the local min-
imizer (if the joint mapping (ψ˙, ψ) 7→ OM(ψ˙, ψ) is convex then the local
minimizer actually is a global minimizer which has been shown in [16]). A
shortcoming of the shooting method is restricted by the selection of the time
T . For instance in this example, if we choose T=3, the shooting method fails
to find the local minimizer.
So we restrict our attention in relative short time interval [0, 1.5] and the
first transition behavior. Figure 4 shows the graphs of SmOMT (ψT ). Figure 5
shows the most probable transition paths for different tube sizes δ and transi-
tion time T . These paths are uniformly bounded in domain [−1, 1], so in this
example we use modified action functional to characterize the transition be-
havior. Thus the numerical result of the most probable transition times T δx0→xf
for different δ is obtained which are shown in Figure 6 in red spots.
Furthermore, we simulated 30000 sample paths starting at -1 and there
are 3165 transition paths (the first transition occurred before time 1.5). For
every transition path we recorded its transition time T and calculated its cor-
responding most probable transition path and tube size δ (i.e. this transition
path can be contained in the tube of this MPTP with this tube size). All
the pairs (T, δ) were draw in Figure 6 by blue stars. The yellow squares are
the mean values of the tube sizes. We separated the time interval [0,1.5] into
subintervals [0, 0.25), [0.25, 0.3), [0.3, 0.35), [0.35, 0.4), · · · , [1.45, 1.5] and calcu-
lated the mean tube size values in every subinterval. As shown in Figure 6,
this numerical simulation shows that our results characterize the transition
behavior.
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Fig. 2 Top: Sample paths of a Brownian motion. Middle: Sample paths of the stochastic
double well system (4.5). Bottom: The solution of the Euler-Lagrange equation for the
stochastic double well system by a shooting method, with x0 = −1, xf = 1 and T = 10.
Fig. 3 Two sample transition paths of the stochastic double well system (4.5). Black: The
transition time of sample path 1 is 0.676 and the tube size is δ = 0.47; Blue: the transition
time of sample path 2 is 1.522 and the tube size is δ = 1.20.
5 Discussion
We now summarize our work and highlight the differences with relevant works.
5.1 Our contribution
Under some mild assumptions, we have estimated the most probable transi-
tion time between metatstable states, for stochastic dynamical systems with
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Fig. 4 The graphs of SmOMT (ψT ) with different tube sizes δ.
Fig. 5 The ‘most probable transition paths’ with different transition time calculated by
shooting method.
non-vanishing Brownian noise. The problem is represented by a double opti-
mization on the probability that sample paths staying in a tube surrounding
the most probable transition pathway. We have provided estimates for the
most probable transition time.
In our framework, we have adopted the original idea of Onsager-Machlup
framework [3], using the concept of tubes surrounding the transition path to
study the transition time. Instead of letting the tube size δ tending to 0, we
require this tube size δ to be a positive constant. This promises the double
optimization problem is well-defined. Since when δ → 0 all tube probabilities
are 0. This requirement makes sense as the noise intensity is non-vanishing,
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Fig. 6 The transition times and tube sizes of 3165 transition paths.
which is different from the case in Freidlin-Wentzell’s large deviation theory
[32,33].
Our method can be extended to higher dimensional systems. Similarly,
Lemma 2 shows that the probability that the solution process staying in the
tube of a transition path has a power decay law upper bound. It is similar
to the one-dimensional case that the most probable transition time has upper
and lower bounds. The probability of the solution process staying in the tube
of a transition path can be computed approximately in higher dimensional
case:
Px0{‖Xt−ψ(t)‖T < δ} ≈ exp(−S
OM
T (ψ)
c2
)·Px0{‖Bct−x0‖T < δ}, δ ↓ 0. (5.1)
The probability Px0{‖Bct − x0‖T < δ} monotonically decreases in T . So we
could define a modified OM action functional, if we have an appropriate ana-
lytical estimation for the probability Px0{‖Bct − x0‖T < δ}.
There are some works related to the heuristic discussions and measure-
ments of transition time. These include the transition time distribution [34,
36,37,38] and the expected transition time under small noise intensity [35].
5.2 The difference between double optimizations of tube probability and of
Onsager-Machlup action functional
A double optimization problem on the Onsager-Machlup action func-
tional was investigated in [27]:
inf
T>0
inf
ψ∈C¯[0,T ]
SOMT (ψ). (5.2)
This problem aims to study the property of the OM action functional. Al-
though [27] and we focus on the same stochastic dynamical systems, our re-
sult is different. Du et al. [27] focused on the OM action functional in the
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δ → 0 scaling, and the effect of the probability µBc(KT (0, δ)) is ignored when
T varies.
In the estimation (3.41), it can be seen that the OM action functional
term characterizes the geometrical features of a transition path, while the term
µBc(KT (0, δ)) characterizes the diffusion ability of the path. So for a stochastic
system with non-vanishing Brownian noise, the most probable transition path
and the most probable transition time are supposed to be determined by these
two terms (in the original Onsager-Machlup context). Although [27] ignored
the effect of µBc(KT (0, δ)), it provides valuable insights on the OM action
functional.
5.3 The difference between our work and the large deviation theory
Transition phenomena have been treated in the large deviation theory (i.e.,
under sufficiently small noise). The large deviation theory focuses on the fol-
lowing system [32]:
dXεt = b(X
ε
t )dt+
√
ε dBt, t ≥ 0, Xε0 = x0 ∈ Rk, (5.3)
where ε→ 0. The Freidlin-Wentzell (FW) action functional SFWT (ψ) is
SFWT (ψ) =
∫ T
0
LFW (ψ˙, ψ)dt, (5.4)
if ψ ∈ C(0, T ) is absolutely continuous and the integral converges, otherwise
denote that SFWT (ψ) =∞. Here the Lagrangian LFW (x, y) is given by
LFW (x, y) = 〈y − b(x), y − b(x)〉. (5.5)
When the transition time was considered as a factor in transition phenomena,
the quasi-potential in [33] was defined as
V(x0, xf ) = inf
T>0
inf
ψ∈C¯[0,T ]
SFWT (ψ), (5.6)
which is used to find the ‘global’ most probable transition path and the cor-
responding most probable transition time. The large derivation theory asserts
that, for δ and ε sufficiently small,
Px0{ sup
0≤t≤T
|Xεt − ψ(t)| ≤ δ} ≈ exp(−ε−1SFWT (ψ)). (5.7)
It was shown in [33] that the most probable transition time between two
metastable states of system (5.3) is infinite. Since the noise intensity
√
ε tends
to 0, the behavior of the system is closely influenced by that of the deterministic
system. Hence the transition between two distinct metastable states needs
infinite time to make it happen most likely.
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The modified OM functional in this small noise case is
lim
c→0
SmOMT (ψ) = lim
c→0
1
2
∫ T
0
[(ψ˙− b(ψ))2 + c2b′(ψ)+ pi
2c4
4δ2
]dt = SFWT (ψ). (5.8)
In particular, the estimation of the most probable transition time Tx0→xf for
Example 1 in Section 4 is thus
T δx0→xf =
2δ|xf − x0|
pic2
. (5.9)
When c → 0 then T δx0→xf → ∞ for any δ > 0. This result is consistent with
the large deviation theory.
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