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KERNEL SELECTION IN NONPARAMETRIC REGRESSION
HÉLÈNE HALCONRUY* AND NICOLAS MARIE†
Abstract. In the regression model Y = b(X) + ε, where X has a density f , this paper deals with an
oracle inequality for an estimator of bf , involving a kernel in the sense of Lerasle et al. (2016), selected via
the PCO method. In addition to the bandwidth selection for kernel-based estimators already studied
in Lacour, Massart and Rivoirard (2017) and Comte and Marie (2020), the dimension selection for
anisotropic projection estimators of f and bf is covered.
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1. Introduction
Consider n ∈ N∗ independent Rd×R-valued (d ∈ N∗) random variables (X1, Y1), . . . , (Xn, Yn), having







K(Xi, x)`(Yi) ; x ∈ Rd,
where ` : R→ R is a Borel function and K is a symmetric continuous map from Rd ×Rd into R. This is
an estimator of the function s : Rd → R defined by
s(x) := E(`(Y1)|X1 = x)f(x) ; ∀x ∈ Rd,
where f is a density of X1. For ` = 1, ŝK,`(n; .) coincides with the estimator of f studied in Lerasle et
al. [11], but for ` 6= 1, it covers estimators involved in nonparametric regression. Assume that for every
i ∈ {1, . . . , n},
(1) Yi = b(Xi) + εi
where εi is a centered random variable, independent of Xi, and b : Rd → R is a Borel function.
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• If ` = IdR, k is a symmetric kernel and










with h1, . . . , hd > 0
for every x, x′ ∈ Rd, then ŝK,`(n; .) is the numerator of Nadaraya-Watson’s estimator of the
regression function b. Precisely, ŝK,`(n; .) is an estimator of s = bf . If ` 6= IdR, then ŝK,`(n; .) is
the numerator of the estimator studied in Einmahl and Mason [5, 6].
• If ` = IdR, Bmq = {ϕmq1 , . . . , ϕmqmq} (mq ∈ N∗ and q ∈ {1, . . . , d}) is an orthonormal family of
L2(R) and












for every x, x′ ∈ Rd, then ŝK,`(n; .) is the projection estimator on S = span(Bm1 ⊗ · · · ⊗ Bmd) of
s = bf .
Now, assume that for every i ∈ {1, . . . , n}, Yi is defined by the heteroscedastic model
(4) Yi = σ(Xi)εi,
where εi is a centered random variable of variance 1, independent of Xi, and σ : Rd → R is a Borel
function. If `(x) = x2 for every x ∈ R, then ŝK,`(n; .) is an estimator of s = σ2f .
These ten last years, several data-driven procedures have been proposed in order to select the band-
width of Parzen-Rosenblatt’s estimator (` = 1 and K defined by (2)). First, Goldenshluger-Lepski’s
method, introduced in [8], which reaches the adequate bias-variance compromise, but is not completely
satisfactory on the numerical side (see Comte and Rebafka [4]). More recently, in [10], Lacour, Massart
and Rivoirard proposed the PCO (Penalized Comparison to Overfitting) method and proved an oracle
inequality for the associated adaptative Parzen-Rosenblatt’s estimator by using a concentration inequal-
ity for the U-statistics due to Houdré and Reynaud-Bouret [9]. Together with Varet, they established the
numerical efficiency of the PCO method in Varet et al. [13].
Comte and Marie [3] deals with an oracle inequality and numerical experiments for an adaptative
Nadaraya-Watson’s estimator with a numerator and a denominator having distinct bandwidths, both
selected via the PCO method. Since the output variable in a regression model has no reason to be
bounded, there were significant additional difficulties, bypassed in [3], to establish an oracle inequality
for the numerator’s adaptative estimator. Via similar arguments, the present article deals with an oracle
inequality for ŝ
K̂,`
(n; .), where K̂ is selected via the PCO method in the spirit of Lerasle et al. [11]. In
addition to the bandwidth selection for kernel-based estimators already studied in [10, 3], it covers the
dimension selection for anisotropic projection estimators of f , bf (when Y1, . . . , Yn are defined by Model
(1)) and σ2f (when Y1, . . . , Yn are defined by Model (4)). As for the bandwidth selection for kernel
based estimators, for d > 1, the PCO method allows to bypass the numerical difficulties generated by the
Goldenshluger-Lepski type method involved in the anisotropic model selection procedures (see Chagny
[1]).
In Section 2, some examples of kernels sets are provided and a risk bound for ŝK,`(n; .) is established.
Section 3 deals with an oracle inequality for ŝ
K̂,`
(n; .), where K̂ is selected via the PCO method. Finally,
Section 4 deals with a basic numerical study.
2. Risk bound
Throughout the paper, s ∈ L2(Rd). Let Kn be a set of symmetric continuous maps from Rd ×Rd into
R, of cardinal less or equal than n, fulfilling the following assumption.
Assumption 2.1. There exists a deterministic constant mK,` > 0, not depending on n, such that
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(1) For every K ∈ Kn,
sup
x′∈Rd
‖K(x′, .)‖22 6 mK,`n.
(2) For every K ∈ Kn,
‖sK,`‖22 6 mK,`
with
sK,` := E(ŝK,`(n; .)) = E(K(X1, .)`(Y1)).
(3) For every K,K ′ ∈ Kn,
E(〈K(X1, .),K ′(X2, .)`(Y2)〉22) 6 mK,`sK′,`
with
sK′,` := E(‖K ′(X1, .)`(Y1)‖22).
(4) For every K ∈ Kn and ψ ∈ L2(Rd),
E(〈K(X1, .), ψ〉22) 6 mK,`‖ψ‖22.














; h1, . . . , hd ∈ {hmin, . . . , 1}
}
,
where k is a symmetric kernel (in the usual sense) and nhdmin > 1. The kernels set Kk(hmin) fulfills











; ∀x, x′ ∈ Rd
with h1, . . . , hd ∈ {hmin, . . . , 1},



















q) ; m1, . . . ,md ∈ {1, . . . ,mmax}
 ,
where mdmax ∈ {1, . . . , n} and, for every m ∈ {1, . . . , n}, Bm = {ϕm1 , . . . , ϕmm} is an orthonormal family







with mB > 0 not depending on m and n, and
(5) Bm ⊂ Bm+1 ; ∀m ∈ {1, . . . , n− 1}
or
(6) mB := sup{|E(K(X1, x))| ; K ∈ KB1,...,Bn(mmax) and x ∈ Rd} is finite and doesn’t depend on n.












q) ; ∀x, x′ ∈ Rd
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Remark. Note that Condition (5) (resp. (6)) is close to (resp. the same that) Condition (19) (resp.
(20)) of Lerasle et al. [11], Proposition 3.2. See also Massart [12], Chapter 7 on these conditions. For
instance, the trigonometric basis and Hermite’s basis satisfy Condition (5). The regular histograms basis
satisfy Condition (6). Indeed, by taking ϕmj = ψmj :=
√
m1[(j−1)/m,j/m[ for every m ∈ {1, . . . , n} and





































1[(j−1)/mq,j/mq [(x) 6 ‖f‖∞
for every m1, . . . ,md ∈ {1, . . . , n} and x ∈ Rd.
The following proposition provides a suitable control of the variance of ŝK,`(n; .).
Proposition 2.4. Under Assumption 2.1.(1,2,3), if s ∈ L2(Rd) and if there exists α > 0 such that
E(exp(α|`(Y1)|)) <∞, then there exists a deterministic constant c2.4 > 0, not depending on n, such that











Finally, let us state the main result of this section.
Theorem 2.5. Under Assumption 2.1, if s ∈ L2(Rd) and if there exists α > 0 such that E(exp(α|`(Y1)|)) <







‖ŝK,`(n; .)− s‖22 − (1 + θ)
(
























Remark. Note that the first inequality in Theorem 2.5 gives a risk bound on the estimator ŝK,`(n; .):
E(‖ŝK,`(n; .)− s‖22) 6 (1 + θ)
(







for every θ ∈]0, 1[. The second inequality is useful in order to establish a risk bound on the adaptative
estimator defined in the next section (see Theorem 3.2).
3. Kernel selection
This section deals with a risk bound on the adaptative estimator ŝ
K̂,`
(n; .), where
K̂ ∈ arg min
K∈Kn
{‖ŝK,`(n; ·)− ŝK0,`(n; ·)‖22 + pen(K)},






〈K(., Xi),K0(., Xi)〉2`(Yi)2 ; ∀K ∈ Kn.
KERNEL SELECTION IN NONPARAMETRIC REGRESSION 5












; ∀x, x′ ∈ Rd,











q) ; ∀x, x′ ∈ Rd.
In the sequel, in addition to Assumption 2.1, the kernels set Kn fulfills the following assumption.








The following theorem provides an oracle inequality for the adaptative estimator ŝ
K̂,`
(n; .).
Theorem 3.2. Under Assumptions 2.1 and 3.1, if s ∈ L2(Rd) and if there exists α > 0 such that
E(exp(α|`(Y1)|)) <∞, then there exists a deterministic constant c3.2 > 0, not depending on n, such that
for every ϑ ∈]0, 1[,
E(‖ŝ
K̂,`
(n; .)− s‖22) 6 (1 + ϑ) min
K∈Kn









Finally, let us discuss about Assumption 3.1. Note that if s is bounded and
mK := sup{‖K(x′, .)‖21 ; K ∈ Kn and x′ ∈ Rd}
























; K′ ∈ Kn and x′ ∈ R
}
6 m2K‖s‖2∞.
In the nonparametric regression framework (see Model (1)), to assume s bounded means that bf is
bounded. For instance, this condition is fulfilled by the linear regression models with Gaussian inputs.
The following examples focus on the condition on mK.
Examples:











; ∀x, x′ ∈ Rd.
Clearly, ‖K(x′, .)‖1 = ‖k‖d1 for every x′ ∈ Rd. So, for Kn = Kk(hmin), mK 6 ‖k‖2d1 .
(2) For Kn = KB1,...,Bn(mmax), the condition on mK seems harder to check in general. Let us show
that it is satisfied for the regular histograms basis defined in Section 2. For every m1, . . . ,md ∈


























The following proposition shows that KB1,...,Bn(mmax) fulfills Assumption 3.1 for the trigonometric basis,
even if the condition on mK is not satisfied.
6 HÉLÈNE HALCONRUY* AND NICOLAS MARIE†




2 cos(2pijx)1[0,1](x) and χ2j+1(x) :=
√
2 sin(2pijx)1[0,1](x) ; ∀x ∈ R.
If s ∈ C2(Rd) and Bm = {χ1, . . . , χm} for every m ∈ {1, . . . , n}, then KB1,...,Bn(mmax) fulfills Assumption
3.1.
4. Basic numerical experiments
Throughout this section, d = 1, ` ∈ {1, IdR} and Y1, . . . , Yn are defined by Model (1) with ε1, . . . , εn  
N (0, 1). Some numerical experiments on ŝK,1(n; .) (resp. ŝK,IdR(n; .)) for K ∈ Kk(hmin) have already
been done in Varet et al. [13] (resp. Comte and Marie [3]). So, this section deals with basic numerical
experiments on ŝK,1(n; .) and ŝK,IdR(n; .) for K ∈ KB1,...,Bn(mmax) and Bm = {ψm1 , . . . , ψmm} for every
m = 1, . . . , n.





′)ψmj (x) ; ∀x, x′ ∈ R, ∀m ∈M = {1, . . . ,mmax},
m̂(`) is a solution of the minimization problem
min
m∈M







〈Km(., Xi),Kmmax(., Xi)〉2`(Yi)2 ; ∀m ∈M.
For ` ∈ {1, IdR}, n = 250 and mmax = 30, m is selected inM for two basic densities and two nonlinear
regression functions:
• f = f1 the density of E(5).
• f = f2 the density of N (1/2, (1/8)2).
• b(x) = b1(x) := 10(x2 − 1/2) for every x ∈ [0, 1].
• b(x) = b2(x) := cos(5pix) for every x ∈ [0, 1].
On the one hand, on the four following figures, one can see the beam of all possible estimations of f and
bf (i.e. for each m ∈ M) at left, the PCO criteria for ŝK,1(n; .) and ŝK,IdR(n; .) for each m ∈ M at the
middle, and the PCO estimations of f and bf (i.e. for m = m̂(1) and m = m̂(IdR)) at right:
Figure 1. f = f1, b = b1, m̂(1) = 10 and m̂(IdR) = 10.
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Figure 2. f = f1, b = b2, m̂(1) = 12 and m̂(IdR) = 20.
Figure 3. f = f2, b = b1, m̂(1) = 10 and m̂(IdR) = 15.
Figure 4. f = f2, b = b2, m̂(1) = 15 and m̂(IdR) = 6.
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On the other hand, for (f, b) = (f1, b2) and (f, b) = (f2, b1), let us generate 10 datasets of n = 250
observations of (X1, Y1) and, for each of these, selectm ∈M via the PCO criterion introduced previously.
On the two following figures, the beam of all PCO estimations of f (resp. bf) is plotted at left (resp. at
right):
Figure 5. f = f1 and b = b2. Figure 6. f = f2 and b = b1.
Appendix A. Details on kernels sets: proofs of Propositions 2.2, 2.3 and 3.3






















for every x, x′ ∈ Rd.
(1) For every x′ ∈ Rd,






(2) Since sK,` = K ∗ s, ‖sK,`‖22 6 ‖k‖2d1 ‖s‖22.
(3) First,







E(〈K(X1, .),K ′(X2, .)`(Y2)〉22) = E((K ∗K ′)(X1 −X2)2`(Y2)2)
6 ‖f‖∞‖K ∗K ′‖22E(`(Y1)2)
6 ‖f‖∞‖k‖2d1 sK′,`.
(4) For every ψ ∈ L2(Rd),
E(〈K(X1, .), ψ〉22) = E((K ∗ ψ)(X1)2)
6 ‖f‖∞‖K ∗ ψ‖22 6 ‖f‖∞‖k‖2d1 ‖ψ‖22.
A.2. Proof of Proposition 2.3. Consider K,K ′ ∈ KB1,...,Bn(mmax). Then, there exist m,m′ ∈

























for every x, x′ ∈ Rd.
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〈s, ϕm1j1 ⊗ · · · ⊗ ϕmdjd 〉2(ϕm1j1 ⊗ · · · ⊗ ϕmdjd )(.),











 6 mdBE(`(Y1)2) d∏
q=1
m′q.
On the one hand, if B1, . . . ,Bn satisfy Condition (5), then







































On the other hand, if B1, . . . ,Bn satisfy Condition (6), then
E(〈K(X1, .),K ′(X2, .)`(Y2)〉22) 6 E(‖K(X1, .)‖22‖K ′(X2, .)‖22`(Y2)2)
= E(K(X1, X1))E(‖K ′(X2, .)‖22`(Y2)2) 6 mBsK′,`.
(4) For every ψ ∈ L2(Rd),
























A.3. Proof of Proposition 3.3. For the sake of readability, assume that d = 1. Consider K,K ′ ∈









′) ; ∀x, x′ ∈ R.
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First, there exist m1(m,m′) ∈ {0, . . . , n} and c1 > 0, not depending on n, K and K ′, such that for any
x′ ∈ [0, 1],











E(`(Y1)(cos(2pijX1) cos(2pijx′) + sin(2pijX1) sin(2pijx′))1[0,1](X1))
∣∣∣∣∣∣





E(`(Y1) cos(2pij(X1 − x′))1[0,1](X1))
∣∣∣∣∣∣ .
Moreover, for any j ∈ {2, . . . ,m1(m,m′)},



















































Then, there exists a deterministic constant c2 > 0, not depending on n, K, K ′ and x′, such that















Let us show that each term of the right-hand side of Inequality (8) are uniformly bounded in x′, m and









































(1 + [pi/x]) sin(x/2)
6 pi + 2.(9)







∣∣∣∣∣∣ 6 pi + 2.
















Appendix B. Proofs of risk bounds
In this section, the proofs follow the same pattern as in Comte and Marie [2, 3].





〈K(Xi, .)`(Yi)− sK,`,K ′(Xj , .)`(Yj)− sK′,`〉2 ; ∀K,K ′ ∈ Kn.
Under Assumption 2.1.(1,2,3), if s ∈ L2(Rd) and if there exists α > 0 such that E(exp(α|`(Y1)|)) < ∞,





















‖K(Xi, .)`(Yi)− sK,`‖22 ; ∀K ∈ Kn.
Under Assumption 2.1.(1,2), if s ∈ L2(Rd) and if there exists α > 0 such that E(exp(α|`(Y1)|)) < ∞,

















WK,K′,`(n) := 〈ŝK,`(n; .)− sK,`, sK′,` − s〉2 ; ∀K,K ′ ∈ Kn.
Under Assumption 2.1.(1,2,4), if s ∈ L2(Rd) and if there exists α > 0 such that E(exp(α|`(Y1)|)) < ∞,

























glK,K′,`(n;Xi, Yi, Xj , Yj) ; l = 1, 2, 3, 4
with, for every (x′, y), (x′′, y′) ∈ E = Rd × R,
g1K,K′,`(n;x
′, y, x′′, y′) := 〈K(x′, .)`(y)1|`(y)|6m(n) − s+K,`(n; .),K ′(x′′, .)`(y′)1|`(y)|6m(n) − s+K′,`(n; .)〉2,
g2K,K′,`(n;x
′, y, x′′, y′) := 〈K(x′, .)`(y)1|`(y)|>m(n) − s−K,`(n; .),K ′(x′′, .)`(y′)1|`(y)|6m(n) − s+K′,`(n; .)〉2,
g3K,K′,`(n;x
′, y, x′′, y′) := 〈K(x′, .)`(y)1|`(y)|6m(n) − s+K,`(n; .),K ′(x′′, .)`(y′)1|`(y)|>m(n) − s−K′,`(n; .)〉2,
g4K,K′,`(n;x
′, y, x′′, y′) := 〈K(x′, .)`(y)1|`(y)|>m(n) − s−K,`(n; .),K ′(x′′, .)`(y′)1|`(y)|>m(n) − s−K′,`(n; .)〉2
and, for every k ∈ Kn,
s+k,`(n; .) := E(k(X1, .)`(Y1)1|`(Y1)|6m(n)) and s
−
k,`(n; .) := E(k(X1, .)`(Y1)1|`(Y1)|>m(n)).
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On the one hand, since E(g1K,K′,`(n;x′, y,X1, Y1)) = 0 for every (x′, y) ∈ E, by Giné and Nickl [7],







1/2 + dK,K′,`(n)λ+ bK,K′,`(n)λ
3/2 + aK,K′,`(n)λ
2)





(ϕK,K′,`(n;Xi, Yi, Xj , Yj)
−ψK,K′,`(n;Xi, Yi)− ψK′,K,`(n;Xj , Yj) + E(ϕK,K′,`(n;Xi, Yi, Xj , Yj))),(10)
where
ϕK,K′,`(n;x
′, y, x′′, y′′) := 〈K(x′, .)`(y)1|`(y)|6m(n),K ′(x′′, .)`(y′)1|`(y′)|6m(n)〉2
and
ψk,k′,`(n;x
′, y) := 〈k(x′, .)`(y)1|`(y)|6m(n), s+k′,`(n; .)〉2 = E(ϕk,k′,`(n;x′, y,X1, Y1))
for every k, k′ ∈ Kn and (x′, y), (x′′, y′) ∈ E. Let us now control aK,K′,`(n), bK,K′,`(n), cK,K′,`(n) and
dK,K′,`(n):
• The constant aK,K′,`(n). Consider
aK,K′,`(n) := sup
(x′,y),(x′′,y′)∈E
|g1K,K′,`(n;x′, y, x′′, y′)|.
By (10), Cauchy-Schwarz’s inequality and Assumption 2.1.(1),
aK,K′,`(n) 6 4 sup
(x′,y),(x′′,y′)∈E



















• The constant bK,K′,`(n). Consider
bK,K′,`(n)
2 := n sup
(x′,y)∈E
E(g1K,K′,`(n;x′, y,X1, Y1)2).
By (10), Jensen’s inequality, Cauchy-Schwarz’s inequality and Assumption 2.1.(1),
bK,K′,`(n)
2 6 16n sup
(x′,y)∈E
E(〈K(x′, .)`(y)1|`(y)|6m(n),K ′(X1, .)`(Y1)1|`(Y1)|6m(n)〉22)
6 16nm(n)2 sup
x′∈Rd
‖K(x′, .)‖22E(‖K ′(X1, .)`(Y1)1|`(Y1)|6m(n)‖22) 6 16mK,`n2m(n)2sK′,`.






























• The constant cK,K′,`(n). Consider
cK,K′,`(n)
2 := n2E(g1K,K′,`(n;X1, Y1, X2, Y2)2).
By (10), Jensen’s inequality and Assumption 2.1.(3),
cK,K′,`(n)
2 6 16n2E(〈K(X1, .)`(Y1)1|`(Y1)|6m(n),K ′(X2, .)`(Y2)1|`(Y2)|6m(n)〉22)
6 16n2m(n)2E(〈K(X1, .),K ′(X2, .)`(Y2)〉22) 6 16mK,`n2m(n)2sK′,`.

















ai(Xi, Yi)bj(Xj , Yj)g
1







E(ai(Xi, Yi)2) 6 1 and
n∑
j=2
E(bj(Xj , Yj)2) 6 1
 .
By (10), Jensen’s inequality, Cauchy-Schwarz’s inequality and Assumption 2.1.(3),







|ai(Xi, Yi)bj(Xj , Yj)ϕK,K′,`(n;Xi, Yi, Xj , Yj)|





















So, with probability larger than 1− 5.4|Kn|e−λ,













For every t ∈ R+, consider









Then, for any T > 0,
E(SK,`(n, θ)) 6 T +
∫ ∞
T
P(SK,`(n, θ) > (1 + λK,`(n, θ, t))3mK,`(n, θ))dt
























and since |Kn| 6 n,
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E(VK,`(n)) = E(‖K(X1, .)`(Y1)− sK,`‖22)
= E(‖K(X1, .)`(Y1)‖22) + ‖sK,`‖22 − 2
∫
Rd
sK,`(x)E(K(X1, x)`(Y1))λd(dx) = sK,` − ‖sK,`‖22.(12)
Consider m(n) := 2 log(n)/α and







(gjK,`(n;Xi, Yi)− E(gjK,`(n;Xi, Yi))) ; j = 1, 2
with, for every (x′, y) ∈ E,
g1K,`(n;x
′, y) := ‖K(x′, .)`(y)− sK,`‖221|`(y)|6m(n)
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and
g2K,`(n;x
′, y) := ‖K(x′, .)`(y)− sK,`‖221|`(y)|>m(n).































by Inequality (11), and
vK,`(n) 6 ‖g1K,`(n; .)‖∞E(VK,`(n))
6 2(m(n)2 + E(`(Y1)2))mK,`n(sK,` − ‖sK,`‖22)
by Inequality (11) and Equality (12). Then, for any θ ∈]0, 1[,
|v1K,`(n)| 6 2
√








with probability larger than 1− 2e−λ. So, with probability larger than 1− 2|Kn|e−λ,












For every t ∈ R+, consider
λK,`(n, θ, t) :=
t
mK,`(n, θ)




Then, for any T > 0,
E(SK,`(n, θ)) 6 T +
∫ ∞
T
P(SK,`(n, θ) > λK,`(n, θ, t)mK,`(n, θ))dt






















and since |Kn| 6 n,










16 HÉLÈNE HALCONRUY* AND NICOLAS MARIE†














































































(gjK,K′,`(n;Xi, Yi)− E(gjK,K′,`(n;Xi, Yi))) ; j = 1, 2
with, for every (x′, y) ∈ E,
g1K,K′,`(n;x
′, y) := 〈K(x′, .)`(y), sK′,` − s〉21|`(y)|6m(n)
and
g2K,K′,`(n;x
′, y) := 〈K(x′, .)`(y), sK′,` − s〉21|`(y)|>m(n).




















|〈K(x′, .)`(y), sK′,` − s〉2|1|`(y)|6m(n)
6 1
3
m(n)‖sK′,` − s‖2 sup
x′∈Rd






by Assumption 2.1.(1), and
vK,`(n) 6 E(〈K(X1, .)`(Y1), sK′,` − s〉221|`(Y1)|6m(n)) 6 m(n)2mK,`‖sK′,` − s‖22















with probability larger than 1− 2e−λ. So, with probability larger than 1− 2|Kn|e−λ,
SK,`(n, θ) := sup
K,K′∈Kn
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For every t ∈ R+, consider









Then, for any T > 0,
E(SK,`(n, θ)) 6 T +
∫ ∞
T
P(SK,`(n, θ) > (1 + λK,`(n, θ, t))2mK,`(n, θ))dt
























and since |Kn| 6 n,




















E(〈K(X1, .), sK′,` − s〉22)1/2














{|WK,K′,`(n)| − θ‖sK′,` − s‖22}
)









with c4 = (23 + 2c1)c2 + c3.
B.2. Proof of Proposition 2.4. For any K ∈ Kn,
















with c2.4 = cB.1 + cB.2.
B.3. Proof of Theorem 2.5. On the one hand, for every K ∈ Kn,
‖ŝK,`(n; .)− s‖22 − (1 + θ)
(





‖ŝK,`(n; .)− sK,`‖22 − (1 + θ)
sK,`
n
+WK,K,`(n)− θ‖sK,` − s‖22.






‖ŝK,`(n; .)− s‖22 − (1 + θ)
(
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with c2.5 = c2.4 + cB.3. On the other hand, for any K ∈ Kn,













∣∣∣‖ŝK,` − sK,`‖22 − sK,`n ∣∣∣ .
By Equalities (13) and (12),
ΛK,`(n) =
∣∣∣∣UK,`(n)n2 + vK,`(n)n − ‖sK,`‖22n
∣∣∣∣ .









































with c2.5 = cB.3 + c1.
B.4. Proof of Theorem 3.2. The proof of Theorem 3.2 is dissected in three steps.







(n; ·)− s‖22 = ‖ŝK̂,`(n; ·)− ŝK0,`(n; ·)‖22 +‖ŝK0,`(n; ·)− s‖22−2〈ŝK0,`(n; ·)− ŝK̂,`(n; ·), ŝK0,`(n; ·)− s〉2
From (7), it follows that for any K ∈ Kn,
‖ŝ
K̂,`
(n; ·)− s‖22 6 ‖ŝK,`(n; ·)− s‖22 + pen(K)− pen(K̂) + ‖ŝK0,`(n; ·)− s‖22
−2〈ŝK0,`(n; ·)− ŝK̂,`(n ·), ŝK0,`(n; ·)− s〉2
= ‖ŝK,`(n; ·)− s‖22 + ψn(K)− ψn(K̂)(14)
where
ψn(K) := 2〈ŝK,`(n; ·)− s, ŝK0,`(n; ·)− s〉2 − pen(K).
Let’s complete the decomposition of ‖ŝ
K̂,`
(n; ·)− s‖22 by writing




















ψ3,n(K) := WK,K0,`(n) +WK0,K,`(n) + 〈sK,` − s, sK0,` − s〉2.
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Step 2. In this step, we give controls of the quantities
E(ψi,n(K)) and E(ψi,n(K̂)) ; i = 1, 2, 3.





































On the other hand, by Assumption 2.1.(2),
|〈sK,`, sK0,`〉2| 6 mK,`.
Then, there exists a deterministic constant c1 > 0, not depending on n and K, such that
E(|ψ2,n(K)|) 6 c1
n
and E(|ψ2,n(K̂)|) 6 c1
n
.
• By Lemma B.3,
E(|ψ3,n(K)|) 6 θ
4












































Step 3. By the previous step, there exists a deterministic constant c2 > 0, not depending on n, θ, K
and K0, such that
E(|ψn(K)|) 6 θ
(





































Then, by Theorem 2.5,
E(|ψn(K)|) 6 θ
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E(‖ŝK,`(n; ·)− s‖22) +
θ












This concludes the proof.
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