This is a column of programming tricks and techniques, most of which, we hope, will be contributed by our readers.
To determine which symbol should replace the ‹, we use pattern-matching.
Cases@% ê. Hx_ AE H‹ ê. %LL AE x, _SymbolD
8÷, ‹<
Hence ÷ should replace ‹.
á Puzzle 2
What is the value of the column with total x? ç ç ç ç ae ae ae ae ae ae 
à Integral Equations
Inhomogeneous Fredholm integral equations of the second kind,
involve solving for f HxL, where kHx, tL is the integral kernel, l is a parameter, and gHxL is the inhomogeneous term [1, 2] . Mathematica does not include built-in routines or packages for integral equations. However, it is straightforward to implement quite general methods for solving such equations.
As a specific example, consider Love's equation
which arises in electrostatics [3, 4] . An excellent approximation to the solution f HxL can be found in the form of a Chebyshev-series
The coefficients c i for i = 0, 1, …, n, are determined by solving numerically the simultaneous linear algebraic equations that result by evaluating the integral equation (2) at the Chebyshev points x j = cosI j p ÅÅÅÅ ÅÅÅÅ 2 n M for j = 0, 1, …, 2 n, using the Chebyshev-series (3) [5, 6] .
Here is a direct implementation for n = 4. The Chebyshev points are calculated using arbitrary-precision arithmetic. Instead of computing the points using Table, we have used the Listable attribute of Cos.
We introduce the undetermined coefficients c i .
We evaluate the left-hand side of equation (2) To compute the right-hand side of equation (2) we could use a Chebyshev quadrature formula [5, 6] . Instead we use NIntegrate for simplicity, again using arbitrary-precision arithmetic. To see how well the Chebyshev-series solution satisfies Love's equation (2), we substitute it back into the equation and plot the difference of the left-and righthand sides. The Chebyshev points are also displayed and it is apparent that the minimum error in the Chebyshev-series solution occurs at these points. As an aside, we can get a bound for the maximum error directly from the PlotRange of this plot. We could use this error-bound in a recursive procedure so as to find a solution for a given maximum error. à Matrix Differential Operator
The curl is often represented as a differential operator.
Here is an example.
Tricks of the Tradeõ â 8 f HyL, gHzL, hHxL<
Alternatively, curl can be represented as a matrix differential operator, .
Using pure function notation (see Section 2.2.5 of The Mathematica Book) this reads as follows.
However, we cannot Dot this operator by a vector to compute the curl because each element resulting from the dot product operation must be composed instead of being multiplied. Inner generalizes Dot and allows us to do what we want.
Here we use the CenterDot operator (see Section 3.10.4 of The Mathematica Book) to define a suitable shorthand notation.
a_ ◊ b_ := Inner@#1@#2D &, a, bD
Now we can compute the curl using the matrix differential operator.
 ◊ 8 f HyL, gHzL, hHxL<
As a second example, Kurasov and Naboko [7] study the essential spectrum of the following matrix differential operator:
As an aside, if we use the SmallCircle operator to denote Composition, then formal products of differential operators can be computed quite elegantly.
SmallCircle = Composition;
For example, the action of the product of the antidiagonal elements in  can be computed as follows. 
