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Abstract: Estimating forest canopy height from large-footprint satellite LiDAR waveforms 
is challenging given the complex interaction between LiDAR waveforms, terrain, and 
vegetation, especially in dense tropical and equatorial forests. In this study, canopy height in 
French Guiana was estimated using multiple linear regression models and the Random Forest 
technique (RF). This analysis was either based on LiDAR waveform metrics extracted from 
the GLAS (Geoscience Laser Altimeter System) spaceborne LiDAR data and terrain 
information derived from the SRTM (Shuttle Radar Topography Mission) DEM (Digital 
Elevation Model) or on Principal Component Analysis (PCA) of GLAS waveforms. Results 
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show that the best statistical model for estimating forest height based on waveform metrics 
and digital elevation data is a linear regression of waveform extent, trailing edge extent,  
and terrain index (RMSE of 3.7 m). For the PCA based models, better canopy height 
estimation results were observed using a regression model that incorporated both the first  
13 principal components (PCs) and the waveform extent (RMSE = 3.8 m). Random Forest 
regressions revealed that the best configuration for canopy height estimation used all  
the following metrics: waveform extent, leading edge, trailing edge, and terrain index 
(RMSE = 3.4 m). Waveform extent was the variable that best explained canopy height, with 
an importance factor almost three times higher than those for the other three metrics (leading 
edge, trailing edge, and terrain index). Furthermore, the Random Forest regression 
incorporating the first 13 PCs and the waveform extent had a slightly-improved canopy 
height estimation in comparison to the linear model, with an RMSE of 3.6 m. In conclusion, 
multiple linear regressions and RF regressions provided canopy height estimations with 
similar precision using either LiDAR metrics or PCs. However, a regression model (linear 
regression or RF) based on the PCA of waveform samples with waveform extent information 
is an interesting alternative for canopy height estimation as it does not require several  
metrics that are difficult to derive from GLAS waveforms in dense forests, such as those in  
French Guiana. 
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1. Introduction 
Standing aboveground biomass (AGB) plays a crucial role in the global carbon cycle and is an 
indispensable factor in environmental and climate modeling, not only for understanding the carbon cycle 
but also for mitigating the effects of global warming via conservation of carbon sinks. The quantification 
of aboveground biomass (AGB) and the sequestration of carbon in tropical forests are of major 
importance, as more than 40% of the global terrestrial carbon stock is contained in these forests  
(e.g., [1,2]). 
Several studies have developed allometric relationships linking the characteristics of a forest to its 
biomass (e.g., [3–5]). Chave et al. [3] developed a pantropical biomass estimation model at the individual 
tree level that was based on the formula for calculating the mass of a cylinder using stem diameter, 
height, and wood density (WD). Asner et al. [4] proposed a plot aggregate allometry model for tropical 
areas drawn from the Chave et al. [3] model, but they replaced in situ canopy height with top-of-canopy 
height (TCH), as derived from airborne small-footprint LiDAR measurements, and stem diameter with 
plot-averaged basal area (BA). BA and WD were linked with TCH using linear relationships in the form 
of BA = aTCH and WD = bTCH + c, producing a model for AGB estimation using only TCH. Results 
showed a RMSE on AGB estimation of 24.7 Mg/ha for the regional models (model coefficients 
dependent on region) and 26.4 Mg/ha for the generalized model (generalized model coefficients for all 
regions). Drake et al. [5] used a power function to link top-of-canopy height estimated from airborne 
LiDAR to aboveground biomass (AGB = aTCHb). However, this method is considered plot-aggregate 
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allometry rather than true allometry, as it reflects the whole-plot properties of forest structures in 
aggregate and not the properties of each particular tree. This method had an RMSE of 42.2 Mg/ha when 
tested in five tropical forests with different vegetation types. 
The evaluation of canopy height is paramount in AGB estimation, as most allometric relations use 
canopy heights for the estimation of AGB. Studies have shown that the inclusion of height in biomass 
allometries significantly improves biomass estimation accuracy [3,6–9]. Chave et al. [3] reported that 
the inclusion of height for stand level estimates of biomass reduced error from 19.5% to 12.8% across 
all forms of tropical forests and across continents. In addition, Lefsky et al. [10], Asner et al. [4],  
and Mitchard et al. [11] also found that canopy heights and other LiDAR derived metrics are strongly 
related to forest biomass. Recently, Asner et al. [4] provided allometric relations that allow the 
estimation of biomass using only LiDAR top-of-canopy heights.  
Several studies attempted to estimate canopy heights with either polarimetric SAR interferometry 
(PolInSAR) [12–15] or SAR tomography [14,16]. Results of PolInSAR, which uses polarimetric 
separation of scattering phase centers derived from interferometry for canopy height estimation, showed 
promising results [12,14,17]. However, PolInSAR in forestry is strongly hindered, but not limited to 
weather changes, atmospheric heterogeneities, and intrinsic phase noise. SAR tomography is an 
alternative technique for using radar data in canopy height estimation. This technique is an imaging 
approach, which generates a fully 3D representation of the imaged scene using coherent combination of 
a greater number of images [14,18,19]. SAR tomography is more robust against various noise sources 
in comparison to PolInSAR at the expense of the necessity to require many more flight lines.  
The BIOMASS Earth Explorer mission selected by ESA (European Space Agency) in the framework of 
its living planet program with a P-band spaceborne SAR satellite will provide strong opportunities for 
the estimation of both canopy heights and biomass from SAR images. Furthermore, many studies used 
medium and high resolution optical imagery such those available from MODIS, Landsat, Quickbird, 
IKONOS and others in order to extrapolate airborne or spaceborne LiDAR derived canopy height 
estimates (e.g., [20,21]). Lefsky et al. [20] results for global canopy height estimation using linear 
regression with medium 500 m Moderate Resolution Imaging Spectroradiometer (MODIS) data, showed 
moderately strong relationships for predicting the 90th percentile patch height with a mean RMSE of  
5.9 m. Wulder and Seeman [21] used a regression model that relates reflectance in the different spectral 
bands to airborne large-footprint LiDAR for canopy height estimation. 
To this date, canopy height estimation over large areas is best achieved using LiDAR data (either 
Airborne or Spaceborne). Several studies have estimated canopy height using airborne or spaceborne 
LiDAR data (e.g., [10,11,22,23]). At regional and global scales, LiDAR data acquired by the Geoscience 
Laser Altimeter System (GLAS) have been widely used (e.g., [10,20]). Using GLAS data, maximum 
canopy height within each footprint has been successfully estimated with a precision between 2 and  
13 m, depending on forest types and characteristics of the study site (e.g., [10,24–26]). Lefsky et al. [10], 
which applied linear regressions on waveform metrics and ancillary DEM data for canopy height 
estimation obtained site-specific models with an RMSE between 4.85 and 12.66 m. Hilbert and 
Schmullius [24] when estimating canopy heights obtained an RMSE of 6.39 m on the canopy height 
estimation regarding all species and slope classes with a clear negative correlation between accuracy and 
slope. Lee et al. [25] applied a slope correction metric to a GLAS estimation model obtained high 
correlation between GLAS canopy height estimates and those estimated from a small footprint LiDAR 
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with an RMSE of 2.2 m. Pang et al. [26] estimated the crown-area-weighted mean height with airborne 
LiDAR measurements using linear regression applied to metrics derived from GLAS waveforms. Their 
results indicated an RMSE of 3.8 m on the estimation of canopy heights in several coniferous forest sites 
in western North America. 
Lefsky et al. [10] linked the maximum canopy height (Hmax) estimated from GLAS data to AGB using 
the following linear relationship: AGB = α + aHmax2. Boudreau et al. [22] linked the GLAS waveform 
extent (difference between signal start and signal end), the slope (θ) between signal start and the first 
Gaussian canopy peak and the terrain index (TI) metric derived from the SRTM-DEM to AGB. Saatchi 
et al. [23] and Mitchard et al. [11] used Lorey’s height (basal-area-weighted canopy height) instead of 
the maximum height for AGB estimation. In the different studies, it was found that Lorey’s height is 
broadly related to canopy height [20]. However, Asner et al. [4] found that Lorey’s height does not 
explain any variations in AGB, basal area, or wood density that cannot be explained by canopy height. 
Other studies have relied on optical sensors for AGB estimation. However, optical sensors generally 
give aggregate spectral signatures (reflectance or vegetation indices) over broad areas with no 
information on vertical or horizontal forest structure, and these responses have been shown to saturate 
even at intermediate biomass levels (150–200 Mg/ha) (e.g., [27,28]) and are highly dependent on 
atmospheric perturbations. Very-high-resolution optical images (metric pixels) have also been used to 
characterize the spatial (horizontal) characteristics of the canopy through textural indices. This approach 
provides a much broader range of sensitivity [29] (up to 600 Mg/ha AGB) but is sensitive to variations 
in scene lighting caused by changes in sun-viewing configurations. 
Several studies have also used L-band synthetic aperture radar (SAR), such as PALSAR/ALOS, 
JERS-1 and SIR-C (radar wavelength of approximately 25 cm) (e.g., [11,30–33]). However, similar to 
optical sensors, the saturation levels of the radar sensors occur at low to intermediate biomass levels 
(between 60 and 150 Mg/ha). Le Toan et al. [30], Wu et al. [32], and Dobson et al. [33] reported  
L-band radar signal saturation of biomass levels at 100 Mg/ha in coniferous forests. However, according 
to Imhoff et al. [34], the saturation levels are closer to 40 Mg/ha because the saturation thresholds occur 
before the regression maxima. In boreal forests, saturation levels were observed up to 150 Mg/ha  
(e.g., [11,31]). Luckman et al. [35,36] found a saturation point of 60 Mg/ha in the Central Amazon basin. 
Finally, due to the higher saturation level of SAR P-band, the P-band is able to estimate AGB at higher 
ranges (e.g., [34,37,38]). Imhoff et al. [34] examined AGB levels in broadleaf evergreen forests in 
Hawaii and coniferous forests in North America and Europe and found saturation levels of 100 Mg/ha 
for the P-band versus 40 Mg/ha for the L-band. Minh et al. [37] reported a decrease in sensitivity of 
approximately 300 Mg/ha for the biomass in dense tropical forests using the P-band. Nizalapur et al. [38] 
found a decrease in sensitivity in a tropical dry deciduous forest of approximately 200 Mg/ha for the  
P-band and 150 Mg/ha for the L-band. 
In a recent study, Zolkos et al. [39] compared the performance of the AGB estimation approaches of 
more than 70 studies using different sensor types (LiDAR, optical, and radar). Their results indicated 
that LiDAR data (airborne and spaceborne) were significantly better at estimating biomass in comparison 
to optical and radar sensors. The mean relative standard errors (RSE) of the biomass estimations with 
different LiDAR data were 39.4 Mg/ha for discrete LiDAR data, 50.2 Mg/ha for full return LiDAR data 
and 39.6 Mg/ha for GLAS data. However, the RSE was 70 Mg/ha when using optical- or radar-data-based 
models alone. In spite of these findings, Zolkos et al. [39] did not take into account studies using textural 
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indices extracted from very-high-resolution optical images for the estimation of AGB, which provide a 
higher sensitivity for AGB of up to 600 Mg/ha (e.g., [29]). 
In this study, we used LiDAR data provided by GLAS to estimate canopy heights in French Guiana. 
Canopy height estimation models based on full waveform data can be divided into two categories:  
the direct method and statistical models. The direct method enables canopy height estimation in low 
relief areas using the difference in elevation between signal start and the ground. However, over sloping 
areas, the direct method overestimates canopy heights because of the additional height introduced by the 
slope. To remove the effects of the slope, statistical models using GLAS and DEM metrics have been 
developed. Nevertheless, while the metrics developed in previous studies were very successful in 
increasing the precision of the canopy height estimation models (e.g., [10,24,26,40]), they presented 
their own shortcomings. Indeed, in order to use these metrics for better canopy height estimation, the 
exact position of the top-of-canopy and ground peaks is often required. Over dense vegetated areas such 
tropical forests, extracting the top-of-canopy and ground peaks is especially difficult using an automated 
process, as the LiDAR waveform does not often present distinctive peaks [24]. The extraction of these 
metrics manually is always possible, but becomes time consuming and inefficient when dealing with  
a large number of GLAS waveforms. Therefore, the aims of the present paper are to test several 
commonly used canopy height estimation models that utilize metrics derived from GLAS waveforms 
and SRTM-DEM and to test two techniques, new in the field of forest applied LiDAR: principal 
component analysis (PCA) and Random Forest. The purpose of using the PCA approach is to eliminate 
the need for metrics extracted from GLAS in canopy height estimation models, as the extraction of these 
metrics is error-prone, especially in dense forests, such as those in French Guiana. For the Random 
Forest regressions, the same metrics derived from GLAS footprints will first be used. Then, the principal 
components from the PCA of the GLAS waveform will be tested. The results of each model will be 
validated against canopy height estimates obtained from an airborne LiDAR dataset. 
A description of the satellite and airborne LiDAR datasets used in this study is given in Section II, 
followed in Section III by the presentation of methods for forest height estimation using airborne and 
satellite LiDAR. The results are shown in in Section IV. Finally, Sections V and VI present the 
discussion and conclusions respectively. 
2. Dataset Description 
2.1. Study Area  
The study site is French Guiana, which lies in the tropics. It is situated on the northern coast of the 
South American continent, bordering the Atlantic Ocean, Brazil and Suriname (the central coordinates 
are 5°15ʹN and 52°55ʹW, Figure 1). French Guiana’s surface area is 83,534 km2, of which 96.75% is 
forested. The terrain is mostly low-lying; 67.8% of the slopes are lower than 5°, rising occasionally to 
small hills and mountains. The altitude ranges from 0 to 851 m. The DEM acquired by the Shuttle Radar 
Topography Mission (SRTM) with a resolution of three arcseconds (90 m) was used. 
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Figure 1. LiDAR datasets acquired for French Guiana (the right image corresponds to the 
red rectangle in the left image). 
 
2.2. Airborne LiDAR Dataset 
2.2.1. Small-Footprint Low-Density LiDAR Dataset (LD) 
A LiDAR dataset was acquired in 1996 during an airborne geophysical survey that covered 4/5 of 
French Guiana (northern part, Figure 1). Because laser data were acquired for assessing the quality of 
the survey, and particularly for flight ground clearance, a low sampling frequency was used, and only 
the first pulse was considered [41]. The data correspond to the elevation of the first obstacle encountered 
by the laser. The sampling frequency was 10 Hz with a 905-nm wavelength laser and a footprint size of 
35 cm (laser beam width of approximately 3 mrad). The laser measurements are therefore considered 
point data. The database contains laser elevations every 7 m on flight lines spaced 500 m apart and 
oriented at 30°N, intersected by transverse flight lines spaced 5 km apart and oriented at 120°N. The 
mean density of this database is approximately 285.2 points/km2. Bourgine et al. [42] evaluated the 
quality of this low-density LiDAR dataset (LD), and the accuracy of the terrain elevation was estimated 
to be approximately ±2 m. 
2.2.2. Small-Footprint High-Density LiDAR Dataset (HD) 
LiDAR datasets with high points density (HD) acquired during several airborne surveys in 2004, 
2007, 2008 and 2009 by the Altoa Corporation using a helicopter were also used in this study (Table 1). 
The elevations were recorded using two LiDAR systems: Riegl LMS-Q140i-60 in 2004, 2007 and 2008 
and the newer LMS-280i system in 2009. The elevation data were acquired for several small study sites 
in French Guiana (Figure 1). The mean acquisition density of the HD datasets is 3.5 points/m2 (between 
0.9 and 5.6 points/m2). The laser wavelength was 905 nm with a mean footprint size of 45 cm for the 
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first system and 10 cm for the second, and the precision of the elevation was smaller than 0.1 m [43]. 
Moreover, the HD, unlike the LD, is a last-return laser elevation measurement, as using the last return 
increased the percentage of ground returns [43]. 
Table 1. Description of the HD datasets used in this study. 
Site Acquisition Date Location Area (km2) Point Density (points/m2) 
Paracou_2004 2004 5°15.9ʹN 52°55.9ʹW 5.35 0.9 
Sinnamary 2004 5°24.7ʹN 52°56ʹW 6.52 0.9 
St-Elie 2007 5°18.2ʹN 53°3.3ʹW 4.40 5.3 
Nouragues07A 2007 4°5.3ʹN 52°40.7ʹW 7.24 3.2 
Nouragues07B 2007 4°2.4ʹN 52°40.6ʹW 2.42 3.8 
Nouragues08A 2008 4°5.1ʹN 52°41.2ʹW 1.96 4.5 
Nouragues08B 2008 4°3.8ʹN 52°40.9ʹW 7.82 3.8 
Nouragues08C 2008 4°2.5ʹN 52°40ʹW 2.89 4.2 
Nouragues08D 2008 4°2.5ʹN 52°41.0ʹW 1.08 3.5 
Paracou_2009 2009 5°16.1ʹN 52°55.8ʹW 12.08 5.6 
2.3. Spaceborne LiDAR Dataset 
The Geoscience Laser Altimeter System (GLAS) on the Ice, Cloud and land Elevation Satellite 
(ICESat), which launched in January 2003, used three onboard lasers, L1, L2, and L3, to measure the 
elevation changes of the polar ice-sheets as well as cloud and aerosol properties. During its operational 
years, GLAS operated with orbit cycles repeating between every 57 and 197 days for a total of  
18 missions. This was due to the unexpectedly short lifetime of the laser system. The GLAS data were 
acquired in October-November, February-March, and May-June. GLAS acquired full waveform data 
along profiles with a footprint diameter ranging between 110 and 50 m, spaced every 175 m along the 
profile. The nominal pointing angle was approximately 0.3° off nadir. Over land and ice surfaces, GLAS 
measured vertical structures using a 1064-nm laser pulse, and the waveforms were then digitized in 544 
or 1000 bins (depending on the mission) with a vertical resolution of 1 ns (15 cm), which corresponds 
to 81.6 m and 150 m height ranges, respectively. The vertical accuracy of GLAS over flat surfaces has 
been estimated to be between 0 and 3.2 cm, on average, with a standard deviation lower than 3.3 cm [44].  
There are 15 data products (GLA01 to GLA15) available from ICESat GLAS. In this study, only 
GLA01 (global altimetry data) and GLA14 (global land surface altimetry data) were used. GLA01 
contains the raw waveform data, while GLA14 contains information on observation conditions and 
waveform parameters. The waveforms are decomposed into a maximum of six Gaussian distributions,  
and the distributions describe the vertical structure of the canopies within the footprints in the GLA14 
product. Over flat terrain, it is generally assumed that the last Gaussian peak is the ground return,  
and the first peak represents reflections from the canopy top [44] (Figure 2). 
To exclude unsuitable GLAS data in canopy height estimation, such as data affected by atmospheric 
conditions and clouds, several filters were applied. (1) Signals with high noise were removed using a  
signal-to-noise ratio higher than 20. This filter removed 15.6% of the data. (2) GLAS waveforms with 
delays from either saturation or atmospheric forward scattering were removed. This removed 14.8% of the 
remaining data. (3) Cloudless waveforms were selected using the cloud detection flag (FRir_qaFlag = 15). 
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This filter was used to remove 28.8% of the remaining data. Saturated signals were identified using the 
GLAS flag (SatNdx > 0). (4) Waveforms with a centroid elevation that was significantly higher or lower 
than the corresponding SRTM elevation were removed (|SRTM-GLAS| > 100 m) [45]. This filter removed 
2.5% of the remaining data. From the original database of 101,056 footprints, 46.9% satisfied the filters 
mentioned above, of which 374 intersected with the LD dataset (where the LD points are at a maximum 
distance of 50 m from the center of the GLAS’s footprint). Finally, the GLAS data, referenced to 
TOPEX/Poseidon, were converted to WGS84 by subtracting 70 cm from the elevation values. 
Figure 2. A typical GLAS waveform acquired over a vegetated area on a flat terrain. 
 
3. Materials and Methods 
3.1. LiDAR Data Processing and Canopy Height Estimation 
3.1.1. Processing the LD Dataset 
To estimate canopy heights using the airborne low-density LiDAR data, several steps were required. 
First, the dataset was filtered to remove erroneous elevation measurements. Next, the canopy-top and 
the ground points were extracted to estimate the canopy heights. The process for canopy height 
estimation is summarized in the following sections. 
Data Filtering 
Airborne LD LiDAR data showed local-scale fluctuations according to whether the point corresponded 
to a treetop, a branch at intermediate level, or even a stream or the ground. The analysis of LiDAR data 
showed important differences due to measurement errors in LiDAR elevations (Z) between two 
neighboring points (a distance of 7 m in the LD dataset). Elevation differences up to 150 m were observed. 
LiDAR points with a difference in Z greater than 60 m were discarded. This threshold of 60 m was chosen 
considering the extreme case in which one laser point represents the top of a tree and its neighboring point 
reaches the ground, giving an approximate maximum canopy height of 60 m.  
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Canopy Top Identification 
Next, airborne LiDAR data were filtered to select the points that most likely corresponded to canopy 
tops. This was achieved by selecting the local maximum in a sliding window of n points (n being odd 
numbers). In each window, the local maximum was selected as the point with the maximum amplitude 
with respect to the line segment joining the boundaries of each window (Figure 3a). The window size 
was selected so that the variogram of LiDAR elevations (Z) no longer displayed an apparent nugget 
effect. Figure 3b shows that the nugget effect disappears when windows are larger than seven points and 
that a window of nine points (i.e., 56 m) gives a nearly linear variogram. Windows of a larger size did 
not improve the results and tended to decrease the number of available points. With a nine-point window, 
more than a quarter of the filtered LD LiDAR points were conserved (a point every 42 m, on average, 
along the flight lines), making a total of 3,289,076 top-of-canopy points available over French Guiana  
(49.21 pts/km2). 
Figure 3. (a) Points selected as top of canopy (local maximum); (b) Variogram of airborne 
LiDAR elevations from the LD dataset with local maximum points as a function of the size 





(b)        (c) 
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(d) 
Identification of Ground Points 
Few LiDAR returns reach the ground in tropical forests. Vincent et al. [43] estimated that, in last-return 
mode, only 1% of all laser returns are ground measurements. Bourgine et al. [42] estimated the ground 
returns in the LD dataset to be several hundred meters apart. To select the ground points from the LD 
dataset, the following procedure was attempted (e.g., [42,46]): 
(1) Between two successive points identified as top of canopy, identify the local minimum, i.e.,  
the point that gives the maximum canopy height (Figure 3c). For all points situated between the two  
top-of-canopy points, the canopy height is calculated as the difference between the elevation of each 
point (Z) and the top-of-canopy elevation (ZTOP). ZTOP is obtained using a linear interpolation between 
the elevations of two canopy tops. 
(2) Among the local minimum points selected in the previous step, retain the lowest one inside a 
non-overlapping moving window (point corresponding to the greatest canopy height) (Figure 3d). With 
the use of a small window size, the selected ground points are often located above the ground, leading 
to an underestimation of the canopy height. For too-large windows, too many ground points are 
eliminated, leading to an excessive smoothing of the estimated canopy height during the subsequent 
interpolation. Bourgine et al. [42] demonstrated that the best window size for this LD dataset is  
1000 m. The number of ground points available for French Guiana is 105,438 (1.59 pts/km2). 
Canopy Height Estimation 
Canopy heights were calculated for the LD dataset using points identified as top of canopy and ground 
(Figure 3d). The estimation of the canopy height was performed at the level of the 105,438 ground points 
using linear interpolation between the elevations of the top-of-canopy points (spaced 42 m apart, on 
average). Canopy height estimation cannot be conducted at the canopy-top level by interpolating the 
ground points because the distance between ground points (1000 m, on average) is too great to assume 
a linear trend between the elevations of ground points. 
The estimation of canopy height using the LD dataset showed that canopy heights reached a 
maximum of 69 m with a mean height of approximately 30.4 m. The lower canopy heights (maximum 
of 20 m) were observed in the coastal marsh areas, situated in the northeastern part of French Guiana 
(Figure 4). 
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Figure 4. Map of canopy heights calculated from the airborne LiDAR dataset LD for  
(a) French Guiana and (b) a portion of the coastal marsh. Only 1% of canopy heights were 
higher than 50 m in all of French Guiana. 
(a)  (b)
3.1.2. Processing the HD Dataset 
The estimation of canopy height from the airborne high-density (HD) dataset used a similar 
procedure. However, as the density of points is higher (on average 3.5 pts/m2) than that of the LD dataset 
(on average 285.2 pts/km2), several changes were made to account for the difference between the 
two datasets: 
(1) The procedure described in Section 3.1.1 requires flight lines for top-of-canopy and ground point 
extraction. From the HD dataset, a grid of 1 m × 1 m was created over the study sites. Then, two datasets 
were created: the first contained the point with the highest elevation in each square of the grid, and the 
second contained the lowest elevations. 
(2) Using the grid of the highest elevations, the procedure developed in Section 3.1.1 for canopy top 
extraction was applied to extract canopy-top points along the East-West and North-South directions. The 
window size for the canopy top extraction differed between datasets according to their point density 
(between 20 and 50 m). 
(3) Using the lowest elevations grid, the ground point’s extraction procedure detailed in Section 3.1.1 
was performed along the horizontal and vertical lines of the grid. However, unlike with the LD dataset, 
the window sizes used in the selection of ground points were much smaller (between 70 and  
120 m, according to the HD dataset). The window sizes of the HD dataset were also determined using 
an analysis of variograms. 
(4) Finally, as the distances between ground points and between canopy-top points were small, the 
estimation of canopy height was calculated at each canopy-top and ground point. However, unlike the 
LD dataset, the canopy heights were not estimated using linear interpolation but rather using bilinear 
interpolation. First, Delaunay triangulations were computed separately for the canopy-top and the ground 
points. Next, the triangle containing each ground point in the lat/lon plane of the top-of-canopy mesh 
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was identified, and the ground point was projected on this triangle. Finally, the canopy height was 
calculated as the difference between the elevation of the projected ground point on the top-of-canopy 
mesh and the elevation of the actual ground point. A similar procedure was carried out for canopy height 
estimation at each canopy-top point using the projection of canopy-top points on the Delaunay triangles 
of the ground points’ mesh. 
3.1.3. Comparison of Canopy Height Estimates from the LD and HD Datasets 
The canopy height estimates from the HD dataset are considered near-terrain measurements because 
of their small footprint size and high density. Unfortunately, the HD dataset does not intersect with the 
GLAS footprints. To use the LD dataset as reference data for GLAS’s canopy height estimation models, 
the accuracy of the canopy heights of the LD dataset was assessed against the estimates from the HD 
dataset. For each LD canopy height estimate, the nearest point from the HD dataset, at a maximum 
distance of 10 m, was chosen. The results of the comparison between canopy heights from the LD and 
HD datasets showed a mean difference of 0.22 m, an RMSE of 1.57 m, and an R2 of 93% (Figure 5). 
Figure 5. Comparison between canopy height estimates from the LD and HD datasets. 
 
3.2. GLAS Data Processing 
3.2.1. GLAS Waveform Metrics Extraction 
Several canopy height estimation models from GLAS waveforms have been developed in recent years 
(e.g., [10,20,40,45,47,48]). They depend on several parameters extracted from waveforms (primarily 
signal start and end, waveform extent, and leading and trailing edges) and on ancillary data, such as 
DEMs (slope or terrain index).  
Signal start and end are defined as the first and last locations where the waveform intensity exceeds 
a certain threshold level (n·σb, σb is the standard deviation of the background noise) above the mean 
background noise (μb) (Figure 2) [10]. Both μb and σb are found in the GLA14 product. The difference 
between the signal end and signal start is called the waveform extent. However, there are no consistent 
optimal thresholds that can be used for every study area. Different thresholds have been used in different 
studies, including 3σb [49], 3.5σb [47], 4σb [10] and 4.5σb [48]. The difficulty in identifying the noise 
threshold could be explained by the difficulty in consistently identifying signal start and signal end. 
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The Gaussian peaks resulting from the decomposition of the GLAS waveform represent canopy 
features, such as canopy top, canopy trunks, ground or a mix of these elements. The last Gaussian peak 
does not necessarily represent the ground return. Moreover, there is no general rule to determine the 
ground peak (e.g., [40,47,49,50]). Duong et al. [50] and Sun et al. [49] identified the ground as the last 
peak. Rosette et al. [47] and Chen [40] found that the elevation of the stronger of the last two Gaussian 
peaks has a better correspondence to the ground. In this study, the stronger of the last two Gaussian 
peaks was selected as the ground return. 
The leading edge is defined as the difference between signal start and the first bin that is at half the 
maximum intensity (Figure 2). The trailing edge corresponds to the difference between signal end and 
the last bin that is at half the maximum intensity [48] (Figure 2). However, some LiDAR waveforms 
have a large difference in the intensity between the canopy and the ground peaks. If the ground peak 
return is significantly lower than the canopy peak, an overestimation of the trailing edge could be 
observed using Lefsky’s metrics. Conversely, with a low intensity return from the canopy peak and a 
high intensity return from the ground peak, an overestimation of the leading edge could be observed 
using Lefsky’s metrics [10]. Hence, Hilbert and Schmullius [24] proposed modified leading edge and 
trailing edge definitions. The modified leading edge is defined as the elevation difference between signal 
start and the canopy peak’s center, and the modified trailing edge is the difference between signal end 
and the ground peak’s center (Figure 2). These modified metrics better represent the characteristics of 
the canopy top and the ground surface. This study used the modified leading and trailing edges. 
3.2.2. Principal Component Analysis of GLAS Waveforms 
Principal Component Analysis (PCA) of LiDAR waveforms has been conducted in a handful of 
studies. Allouis et al. [51] used PCA to estimate the water depth in shallow water using airborne LiDAR 
waveforms. Principal components were then used to perform a regression model between the principal 
components and water depth. The model relying on PCA for water depth estimation provided the lowest 
mean error and had the lowest detectable water depth in comparison to other models (mathematical 
approximation, Heuristic methods, statistical approaches, and convolution methods). However, to 
convert waveform samples into principal components, further processing of the GLAS waveforms was 
required. First, the parts of the waveforms useful for canopy height estimation corresponding to the 
waveform extent were extracted. Next, because not all the waveforms have the same waveform extent, 
the waveform with the largest extent was identified, and waveforms with shorter waveform extents were 
padded with the remaining waveform samples after the signal end to give them the same length as the 
largest waveform extent (same sample count). Note that the first sample of the extracted waveform now 
corresponds to signal start. In this study, the largest waveform extent had 470 samples. Next, the 
extracted waveform samples were converted into principal components (PCs), and the number of PCs 
to be used in the regression model for dominant canopy height estimation (Hmax) was calculated. The 
number of PCs used in the regression model has a major impact on the performance of the model, as 
choosing too many PCs will include noise from the sampling fluctuations in the analysis and by choosing 
too few, relevant information will be lost. A vast literature has developed methods to choose the 
statistically significant PCs. In this study, the number of statistically significant PCs was determined 
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using a statistical process based on the study by Karlis et al. [52]. The PCs with eigenvalues higher than 
a certain threshold were selected. The threshold (λ) was defined as follows:  
ߣ ൌ 1 ൅ 2ඨ݌ െ 1݊ െ 1 (1)
where p is the number of variables (PCs) and n is the number of observations (waveforms). For our 
dataset composed of 470 variables and 474 observations, the threshold (λ) was determined at 2.99. Thus, 
the first 13 PCs were selected. 
3.3. Background on GLAS Canopy Height Estimation 
3.3.1. Direct Method 
The estimation of the canopy height using the direct method is simply the difference between the 
waveform signal start (canopy top) (Hb) and the ground peak (Hg): 
Hmax = Hb − Hg (2)
The direct method estimates the canopy height with good precision over flat areas. An average 
difference between GLAS and airborne LiDAR data lower than 3 m was observed in several studies 
(e.g., [45,53]). 
3.3.2. Multiple Regression Models Using GLAS and DEM Metrics 
Over sloping areas, both the ground and vegetation peaks are broader and lower in intensity  
(e.g., [25,26]). The peak identified as the ground peak will no longer represent only the ground but a mix 
of ground and terrain objects (e.g., [40,54]). In fact, over sloped terrain, waveform extent will increase 
with the terrain slope and the footprint size [54]. This increase will lead to an earlier detection of the 
signal start and this will lead to an overestimation of the canopy height [55].  
To correct for the effect of terrain slope on the GLAS signal, several studies have developed models to 
better estimate canopy height. Lefsky et al. [48], Pang et al. [26], Duncanson et al. [55], and Chen [40] 
developed models based on parameters derived from the waveforms themselves (waveform extent 
“Wext”, leading edge “Lead” and trailing edge “Trail”). Lefsky et al. [10] and Rosette et al. [47] 
developed models based on the waveform extent and terrain index. The terrain index as defined by 
Lefsky et al. [10] is the difference between the maximum and minimum elevations in an m × m sampling 
window applied to a DEM at the GLAS footprint location. The window size depends on the resolution 
of the DEM. A 3 × 3 window has been deemed best for a 90-m-resolution DEM [10]. 
The first model was developed by Lefsky et al. [10] for the estimation of the tallest canopy within  
a footprint: 
Hmax = aWext − b·TI (3)
This model is based on the waveform extent (Wext) and the terrain index (TI). The incorporation by 
Lefsky et al. [10] of the waveform leading edge extent in Equation (3) resulted in a slight improvement 
in the canopy height estimation: 
Hmax = aWext − b·TI + cLead (4)
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Pang et al. [26] introduced a model to estimate forest canopy height by using metrics derived from 
the waveforms themselves:  
Hmax = aWext − (b(Lead + Trail))c (5)
Chen [40] introduced the following model to show how a linear model compares to Equation (5): 
Hmax = aWext − b(Lead + Trail) (6)
Finally, Lefsky et al. [20] proposed a modification of the Lefsky et al. [48] model to produce a better 
estimation when the leading and trailing edges are small:  
Hmax = aWext − bLead − cTrail (7)
In addition, to quantify the contribution of Lead and Trail in the canopy height estimation models, 
two additional models were analyzed: one that replaces Lead with Trail in Equation (4) and one that 
removes Lead in Equation (6) (model IDs 7 and 8, respectively, Table 2). Finally, each of the eight 
models was tested with an added intercept (the bis models, Table 2). The best regression model was 
selected based on the Akaike information criterion (AIC) [56], the coefficient of determination (R2), and 
the root mean square error (RMSE). Finally, to assess how the model results will generalize to an 
independent data set, a 10-fold cross validation was used. Large k-fold values mean less bias towards 
overestimating the true expected error (as training folds will be closer to the total dataset). 
The coefficients used in different models were fitted with least squares regressions using the canopy 
height estimates from the LD dataset. The corresponding LD canopy height estimate for each GLAS 
footprint was chosen as the closest point (no farther than 50 m). 
Table 2. Regression models’ fitting statistics calculated with 10-fold cross validation for 
estimating forest height. R = root mean square error, AIC = Akaike information criterion. 
Model ID R2 RMSE (m) AIC 
Hmax = Hb − Hg 1 0.50 7.9 3126 
max 0.6527 0.0184extH W TI   2 0.72 4.9 2221 
max 0.5405 0.0262 6.427extH W TI    2bis 0.73 4.4 2185 
max 0.6682 0.0029 0.0261extH W TI Lead    3 0.73 4.7 2223 
max 0.5395 0.2557 0.0115 6.8876extH W TI Lead     3bis 0.73 4.6 2187   1.5903max 0.7555 0.0994extH W Lead Trail    4 0.80 3.9 2084   1.3109max 0.6908 0.1315 3.3309extH W Lead Trail     4bis 0.80 3.9 2081  max 0.7965 0.2707extH W Lead Trail    5 0.79 3.9 2096  max 0.6972 0.2461 4.1452extH W Lead Trail     5bis 0.79 3.9 2083 
max 0.6739 0.0751 0.2959extH W Lead Trail    6 0.85 4.0 2064 
max 0.6739 0.0751 0.2959 4.1823extH W Lead Trail     6bis 0.85 3.9 2056 
max 0.7377 0.0235 0.3192extH W TI Trail    7 0.81 3.8 2063 
max 0.6656 0.0026 0.28899 3.679extH W TI Trail     7bis 0.81 3.7 2051 
max 0.7494 0.3184extH W Trail   8 0.81 3.8 2064 
max 0.6654 0.2904 3.6344extH W Trail    8bis 0.81 3.8 2056 
ܪ௠௔௫ ൌ ܽଵܲܥଵ ൅ ܽଶܲܥଶ ൅ ⋯൅ ܽଵଷܲܥଵଷ 9 0.52 5.9 2373 
Most important PCs (PC1, PC2, PC4, PC11) from ID 9 9bis 0.47 6.2 2478 
ܪ௠௔௫ ൌ ௘ܹ௫௧ ൅ ܽଵܲܥଵ ൅ ܽଶܲܥଶ …൅ ܽଵଷܲܥଵଷ 10 0.80 3.8 2047 
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Table 2. Cont. 
Model ID R2 RMSE (m) AIC 
Most important PCs (PC1, PC2, PC4, PC11) from ID 10 10bis 0.79 3.9 2075 
ܪ௠௔௫ ൌ 0.63 ௘ܹ௫௧ െ 0. 10ܲܥଵ ൅	0.05ܲܥଶ ൅ 0.02ܲܥଷ ൅ 1.3 11 0.73 4.4 2174 
ܪ௠௔௫ ൌ ܹܥ௜ ൅ ܽଵܲܥଵ ൅ ܽଶܲܥଶ …൅ ܽଵଷܲܥଵଷ 12 0.78 4.0 2064 
Random Forest using: Wext + Lead + Trail + TI 13 0.82 3.4 - 
Random Forest using: Wext + Lead + TI 14 0.80 3.6 - 
Random Forest using: Wext + Lead 15 0.80 3.6 - 
Random Forest using: Wext + TI 16 0.82 3.6 - 
Random Forest using: Wext 17 0.73 4.4 - 
Random Forest using: First 13 PC 18 0.70 4.7 - 
Random Forest using: PC1 + PC2 + PC4 + PC11 18bis 0.69 4.8 - 
Random Forest using: Wext and the first 13 PC 19 0.83 3.6 - 
Random Forest using: Wext +PC1 + PC2 + PC4 + PC11  19bis 0.82 3.6 - 
Random Forest using: WC and the first 13 PC 20 0.81 3.7 - 
Random Forest using: WC +PC1 + PC2 + PC4 + PC11 20bis 0.81 3.7 - 
3.4. Proposed Techniques for Canopy Height Estimation 
3.4.1. Multiple Regression Models Using Principal Components 
The previous section introduced a number of regression models developed in various studies for the 
estimation of canopy height. However, these models require several metrics derived from GLAS 
footprints, such as ground peak, canopy-top peak, leading and trailing edge extents, and metrics derived 
from ancillary data (SRTM DEM), such as terrain index. Moreover, the extraction of some metrics from 
GLAS waveforms, such as the location of the ground peak, is error-prone, especially in dense forests, 
such as those in French Guiana. Processing the GLAS data revealed that a considerable number of 
waveforms taken only over dense forests had the canopy-top location easily identified. In fact, canopy 
penetration of the waveform in densely vegetated areas was sometimes insufficient to reach the ground; 
thus, either the ground peak was unidentifiable or the waveform did in fact reach the ground but the 
return signal was not strong enough for reliable detection. These difficulties in the detection of the 
ground peak affect the estimation of the trailing edge extent and, ultimately, the estimation of the canopy 
height. Therefore, a statistical model for canopy height estimation based only on the waveform samples 
might be an interesting alternative. In this section, a principal component analysis of GLAS waveforms 
was conducted. A stepwise linear regression model was built for canopy height estimation using the 
principal components (PCs). A regression model using PCs takes advantage of model building on 
orthogonal variables. The regression model using the 13 first PCs for canopy height estimation could be 
written as follows: 
ܪ௠௔௫ ൌ ܽଵܲܥଵ ൅ ܽଶܲܥଶ ൅⋯൅ ܽଵଷܲܥଵଷ (8)
where PCi are the principal components, and ai are the coefficients to be applied to the principal components. 
This model based on principal component analysis for canopy height estimation will be compared to 
the regression models developed in the previous section to quantify the benefits of using waveform data 
(PCA model) instead of metrics extracted from the waveform. 
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3.4.2. Random Forest Regressions Using GLAS and DEM Metrics  
In Section 3.3.2, linear regressions were developed to estimate the canopy height for each GLAS 
footprint. These regressions linked the canopy height estimated from the LD data to the GLAS and 
SRTM metrics (waveform extent, leading edge, trailing edge, and terrain index). In this section,  
the Random Forest (RF) technique was evaluated using the following different configurations: 
(1) All the metrics were used to estimate the canopy height (waveform extent “Wext”, leading edge 
extent “Lead”, trailing edge extent “Trail”, and terrain index “TI”);  
(2) The Trail metric was removed because in densely forested areas, such as tropical forests,  
the LiDAR echo seldom reaches the ground, making the ground peak difficult to identify; thus, the Trail 
metric is often inaccurate; 
(3) To study the effects of Trail and TI on the canopy height estimates, the TI and Trail metrics were 
removed (only the Wext and Lead were used). This case shows promise in the use of the SRTM DEM 
in a low relief area; 
(4) Only Wext and TI were used to assess the impact of the Lead and Trail metrics on the performance 
of Random Forest for canopy height estimates; 
(5) Only Wext was used. This case evaluated the impact of using Lead, Trail, and TI with Wext for 
canopy height estimates. The relative importance of the different metrics used in Random Forest for the 
canopy height estimates was also analyzed. Variable importance is based on two measures. The first is 
a measure of accuracy obtained by quantifying the mean squared error increase in the model by the 
removal of a variable. The other importance measure is the Gini index, which quantifies the degree to 
which a variable produces terminal nodes in the classification forest. Finally, to validate the 
generalization performance of the Random Forest regressions, the error in the estimation of the canopy 
height was assessed using a 10-fold cross validation. The performance of the different configurations 
was assessed by comparing the canopy height estimates from Random Forest regressions and the canopy 
heights extracted from the LD dataset, which were used as the reference data. 
Several studies have shown that, for many applications, the Random Forest technique is extremely 
powerful in estimating biophysical parameters (e.g., [57–60]). Random Forest can be used as a classifier 
or a regression algorithm consisting of an ensemble of regression or classification trees [61]. Each tree 
is grown with a randomized set of explanatory variables. For the regressions by Random Forest, the 
estimates are produced by averaging the results produced by each tree. 
3.4.3. Random Forest Regressions Using Principal Components 
Similar to the previous section, the first 13 principal components were used in the Random Forest 
regression to link the canopy heights estimated from LD data to these PCs. This model based on principal 
component analysis and Random Forest regressions was compared to other the models performed in  
this study. 
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4. Results 
4.1. Direct Method 
The comparison between the canopy height estimates from GLAS waveforms using the direct method 
and the canopy height estimates from the LD dataset showed a high RMSE of 7.9 m for the estimation 
of the GLAS canopy height and a low R2 of 0.50 (Figure 6a). This result can be explained by the fact 
that most of the footprints were in an area with a slope between 5° and 10°. 
Figure 6. Canopy height estimates from GLAS data in comparison to estimated canopy 
heights from the LD dataset: (a) using the direct method (model ID 1, Table 2), (b) using the 
model with Wext, TI and Trail (model ID 7bis, Table 2), and (c) using the model with Wext 




4.2. Multiple Regression Models 
4.2.1. Using GLAS and DEM Metrics 
The results of the regression models with 10-fold cross validation showed that the regression models 
using the trailing edge extent (model IDs 4 to 8, Table 2) provided slightly better estimations of canopy 
height. For these models, AIC ranged between 2051 and 2096, RMSE ranged between 3.7 and 4.0 m, 
and R2 between 0.79 and 0.81. The best results in estimating forest height were obtained with model ID 
7bis (Table 2, Figure 6b). The contribution of the leading edge extent appeared to be weak in comparison 
to the trailing edge extent when estimating the maximum canopy height. Indeed, model IDs 7 and 7bis, 
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which used Trail, had better results than model IDs 3 and 3bis (Table 2), which used Lead. Moreover, 
the use of information calculated from a DEM (terrain index) alone in the regression models had the 
lowest estimation accuracy for the canopy height (model ID 2, Table 2, Figure 6c) (RMSE of 4.9 m and 
R2 of 0.72). 
4.2.2. Using Principal Components 
The results of the PCA model for canopy height estimation showed an estimation accuracy with an 
R2 of 0.52 and an RMSE of 5.9 m (Figure 7a). To reduce the number of PCs involved in the PCA model, 
stepwise regression was used to extract the most important principal components. The resulting model, 
which used 6 principal components containing 76.3% of the waveforms’ inertia, showed an R2 of 0.47 
and an RMSE of 6.2 m. 
Figure 7. Comparison between canopy height estimates using the PCA regression models 
and those estimated from low-density airborne LiDAR data (LD) (a) using the first 13 PCs, 
(b) using the first 13 PCs with the waveform extent, and (c) using the first three PCs with 




Figure 7a shows that the PCA model appeared to overestimate canopy heights for canopies with 
heights lower than 20 m. To improve height estimation of these canopies, a regression model 
incorporating both the first 13 principal components and the waveform extent was performed: 
ܪ௠௔௫ ൌ 	 ௘ܹ௫௧ ൅ ܽଵܲܥଵ ൅ ܽଶܲܥଶ ൅ ⋯൅ ܽଵଷܲܥଵଷ (9) 
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The new PCA regression model for canopy height estimation accounting for the waveform extent 
showed better canopy height estimation results in comparison to the PCA model without information on 
the waveform extent, with an RMSE of 3.8 m and an R2 of 0.80 (Figure 7b). Using only the seven most 
important components from the stepwise regression, the R2 decreased to 0.79 and the RMSE increased 
to 3.9 m. Furthermore, using only the first three principal components with the waveform extent, the R2 
decreased to 0.73, and the RMSE increased to 4.4 m. 
Next, the waveform extent was replaced by a waveform extent factor class (WC): (1) WC1 for 
waveform extents lower than 20 m, (2) WC2 for waveform extents between 20 and 40 m, and (3) WC3 
for waveform extents higher than 40 m. The resulting regression model using all the principal 
components and the WC has the following form: 
ܪ௠௔௫ ൌ 	ܹܥ௜ ൅ ܽଵܲܥଵ ൅⋯൅ ܽଵଷܲܥଵଷ (10)
where WCi is the intercept to be applied to the model depending on the waveform extent (i = 1, 2, or 3). 
The values of WCi are 7.78, 25.83 and 32.01 for WC1, WC2, and WC3, respectively. 
The new PCA regression model for canopy height estimation with information on the waveform 
extent showed slightly less canopy height estimation accuracy in comparison to model ID 9 (Table 2), 
with an RMSE of 4.0 m and an R2 of 0.78 (Figure 7c). 
Like previously, stepwise regression was used to extract the most important PCs. The resulting model 
using using PCs and containing 76.3% of the waveforms’ inertia showed slightly lower performance in 
comparison to the PCA model that used all the PCs and the WC factor, with an RMSE of 4.2 m and an 
R2 of 0.76. Figure 8 shows the canopy height estimates from the LD and GLAS datasets. Good agreement 
was observed between the two canopy height maps.  
Figure 8. (a) Map of canopy heights estimated from the LD dataset; (b) Map of canopy 
heights estimated from the GLAS dataset using the PCA model; (c) Overlapping of the two 
maps over a small area of French Guiana. 
(a) (b) 
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Figure 8. Cont. 
(c) 
4.3. Random Forest Regressions 
4.3.1. Using GLAS and DEM Metrics 
To analyze the precision of the canopy height estimation using Random Forest, several configurations 
were tested, and the results reveal that the best configuration for canopy height estimation is the one that 
uses all the metrics: waveform extent, leading edge, trailing edge, and terrain index (model ID 13,  
Table 2). The difference between the GLAS canopy height estimates and those estimated from the LD 
(reference data) in the first configuration had an RMSE of 3.4 m and a coefficient of determination R2 
of 0.82. Moreover, the variable importance test of the metrics showed that the GLAS canopy height is 
best explained using Wext, with an importance factor almost three times higher than those for the other 
three metrics; meanwhile, the other metrics (Trail, Lead, and TI) had almost the same importance. Other 
configurations using Wext, Lead, and TI; Wext and Lead; and Wext and TI (model IDs 10, 11 and 12, 
respectively, Table 2) showed a slightly lower precision in the canopy height estimation (RMSE) 
(approximately 3.6 m). The estimation of the GLAS canopy height using only Wext had an RMSE of 
4.4 m with an R2 of 0.73. These results show that, in a low relief area, the use of other metrics in addition 
to the waveform extent only slightly improved the precision of the estimation of canopy height regardless 
of which metric was used. The use of one metric (among Trail, Lead and TI) in addition to Wext 
improved the estimation of canopy heights by approximately 1 m. Moreover, the use of more than one 
of these metrics in addition to Wext did not improve the estimation of canopy heights. Figure 9 shows 
examples of the comparison between the GLAS canopy height estimates and the reference canopy 
heights estimated from the LD dataset. 
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Figure 9. Comparison of estimated canopy heights using Random Forest regressions  
and estimated canopy heights from the LD dataset for three metrics configurations:  




4.3.2. Using Principal Components 
In this section, canopy height estimations with Random Forest regressions using PCs were performed 
with different configurations. Using the first 13 PCs in the Random Forest regression resulted in better 
canopy height estimation precision (RMSE = 4.7 m, R2 = 0.7) in comparison to the linear regression 
model that used the first 13 PCs in Section 4.2.2 (RMSE = 5.9 m, R2 = 0.52). The variable importance 
test showed that GLAS canopy height is best explained using PC1, PC2, PC4, and PC11 (variance 
62.38%). Using only these four PCs in the Random Forest model had a similar result (RMSE = 4.8 m, 
R2 = 0.69). Next, the incorporation of the waveform extent in addition to the first 13 principal 
components greatly improved the precision of the canopy height estimation (RMSE = 3.6 m, R2 = 0.83) 
in comparison to the RF regressions without Wext. In addition, this result is slightly better to the one 
obtained using a linear multiple regression with the first 13 PCs and Wext (RMSE = 3.8 m). Using the 
most important variables (Wext, PC1, PC2, PC4, and PC11) in the RF regression yielded similar results, 
with an RMSE of 3.6 m and an R2 of 0.82. Finally, replacing the waveform extent by the waveform 
extent factor class (WC) in addition to the first 13 PCs in the Random Forest regression for canopy 
height estimation showed similar results (RMSE = 3.7 m, R2 = 0.81). Similar findings were noted when 
retaining only the most important variables (WC, PC1, PC2, PC4, and PC11), with an RMSE of 3.7 m 
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and an R2 of 0.81. Figure 10 shows examples of the comparison between the GLAS canopy heights using 
PCs and the Random Forest technique and the reference canopy heights estimated from the LD dataset. 
4.4. Model Performance in Different Forest Conditions 
In previous sections, different models were applied on GLAS footprints over French Guiana in order 
to estimate forest canopy heights. Most models performed well, with an estimation precision lower than 
4.5 m on the estimation of canopy heights. In this section, the two best models (model 7bis and 19,  
Table 2) were tested for different slopes and forest types, in order to analyze how the models would 
adapt in different forest conditions. 
Figure 10. Comparison between canopy height estimates using the most important PCs in 
Random Forest regression models and those estimated from Low Density airborne LiDAR 
data (LD) using (a) the most important PCs (PC1, PC2, PC4, and PC11) and (b) the most 
important PCs with the waveform extent. 
(a) (b) 
In our study site, the distribution of the slopes shows that 80% are lower than five degrees, 17% 
between five and 10 degrees and 3% higher than 10 degrees. Based on these results, GLAS footprints 
were divided into two slope categories: GLAS footprints that fall on slopes lower than five degrees and 
GLAS footprints that fall on slopes higher than five degrees. Because the slopes are relatively weak in 
French Guiana, model validation for high slopes was not possible. Model validation over these two slope 
categories showed that the RMSE on the estimation of canopy heights slightly increased from 3.3 to 4.0 
m and from 3.5 to 4.8 m for PCA and the linear regression model, respectively (models 7bis and 19, 
Table 2). However, the PCA model is slightly better at correcting the effects of the slopes in comparison 
to the linear regression model with a 0.7 m increase in the RMSE vs. 1.3 m for the linear model. 
Forest landscape classes in French Guiana were defined in a previous study carried out by  
Gond et al. [62]. Gond et al. [62] interpreted 33 remotely sensed landscape types (LTs) using 
VEGETATION/SPOT images. Five of the 33 classes occupied 78% of the forests in the area.  
The method utilized in their study used a multivariate analysis of remote sensing data, field observations 
and environmental data. The defined LTs are as follows:  
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‐ LT1 represents dense, closed-canopy forest with small crowns of the same canopy height and 
small gaps mixed with regular canopies with well-developed crowns of almost the same canopy 
height without large gaps interlaced with flooded savannas (10%).  
‐ LT2 is a closed canopy forest dominated by well-developed crowns of almost the same canopy 
height without large gaps.  
‐ LT3 is an irregular- and disrupted-canopy forest where the trees have very different heights and 
different crown diameters with large gaps mixed with closed-canopy forest dominated by  
well-developed crowns at almost the same elevation without large gaps. LT3 is also interlaced 
with liana forests.  
‐ LT4 is similar to LT3 with more liana forest and non-forest land covers.  
‐ LT5 is an open forest associated with wetlands and bamboo thickets. However, no GLAS 
footprints available over this LT.  
Model application over the different LTs showed that the RMSE on the estimation of canopy is 
consistent across the four LTs (LT1 to LT4). The RMSE ranged between 2.8 and 3.6 m for the PCA 
model (model 19, Table 2), and between 3.5 and 3.9 m for the linear regression model (model 7bis,  
Table 2). 
4.5. Error on the Estimation of Biomass 
The objective of this section is to analyze the impact of the canopy height estimation precision on the 
Above ground Carbon Density (ACD) and Above Ground Biomass (AGB) estimation precision.  
Asner et al. [63] proposed a general plot aggregate allometry in order to estimate the above ground 
carbon density (ACD):  
ACD = aHα ·BAβ·WDγ (11)
were H is the LiDAR derived top-of-canopy height, BA the basal area and WD the wood density. 
Moreover, Asner et al. [4] showed that the basal area (BA) and the wood density (WD) were dependent 
on the LiDAR derived top-of-canopy height for all the studied tropical forests (Hawaii, Madagascar, 
Peru, Panama, and Colombia). Hence, according to their study the previous allometric relation could be 
written as: 
ACD = aHα(b·H)β(c+d·H)γ (12)
The relationship between the precision on the estimation of canopy heights and the precision on the 








where ∆AGB/AGB is the relative precision on the estimation of above ground biomass, ∆ACD/ACD is 
the relative error on the estimation of the above ground carbon density. The coefficients α, β, γ were 
estimated by Anser et al. [4] using 754 field plots across five tropical countries (Hawaii, Madagascar, 
Peru, Panama, and Colombia) and many vegetation types. The coefficients c and d were also estimated 
by Asner et al. [4] for different regional forests. In our analysis of the canopy height estimation precision 
impact on the AGB and ACD estimation precision, the chosen coefficients c and d were those estimated 
from the moist Colombian forest [4]. These coefficients were chosen due to the fact that the French 
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Guiana’s forest is a moist tropical forest and close in location to the Colombian forest. Finally, accuracy 
on the estimation of canopy heights of 3.6 m will lead to a relative error on the estimation of the ACD 
and AGB of about 14.1% (for a mean canopy height of 30 m). The United Nations Program on Reducing 
Emissions from Deforestation and forest Degradation (REDD) recommends biomass errors within 20 
Mg/ha or 20% of field estimates for evaluating forest carbon stocks, but should not exceed errors of 50 
Mg/ha for a global biomass map at a resolution of 1 ha [64,65]. Finally, in the case of high relief, where 
the precision on the estimation of canopy height exceeds 5 m, the precision on the estimation of biomass 
will be at best 20%. 
5. Discussion 
Our findings regarding the strong correlation between the waveform extent and the in situ canopy 
heights are in accordance with the studies of Lefsky et al. [10], Hilbert and Schmullius [24],  
and Baghdadi et al. [45]. They found that this metric is one of the most important metrics used in canopy 
height estimation models. However, waveform extent is not the sole metric used for canopy height 
estimation, as it can be affected by external sources, such as terrain relief. Thus, in order to obtain more 
precise canopy height estimation results, additional metrics are required. Previous studies developed 
metrics, such as the trail, lead, and the terrain index (TI), in order to increase the canopy height estimation 
precision. The TI index was first developed by Lefsky et al. [24] and the lead and trail were first introduced 
in Lefsky et al. [48]. These metrics were later used in many other studies like Hilbert et al. [24],  
Pang et al. [26], Chen et al. [40] and Baghdadi et al. [45]. These metrics, which were mainly used for 
the correction of the slope, proved to be very useful, as they increased significantly the precision on the 
estimation of canopy height models [10,24,40]. Moreover, the waveform extent and the trail metrics 
proved to be very successful in estimating canopy heights even in low relief areas like our study site. 
Indeed, the linear regression models that used the waveform extent and the trail metric showed a decrease 
in RMSE of at least 3.9 m in comparison to the direct method (for example, RMSE reaches 3.7 m in 
using the linear model with Wext, Trail and TI in comparison to RMSE of 7.9 m for the direct method). 
In contrast, the contribution of the lead in the canopy height estimation models seemed to be weak in 
this study. Similar findings were noted in the study of Baghdadi et al. [45], which also estimated canopy 
heights over flat terrain. 
Our results also demonstrated that canopy height estimation using random forest regressions is better 
in comparison to the linear models, even when using the same metrics. Indeed, the random forest model, 
which uses only the waveform extent and the terrain index (TI), showed a 1.3 m decrease in RMSE in 
comparison to the linear model, which uses the same metrics. This is probably due to the fact that the 
relation between the GLAS metrics and canopy heights is not strictly linear. 
The metric based estimation methods applied in this study include some potential error sources. These 
error sources are related to the precision of the extracted GLAS metrics especially metrics extracted 
using vegetation or ground information, such as the lead and trail. Indeed, over dense vegetated areas, 
the precision on the localization of the ground peak decreases significantly, and this will lead to lower 
precisions on the estimation of the trail metric and ultimately on the canopy height estimation. To solve 
this issue, another technique used in this study for canopy height estimation was the principal component 
analysis (PCA) of the waveform. This technique does not require metrics to be extracted from the GLAS 
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waveform in order to estimate canopy heights, as it works using the principal components of the raw 
LiDAR waveforms. The results of the PCA based models for canopy height estimation showed 
promising results when estimating canopy heights using either linear regressions or random forest 
regressions, with an RMSE of 5.9 and 4.7 m for the linear regressions and RF models, respectively. In 
addition, adding the waveform extent metric to these models showed slightly better estimation results in 
comparison to the metric based methods, with an RMSE ranging between 3.8 to 4.4 m for the linear 
regression models and around 3.6 m for the random forest models.  
Other sources of error on the estimation of canopy heights are terrain slopes. Indeed over sloping 
areas, canopy height estimation precision decreases with the increase of the slope [25,40,45]. In our 
study area of low relief, an increase in RMSE of 0.7 m for the best PCA model and 1.3 m on for the best 
metric based model were noted in 5° to 10° slope areas in comparison to flat areas (0 to 5° slopes). 
However, over higher slopes (>10°), the error on the estimation of canopy heights is expected to be 
higher. In this study, the SRTM 90 m DEM was used, which is the only available DEM over large areas. 
The future availability of finer DEMs, such as the SRTM 30 m or the TanDEM-X 12 m, might improve 
the estimation of canopy heights. 
Results showed that the canopy height estimation error using ICESat/GLAS (RMSE about 3.6 m in 
this study) leads to a relative error on the estimation of aboveground biomass of about 14%. This relative 
error will increase to about 20% for canopy height estimation precision of 5 m or higher. Thus, the 
United Nations Program on Reducing Emissions from Deforestation and forest Degradation (REDD) 
recommendations may not be satisfied over forested areas with steep slopes because the canopy height 
estimation precision will be higher than those estimated in this study.  
6. Conclusion 
In this study, the performance of the most frequently used linear regression models for canopy height 
estimation, which use metrics extracted from GLAS waveforms, was first evaluated. Then, models based 
on two seldom-used techniques for canopy height estimation from GLAS waveforms were introduced. 
The first included regression models using the principal component analysis (PCA) of GLAS 
waveforms. The second was based on the Random Forest technique. The Random Forest technique first 
used the metrics derived from the GLAS waveforms and then used PCs. The evaluation of these different 
models was performed with a large database consisting of GLAS data and canopy heights estimated 
from small-footprint airborne LiDAR measurements. 
Within the GLAS footprints, which fell mostly on flat and sometimes moderately sloping terrain 
(slope < 15°), the direct method based on the difference between the ground peak and signal start showed 
an accuracy precision of 7.9 m (RMSE). The linear regression models that used a combination of 
waveform extent (Wext), modified trailing and leading edge extents (Trail and Lead) [24] and terrain 
index (TI) showed better accuracies for canopy height estimation in comparison to the direct method, 
with an RMSE between 3.7 and 4.9 m. In addition, the results reveal that the most relevant metrics in 
the estimation of forest heights are Wext and Trail. The linear regression model based on Wext and Trail 
estimated canopy height with an RMSE of 3.8 m. However, this model requires the Trail metric, which 
is difficult to extract with good accuracy in densely vegetated forests, such as those in French Guiana, 
affecting canopy height estimation due to the large contribution of the Trail metric to the linear 
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regression models. The contribution of Lead and TI calculated from the SRTM DEM appears to be  
very weak.  
The regression model using the first 13 PCs and incorporating the waveform extent provided canopy 
height estimates with an RMSE of 3.8 m. The PCA regression models appear to be the best among the 
tested models, as they do not use difficult-to-extract metrics, such as the Trail metric.  
The PCA model only requires the determination for each GLAS waveform, of which class contains 
Wext (Wext lower than 20 m, Wext between 20 m and 40 m, or Wext higher than 40 m). Thus, even if 
the estimation of Wext depends on the signal start and signal end metrics, which are sometimes difficult 
to calculate with certainty, the error in the estimation of Wext does not affect the estimation of canopy 
height because the Wext classes are defined in large intervals (20 m). 
The Random Forest model using all metrics (Wext, Trail, Lead, and TI) had an RMSE of 3.4 m. Using 
only one of the Trail, Lead or TI metrics in addition to Wext slightly increased the RMSE to 3.6 m. 
Using only Wext, which has a relative importance factor almost three times higher than those for the 
other metrics, produced canopy height estimates with a precision of 4.4 m. Finally, using the PCs in the 
Random Forest regressions showed similar canopy height estimation results in comparison to using the 
PCs in the linear regression models, with an RMSE of 3.7 m when using the waveform extent and the 
four most important PCs. 
The results of this study showed that using solely the raw GLAS waveforms (the section between 
signal start and signal end) and a rough estimate of the waveform extent, it is possible to estimate canopy 
heights with accuracies similar to or slightly better than those of the commonly used linear regression 
models. In addition, the precise estimation of some metrics that are difficult to calculate in densely 
vegetated forests is no longer required. Moreover, the use of Random Forest regressions using either 
GLAS and DEM metrics or the PCs extracted from the GLAS waveforms did not appear to increase 
estimation precision. In conclusion, the models introduced in this study provide good canopy height 
estimates in the dense tropical forest of French Guiana. Moreover, these canopy height estimates can be 
used for AGB estimation.  
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