We study Hilbert space aspects of explicit eigenfunctions for analytic difference operators that arise in the context of relativistic two-particle Calogero-Moser systems. We restrict attention to integer coupling constants g/h, for which no reflection occurs. It is proved that the eigenfunction transforms are isometric, provided a certain dimensionless parameter a varies over a bounded interval (0,a ma x), whereas isometry is shown to be violated for generic a larger than a ma x-The anomaly is encoded in an explicit finite-rank operator, whose rank increases to oo as a goes to oo.
§1. Introduction
The M-particle relativistic Calogero-Moser system involves the commuting analytic difference operators is satisfied when p(x) is replaced by an arbitrary potential V(x). By contrast, the replacement of the a-function in (1.2) by other functions would yield a non-zero commutator for H Te \ and P re \ when M > 2, precluding a relativistic interpretation.
The integrable one-dimensional M-particle systems just described were introduced at the classical level in a joint paper with H. Schneider [1] and at the quantum level in our paper Ref. [2] . The main inspiration for arriving at these systems came from the question whether a relativistic point particle dynamics describing the solitons/antisolitons/breathers in the relativistic sine-Gordon field theory exists. There is meanwhile considerable evidence that this problem can be solved via the above hyperbolic systems (obtained by specializing a to sinh), and the present paper yields in particular a further confirmation of this scenario.
Both the classical and the quantum relativistic systems have been encountered in various other contexts and have been studied from a great many viewpoints. We refer to our lecture notes Ref. [3] for a detailed survey and bibliographical information until 1995. More recent work includes for example Refs. [4] - [44] , from which further pertinent articles can be traced. This paper may be viewed as a sequel to our recent paper [45] , where we studied eigenfunctions of the above (reduced) two-particle Hamiltonian with hyperbolic interactions. In the latter paper we focused on properties of an algebraic character. Here, we consider Hilbert space properties of the pertinent eigenfunctions and operators for a subset of the parameter space allowed in Ref. [45] . Apart from the repulsive parameter regime, we study a closely related attractive regime, and an extra (Dirac type) regime that has no analog in the nonrelativistic setting.
To begin with the latter setting, the repulsive and attractive Hamiltonians can be taken to be Thus they are related by the crossing substitution x -> x 4-Z7r/2i/. Choosing g G /?N, one winds up with reflectionless eigenfunctions, and in this paper we restrict ourselves to the corresponding choice of coupling constants in the relativistic framework. Specifically, the three Hamiltonians are the analytic difference operators (from now on abbreviated as AAOs) (1, 4) H . Sp 
J (Here and below, a formula of the form F(i)±(i -> -i) stands for F(i)±F(-i).)
The parameters are restricted by Therefore, # a is again related to H r by taking x -^ x + i7r/2v, whereas the relation of H e to H r will be clarified later on. The operators H r , H a and H e are formally self-adjoint on the Hilbert space L 2 (R, dx). As will transpire below, this formal property is a poor guide. Indeed, an important aspect of this paper is that it makes clear (by explicit examples) that a general eigenfunction expansion theory for analytic difference operators must cope with new phenomena not present for discrete difference and differential operators. To date, no such theory exists, in contrast to the Weyl-KodairaTitchmarsh theory for the latter operator classes. (See, e.g., Refs. [46] - [51] for accounts of WKT theory from various complementary viewpoints.) The special cases studied here and in our related papers Refs. [52, 53] suggest that one should first of all try and isolate some general criteria guaranteeing that a well-behaved eigenfunction transform exists.
The key problem with eigenfunctions of AAOs such as (1.13)-(1.15) is that they are highly non-unique. Indeed, they can be multiplied by arbitrary functions with period ih(3. This problem can be ignored for AAOs that can be defined as self-adjoint Hilbert space operators by restricting attention to eigenfunctions that are (in essence) polynomials -a property destroyed upon multiplication by a non-constant ih(3-periodic function. But for the above hyperbolic AAOs this avenue is closed. (Their trigonometric versions, however, can be handled in terms of Askey-Wilson polynomials.)
As it turns out, the infinite-dimensional eigenfunction space of the AAOs H r , H a and H e can be reduced to a two-dimensional one by insisting on an additional eigenfunction property for an AAO in their (formal) commutant. For the g = (N + l)h case considered in this paper this operator may be taken to be the 'free' AAO (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) AEEl^+T*^.
It is these joint eigenfunctions that can be used to associate to H r ,H a and H e , as well as to A, bona fide self-adjoint Hilbert space operators. The latter are denoted by the same symbols, but it should be stressed that the Hilbert space operator A depends not only on the case at hand, but also on (3 and N. This dependence shows up in the associated 5-operator; the crux is that the definition domain of A varies.
To describe these Hilbert space results in more detail, let us denote from now on the even and odd subspaces of L 2 (R) by L+(R) and Z/?_(R), resp. Then we obtain self-adjoint operators on the following Hilbert spaces, provided the dimensionless product parameter
is restricted as indicated:
To be specific, we obtain an isometric eigenfunction transform
onto L 2 _ (R, dx), conjugating H r and A to multiplication by 2ch(3p and 2ch7rp//u/, resp. Similarly, we obtain isometric eigenfunction transforms At this point it should be emphasized once again that the domains and actions of the self-adjoint Hilbert space operators we associate to the AAOs H r ,H a ,H e and A are defined indirectly, via the isometrics J>,_,T a and f e . This is in sharp contrast to the situation for ordinary differential and discrete difference operators, where one typically defines the operator at first as a symmetric operator on a dense subspace, and then studies eventual self-adjoint extensions. The examples studied here and in our previous paper [52] strongly suggest that the latter approach is not as fruitful and revealing in the AAO setting. In particular, our results illustrate in a quite concrete way that the 'free' AAO A (1.18) can be defined as an essentially self-adjoint operator with the natural (AAO) action on an infinite-dimensional family of dense subspaces, whose pairwise intersection is the zero vector. (Cf. especially the paragraph above Theorem 2.2.)
The above 'constructive' results are supplemented by a number of 'destructive' ones. In particular, we prove that in the repulsive case isometry and self-adjoint ness break down on L^_(M, dx) for generic a £ (0, oc) and on L?_(R, dx) for generic a outside (0, Tr/JV). Similarly, these anomalies are shown to arise in the attractive and extra cases for generic a in [?r/27V, oc). The isometry obstructions are encoded in finite-dimensional subspaces whose dimension (generically) increases as a increases.
We proceed by detailing the pertinent eigenfunctions and some of their features. As a preliminary, we introduce weight functions (Here, empty sums are defined to be 1; note c in is in essence a g-binomial coefficient, cf. Ref. [54] .) Moreover, The repulsive eigenfunctions were already detailed in Ref. [55] and studied in Ref. [45] . (The dimensionless variable pair (x,p) and parameters a + ,a_,# of the latter reference correspond to (s, t) = (yx, 0p] and ft/3z/, TT, g/h, resp., in the present paper.) The above eigenfunctions have some crucial symmetry properties, which are equivalent to symmetries of the coefficients c™ n . Specifically, the repulsive coefficients satisfy (cf. Section II in Ref. [45] )
so that one has (1.45) \j r \y^ p\ x,p) = (jx T \y^ p\ -x^ -p) = (j r \y^ \j\ -x,p),
From (1.39) and (1.40) we then obtain corresponding symmetries of G a and G e , and in particular
The symmetries (1.46) and (1.47) are particularly striking and useful. Indeed, from these self-duality relations important properties of the adjoint eigenfunction transforms will be immediate. We continue by sketching the organization of this paper in some detail. In Section 2 we work in a general framework that will be specialized to the above three cases in Sections 3-5. The functional-analytic core of Section 2 (and of the paper) consists of Theorems 2.1-2.3, whose proofs are relegated to Appendix A.
In Section 2 we work with scaled (dimensionless) variables and make various assumptions that will be shown to be (generically) satisfied in each of the three cases. Actually, we have tried to anticipate its application to a great many special cases of the transforms associated with the generalized hypergeometric function introduced in Ref. [3] (see also Ref. [56] ). We will come back to this elsewhere, as well as to the connection of the eigenfunction transforms of Sections 3-5 with the generalized hypergeometric transforms.
Theorem 2.1 paves the way for establishing the isometry properties of the eigenfunction transform. It reveals that an eventual isometry violation is encoded in a non-zero residue operator. The theorem is established without invoking any Hamiltonian. In fact, in Section 2 we need not and do not assume that the transform kernel is an eigenfunction of a non-trivial AAO. It is, however, manifestly an eigenfunction of a 'free' AAO A\ (2.18), generalizing the AAO A (1.18).
In Theorem 2.2 we show that a non-zero residue operator entails that one cannot interpret the AAO A\ as a self-adjoint Hilbert space operator (or even a symmetric one), when the action of the latter is defined in the natural way on (a dense subspace of) the range of the generalized eigenfunction transform f (2.21). The proof applies with obvious changes to any other AAO for which the kernel may be an (improper) eigenfunction with real eigenvalues. Thus Theorem 2.2 will enable us to show that self-adjoint ness (generically) breaks down for H r , H a and H e when a is outside the intervals (1.20) and (1.21), resp. Assuming a vanishing residue operator, we study in Theorem 2.3 the Hilbert space scattering theory associated with the self-adjoint dynamics A\. Though its action is formally free, the scattering is non-trivial. Just as for Theorem 2.2, the proof of Theorem 2.3 applies to a vast class of dynamics, containing in particular the 'interacting' AAOs H r , H 0 and H% for the relevant specialization. (This is a manifestation of the invariance principle for the wave operators [57] .)
It will be clear from the assumptions in Section 2 that the adjoint T* of the eigenfunction transform T can be handled along the same lines, using the dual 'free' AAO A^ (2.19) in the role of A\ (2.18). We refrain from doing so as regards Theorems 2.2 and 2.3, since we do not need their 'dual counterparts'. We do specify the analog of Theorem 2.1 for .T 7 *, however. (Since the repulsive and extra regimes are self-dual, the latter result is needed only in the attractive case.)
The general theory developed in Section 2 enables us to reduce the case analysis in Sections 3-5 to a study of the two pertinent residue operators R<2 (2.32) and RI (2.58). Quite surprisingly, these are finite-rank for arbitrary a G (0,oo), and so we need only isolate pertinent linear algebra properties. The algebraic results obtained in Ref. [45] will be crucial in this enterprise. §2. The General Framework
As explained above, it is expedient to reduce the bulk of the analysis associated with the above three concrete cases to results obtained in a more general setting. To ease the notation, we use dimensionless variables (s, t) instead of (x,p), and accordingly start from a function of the form We are now going to use F(s,i) as the (Schwartz) kernel of a bounded operator T between Hilbert spaces
To be specific, let us denote the subspace of Hj consisting of C°° -functions whose support is compact and does not include the origin by C 3 ,j = 1, 2. Then we begin by defining
J -oc
Though it is clear from the above that the integral is absolutely convergent, it is not immediate that T maps C 2 into HI and that JF extends to a bounded operator (denoted by the same symbol). It is not hard to see this, however, as we now explain.
Consider first the special case MI = A/2 = 0. Then one has
Hence T amounts to Fourier transformation, and so T extends to an isometry from H2 onto HI. In the general case it is therefore clear that ( and each of the terms in the sum corresponds to the product of three bounded operators.
At this point it is convenient to insert some observations on the adjoint T* of J-", which will be used later on. First, from the boundedness of f it follows that J 7 * is defined on all of HI and bounded as well. Second, one easily verifies that its action is given by
Finally, in view of (2.7) we are free to use the equalities
In the following theorem we assume that all poles of w\(s) are simple. The theorem involves a residue function denned by
Here, r k and r k _^M i denote the residues of Wi(s) at the simple poles p k and I-K -PJ, , resp. Now wi(s) is ZTr-periodic and even, so we have
Combining this with (2.6) and (2.1), we deduce
From this one reads off that 7£(t, t f ) is an entire function satisfying for all 0,^ G C 2 , with 7l(t,t') given by (2.29).
The proof of this theorem is relegated to Appendix A. Here we only point out that the vanishing property (2.30) entails that the integral in (2.31) is absolutely convergent and that in Sections 3-5 the assumption of simple poles is satisfied for generic parameters.
Independently of the latter assumption, we may and will define a bounded self-adjoint operator R<2 by
We assume from now on that R 2 has finite rank L £ N. In contrast to the previous requirements we made (which can be readily met), this may seem a rather ad hoc assumption. It is however satisfied for all of the special cases studied below. (In fact, in the concrete settings of Sections 3-5, the definition (2.32) yields a finite-rank operator R 2 even when wi(s) has some real poles.) In order to prepare the ground for later sections we assume once again (until further notice) that wi(s) has ony simple poles. Then it follows from (2.32) that the residue term on the rhs of (2.31) equals ((t),R 2 ip) 2 . We now consider two important special cases pertaining to the residue sum (2.29): In the first/second case a single term in the sum yields a vanishing/rank-one contribution to R 2 , resp. (The first case is relevant in Sections 4 and 5, the second one in Sections 3 and 4.) First, choosing k e {1,..., A/i}, suppose that we have an identity
Then the corresponding summand in (2.29) clearly vanishes. To be sure, in the present general setting the parity property (2.33) seems very restrictive. Note in particular that in view of (2.1) and (2.2) it is necessary (but by no means sufficient) for (2.33) that p [ 1] be of the form
Second, suppose that E(p k , t) itself has a definite parity:
Due to (2.1) and (2.2) this implies not only Moreover, from (2.6), (2.7) and (2.36) we obtain
Therefore, the pertinent summand in (2.31) can be written as
s a consequence, it gives rise to a rank-1 operator on %• The two cases just considered are not the only way in which the residue sum (2.29) can give rise to a finite-rank operator #2. as assumed above. Indeed, we will encounter other possibilities in later sections. But we need not and will not analyze further cases for our remaining purposes in this general section. In fact, for the remainder of this section we drop the assumption that w-\_(s) has simple poles.
Reconsidering the operator equality (2.32), we observe that the rank-L assumption on R^ entails that R? has L non-zero eigenvalues belonging to [-1,0) or (0,oo). Setting
it is also clear from (2.32) that T is isometric on the orthocomplement llJ^ of the L-dimensional range 7^2-With these Hilbert space properties at our disposal, we now study the question whether f may be viewed as an eigenfunction transform for a selfadjoiiit operator A\ associated to the AAO (2.18 The proof of this theorem can be found in Appendix A. In the remainder of this section we assume R% = 0. Thus f is an isometry, and the AAO A\ (2.18) gives rise to a self-adjoint operator A\ acting in the Hilbert space HI, which is unitarily equivalent to .A/1 2 via the intertwining relation (2.42).
Next, we study the scattering theory associated to the operator A\. To this end we extend A\ to a self-adjoint operator on HI by defining A\ to be equal to an arbitrary self-adjoint operator on (T^i) 1 -. This extension only serves to let exp(-iTAi), T £ R, be a 1-parameter unitary group acting on all of 'Hi; the following scattering theory objects are independent of the extension. In the present context it is expedient to employ the two Hilbert space scattering theory formalism, cf. Ref. [57] . we therefore obtain (2.51) both for a -1 and for a = -1. As a last preliminary for the following theorem we recall that 02 (t) does not vanish for t £ R (by assumption, cf. the paragraph containing (2.14)). Moreover, the number C2(0) is real in view of (2.11), so its sign is well defined. 
Theorem 2.3. The strong limits of the operator family
(2.52) exp(iTAi)Jexp(-iTM2)i T <E M,for all 0, i/j E Ci, with M-2 (9^7} 7?f« Q f \ -\ ^ r^2" {£.0 I J /V^o, o J -7 It
1=1
(The extra factor a in the second term on the rhs of (2.56) as compared to (2.31) arises from using the first equality in (2.7). Recall also (2.14) to see why this factor does not occur in the first term.) Introducing a second residue operator by setting 
where B\ (u) is a polynomial of degree < I and parity ( -)' with real coefficients; the degree equals I provided the a-restriction
is satisfied. Finally, the polynomials obey the recurrence relation
(This is simply the eigenvalue formula (3. 
/" [F(y,y') -F(y',y)]<l>(y')dy r , $ £ U-,

J -DC
and from this formula and (3.24) our assertion is plain. Since T-is also a unitary operator on H_, it now follows that we have 
For all a e (0, n/N) the odd restriction F-(3.23) of the operator T given by (3.21) and (3.22) is an isometry onto HI,-. Viewed as an operator on H-(3.28), J--may be written as (3.30), where the complementary projections P+ and P-are strongly continuous in a for a G (Q,7r/N}.
Proof. We have already proved the first assertion for a satisfying (3.16). To handle the excluded a-values, let us note first of all that for these values the poles of the weight functions are no longer simple, but still non-real. Therefore, the operator F (3.21) is a well-defined bounded operator for the excluded values, too. Moreover, the factorization (2.24) entails that (3.21) gives rise to a family of bounded operators F(a),a £ (0,7r/A r ), that is strongly continuous in a. (Indeed, each of the three operator factors in (2.24) is strongly continuous in a for a £ (0, Tr/JV), and the coefficients a A-/ are continuous in a for a £ (0, oc).) Recalling now the bijectivity relations (3.27), it follows that J~-(CL) is an isometry onto Hi.-for all a £ (Q,n/N). Viewing JF_(a),a £ (0,7r/7V), as a strongly continuous family of skew-adjoint unitaries on H_ (3.28), it follows from well-known results (see e.g. Theorem VIII. 24 in Ref. [58] ) that the spectral projections P^-(a) and P-(a) on the eigenvalues i and -i are strongly continuous as well. D
Let us now return to the physical variables x,p and parameters ft, z/, /3, fixing a -h3v £ (0, 7T/N). Then it follows from Theorem 3.1 that the operator (v,,3: x.p)6(p)dp has a restriction .?>,_ to the odd subspace £'i(R, dp) that is an isometry onto cf. (2.54) and (3.13).
Let us next assume that a satisfies (3.16). Then it follows from the above that on the even subspace Z/1(R, dp) the operator J>.+ and its adjoint are not isometric. The isometry deviations are encoded in the rank-A' operators R<2 (3.19) and R\ (3.26) . multiplied by a and with t -> dp and s -> vx, resp. For N > I the resulting obstruction to defining the AAO H r (1.13) as a selfadjoint operator on L'^Rdr) (cf. Theorem 2.2 and the remarks made below its proof in Appendix A) also shows up in a concrete and illuminating way for the 7J r -eigenfunctions i/y (ZAT), as we now detail.
First, from (3.4) and self-duality we obtain 
(3.36) ipQ (vx) = J| 2smka-( ] j 4sh(z/x + ija)sh(vx -ija)
A-=7V+1
From these explicit formulas we read off that the ff,,-eigenfunctions WQ (vx) and il'^ (vx) are either positive or negative for all x £ R (depending on a E (0,7T/A T )). For A^ > 1 they both belong to L 2
+ (R.dx). so it follows that they are not orthogonal to each other. (We suspect this holds for all pairs v['\vx). Vm(vx)< I ^ in.) Yet, they have distinct real eigenvalues for the AAO H r (cf. (3.34)). Clearly, this state of affairs is by itself already an obstruction to reinterpreting H r as a self-adjoint operator on L+(M, dx).
It remains to study the eigenfunction transform for the exceptional values in (0. 7T/N) and for a > ir/N. In order to do so, we employ again the variables s and t. Also, we first concentrate on the N = 1 case, since the state of affairs can be made fully explicit for this choice of A r , and renders the general case more accessible. (Cf. also our recent paper Ref. [53] 
so that the rhs of (3.38) is ill defined. But from (3. 45) 'it is plain that T is an isometry onto L 2 (R, ds), so that R% (2.32) vanishes for a = TT. (As a consequence, the spectrum of R^ is discontinuous at a = TT.) Choosing next a > TT, we first dispose of the exceptional values a = l7r/2,l = 3,4,..., cf. (3.5). For I odd, we obtain once more (3.40)-(3.42), up to a sign for (/ -l)/2 odd. Similarly, for I even, we reobtain (3.43)-(3.45), up to a sign for 1/2 even. Thus T comes down to Fourier transformation for all of the exceptional a-values.
Finally, we study the choice (3.46) a<E (mr, (n-hl)Tr), a / (n + l/2)7r, n<EN*. (Note // G %2 5 since a > TITT.} From the explicit formula (3.49) we now read off that isometry of f breaks down both on the even and on the odd subspace of H,^. (Indeed, the restrictions of J?2 to 7^2,+ and %,-are clearly rank-(n + 1) and rank-n operators, resp.) Accordingly, for the a-values (3.46) we cannot associate self-adjoint operators on L|(R,cfe), S = +, -, to the AAO H r (1.13) with g = 2fi. (More precisely, this cannot be done by exploiting the transforms we have available in this paper.)
Then the zero of c\(-z] for Imz € (0, TT) is given by i(a -TITT
Having spelled out the special case N = 1, we supply less detail for the general N case. Consider first the excluded a-values in (3.16), corresponding to the presence of double poles in the weight function w s (y) (1.25) . It is by no means obvious, but true that all of the double pole factors are matched by similar factors in E(s,t). As a consequence, the function F(s,t) (3.22) reduces to a function of the same type, but with a smaller value of N. Making the Nand a-dependence explicit, this reduction can be specified as Thus T reduces to Fourier transformation for / = 1, as we have already seen for N = 1, cf. (3.42) . For I > 1 we have a < Tr/2/, so that T-is isometric and R<i is a rank-(£ -1) operator.
The reduction just detailed can be easily derived from Eq. (2.100) in Ref. [45] . In this connection we also point out that we have Let us now summarize the above analysis. We have established that the rafiks of the even and odd parts of R<2 are increasing functions of a on the subset of (0,oo) defined by the a-restriction (3.5). Both ranks are generically non-zero for a > vr/TV, entailing violation of isometry and self-adjoint ness. For the discrete set of critical a-values, the ranks jump down to integers of the form / + /q(a), ttj(a), with / < N. In particular, when (TV + l)a is a multiple of TT, one readily verifies that / = 0, and that f amounts to Fourier transformation. This is in accordance with the Hamiltonian H T (1.13) becoming formally 'free' when g/3v = (N + I) a equals &TT, k 6 N*. Observe, however, that the eigenfunction transform f r (3.31) is not periodic in a, in contrast to the AAO H r . §4. The Attractive Regime
The operator B a (1.28) arises from B r (1.27) by the crossing substitution x -> x + z7T/2i/. Thus the eigenvalue equation (3.1) and the relation (1.41) between E a and E r entail (4.1)
B a E a (x,p] = 2ch(0p)E a (x,p).
From (1.32) and (1.28) we then deduce
Next, we combine (3.3) and (3.4) with (1.41) to obtain Thus E(s,t) (4.6) satisfies (2.6) and (2.7) with a = (-) N .
Proceeding as in the repulsive case (cf. (3.13)), we obtain c-functions
Thus we get weight functions As a consequence, the subspace (Hl)^ of HI is JV-dimensional and spanned by the functions ip\ ; (s), / = 0, . . . , N -1. In the following theorem we summarize the results just obtained and prove moreover that the latter functions are pairwise orthogonal. F a : L 2 (R,dp) ->L 2 (R,dx), / oc F a (v,(3;x,p)<l>(p)dp -DO is an isometry. Due to (4.2), multiplication by 2ch/3p pulls back to a self-adjoint operator H a on the range of ,F a , whose action on ^(^,0 G Cg 0 , coincides with the action of the AAO (1.14). The ort ho complement of the range is spanned by the orthonormal real-valued functions This operator has absolutely continuous spectrum [2, oo) with multiplicity two, and a non-degenerate bound state spectrum (4.27) crp. p . = {2 cos a, 2 cos 2a, . . . , 2 cos No}.
Likewise, the self-adjoint multiplication operator 0(p) *-»• 2ch(7rp/hi>)(/)(p) gives rise to a self-adjoint operator A a on the range of T whose action equals that of the AAO (1.18). The latter has eigenvalues 2(-) N~l on the functions b\ (x), and so we define A a in the same way. Then the zero of c\(-z) for Imz G (0, TT) equals za -i(n -l/2)?r. Now we have
From (2.31) we then obtain
with // given by (3.50).
As a result, the even and odd restrictions of R<2 are rank-n operators. Therefore isometry of f breaks down and we cannot associate self-adjoint operators to the AAO H a (1.14) for g = 2h and the a-values (4.33). (Just as in Section 3, we should add the qualifier that this is not feasible with the transforms at our disposal in this paper.)
The N > I case can now be studied along the same lines as in the repulsive regime. The point is that the reduction phenomenon detailed there is basically the same for the attractive regime, as we have already seen explicitly for N = 1. This is because the pertinent functions are related by an (s ->• s + Z7T/2)-continuation, cf. (1.32) and (1.41). Therefore we need only study R% for avalues larger than 7T/2JV, with the restriction (3.5) in force. Accordingly, we begin by noting that the pertinent zeros of c\(-z) read We are now prepared for the following theorem. For N > I the reduction behavior is again the same as in the repulsive case, so it remains to consider R% for a > ir/2N with (3.5) in effect.
The relevant zeros of c\(-z) are given by (4.37), but now this leads to
Therefore, instead of (4.39) we obtain, using (4.16),
Even so, it is obvious that (5.21) leads to the same conclusions as in the attractive case. In particular, (4.41) holds true.
Appendix A. Proofs of Theorems 2.1-2.3
This appendix contains the proofs of the three theorems in Section 2, and a few observations on how Theorems 2.2 and 2.3 can be extended to a quite general class of operators (containing the AAOs (1.13)-(1.15) in the pertinent special cases).
Proof of Theorem 2.1. We may write With an eye on the concrete special cases studied in Sections 3-5 we add a comment on Theorem 2.2 and the proof just given. Let us reconsider the intertwining relation (2.42), which we used to define a Hilbert space operator AI by starting from a specific self-adjoint multiplication operator MI-When we now reinterpret M.2 as multiplication by an arbitrary real-valued smooth function ra(£), then we can still use (2.42) to define an operator AI on T*L, provided the kernel assumption in Theorem 2.2 is met when R2 =£ 0. (Of course, the action of this pull-back operator will not generally be equal to that of an AAO.) The point we wish to make here is that Theorem 2.2 applies unchanged to this more general operator AI, provided M.2 has purely continuous spectrum. (For instance, it suffices that m' (i) vanishes only on a discrete set.) Indeed, the above proof holds true verbatim. Using the Riemann-Lebesgue lemma, one readily checks that for s fixed the t-integral converges to 0 for T -> ±00. To exploit this, we split up the s-integration region in three subsets, viz., s G [-1,1], ±5 G (l,oo). A routine application of the dominated convergence theorem then shows that the s-integral over [-1,1] converges to 0 for T ->• ±00.
Consider now the s-integral over (l,oo Hence the square-bracket function has different vanishing characteristics for t <0. In point of fact, it is not hard to see that the wave maps are different for the latter class of dynamics, so that the above proof must break down. Specifically, they are now given by To check this, one need only retrace the steps of the above proof. Then one concludes that the leading s -> oc asymptotics L+ (t) vanishes both for t > 0 and for t < 0; similarly, L_ (t) vanishes identically; since the square-bracket function in (A.49) neither vanishes for s > 1, T < 0, t E M nor for s < -1, T > 0, t £ M, it supplies the necessary domination for the remaining cases. Once more, the 5-matrix S% (A.52) can be physically understood from the asymptotics (2.55) of the generalized eigenfunction F(s,t): A particle whose time evolution is governed by AI(\) moves from left to right not only for t > 0 (just as for ^li(A)-evolution), but also for t < 0 (in contrast to Ai(A)-evomtion.) Therefore, the phase change (A.52) is the same as the phase change (2.54) for t > 0, whereas it is the opposite for t < 0.
