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Power Allocation for Multi-Way Massive MIMO
Relaying
Chung Duc Ho, Student Member, IEEE, Hien Quoc Ngo, Member, IEEE, Michail Matthaiou, Senior Member,
IEEE, and Long D. Nguyen, Student Member, IEEE
Abstract—We consider a multi-way decode-and-forward (DF)
relaying network with very large antenna arrays at the relay
station. In this system, each user and the relay operate in half-
duplex and time-division duplexing (TDD) modes. To exchange
information among all users, we propose a new transmission
protocol which combines massive multiple-input multiple-output
(MIMO) technology with linear processing, self-interference
cancelation, and successive cancelation decoding. Our proposed
transmission protocol reduces the number of time-slots for data
exchange among users by approximately 2 times, compared to the
conventional data transmission protocol. For this new topology,
we derive a very tight approximation of the spectral efficiency in
closed-form assuming perfect channel state information (CSI).
Then, CSI acquisition method at the relay and the users is
provided and analysed. We show via numerical simulations,
the performance gap between imperfect and perfect CSI cases
is small. The closed-form expression of the spectral efficiency
enables us to design two power allocation schemes. In the first
power allocation scheme, we choose the transmit powers at the
users and the relay to maximize the sum spectral efficiency,
subject to a given quality-of-service requirement for each user. In
the second power allocation scheme, the objective is the energy
efficiency taking into account the hardware power consumption.
Both power allocation schemes can be efficiently executed by
iteratively solving a sequence of convex problems. Numerical
results verify the effectiveness of the proposed transmission
protocol and the power allocation schemes compared to the state-
of-the-art.
Index Terms—Amplify-and-forward, decode-and-forward,
maximum-ratio processing, multi-way relay massive MIMO,
power allocation, successive cancelation decoding.
I. INTRODUCTION
Multi-way relaying has become one of the most promising
technologies for next generation wireless systems, for its
ability to reliably exchange information among many users
and to achieve very high sum spectral efficiency [2]–[4].
As mentioned in [3], many users located in geographically
separated locations can exchange their data by using one or
several sharing relay networks at the same time-frequency
resource. The relay nodes are used to reduce the effect of path
loss, and hence, many users can communicate with each other
in large regions. In [2], the authors showed that multi-way
relaying networks offer a huge spectral efficiency by using
linear processing at the relay.
In recent years, massive multiple-input multiple-output
(MIMO) technology has been extensively investigated to scale-
up the system throughput [5]–[8]. In massive MIMO, many
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users are simultaneously served in the same time-frequency
resource by a base station equipped with many antennas.
Particularly, in [5]–[7], the authors showed that by using a
very large antenna array at the base station, the channel vectors
between the users and base station antenna array become pair-
wisely (nearly) orthogonal. Therefore, with linear processing
at the base station, the resulting inter-user interference and
noise are negligible, compared to the desired signal. More
precisely, by utilizing simple coherent linear processing, such
as zero-forcing (ZF) or maximum-ratio (MR) processing, we
can steer the desired signals towards the target users in the
downlink, and project the undesired signals onto the their
orthogonal space to reduce their effects [9], [10]. Thus, the
spectral and energy efficiencies of massive MIMO systems
can increase ten or even hundred times compared to that of
conventional multi-user MIMO systems without exacerbating
the system complexity [5], [8]. As a consequence, massive
MIMO is considered as a key technology for 5th-generation
(5G) wireless communication systems [7], [11].
The combination between multi-way relay networks and
massive MIMO technology, known as multi-way massive
MIMO relaying, has attracted a significant amount of research
interest very recently, since it offers substantial system perfor-
mance gains in terms of spectral and energy efficiency, and
transmit power reductions [12]–[16]. The authors in [12], [13]
demonstrated that by exploiting the advantages of massive
antennas at the relay, the transmit power utilized by each user
and the relay can be reduced proportionally to the number of
antennas, while maintaining a given quality-of-service. In [14],
the authors derived the asymptotic signal-to-inference-plus-
noise ratio (SINR) of amplify-and-forward (AF) muti-way
relay networks with very large antenna arrays by assuming
perfect channel state information (CSI). The extension of this
study was reported in [15] which applied two transmission
strategies, namely pairwise and non-pairwise ZF schemes to
provide a high SINR and the achievable sum rate of the
system. The recent works [16] extended the results of [14],
[15] to multi-cell scenario setups. The effects of imperfect
CSI and pilot contamination in multi-way relay networks
massive MIMO were also assessed. All aforementioned works,
however, used the conventional transmission protocol which
requires in total K time-slots for information exchange among
K users.
Motivated by the above discussion, this paper considers
a multi-way decode-and-forward (DF) relay network with
massive antenna arrays at the relay station. We aim at de-
signing a new transmission protocol which requires a lower
number of time-slots, and hence, increases substantially the
spectral efficiency. The main contributions of this paper are
summarized as follows:
• We propose a new transmission protocol which relies
on massive MIMO technology and successive cance-
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lation decoding. Our analysis showcases that by using
our proposed scheme, the number of time-slots for data
exchange among users is significantly scaled down (i.e.,
approximately 2 times), compared to that for the conven-
tional data transmission protocol. As a result, compared to
the conventional scheme, our proposed scheme provides
a double sum spectral efficiency, when the number of
antennas at the relay grows large.
• We derive an analytical and insightful approximation of
the spectral efficiency. This approximation is very tight,
especially when the number of antennas is large.
• To improve the sum spectral and the energy efficiency,
we design two novel power allocation algorithms: sum
spectral efficiency maximization and energy efficiency
maximization, taking into account the hardware consump-
tion. Our numerical results show that the proposed power
allocations offer much better sum spectral and energy
efficiency compared to the standard uniform power al-
location.
Notations: Upper and lower case boldface letters are used
to denote matrices and vectors, respectively. The superscript
(·)H represents the conjugate transpose. The notations E{·}
and Tr(·) stand for the expectation and trace operators, re-
spectively. The symbol ‖ · ‖ represents the norm of a vector,
and d·e represents the ceiling function. We use zk to denote
the k-th column of matrix Z, and IK to denote K×K identity
matrix. Finally, we use the notations a.s.→ and Z ◦Y to denote
the almost sure convergence and the Hadamard product of
matrices Z and Y, respectively.
II. SYSTEM MODEL
We consider a multi-way DF massive MIMO relaying
system, where K single-antenna users exchange their bearing-
data among them via the assistance of a common relay station
in the same time-frequency resource. The relay station is
equipped with a massive antenna array with M antennas. We
assume that each user and relay operate in half-duplex mode,
and perfect channel state information (CSI) is available at the
users and the relay station.1 We further assume that the direct
links (user-to-user links) do not exist due to large path loss
and/or heavy shadowing.
A. Propagation Channel Model
The propagation channels experience both large-scale fading
(including path loss and shadowing) and small-scale fading
(here we assume Rayleigh fading). Let gmk be the channel
coefficient between the k-th user and the m-th antenna at the
relay. Then,
gmk =
√
βkhmk, m = 1, . . . ,M ; k = 1, . . . ,K, (1)
where hmk ∼ CN (0, 1) represents the small-scale fading, and
βk models the large-scale fading, which does not depend on
1The CSI at the relay station can be acquired through uplink pilots under
TDD operation [6], while the CSI at the users can be acquired by using the
beamforming training scheme of [17]. We assume perfect CSI during our
theoretical development since: i) it simplifies the analysis and enables us to
get important insights and to further optimize the system performance; and
ii) the results obtained under this assumption can be regarded as the upper
bounds of what we can achieve with imperfect CSI. Furthermore, in some
scenarios, the assumption of perfect CSI is reasonable. For example, in low
mobility environments, the coherence interval is large, and hence, we can
assign a long duration for training. As a result, the channel estimate is very
accurate. The details are provided in Section VII.
m ∈ {1, 2, . . . ,M} as the distance between the k-th user and
the relay are much larger than the antenna spacing. Further-
more, βk is assumed to be constant over many coherence time
intervals and known a priori as it changes very slowly with
time. In matrix form, we have
G = HD1/2, (2)
where G ∈ CM×K is the channel matrix from the K users to
M antennas at the relay, H ∈ CM×K is the small-scale fading
matrix, and D ∈ CK×K is the large-scale fading matrix which
is a diagonal matrix with [D]kk = βk. The (m, k)-th elements
of G and H are gmk and hmk, respectively.
B. Transmission Protocol
In this multi-way system, each user wants to get all informa-
tion transmitted from the other K− 1 users. The transmission
protocol consists of two phases: multiple-access (MA) phase
and broadcast (BC) phase. In the MA phase, all K users
sharing the same frequency band send simultaneously their
data to the relay station. Then, the relay station uses a linear
decoding technique to detect all signals from all users. In the
BC phase, these decoded signals are processed through a linear
precoding technique and broadcasted to all K users.
In the next sections, we will discuss thoroughly the conven-
tional data transmission protocol and our proposed transmis-
sion protocol.
III. CONVENTIONAL TRANSMISSION PROTOCOL
In this section, firstly, the conventional data transmission
scheme for the multi-way DF massive MIMO relaying net-
works is summarized. Then, closed-form expressions of the
corresponding spectral efficiencies are derived. We recall that
with the conventional transmission protocol, K time-slots are
required for the information exchange among the K users.
A. Multiple-Access Phase
During this phase, all K users transmit their signals in only
one time-slot to the relay station. Let xk, where E{|xk|2} = 1,
be the signal transmitted from user k. Then, the M×1 received
signal vector at the relay can be written as
yR =
K∑
k=1
√
Pu,k gkxk + nR, (3)
where Pu,k is the transmit power of the k-th user (normalized
over the noise power), gk is the k-th column of the channel
matrix G, and nR ∈ CM×1 is the noise vector with indepen-
dent and identically distributed (i.i.d.) CN (0, 1) elements.
From the received signal vector given in (3), the relay station
will detect all K signals xk, k = 1, . . . ,K. We assume that
the relay station uses maximum-ratio combining scheme to
detect xk. Maximum-ratio combing scheme is used since it
is simple and can be implemented in a distributed manner.
Furthermore, in this work we focus on the use of massive
antenna arrays at the relay station, and hence, maximum-
ratio combining technique works very well [11]. With the
maximum-ratio combing scheme, the received signal vector
yR is first multiplied with the channel GH as
r = GHyR = G
H
K∑
k=1
√
Pu,k gkxk + G
HnR. (4)
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Then xk will be detected from the k-th element of r, denoted
by rk. From (4), rk can be written as
rk =
√
Pu,k‖gk‖2xk +
K∑
i=1,i6=k
√
Pu,i g
H
k gixi + g
H
k nR. (5)
Thus, the uplink spectral efficiency (measured in bit/s/Hz)
of the k-th user is
Rulk = E
log2
1 + Pu,k‖gk‖4K∑
i=1,i6=k
Pu,i
∣∣gHk gi∣∣2 + ‖gk‖2

 . (6)
Similar to [18], we can use Jensen’s inequality to obtain a
rigorous lower bound of the spectral efficiency (6) in a simple
closed-form expression as:
Rulk ≥ R˜ulk = log2
1 + E

K∑
i=1
i6=k
Pu,i
∣∣gHk gi∣∣2 + ‖gk‖2
Pu,k‖gk‖4

−1
= log2
(
1 +
Pu,k(M − 1)βk∑K
i=1,i6=k Pu,iβi + 1
)
. (7)
B. Broadcast Phase
In this phase, in order to broadcast all signals (which are
decoded in the MA phase) to all K users, the relay station
spends K − 1 time-slots. In the t-th time-slot, the relay want
to send xj(k,t) to the k-th user, k = 1, . . . ,K, where
j(k, t) ,
{
(k + t) modulo K, if (k + t) 6= K
K, otherwise. (8)
We assume that the relay uses maximum-ratio transmission
technique to process signals in each time-slot before beam-
forming them to all K users. Therefore, the transmitted signal
vector at the relay in the t-th time-slot is
s(t) =
K∑
i=1
√
ηj(i,t) gixj(i,t), (9)
where
{
ηj(i,t)
}
, i = 1, . . . ,K, are the power control coeffi-
cients which are chosen to satisfy a given power constraint at
the relay:
E
{
‖s(t)‖2
}
6 Pr,th. (10)
From (9), (10), and the identity E
{‖gi‖2} = Mβi, we
obtain the constraint
K∑
i=1
ηj(i,t)βi 6
Pr,th
M
. (11)
With the transmitted signal vector (9), the k-th user sees
y
(t)
k = g
H
k s
(t) + n
(t)
k =
K∑
i=1
√
ηj(i,t) g
H
k gixj(i,t) + n
(t)
k . (12)
The k-th user is able to eliminate its self-interference before
decoding its desired signal xj(k,t), as it perfectly knows its
own transmitted signal xk
(
or xj(k−t,t)
)
. Therefore, after self-
interference cancelation, the received signal is given by
y˜
(t)
k =
√
ηj(k,t)‖gk‖2xj(k,t)
+
K∑
i=1
j(i,t) 6=j(k,t),j(k−t,t)
√
ηj(i,t)g
H
k gixj(i,t) + n
(t)
k . (13)
Therefore, the corresponding downlink spectral efficiency
of the k-th user in the t-th time-slot is
R
dl,(t)
k = E

log2
1 +
ηj(k,t)‖gk‖4
K∑
i=1
j(i,t)6=j(k,t),j(k−t,t)
ηj(i,t)
∣∣gHk gi∣∣2 + 1


. (14)
By using Jensen’s inequality, we obtain a simple closed-
form result for a tight lower bound of Rdl,(t)k as in the following
proposition.
Proposition 1: The spectral efficiency Rdl,(t)k given by (14)
can be lower bounded by
R
dl,(t)
k ≥ R˜dl,(t)k = log2
1+
ηj(k,t)(M − 1)(M − 2)β2k
(M − 2)βk
K∑
i=1
j(i,t)6=j(k,t),j(k−t,t)
ηj(i,t)βi + 1
 . (15)
Proof: By following the same methodology as in [18,
Appendix A], and using [19, Lemma 2.10], we can arrive at
(15).
IV. MULTI-WAY TRANSMISSION WITH SUCCESSIVE
CANCELATION DECODING
In this section, a novel data transmission protocol is pro-
posed via the use of the successive cancelation decoding
principle. The most significant improvement of this new pro-
tocol is that only dK−12 e + 1 time-slots are required. Note
that, perfect cancelation of interference is not our objective.
Instead, to ensure that aggregated interference, including self-
interference and inter-user interference, does not deteriorate
the system performance, we apply the properties of massive
MIMO together with successive self-interference cancelation,
and ZF decoding at the users. Therefore, when the number
of antennas M goes to infinity, inter-user interference can be
minimized significantly.
A. Multiple-Access Phase
This phase requires one time-slot and is the same as that of
the conventional transmission protocol. See Section III-A.
B. Broadcast Phase
Instead of spending K−1 time-slots to broadcast all signals
to all K users as in the conventional scheme, here we propose
to use only
⌈
K−1
2
⌉
time-slots. The key idea of this method is
that: at a given time-slot, the k-th user subtracts all interference
sources caused by signals decoded in previous time-slots prior
to decoding the desired signal. In addition, after
⌈
K−1
2
⌉
time-
slots and with successive interference cancellation, the k-
th user receives
⌈
K−1
2
⌉
signals, and each signal is a linear
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combination of K − ⌈K−12 ⌉ − 1 symbols. Since ⌈K−12 ⌉ ≥
K − ⌈K−12 ⌉ − 1, the k-th user can use the zero-forcing
technique to decode all K − ⌈K−12 ⌉− 1 symbols without any
inter-user interference. A detailed discussion of the proposed
scheme is now presented.
1) First time-slot: The relay wants to send xj(k,1) to the k-
th user, for k = 1, . . . ,K. To do this, it forms a signal vector
to broadcast to the users as:
s(1) =
K∑
i=1
√
η
(1)
j(i,1) gixj(i,1), (16)
where
{
η
(1)
j(i,1)
}
, i = 1, . . . ,K, are the power control coeffi-
cients at the relay in the first time-slot which are chosen to sat-
isfy a given power constraint at the relay E
{‖s(1)‖2} 6 Pr,th,
or
M
K∑
i=1
η
(1)
j(i,1)βi 6 Pr,th. (17)
Then, the k-th user receives
y
(1)
k = g
H
k s
(1) + n
(1)
k
=
K∑
i=1
√
η
(1)
j(i,1) g
H
k gixj(i,1) + n
(1)
k , (18)
where n(1)k ∼ CN (0, 1) is the additive noise at the k-th
user in the first time-slot. Before detecting the desired signal
xj(k,1), the k-th user performs self-interference cancelation by
subtracting its transmitted signal xk
(
or xj(k−1,1)
)
from y(1)k .
After self-interference cancelation, the received signal at the
k-th user becomes
y˜
(1)
k =
√
η
(1)
j(k,1)‖gk‖2xj(k,1)
+
K∑
i=1
j(i,1)/∈Vk,1
√
η
(1)
j(i,1) g
H
k gixj(i,1) + n
(1)
k , (19)
where
Vk,t , {j(k − t, t), j(k − t+ 1, t), . . . , j(k, t)}. (20)
The first term of (19) represents the desired signal, the
second and third terms are interference plus noise, respectively.
Thus, we obtain the corresponding spectral efficiency as
R
dl,(1)
k = E

log2
1+
η
(1)
j(k,1)‖gk‖4
K∑
i=1
j(i,1)/∈Vk,1
η
(1)
j(i,1)
∣∣gHk gi∣∣2 + 1


. (21)
2) Second time-slot: After aiming to transmit xj(k,1) to the
k-th user in the fist time-slot, the relay next wants to send
xj(k,2) to the k-th user, k = 1, . . . ,K. So, it precodes the
transmitted signals as
s(2) =
K∑
i=1
√
η
(2)
j(i,2) gixj(i,2), (22)
where
{
η
(2)
j(i,2)
}
, i = 1, . . . ,K, are the power control coeffi-
cients at the relay in the second time-slot chosen to satisfy a
given power constraint Pr,th at the relay as
M
K∑
i=1
η
(2)
j(i,2)βi 6 Pr,th. (23)
Then, the k-th user receives
y
(2)
k = g
H
k s
(2) + n
(2)
k
=
K∑
i=1
√
η
(2)
j(i,2) g
H
k gixj(i,2) + n
(2)
k . (24)
Since user k knows its own transmitted signal xk(
or xj(k−1,1)
)
and the symbol detected in the first time-slot
xj(k,1), it can perform interference cancelation by removing
these symbols from y(2)k before detecting the desired signal
xj(k,2). After interference cancelation, the received signal at
the k-th user becomes
y˜
(2)
k =
√
η
(2)
j(k,2)‖gk‖2xj(k,2)
+
K∑
i=1
j(i,2)/∈Vk,2
√
η
(2)
j(i,2) g
H
k gixj(i,2) + n
(2)
k . (25)
The corresponding spectral efficiency of the k-th user in the
broadcast phase at the second time-slot is given by
R
dl,(2)
k = E

log2
1+
η
(2)
j(k,2)‖gk‖4
K∑
i=1
j(i,2)/∈Vk,2
η
(2)
j(i,2)
∣∣gHk gi∣∣2 + 1


. (26)
3) t-th time-slot: At the t-th time-slot, the relay intends to
send xj(k,t) to the k-th user, for k = 1, . . . ,K. The signal
vector transmitted from the relay is
s(t) =
K∑
i=1
√
η
(t)
j(i,t) gixj(i,t). (27)
As before,
{
η
(t)
j(i,t)
}
, i = 1, . . . ,K, are the power control
coefficients at the t-th time-slot chosen to satisfy
M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th. (28)
Then, the signal received at the k-th user is
y
(t)
k = g
H
k s
(t) + n
(t)
k
=
K∑
i=1
√
η
(t)
j(i,t) g
H
k gixj(i,t) + n
(t)
k , (29)
where n(1)k ∼ CN (0, 1) denotes the additive noise. At the t-th
time-slot, the k-th user detected
{
xj(k,1), xj(k,2),
. . . , xj(k,t−1)
}
in previous time-slots. In addition, it knows it
own transmitted signal xj(k−1,1). So, user k can remove these
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symbols from y(t)k before detecting xj(k,t). The received signal
at the k-th user after interference cancelation is
y˜
(t)
k =
√
η
(t)
j(k,t)‖gk‖2xj(k,t)
+
K∑
i=1
j(i,t)/∈Vk,t
√
η
(t)
j(i,t) g
H
k gixj(i,t) + n
(t)
k . (30)
Therefore, the spectral efficiency of the k-th user at the t-th
time-slot in the broadcast phase is given by
R
dl,(t)
k = E

log2
1 +
η
(t)
j(k,t)‖gk‖4
K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)
∣∣gHk gi∣∣2 + 1


. (31)
By following a similar methodology as in the derivation of
the spectral efficieny in Proposition 1, we obtain a tight lower
bound on the spectral efficiency (31) as in Proposition 2.
Proposition 2: The spectral efficiency Rdl,(t)k given by (31)
can be lower bounded by
R
dl,(t)
k ≥ R˜dl,(t)k = log2
1+
η
(t)
j(k,t)(M − 1)(M − 2)β2k
(M − 2)βk
K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1
 . (32)
4) After t′ =
⌈
K−1
2
⌉
time-slots, the k-th user has re-
ceived t′ signals
{
y
(1)
k , . . . , y
(t′)
k
}
, where y(t)k is given in
(29) for t = 1, . . . , t′. In addition, it has decoded t′ symbols{
xj(k,1), . . . , xj(k,t′)
}
. Thus, the k-user can perform interfer-
ence cancelation by subtracting all t′ detected symbols as well
as it own transmitted symbol from each received signal, and
obtain the following results:
y¯
(t′)
k,1 =
K∑
i=1
j(i,t′)/∈V
k,t′
√
η
(t′)
j(i,t′) g
H
k gj(k,i−k)xj(i,t′) + n
(t′)
k,1
y¯
(t′)
k,2 =
K∑
i=1
j(i,t′)/∈V
k,t′
√
η
(t′−1)
j(i,t′) g
H
k gj(k,i−k+1)xj(i,t′) + n
(t′)
k,2
...
y¯
(t′)
k,t′ =
K∑
i=1
j(i,t′)/∈V
k,t′
√
η
(t′−(t′−1))
j(i,t′) g
H
k gj(k,i−k+t′−1)xj(i,t′) + n
(t′)
k,t′
,
(33)
where y¯(t
′)
k,t is obtained from y
(t)
k after performing interference
cancelation, and n(t
′)
k,t′ is the corresponding noise at user k.
Denote by
y¯
(t′)
k ,

y¯
(t′)
k,1
y¯
(t′)
k,2
...
y¯
(t′)
k,t′
 , n¯(t′)k ,

n
(t′)
k,1
n
(t′)
k,2
...
n
(t′)
k,t′
 ,
x¯ ,
[
xj(k,t′+1) xj(k,t′+2) . . . xj(k,K−1)
]T
, (34)
and
A¯
(t′)
k = A
(t′)
k ◦E(t
′)
η , (35)
where the matrices A(t
′)
k ∈ Ct
′×(K−t′−1) and E(t
′)
k ∈
Rt′×(K−t′−1) in (35) are defined as
A
(t′)
k ,

gHk gj(k,1) g
H
k gj(k,2) . . . g
H
k gj(k,K−t′−1)
gHk gj(k,2) g
H
k gj(k,3) . . . g
H
k gj(k,K−t′)
...
...
...
gHk gj(k,t′) g
H
k gj(k,t′+1) . . . g
H
k gj(k,K−2)
 ,
(36)
and
E(t
′)
η ,

√
η
(t′)
j(k,t′+1)
√
η
(t′)
j(k,t′+2) . . .
√
η
(t′)
j(k,K−1)√
η
(t′−1)
j(k,t′+1)
√
η
(t′−1)
j(k,t′+2) . . .
√
η
(t′−1)
j(k,K−1)
...
...
...√
η
(t′−(t′−1))
j(k,t′+1)
√
η
(t′−(t′−1))
j(k,t′+2) . . .
√
η
(t′−(t′−1))
j(k,K−1)
 .
(37)
Then, (33) can be rewritten in matrix-vector form as
y¯
(t′)
k = A¯
(t′)
k x¯ + n¯
(t′)
k . (38)
We can see that A¯(t
′)
k is a t
′ × (K − t′ − 1) matrix.
Since t′ ≥ (K − t′ − 1), A¯(t′)k is full column rank, and
hence, we can employ the zero-forcing technique to detect all
remaining symbols without inter-user interference. With the
ZF technique, y¯(t
′)
k is first processed by multiplying it with
the pseudo inverse of A¯(t
′)
k as
r˜
(t′)
k = Z
T y¯
(t′)
k = Z
T A¯
(t′)
k x¯ + Z
T n¯
(t′)
k , (39)
where
ZT ,
((
A¯
(t′)
k
)H
A¯
(t′)
k
)−1 (
A¯
(t′)
k
)H
. (40)
Then, xj(k,t′+n) will be detected from the n-th element of
r˜
(t′)
k . Since Z
T A¯
(t′)
k = IK−(t′+1), (39) becomes
r˜
(t′)
k = x¯ + Z
T n¯
(t′)
k , (41)
and hence, the n-th element of r˜(t
′)
k is
r˜(t
′)
k,n = xj(k,t′+n) + z
T
n n¯
(t′)
k . (42)
Thus, the corresponding spectral efficiency of (42) is
R
dl,(t′+n)
k = E
{
log2
(
1 +
1
‖zn‖2
)}
= E
log2
1 + 1[((
A¯
(t′)
k
)H
A¯
(t′)
k
)−1]
nn

 . (43)
We can see that (43) involves a matrix inversion which
renders it intractable for further manipulations. It is very
difficult to derive an exact closed-form. To allow an analytical
derivation, we can approximate the spectral efficiency (43) by
using the trace lemma and law of large numbers (as M goes
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to infinity) [20]. The approximating result is presented in the
following proposition.
Proposition 3: As M →∞, the spectral efficiency Rdl,(t′+n)k
given by (43) converges to
R
dl,(t′+n)
k → R˜dl,(t
′+n)
k
= log2
1 +Mβk t′∑
i=1
η
(t′−i+1)
j(k,t′+n)βj(k,n+i−1)
 ,
n = 1, . . . ,K − t′ − 1. (44)
Proof: See Appendix A.
Note that, the conventional transmission scheme does not
require successfully decoding of the first
⌈
K−1
2
⌉
time-slots. By
contrast, our proposed scheme requires successfully decoding
of the first
⌈
K−1
2
⌉
time-slots to enable the performance of the
ZF technique. However, due to the use of massive antenna
arrays at the relay, interference and noise can be cancelled
out, and hence, the signal detections in the first
⌈
K−1
2
⌉
time-
slots are successful with very high probability. Numerical
results will show that our proposed scheme outperforms the
conventional scheme.
V. SPECTRAL EFFICIENCY MAXIMIZATION
In this section, we aim at selecting the power coefficients in
order to maximize the sum spectral efficiency of our proposed
transmission protocol in Section IV under the constraints on
per-user spectral efficiency and transmit power at the relay and
the users. The sum spectral efficiency is defined as
S˜Esum =
1
t′ + 1
K∑
k=1
K−1∑
t=1
min
(
R˜ulj(k,t), R˜
dl,(t)
k
)
, (45)
where R˜ulj(k,t) is given by (7), R˜
dl,(t)
k is given by (32) for t =
1, . . . , t′ and given by (44) for t = t′ + 1, . . . ,K − 1. The
optimization problem is formulated as follows:
maximize
Pu,k,η
(t)
j(k,t)
S˜Esum (46a)
s.t. 0 6 Pu,k 6 Pu,th, k = 1, . . . ,K (46b)
M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th, t = 1, . . . , t
′ (46c)
R˜ulk ≥ Rulth,k, k = 1, . . . ,K (46d)
R˜
dl,(t)
k ≥ Rdl,(t)th,k , k = 1, . . . ,K, t = 1, . . . ,K − 1, (46e)
where Pu,th, Pr,th are the power constraints of each user and
the relay station, Rulth,k and R
dl,(t)
th,k are defined as the threshold
uplink and downlink spectral efficiencies.
The above optimization problem is very complicated, and
hence, its optimal solution is very difficult to find. To simplify
the problem, we propose a sub-optimal solution which first
decouples the problem (46) into two optimization problems:
i) power allocation optimization across users in the uplink
phase, and ii) power allocation optimization at the relay in the
downlink phase. Then, these problems will be solved based
on the sequential convex approximation (SCA) method [21].
A. Power Allocation Optimization Across Users
The power allocation optimization problem across users in
the uplink phase is formulated as
maximize
Pu,k
K∑
k=1
K−1∑
t=1
R˜ulj(k,t) (47a)
s.t. 0 6 Pu,k 6 Pu,th, k = 1, . . . ,K (47b)
R˜ulk ≥ Rulth,k, k = 1, . . . ,K. (47c)
From (7) and the definition of j(k, t) in (8), the optimization
problem (47) is equivalent to
maximize
Pu,k
K∑
k=1
R˜ulk (48a)
s.t. 0 6 Pu,k 6 Pu,th, k = 1, . . . ,K (48b)
log2
1 +
Pu,k(M − 1)βk
K∑
i=1
i6=k
Pu,iβi + 1
 ≥ Rulth,k, k = 1, . . . ,K, (48c)
which can be further rewritten as
maximize
Pu,k
K∑
k=1
1
ln 2
× ln
1 +
1
1
Pu,k(M−1)βk
 K∑
i=1
i6=k
Pu,iβi + 1

 , (49a)
s.t.(48b), (48c). (49b)
We denote x = xk = 1Pu,k(M−1)βk , y = yk =∑K
i=1,i6=k Pu,iβi + 1, and x¯ = x¯k =
1
P
(n)
u,k (M−1)βk
, y¯ = y¯k =∑K
i=1,i6=k P
(n)
u,i βi+1, where P
(n)
u,k is the n-th feasible point of
the constraints in (49). Clearly, the objective function (49) is
non-concave function. To address the non-concave objective
function (49), we follow an efficient relaxation technique by
using the logarithm inequality [22], [23].
Note that, f(x, y) = ln(1 + 1xy ) is convex ∀x, y > 0 (the
proof of this statement is followed by examining its Hessian),
and hence, we have
ln
(
1 +
1
xy
)
≥ f(x¯, y¯) + 〈Of(x¯, y¯), (x, y)− (x¯, y¯)〉
= ln
(
1 +
1
x¯y¯
)
+
2
x¯y¯ + 1
− 1
x¯(x¯y¯ + 1)
x− 1
y¯(x¯y¯ + 1)
y
= a− bx+ cy, (50)
where 0 < a = ln
(
1 + 1x¯y¯
)
+ 2x¯y¯+1 , 0 < b =
1
x¯(x¯y¯+1) , and
0 < c = 1y¯(x¯y¯+1) .
From (49) and (50), we obtain
F (Pu,k) ≥ F (n)(Pu,k), (51)
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where
F (n)(Pu,k) =
K∑
k=1
(
a
(n)
k − b(n)k
1
Pu,k(M − 1)βk
−c(n)k
K∑
i=1
i6=k
Pu,iβi + 1
 , (52)
and where a(n)k = ln
(
1 + 1
x¯
(n)
k y¯
(n)
k
)
+ 2
x¯
(n)
k y¯
(n)
k +1
, b(n)k =
1
x¯
(n)
k
(
x¯
(n)
k y¯
(n)
k +1
) , c(n)k = 1y¯(n)k (x¯(n)k y¯(n)k +1) .
At the n-th iteration, the following convex program is solved
to generate the next feasible point P (n+1)u,k of (49):
maximize
Pu,k
1
ln 2
F (n)(Pu,k), (53a)
s.t. (48b), (48c) (53b)
The initial point P (0)u,k can be easily determined by solving
the convex problem as follows
minimize
Pu,k
K∑
k=1
Pu,k(M − 1)βk, s.t. (48b), (48c). (54)
The algorithm to solve (48) is summarized in Algorithm 1.
Algorithm 1: The algorithm for maximizing the uplink
spectral efficiency (48):
1. Initialization: Set n := 0 and find initial point P (0)u for
(53), set the values of Pu,th and Rulth,k, k = 1, . . . ,K.
2. Repeat
2.1. Solve the problem (53) for the next iteration
solution of P (n+1)u .
2.2. Set n := n+ 1
3. Run until convergence of the objective function in
(53a).
Complexity Analysis : The algorithm solving (48) involves
ς = K real variables and % = 3K linear constraints. Thus, the
per-iteration complexity of solving (48) is C = O(ς2%2.5 +
%3.5) [22].
B. Power Allocation Optimization at The Relay
The power allocation optimization problem at the relay is
formulated as
maximize
η
(t)
j(k,t)
K∑
k=1
K−1∑
t=1
R˜
dl,(t)
k (55a)
s.t. M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th, t = 1, . . . , t
′ (55b)
R˜
dl,(t)
k ≥ Rdl,(t)th,k , k = 1, . . . ,K, t = 1, . . . ,K − 1. (55c)
From (32) and (44), the power allocation problem is equiv-
alent to
maximize
η
(t)
j(k,t)
K∑
k=1
K−1∑
t=1
log2
×
1 +
okη
(t)
j(k,t) + vk
t′∑
i=1
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
uk
K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1
 (56a)
s.t. M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th, t = 1, . . . , t
′ (56b)
log2
1 +
η
(t)
j(k,t)(M − 1)(M − 2)β2k
(M − 2)βk
K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1
 ≥ Rdl,(t)th,k ,
∀k, t = 1, . . . , t′ (56c)
log2
1 +Mβk t′∑
i=1
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
 ≥ Rdl,(t)th,k ,
∀k, t = t′ + 1, . . . ,K − 1, (56d)
where
ok =
{
(M − 1)(M − 2)β2k if t = 1, . . . , t′
0 if t > t′ ,
uk =
{
(M − 2)βk if t = 1, . . . , t′
0 if t > t′ , (57)
vk =
{
0 if t = 1, . . . , t′
Mβk if t > t′
.
We define x = xk,t = 1
okη
(t)
j(k,t)
+vk
t′∑
i=1
η
(t′−i+1)
j(k,t)
βj(k,t−t′+i−1)
,
y = yk,t = uk
K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1, and x¯ = x¯k,t =
1
ok
(
η
(t)
j(k,t)
)(n)
+vk
t′∑
i=1
(
η
(t′−i+1)
j(k,t)
)(n)
βj(k,t−t′+i−1)
, y¯ = y¯k,t =
uk
K∑
i=1
j(i,t)/∈Vk,t
(
η
(t)
j(i,t)
)(n)
βi + 1, where
(
η
(t)
j(k,t)
)(n)
is the n-th
feasible point of the constraints in (56). We now apply a
similar approach as in Section V-A to optimize the power
allocation at the relay. At the n-th iteration, the following
convex program is solved to determine the next feasible point
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(
η
(t)
j(k,t)
)(n+1)
of (56):
maximize
η
(t)
j(k,t)
1
ln 2
F¯ (n)
(
η
(t)
j(k,t)
)
, (58a)
s.t. M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th, t = 1, . . . , t
′, (58b)
β2k η
(t)
j(k,t) ≥
(
2R
dl,(t)
th,k − 1
)
(M − 1)(M − 2)
×
(M − 2)βk K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1
 ,∀k, t = 1, . . . , t′,
(58c)
Mβk
t′∑
i=1
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1) ≥ 2R
dl,(t)
th,k − 1,
∀k, t = t′ + 1. . . . ,K − 1, (58d)
where F¯ (n)
(
η
(t)
j(k,t)
)
is given (59) at the top of the next
page, and where a¯(n)k = ln
(
1 + 1
x¯
(n)
k y¯
(n)
k
)
+ 2
x¯
(n)
k y¯
(n)
k +1
,
b¯
(n)
k =
1
x¯
(n)
k
(
x¯
(n)
k y¯
(n)
k +1
) , c¯(n)k = 1y¯(n)k (x¯(n)k y¯(n)k +1) .
Note that, the initial point
(
η
(t)
j(k,t)
)(0)
can be easily deter-
mined by solving the following convex problem:
minimize
η
(t)
j(k,t)
K∑
k=1
K−1∑
t=1
×
okη(t)j(k,t) + vk t
′∑
i=1
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
 , (60a)
s.t. M
K∑
i=1
η
(t)
j(i,t)βi 6 Pr,th, t = 1, . . . , t
′, (60b)
β2k η
(t)
j(k,t) ≥
(
2R
dl,(t)
th,k − 1
)
(M − 1)(M − 2)
×
(M − 2)βk K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1
 ,∀k, t = 1, . . . , t′,
(60c)
Mβk
t′∑
i=1
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1) ≥ 2R
dl,(t)
th,k − 1,
∀k, t = t′ + 1, . . . ,K − 1. (60d)
The steps to solve (55) are summarized in Algorithm 2.
Complexity Analysis: The algorithm for maximizing prob-
lem (56) involves ς = K
⌈
K−1
2
⌉
real variables and % =⌈
K−1
2
⌉
+ K2 linear constraints. Thus, the per-iteration com-
plexity of solving (56) is C = O(ς2%2.5 + %3.5).
VI. ENERGY EFFICIENCY MAXIMIZATION
In this section, we elaborate on the energy efficiency of
our proposed system model taking into account the hardware
Algorithm 2: The algorithm for maximizing the downlink
spectral efficiency (56):
1. Initialization: Set n := 0 and find initial point(
η
(t)
j(k,t)
)(0)
for (58), set the values of Pr,th and R
dl,(t)
th,k ,
k = 1, . . . ,K, t = 1, . . . ,K − 1.
2. Repeat
2.1. Solve the problem (58) for the next iteration
solution of
(
η
(t)
j(k,t)
)(n+1)
.
2.2. Set n := n+ 1
3. Run until convergence of the objective function in
(58a).
power consumption. We propose a novel power control al-
gorithm which maximizes the energy efficiency, subject to a
given per-user spectral efficiency and the power constraints of
each user/relay.
To begin with, the energy efficiency (bit/Joule) is deter-
mined as the ratio between the sum throughput (in bit), given
by BS˜Esum, to the total power consumption (Watt). More
precisely, the energy efficiency is given by [24]
EE
=
BS˜Esum
K∑
k=1
Pu,k
ζu,k
+ Mζr
t′∑
t=1
K∑
k=1
βkη
(t)
j(k,t) +BPLDS˜Esum + PLID
,
(61)
where B is the transmission bandwidth, 0 < ζu,j(k,t) ≤ 1
and 0 < ζr ≤ 1 are the power amplifier efficiencies of
each user and the relay, respectively. Furthermore, PLD (in
Watt/(bit/s)) represents the load dependent power including
power for signal processing (coding and decoding) and the
power consumption of the backhaul traffic, and PLID (in Watt)
accounts for the load independent power including the power
required to run the circuit components at the relay and each
user, and the fixed power consumption for the backhaul link
between the relay and the core network. As a consequence,
the power allocation problem for the energy efficiency is now
formulated as
maximize
Pu,k,η
(t)
j(k,t)
EE (62a)
s.t. S˜Esum = S˜Eth, (62b)
0 ≤ Pu,k ≤ Pu,th, k = 1, . . . ,K, (62c)
0 ≤
K∑
k=1
Mη
(t)
j(k,t)βk ≤ Pr,th, t = 1, . . . , t′, (62d)
where S˜Eth is the required spectral efficiency of the system. In
our optimization problem, we want to allocate the powers to
the users and the relay to maximize the energy efficiency for a
given quality-of-service, i.e. sum spectral efficiency. This will
provide a fair comparison among different schemes since they
will have the same sum spectral efficiency. This is why the
constraint in (62b) is satisfied with equality.
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F¯ (n)
(
η
(t)
j(k,t)
)
=
K∑
k=1
K−1∑
t=1
(
a¯
(n)
k − b¯(n)k x¯− c¯(n)k y¯
)
=
K∑
k=1
K−1∑
t=1
a¯(n)k − b¯(n)k 1
okη
(t)
j(k,t) + vk
∑t′
i=1 η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
− c¯(n)k
uk K∑
i=1
j(i,t)/∈Vk,t
η
(t)
j(i,t)βi + 1

 , (59)
By dividing the numerator and denominator of EE by
BS˜Esum, the objective function (62a) can be rewritten as
EE
=
1∑K
k=1
1
ζu,k
Pu,k+
1
ζr
∑t′
t=1
∑K
k=1Mβkη
(t)
j(k,t)
+PLID
BS˜Esum
+ PLD
. (63)
It can be clearly seen from (63) that in order to maximize EE,
we can minimize the first term of the denominator (63). As a
consequence, the problem (62) is equivalent to
minimize
Pu,k,η
(t)
j(k,t)
K∑
k=1
1
ζu,k
Pu,k +
M
ζr
t′∑
t=1
K∑
k=1
βkη
(t)
j(k,t), (64a)
s.t. (62c), (62d), (64b)
1
t′ + 1
K∑
k=1
K−1∑
t=1
log2
(
1 + min
(
γulj(k,t), γ
dl,(t)
k
))
= S˜Eth,
(64c)
where
γulj(k,t) =
ek,tPu,j(k,t)∑K
i=1,i6=k βiPu,j(i,t) + 1
, (65)
γ
dl,(t)
k =

fk,tη
(t)
j(k,t)
qk,t
K∑
i=1
j(i,t)/∈Vk,t
βiη
(t)
j(i,t)
+1
if t = 1, . . . , t′
Mβk
∑t′
i=1 η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
if t = t′ + 1, . . . ,K − 1
, (66)
and where ek,t = (M − 1)βj(k,t), fk,t = (M − 1)(M −
2)β2k, qk,t = (M − 2)βk.
The problem (64) is further equivalent to
minimize
Pu,k,η
(t)
j(k,t)
,γk,t
(64a) (67a)
s.t.
1
t′ + 1
K∑
k=1
K−1∑
t=1
log2 (1 + γk,t) = S˜Eth, (67b)
γk,t ≤ γulj(k,t), k = 1, . . . ,K, t = 1, . . . ,K − 1, (67c)
γk,t ≤ γdl,(t)k , k = 1, . . . ,K, t = 1, . . . ,K − 1, (67d)
(62c), (62d). (67e)
Since ek,t, fk,t, and qk,t are positive numbers, (67) can be
equivalently written as
minimize
Pu,j(k,t),η
(t)
j(k,t)
,γk,t
(64a) (68a)
s.t.
K∏
k=1
K−1∏
t=1
(1 + γk,t) = 2
(t′+1)S˜Eth , (68b)
γk,t
ek,t
K∑
i=1,i6=k
βiPu,j(i,t)
(
Pu,j(k,t)
)−1
+
γk,t
ek,t
(
Pu,j(k,t)
)−1 ≤ 1,
k = 1, . . . ,K, t = 1, . . . ,K − 1, (68c)
γk,tqk,t
fk,t
(
η
(t)
j(k,t)
)−1 K∑
i=1
j(i,t)/∈Vk,t
βiη
(t)
j(i,t) +
γk,t
fk,t
(
η
(t)
j(k,t)
)−1
≤ 1,
k = 1, . . . ,K, t = 1, . . . , t′, (68d)
γk,t
t′Mβk
t′∏
i=1
(
η
(t′−i+1)
j(k,t) βj(k,t−t′+i−1)
)−1/t′
≤ 1, (68e)
k = 1, . . . ,K, t = t′ + 1, . . . ,K − 1,
(62c), (62d). (68f)
We can see that the most challenging constraint in (68) is
(68b). If the equality function (68b) is a posynomial function,
then problem (68) will be a geometric program (GP) which can
be solved effectively by using standard convex optimization
tools such as CVX [25] or GGPLAB [26]. However, (68b)
is not a posynomial function, and hence, the problem (68)
cannot be solved directly via the above tools. To deal with
this, we use techniques in [27], [28] by finding an approximate
solution of (68) through solving a sequence of GPs. With this
technique, we approximate (1 +γk,t) to κk,tγ
ξk,t
k,t near a point
γˆk,t > 0, where ξk,t , γˆk,t1+γˆk,t and κk,t , γˆ
−ξk,t
k,t (1 + γˆk,t).
Consequently, near the point γˆk,t > 0, we obtain the following
approximation:
K∏
k=1
K−1∏
t=1
(1 + γk,t) ≈
K∏
k=1
K−1∏
t=1
κk,tγ
ξk,t
k,t , (69)
which is a monomial function. Therefore, by using the above
approximation, the constraint (68b) is a posynomial function,
and hence, the optimization problem (68) becomes a GP. As
a result, problem (68) can be solved iteratively via solving a
sequences of GPs. The successive approximation algorithm to
solve (68) is summarized in Algorithm 3.
Complexity Analysis: The successive approximation algo-
rithm for solving problem (68) involves ς = 2K
⌈
K−1
2
⌉
+
K (K + 1) real variables, % =
⌈
K−1
2
⌉
+ 2K linear con-
straints, and ρ = 2K(K − 1) + 1 geometric constraints.
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Algorithm 3: Successive approximation algorithm for
(68):
1. Initialization: Define a tolerance , the maximum
number of iterations L, and parameter ω. Set n := 1,
choose the initial values of γk,t as γˆ
(1)
k,t .
2. Iteration n: Compute ξ(n)k,t ,
γˆ
(n)
k,t
1+γˆ
(n)
k,t
and
κ
(n)
k,t ,
(
γˆ
(n)
k,t
)−ξ(n)k,t (
1 + γˆ
(n)
k,t
)
.
minimize
Pu,j(k,t),ηj(k,t),γk,t
(64a)
s.t.
K∏
k=1
K−1∏
t=1
κ
(n)
k,t
(
γ
(n)
k,t
)ξ(n)k,t
= 2(t
′+1)S˜Eth ,
(68c), (68d), (68e), (62c), (62d),
ω−1γˆ(n)k,t ≤ γk,t ≤ ωγˆ(n)k,t .
Denote the optimal solutions by
γ∗k,t, k = 1, . . . ,K, t = 1, . . . , t
′.
3. Stopping criterion: If maxk = |γˆ(n)k,t − γ∗k,t| <  or
n = L→ stop. Otherwise, go to step 4.
4. Update initial values: Set n := n+ 1, γˆ(n)k,t = γ
∗
k,t, go
to step 2.
Therefore, the per-iteration complexity of solving (68) is
C = O(ς2(%+ ρ)2.5 + (%+ ρ)3.5).
VII. IMPERFECT CSI ANALYSIS
We will now delineate the mathematical analysis for the
more practical case of imperfect CSI. Due to space constraints,
most results are provided without proof. For simplicity, with
imperfect CSI, we neglect the power control. More precisely,
we assume Pu,k = Pu for all k, and that η
(t)
j(k,t) are the same
for all t and k.
A. Channel Estimation
The channels and the effective channel gains need to be
estimated at the relay and the users. This can be done via the
training phase.
1) Channel Estimation at the Relay: All K users simultane-
ously transmit their pilot sequences of τ symbols to the relay.
We assume that the pilots sequences of K users are pairwisely
orthogonal. This requires that τ ≥ K. Furthermore, we denote
Pu,p as the transmit power of each pilot symbol. Then, the
MMSE channel estimate of G is [29]
Gˆ = G−E, (71)
where E is the channel estimation error matrix which is
independent of Gˆ. In addition, we have Gˆ ∼ CN (0, Dˆ)
and E ∼ CN (0,DE), where Dˆ and DE are diagonal ma-
trices whose (k, k)-th components are σˆ2k =
τPu,pβ
2
k
τPu,pβk+1
and
σˆ2e,k = βk − σˆ2k, respectively.
2) Channel Estimation at each User: The k-th user needs
to know the effective channel gains θki = gHk gˆi, i = 1, . . . ,K,
to implement our proposed scheme. These effective channel
gains can be estimated through downlink training. Since the
users need to estimate only the effective channel gains, the
downlink channel overhead is independent of the number of
relay antennas.
In the downlink training phase, the relay beamforms K
orthogonal pilot sequences to all users using the channel
estimates acquired in the uplink training phase. Following the
same technique used in [17], the estimates of θkk and θki are,
respectively, given by
θˆkk =
(
θkk +
np,k√
α
−Mσˆ2k
)
×
(
1
αMσˆ2kβk
+ 1
)−1
+Mσˆ2k, (72)
and
θˆki =
(
θki +
np,i√
α
)(
1
αMσˆ2i βk
+ 1
)−1
, (73)
where np,i, i = 1, . . . ,K are Gaussian noises with zero mean
and unit variance, and α is a normalization constant chosen
so that the power of each pilot symbol is Pr,p. Hence,
α =
τPr,p
E
{
Tr
(
GˆGˆH
)} . (74)
B. Data Transmission
Similarly to the case of perfect CSI, the data transmission
includes multiple-access phase and broadcast phase. The main
difference is that the true channels are replaced by their
channel estimates.
1) Multiple-Access Phase:
After receiving data from the K users, the relay treats the
channel estimate as the true channel and uses MRC to decode
the signal transmitted from the K users as rim = GˆHyR. Thus,
the uplink spectral efficiency Rul,imk of the k-th user is given
(75) at the top of the next page.
2) Broadcast Phase:
• Conventional Transmission Protocol:
The transmitted signal vector at the relay in the t-th time-
slot is given by
x(t)r =
√
α1
K∑
i=1
gˆixj(i,t), (76)
where α1 is the normalization factor power which is cho-
sen to meet a long-term power constraint at the relay:
E
{∥∥∥x(t)r ∥∥∥2} = Pr. Thus, we obtain
α1 =
Pr∑K
i=1 E
{
Tr
(
gˆigˆHi
)} , (77)
The downlink spectral efficiency of the k-th user in the t-th
time-slot is
R
dl,im,(t)
k
= log2
1 +
α1
∣∣E{gHk gˆk}∣∣2
α1Var
(
gHk gˆk
)
+ α1
K∑
i=1
j(i,t)6=j(k,t)
E
{∣∣gHk gˆi∣∣2}+ 1
 .
(78)
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Rul,imk = log2
1 + Pu ∣∣E{gˆHk gk}∣∣2
PuVar
(
gˆHk gk
)
+ Pu
∑K
i=1
i6=k
E
{∣∣gˆHk gi∣∣2}+ E{∣∣gˆHk nR∣∣2}
 . (75)
From (75) and (78) the sum spectral efficiency of the
conventional scheme is
SEimsum =
1
K
(
T − τ
T
) K∑
k=1
K−1∑
t=1
min
(
Rul,imj(k,t), R
dl,im,(t)
k
)
. (79)
• Proposed Transmission Protocol:
The signal vector transmitted from the relay at the t-th time-
slot is
s(t) =
√
α2
K∑
i=1
gˆixj(i,t), (80)
where α2 is chosen to satisfy E
{∥∥s(t)∥∥2} = Pr which is
equivalent to α2 = Pr∑K
i=1 E{Tr(gˆigˆHi )} .
Then, the signal received at the k-th user is
y
(t)
u,k = g
H
k s
(t) + n
(t)
u,k =
√
α2
K∑
i=1
gHk gˆixj(i,t) + n
(t)
u,k
=
√
α2
K∑
i=1
θkixj(i,t) + n
(t)
u,k. (81)
At the t-th time-slot, the k-th user detects xj(k,t) using
the channel estimate θˆkk in (72) and the knowledge of{
xj(k−1,1), xj(k,1), xj(k,2), . . . , xj(k,t−1)
}
. The received sig-
nal at the k-th user after interference cancellation is
y˜
(t)
u,k = y
(t)
u,k −
√
α2
K∑
i=1
j(i,t)∈Vk,t\j(k,t)
θˆkixj(i,t), (82)
and hence, the spectral efficiency Rdl,im,(t)k at user k in the t-th
time-slot can be expressed as in (83) at the top of the next
page.
After t′ =
⌈
K−1
2
⌉
time-slots, the same technique as in the
perfect CSI case is used. Denote by
n¯
(t′)
k ,

√
α2
K∑
i=1
kj(k,K−k+i−1)xj(k,i−1) + n
(t′)
k,1
√
α2
K∑
i=1
kj(k,K−k+i−2)xj(k,i−1) + n
(t′)
k,2
...
√
α2
K∑
i=1
kj(k,K−k+i−t′)xj(k,i−1) + n
(t′)
k,t′

, (84)
and
A
(t′)
k ,
√
α2

θˆkj(k,1) θˆkj(k,2) . . . θˆkj(k,K−t′−1)
θˆkj(k,2) θˆkj(k,3) . . . θˆkj(k,K−t′)
...
...
...
θˆkj(k,t′) θˆkj(k,t′+1) . . . θˆkj(k,K−2)
 .
(85)
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Fig. 1: The comparison between the perfect and imperfect
CSI of the sum spectral efficiency versus the number of relay
antennas for the conventional and proposed schemes with
different K. We choose Pr = Pr,p = 10 dB, Pu = Pp = 0
dB, T = 200, τ = K and βk = 1,∀k = 1, . . . ,K.
Then, we can obtain the spectral efficiency of the k-th user as
R
dl,im,(t′+n)
k = log2
1 + α2
E
{∣∣∣zTn n¯(t′)k ∣∣∣2}
 , (86)
where
ZT ,
((
A
(t′)
k
)H
A
(t′)
k
)−1 (
A
(t′)
k
)H
. (87)
From (75), (83) and (86), the sum spectral efficiency of the
proposed scheme is
SEimsum =
(
1
t′ + 1
)(
T − 2τ
T
)
×
K∑
k=1
K−1∑
t=1
min
(
Rul,imj(k,t), R
dl,im,(t)
k
)
. (88)
Unfortunately, the derivation of closed-form expressions for
the SE is very challenging, if not impossible, once we move
away from the perfect CSI assumption.
Figure 1 shows the comparison of the sum spectral efficien-
cies for perfect and imperfect CSI. As expected, due to the
the imperfect channel estimation and the channel estimation
overhead, the spectral efficiency of imperfect CSI is lower than
the one of perfect CSI. More importantly, even the value of
powers is moderate and the length of training duration equals
the number of users, the performance gap between imperfect
and perfect CSI cases is small.
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R
dl,im,(t)
k = log2
1 +
α2
∣∣∣E(θˆkk)∣∣∣2
α2Var
(
θˆkk
)
+ α2
K∑
i=1
j(i,t)/∈Vk,t
E
{∣∣∣θˆki∣∣∣2}+ α2 K∑
i=1
E
{
|ki|2
}
+ 1
 . (83)
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Fig. 2: The sum spectral efficiency versus the number of relay
antennas with different K. We choose Pr,th = 10 dB, Pu,k =
Pu,th = 0 dB, and βk = 1,∀k = 1, . . . ,K.
VIII. NUMERICAL RESULTS
In this section, a set of results are provided to evaluate the
performance of the system designs (transmission protocol, as
well as, power allocation schemes) proposed in the previous
sections. Our performance measures are the sum spectral
efficiency given by (45) and the energy efficiency given by
(61).
A. Scenario I
To get initial insights on the tightness of our closed-
form expressions, the benefits of our proposed transmission
protocols, as well as, the power allocation algorithms, we
consider a simple scenario where βk = 1, for k = 1, . . . ,K,
and η(t)j(i,t) = Pr,th/
(
M
∑K
i=1 βi
)
for all i and t.
Our first objective is to validate the sum spectral efficiency
given by (45). Figure 2 shows the sum spectral efficiency of
our proposed scheme versus the number of relay antennas
with different numbers of users K. The “simulation” curves
are generated from the outputs of a Monte-Carlo simulator
using (6), (31), and (43), while the “analysis” curves represent
our analytical results obtained by using the lower bounds
(7), (32), and the asymptotic result (44). In this example, we
choose Pu,k = Pu,th = 0 dB, and Pr,th = 10 dB. We can see
that the simulated sum spectral efficiency and our analytical
results match perfectly, even at small number of users K.
This verifies the tightness of our closed-form expressions.
Moreover, when the number of antennas M increases, the sum
spectral efficiency grows noticeably.
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Fig. 3: The sum spectral efficiency of the proposed and the
conventional scheme versus the number of relay antennas with
K = 5, and K = 10. We choose Pu,k = Pu,th = 0 dB,
Pr,th = 10 dB, and βk = 1,∀k = 1, . . . ,K.
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Fig. 4: The comparison of sum spectral efficiency between the
proposed and uniform power allocation schemes for K = 10
and 15. We choose βk = 1,∀k = 1, . . . ,K.
Next, we compare the sum spectral efficiency of the pro-
posed transmission protocol discussed in Section IV with
that of the conventional scheme discussed in Section III.
Figure 3 shows the sum spectral efficiency versus the number
of relay antennas for K = 5 and 10. The sum spectral
efficiency of our proposed scheme is given by (45) and the
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TABLE I:
SYSTEM PARAMETERS FOR THE SIMULATION FOR FIG. 5
Parameters Values
Transmission bandwidth B 20 MHz
The load dependent power PLD 1.15 Watt/(Gbit/s)
The load independent power PLID 5 Watt
The power amplifier efficiency of each user ζu,k 0.2
The power amplifier efficiency at the relay ζr 0.29
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Fig. 5: The energy efficiency versus sum spectral efficiency
with the proposed and uniform power allocation schemes for
different M and K. We choose Pr,th = KPu,th and βk =
1,∀k = 1, . . . ,K.
sum spectral efficiency of the conventional scheme is given by
SEsum =
1
K
∑K
k=1
∑K−1
t=1 min
(
Rulj(k,t), R
dl,(t)
k
)
, where Rulj(k,t)
and Rdl,(t)k are given by (7) and (15), respectively. It can
be seen from this figure that the proposed scheme signifi-
cantly outperforms substantially the conventional transmission
scheme. For example, with K = 10, M = 200, the sum
spectral efficiency of the proposed scheme is approximately
101 bit/s/Hz, which is nearly 1.7 times higher than that of
the conventional scheme. The reason comes from the fact that
our proposed transmission scheme spends only
⌈
K−1
2
⌉
+ 1
time-slots for information exchange among the K users, while
the conventional transmission scheme spends in total K time-
slots. Furthermore, as expected, due to the array gain, the sum
spectral efficiencies of both schemes increase when the number
of relay antennas increases.
Finally, we examine the benefits of the power alloca-
tion algorithms proposed in Sections V and VI. Figure 4
illustrates the comparison of the sum spectral efficiencies
without and with power allocation in Section V. For the
case of uniform power allocation, we choose η(t)j(i,t) =
Pr,th/
(
M
∑K
i=1 βi
)
∀i, t, Pu,k = 10 mW for all k, and
Pr,th = 100 mW. We can observe that our proposed scheme im-
proves the sum spectral efficiency significantly. For example,
at (M = 100, K = 10) and (M = 200, K = 15), the proposed
power allocation scheme can scale up the spectral efficiency by
factors of 1.2 and 1.4, respectively, compared to the case with
uniform power allocation. Figure 5 demonstrates the energy
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Fig. 6: The convergence of the objective functions in problems
(56) and (62) versus the number of iterations. We choose Pu =
0.01 (Watt), Pr = 0.1 (Watt) for the sum spectral efficiency;
and Pu = 0.01 (Watt), Pr = KPu (Watt) for energy efficiency.
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Fig. 7: The cumulative distribution of the sum spectral ef-
ficiency with our proposed and uniform power allocation
schemes for different K. We choose M = 100.
efficiency versus the sum spectral efficiency, without and with
power allocation in Section VI. The parameters used for the
simulations are shown in Table I. The proposed power control
method provides considerably better system performance than
the uniform power allocation method in terms of the energy
efficiency. In order to obtain the same sum spectral efficiency
of 15 bit/s/Hz, our proposed scheme can offer a higher energy
efficiency by factors of 2.4 and 1.3 for (M = 50,K = 5) and
(M = 100,K = 10), respectively, compared to uniform power
allocation. Moreover, the figure also depicts that in the high
power regime, the proposed scheme is more beneficial, i.e.,
when the sum spectral efficiency increases, the gaps between
of two schemes increase.
B. Scenario II
In this section, we consider a more practical scenario where
the large-scale fading βk changes depending on the locations
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Fig. 8: The cumulative distribution of the energy efficiency,
with the proposed and uniform power allocation schemes for
different K. We choose M = 100.
of users. In order to generate the large-scale fading, we use
the same model as in [12].
First, we examine the convergence of the objective functions
in problems (56) and (62). Figure 6 shows the spectral effi-
ciency and energy efficiency versus the number of iterations,
for an arbitrary large-scale fading realization. We can see
that, Algorithms 1, 2, and 3 converge very fast. Compared
to Algorithms 1 and 2, the convergence of Algorithms 3 is
slower. The reason comes from the fact that Algorithm 3 is
more complicated with a complicated objective function and
many constraints.
Next, we compare the performance of our proposed power
allocation in Section V with the performance of uniform power
allocation. Figure 7 illustrates the cumulative distribution of
the sum spectral efficiency for M = 100 and different K.
The dashed curves correspond to the case of our proposed
power allocation in Section V, i.e., using Algorithm 1 and
Algorithm 2. The solid curves correspond to the case of
uniform power allocation, i.e., users and the relay use their
full powers: Pu,k = 10 mW for all k, Pr,th = 100 mW,
and η(t)j(i,t) = Pr,th/
(
M
∑K
i=1 βi
)
for all i and t. As can
be observed from the figure, the proposed power allocation
scheme provides consistently much more sum spectral effi-
ciency compared to that of no power control. Specifically,
the proposed power allocation scheme offers 95%-likely sum
spectral efficiency approximately 5 and 2 times higher than
the uniform power allocation scheme does for K = 5, and 15,
respectively.
Finally, we evaluate the benefit of the power allocation
in Section VI which maximizes the energy efficiency taking
into account the effect of power consumption. Again, the
parameters used for the simulations are shown in Table I.
Figure 8 illustrates the cumulative distribution of the energy
efficiency with our proposed and uniform power allocation
schemes for K = 5 and 15. In this example, for the
proposed power allocation, we use Algorithm 3, while for
the uniform power allocation, the users and the relay use
their full powers. Note that, the initial values of Algorithm 3
are chosen as follows:  = 10−2, ω = 1.1, L = 5, and
γ
(1)
k,t = min
(
ek,tPu,th
Pu,th
∑K
i=1
i6=k
βi+1
, γ
dl,(t)
k,th
)
, where γdl,(t)k,th is given by
(66). The choice of γ(1)k,t corresponds to the case of uniform
power allocation. We can see that, the energy efficiency of our
proposed power control method significantly outperforms the
uniform power allocation method. It is interesting that with
uniform power allocation, the energy efficiency for K = 5 is
higher than that for K = 15. But this behaviour changes if
our proposed power allocation is deployed, i.e., the energy
efficiency for K = 5 is lower than that for K = 15.
This comes from the fact that without power control, full
power is used, and hence, by using more users, the power
consumption may be very large. As a consequence, the total
energy efficiency reduces. By contrast, our proposed scheme
optimizes the use of power at each user and at the relay,
and hence, the total energy efficiency does increase when K
increases.
IX. CONCLUSION
This paper considered a multi-way relay system with DF
relaying protocol. In addition, the relay station was equipped
with many antennas. We proposed a novel transmission pro-
tocol which leverages the massive MIMO technology together
with successive cancelation decoding. While the conventional
transmission scheme required K time-slots to exchange all
information among the K users, our proposed scheme required
only
⌈
K−1
2
⌉
+ 1 time-slots. As a result, compared to the
conventional scheme, our proposed transmission protocol im-
proved significantly the system performance. We also derived
an analytical approximation of the sum spectral efficiency.
This approximation is very tight, especially when the number
of relay antennas is large. Based on this closed-formed ex-
pression, we proposed two power allocation algorithms which
choose the transmit power at the users and the relay station to
maximize the sum spectral efficiency and the energy efficiency.
With our proposed power allocation schemes, the system
performance (in terms of sum spectral efficiency and energy
efficiency) can be significantly improved.
APPENDIX
A. Proof of Proposition 3
From (35), the (m,n)-th element of
(
A¯
(t′)
k
)H
A¯
(t′)
k is given
by [(
A¯
(t′)
k
)H
A¯
(t′)
k
]
mn
=
t′∑
i=1
√
η
(t′−i+1)
j(k,t′+n)η
(t′−i+1)
j(k,t′+m)
× gHk gj(k,i−1+m)gHj(k,i−1+n)gk. (89)
Using the trace lemma [20, Lemmas 4, 5], we have
1
M
gHk gj(k,i)g
H
j(k,i)gk −
βk
M
Tr
(
gj(k,i)g
H
j(k,i)
)
a.s.−−−−→
M→∞
0,
(90)
Since Tr
(
gj(k,i)g
H
j(k,i)
)
= ‖gj(k,i)‖2, and from the law of
large numbers, we get
1
M
Tr
(
gj(k,i)g
H
j(k,i)
)
a.s.−−−−→
M→∞
βj(k,i). (91)
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The substitution of (91) into (90) yields
1
M
gHk gj(k,i)g
H
j(k,i)gk
a.s.−−−−→
M→∞
βkβj(k,i). (92)
Similarly, if i 6= i′, we obtain
1
M
gHk gj(k,i)g
H
j(k,i′)gk
a.s.−−−−→
M→∞
0. (93)
From (89), (92), and (93), we have that the (n, n)-
th diagonal element of 1M
(
A¯
(t′)
k
)H
A¯
(t′)
k converges to
βk
∑t′
i=1 η
(t′−i+1)
j(k,t′+n)βj(k,n+i−1), while its off-diagonal ele-
ments converge to zero, as M goes to infinity. Therefore,
1
M
(
A¯
(t′)
k
)H
A¯
(t′)
k converges to a diagonal matrix and its
inverse converges also to a diagonal matrix whose (n, n)-th
element is [(
1
M
(
A¯
(t′)
k
)H
A¯
(t′)
k
)−1]
nn
a.s.−−→ 1
βk
∑t′
i=1 η
(t′−i+1)
j(k,t′+n)βj(k,n+i−1)
. (94)
Substituting (94) into (43), we obtain (44).
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