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GREEN’S THEOREM AND GORENSTEIN SEQUENCES
JEAMAN AHN, JUAN C. MIGLIORE, AND YONG-SU SHIN
ABSTRACT. We study consequences, for a standard graded algebra, of extremal behavior in Green’s Hyper-
plane Restriction Theorem. First, we extend his Theorem 4 from the case of a plane curve to the case of
a hypersurface in a linear space. Second, assuming a certain Lefschetz condition, we give a connection to
extremal behavior in Macaulay’s theorem. We apply these results to show that (1, 19, 17, 19, 1) is not a Goren-
stein sequence, and as a result we classify the sequences of the form (1, a, a − 2, a, 1) that are Gorenstein
sequences.
CONTENTS
1. Introduction 1
2. Background 2
3. Relations between Green’s theorem and Macaulay’s theorem 4
4. Classification of Gorenstein sequences of the form (1, r, r − 2, r, 1) 14
5. Acknowledgements 19
References 19
1. INTRODUCTION
In the study of Hilbert functions of standard graded algebras, Macaulay’s theorem [18] and Green’s
theorem [16] stand out as being of fundamental importance both on a theoretical level and from the point
of view of applications. Macaulay’s theorem regulates the possible growth of the Hilbert function from one
degree to the next. It is a stunning fact that strong geometric consequences arise whenever the maximum
possible growth allowed by this theorem is achieved [15], [7], [2], or even when the maximum is almost
achieved [10]. Green’s theorem regulates the possible Hilbert functions of the restriction modulo a general
linear form. It is a less-studied question to ask what happens if the maximum possible Hilbert function
occurs for this restriction, although already Green gave some intriguing results [16], [8] in his so-called
“Theorem 3" and “Theorem 4," and some results in this direction can also be found in [1]. To our knowledge,
the connections between these two kinds of extremal behavior have not previously been studied.
One area where both Macaulay’s theorem and Green’s theorem have been applied very profitably is the
problem of classifying the Hilbert functions of Artinian Gorenstein algebras (i.e. of finding all possible
Gorenstein sequences). Of course this problem is probably intractable in full generality. However, many
papers have been written on the subject, and we cannot begin to list them all here. Even the special case
of socle degree 4 (i.e. Gorenstein sequences of the form (1, a, b, a, 1)) has been carefully studied (see for
instance [24], [21], [3], [8], [22], [5]), but a full classification remains open.
If b ≥ a, these sequences are completely understood (see for instance [17]). It is the non-unimodal
case that is of great interest. The study was begun by Stanley [24], who showed that (1, 13, 12, 13, 1) is
a Gorenstein sequence, so it follows easily that non-unimodal examples exist for all a ≥ 13. In [22] the
authors showed that Stanley’s example is the smallest possible, i.e. that if a ≤ 12 then b ≥ a. This leads to
an easy classification of the possibilities when a−b = 1. There remains the question of “how non-unimodal
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can the Hilbert function be?" Stanley conjectured an asymptotic lower bound for b as a→∞ in [25], which
was proved (including sharpness) in [21]. However, it is not known for any fixed value of a ≥ 18 exactly
which are the possible values of b, although F. Zanello has pointed out to us that for some specific values of
a (e.g. a = 24) it is fairly easy to find all possible b.
In this paper we make progress on both problems. First, we study some consequences of extremality for
Green’s theorem, including an analysis of a situation where we have an equivalence between this extremality
and that for Macaulay’s theorem. Next we apply this work to produce new results on Gorenstein sequences
of socle degree 4.
More precisely, after recalling known facts in section 2, our main goal in section 3 is to find new conse-
quences of extremal behavior in Green’s theorem. We recall Green’s Theorem 4 and we first prove a direct
generalization in Theorem 3.2, passing from Green’s case of a plane curve to the case of a hypersurface in a
linear subspace. Our main result in this section is Theorem 3.5, which gives a connection, under certain as-
sumptions, between extremal behavior for Green’s theorem and extremal behavior for Macaulay’s theorem.
Because of this connection, Gotzmann’s theorem applies as it did in the paper [7] to give strong geomet-
ric consequences, which we explore in Corollary 3.7. We also show that Green’s theorem is “sequentially
sharp" in Corollary 3.11.
We apply our new results on Green’s theorem in Section 4 to show that the sequence (1, 19, 17, 19, 1) is
not Gorenstein (Theorem 4.1). Our proof brings together a number of different techniques. The result is the
main ingredient for our Corollary 4.2, which completes the classification of the socle degree 4 Gorenstein
sequences with a− b = 2 (with the notation introduced above) by proving that the sequence is Gorenstein
if and only if a ≥ 20.
Theorem 3.5 makes a certain numerical assumption as well as a certain Lefschetz assumption in order to
conclude that the two different kinds of extremal behavior are equivalent. This gives a new illustration of the
importance of the so-called Lefschetz properties, which have been studied very extensively in the last two
decades, especially the Weak Lefschetz Property (WLP) and the Strong Lefschetz property (SLP). However,
it is worth noting here that our Lefschetz assumption is much milder than WLP. Instead, we only assume that
multiplication on our algebra by a general linear form is injective in just one degree. Interestingly, there are
two different degrees where such an assumption leads to the equivalence mentioned above. This Lefschetz
(injectivity) assumption can be phrased in more than one way, as shown in Lemma 3.4. It also leads to a
surprisingly simple but useful result, Lemma 3.12, which forces the existence of a socle element in a specific
degree. It is a small improvement of [20, Proposition 2.1 (b)], although our proof is completely different. It
provides a very simple way to rule out cases, via the existence of socle elements, in our study of Gorenstein
sequences in the last section.
Finally, we make a remark on the characteristic. In their paper [8], M. Boij and F. Zanello (and M. Green
in the appendix) make a careful study of its role. They note that Green’s theorem and Macaulay’s theorem
are true independently of the characteristic. However, Green’s Theorem 3 (see Corollary 3.3 below) requires
char k 6= 2, and Green’s Theorem 4 (see Theorem 3.1) requires char k = 0 (although they point out that the
characteristic can simply be “large enough" in a sense that they make precise). Since our Theorem 3.2 uses
Green’s Theorem 4 for the induction, we also assume characteristic zero there, and hence the same is true
of Corollary 3.3. And because we use this result in one place in the proof of Theorem 4.1, we also assume
it there. However, the main results of Section 3 are independent of the characteristic.
2. BACKGROUND
Let R = k[x0, . . . , xn] be the homogeneous polynomial ring and let A = R/I be a standard graded
Artinian k-algebra, where k is an infinite field. The Hilbert function of A is the function on the natural
numbers defined by H(A, d) = dimk[A]i. Since A is Artinian, we often represent this function by the
h-vector (1 = h0, h1, . . . , he) with he > 0, where hi = H(A, i). The integer e is called the socle degree
of A.
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Let L /∈ I be a linear form in R. We have the graded exact sequence
(2.1) 0→ R/(I : L)(−1)→ R/I → R/(I, L)→ 0.
Notation 2.1. Throughout this paper we shall adopt the following:
hi = dimk[A]i
bi = dimk[R/(I : L)]i
ℓi = dimk[R/(I, L)]i.
The following is well known, and the first part follows from the above sequence.
Lemma 2.2. Let A = R/I be a graded Artinian algebra, and let L /∈ I be a linear form of R. Then we
have
H := (h0, h1, . . . , he) = (1, b0 + ℓ1, . . . , be−2 + ℓe−1, be−1 + ℓe).
Furthermore, if A is Gorenstein then so is R/(I : L), and be−1 = he = 1:
H := (h0, h1, . . . , he−1, he = 1) = (1, b0 + ℓ1, . . . , be−2 + ℓe−1, be−1 = 1)
In this paper A will always be Gorenstein, and we will often use the following notation.
Notation 2.3. With notation as in Lemma 2.2, we shall simply call the following diagram
h0 h1 h2 · · · he−1 he
b0 b1 · · · be−2 be−1
ℓ0 ℓ1 ℓ2 · · · ℓe−1 ℓe
the decomposition of the Hilbert function H.
Definition 2.4. Let r and i be positive integers. The i-binomial expansion of r is
r(i) =
(
ri
i
)
+
(
ri−1
i− 1
)
+ ...+
(
rj
j
)
,
where ri > ri−1 > ... > rj ≥ j ≥ 1. Such an expansion always exists and is unique (see, e.g., [9], Lemma
4.2.6). Following [9], we define, for any integers a and b,
r(i)|
b
a =
(
ri + b
i+ a
)
+
(
ri−1 + b
i− 1 + a
)
+ ...+
(
rj + b
j + a
)
,
where we set
(
m
c
)
= 0 whenever m < c or c < 0.
Theorem 2.5 ([16], [18]). Let hd be the entry of degree d of the Hilbert function of R/I and let ℓd be the
degree d entry of the Hilbert function of R/(I, L), where L is a general linear form of R. Then, we have the
following inequalities.
(a) Macaulay’s Theorem: hd+1 ≤
(
(hd)(d)
)
|+1+1.
(b) Green’s Hyperplane Restriction Theorem (Theorem 1): ℓd ≤
(
(hd)(d)
)
|−10.
Theorem 2.6 ([15], Gotzmann’s Persistence Theorem). Let I be a homogeneous ideal generated in degrees
≤ d+ 1. If in Macaulay’s estimate,
hd+1 = ((hd)(d))|
+1
+1,
then I is d-regular and
ht+1 = ((ht)(t))|
+1
+1
for all t ≥ d.
The following result, with a small change in notation, is [27], Theorem 3.5.
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Lemma 2.7. Let H = (h0, . . . , hd−1, hd, hd+1, . . . , he) be an h-vector of an Artinian ring R/J . Suppose
that, for some d > 0, there is a positive integer ε > 0 such that
hd−1 = (hd)(d)|
−1
−1 + ε and hd+1 = (hd)(d)|
+1
+1.
Then the ring R/J has socle of dimension ε in degree d− 1. Consequently, if R/J has the graded minimal
free resolution F, as above, then
βr,r+d−1(R/J) = ε.
Remark 2.8. As noted in [27] Example 3.6, Lemma 2.7 slightly generalizes Theorem 3.4 in [14] (see also
[11]). For example, consider an Artinian ring R/I with an h-vector
H = (1, 18, 16, 18, 28).
Note that there is no positive integer h2 such that
(h2)(2)|
+1
+1 = h3,
and thus we cannot apply Theorem 3.4 in [14] to show that R/J has a socle element in degree 3.
However, by Theorem 2.5 (a), R/I has maximal growth in degree 3. Moreover, since
(18)(3)|
−1
−1 = 10,
we get that R/I has a 6-dimensional socle in degree 3.
Proposition 2.9 ([6]). I is m-saturated if and only if, for a general linear form L ∈ R, (I : L)d = Id for
every d ≥ m.
The following result is well known and follows from standard methods.
Theorem 2.10. If (1, n, a, n, 1) is a Gorenstein h-vector then so are (1, n, b, n, 1) for each a ≤ b ≤ (r+12 )
and (1, n + 1, a+ 1, n + 1, 1).
3. RELATIONS BETWEEN GREEN’S THEOREM AND MACAULAY’S THEOREM
Several papers have studied geometric and algebraic consequences for a standard graded algebra when
its Hilbert function achieves the maximal growth in some degree allowed by Macaulay’s theorem (Theorem
2.5 (a)). See for instance [15], [12] [7], [2], [10]. Not as much work has been done, to our knowledge,
exploring the consequences of extremal behavior of the Hilbert function under Green’s theorem (Theorem
2.5 (b)) other than Green’s Theorem 3 and Theorem 4 (see [16], [8]). In this section we generalize Green’s
Theorem 4, and we give some results that connect the two kinds of extremality.
Throughout this section and the next we will use binomial expansions, and we refer to Definition 2.4 for
the conditions on the various integers. We first recall Green’s Theorem 4. Recall also from Notation 2.1 that
ℓd = dimk[R/(I, L)]d. Observe that the indicated restriction is extremal according to Green’s theorem.
Theorem 3.1 (Green’s Theorem 4). Let I ⊂ R = k[x0, . . . , xn] be a homogeneous ideal. Assume that
char k = 0 and suppose that, for some integers m and d, 1 ≤ m ≤ d, we have the binomial expansion
hd = md+ 1−
(
m− 1
2
)
=
(
d+ 1
d
)
+
(
d
d− 1
)
+ · · ·+
(
d− (m− 2)
d− (m− 1)
)
and ℓd = m = (hd)|−10. Then in degree d, I is the ideal of a plane curve of degree m. That is,
[I]d = 〈L0, L1, L2, . . . , Ln−3〉+ F · [R]d−m
where L0, L1, L2, . . . , Ln−3 are linearly independent linear forms and F is a form of degree m.
This result can be generalized as follows.
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Theorem 3.2. Let I ⊂ R = k[x0, . . . , xn] be a homogeneous ideal. Assume that char k = 0 and that for
some degree d and integers c and k we have the binomial expansion
hd =
(
d+ c
d
)
+ · · · +
(
d+ c− k
d− k
)
and ℓd = (hd)|−10.
Then there is a hypersurface F of degree k + 1 in a (c+ 1)-dimensional linear space Λ ⊂ P(R1) such that
[I]d = [IΛ + IF ]d = 〈L0, L1, . . . , Ln−c−2, F 〉d.
Proof. The proof is by induction on c. Let L and L′ be general linear forms. The case c = 1 is Theorem 3.1
(Green’s Theorem 4), so we will assume c ≥ 2. Consider the diagram
(3.1)
0 0 0
↓ ↓ ↓
[R/((I : L) : L′)]d−2 [R/(I : L
′)]d−1 [R/((I, L) : L
′)]d−1
↓×L′ ↓×L′ ↓×L′
0 → [R/(I : L)]d−1
×L
−→ [R/I]d → [R/(I, L)]d → 0
↓ ↓ ↓
[R/((I : L), L′)]d−1 [R/(I, L
′)]d [R/(I, L, L
′)]d
↓ ↓ ↓
0 0 0
The assumptions give the dimensions in the middle row of (3.1) of the second and third vector spaces:
(3.2)
hd = dim[R/I]d
=
(
d+ c
d
)
+ · · ·+
(
d+ c− k
d− k
)
=
(
d+ c
c
)
+ · · ·+
(
d+ c− k
c
)
=
(
d+ c+ 1
c+ 1
)
−
(
d+ c− k
c+ 1
)
,
and
(3.3)
dim[R/(I, L)]d =
(
d+ c− 1
d
)
+ · · · +
(
d+ c− k − 1
d− k
)
=
(
d+ c− 1
c− 1
)
+ · · · +
(
d+ c− k − 1
c− 1
)
=
(
d+ c
c
)
−
(
d+ c− k − 1
c
)
.
Then a calculation gives
dim[R/(I : L)]d−1 =
(
d+ c− 1
d− 1
)
+ · · ·+
(
d+ c− k − 1
d− k − 1
)
=
(
d+ c
c+ 1
)
−
(
d+ c− k − 1
c+ 1
)
.
Looking at the first column of (3.1), Green’s Theorem 1 then gives
dim[R/((I : L), L′)]d−1 ≤
(
d+ c− 2
d− 1
)
+ · · ·+
(
d+ c− k − 2
d− k − 1
)
=
(
d+ c− 1
c
)
−
(
d+ c− k − 2
c
)
.
Green’s Theorem 1 applied to the third column of (3.1), thanks to our assumptions, gives
dim[R/(I, L, L′)]d ≤ (hd)|
−2
0 =
(
d+ c− 1
c− 1
)
−
(
d+ c− k − 2
c− 1
)
.
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Since
((I, L′) : L) ⊇ ((I : L), L′),
we obtain
dim[R/((I, L′) : L)]d−1 ≤
(
d+ c− 1
c
)
−
(
d+ c− k − 2
c
)
and the sequence
0→ [R/((I, L′) : L)]d−1 → [R/(I, L
′)]d → [R/(I, L, L
′)]d → 0
gives(
d+ c
c
)
−
(
d+ c− k − 1
c
)
= dim[R/(I, L′)]d
= dim[R/((I, L′) : L)]d−1 + dim[R/(I, L, L
′)]d
≤
[(
d+ c− 1
c
)
−
(
d+ c− k − 2
c
)]
+
[(
d+ c− 1
c− 1
)
−
(
d+ c− k − 2
c− 1
)]
=
(
d+ c
c
)
−
(
d+ c− k − 1
c
)
.
We conclude
dim[R/((I, L′) : L)]d−1 =
(
d+ c− 1
c
)
−
(
d+ c− k − 2
c
)
and
(3.4)
dim[R/(I, L, L′)]d =
(
d+ c− 1
c− 1
)
−
(
d+ c− k − 2
c− 1
)
= (hd) |
−2
0 .
Now combining (3.3) and (3.4), we see that the ideal (I, L) satisfies the inductive hypothesis for c− 1. By
induction, then, (I, L) is the saturated ideal of some hypersurface, F ′, of degree k + 1 in a linear space Λ′
of dimension c, which is contained in the hyperplane defined by L.
Let Y be the scheme in Pn defined by I (which a priori is not necessarily saturated in degree d). Then
F ′ is the hyperplane section of Y cut out by the general hyperplane defined by L. Since F ′ is arithmetically
Cohen-Macaulay, Y must be the union of a hypersurface of degree k+1 in some linear space Λ of dimension
c+1, and possibly a finite set of points. But (3.2) is the Hilbert function of the hypersurface of degree k+1
alone (in the linear space Λ). Thus [I]d is the degree d component of the saturated ideal of Y = F , as
claimed. 
This result implies Green’s Theorem 3, at least with the stronger assumption on the characteristic in
Theorem 3.2. (In the correction of Green’s Theorem 3 given in the appendix of [8], the assumption on the
characteristic is only that char k 6= 2.)
Corollary 3.3 (Green’s Theorem 3). In the previous result, if k = 0 then [I]d is the degree d component of
the saturated ideal of a linear space of dimension c.
Now we look for conditions that relate the two kinds of extremal behavior. One of these conditions that
we will use is reflected in the following lemma.
Lemma 3.4. Let R/I be a standard graded algebra and let L ∈ [R]1 be a general linear form. Let
J = 〈[I]≤d〉, the ideal generated by the components of I of degree ≤ d.
(a) The following conditions are equivalent.
(i) hd − hd+1 + ℓd+1 = 0.
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(ii) The homomorphism
×L : [R/I]d → [R/I]d+1
is injective.
(iii) We have
[J : L]d = [J ]d = [I]d.
(b) If the conditions of (a) hold then we have an injection
×L : [R/J ]d → [R/J ]d+1.
Proof. Part (a) is immediate from the exact sequence
0→ [(I : L)/I]d → [R/I]d
×L
−→ [R/I]d+1 → [R/(I, L)]d+1 → 0.
For part (b), notice that [I]d = [J ]d and [J ]d+1 ⊆ [I]d+1. Consider the commutative diagram
0
↓
0 → [R/J ]d → [R/I]d → 0
↓ ↓ ×L ↓ ×L
0 → [I/J ]d+1 → [R/J ]d+1 → [R/I]d+1 → 0
Then the result follows from the Snake Lemma. 
In the following theorem, we see the effect of two different assumptions on the multiplication by a general
linear form on R/I . This result is independent of the characteristic.
Theorem 3.5. Let I ⊂ R = k[x0, x1, . . . , xn] be a homogeneous ideal. Let L be a general linear form. Let
J = 〈[I]≤d〉, the ideal generated by the components of I of degree ≤ d. Assume that for some integer d we
have the binomial expansion
hd = dimk[R/I]d =
(
ad
d
)
+
(
ad−1
d− 1
)
+ · · ·+
(
ae
e
)
, where e ≥ 2.
(a) Assume that the multiplication ×L : [R/I]d → [R/I]d+1 is injective. Then the following conditions
are equivalent:
(i) dim[R/(I, L)]d = (hd)|−10 (i.e. Green’s Theorem 1 is sharp for R/I in degree d);
(ii) The Hilbert function of R/(I : L) has maximal growth (i.e. Macaulay’s theorem is sharp) from
degree d− 1 to degree d;
(iii) The Hilbert function of R/(J : L) has maximal growth (i.e. Macaulay’s theorem is sharp) from
degree d− 1 to degree d.
(iv) The Hilbert function of R/J has maximal growth (i.e. Macaulay’s theorem is sharp) from
degree d to degree d+ 1;
(b) Assume that the multiplication ×L : [R/I]d−1 → [R/I]d is injective. Then the following conditions
are equivalent:
(i) dim[R/(I, L)]d = (hd)|−10 (i.e. Green’s Theorem 1 is sharp for R/I in degree d);
(ii) The Hilbert function of R/I has maximal growth (i.e. Macaulay’s theorem is sharp) from
degree d− 1 to degree d;
(iii) The Hilbert function of R/(J : L) has maximal growth (i.e. Macaulay’s theorem is sharp) from
degree d− 1 to degree d.
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Proof. Notice that [I]t = [J ]t for all t ≤ d, but we only have [J ]d+1 ⊆ [I]d+1. We first prove (a). By the
definition of J , Green’s theorem is sharp for R/I in degree d if and only if it is sharp for R/J in degree d.
Note that by Lemma 3.4, the injectivity assumption for (a) implies the corresponding injectivity for R/J as
well. Thanks to the exact sequences
0→ [(J : L)/J ]d → [R/J ]d
×L
−→ [R/J ]d+1 → [R/(J,L)]d+1 → 0
and
0→ [(I : L)/I]d → [R/I]d
×L
−→ [R/I]d+1 → [R/(I, L)]d+1 → 0
we obtain
[J : L]d = [J ]d = [I]d = [I : L]d.
Consider the exact sequence
(3.5) 0→ [R/(I : L)]d−1 ×L−→ [R/I]d → [R/(I, L)]d → 0.
We are given the value of the second vector space in (3.5):
(3.6)
hd = dim[R/I]d
=
(
ad
d
)
+ · · ·+
(
ae
e
)
.
We also know that
(3.7) (hd)|−10 =
(
ad − 1
d
)
+ · · ·+
(
ae − 1
e
)
.
It is worth noting that we are allowing the case ae = e, in which case the last binomial coefficient (and
possibly others) in (3.7) becomes zero. A simple calculation gives
hd − (hd)|
−1
0 =
(
ad − 1
d− 1
)
+ · · ·+
(
ae − 1
e− 1
)
.
The exactness of (3.5) then gives that Green’s theorem is sharp in degree d if and only if
dim[R/(I : L)]d−1 =
(
ad − 1
d− 1
)
+ · · · +
(
ae − 1
e− 1
)
.
Since e ≥ 2, this is the (d − 1)-binomial expansion for dim[R/(I : L)]d−1. Since [I]d = [I : L]d, the
Hilbert function of R/(I : L) has maximal growth from degree d − 1 to degree d if and only if Green’s
Theorem 1 is sharp for R/I in degree d, proving the equivalence of (i) and (ii). The above equalities also
immediately give (iii).
For part (a) it remains to prove the equivalence of (iv) to the other three conditions. Since J ⊂ (J : L)
and [J : L]d = [J ]d, it is clear that (iii) implies (iv). Now we will show that (iv) implies (i). Assume
that R/J has maximal growth from degree d to degree d + 1. By the Gotzmann persistence theorem, R/J
has maximal growth for all degrees greater than or equal to d, and J is k-regular for each k ≥ d. So J is
k-saturated for each k ≥ d, and there is a scheme X ⊂ Pn such that
Jk = [IX]k for each k ≥ d.
Define
M(X) = min{t | H(R/(IX, L), k) = (H(R/IX, k))(k) |−10 for each k ≥ t}, and
G(X) = min{t | H(R/IX, k + 1) = (H(R/IX, k))(k) |+1+1 for each k ≥ t}.
It follows from Proposition 3.1 in [1] that M(X) ≤ G(X) . So, our assumption implies that
M(X) ≤ G(X) ≤ d,
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which means
dimk[R/(I, L)]d = dimk[R/(J,L)]d
= dimk[R/(IX, L)]d
= (H(R/IX, d))(d) |−10 (since M(X) ≤ d)
= (H(R/J, d))(d) |−10
= (hd)(d) |
−1
0 .
This concludes the proof of (a).
We now assume the injectivity given in (b). Then we have
[J : L]d−1 = [J ]d−1 = [I]d−1 = [I : L]d−1 and [J ]d = [I]d.
These equalities and the same calculation as in (a) give that (i) is equivalent to (ii). To see that (ii) implies
(iii), suppose that the Hilbert function of R/J (equivalently R/I) has maximal growth from degree d− 1 to
degree d. By Gotzmann’s theorem, the ideal J is (d−1)-regular (and hence (d−1)-saturated). This implies
that
(J : L)k = Jk for all k ≥ d− 1.
Hence, the Hilbert function of R/(J : L) has maximal growth from degree d− 1 to degree d.
Finally we prove that (iii) implies (i). For convenience, we use a small variation on the notation in
Notation 2.1:
• hd = dim[R/J ]d = dim[R/I]d;
• bd = dim[R/(J : L)]d;
• ℓd = dim[R/(J,L)]d = dim[R/(I, L)]d;
Suppose that
(bd−1)(d−1) |
+1
+1= bd.
This implies that (J : L) has no generators of degree d. So, we have
Jd ⊂ (J : L)d = m(J : L)d−1 = m(J)d−1 ⊂ Jd,
where m is the maximal ideal of R. This means that
Jd = (J : L)d,
and thus
bd−1 = hd−1 and bd = hd.
By the assumption that
(bd−1)(d−1) |
+1
+1= bd,
we have that
(bd−1)(d−1) |
+1
+1 = (hd−1)(d−1) |
+1
+1
= [(hd − ℓd)](d−1)|
+1
+1
≥
[
hd − ((hd)(d)) |
−1
0
]
(d−1)
|+1+1
= hd (since e ≥ 2)
= bd
= (bd−1)(d−1) |
+1
+1 .
Since the function (−) |+1+1 is strictly increasing, we see that hd − ℓd = hd − (hd)(d) |
−1
0, and thus
ℓd = (hd)(d) |
−1
0,
as we wished. 
Example 3.6. Let C be a smooth rational quartic curve in P3. Note that depth R/IC = 1, so ×L is injective
in all degrees, for a general linear form L. We have the following decomposition for the Hilbert function:
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deg 0 1 2 3 4 5 6 7 8 . . .
1 4 9 13 17 21 25 29 33 . . .
1 4 9 13 17 21 25 29 . . .
1 3 5 4 4 4 4 4 4 . . .
and we have
21 =
(
7
5
)
25 =
(
7
6
)
+
(
6
5
)
+
(
5
4
)
+
(
4
3
)
+
(
3
2
)
29 =
(
8
7
)
+
(
7
6
)
+
(
6
5
)
+
(
5
4
)
+
(
3
3
)
+
(
2
2
)
+
(
1
1
)
33 =
(
9
8
)
+
(
8
7
)
+
(
7
6
)
+
(
6
5
)
+
(
4
4
)
+
(
3
3
)
+
(
2
2
)
Note that Macaulay’s theorem is sharp from degree 7 to degree 8 and from then on, Green’s theorem is sharp
from degree 7 on, and e ≥ 2 from degree 8 on. This shows that without the condition e ≥ 2 the theorem is
false, since sharpness of Green’s theorem in degree d = 7 does not imply maximal growth for R/(IC : L)
from degree d− 1 = 6 to degree d = 7.
Corollary 3.7. Assume either the equivalent conditions in (a) or the equivalent conditions of (b) in Theo-
rem 3.5.
(i) The Hilbert function of R/(J : L) has maximal growth in all degrees ≥ d (i.e. Macaulay’s theorem
is sharp for R/J).
(ii) The component [I]d defines a closed subscheme X ⊂ Pn, and we have for all t ≥ d−1, [J ]t = [IX]t.
(iii) The Hilbert polynomial PX of X is characterized by
PX(d+ t) =
(
ad + t
d+ t
)
+ · · ·+
(
ae + t
e+ t
)
.
(iv) Suppose that ae > e. Then, there is a (ad − d+ 1)-dimensional linear space Λ ⊂ Pn such that
X ⊂ Λ.
Moreover, the Hilbert function of R/IX is entirely determined by recursive process with the equation
HX(k − 1) = HX(k)− HX(k)|−10 for all k ≤ d.
Proof. We apply Gotzmann’s theorem. Assuming either (a) or (b) of Theorem 3.5, we have that the Hilbert
function of R/(J : L) has maximal growth from degree d − 1 to degree d. Then since J has no new
generators in higher degrees, by Gotzmann’s theorem, the same is true in all higher degrees. This is (i). In
particular, both [J : L]d−1 and [J : L]d define the same scheme X ⊂ Pn.
In both parts of Theorem 3.5 we showed that (J : L)d = Jd (which is also equal to [I]d by definition of
J). Then Gotzmann’s theorem provides (ii) and (iii).
We now prove (iv). Let h′k := dimk[R/IX]k and ℓ′k := dimk[R/(IX, L)]k. Since IX is saturated, we see
that the multiplication map by a general linear form L
×L : [R/IX]k → [R/IX]k+1
is injective for all k ≥ 0. This means that
∆h′k = h
′
k − h
′
k−1 = ℓ
′
k for all k ≥ 0.
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Consider the d-th binomial expansion of h′d
h′d =
(
ad
d
)
+
(
ad−1
d− 1
)
+ · · · +
(
ae
e
)
.
By assumption we have
ℓ′d = (h
′
d) |
−1
0 .
For general linear forms L and L′,
(3.8)
(h′d−1)(d−1) |
−1
0 ≥ ℓ
′
d−1
≥ ℓ′d − dimk[R/(IX, L, L
′)]d
= (h′d)(d) |
−1
0 − dimk[R/(IX, L, L
′)]d
≥ (h′d)(d) |
−1
0 −(h
′
d)(d) |
−2
0 .
Now we will show that the first and last of these are equal, making all the intermediate values equal as well.
Claim: if ae > e then (h′d−1)(d−1) |−10= (h
′
d)(d) |
−1
0 −(h
′
d)(d) |
−2
0 .
The claim follows by the same argument as in the proof of Lemma 3.1 in [1], but we include the details
for completeness.
By the assumption that ℓ′d = (h′d)(d) |
−1
0, we have
(3.9)
h′
d−1 = h
′
d
− ℓ′
d
= h′
d
− [(h′
d
)(d)] |
−1
0
=
[(
ad
d
)
+
(
ad−1
d− 1
)
+ · · ·+
(
ae
e
)]
−
[(
ad − 1
d
)
+
(
ad−1 − 1
d− 1
)
+ · · ·+
(
ae − 1
e
)]
=


(
ad − 1
d− 1
)
+
(
ad−1 − 1
d− 2
)
+ · · ·+
(
ae − 1
e − 1
)
, if e ≥ 2,(
ad − 1
d− 1
)
+
(
ad−1 − 1
d− 2
)
+ · · ·+
(
aδ+1 − 1
δ
)
+
(
aδ
δ − 1
)
, if e = 1,
where δ = max{ i ≥ 2 | ai − i = a2 − 2} and the latter is a routine calculation.
Hence we obtain that
(h′d−1)(d−1) |
−1
0=


(
ad − 2
d− 1
)
+
(
ad−1 − 2
d− 2
)
+ · · ·+
(
ae − 2
e− 1
)
, if e ≥ 2,(
ad − 2
d− 1
)
+
(
ad−1 − 2
d− 2
)
+ · · ·+
(
aδ+1 − 2
δ
)
+
(
aδ − 1
δ − 1
)
, if e = 1.
On the other hand, since ae > e we have
(h′d)(d) |
−1
0 −(h
′
d)(d) |
−2
0
=
[(
ad − 1
d
)
+
(
ad−1 − 1
d− 1
)
+ · · ·+
(
ae − 1
e
)]
−
[(
ad − 2
d
)
+
(
ad−1 − 2
d− 1
)
+ · · ·+
(
ae − 2
e
)]
=


(
ad − 2
d− 1
)
+
(
ad−1 − 2
d− 2
)
+ · · ·+
(
ae − 2
e− 1
)
, if e ≥ 2,(
ad − 2
d− 1
)
+
(
ad−1 − 2
d− 2
)
+ · · ·+
(
aδ+1 − 2
δ
)
+
(
aδ − 1
δ − 1
)
, if e = 1
and the claim is proved.
So we have equalities in (3.8), and hence
ℓ′d−1 = (h
′
d−1)(d−1) |
−1
0 .
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Let
(b′e
e′
)
be the last binomial coefficient in the (d−1)-st binomial expansion of h′d−1. Then, by equation (3.9),
we see that
(be′ , e
′) =
{
(ae − 1, e − 1) if e ≥ 2,
(aδ, δ − 1) if e = 1,
and hence
be′ > e
′ and ℓ′d−1 = (h′d−1)(d−1) |−10 .
Replace (h′d, ℓ′d) by (h′d−1, ℓ′d−1) and repeat the argument up to the degree d = 1. This implies that
h′k−1 = h
′
k − (h
′
k)(k) |
−1
0, for each k ≤ d.
Moreover, one can show that
h′1 = ad − d+ 2,
which implies X is contained in a (ad − d+ 1)-dimensional linear subspace Λ ⊂ Pn. 
Remark 3.8. By Theorem 4.7 in [1], if X is a reduced equidimensional closed subscheme in Pn, which
is not a hypersurface in a linear subspace in Pn, then ae = e so there is no contradiction with part (iv) of
Corollary 3.7.
Corollary 3.9. Let R/I be an Artinian algebra with the weak Lefschetz property (e.g. a height 3 complete
intersection). Assume that in degree d we have dim[R/I]d ≤ dim[R/I]d+1. Assume that the binomial
expansion of hd satisfies the numerical assumption in Theorem 3.5. Assume also that the linear system
defined by [I]d is basepoint free. Then Green’s theorem is not sharp for R/I in degree d.
Example 3.10. In k[x0, x1, x2] let I be the complete intersection of three forms of degree 6. We have
dim[R/I]6 = 25 =
(
7
6
)
+
(
6
5
)
+
(
5
4
)
+
(
4
3
)
+
(
3
2
)
and
dim[R/(I, L)]6 = 4 <
(
6
6
)
+
(
5
5
)
+
(
4
4
)
+
(
3
3
)
+
(
2
2
)
,
i.e. Green’s theorem is not sharp there.
We now give a small variation on Theorem 3.5, showing how it is improved by a slightly stronger as-
sumption.
Corollary 3.11. Let I ⊂ R = k[x0, . . . , xn] be a homogeneous ideal, where k is algebraically closed. Let
L1, . . . , Ls be general linear forms.
Assume that for some integer d we have
(a) hd = dim[R/I]d =
(
ad
d
)
+
(
ad−1
d− 1
)
+ · · ·+
(
ae
e
)
where e ≥ 2;
(b) Green’s Theorem 1 is sharp for R/I in degree d.
Then Green’s Theorem 1 is successively sharp restricting modulo L1, . . . , Ls.
Proof. We use the calculations from the previous result. Consider the diagram
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(3.10)
0 0 0
↓ ↓ ↓
[R/((I : L1) : L2)]d−2 [R/(I : L2)]d−1 [R/((I, L1) : L2)]d−1
↓×L2 ↓×L2 ↓×L2
0 → [R/(I : L1)]d−1
×L1−→ [R/I]d → [R/(I, L1)]d → 0
↓ ↓ ↓
[R/((I : L1), L2)]d−1 [R/(I, L2)]d [R/(I, L1, L2)]d
↓ ↓ ↓
0 0 0
Looking at the first column of (3.10), Green’s Theorem 1 then gives
dim[R/((I : L1), L2)]d−1 ≤
(
ad − 2
d− 1
)
+ · · ·+
(
ae − 2
e− 1
)
.
It is important to note that this holds even if ae = e. What is important is the condition e ≥ 2.
Because we assumed that Green’s Theorem 1 is sharp for R/I in degree d, we can apply Green’s Theo-
rem 1 again to R/(I, L1) and we have
dim[R/(I, L1, L2)]d ≤ (hd)|
−2
0 =
(
ad − 2
d
)
+ · · ·+
(
ae − 2
e
)
.
Since
((I, L2) : L1) ⊇ ((I : L1), L2),
we obtain
dim[R/((I, L2) : L1)]d−1 ≤ dim[R/((I : L1), L2)]d−1
≤
(
ad − 2
d− 1
)
+ · · ·+
(
ae − 2
e− 1
)
.
The sequence
0→ [R/((I, L2) : L1)]d−1 → [R/(I, L2)]d → [R/(I, L1, L2)]d → 0
then gives(
ad − 1
d
)
+ · · ·+
(
ae − 1
e
)
= dim[R/(I, L2)]d
= dim[R/((I, L2) : L1)]d−1 + dim[R/(I, L1, L2)]d
≤
[(
ad − 2
d− 1
)
+ · · · +
(
ae − 2
e− 1
)]
+
[(
ad − 2
d
)
+ · · ·+
(
ae − 2
e
)]
=
(
ad − 1
d
)
+ · · ·+
(
ae − 1
e
)
.
Again notice that this holds even if ae = e. We conclude
dim[R/((I, L2) : L1)]d−1 =
(
ad − 2
d− 1
)
+ · · ·+
(
ae − 2
e− 1
)
and
(3.11)
dim[R/(I, L1, L2)]d =
(
ad − 2
d
)
+ · · · +
(
ae − 2
e
)
= (hd)|
−2
0.
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Now replace I by (I, L1) and repeat the argument, adding one linear form at a time, continuing through Ls.

The following result will be useful in the next section. It makes only an injectivity assumption (equivalent
to a certain numerical assumption, as noted in Lemma 3.4). Note also the similarity to Lemma 2.7, and to
[20, Proposition 2.1 (b)], although this proof is completely different. In the next section this will be of use
to us.
Lemma 3.12. For a general linear form L in R = k[x0, . . . , xn] assume that
×L : [R/I]d → [R/I]d+1
is injective (i.e. hd − hd+1 + ℓd+1 = 0), and that
×L : [R/I]d−1 → [R/I]d
has an s-dimensional kernel (i.e. hd−1−hd+ℓd = s). Then R/I has an s-dimensional socle in degree d−1.
Proof. Let L0, . . . , Ln be n+1 general linear forms. Note that they form a basis for [R]1. Choose any two,
Li and Lj and consider the following commutative diagram:
0
↓[
I:Lj
I
]
d−1
0
↓ ↓
0 →
[
I:Li
I
]
d−1
→ [R/I]d−1
×Li−→ [R/I]d → [R/(I, Li)]d → 0
↓ ×Lj ↓ ×Lj
0 → [R/I]d
×Li−→ [R/I]d+1 → [R/(I, Li)]d+1 → 0
An easy diagram chase shows that the kernel of multiplication by Li is the same as the kernel of multiplica-
tion by Lj . Since L0, . . . , Ln form a basis for [R]1, this kernel is contained in the kernel of multiplication
by any linear form, and we are done. 
4. CLASSIFICATION OF GORENSTEIN SEQUENCES OF THE FORM (1, r, r − 2, r, 1)
As indicated in the introduction, a great deal of research has gone into the study of possible Gorenstein
Hilbert functions (i.e. Gorenstein sequences). As a subproblem, it has been of great interest to understand
when they can be unimodal. In the recent paper [22] this was solved for socle degrees 4 and 5. However,
this fell short of a classification of the possible Hilbert functions even in socle degree 4 – what is missing
is to completely understand the extent of non-unimodality that occurs. What is now known thanks to that
paper is a classification of the possible Gorenstein Hilbert functions of the form (1, r, r − 1, r, 1). However,
even the case (1, r, r − 2, r, 1) is open. In this section we complete this case, as well as an analogous one
for socle degree 5 (see Corollary 4.2).
In [22] it was observed in Remark 3.5 that (1, 20, 18, 20, 1) is a Gorenstein Hilbert function, arising
easily using trivial extensions. It will then follow from Theorem 2.10 that this is the smallest possible
of the form (1, r, r − 2, r, 1) (and hence all values r ≥ 20 also exist) once we show that the h-vector
H = (1, 19, 17, 19, 1) is not a Gorenstein sequence. We do this using results from the previous section. We
will use without comment Notation 2.3. The characteristic assumption is only to be able to use Theorem 3.2.
Theorem 4.1. Assume that char k = 0. Then the h-vector H = (1, 19, 17, 19, 1) is not Gorenstein.
Proof. Assume that there exists an Artinian Gorenstein algebra R/I with Hilbert function H. Let J = 〈I≤3〉
be the ideal generated by the components of I in degrees ≤ 3. Then, by Macaulay’s theorem,
H(R/J, 4) ≤ 31.
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(i) If H(R/J, 4) = 31 then the Hilbert function of R/J has maximal growth in degree 3. So by
Lemma 2.7, R/J has a 7-dimensional socle elements in degree 2, and hence so does R/I . This
contradicts the Gorenstein assumption.
(ii) If H(R/J, 4) = 30, then the Betti table of R/J lex (after truncating in degree 4) is of the form
0 1 · · · · · · 18 19
0 1 0 · · · · · · 0 0
1 0 173 · · · · · · 247 13
2 0 19 · · · · · · 131 7
3 0 1 · · · · · · 0 0
4 0 43 · · · · · · 551 30
Using the Cancellation Principle (see [23]), we get that R/J has a socle element in degree 2, and
hence so does R/I , which is a contradiction.
(iii) If H(R/J, 4) = 29, then the Betti table of R/J lex (after truncating in degree 4) is of the form
0 1 · · · · · · 18 19
0 1 0 · · · · · · 0 0
1 0 173 · · · · · · 247 13
2 0 19 · · · · · · 131 7
3 0 2 · · · · · · 1 0
4 0 41 · · · · · · 532 29
Again using the Canclellation Principle, we get that R/J has a socle element in degree 2, and hence
so does R/I , which is a contradiction.
As a result, we have:
Without loss of generality we can assume that H(R/J, 4) ≤ 28.
Since we must have
ℓ3 ≤ (ℓ2)(2)|
+1
+1 and ℓ3 ≤ (h3)(3)|
−1
0
as well has having the middle line symmetric (Gorenstein), there are three possibilities for the decomposition
of H. They are
1 19 17 19 1
1 10 10 1
1 18 7 9
1 19 17 19 1
1 11 11 1
1 18 6 8
1 19 17 19 1
1 12 12 1
1 18 5 7
Case 1. We consider the first decomposition of H, namely
(4.1)
1 19 17 19 1
1 10 10 1
1 18 7 9
Since
h(3) = 19(3) =
(
2 + 3
3
)
+
(
2 + 2
2
)
+
(
2 + 1
1
)
and ℓ3 = 9 = 19(3)
∣∣−1
0
,
by Theorem 3.2, there is a 3-dimensional linear space Λ such that J3 defines a hypersurface F of degree 3
in Λ ⊂ P18 (and is saturated in degree 3). Since J is generated in degrees ≤ 3, the Hilbert function of R/J
is
H(R/J, t) =
(
2 + t
t
)
+
(
2 + (t− 1)
(t− 1)
)
+
(
2 + (t− 2)
(t− 2)
)
, for all t ≥ 3,
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and so it has maximal growth in degree 3. Then, we have
31 = H(R/J, 4) ≤ 28,
which is a contradiction.
Case 2.
Assume that we have the decomposition
1 19 17 19 1
1 11 11 1
1 18 6 8
We have seen that H(R/J, 4) ≤ 28. We will consider one further restriction. Let L1 and L2 be general
linear forms. By Green’s theorem (see Theorem 2.5),
H(R/(J,L1, L2), 2) ≤ ((ℓ2)(2))
∣∣−1
0
= (6(2))
∣∣−1
0
= 3.
Consider the exact sequence
(4.2) 0→ ((J,L1) : L2)/(J,L1)(−1)→ [R/((J,L1)](−1) ×L2−→ R/(J,L1)→ R/(J,L1, L2)→ 0.
Then we have
(4.3) 2 = 8− 6 = ℓ3 − ℓ2 ≤ H(R/(J,L1, L2), 3) ≤ ((ℓ3)(3))
∣∣−1
0
= (8(3))
∣∣−1
0
= 2.
So
(4.4) H(R/(J,L1, L2), 3) = 2 and ((J,L1) : L2)2 = (J,L1)2,
and so by Macaulay’s theorem,
H(R/(J,L1, L2), 2) = 2 or 3.
We consider these two cases separately.
(a) Assume H(R/(J,L1, L2), 2) = 2. We have the following decomposition for R/(J,L1):
(4.5)
1 18 6 8
1 4 6
1 17 2 2
Since H(R/(J,L1, L2, 3) = 2, by Gotzmann’s persistence theorem, (J,L1, L2) is 2-regular. In
particular, [(J,L1, L2)]2 is the saturated ideal of a zero-dimensional scheme of degree 2, and the
same is true if we replace L2 by another general linear form, L. From the commutative diagram
0 0
↓ ↓
0 → [R/(J,L1)]2
×L
−→ [R/(J,L1)]3 → [R/(J,L1, L)]3 → 0
↓ ×L2 ↓ ×L2 ↓ ×L2
0 → [R/(J,L1)]3
×L
−→ [R/(J,L1)]4 → [R/(J,L1, L)]4 → 0
we see that
×L2 : [R/(J,L1)]3 → [R/(J,L1)]4
is also injective. Hence we have the decomposition
(4.6)
1 18 6 8 10
1 4 6 8
1 17 2 2 2
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Then, the decomposition of the Hilbert function of R/J is of the form
(4.7)
1 19 17 19 28− α
1 11 11 18 + α
1 18 6 8 10
Moreover, since
28(4)|
−1
0 = 10 and 27(4)|
−1
0 = 9,
α has to be 0.
Notice that the growth of the Hilbert function of R/(J,L1) from degree 3 to degree 4 is maximal,
so by Gotzmann’s Persistence Theorem the ideal is saturated in all degrees ≥ 3 and the Hilbert
polynomial is 2t + 2. In particular, in all degrees ≥ 3, (J,L1) defines either the union of a plane
curve of degree 2 and a point (embedded or not) or two skew lines in P3. This means that J sat
defines the union of a scheme X and (possibly embedded) a finite set of m points (for some m ≥ 0),
where X is either the non-degenerate union of two planes in P4 or the union in P3 of a quadric
surface and a line. Notice that in the first case H(R/IX, 4) = 29 + m and in the second case
H(R/IX , 4) = 28 +m.
Since
H(R/IX, 4) ≤ H(R/J
sat, 4) ≤ H(R/J, 4) = 28,
we see that X is not the union of two planes in P4, and furthermore we have m = 0. Since 28 =(
6
4
)
+
(
5
3
)
+
(
3
2
)
, J is already saturated in degree 4 and the Hilbert function has maximal growth from
this point on. Then by Lemma 2.7, R/J has a 1-dimensional socle in degree 3, hence so does R/I ,
which is a contradiction.
(b) Assume that H(R/(J,L1, L2), 2) = 3. Then
H((R/(J,L1), 2) = ℓ2 =
(4
2
)
, and
H((R/(J,L1, L2), 2) = (ℓ2)(2)|−10 =
(3
2
)
.
By Corollary 3.3, there is a two-dimensional linear space Λ ⊂ P18 such that
(J,L1)2 = (IΛ)2.
We have the decomposition of the Hilbert function of R/(J,L1) as follows:
1 18 6 8
1 3 6
1 17 3 2
Since dimk[R/IΛ]3 = 10, there are two cubic polynomials, F1 and F2, such that (J,L1)3 =
[IΛ]3 + 〈F1, F2〉3. Letting F¯1 and F¯2 be the restrictions to R/IΛ, we have the following possi-
bilities (recalling that J is generated in degree ≤ 3):
(i) If F¯1 and F¯2 are a complete intersection, then the Hilbert function of R/(J,L1) is
HR/(J,L1) : 1 3 6 8 9 9 · · · .
(ii) If F¯1 and F¯2 have a linear common factor, then
HR/(J,L1) : 1 3 6 8 9 10 · · · .
(iii) If F¯1 and F¯2 have a quadratic common factor, then
HR/(J,L1) : 1 3 6 8 10 12 · · · .
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In all of these cases we have that for any d ≥ 3,
[(J,L1)]
sat
d = (J,L1)d ⊆ ((J : L2), L1)d ⊆ (J
sat, L1)d ⊆ [(J,L1)]
sat
d .
Hence,
H(R/((J : L2), L1), 3) = H(R/(J,L1), 3) = 8.
Remembering that both L1 and L2 are general linear forms and that
H(R/(J : L1), 3) ≤ h3 = 19,
this means that H(R/(J : L1), 3) is either 19 or 18.
Now recall that we assume that H(R/J, 4) ≤ 28 and
(27)(4)|
−1
0 = 9 and (28)(4)|
−1
0 = 10.
It follows that there are three possible decompositions of the Hilbert function H, namely
1 19 17 19 28
1 11 11 19
1 18 6 8 9
or
1 19 17 19 28
1 11 11 18
1 18 6 8 10
or
1 19 17 19 27
1 11 11 18
1 18 6 8 9
The first is eliminated using Lemma 3.12. The second was already eliminated in part (a) of the
proof. We thus focus on the third possibility, and we include a consideration of what happens in
degree 4. We are either in case (i) or case (ii) above.
First consider case (i). We know that J sat defines the union of a set of m ≥ 0 points and a curve,
C in P3, of degree 9 whose general hyperplane section is the complete intersection of two cubics in
the plane. By [26] or [19], C must be the complete intersection of two cubic surfaces in P3. Thus
the Hilbert polynomial of R/J sat is 9t − 9 + m, so by looking in degree 4 we see m = 0 and
[J ]4 = [J
sat]4. Then for a general linear form ×L : [R/J ]4 → [R/J ]5 is injective, but the same is
not true from degree 3 to degree 4, so by Lemma 3.12 R/J has socle in degree 3. Then the same is
true of R/I , and we are done.
Now consider case (ii). The Hilbert polynomial of R/(J,L1) is t+ 5, so (J,L1) is the saturated
ideal of a line and a complete intersection set of four points in the plane (since it is a quotient of
R/IΛ), where the complete intersection contains at most a subscheme of degree 2 embedded in the
line.
Now consider J sat. In degree 2 it defines the union of a 3-dimensional linear space Π and a set
of m points, for some m ≥ 0. In degree 3 it defines the scheme-theoretic union of ≤ m points
and (in Π) a plane and a curve C of degree 4. Notice that modulo IΛ the ideal (J,L1) has the
form (LG1, LG2) where G1 and G2 are a complete intersection (hence independent), so C must
be defined by two quadrics, i.e. it must be a complete intersection. So J sat defines a scheme that
contains a subscheme (viewed in P3) defined by an ideal of the form (LQ1, LQ2). Such a subscheme
X already has Hilbert function satisfying H(X, 4) = 35− 8 = 27. Thus J sat is saturated in degree
4, and the same argument that we used for (i) works here.
Case 3. Now consider the last decomposition of H, namely
(4.8)
1 19 17 19 1
1 12 12 1
1 18 5 7
Note that, by Gotzmann persistence theorem, the ideal [(J,L)] is 2-regular and [(J,L)/(L)] defines a conic
in a two dimensional linear space in L ∼= P17. This implies that J sat defines the union of a quadric hypersur-
face F in a 3-dimensional linear space Λ ⊂ P18 and a finite scheme Y in P18. Hence we have the following
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decomposition.
(4.9)
1 19 17 19 28− α
1 12 12 19 + α
1 18 5 7 9
Since
H(R/(J : L1), 3) ≤ H(R/J, 3) = 19,
one can see that α = 0. Hence we can rewrite equation (4.9) as
(4.10)
1 19 17 19 28
1 12 12 19
1 18 5 7 9
and by Lemma 3.12, R/J has a 5-dimensional socle in degree 2, hence R/I does as well, which is a
contradiction. This completes the proof. 
As announced at the beginning of this section, we have the following consequence.
Corollary 4.2. A Gorenstein sequence of the form (1, r, r − 2, r, 1) exists if and only if r ≥ 20.
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