Force-directed algorithms such as the Kamada-Kawai algorithm have shown promising results for solving the boundary detection problem in a mobile ad hoc network. However, the classical Kamada-Kawai algorithm does not scale well when it is used in networks with large numbers of nodes. It also produces poor results in non-convex networks. To address these problems, this article proposes an improved version of the Kamada-Kawai algorithm. The proposed extension includes novel heuristics and algorithms that achieve a faster energy level reduction. Our experimental results show that the improved algorithm can significantly shorten the processing time and detect boundary nodes with an acceptable level of accuracy.
INTRODUCTION
Wireless sensor networks monitor and detect the physical environment with sensor nodes. A sensor node is a battery-powered device with special capabilities used to record or detect light, sound, humidity, or the presence of certain objects. Sensors in close proximity to one another may also communicate through wireless communication (i.e., radio waves). Moreover, they can collect information and transmit the data back to central stations based on certain communication protocols. In general, wireless sensor networks consist of large numbers of sensors that are typically deployed within unattended environments. These sensors can operate autonomously. Due to the low costs associated with these sensors and because they are easy to maintain, wireless sensor networks are now widely used for reconnaissance during combat, security surveillance, and disaster reporting and management. Recent developments in smart phone and mobile device technologies have also changed the traditional definition of a sensor node within an ad hoc network. Mobile devices can form ad hoc wireless sensor networks in a dynamic way and diverse applications can now be built to harness the processing power of these mobile devices.
Smart phones and mobile devices can be used to form ad hoc networks whenever telecommunication networks are damaged or become unavailable during disasters (e.g., dit.dhc@lostcity-studio.com; fstasp@umac.mo. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from during earthquakes and floods). In these situations, mobile devices within the ad hoc network can transmit emergency messages via nearby nodes to emergency service providers or rescue teams. Lifeline [Cheong et al. 2011 ] is a prototype emergency ad hoc network that aims to enable the user to forward emergency messages based on a mobile ad hoc network protocol. The Lifeline App [Cheong et al. 2011 ] is designed to instantly form an ad hoc emergency network using the Wi-Fi signals that originate from the mobile phones of disaster victims. It also uses signals from backup battery-powered wireless routers deployed by search and rescue teams. Such a system may be very useful in emergency situations. For example, a person trapped inside a confined area with no mobile network available could use the Lifeline App (previously downloaded to a mobile phone) to connect to an ad hoc network in cases where Lifeline is already installed on other devices. At this point, the victim can send messages to an emergency station via this wireless ad hoc network.
However, due to the nature of the ad hoc network, it can be difficult to establish a complete and stable network between all of the available mobile devices and routers. Therefore, a more effective emergency ad hoc network can be formed using several connected sub-networks. Some of these sub-networks can end up isolated and unable to communicate to the emergency stations or other networks. In such cases, emergency messages from mobile devices are not forwarded to the emergency stations on those networks. Furthermore, mobile devices have limited battery capacities. They cannot operate for more than a few days while processing/forwarding huge amounts of emergency messages to other nodes. Boundary nodes are among the more important elements in an emergency ad hoc network. They are the nodes most likely to connect to other nodes outside the ad hoc network. Therefore, their presence increases the chance of forwarding the messages to the nodes that belong to rescue personnel or emergency services. In addition, power management and message flow control are important issues that must be considered in any emergency ad hoc network. For instance, based on the information provided by the boundary nodes, various strategies may be used to extend battery life and prolong the ad hoc network's connection to other networks or nodes.
Boundary recognition and perimeter detection have both been extensively researched within the wireless sensor networks field. For example, recent reports have considered hole detection in ad hoc networks, topology estimations in ad hoc networks without physical locations, node position location and dynamic topology recovery. Classical force-directed algorithms cannot completely identify all of the boundary nodes in networks with complex topologies. However, these algorithms can still be useful for identifying boundary nodes with decent enough accuracy. The Kamada-Kawai with multiple node selection and decaying stiffness (KK-MS-DS) algorithm put forward in this article focuses on the use of force-directed algorithms for boundary node detection in anchor-free networks. To reflect real situations, the proposed algorithm considers only edge length (signal strength) and node connection. In this article, we introduce several heuristics, including multi-node selection, the use of signal strength for estimating node distance and decaying stiffness to achieve a fast convergence rate when detecting boundary nodes. In our experiments, we measured the sensitivity and specificity of the proposed algorithm by considering the different combination of the number of nodes and the average degree. Our main objective was to evaluate its effectiveness in various non-uniform and irregularly shaped networks for different node distributions.
In addition, force-directed algorithms can produce relatively good quality graphs for small-to medium-size networks. The effectiveness is further validated in our extensive experiments in Section 3 of this article. Furthermore, these algorithms are flexible, intuitive, and can be easily implemented. In addition, the animation of graph-drawing process by these algorithms can be extremely useful in interactive online applications. Most importantly, force-directed algorithms can be used to draw graphs from the network topology alone without the information of nodes' physical location. Due to these reasons, we have selected force-directed algorithms for solving boundary node detection problem in ad hoc networks.
A number of definitions for boundary nodes in ad hoc networks were reported in literature [Rafiei et al. 2011; Sahoo et al. 2007; Schieferdecker 2014] . These definitions are somewhat closely related to the application domain of ad hoc networks. In Schieferdecker [2014] defines two kinds of boundary nodes, namely Mandatory Boundary Nodes and Optional Boundary Nodes. Mandatory Nodes are nodes found exactly at the border. Optional Boundary Nodes are not exactly located at the border but could reside within an area of strong communication range or situated at a certain distance. The main objective of our approach is to locate boundary nodes in emergency ad hoc networks. In this regard, we define boundary nodes as the type of nodes located along with the proximity of the outer border of the network topology (deployed regions). Boundary nodes defined in our work are analogous to Mandatory Boundary Nodes from Schieferdecker [2014] . However, we do not consider boundary of inner holes from the network. That is, nodes with close proximity to the border of inner holes are not considered as boundary nodes. Figure 1 shows an example of the definition of boundary nodes in our work. The blue cycle is the outer boundary of the network topology. Nodes with red color are boundary nodes on the outer boundary. Nodes u and v (yellow color) are Optional Boundary Nodes and thus, we do not consider them as boundary nodes in our work.
The scientific and technical contributions of this article are as follows:
• First, we performed a comprehensive analysis of the Kamada-Kawai (KK), Fruchterman-Reingold (FR), and Davidson-Harel (DH) algorithms for boundary node detection in ad hoc networks. Experimental results show that KK achieves the best result in precision among the three algorithms. • Second, the KK algorithm is slow in its updating process. In order to alleviate this problem, we propose an algorithm called KK-MS to perform multi-node selection for the KK algorithm and thereby speeds up its updating procedure on the network. • Third, we use a decaying stiffness to fine-tune the force acting on every node within the network topologies. Testing on a 500-node network shows that the new algorithm called KK-MS-DS which is based on decaying stiffness is approximately 400 times faster than the original KK in reducing energy as well as in increasing sensitivity and specificity measures.
In Section 2, we summarise the recent studies that have used geometric-, statistical-, and topological-based methods to detect boundary nodes. In Section 3, we discuss the current well-known classical force-directed methods and evaluate their effectiveness in locating boundary nodes. In Section 4, we propose a heuristics algorithm (KK-MS-DS) for locating boundary nodes. In Section 5, we present the results of experiments conducted to evaluate the performance of the proposed algorithm. In Section 6, we conclude the article and discuss future work.
RELATED WORK
Geometric-based methods require node position information. Fang et al. [2004] proposed a distributed algorithm known as BOUNDHOLE for detecting the boundaries of inner holes. The algorithm can be applied to find an enclosed region within a network with no self-intersecting polygonal loop [Fang et al. 2004] . It attempts to improve the quality of data transmitted into and across holes.
In addition, Fayed and Mouftah [2009b] proposed a heuristic algorithm known as local convex view (LCV) for locating boundary nodes. The LCV algorithm relies on a localised convex hull algorithm to identify boundaries. In this algorithm, every node calculates whether it is on the convex hull of its 1-hop neighbourhood [Fayed and Mouftah 2009b] . Fayed and Mouftah [2009a] also proposed an improved solution based on the alpha-shape principle. An alpha-shape is a geometric structure and a generalisation of the convex hull concept. It can capture the shape of a set of points along a plane [Edelsbrunner et al. 1983 ]. Fayed and Mouftah [2009a] also proposed a localised boundary detection algorithm that relied on the hypothesis that some alpha-shapes are present in the view of the network. In their algorithm, a radius parameter α is defined and can be input by users to capture the alpha-shapes within a network [Fayed and Mouftah 2009a] . According to Fayed and Mouftah [2009a] , alpha-shapes can also reveal inner and outer boundaries, which is beyond the ability of a general convex hull geometric structure.
Statistical-based methods for boundary detection work well when the density of the nodes in a network is sufficiently high. These methods require a certain number of samples and sufficient conditions for evaluation. Fekete et al. [2004] described a method for identifying boundaries in a wireless network. In their approach, they assumed that nodes were located evenly over regions with a uniform distribution [Fekete et al. 2004] . They also assumed that nodes had a lower average degree along the boundaries and that interior nodes had higher average degrees. Moreover, Fekete et al. [2005] proposed an algorithm for boundary recognition. Using this algorithm, they showed that restricted stress centrality was suitable for geometric sensor networks [Fekete et al. 2005] . They assumed that the nodes in a network were deployed uniformly and at random without location information. Their algorithm calculates the centrality index of the nodes within a network, where centrality indices are real value functions. In this case, the higher the values are, the more likely they are to be inner nodes. Conversely, the smaller the values, the more likely they are to be boundary nodes. The authors' study also analysed restricted stress centrality, which they calculated by measuring the total number of shortest paths passing through a node. Each node was then checked against the restricted street centrality above or below a threshold to determine whether they were inner or boundary nodes. However, statistical-based methods may not be suitable for ad hoc networks because these networks have varying numbers of nodes and densities and the issues of node distribution and edge connectivity can be quite complex. The nodes in a network may not be uniformly distributed, or the network may contain certain clusters.
Topological-based methods have also been used to determine boundaries without knowledge related to geometric locations and other information. However, these methods deal with complex combinatorial and computation problems in a distributed manner. Wang et al. [2006] proposed an algorithm that detected the boundaries of holes using the shortest path tree. This algorithm builds the shortest path tree by flooding the network from an arbitrary root node upon initialisation [Wang et al. 2006 ].
When there is no hole between the nodes within the shortest path tree, the shortest paths selected from the shortest path tree are more similar to straight lines. Otherwise, the shortest paths are curved. In this algorithm, distinct portions of similar paths that span the network are selected for detection [Li and Liu 2010] . Dong et al. [2009] proposed a fine-grained boundary recognition method for locating small holes in the network. The proposed algorithm aims to find a set of continuous boundaries which are roughly formulated as closed polygonal chains. This algorithm can be used to discover inner and outer boundary cycles without using location information [Dong et al. 2009 ]. The algorithm relies on global connectivity information such as shortest path tree of primary boundary circle to guide further boundary refinements [Liu et al. 2012] . In contrast to their approach, our approach aims to locate the outer boundary of the network topology instead of finding inner holes and corresponding boundaries. In addition, our approach was intended for the network with large number nodes with varying average degrees whereas in their approach, the performance of the algorithm was only tested on networks with 400 nodes and average degree of 8 to 16. Besides, due to the distributed implementation, the algorithm proposed in Liu et al. [2012] may not scale well to sparse network with large number of nodes.
Other studies have assumed that the communication network is a d-quasi unit disk graph model (d-QUDG). Here, d is the longest Euclidean distance across which two nodes can communicate. If the Euclidean distance is longer than d, then the nodes cannot communicate. Saukh et al. [2010] proposed an algorithm to find sub-graphs by locating chord-less cycles. The nodes used in their experiments were uniformly distributed at random with a unit disk graph. They merged the augmenting cycles around the interior nodes of their algorithm to form a boundary for the network. They proposed an algorithm according to the √ 2 2 -QUDG model and made the communication distance d easily adaptable to sparse networks [Saukh et al. 2010] . Fekete et al. [2004] proposed an algorithm which identifies boundary nodes based on the number of neighbouring nodes [Fekete et al. 2004 ] and a threshold. It assumes that nodes located on boundaries may have lower average degree than the nodes at the interior of network topologies. Based on the algorithm proposed by Fekete et al. [2004] and Chen et al. [2012] proposed an algorithm for boundary detection in low density ad hoc networks. The algorithm proposed by Chen et al. [2012] uses the information of network topologies. In addition, a cost function is used to provide an optimal threshold for a binary hypothesis test that determines whether a node is the boundary node or not [Chen et al. 2012 ]. Moreover, the algorithm proposed by Chen et al. [2012] focuses on uniformly deployed ad hoc networks. However, in sparse ad hoc networks, boundary nodes may not have lower average degree than nodes from the interior of network topologies. In addition, for emergency ad hoc networks, the topology of the networks are more likely to be non-uniform and sparse.
Furthermore, Efrat et al. [2010] proposed an approach to sensor localisation by using a force-direction algorithm when the length of the edge and angular information were already known. They used a multi-scale, dead-reckoning algorithm to extend the classical force-directed sensor localisation algorithms. Their study focused on the quality of sensor localisation for different varieties of non-convex shapes [Efrat et al. 2010] . The authors measured the performance and global quality of the output layout without noise. They also measured performance by simulating some noise on both edge lengths and angular information. Their approach focused on determining the layouts of network topology in non-convex shapes [Efrat et al. 2010] . In contrast to their approach, the heuristics proposed in this article focus on locating boundary nodes in sparse and non-uniform network topologies based on the Kamada-Kawai (KK) algorithm. In our method, we aim to achieve a rapid convergence rate in detecting boundary nodes rather than the quality of layout or the placement of inner nodes. 
BOUNDRY DETECTION IN AN AD HOC NETWORK WITHOUT LOCATION INFORMATION USING A FORCE-DIRECTED APPROACH
In general, each node within a mobile ad hoc network can be specified by their (partial) geographic location. A mobile ad hoc network can be set up with custom-made hardware such as GPS, or enhanced antennas with angle information can be embedded within the nodes. However, building a large mobile ad hoc network that embeds positioning hardware within the nodes would be impractical. It would be neither cost effective nor energy efficient to do so, especially in temporary networks and indoor environments [Kumar and Lobiyal 2014] . When the nodes within mobile ad hoc networks do not have any geographic locations, other information such as the network topology, signal strength of the connections and information about neighbouring nodes are often the only kind of data available to describe the entire network. Boundary detection often relies on information obtained by broadcasting messages across the network and reasoning from reply messages. However, there are a number of challenges associated with such approaches. For instance, a node within the mobile ad hoc network may not be able to handle large amounts of traffic due to its limited processing capability. Therefore, it could become a bottleneck for the entire network when it is chosen to broadcast or forward the network traffic. The network topology of a mobile ad hoc network can take many forms. For example, Figure 2 (a) and 2(b) have the same network topology, although they can be drawn in different ways. In Figure 2 (b), the network is drawn without a crossing edge. However, there are two crossing edges in Figure 1 (a). Some algorithms are capable of drawing graphs based on a given topology. For instance, force-directed graph-drawing algorithms are widely used in data visualisation. These algorithms have been studied in the contexts of both sensor and ad hoc networks. They are designed to position the nodes and edges so that there are as few crossing edges as possible based on the given topology of the edges and nodes.
Evaluation of the Current Force-Directed Approaches
In the following sections, we review three well-known force-directed algorithms and analyse their performance in terms of their ability to locate boundary nodes. The key objective of the graph-drawing methods in force-directed algorithms is to distribute the nodes and edges uniformly and symmetrically whenever possible. In classic forcedirected methods, the new position of a node within a network (graph) is determined iteratively. During this process, the algorithm calculates local and/or global forces of attraction and repulsion iteratively. The location of the nodes is then adjusted based on the forces between them and their related neighbours. Nodes that are connected via an edge attract one another; otherwise, they repel one another. The basic idea is that adjacent nodes must be placed close together (but not too close) and clusters must be separated from other clusters to avoid clutter. In our approach, we attempted to locate the boundary nodes of an ad hoc network. We considered a network to be connected when every node could reach another node via edges. We did not consider isolated nodes (i.e., nodes that had no edge connection to other nodes) in our approach.
In the following sections, we evaluate the current force-directed algorithms for addressing the boundary detection problem. In these experiments, we evaluated their true positive and false negative rates for locating boundary nodes. The main objective of this evaluation was to determine how accurate the current force-directed algorithms were when applied to the boundary detection process. In our evaluation, we executed these algorithms until the termination conditions were met. To achieve fair evaluations for these algorithms, a randomised series of network topologies were used for testing. Finally, we compared the boundary nodes from the initial topology and boundary nodes returned by the algorithms. These experiments were performed with a computer containing an Intel Pentium T2390 processor and 4 GB of memory. n is the number of nodes in the network, δ is the distribution ratio of nodes, γ is the edge distribution ratio and γ b is the probability of the generation of an edge b. The topology generation procedure for the evaluation is written as follows.
(1) We set the initial parameters such as the node count (n), node distribution ratio (δ), edges radio (γ ) and edge connectivity (γ b ).
(2) The node count (n) was chosen from the range of [10, 1,000].
(3) We set the node distribution ratio (δ) to 1.7 × 1 √ n , the edge radio (γ ) to 0.7 × 1 √ n and the edge connectivity (γ b ) to 0.7.
We generated 991 network topologies with a node count (n) from 10 to 1,000. The average degree of the 991 network topologies was 7.236054. The maximum and minimum degrees of the 991 network topologies were 8 and 3, respectively. ALGORITHM 1: Pseudo code of Network Generation Initialise parameters n, δ, γ, γ b ; f or i = 10 to 1,000 do { g = network generator(n, δ, γ, γ b ); save g; }
Kamada-Kawai
The KK algorithm [Kamada and Kawai 1989] is based on Eades' spring-embedder model [Eades 1984 ]. It keeps edge crossing to a minimum and distributes the nodes and edges uniformly [Chen 2006 ]. However, the KK algorithm is much slower than the other force-directed algorithms. Furthermore, it cannot be applied to a network containing more than 500 nodes [Nooy et al. 2005 ]. In the KK algorithm, nodes are placed so that their visual distance within the drawing is proportional to their theoretical graphed distance. As this goal cannot always be achieved for arbitrary network topologies, the key idea behind the algorithm is to use a spring model in such a way that minimises the energy function of the network topology. The energy function E is:
where k i, j is the stiffness of a spring between nodes i and j, l i, j is the ideal distance of a spring between nodes i and j and p i and p j are the visual positions of nodes i and j, respectively. That is, the KK algorithm finds a visual position for each pair of nodes i and j, and their Euclidean distance is proportional to l i, j . Here, the KK algorithm defines a diameter matrix that stores all of the theoretical graphed distances (d i, j ) between all of the nodes. d i, j represents the hop count between nodes i and j. d i, j records the shortest hop count between nodes i and j from all of the possible paths. The ideal distance of a spring (l i, j ) between nodes i and j can then be defined as follows:
where L 0 is the side length of the drawing frame and max i< j d i, j is the diameter of the network topology. Moreover, the stiffness of a spring between nodes i and j is calculated as:
where K is a scale constant and d i, j represents the theoretical graphed distances of nodes i and j. The KK algorithm then seeks a visual position for every node v in the network topology and tries to decrease the energy function in the whole network. That is, the KK algorithm calculates the partial derivatives for all of the nodes in the network topology in terms of every
However, solving all of these non-linear equations simultaneously is unfeasible because they are dependent on one another. Therefore, an iterative approach can be used to solve the equation based on the Newton-Raphson method. At each iteration, the algorithm chooses a node m that has the largest maximum change ( m ). In other words, the node m is moved to the new position, where it can reach a lower level of m than before. Meanwhile, the other nodes remain fixed. The maximum change ( m) is calculated as follows:
The pseudo code for the KK algorithm [Kamada and Kawai 1989] is given in Algorithm 2.
In this section, we evaluate the performance of the KK algorithm given in Algorithm 2 in terms of boundary detection. In our evaluation, we set K to 1. The algorithm was allowed to execute for up to 5 minutes or until the value of energy function E was less than 1.0. Figure 3 (a) shows the true positive rate of the KK algorithm. From the results, we can see that most of the test cases had a 60% or higher true positive rate. We can also observe that the true positive rate for the KK algorithm did not decrease significantly when the number of nodes increased. Figure 3 (b) shows the false negative rate using the KK algorithm. The results here also reveal that for most of the network topologies, the false negative rate was lower than 30% and did not depend on the number of nodes or average degree. That is, both the true and false positive rates remained stable regardless of the different parameters.
Moreover, we evaluate the execution time of the KK algorithm given in Algorithm 2 for varying network scale. In our evaluation, we set the total number of nodes (n) to 500, 1,000, 2,000, 3,000, and 5,000. We set the average degrees of the network (d) to 6 for all network topologies. The algorithm was allowed to execute until the true positive percentage was equal to 60%. Figure 4 shows the execution time of the KK algorithm with varying network scales. From the results, we can observe that the KK algorithm takes 13.85 minutes, 2.42 hours, 18.28 hours, 4.05 days, and 12.74 days to achieve 60% true positive for nodes count 500, 1,000, 2,000, 3,000, and 5,000, respectively. These results show that KK algorithm can be slow in boundary node detection for large-scale networks.
Fruchterman-Reingold
The Fruchterman-Reingold algorithm [Fruchterman and Reingold 1991] is based on Eades' spring-embedder model [Eades 1984 ]. It distributes nodes evenly while minimising edge crossings. It also maintains uniform edge lengths. In contrast to the KK algorithm, it uses two forces (attraction and repulsive forces) to update nodes rather than using an energy function with a theoretical graphed distance.
Similar to the KK algorithm, we evaluated the application of the Fruchterman-Reingold algorithm to the boundary detection problem. We set the attraction multiplier (a) to 0.75 and the repulsion multiplier (r) to 0.75 in the Fruchterman-Reingold algorithm. The algorithm was allowed to execute for up to 5 minutes or until the value of the displacement scale (s) was less than or equal to 1 × 10 −6 . These experiments were conducted with the same network topologies used when testing the KK algorithm. Figure 5 (a) illustrates the true positive rate for detecting boundary nodes using the Fruchterman-Reingold algorithm. The true positive rate decreased when the number of nodes in the test case increased. However, when the number of nodes was less than 150, the true positive rate was 60% or higher. Meanwhile, when the number of nodes was greater than 400, the true positive rate decreased to less than 50%. Figure 5(b) illustrates the false negative rate using the Fruchterman-Reingold algorithm. The results are similar to the complement of the true positive rate. When the number of nodes was less than 150, the percentage of the false negative was relatively small and lower than 30. However, when the number of nodes was larger than 250, the false positive rate increased to more than 50% for most of the cases.
Davidson-Harel
The Davidson-Harel algorithm [Davidson and Harel 1996] distributes nodes evenly while minimising edge crossings. It also prevents nodes from getting too close to nonadjacent edges. The Davidson-Harel algorithm applies a simulated annealing process to graph the drawing. In doing so, it ensures that the search process is not constrained at a local minimum. This process is based on a similar analogy to the physical annealing process in which liquids are cooled into a crystalline form. We evaluated the performance of the Davidson-Harel algorithm as applied to boundary detection by setting the disk radius to 100, the cooling factor to 0.75, the shrink factor to 0.8 and the temperature to 1,000. The algorithm executed for up to 5 minutes or until the value of temperature t was less than or equal to 1.0. We evaluated the algorithm based on the same network topologies used in the testing of the KK and Fruchterman-Reingold algorithms. Figure 6 (a) illustrates the true positive rate using the Davidson-Harel algorithm. The experimental results reveal that the true positive rate was stable at around 20% when the number of nodes was greater than 250. When the number of nodes was less than 100, a 40% true positive rate was achieved. Figure 6(b) illustrates the false negative rate. Figure 6 (b) indicates that the trend was similar to the results obtained for the true positive rate. Approximately 30-40% of the nodes were incorrectly identified as boundary nodes when the number of nodes was greater than 250. Figure 7 illustrates the overall results for our evaluation of the three force-directed algorithms.
Summary of Evaluation Results
According to the evaluation results, the average true positive rates for the KK, Fruchterman-Reingold and Davidson-Harel algorithms were 93.95226%, 32.30388%, and 21.93083%, respectively. The average false negative rates were 3.82441%, 50.88479%, and 34.04234%, respectively. In addition, the Fruchterman-Reingold algorithm had a higher true positive rate when the number of nodes was small. However, it had a high false negative rate when the number of nodes was large. Compared with the other two algorithms, the Fruchterman-Reingold algorithm had the highest false negative rate. Furthermore, although the true positive rate of the Davidson-Harel algorithm was low, it had stable true positive and false negative rates. It was also the most stable algorithm out of the three considered. Moreover, the KK algorithm had the highest true positive percentages and the lowest false negative rates. It also showed varying results for some of the input topologies.
In summary, the KK algorithm achieves the highest level of precision among the three algorithms tested for boundary node detection. However, one of the disadvantages of the KK algorithm is that it can be very slow for large networks and its overall result is unstable [Gajer et al. 2004; Harel and Koren 2001; Nooy et al. 2005 ]. In general, KK has a running time equivalent to O(n × V 2 ), where V is the number of nodes in the network topology and n is the number of iterations. The reason behind the slow running time is that, in the KK algorithm, not only do all pairs of nodes need to be visited but also the values of mutual energy are calculated in every iteration. Therefore, to alleviate these problems, we enhance the KK algorithm by incorporating a multi-node selection method and a decaying stiffness calculation.
USING KAMADA-KAWAI FOR BOUNDARY DETECTION IN MOBILE AD HOC NETWORKS
In the following sections, we introduce a number of improvements to the KK algorithm for addressing the boundary detection problem in mobile ad hoc networks. These improvements include an adoption of signal strength and stiffness, a batch updating of nodes and the use of decaying stiffness to accelerate the convergence rate.
Kamada-Kawai with Signal Strength (KK-SS)
One of the characteristics of an ad hoc network is that every node within the network has its own specific transmission range. The nodes that are connected to one another must be located within their specified ranges. Based on this property, we can consider the edge lengths of nodes as being proportional to their signal strengths. In the KK algorithm, there is a diameter matrix that stores all of the theoretical graphed distances (d ij ), as described in Section 3.2. Based on this assumption, we can extend the KK algorithm by substituting the values in the diameter matrix with the estimated distances calculated by the signal strength. To achieve this objective, we use free-space path loss (FSPL), which calculates the estimated distance based on signal strength. FSPL is a term used in the telecommunications field to denote the loss in signal strength of an electromagnetic wave as a result of a line-of-sight path. The path usually travels through a free space (air) with the assumption that there are no obstacles nearby to cause reflection or diffraction. In this article, we adopt the FSPL assumption to estimate the distance between nodes. However, we assume an ideal situation. In practice, the estimation of distance can be affected if the nodes are placed indoors or the signals reflect off walls. The estimated distance (d) in meters can be calculated as follows: Accelerating the Kamada-Kawai Algorithm for Boundary Detection 3:13
Kamada-Kawai with Multi-Node Selection (KK-MS)
In this section, we introduce a heuristic for accelerating the KK algorithm. Our aim is to optimise the energy function of KK by adopting the characteristics of mobile ad hoc networks. Recall that the KK algorithm selects and updates the node with the maximum change ( m) as described in equation (4) in one iteration. However, the experiments we conducted using the KK algorithm with a constant execution time revealed that the larger the topology, the lower the true positive rate. Therefore, we conclude that the rate of the KK algorithm's node updating is too slow, especially for large topologies. As updating is done one node at a time in the KK algorithm, more iterations are needed when the topology is large, and thus it takes longer to execute. Against this background, we introduce a heuristic known as multi-node selection that updates a group of k nodes at every iteration in the KK algorithm. In the initialisation step, we calculate the maximum change ( m) for every node and insert the top-k nodes into an ordered queue. Next, we pop up the first maxknodes from the queue and update them. We then recalculate their maximum change ( m) values and put them back into the queue for the next round. We update the maximum change ( m) for all of the nodes when √ n nodes have been selected (where n is the total number of nodes in the network). After √ n distinct nodes have been selected for updating their visual positions, KK-MS algorithm clears the ordered queue. KK-MS algorithm then recalculates the maximum change ( m) of nodes in the network topology. After that, the algorithm selects and inserts the top-k nodes having maximum change ( m) value into the ordered queue. To ensure that the nodes from different parts of the network have been properly selected, the algorithm removes a node from the list if it is within three hops of the selected node. In general, KK-MS algorithm has a running time complexity O(n × (V + v 2 )), where V is the number of nodes in the given network topology, n is the number of iteration and v is the nodes in the ordered queue of KK-MS algorithm. KK-MS algorithm is faster than KK algorithm in terms of execution time since in KK-MS algorithm, it is not necessary to calculate the value of energy of V in every iteration. The pseudo code of the KK with multi-node selection (KK-MS) algorithm is given in Algorithm 3.
Kamada-Kawai with Multi-Node Selection and Decaying Stiffness (KK-MS-DS)
Recall that our aim is to achieve fast convergence of the KK algorithm on boundary node detection. Therefore, fitting to a specified drawing frame and achieving a nice output layout are not among our major concerns. When accelerating the KK algorithm, the network topology must be built into a coarse enough layout and the nodes must be updated as rapidly as possible upon initialisation. It is also crucial to determine a stopping mechanism to prevent the algorithm from spending too much time on nodes that are already placed near or at their final positions in the graph.
Although an increase in the number of iterations can accelerate the movement of the nodes, it can also significantly increase the execution time. Updating the position of a selected node many times in one iteration may result in little improvement as the node energy decreases iteratively in the KK algorithm and the node can still be shifted at a slower pace.
The KK algorithm uses stiffness to control the movement of the node as described in Equation (3). Reducing the stiffness value reduces the level of energy for a pair of nodes, as described in Equation (1). Therefore, we conducted an experiment to evaluate the effect of stiffness on different drawing frames with varying sizes while keeping the stiffness coefficient at 1.0. We then compared the results with those of the original KK algorithm. In the experiment, we used the same settings used in Section 3.1. However, we set the termination condition of the algorithm to 60% of the sensitivity or an energy ALGORITHM 3: Pseudo Code of Kamada-Kawai with Multi-Node Selection Input: network topology G = (V, E) , percentage o f node f or selection k Output: a boundary ready network topology o f G compute theoretic graphed distance d i, j f or 1 ≤ i = j ≤ n; compute ideal distance l i, j f or 1 ≤ i = j ≤ n; compute stiffness k i, j f or 1 ≤ i = j ≤ n; initialise position f or node 1, 2, . . . n; initialise an ordered queue Q
level less than or equal to 1.0. The algorithm terminated once one of these conditions is met. Figure 8 presents our experimental results. Although modified stiffness may achieve a shorter execution time, it may cause a higher false positive rate on some network topologies. Furthermore, the change in stiffness can affect the execution time and cannot guarantee a nice placement of inner nodes. Moreover, there are other disadvantages of using constant stiffness in some of the network topologies. Setting the stiffness to 1.0 also produced poor results on non-convex and large networks, especially for network topologies with inner holes. The false positive rate for these network topologies was very high, and the nodes within the network were stacked together during the iteration.
The KK algorithm can quickly achieve a stable state if the position update on the nodes is sufficient. A certain scale of network topologies must take certain iterations to become stable. A stable status means that the sensitivity and specificity do not improve for a predefined number of iterations. Although further refinement may contribute only a little (or nothing at all) to sensitivity and specificity, it requires consuming a disproportionate amount of execution time.
According to the preceding analysis, we decided against the use of a constant value for stiffness. Instead, we introduce a decaying stiffness (m) for every node that replaces the node stiffness in the KK algorithm. Decaying stiffness (m) is a real number with a range from 0 to 1. In general, the higher the value of decaying stiffness (m) a node has, the further the distance the node can be moved. The main objective of the proposed approach is to achieve fast convergence for boundary node detection by pushing the nodes in the outer boundary away from the inner nodes as much as possible, regardless of the placement of the inner nodes and the quality of the layout. The proposed approach includes the following four steps. 
Select an area from the network topology upon initialisation
Upon initialisation, we select a node with the highest average degree to be the preferred starting point. Next, we collect all of its two-hop nodes and construct an initial starting area. We then execute the KK-MS algorithm on the starting area with 5% of the nodes selected simultaneously. Furthermore, we calculate the sensitivity and specificity of the starting area after a predefined iteration. In our experiment, we used 100 iterations.
Assign decaying stiffness to existing nodes from the starting area
We use an exponential decay function to update the decaying stiffness (m) of the nodes from the starting area. The value of decaying stiffness (m) of the nodes decreases along with the execution time spent on the starting area. The value of the updated decaying stiffness (m ) is calculated as
where z is the normalised value (values range from 0 to 1) of the maximum change ( m) , which is calculated by Equation (4). p is the decay rate (we set p to 0.05 in our experiments), and t is the number of times the node has been selected for updating. The higher the decay rate, the more likely that the node will be selected for the next iteration.
Adding Outside Nodes into the Starting Area
Every time the ratio of the stable status (r) of the starting area does not improve for a predefined number of iterations, the starting area is expanded by adding new nodes from the neighbouring area into the starting area. In our approach, we use a heuristics-based estimation to evaluate the stable status of the starting area. A stable status implies that the starting area has been formed up to a coarse layout. This means that the layout cannot 'expand' any further using the nodes in the starting area. At this time, the neighbouring nodes surrounding the starting area are added into the starting area. In our experiment, we check the stable status at every 100 iterations based on Equation (7).
where l is the total number of edges in the network topology,L i is the edge length on the intermediate iteration and L i is the edge length on the input network topology (an estimated distance calculated by Equation (5)). The ratio of the stable status (r) of the starting area is given by:
where σ is the deviation of the difference in the estimated distance on the input network topology and an intermediate iteration. Therefore, when the ratio of the stable status (r) is lower than a threshold ε, the current starting area is marked as stable and rebuilt. The stiffness of the newly added nodes is replaced by the decaying stiffness (m) with a value of 1.0. The larger the value of the decaying stiffness, the higher the chance the node has of being selected for a position update. Furthermore, the higher the value of the decaying stiffness of a selected node, the larger its degree of movement.
The other nodes inside the starting area are set to a small value of decaying stiffness. In our experiment, we use 0.1 on these nodes. We assign this small value of decaying stiffness because these nodes have been moved (selected) in previous iterations and the sensitivity and specificity of the starting area cannot be improved any further. As mentioned previously, when the algorithm does not execute enough iterations for the nodes within the network topology, the layout of the network may be unable to 'expand' in an outward direction effectively. Therefore, we select a starting area in the input network topology and expand it as quickly as possible to cover the entire network.
Fine-tuning the network topology
When the starting area covers the entire network and becomes stable, this implies that the nodes in the whole network cannot be further adjusted substantially. Therefore, a final step in the fine-tuning procedure is used to improve the final position of the nodes. In this procedure, we bring the stiffness of all of the nodes in the network back to k i, j which can be calculated using Equation (3). We then recalculate the ratio of the stable status (r) of the entire network using Equation (8). The fine-tuning step terminates if the ratio of the stable status (r) is less than the threshold ε or it remains unchanged up to certain period. Once the fine-tuning is terminated, the network is ready for the boundary node detection process.
The pseudo code for the KK-MS-DS algorithm (from steps 1 to 4) is given in Algorithm 4.
EXPERIMENT
To evaluate the proposed algorithms, we implemented a simulation environment using the Java programming language. In a mobile ad hoc network, a number of parameters can influence experimental results, including the total number of nodes in the network, the number of edges per node and the edge distribution within the network. The total number of nodes can affect the performance of force-directed algorithms. In general, the higher the number of nodes in a network topology, the larger the amount of memory consumed and the longer the execution time. Furthermore, the number of edges per node can affect the results. Nodes that have too many edges can affect the performance of the algorithm. Moreover, the variation in the distribution of edges or the non-uniformity of the network topology can affect the results. We conducted our experiments on a computer using an Intel Pentium T2390 processor with 4GB of memory. We considered various network topologies in evaluating the performance and execution time for locating boundary nodes. We adopted the following strategy for network topology generation. First, we defined the attributes for the experiment settings as described in Table I . This included parameters such as the distributions of nodes and edges. Performance evaluation criteria for the experiments are summarized in Table  II . Next, we generated network topologies for the experiments.
For our experiments, we set the total number of nodes (n) to 500, 1,000, 2,000, 3,000, 5,000, 7,000, and 10,000. We also set the average degrees of the network (d) to 6, 8, 10, 12, and 15 for the generation of network topologies. Overall, 35 network topologies were generated for the experiments based on all of the possible combinations of n and d. In addition, all of the network topologies were generated with a node distribution rate (e) to 0.25 and edge connectivity (γb) to 0.7.
For our experiments, we focused on network topologies with sparse distributions. Figure 9 (a) and (b) illustrate examples of a sparse network and a uniform network, respectively, with the same total number of nodes (n) and average degree (d). We focused on the network topologies in which nodes were sparsely distributed, as they were more relevant to ad hoc emergency networks. Note that force-directed algorithms are capable of drawing a topology without additional information. According to our evaluation results from Section 3.2, the KK algorithm was able to achieve positive results on topologies with small numbers of nodes. In this experiment, we evaluated the variants of the KK algorithm as proposed in previous sections. These algorithm variants included the original KK algorithm in addition to the KK-SS, KK-MS, and KK-MS-DS algorithms.
In our experiments, we set K to 1. The default size of the drawing frame (canvas) was 600×600. Moreover, the algorithm was allowed to execute for up to 1 minute or until the value of the energy function (E) was less than 1.0. According to our extensive testing of the KK algorithm, it was hard to achieve an energy function (E) equal to 0. Therefore, we executed each algorithm for 1 minute on all of the network topologies that we generated. For each input network topology, every node was assigned a random visual position within the drawing frame. This random assignment process was repeated five times for each of the thirty-five network topologies to generate one hundred and seventy-five different network topologies.
The Original Kamada-Kawai (KK) Algorithm
We implemented the KK algorithm based on Kamada and Kawai [1989] . The corresponding pseudo code is given in Algorithm 2. Figure 10 illustrates the experimental results for the KK algorithm. We calculated the sensitivity and specificity values by averaging the five test samples for each of the thirty-five initial network topologies. They were plotted against the average degree and number of nodes in the network. The sensitivity was stable (approximately 10%) regardless of the average degree. The sensitivity decreased when the number of nodes increased. The experimental results also revealed that specificity was stable regardless of the average degree and number of nodes in the topology.
We did not measure the accuracy of our algorithms. When a large network is used for detection, the number of non-boundary nodes can significantly influence the accuracy. In a network with large numbers of nodes, the number of boundary nodes is much smaller than the number of inner nodes. This means that accuracy depends on the sum of the true positive count (i.e., boundary nodes correctly identified as boundary nodes) and the true negative count (i.e., inner nodes correctly identified as inner nodes) divided by the total number of nodes examined. If the true negative count is high, then the accuracy is high. However, it cannot reflect the real performance of algorithms as applied to boundary detection.
The specificity for networks with fewer than 1,000 nodes was about 4% lower than the other networks. When the number of nodes was less than 1,000, the results differed from those of the rest of the experiment. During the 1-minute algorithm execution time, the results were fairly good with fewer than 1,000 nodes due to the smaller size of the network topologies, although the energy values were greater than 0. However, for the networks with more than 1,000 nodes, the movement of the nodes in the network topologies remained in progress. Here, the shape of the layout was still in its primitive form. Figure 11 illustrates the case of sufficient expansion based on the two networks with the same average degree. Figure 11(a) is an intermediate result of a test network topology in which the node count is 500 and the average degree is 6. Figure 11(b) is an intermediate result of another test network topology that has the same iteration and average degree as Figure 11 (a) but a different number of nodes (node count = 1,000). It is clear that a coarse layout has been forming in Figure 11(a) . However, most of the nodes in Figure 11(b) are stacked together. This is caused by the insufficient iteration in Figure 11(b) . 
Kamada-Kawai with Multi-Node Selection (KK-MS)
We implemented the KK-MS algorithm outlined in Section 4.2. In this experiment, we used the variable k to denote the node percentages, which we selected because they had the highest individual energy value among all of the nodes. Figure 12 illustrates the experimental results for the KK-MS algorithm. We calculated the sensitivity and specificity values by averaging the five test samples from each of the thirty-five initial network topologies. These are plotted against the average degree and number of nodes in the network.
In the case of the KK-MS algorithm, the level of sensitivity was better than that in the original KK algorithm for all of the test cases when 1%, 3%, 5%, 10%, and 15% of the nodes were selected. The specificity was lowest when 1% of the nodes were selected. The drop in specificity was caused by the same problem indicated in Figure 11 . A higher percentage of node selection did not necessarily produce good results when the experiments were conducted within a constant execution time. When a large number of nodes were selected, the KK-MS algorithm took on a considerably longer execution time and slowed down the frequency and iteration of the node update. According to our experimental results, the sensitivity associated with selecting 10% or 15% of the nodes was lower than that associated with selecting 5% of the nodes.
Furthermore, our experimental results indicated that when the node count was less than 2,000, selecting 5%, 10% and 15% of the nodes showed a similar sensitivity. Selecting 5% of the nodes produced the best results for the network topologies with node counts between 2,000 and 4,000. However, when the node count was larger than 6,000, the sensitivity results for selecting 5%, 10%, and 15% of the nodes were similar. Figure 13 illustrates the experimental results for the KK-DS algorithm, including the sensitivity and specificity results. We calculate the sensitivity and specificity values by averaging the five test samples for each of the thirty-five initial network topology. From the experiment results, we can observe that the sensitivity and specificity of KK-DS is slightly better than the KK algorithm. Figure 14 shows the experimental results for the KK-SS. The experiment was conducted using the mean of five test samples on thirty-five initial network topologies. The settings for the experiment were the same except for the diameter matrix, which was replaced by signal-strength-based distance. The results indicated that sensitivity and specificity were not affected by signal strength if only the distance measurement of the KK algorithm was replaced. Figure 15 illustrates the experimental results for the KK-MS-DS algorithm, including the sensitivity and specificity results. The experiment was conducted using the mean of five test samples on thirty-five initial network topologies. The KK-MS-DS algorithm achieved the highest level of sensitivity out of all of the KK algorithm variants proposed by this article. The sensitivity result was also stable for all of the choices of average degree.
Kamada-Kawai with Decaying Stiffness (KK-DS)

Kamada-Kawai with Signal Strength (KK-SS)
Kamada-Kawai with Multi-Node Selection and Decaying Stiffness (KK-MS-DS)
Furthermore, the KK-MS-DS algorithm achieved 90% sensitivity when the node count was less than 3,000. However, when the node count was larger than 5,000, the sensitivity decreased because the execution time in our experiment was insufficient. Similar to the case described in Section 5.1, most of the nodes remained stacked together. The proposed KK-MS-DS algorithm achieved very high specificity (almost 100%) in all of the cases in the experiment models. Figure 16 illustrates the overall results of the KK, KK-MS, and KK-MS-DS algorithms for determining sensitivity and specificity. From these results, we can observe that the KK-MS-DS algorithm had the highest sensitivity and specificity out of all of the approaches. The KK-MS-DS algorithm also had higher and more stable results for specificity than the other approaches. The sensitivity of the KK and KK-MS algorithms dropped when the node count reached 2,000.
Overall Comparison
Evaluation of KK, KK-MS and KK-MS-DS on Uniform Network Topologies
In this section, we evaluate the sensitivity and specificity of KK, KK-MS, and KK-MS-DS algorithms on uniform network topologies. For our experiments, we set the total number of nodes (n) to 500, 1,000, 2,000, 3,000, 5,000, 7,000, and 10,000. We also set the average degrees of the network (d) to 6, 8, 10, 12, and 15 for the generation of network topologies. Based on all possible combinations of nand d, 35 network topologies were generated for the experiments. In addition, we set the node distribution rate (e) to 0.65 and edge connectivity (γb) to 0.7 in all network topologies. We calculated the sensitivity and specificity values by averaging five test samples for each of the thirtyfive network topology. The results from the experiments are analysed in Figure 17 . From the experiment results, we can observe that the KK-MS-DS algorithm achieves the best sensitivity among three algorithms in uniform network topologies. KK-MS-DS algorithm achieves almost 100% sensitivity in uniform network topologies when the number of nodes is less than 2,000. KK-MS-DS algorithm also has higher and more stable results for specificity than the other approaches. However, the specificity of KK-MS-DS gradually decreases when the number of nodes is greater than 2,000 and less than 10,000. In contrast, the specificity of KK increases gradually when the number of nodes is greater than 2,000.
Comparison Based on a Test Case
In this section, we compare the proposed approaches and analyse the advantages and disadvantages associated with each approach using a particular test case with a node count n = 500. Figure 18 illustrates the experimental results on networks with 500 nodes and average degrees of 6, 8, 10, 12, and 15. The execution time was set to 4 seconds.
According to Figure 18(a) , the original KK algorithm achieved a better performance when the average degree was lower. The highest degree of sensitivity it obtained was 12%. In contrast to the original KK algorithm, the results for the KK-MS algorithm with k = 5 from Figure 18(b) indicate that the degree of sensitivity was low when the average degree of the network was low. However, when the average degree was higher, the sensitivity increased up to 26%. The results for the KK-MS-DS algorithm with k = 5 from Figure 18(c) achieved the highest and most relatively stable sensitivity out of all of the algorithms. Figure 19(b) shows the average value of the energy function E for the experiments. Some of the key parts of these charts are magnified for a better illustration. According to our experimental results, the KK-MS-DS algorithm achieved the best results. It resulted in the fastest reduction in the energy function value (E). In KK, it took 745.40 time units to reduce the energy value to 23.29. In KK-MS-DS, it took just 1.78 time unit to reach the energy value at 14.84. KK-MS-DS is approximately 418 times faster than original KK algorithm. Therefore, the experimental results indicate that the KK-MS and KK-MS-DS algorithms showed a faster convergence on the energy function (E) than the KK algorithm. Furthermore, according to the principle of the KK algorithm, the smaller the value of the energy function (E), the better the layout (i.e., less edge crossing and more planar in shape).
According to Figure 19 (a) and (c), the KK-MS-DS algorithm also achieved a much faster convergence rate in terms of sensitivity and specificity. In original KK, it took 745.40 time units to achieve 80% sensitivity and specificity where as in KK-MS-DS, it just took 1.78 time units for the same measures. In this case, KK-MS-DS is also 418 times faster than original KK.
CONCLUSION AND FUTURE WORK
We propose a novel approach to applying the KK algorithm to boundary node detection in mobile ad hoc networks. Based on our extensive testing of three classical forcedirected algorithms, we select the KK algorithm to further improve its accuracy and convergence rate. First, we propose an algorithm known as the KK-MS algorithm to perform multi-node selection for the KK algorithm and thereby speed up its updating procedure on the network. We also analyse the relationship between signal strength, edge length and convergence for the KK algorithm. Based on this analysis, we propose a heuristics KK-MS-DS algorithm that estimates distance estimation by signal strength, replacing the edge length from the hop count to the estimated distance. Moreover, we use decaying stiffness to fine-tune the force acting on every node within the network topologies. The KK-MS-DS algorithm provides a dynamic update for decaying stiffness to achieve rapid convergence. The algorithm encourages the effective 'expansion' of would-be boundary nodes in an outward direction. Our experimental results show that the improved algorithm can significantly shorten the processing time and detect boundary nodes with an acceptable level of accuracy. Testing on a 500-node network shows that KK-MS-DS is approximately 400 times faster than original KK in reducing energy as well as in increasing sensitivity and specificity measures.
In our future work, we plan to implement a distributed version of the KK-MS-DS algorithm for mobile ad hoc networks. This distributed KK-MS-DS algorithm could be used in situations where the nodes within a network have limited processing power and only topological information is available. For instance, each node (censor) within a mobile ad hoc network may only be aware of the existence of its nearest neighbours (e.g., two-hops neighbours) and centralised processing may be impossible due to hardware limitations. In this case, a distributed KK-MS-DS algorithm could be used to determine the boundary nodes of the network. One of the main objectives in distinguishing the boundary nodes from the rest is to prolong their battery life as long as possible. Boundary nodes are crucial for locating the existence of a network and for maintaining communication with other networks. The emergency depicted in Lifeline comprises a scenario highlighting the use of mobile ad hoc networks [Cheong et al. 2011 ].
