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A Superexponential Lower Bound 
for Gr6bner Bases and 
Church-Rosser Commutative Thue Systems 
DUNG T .  HUYNH 
Computer Science Department, Iowa State University, Ames, Iowa 50011 
The complexity of the normal form algorithms which transform a given 
polynomial ideal basis into a Gr6bner basis or a given commutative Thue system 
into a Church-Rosser system is presently unknown. In this paper we derive a 
double-exponential lower bound (22") for the production length and cardinality of 
Church-Rosser commutative Thue systems, and the degree and cardinality of 
Gr6bner bases. © 1986 Academic Press, Inc. 
0. INTRODUCTION 
The design and analysis of algorithms for computational problems in 
commutative algebra is certainly among the most active areas of research 
in computer algebra. In particular, computational problems for polynomial 
ideals have received considerable attention. The first algorithms for 
polynomial ideals have been provided by Hermann and improved by 
Seidenberg (see (Buchberger, in press)). 
In Buchberger (1970), he proposes an "efficient" method for solving a 
variety of computational problems in the classical ideal theory. The central 
idea of his method is an algorithm that transforms any given basis of a 
polynomial ideal into an equivalent basis in normal form, which is called a 
Gr6bner basis. When polynomial ideals are specified by Gr6bner bases, 
many computational problems can be solved very elegantly, e.g., the mem- 
bership problem (which is the problem of deciding whether a polynomial 
belongs to an ideal). The method of Gr6bner bases has been implemented 
in several software packages including IBM SCRATCHPAD computer 
algebra system. 
Another area that has a certain connection to classical ideal theory is the 
theory of commutative semigroups. This link is expressed by the fact that 
several problems for commutative semigroups can be reduced to those for 
polynomial ideals, e.g., the uniform word problem is reducible to the mem- 
bership problem. In particular, if a commutative semigroup is given by a 
system of defining relations, then such a system can be transformed into 
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normal form using Buchberger's method. It turns out that such a system in 
normal form is exactly a Church-Rosser system and in this case 
Buchberger's algorithm specializes to Ballantyne-Lankford's algorithm for 
transforming a commutative Thue system into an equivalent Church- 
Rosser system (Ballantyne and Lankford, 1981). 
At present, the complexity of the above algorithms is not known. Despite 
their simplicity, there are, however, no explicit (good) lower and upper 
bounds. The only conclusion available from the work of Cardoza, Lipton, 
Mayr, and Meyer is that any algorithm that computes Gr6bner bases or 
Church-Rosser commutative Thue systems requires exponential space (cf., 
(Ballantyne and Lankford, 1981; Buchberger, in press)). In particular, 
there is no good lower bound for the production length and cardinality of 
Church-Rosser commutative Thue systems or the degree and cardinality of 
Gr6bner bases. 
In this paper we show that a double-exponential lower bound holds in 
both cases for both parameters. Actually, we prove the lower bound for 
Church-Rosser commutative Thue systems. The same result holds for 
Gr6bner bases as a corollary. The results are proved by applying a techni- 
que in (Mayr and Meyer, 1982) showing that commutative Thue systems 
can "count" double-exponentially large integers and by observing a connec- 
tion between a Church-Rosser commutative Thue system and the minimal 
representatives of the classes of the congruence generated by the Thue 
system. 
There are 4 sections. Section 1 contains general definitions, notations, 
and the precise statements of the results. Section 2 derives ome properties 
of Church Rosser commutative Thue systems and Gr6bner bases. Section 3 
proves the Main Lemma that establishes the main results. In Section 4 we 
include some concluding remarks. 
1. PRELIMINARIES AND RESULTS 
In this section we review some known definitions, notations used in this 
work, and state the main results. 
In this paper N, Q denote the sets of nonnegative integers and rationals, 
respectively. Let X= {xl,..., Xm}. Then Q[X] or Q[xl,..., Xm] denotes the 
ring of polynomials in x~ ..... x,, with rational coefficients. For a subset F= 
{f~ ..... fs} -~ Q [-X], Ideal(F) (or Ideal(fl ,..., fs)) denotes the ideal generated 
by F, i.e., 
Ideal(f1 ..... f~)= qif;  q i~Q[X] fo r i= l  ..... s . 
i 1 
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In the following we introduce the concept of GrSbner bases due to 
Buchberger. (See (Buchberger, in press) for more details.) 
For a finite alphabet S= {sl,..., sk}, S ~ denotes the free commutative (or 
com. for short) monoid generated by S. An element of S e, called a (com.) 
word, is written in the form s~ 1 ' ' '  s~, k, where ei e N for i = 1 ..... k. Notice that 
power products in Q{Xl,...,Xm} may be regarded as elements of 
{x,,..., Xm} 
We will use two orderings on S e. The partial ordering ~< is defined as 
follows: For u = s~ 1 . . . .  Skk and v = sl el"' " Skak in S e, u ~< v iff ei<<. di for all 
i=  1,..., k. The second ordering, denoted by ~,  is a total one and is defined 
as follows: For u = s~l,..., s~ ~ and v = sial,..., sk ak in S e, u ~ v iff either u = v or 
ei < Z di or Z ei = Z di and u is less than v lexicographically. 
DEFINITION 1.1 (Buchberger, in press). Let F= {fi,...,fs}--c-Q[X] be 
an ideal basis: 
(1) Letp, qeQ[X] .p  reduces to qmod F, written p --*rq, iffthere is 
fe  F, u e X ~, and p ~ Q such that the leading power products (w.r.t. <~ ) of 
p and p" u" f, and their leading coefficients are equal, and q = p -  p '  u- f 
(2) q6QI -X]  is in normal form modF iff there is no q' such that 
q -'*'rq" 
(3) q is a normal form ofp mod F i f fp  *-*rq and q is in normal form, 
where ~-~g denotes the reflexive, transitive closure of --* r" 
DEFINITION 1.2 (Buchberger, in press). (1) An ideal basis Fc_ Q[X]  is 
called a Gr6bner basis iff for every p E Q[X] ,  if ql and q2 are normal forms 
o fp  mod F, then ql = q2. 
(2) An ideal basis F_~ Q[-X] is called a reduced Grfbner basis iff F is 
a GrSbner basis and for every fe  F, f is in normal form rood F~ { f  } and its 
leading coefficient is 1. 
Notation 1.3. For pc  Q[X]  let deg(p) denote the degree of p. For an 
ideal basis Fg_Q[X] ,  the degree of F, denoted by deg(F), is Max 
{deg( f ) l feF} .  The cardinality of a basis F, denoted by card(F), is the 
number of its elements. 
We next introduce the notion of Church-Rosser commutative Thue 
systems. (The reader is referred to Ballantyne and Lankford (1981); Book 
(1983), for more details.) 
Let S be a finite alphabet. A com. semi-Thue system over S is given by a 
finite set of productions R ___ S e x S e. Let u, v E S e. u derives v in one step 
(written U=e'RV) by application of a production in R iff there is (l, r )eR  
with l ~< u such that u = wl and v = wr. ~ R denotes the reflexive, transitive 
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closure of =~R. A derivation is a sequence (Uo, ul,..., un) of words in S * 
such that u i~R ui+~ for all i=0  ..... n -1 .  A com. semi-Thue system R is 
said to be a com. Thue system iff (l, r) E R implies (r, l) E R. 
Let R be a com. Thue system over a finite alphabet S. Then *~R defines a 
congruence on S e which is denoted by ,-~R and we write u,,~v mod R iff 
u, v belong to the same class. (S, R) is called a presentation of the quotient 
semigroup Se/~ R, and R is called a set of defining relations. 
DEFINITION 1.4. Let R be a com. Thue system over S: 
(1) Let u,v~S e with u=~Rv, u=:,Rv is called a reduction w.r.t. R, 
written u ~R v, iff u derives v in one step using a production (l, r)~ R that 
satisfies l >- r. 
(2) A word u ~ S ° is irreducible w.r.t. R iff there is no v E S e with 
U --~ R V. 
(3) R is said to be Church-Rosser iff for all u, v6S  ®, u~vmodR 
! ! t Vt implies that if u ~R u, v *R  v, and u, are irreducible w.r.t. R, then 
U I ~ O r. 
(4) R is said to be a reduced Church-Rosser com. Thue system iff R is 
Church-Rosser and for every production (l, r)~ R, l and r are irreducible 
w.r.t. R\{(I, r)}. 
Notation 1.5. For u~S ®, length (u) denotes the length of u. For 
(u, v) ~ S the height of (u, v), denoted by height (u, v), is Max{length(u), 
length(v)). For a finite subset R___ S~× S e, the height of R, denoted by 
height (R), is max{height(u, v)l (u, v)~ R). The cardinality of R is denoted 
by card(R). 
The main results of this paper are the following theorems: 
THEOREM I. For every n e ~, n > 0, there is a com. Thue system R with 
bounded height and O(n) cardinality such that any Church Rosser com. Thue 
system equivalent to R has height and cardinality at least 2 2". 
THEOREM II. For every n 6 1~, n > 0, there is an ideal basis F with boun- 
ded degree and O(n) cardinality such that any Gr6bner basis equivalent to F 
has degree and cardinality at least 2 2". 
Remarks. (1) We see later that the reduced Church-Rosser com. Thue 
system (reduced Gr6bner basis) equivalent to a given one is unique. (This 
is known for Gr6bner bases (Buchberger, in press).) 
(2) Theorem II will be obtained as a corollary from Theorem I. We 
will see that a com. Thue system is reduced Church-Rosser iff it is reduced 
Gr6bner when regarded as a polynomial ideal basis. 
643/68/1-3-14 
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2. SOME PROPERTIES OF CHURCH-ROSSER COMMUTATIVE 
THEE SYSTEMS AND GROANER BASES 
In this section we want to derive several properties of Church-Rosser 
commutative Thue systems and Gr6bner bases. We first introduce some 
notions and notations. 
Let ~< and ~ be the partial and total orderings on S e as defined in Sec- 
tion 1. Then ~ satisfies the following properties: (1) e~u for all ueS e, 
where e is the empty word, (2) u~v iff 1 u+w~v+w for all u, v, weS e. 
Concerning ~< there is the well-known theorem by Dickson which states 
that any subset I_~ S e has finitely many minimal elements. The set of 
minimal elements of I is denoted by Min/ .  
A subset I_~ S ¢ is called an ideal iff 2 I+  Se_~/.  If I is an ideal in S ¢, 
then I=  Min I+  S e. 
In the following let R be a com. Thue system over S. For any u ~ S ® let 
a(u) denote the minimal element w.r.t. ~ which is congruent o u mod R. 
The set of these elements is denoted by UR, i.e., 
UR= {u~Selu=~(u)}. 
Further, if R is Church-Rosser, we may assume that R is given by 
productions of the form (l, r) with l~  r. 
It is not hard to show the following. 
PROPOSITION 2.1. Let R be a com. Thue system over S. Then Se \UR is 
an ideal in S e. 
Proof See Eilenberg and Schfitzenberger (1969), Proposition 6.1. | 
PROPOSITION 2.2. Let R be a com. Thue system over S. I f  R & Church- 
Rosser, then u * g a(U) for every u e S e. 
Proof Obvious. | 
PROPOSITION 2.3. Let R be a com. Thue system over S. Further let 
A R :=Se\  UR. I f  R is Church-Rosser, then for every ueMinAR there is 
some v ~ S e such that (u, v) e R. 
Proof We show that for every u e Min A R there is a production of the 
form (u,v) in R. To this end, observe that ueAR implies u#a(u) .  
Therefore, u ~+ tr(u). This implies that there is a production (w, v) 
applicable at u. Hence w ~< u. We claim that w = u. Assume otherwise that 
1 The operation i  S ¢ is also written as +. 
2For A, B~S ®, A +B= {u+vlu~A and vEB}. 
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w<u.  Then we UR which implies that w=~(w) .  On the other hand, 
w ~R v implies that w >-a(w), a contradiction! | 
COROLLARY 2.4. Let R be a com. Thue system over S. Again let A R := 
S~\  UR . I f  R is reduced Church-Rosser, then 
Min AR = {l[ (l, r) e R}. 
Proof From the proof of Proposition 2.3 it remains to show that there 
is no production (u ,v )eR  with u>w for some weMinAR.  Assume 
otherwise that such a production exists. Let we Min AR with w < u. Since 
R is Church Rosser, there is, by Proposition 2.3, a production of the form 
(w, v) in R. Now, u>w implies that u is not irreducible w.r.t. R\{(u, v)} 
and hence R is not reduced, a contradiction! | 
THEOREM 2.5. Let R be a com. Thue system over S and A R := Se \  UR. f f  
R is reduced Church-Rosser, then it holds that 
and 3 
{l[(l, r )ER} =Min  AR 
{rl (I, r)~ R} ~ UR. 
Proof The equality is from Corollary 2.4. It remains to show the 
inclusion. Assume otherwise that there is a production (u, v) in R so that 
v e A R. Let w be some element of Min A R with w ~< v. Since R is Church 
Rosser, there is, by Proposition 2.3, a production of the form (w, ~). Thus v 
is not irreducible w.r.t. R\{(u, v)} and hence R is not reduced, a contradic- 
tion. | 
COROLLARY 2.6. To every com. Thue system there & a unique equivalent 
reduced Church-Rosser com. Thue system. 
Proof Follows immediately from Theorem 2.5. | 
In the remainder of this section we make some observations about the 
connection between (reduced) Church-Rosser com. Thue systems and 
(reduced) Gr6bner bases. 
For a given com. Thue system R over S let Ideal(R) denote 
Ideal( l -  r l (I, r) e R) ~_ Q I-S]. 
THEOREM 2.7. Let R be a com. Thue system over S. Let G be the reduced 
Grfbner basis for Ideal(R). Then the following holds: 
3 Actually An is the set of M-terms in the case of Gr6bner bases (Buchberger, 1976). 
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(1) The elements of G are of the form u-v ,  u, v 6 S e. 
(2) The set {(u, v) lu -v~G} is the reduced Church-Rosser system 
equivalent to R. 
Proof Observe that Buchberger's algorithm for reduced Gr6bner bases 
with bases obtained from com. Thue systems on the input behaves exactly 
as Ballantyne-Lankford's algorithm for reduced Church-Rosser com. Thue 
systems does (Buchberger, in press). From the uniqueness of reduced 
Gr6bner bases (op. cit.) Theorem 2.7 follows. | 
Remark. From Theorem 2.7 we see that uniqueness of reduced Church- 
Rosser com. Thue systems follows from uniqueness of reduced GrSbner 
bases. However, Corollary 2.6 is obtained in a simpler way. 
For the proof of Theorem II as a corollary of Theorem I we need the 
following lemma. 
LEMMA 2.8. Let R be a com. Thue system over S and G be any Gr6bner 
basis for Ideal(R). Further let AR :=S®\ UR • Then MinA R is contained in 
the set of leading power products of the elements of G. 
Proof The lemma is proven via a property of GrSbner bases shown in 
Buchberger (1976), which states that the sets of M-terms 4 of two Gr6bner 
bases of a given ideal are the same (cf. Buchberger, 1976, Lemma 1.8). 
Now consider the reduced Gr6bner basis of Ideal(R). By Theorems 2.5 
and 2.7, it follows that the set of M-terms of the reduced Gr6bner basis for 
Ideal(R) is exactly AR. This proves Lemma 2.8. | 
From the results we prove in this section it is obvious that Theorem I 
and Theorem II can be obtained from the following. 
MAIN LEMMA. For every n ~ ~, n > O, there is a com. Thue system R over 
a finite alphabet S such that the following holds: 
(1) There is some u~MinAR with length(u)>~22", 
(2) Card(Min AR) >>- 2 v, 
(3) R has bounded height and O(n) productions, 
where A R = Se \  UR and UR is the set of the least representatives of classes of 
the congruence defined by R. 
The main lemma proof will be shown in the next section. 
4 A power product isan M-term iff it is ~> the leading power product of some basis element. 
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3. PROOF OF MAIN LEMMA 
This section provides a proof for the Main Lemma which establishes 
Theorems I and II. The proof is based on a technique of reducing counter 
machine computation to the word problem for com. semigroup, which is 
the problem of deciding for a com. Thue system R over S and two words 
u, yeS  e whether u~vmod R (cf. Mayr and Meyer, 1982, Sect. 6). The 
basic idea is that com. Thue systems can "count" double-exponentially 
large integers. 
The idea of our proof is as follows. Let x, y, t, c be symbols of some 
finite alphabet S, which will be specified later. Let n ~ N and exn := 2 2". We 
will construct a com. Thue system R with the following properties: Let 
w := tcxey f e + f = eXn: 
(a) If u/> w, then a(u) ¢ u, i.e., u is not the least representative of its 
class. 
(b) If u<w,  then a(u)=u.  
(a) and (b) imply that {wlw=tcxey  I and e+f=exn} is a subset of 
Min AR, where AR = Se\UR and UR is the set of the least representatives 
w.r.t, the congruence generated by R. 
The following lemma is shown in Mayr and Meyer, (1982). 
LEMMA 3.1. Let n ~ ~ and exn := 22". There is a finite alphabet X con- 
taining s', c', t', b' and a com. Thue system P over X with bounded height and 
O(n) productions uch that 
s' c' ,,~ t' c'b 'ex" rood P. 
Furthermore, if s'c',,~ w mod P and w contains an occurrence of s' or t', 
then either w = s'c' or w = t'c'b .... . 
Proof  See Mayr and Meyer (1982), Lemma 6, and Lemma 8. (Note 
that s' is used to start computation, whereas t' means that computation 
stops; c' is a control symbol.) | 
With the notations of Lemma 3.1 the following facts hold. 
FACT 3.2. There is a unique repetition-free derivation in P leading from 
s'c' to t'c'b .... . Furthermore, this derivation contains at every step at least 
three symbols different f rom b'. 
Proof This unique repetition-free derivation is given in the proof of 
Lemma 6 in (Mayr and Meyer, 1982). | 
Concerning words of the form t'c'b 'e, e < exn, we have 
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FACT 3.3. Let u and v be two words o f  the form t' c'b 'e, e < exn. I f  there 
is a word w such that w ~ u mod P and w ~ v rood P, then the repetition-free 
derivations f rom w to u and from w to v are identical and u = v. 
Proof  Otherwise Lemma 3.1 and Fact 3.2 would be violated. | 
We now construct he com. Thue system R. Let a, x, if, y, )7, z, ~, s, tl, 
t2, dl ..... d3, sl,..., ss, Cl,..., c5 be symbols. 
Construct the production (s~c~, sld~d2d3) and a set of productions for 
the equivalence 
S~dl~t ld la  ex". (3.1) 
Construct a set of productions for the equivalence 
tld2.,~t2dzx e ". (3.2) 
Construct a set of productions for the equivalence 
t2d3aex""~szd3 (3.3) 
together with the production (s2 da d2 d3, s2 c2). 
(Comment. d~, d2, d3 are control symbols in (3.1), (3.2), (3.3). The 
productions in (3.1), (3.2), and (3.3) have the effect that any derivation 
starting at S2C2 xe must apply first productions in (3.3), then productions in 
(3.2). Productions in (3.1) can be applied only when e>~ex,. Thus, if 
e < ex, ,  then such a derivation leads to some other word of greater length.) 
Add the production 
(s2c2, s3c3s). (3.4) 
Construct a set of productions for the equivalence 
$3C3'~$4C4 ~exn. (3.5) 
Add the productions 
(sx, s~z), (sy, s)Tz). (3.6) 
(Comment. (3.6) converts x to ~, y to )7, where the total number of con- 
verted x's and y's is the number of z's.) 
Construct a set of productions for the equivalence 
s4c4UX"z . . . .  ssc 5. (3.7) 
(Comment. (3.7) is used to test whether the total number of converted 
x's and y's is ex, . )  
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Add the production 
(sscsx, s5c5 y). (3.8) 
(Comment. (3.8) is used to convert one x of a word SscSxey f to y.) 
Add the productions 
(s5c5~, SsCsX), (s5c5 y, s5c5 y). (3.9) 
(Comment. (3.9) converts )~'s and 37's back to x's and y's, respectively.) 
Let R be the set of productions in (3.1) (3.9), where the auxiliary sym- 
bols in the subconstructions are distinct, and let S be the set of all symbols. 
LEMMA 3.4. Every word w of the form S2c2xey f with e + f= exn is con- 
gruent to sic1 mod R, i.e., a(w) ~ w. 
Proof By (3.1)-(3.3) we have 
Sl C 1 ~ $2C2 xexn mod R. 
Further, any word w=s2c2x~y f with e+f=ex,  is congruent to 
ssscsy ex" mod R by (3.4)-(3.9). Therefore, w~s2c2x ex" mod R. | 
LEMMA 3.5. Let w=s2c2xey f with e +f= ex n. Then for every word u, if 
u < w, then a(u) = u. 
Proof If u does not contain s2 or c2, then no production is applicable 
and hence a(u)=u.  Therefore, we may assume that U=S2C2xe'y s' and 
e' + f '  < ex,. 
We claim that if there is a derivation in R leading from u to another 
word v ¢ u, then length(v) > length(u) and hence a(u) = u. 
First, observe that in a derivation starting at u, which applies produc- 
tions in (3.3), (3.2) only, a word containing tldl can never be reached. 
Further, if such a derivation reaches a word containing s2c2, then by 
Fact 3.3 it must be u itself. 
Second observe that a derivation starting at u, which applies productions 
in (3.4)-(3.7), can never apply any productions in (3.8), (3.9), since the 
number of z's is not sufficient so that s5c5 can be obtained by (3.7). 
From the above observations, it follows that we need only to consider 
those words v which u may reach by applying either only productions in 
(3.3), (3.2), or only productions in (3.4)-(3.7). It is not hard to see that in 
each case, either v = u or length(v)>length(u). Thus, ~r(u)= u, and this 
completes the proof of Lemma 3.5. | 
From Lemma 3.4 and 3.5, the Main Lemma follows, since it can easily 
be seen that height(R) is bounded and R has O(n) productions. 
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4. CONCLUDING REMARKS 
The results we obtain in this paper show that any normal form algorithm 
for Gr6bner bases or Church-Rosser commutative Thue systems requires 
double-exponential time, since the size of the output is double-exponential 
in the worst-case. Our proof technique, based on the power of commutative 
Thue systems of "counting" double-exponentially large integers, cannot be 
extended to obtain better lower bounds, since otherwise it would also 
provide a lower bound sharper than the exponential lower bound for the 
space complexity of the uniform word problem for commutative 
semigroups, which is known to be exponential-space omplete. 
As a by-product, the results in Section 2 give a clear answer to the 
question whether Ballantyne-Lankford's algorithm is different from 
Biryukov's algorithm for the equivalence problem for commutative 
semigroups (cf. Cardoza, Lipton, and Meyer, 1976) as remarked in 
(Ballantyne and Lankford, 1981). In particular, Theorem2.5 and 
Corollary 2.6 seem to be interesting in their own right. 
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