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METALOGICAL CONTROL FOR LOGIC PROGRAMS 
THOMAS VASAK AND JOHN POTTER” 
a 
D An alternative computational “model” for logic programs is proposed 
which is based upon control annotations written in first-order predicate 
calculus. These annotations are used to generate runtime environments 
within which it is possible to exclude infinite computations. The major 
advantage of such a model is that it is possible to write conceptually 
transparent programs which otherwise would not have terminated under an 
existing naive control mechanism. a 
INTRODUCTION 
Logic programming languages have brought with them a simple and yet powerful 
programming framework. Because of the close correspondence with the first-order 
predicate calculus, methodologies exist for transforming precise problem specifica- 
tions into logic-program representations [18]. Unfortunately, the lack of determinism 
inherent in logic problem-solving systems means that not all programs obtained 
through this translation process will be computationally useful. Even more seriously, 
some of these programs may not even terminate under certain search strategies. Due 
to the imposition of certain stringent space time performance criteria, most logic 
programming systems have compromised completeness by adopting “ unfair” search 
strategies; this means that it is not guaranteed that given a finite amount of time a 
solution to a given problem, if it exists, will be found. Most implementations of the 
logic programming language PROLOG [16] suffer from this problem, since they 
employ a depth-first search strategy which is known to be incomplete. In such 
systems, it is possible to modify the execution behavior of the underlying resolution- 
based theorem prover by embedding control directives which can reduce infinitely 
large search spaces of finitely satisfiable goals to a finite size. Regretfully, the 
resultant programs suffer from two major deficiencies. Firstly, they lose their 
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declarative semantics, which is, ironically, a feature of logic programming that has 
been greatly praised. And secondly, the program semantics are no longer in 
agreement with those of the original specification. This is particularly serious in that 
one logical specification will, in general, describe a class of related problems. For 
instance, a predicate which concatenates two lists to form a third may be employed 
to solve the dual problem of partitioning a list into all possible pairs of lists. This is 
done by invoking the predicate in a different mode.’ However, the altered semantics 
of the modified program will often invalidate its use for a subset of its other possible 
modes. Thus to ensure termination, it is often necessary to greatly complicate the 
original specification, thus obscuring its semantics. It seems unlikely that in the near 
future logic programming systems will be able to afford the luxury of employing fair 
refutation procedures, which typically necessitate a breadth-first component. Conse- 
quently, there is a paramount need to develop better techniques for specifying 
control in logic programming languages which endanger neither correctness for any 
invocation mode nor logical clarity. 
Most research in this field can broadly be divided into two main streams: 
(1) the provision of more sophisticated control facilities in such languages, 
(2) the development of runtime techniques to enhance efficiency and detect 
looping in logic programs. 
The major difference between these approaches is that the former places the onus on 
the programmer to write well-behaved programs using the given control features; the 
latter accepts that the programs may be ill-behaved and require intelligent execution. 
Some success has been achieved in providing more advanced control through the 
employment of coroutining for interpredicate synchronization purposes. The basic 
principle is that the execution of a predicate call may be delayed until one or more 
variables passed to that call are sufllciently instantiated elsewhere in the program to 
allow that call to continue. Examples of systems using this form of control are 
IC-PROLOG [3], PROLOG-II [4], Epilog [14], and MU-PROLOG [ll]. MU-PRO- 
LOG has, in addition, a preprocessor which can automatically generate control 
directives to achieve the correct synchronization 1121. More primitive heuristically 
based techniques for problem search-space reduction by analysis of goals also exist. 
These have their roots in earlier work on problem solving and data-base query 
optimization. Another useful approach has been the investigation of intelligent 
backtracking interpreters [6,5,2]. When a clause fails, such systems attempt to 
analyse the reason for failure and undo that part of the calling substitution that 
caused failure by backtracking to the appropriate point in the computation. Runtime 
detection of loops was examined by Brough [l] and has been incorporated into a 
Horn clause problem-solving system developed at Imperial College. His techniques 
are based on an analysis of differences between subgoals and program assertions. 
Various groups have also studied the transformation of functional and logic pro- 
grams; [13] provides a summary. However, the motivation behind this work has been 
‘Modes were first introduced by Warren [19] to specify which predicate arguments are to be bound at 
invocation and which are to be free. Those bound are called input modes and those unbound are output 
modes, presumably because they will be bound during the evaluation of the predicate and will thus return 
results (although this is not necessarily always true). In some cases, modes may also be input-output, a 
given argument being partially instantiated upon invocation. 
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one of enhancing the efficiency of programs rather than investigating the usefulness 
of these transformation techniques in deriving terminating programs. 
Criticism of the above approaches can be summarized as follows: none of them 
provide a metalogical* specification of control-instead, control is a function of 
elaborate preprocessing or runtime search optimization strategies. In this paper, an 
alternative computational “model” will be proposed that is based upon logical 
annotations3 for predicates. These annotations are merely theorems about the terms 
that will satisfy a particular clause. They will be used to generate runtime environ- 
ments within which it is possible to exclude infinite computations. The major 
advantage of such a model is that it is possible to write conceptually transparent 
programs which otherwise would not have terminated under a naive control mecha- 
nism. In some cases, this may also lead to potential increases in computational 
efficiency. Although pure PROLOG4 will be used to demonstrate various concepts 
in this paper, the techniques developed are equally applicable to any clausal logic 
programming system irrespective of the search strategy employed. 
Section 1 will present a motivation for the study of generate and test predicates 
by examining several typical examples. The following section will identify the 
inherent problem underlying such computations. In Section 3, the notion of annota- 
tions for predicates and how they can be used to construct environments will be 
addressed. The subsequent section will study annotation functions and explain their 
usefulness as a means of control. Section 5 will present several examples demon- 
strating the utility of annotations. There is also a discussion of the implementation 
of the annotation model on a message passing multiprocessor architecture. 
This paper assumes familiarity with some fundamental notions from logic pro- 
gramming. See [9] for an introduction. 
1. MOTIVATING EXAMPLES 
A. Appending Three Lists 
Consider the following example referred to by Naish [ll] and apparently introduced 
by Darlington [7]. The problem is to implement a predicate append3(d, B, C, D) 
which is true if the list D is list C appended to list B appended to list A. The 
required program is: 
append3( A, B, C, D) :- 
append(A, B, E), 
aw=J(E, C, D). 
append([ I, X, X). 
append([ X, . . Y], 2, [X, . . W]) :- 
wpend(Y, 2, W). 
2“Metalogical” is often misused. Strictly it means able to reason about programs. It is commonly 
applied where the term “extralogical” would be more appropriate. 
‘The term “annotation” has unfortunately been overtaxed in its usage. In this paper, it has no 
connection with annotations as defined elsewhere, for example, in IC-PROLOG [3]. 
4This excludes extralogical and side-effect predicates; all examples will be written in the syntax of 
UNSW-PROLOG [17]. 
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Now, evaluating the goal 
?- appena([f, rl, [el, [dl, W. (1 .A.l) 
the interpreter will execute the first call on append, binding the temporary variable E 
to [f, r, e]. The second call to append will then bind X to [f, r, e, d] as expected. 
Subsequent backtracking will yield no further solutions. However, it is also possible 
to invoke the append3 predicate in other modes, for instance, to determine a prefix 
list X of a list [f, r, e, d] given the sufEx lists [e] and [d]: 
?- appenfl(X, [el, [dl, [f, r,e, dl). (l.A.2) 
The first call to append will match the first clause, binding X to [I. The second 
append call will fail immediately and backtracking occurs. Retrying the first call will 
result in X being bound to a list of one element (the element being uninstantiated). 
Subsequently, the second append call will fail, causing X to be bound to a list of two 
unbound elements by retrying the first call. On this occasion, the second append call 
will end in success with X being bound to [f, r]. 
As Naish [ll] points out, not only is the time complexity of the algorithm 
proportional to the square of the length of the list, but more seriously, the algorithm 
will not even terminate. Following the success of the second append predicate, 
backtracking will attempt to retry the first calf. Rather than failing, X will be 
successfully bound to a list of three uninstantiated elements. Clearly the second call 
must fail! But now X is rebound by the first predicate to a list of length four, and so 
on. Consequently, invocation of append3 in this manner will not terminate, because 
the first append call in the append3 predicate is satisfied by infinitely many substitu- 
tions. 
POSSIBLE SOLUTIONS. One technique that can be used to force termination is to 
reorder the clause literals in the definition of the append3 clause. This will have the 
desired effect in solving (l.A.2), but will now fail to terminate for (1.A.l). Unfor- 
tunately, no reordering satisfies both joining and splitting lists. 
Another possibility is to place a cut after the second append call in the append3 
clause. This has the effect of saying that there is at most one solution to any 
invocation of the append3 predicate. While that solves the problem of (l.A.2) it 
destroys correctness of the predicate when invoked in certain modes; for example, 
the following query has eight solutions: 
?- append3([i,n], Ll,L2,[i,n,c,o,r,r,e,c,t]). (1 .A.3) 
Yet another possibility is to duplicate the logic of append3 and embed nonlogical 
control predicates such as var, nonvar, and cut. Regrettably, this obscures the 
declarative semantics of the program whilst introducing an increase in program size’ 
that is exponential in the number of clause variables. 
A radically different approach is to employ a clever preprocessor that can 
transform the above program whilst maintaining invariant the intended semantics. 
‘And consequently execution speed. 
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An equivalent program is 
dappend(] I,4 4 C) :- 
appeM4 4 0. 
dappend([X, ..A],B,C,[X,...D]):- 
dappend( A, B, C, D). 
In this form, the program would not only terminate correctly for the analogous 
queries to (1.A.l) and (l.A.2) but will also do so in linear time complexity. 
Darlington’s [7] semiautomatic programming aid is capable of affecting the above 
transformation with minimal user intervention. This is achieved by a series of nested 
unfold,6 simplify, and fold operations which effectively statically evaluate the 
program. It is not clear whether this technique would work for examples of 
nontrivial complexity. 
B. Generating inorder binary-tree traversals and permutation trees 
Consider the task of writing a predicate inorder(T, L) which given a binary tree T 
will compute the list L of node values in infix order. The following program is a 
straightforward translation of the specification into PROLOG: 
inorder( 0, [ I). 
inorder(t( L,N,R),Z):- 
inorder( L, LZ), 
inorder( R , RZ), 
append( LZ,[iV,..RZ],Z). 
The above has a dual problem: given a list L of elements, find all ordered binary 
trees T that can be constructed by order-preserving insertions of elements in L 
taken in all possible permutations. For example, if L = [l, 2,3], T has five solutions: 
1 
\ 
2 \ 
3 
(a) 
1 
\ 
1 
(t) 
I21 1 3 
(c) 
I3 
1 \
(d: 
I3 
i2 
1 
(e) 
Careful examination of this dual problem shows that it is specifiable in the same way 
as the inorder binary-tree traversal and hence should be soluble by the above 
program. Thus, 
?- inorder(X, [1,2,3]). (1.B.l) 
6Unfolding refers to the replacement of a predicate with a sequence of goals by treating the logic 
program as a set of textual rewriting rules. Where a sequence of goals is an instance of a right-hand side 
of a rule, it is possible to fold these goals to the appropriate instantiation of the left-hand-side predicate of 
this rule. 
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N(l) 
/ \ 
0 N(2) 
/ \ 
0 N(3) 
/ 
\ 
0 
N(K) 
/ \ 
0 0 
FIGURE 1. Bindings for X in (1.B.l). 
should generate a set of five bindings for X corresponding to the solutions depicted 
above. Follow the execution of the query (1.B.l). Firstly, the goal will match the 
second inorder clause definition. The left subtree will be instantiated to 0 followed 
by the right, thus corresponding to the tree t( 0, _, 0). However, the append call 
will fail, and backtracking will reinstantiate the right subtree to a nonempty node. 
This binding will again fail in the append call. This process of growing the tree 
continues until the tree t(O, _, ~(0, _, t( 0, _, 0))) is constructed. The append 
call here succeeds and yields the first solution. In an attempt to discover other 
solutions, control will backtrack into the most recent inorder(R, RI) call and 
resatisfy it with a nonempty node. It is clear that the result tree is too large and 
hence the append call will not succeed, yet quite senselessly the computation 
constructs ever increasing terms of the form shown in Figure 1. Clearly, all of these 
trees have too many nodes, yet K grows without bound. The result is that only a 
partial solution set is generated with the computation not terminating. Other queries 
such as 
?- inorder( X, [ 11). 
yield the complete set of solutions but do not terminate. 
(l.B.2) 
Solutions. The techniques necessary to overcome the naive control strategy of a 
standard PROLOG interpreter are somewhat more subtle than those discussed in 
the append3 problem. It is left to the reader to ponder a solution (one will be given 
later). 
2. GENERATE AND TEST SYNDROME 
The two examples presented above serve to illustrate an essential problem with logic 
programming languages based on ordered SLD-resolution. For the clause 
c:-L,,L, )...) Lj )...) L, )...) L,. 
the left-to-right depth-first control strategy disallows any form of communication 
from literal L, to the literal Lj for 1 <j < k I m. Thus when control backtracks into 
Lj, it is not known whether retrying Lj may lead to the satisfaction of C. 
Before continuing, the set of all successful predicate calls will be partitioned into 
two classes. 
Dejinition 1. A predicate call P is a generator iff there is at least one nontrivial (that 
is, nonempty) answer substitution for P. 
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Definition 2. A predicate call P is a constraint iff each answer substitution for P is 
trivial. 
Notice that these partitioning criteria are applied to instances of predicates, not 
predicate definitions themselves. Thus since predicates may be invoked in different 
modes, a certain predicate may act as a generator in one instance and a constraint 
elsewhere. For example, 
append(X,[e,d],[f,r,e,dl) 
is a generator, whilst 
append([f, rl, [e, dl, I./‘, rye, dl) 
is a constraint. A clause may have any number (possibly zero) of either generators or 
constraints. 
It is now possible to explain the termination problems above in terms of 
generator and constraint predicates. In both examples above, there was a generator 
predicate producing an infinite number of bindings for a variable which was then 
being tested by I a constraint predicate. However, only a finite number of these 
generated bindings satisfy the constraint, so that infinite computation results7 
Notice though that there is nothing undesirable about an infinite computation if the 
constraint predicate is infinitely satisfiable as long as solutions are being produced 
periodically; such a nonterminating computation is still useful. 
In the append3 example, the call append(d, B, E) acted as the generator (for 
variable E) whilst append( E, C, D) was a constraint. The possible solution set for 
append(A, B, E) with only B bound is: 
A=[], 
E=B, 
A = [A(‘)], 
E= [A@),,..B], 
A = [A(‘), A’*‘], 
E= [A(l), A(*),.. B]. 
However, the constraint predicate append( E, C, D) is soluble by only one of the 
solutions above. There exists no mechanism for append(E, C, D) to communicate 
this information back to the generator, append( A, B, E). The second example suffers 
a similar fate. 
As was explained earlier, reversing the order of the predicates for append3 
achieved termination for this mode of usage of append3. Interpreted in terms of 
generators and constraints, append(E, C, D) would be a finite generator of bindings 
‘Actually, infinite computations in logic programmin g languages do not occur in the same way as they 
do in conventional von Neumann languages. In practice, they always lead to a procedure-call stack 
overflow; truly infinite computations are only possible on infinite-stack-length machines. 
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for E for the constraint predicate append(A, B, E). To get termination in (l.B.l), a 
similar transformation could be used placing the append call first. 
The “generate-and-test yndrome” that both programs suffer from is not at all 
uncommon in PROLOG. Indeed, for most predicates, at least one of the possible 
invocation modes leads to a “generate and test”. To the novice PROLOG user, 
coping with this problem represents the chief source of difficulty, which is often 
approached in an ad hoc manner. 
The problem of generate and test can perhaps be summarized by considering 
SLD-refutation trees for such computations. 
Dejinition 3. A useless computation is one whose refutation tree is an infinite tree 
containing no refutation. A useful computation is one whose refutation tree is 
either finite or, where its refutation tree is infinite, contains a refutation. 
Notice that useful computations may have embedded useless subcomputations. 
The above definitions effectively partition infinite computations. Now PROLOG 
interpreters employing a depth-first search strategy will traverse a computation 
SLD-refutation tree in a left-to-right preorder fashion. The problem with generate- 
and-test computations is that they may contain an embedded useless computation in 
which the search gets lost forever. Clearly, to circumvent his problem, a technique 
of cutting off such subtrees is necessary. 
3. ANNOTATIONS AND ENVIRONMENTS 
Consider the following simple clause: 
C:- G(V),T(V). 
where the generator G will create bindings for a variable I/ which will be tested by 
the constraint T. Then an annotation for the clause C, called (Y, is simply a necessary 
condition for C. In other words, it is a theorem about the bindings for V that will 
satisfy the clause C. It will later be shown that (Y should only be satisfied by a finite 
number of bindings for I’. Each generator variable in a clause should be annotated. 
Notice that the annotation adds no information, since it is a necessary condition. An 
annotation may also be thought of as an integrity constraint. Integrity constraints 
have been proposed in several papers, for example, by Kohli and Minker [8]. Unlike 
other approaches, though, here annotations will be used to establish termination 
conditions for generator computations in the form of boundary conditions. 
The idea of clausal annotations can now be used to introduce the associated 
concept of environments. 
Definition 4. An environment E is a conjunction of predicates (annotations) such 
that in evaluating any predicate P in the environment E, if u is an answer 
substitution for P, it must also be an answer substitution for E; that is, 
( 
PeAtrue) =j (EoAtrue). 
The notation (P : E) will symbolize the evaluation of P in environment E.8 
*The notation b means “derives in zero or more steps”. 
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Notice that the above definition is a logical statement about computations: it is 
metalogical. It is important to realize that all logic programming systems already 
have environments in a restricted sense in the shape of substitutions. That is, in 
evaluating a predicate P, it is actually evaluated in a given substitution environment 
(I. If P is satisfiable, then CJ will be augmented with the solution bindings. The 
notion of an environment here is a more general one, since, in addition to the given 
substitution u, a sequence of predicates E constituting the environment is also 
supplied. E has the effect of constraining the set of permissible substitutions. A 
predicate is no longer evaluated in isolation, but rather in the context of some 
computation. Given a goal (P : E), P is firstly unified with a program clause, say C. 
Then the environment E is augmented with the annotation (possibly trivial) of C. In 
this way, a computational environment is constructed that reflects the context of the 
given call. 
The use of annotations to realize terminating computations will be based on the 
following simple theorem: 
Theorem 1. (Generate and test). Consider the predicate (P : E ). Let the sequence of 
answer substitutions satisfying P be Z, = ((I o), u(*), . . . , uck)), where k is possibly 
infinite. If there exists an fO where 1 I fO I k, such that 
for all f> fO, Eucf) s false, 
then Z (r: Ej is an embedded subsequence of ((I cl), u (*), . . . , u(h)). 
PROOF. Since for all i, uci) must satisfy both E and P, those a(‘)‘~ that do not 
satisfy E are not candidate solutions of (P: E). q 
This theorem states that for a predicate generating a (possibly infinite) number of 
solutions, if it can be shown that all solutions produced after a certain point in the 
computation will violate the environment constraint, then the computation need not 
proceed past this point. Clearly annotations must possess the property of always 
failing after a certain point in the computation. 
4. DEVELOPING ANNOTATIONS 
In the following discussion, “terms” will collectively refer to both ground and 
nonground terms. Where ground terms only are being referred to, this will be stated 
explicitly. It is firstly necessary to establish a partial ordering for terms from a 
recursively defined set, in the manner of Reynolds [15]. 
Definition 5. Given a set of terms T, where tl, t, E T, then define 1, c 1, iff t, is an 
instance of t,, that is, there exists a substitution 8 such that t,B = t,. 
The symbol c can be read as “more general than”. 
Lemma 2. The relation c provides a partial ordering’ for any T. 
PROOF. Trivial. Cl 
9Ekpmlity given by equivalence relation - defined by X - Y iff X c Y and Y c X. 
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Example 1. Consider the smallest set of ground terms defined by 
Nat= {0}u{s(X):X~Nat}. 
Then L provides a total ordering on nonground terms from Nat in the form of the 
chain 
xc s(x) 5 s(s( x)) c * * * rz s(s( * . * (s(x)) . * * )) 5 ’ . * , 
where X represents a variable term from Nat. 
Example 2. Consider the smallest set of ground terms defined by 
Bintree= {a}U{t(L,D,R):L,RE Bintree, DE Infotype}, 
where Infotype is some set of ground terms. Here c provides partial orderings of 
the type 
L, L t(L,, 4, R,) 5 t( L,, 4, r(L,, D,, &)) 5 - - - , 
where L,, L,, R, are variable terms from Bintree and D,, D, E Infotype. 
The concept of a term t, being no more instantiated than another term t, should 
not be confused with t, occurring in f, (notice that in both of the above examples, 
the less instantiated term was actually contained inside the more instantiated term). 
To see this, take two PROLOG lists [Y, Z] and [X, Y, Z] (where X, Y, Z are 
variables). Notice that [Y, Z] occurs in [X, Y, Z], yet [Y, Z] g [X, Y, 21, as there is no 
substitution 8 such that [Y, Z]B = [X, Y, Z]. 
All variables are equally instantiated. Thus in Example 1 above, XC_ s(Y), where 
Y is a variable term from Nat. 
Also notice that for a domain of terms D, the variables from D are the least 
instantiated of all elements from D. 
A class of functions named admissible annotation functions can now be defined 
by making use of this partial ordering. 
Definition 6. Given terms T,, T2 E D, a function f: D + R is a left-admissible 
annotation function iff 
T1 !z Tz -;j f(Td <f(G) 
where < is a total ordering on R. 
Dejinition 7. Given terms T,, T2 E D, a function g: D -+ R is a right-admissible 
annotation function iff 
Ti 5 T2 * g(T,) 2 g(T,) 
where 2 is a total ordering on R. 
Lemma 3. If the set of ground terms in D is denoted by DG and V E D is a variable, 
6) 
f(V)< $ {f(X)>, 
G 
(ii) 
g(v)1~~~ {g(X)), 
G 
where f, g are left- and right-admissible annotation functions. 
PROOF. Let t E DG be any ground term. Since V c t, f(V) <f(t) and result (i) 
follows. Similarly, (ii) holds. [7 
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An annotation theorem can now be phrased in terms of admissible annotation 
functions: 
Theorem 4 (Annotation theorem). Consider a computation (P : a) where a = (f ( Tl) I 
g(T,) is an annotation such that T,, T2 are program terms, f a left-admissible 
annotation function, and g a right-admissible annotation function. If 
f CT,) ’ g(G), 
then (P : a) must fail. 
PROOF. Trivial. Cl 
To obtain an efficient implementation of annotations, an additional restriction 
needs to be placed on left-admissible annotations, namely, that 
where %n,t denotes the set of constant symbols in D. In selecting the value that f 
maps a variable V to, it would be necessary to determine the minimal value that f 
takes over all ground terms. This restriction eliminates the problem. Furthermore, it 
should be obvious that annotations will be most effective when the equality in 
Lemma 3(i) holds. 
Several remarks need also be made regarding the right-admissible annotation 
function g. In the above annotation theorem, consider g(T,). For this expression to 
provide a useful cutoff bound for the computation, T2 should not be a variable; in 
fact, if g( T2) should lead to a recursive call g(W), W should also not be a variable. 
Consequently, given g: D + R, it may, without loss of generality, be defined to map 
a variable to the least upper bound of R. 
Whilst an annotation function must meet the monotonicity criterion, it should be 
remembered that not all terms, particularly ground terms, can be compared by the 
E relation. Consequently, it is possible to have a left-admissible annotation function 
that is defined to take on different values for different constant symbols from a 
domain, as long as variables from this domain map to a value no larger than the 
smallest of these values. Using this fact, it is possible to provide an ordering over 
nonrecursive domains. 
The treatment above has dealt exclusively with functions of a single variable. 
However, it can easily be extended to n-ary functions by extending the definition of 
the partial ordering relation r . 
In annotating clauses, the strategy will be to identify each potential generator 
variable in a clause. For each such generator, an annotation will be defined in terms 
of a left-admissible annotation function mapping generator terms into some ordered 
domain. This is bounded above by a right-admissible annotation function call, which 
should evaluate to a constant when the clause is invoked in a generate mode. In most 
cases, it will be convenient to have functions mapping into the domain of integers, 
although this need not always be so. 
In selecting an admissible annotation function for a variable of some recursively 
defined type T, it is generally useful to consider T as an abstract data type (ADT), 
and then to choose the most general measure for that ADT. For example, for the 
ADT “list”, it can be shown that the length function defines the most general 
measure for lists in the sense that all other measures for lists can be expressed in 
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terms of length. For recursive data types, the conditions that are being sought are 
generally about term skeletons, not the “filled-in’ ADTs. 
A computational paradigm for annotated programs under ordered SLD resolu- 
tion using a depth-first search strategy is presented in the appendix. 
Finally, a comment is necessary regarding the interpretation of annotations. At a 
logical level, they represent simple theorems about ground terms that will satisfy a 
clause. Their meaning can be explained purely in terms of logic, without recourse to 
any notions such as left-admissible annotation functions or partial orders. These 
issues only enter at the lower, denotational level. One of the undoubted strengths of 
annotations is the ability to separate these levels, leaving a clear logical interpreta- 
tion. 
5. APPLICATIONS 
The append3 predicate introduced earlier can be annotated in the following manner: 
append3( A, B, C, D) :- 
append( A, B, E), a : length(E) < length(D) 
append(E, C, D). (5.1) 
where 
length(X) = 
0 if X=[], 
length(Z)+1 if X= [Y,..Z]. 
The annotation for variable E defines an upper bound on the length of E in terms of 
the length of D. Thus for queries of the mode of (l.A.2), the intermediate list E will 
not be allowed to grow beyond this limit. When append3 is used in its standard 
mode where only the last argument is unbound, the annotation is vacuously true. 
The careful reader may notice that a much stronger annotation is possible utilizing 
the fact that there is a well-defined lower bound on the length of list E. This matter 
will be discussed later. 
This example also demonstrates the point made at the end of the last section 
regarding the interpretation of annotations. When viewed as a logical statement, the 
annotation above is an assertion relating the lengths of two ground lists. At the 
lower, denotational level, it is evident that the length function acts as both a left- and 
a right-admissible annotation function. Clearly, the only difference lies in just what 
variables are mapped to. This ambiguity is easily resolved by considering the context 
in which the function calls occur. 
Annotations for a particular clause need not be unique. For instance, considering 
the inorder program, there are a number of suitable annotations. One possibility is 
inorder( 0, [ I). 
inorder(t( L, N, R), I) :- 
inorder(l, LZ), OL : height(t(l, N, R)) I length(Z) 
inorder( R , RI ), 
append(LZ,[N,.. RZ],Z). (5.2) 
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where 
height(X) z 
0 if X=0, 
1 + max(height( L) ,height( R)) if X = 1 (L, _, R) . 
This expresses the property that a tree may have a height only as great as the 
number of nodes that it contains, with equality occurring in the case of a degenerate 
tree. A different way of annotating the above example is to count the number of 
nodes in the tree: 
~:nodes(t(L,N,R))llength(l), 
where 
(5.3) 
l 0 if X=0, nodes(X)E nodes(L)+nodes(R)+l if X=t(L, _,R). 
Because the inorder predicate has a more complex, nonlinear recursive structure than 
does appenrJ3, both of these annotations represent more than just a cutoff point for 
the generator; they actually specify a frontier beyond which solutions to the inorder 
predicate cannot satisfy the tree size constraint. Whereas the initial search domain 
was infinite, this frontier bounds a finite search space. 
Perhaps the most convenient way in which to demonstrate the reduction in the 
problem search space is to observe the search space of the generator variable. Given 
the query 
?- inorder(T, [1,2]). (l.B.3) 
Figure 2 shows the search space for T. Firstly, consider the frontier corresponding to 
the annotation (5.2). The region below this represents the portion of the search space 
that has been excluded by the annotation. At node (a), the constraint is effectively 
hekht(r(r(0, _,@), _,r(0, _,t( _, _, _))))slen@([ _, _I), 
which is unsatisfiable. Consequently, the annotation theorem allows the search space 
emanating from node (8) to be ignored. Now look at the search frontier induced by 
the annotation (5.3). From the diagram, it is clear that this annotation is more 
effective, since it prunes the search space to an even greater extent, chopping the tree 
at node (y). This introduces the notion of refinement of annotations. An annotation 
(pi is said to be more re$ned than the annotation (Y* if the size of the search space 
induced by (pi is smaller than that induced by LYE. Both annotations must, of course, 
be correct in that they do not prune any subtrees that may contain solutions (this is 
easy to verify above, as the only two solutions are denoted by nodes (a) and (/3) in 
the diagram). Thus in developing annotations for a particular program, it is desirable 
to seek the most relined annotation. 
It is possible to realize similar behavior within a conventional PROLOG system 
by transforming the inorder program into that shown in Figure 3. The existing 
inorder predicate has had to be transformed into a new four-argument predicate. 
The last two arguments denote the maximum number of nodes that may be created, 
and the number of nodes that still remain. The tree is extended only whilst the 
number of available nodes is positive. Past this point, the program cannot recurse 
further. This modified version of the program behaves very similarly to the original 
program annotated with (5.3). Unfortunately, it lacks the clarity of ‘the annotated 
solution and has increased in size significantly. Furthermore, it should be borne in 
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I \ 
. . . . . . . . ! t(t(wti+_~) t(t(&t(t(_)_)) ; 
I 
.I’ A t’ t. t /’ -.... ./’ ./ . . . . . .’ \ I ‘1 *w 
FIGURE 2. Metalogical control for logic programs. Search space for variable T in the query 
(l.B.3) and the effect of the search frontier on the annotated program; dot-dash frontier 
corresponds to annotation (5.2); solid frontier, to annotation (5.3). To conserve space, the 
symbol t(U) represents t(L, _, R). 
mind that the above PROLOG version will only work for this mode of invocation 
and no other. Some examples may need the introduction of nonlogical predicates 
such as cut and fail, which further hampers clarity. Although annotations lack the 
facility to tiect the consideration of other clauses, as does cut in PROLOG, they 
may still possess sufficient power to allow the discarding of cut. 
A. Implementation in Multiprocessor Environment 
The computational paradigm presented in the appendix is intended only as a simple 
model. A major inefficiency in it is that at each step in the computation, a 
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inorder( T, L ) : - 
WL, W, 
inorderl(T, L, N, 0). 
inorderl( 0, [ 1, H, H) :- 
H 2 0. 
inorderl( t( L, N, R), I, H, K) :- 
I-i> 0, 
Hl is H- 1, 
inorderl( L, LZ, Hl, J), 
inorderl(R, RI, J, K), 
append( LZ, [N, . . RI], I). 
FIGURE 3. Standard PROLOG solution to the inorder problem; len( L, N) is true whenever 
list L has length N. 
satisfiability check needs to be performed. Because of the monotonicity property of 
the terms, however, it is possible to eliminate most of the redundant reevaluation 
involved by remembering the value of the annotation function at its last evaluation. 
Where this function grows uniformly, the value is obtained directly from the 
previous value without needing to remember the arguments to the last call. Also, 
notice that annotation verification can effectively be carried out asynchronously with 
respect to the execution of the program. The execution of the main computation 
initiates the annotation verification and proceeds as it would in an unannotated 
system. When the annotation check completes, if it detects unsatisfiability, it will 
signal the main computation to fail; where the check finds that the annotation is not 
violated, no action is taken. Should the annotation evaluation take longer than the 
evaluation of the clause in the main computation, the main computation could either 
suspend waiting for the annotation check to complete, or simply continue. The latter 
would produce another annotation-verification computation. If there is only one 
annotation checking processor, then this next check request would be queued. Where 
a number of processors are employed, it is feasible that the annotation checking 
could keep pace with the main computation, thus achieving a total overlap and 
consequently making the annotation checking entirely invisible. It would therefore 
appear that annotated logic programs could be executed very efficiently in a specially 
tailored, message-passing multiprocessor system. 
B. Using Annotations to Increase Eficiency 
As has already been remarked, annotations do not have any effect when a predicate 
is used in deterministic query modes, that is, not in a generate-and-test fashion. 
Furthermore, since the predicate is not a generate-and-test computation, the knowl- 
edge implicit in the annotation regarding the form of the terms that will satisfy the 
predicate cannot be used to speed up the computation. However, when dealing with 
less deterministic computations requiring generate and test, annotations could be 
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employed so as to enhance efficiency. To do this would require a subtle alteration to 
the computational paradigm: instead of utilizing the annotation only to check for 
satisfiability, it could be used constructively to guide the computation in the correct 
direction.” Care would be required to ensure completeness. The speedup would be 
particularly noticeable in cases where considerable computation is required before a 
generator binding is rejected as unsuitable. Such an extension would need to allow 
for equality annotations. For instance, for the append3 example being queried in the 
mode of query (l.A.2), there is an exact characterization of the length of the 
unbound list in terms of the three bound variables. Thus by using the annotation to 
generate the skeleton list of the appropriate length, the nondeterminism of the 
generate-and-test computation may be entirely circumvented. The complexity of the 
computation is reduced from O(length(X)‘) to O(length(X)) (ignoring the evalua- 
tion of annotations). Consequently, clausal annotations could play a dual role in 
logic computations: providing a means of obtaining termination as well as reducing 
the order of computational complexity. 
Throughout this paper, there is an implicit assumption that all domains are typed. 
At present, most PROLOG systems have no type constraints: the user may supply 
any term to a predicate and face the consequences. Some research is currently being 
carried out into various ways of typing PROLOG programs. Basically, there are two 
approaches: either by forcing explicit type definitions for predicates or by deriving 
the types from a given set of clauses [lo]. The former approach captures the 
programmer’s intended type definition and permits verification of its use in the 
subsequent program. 
Finally, it is worthwhile comparing termination-proof strategies for logic and 
conventional imperative programs. To prove termination of a loop in a von 
Neumann-like language, it is necessary to select a variant function that is either 
monotonically increasing and bounded above or monotonically decreasing and 
bounded below. Most recursion in logic programs takes the form of “tail” recursion 
which is directly translatable into simple loops. For logic programs, the variant 
functions are measures of recursive data structures that are monotonic under the 5 
relation, which together with bounds are incorporated into clausal annotations. It 
thus appears likely that formal proofs of termination are possible from annotation 
conditions. This aspect is currently under investigation. 
6. CONCLUSIONS AND FUTURE WORK 
The concept of clausal annotations together with an associated computational 
“model” has been developed as a means of providing a metalogical specification of 
control for logic programs. It is particularly useful in systems employing an unfair 
depth-first search strategy. The main advantage over other control facilities is that it 
retains the logical clarity of the program. An implementation of an “annotated” 
PROLOG written in UNSW-PROLOG has been written to demonstrate the feasibil- 
ity of annotations, although work still needs to be done to improve performance. A 
number of other issues have emerged. The most important is a need for the 
development of techniques for proving total correctness of predicates by utilizing the 
loThis would, of course, preclude overlapping the main computation with annotation checking. 
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given clausal annotations. This requires a greater understanding of methods for 
showing termination of logic programs. Such an investigation is currently being 
done. More study of the constructive use of annotations to enhance efficiency is also 
necessary. And the potential of annotations as a replacement for the PROLOG cut 
control predicate is worth investigating. The development of a multiprocessor 
architecture to efficiently execute annotated logic programs has yet to be considered. 
APPENDIX. COMPUTATIONAL PARADIGM FOR ORDERED SLD 
RESOLUTION USING A DEPTH-FIRST SEARCH STRATEGY 
Consider a set of clauses S and a goal predicate G. Assume that each clause C, E S 
has a corresponding annotation (~c,. Evaluation of the initial goal G is now 
interpreted as finding solutions to (G : true), that is, evaluating G in an empty 
environment. Here is the computational paradigm for evaluating (G: E); the 
function evaluate returns the appropriate answer substitution (UNDEFINED is re- 
turned if the evaluation fails): 
evaluate ((G : E)): 
1. attempt to unify G with the head of a clause from S, say: 
Q, :- Q,, Qz, . . . , Q,. 
letting the most general unifier be uO. 
2. if a,, = UNDEFINED then 
return (UNDEFINED) 
3. check whether (E + ae,)uo is possibly satisfiable; 
if not then 
return (UNDEFINED) 
4. i:= 0 
5. while i < n do 
6. i:=i+] 
7. Us:= evaluate ((Qi: (E + ~e,)uo . . . a,_,)) 
8. if ui = UNDEFINED then 
9. i:=i-I 
10. if i -e 0 then 
return (UNDEFINED) 
11. else go to step 7 and retry Qi 
12. return (era . . . a,) 
Matching the goal G against a clause from S gives rise to the substitution uO. 
Clearly, if a, is undefined, indicating no unifiable clause, the goal fails. Otherwise, 
step 3 checks whether the environment E augmented by the annotation for Q, is 
satisfiable under this substitution uO. If it is found that the predicates constituting 
this augmented environment are not satisfiable, there is an immediate failure, thus 
reducing the search space without excluding any candidate solutions. Steps 4 to 11 
implement the left-to-right, depth-first search strategy, with backtracking (if neces- 
sary and possible) at step 11. Note that each subgoal of G is evaluated in the 
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augmented environment (E + ae,)uo . . - q-I. Thus, as subgoals are solved, con- 
straints percolate downwards, restricting the search space. 
The authors would like to thank Jeffrey Sanders who participated in many helpful discussions in the 
formative stages of this work. 
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