Abstract-Low-Density Parity-Check codes, are a class of linear block codes and have recently received a great deal of attention owing to their excellent perfor mances over Additive White Gaussian Noise channels.
INTRODUCTION
Iterative decoding has received a lot of attention in the past decade due to its excellent performance. It has been shown that using low-density parity check (LDPC) codes [1] associated with iterative decoding allows ap proaching the Shannon limit [2] . Therefore, those codes have been considered for several applications such as wire less broadband metropolitan area network (Wireless MAN IEEE 802.16), wireless local area network (WLAN IEEE 802.n), DAB (digital audio broadcasting), DVB (digital video broad-casting) ...
Although the Additive White Gaussian Noise (AW GN) channel is adapted to many real-life environments, in some cases the ambient noise is found to be non-Gaussian and exhibits an impulsive nature. Examples include urban radio channels in Universal Mobile Telecommunication System (UMTS) [3] , Digital Subscriber Lines (DSL) [4] , Power Line Communication [5] ... Several works in ultra wide band, impulsive radio communication [6] or ad hoc networks [7] have also shown the limit of the Gaussian model. It has been shown that, in these latter contexts, the noise can be well modeled with an a-stable distribu tion [8] , [9] , [10] . In this paper, we adopt this class of zero-mean, heavy tailed models called symmetric a-stable (SaS) distributions [8] , [11] for impulsive noise modeling.
In such a situation, the usual way to calculate the log-likelihood ratios (LLRs) at the decoder input is no longer robust and a clear degradation of the performance of LDPC codes can be observed. We propose a careful study of this degradation. Moreover, we propose a clipping approach that is more robust against impulsive noise at the decoder input. Two parameters are to be optimized: the slope and the threshold. We see that with well chosen pa rameters, the performance of the decoder are significantly improved.
Others approaches are possible such as the one devel oped in [12] . It is based on the optimization of the slope of the linear demapper according to channel capacity. This paper is structured as follows. Section II presents the basic definitions and properties of the stable noise model. The clipping approach used in this work is in troduced in section III. We determine robust slope and threshold parameters in section IV that ensure good performance of the belief propagation algorithm when clipping is used. Finally section V presents the simulation results to show the good behavior of our proposed solution and we conclude in section VI.
Notation: Random Variable (RV) is denoted by capital letter (such as X) and a realization by the lowercase counterpart (such as x ) .
II. NorSE MODELING
As suggested in [7] , [8] , [9] , [10] we model the network interference with a-stable RV and we consider a system where this noise is the dominant part of interference. Consequently, the global noise W is modeled with a Sym metric a Stable (SaS) RV and we consider independent samples. In the following we will use a acronym AISaSN for Additive Independent samples Symmetric a Stable Noise. The RV W can be defined by its characteristic function:
where a (0 < a :s: 2) is a shape parameter known as the characteristic exponent. It measures how heavy-tailed the distribution is; the smaller the value of a, the heavier is the tail (and hence the more impulsive is the noise behavior). The scale parameter,), > 0 called dispersion measures the spread of the RV. One difficulty with stable distributions is that they do not have a general closed-form probability density function (pdf) f n,,,! (w) except a few special cases including the Gaussian distribution (a = 2) with finite variance (j2 = 2')'2 and the Cauchy distribution (a = 1).
III. THE CLIPPING DEMAPPER
For soft iterative decoding of LDPC codes like the belief propagation (BP) algorithm [13] , the LLR of the received bits are calculated. We call this operation demapping and we are interested in designing robust but rather easy to implement demappers. Our treatment considers BPSK modulation over a binary-input memoryless output symmetric channel. The LLR of the input x associated with the channel output y is given by:
where fw (w) is the pdf of the noise W in the channel relation Y = X + W. In the general case of AISaSN channel, fw (w) is the pdf of the a-stable noise and is not easily computable numerically. Two special cases have however a closed LLR: when a = 2, the noise is gaussian (we will refer to the Gaussian demapper in the following) and when a = I, the noise has a Cauchy distribution (we will refer to the Cauchy demapper). For other values of a, fw(w) can be obtained through numerical calculation by evaluating the Fourier transform of the characteristic function. It is however quite complex to obtain and we have shown in [14] that the Cauchy demapper is close to optimal situation. We will consequently use the Cauchy demapper as a reference case. The Cauchy case remains however quite complex to implement. We want in this paper to see if we can reduce this complexity without losing too much in performance. The basic idea is to use a clipping strategy to limit the effect of large spikes induced by the impulsive noise. The demapping operation is given by this equation (3):
where P (0 < P < 00 ) and H (0 < H < 00 ) are the slope and the clipping level or threshold of this demapper. Although such a strategy is classical, the choice of the two parameters P and H is rather critical. They have an important impact on the decoding algorithm. We study judicious choices in the next section.
IV. PARAMETERS OF THE CLIPPING DEMAPPER
We tried several approaches to obtain the optimal P and H of the clipping demapper in order that the BP adapts to all AISaSN channels with good performance. However, as we will show, the joint choice of the two parameters is difficult and we have preferred a two steps procedure, first choosing P, then H. Besides we did not have a criteria that could result in analytical values of the optimal parameters. We then used the density evolution (DE) to obtain, when possible, the optimal parameters.
A. Density Evolution
The DE, proposed by Richardson and Urbanke [2] , is a tool used to analyze the asymptotic performance of LDPC codes. This tool based on the Tanner graph of an infinite code, tracks the pdf of the messages as their den sity evolves from iteration to iteration. Each iteration is divided into two passes: the data pass and the check pass. During each pass, messages of two kinds (from variable nodes to check nodes and vice-versa) are propagated. The output of the DE is the value of the dispersion for which we can find LDPC codes using the considered demapper that allows an error free transmission. In our case, this error free transmission depends mainly on the H and P parameters of the demapper.
Consequently in this work the DE tool is employed to find the clipping parameters that give the best asymptotic performance for a given AISaSN channel, meaning the parameters that allows an error free transmission for the larger channel dispersion and a given a.
B. Slope study
It happens with the BP decoding scheme that the slope of the demapper has an important impact. Consequently it is our first objective to find the optimal slope. However, we did not find any analytical way to obtain it. We tried using DE to find the best slope considering first a linear demapper ( figure 1 ). This figure presents the variation of asymptotic performance of LDPC codes using a linear demapper with slope P for different values of a. We can �.... .,-------------+-,,= 2 2.5 P -+-,,= 1.9 ___ ,,= 1.7 ---0= 1.5 __ ,,=1.3 3.5 notice that the optimum value of P decreases when a decreases to 1.
We then used these empirical best slopes in a clipping demapper and we varied the threshold H. For a compar ison, we also used the DE with a varying threshold but with a slope derived from a Cauchy distribution as will be explained in the following paragraph. Figure 2 depicts those two situations when a = 1.5. The point to be noticed is that the optimal slope for the linear demapper is no longer optimal when clipping is introduced. The difference between the asymptotic performance and AISaSN chan nels capacity is significant and the other choice of P gives better results.
Both parameters should then be optimized jointly but this is a difficult problem and we adopt another approach. An empirical derivation for the slope is chosen: we calcu late the tangent at zero of the Cauchy demapper. The use of the Cauchy demapper for this calculation comes from the fact that it gives performance close to the optimal for most values of a. However, the justification of this choice only results from simulations and performance presented in section V. For a = 1 we have:
, 7r"( + w Using (4) in (2) yields the LLR for the Cauchy case: in figures 3 and 4 for a = 2 and a = 1. These asymptotic performance are compared to the LDPC codes limit using the optimal demapper and the AISaSN channels capacity. We derivate (5) and determine the slope in zero:
p.
The resulting Cauchy slope Pc depends only on the noise dispersion "(. It will be applied to the clipping demapper. As already mentioned on figure 2, the resulting asymptotic performance are better than the one obtained with the slope optimal for the linear demapper. Although this solution is not necessary optimal, we show in the following that this choice gives good results. In the next simulations, we adopt this slope Pc whatever the AISaSN channel. Given Pc, we can now study the choice of H.
C. Threshold study
In this section we study the asymptotic performance of LDPC codes with clipping demapper by using the P = Pc and varying the H / P ratio. Results of the DE are shown clipping demapper for a = 2.
___ Shannon capacity
HIP Figure 4 . Asymptotic performance of LDPC codes vs HIP of clipping demapper for a = 1.
The capacity of an AISaSN channel, considering a binary-input and symmetric output channel (BMSC), can be given via the probability density function (pdf) of the LLR [15] : (7) where L rv LLR is the log likelihood ratio calculated from the channel output. Equation (7) is evaluated through Monte-Carlo approximation. This is possible due to the possibility to generate alpha-stable samples [11] .
From these figures we can draw two main conclusions:
• For a = 2 the LDPC code using clipping demapper has the same performance as the linear demapper when H / P > 1.8. This is rather logical since when the threshold increases, less values are clipped and the clipping demapper behaves like the linear one.
• For 0: = 1 the asymptotic performance of LDPC codes using the clipping demapper have the best performance for H / P ::::; 0.7.
Finally, using a similar approach, we extracted the optimal value of H / P for 0: ranging from 1 to 2. The best ratio values are represented in figure 5 as a function of 0:. The optimal H / P depends on 0:. We did not find a law to represent this dependency and we choose to directly use the DE results in the simulation proposed in the next section.
V. PERFORMANCE OF LDPC CODES USING THE ROBUST CLIPPING DEMAPPER
Having determined a slope and a threshold for our clipping demapper we want to evaluate if this approach is an efficient solution to mitigate the impulsive noise effect. We present the LDPC codes behavior for two values of 0::
• for 0: = 2 to evaluate the clipping impact in a Gaussian noise, • for 0: = 1.5, an intermediate situation, to see if the proposed slope and threshold do not degrade the BP performance when compared to the Cauchy receiver which is close to the optimal performance. We also compare the obtained results to the Gaussian demapper to see what improvement can be expected with our proposed approach.
The simulations is done with a regular (3, 6)-LDPC code of length 9792 build using the method proposed by Margulis [16] . The maximum number of iterations performed by the BP decoding algorithm is fixed to 400. However, the decoder stops as soon as a codeword is found. In these simulation we adopt the Cauchy slope Pc and the clipping level H = 0.9P when 0: = 1.5 and H = 1.8P in gaussian noise. situation, the clipping and gaussian demappers have a very similar performances when the cauchy demapper is not as efficient. This was expected because the threshold here does not clip many values so that the clipping demapper is close to a linear one, which is optimal. The Cauchy demapper, on the contrary, is not optimal, which explains the observed degradation. However, when 0: = 1.5, the Cauchy demapper is signif icantly better than the Gaussian one which is not robust against large noise samples. In this situation, clipping allows to reduce the negative impact of those large sam ples. The proposed parameters then allow having similar performance as the Cauchy demapper.
VI. CONCLUSION In this paper, the performances of LDPC codes using robust Clipping demapper in additive, independent sam ples, symmetric a stable noise are presented. We present some procedure to choose the slope and the threshold of the clipping demapper that have an important impact on the belief propagation decoder. We determine a slope calculated using the Cauchy distributions, one of the rare cases when the probability density function has an explicit expression. We then use the density evolution tool to obtain the best threshold. Finally we show that the proposed solutions allow the clipping demapper to have good performance.
Some further works have to be done. Other forms of demapper like hole puncher must be investigated. Besides, the noise should not be modeled as a purely a-stable process but rather as a mixture of a-stable noise and Gaussian noise.
