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Abstract
We characterize limits for orthogonal Szegö polynomials of fixed degree k, with respect to certain
measures on the unit circle which are weakly convergent to a sum of m < k point masses. Such
measures arise, for example, as a convolution of point masses with an approximate identity. It is
readily seen that the underlying measures in two recently-proposed methods for estimating the m
frequencies, θj , of a discrete-time trigonometric signal using Szegö polynomials are of this form.
We prove existence of Szegö polynomial limits associated with a general class of weakly convergent
measures, and prove that for convolution of point masses with the Poisson kernel, which underlies
one of the recently-proposed methods, the limit has as a factor the Szegö polynomial with respect
to a related measure, which we specify. Since m of the zeros approach the eiθj , this result uniquely
characterizes the limit. A similar result is obtained for measures consisting of point masses with
additive absolutely continuous part.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Given a measure, µ, on the unit circle, there is an associated sequence of monic poly-
nomials, called Szegö polynomials, which are orthogonal on the unit circle with respect
to µ. Szegö polynomials have many applications and their properties have been studiedE-mail address: marciero@une.edu.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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filtering are based on the work of Wiener [14] and Levinson [7]. With the identification
µ(eiθ ) → µ(θ) we can regard µ as a measure on [−π,π). The Szegö polynomial of de-
gree k with respect to µ, which we denote Pk(z,µ), is the polynomial in the complex
variable z which attains the minimum
min
p∈Λk
π∫
−π
∣∣p(eiθ )∣∣2 dµ(θ) =
π∫
−π
∣∣Pk(eiθ ,µ)∣∣2 dµ(θ), (1)
where Λk is the set of monic polynomials of degree k. The Pk(z,µ) are uniquely defined
if µ is supported on m > k points. Note that for m < k, any polynomial with m zeros at the
point mass locations will attain the minimum of zero in (1).
In this paper we consider Szegö polynomials of fixed degree k > m with respect to
families of measures, µh, on the unit circle, which converge in the weak-star topology on
measures to a sum of point masses,
lim
h→0µh = µδ :=
m∑
j=1
αj δθj , (2)
where h > 0 is a discrete or continuous parameter, the αj are arbitrary complex numbers,
and δθj is the point mass at θj . In general, the corresponding limit
lim
h→0Pk(z,µh) (3)
need not exist for fixed k > m. Indeed, we show by example that even strong convergence
of µh does not guarantee convergence of Pk(z,µh). On the other hand, any limit point of
{Pk(z,µh)}h has m zeros at the eiθj (we give a simple proof in Appendix A) and thus m
“signal zeros” of Pk(z,µh) will be close to the eiθj for h near zero. This is the motivation
for using Szegö polynomials in frequency estimation, as µδ is the spectral measure for a
discrete-time signal consisting of m complex sinusoids with normalized frequencies θj .
We prove existence of the limit (3) for a general class of measures for which (2) holds,
and characterize this limit explicitly for two cases: when µh is formed by convolving µδ
with the Poisson kernel, and when µh is formed by adding to µδ an absolutely continuous
measure.
In the last decade, several papers have appeared which address the asymptotic behavior
of Szegö polynomials, with respect to measures for which a special case of (2) holds, in
the context of frequency estimation [3,4,9–13]. It is shown in [3] that (2) holds for the
periodogram, ψN , of N samples of a real trigonometric signal. Specifically, if
x(n) =
M∑
j=−M
βje
inθj ,
where β−j = β¯j and θj = θ−j , and
ψN(θ) = 1
∣∣∣∣N−1∑ x(k)e−ikθ
∣∣∣∣
2
,
2πN ∣
k=0 ∣
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lim
N→∞ψN =
M∑
j=−M
|βj |2δθj . (4)
It is shown by example in [9] that Pk(z,NψN) do not, in general, converge as N → ∞
for k > 2M + 1. The behavior of the k − 2M − 1 “extraneous zeros,” those that do not
approach signal locations, has been one area of interest. In [9] it is shown that the extra-
neous zeros of any limit point of {Pk(z,ψN)}N (note that Pk(z,NψN) = Pk(z,ψN)) lie
strictly inside the open unit disk. It would thus seem feasible to distinguish signal zeros
from extraneous zeros, for large N , as those of largest modulus.1
The problem of non-uniqueness of polynomial limits is addressed in [4,10,12] by mod-
ifying the measures ψN of [9], in such a way as to ensure convergence of the Pk(z,ψN).
In the R-process [4] and the V-process [12], the th moment, 1
N
ψˆN() is multiplied, re-
spectively, by r || and r2 , which are recognized as the moments of the Poisson kernel and
the wrapped Gaussian. Limits are taken, first as N → ∞, then as r ↑ 1. By weak-star con-
vergence (4), we see that N = ∞, r < 1 corresponds to convolution of point masses with
these two approximate identities. Thus, the characterization of the limit polynomial of the
R-process will follow as a special case of our results here.
We also briefly consider the behavior as k → ∞ of the constant terms, or reflection
coefficients
Rk(µ) := Pk(0,µ), (5)
which give information about the region of accumulation of the extraneous zeros. We apply
our results and a result in [8] to find limk→∞ limh→0 Pk(0,µh) for the case where m = 2
and µh is formed by convolution with the Poisson kernel. A result in [11] is seen as a
special case.
We will need some notation and basic properties of Szegö polynomials. The Pk(z,µ)
are multiples of the orthonormal sequence of polynomials with respect to µ, and we have
the characterization
π∫
−π
Pk
(
eiθ ,µ
)
p¯
(
eiθ
)
dµ(θ) = 0 (6)
for any polynomial p of degree less than k. If µ is supported on strictly greater than k
points, the zeros of Pk(z,µ) lie in the open unit disk; this is the minimum phase property
[6,13], and is a special case of Fejér’s Convex Hull Theorem.
The prediction error power for the measure µ, which we denote ρk(µ), is defined as a
multiple of the minimum in (1):
ρk(µ) := 12π
π∫
−π
∣∣Pk(eiθ ,µ)∣∣2 dµ. (7)
1 If the polynomial sequence has an infinite number of limit points, the zeros of which accumulate arbitrarily
close to the unit circle, it may not be possible to make this distinction. This possibility has not been excluded in
the literature.
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∫
e−iθ dµ(θ) denote the trigonometric moments of the measure µ. We
have the well-known representation [1]
Pk(z,µ) = Dk(z,µ)
Dk−1(µ)
, (8)
where
Dn(z,µ) :=
∣∣∣∣∣∣∣∣∣∣
µˆ(0) µˆ(1) . . . µˆ(n)
µˆ(−1) µˆ(0) . . . µˆ(n − 1)
...
...
. . .
...
µˆ(−n + 1) µˆ(−n + 2) . . . µˆ(1)
1 z . . . zn
∣∣∣∣∣∣∣∣∣∣
, (9)
and
Dn(µ) :=
∣∣∣∣∣∣∣∣
µˆ(0) µˆ(1) . . . µˆ(n − 1)
µˆ(−1) µˆ(0) . . . µˆ(n − 1)
...
...
. . .
...
µˆ(−n + 1) µˆ(−n + 2) . . . µˆ(0)
∣∣∣∣∣∣∣∣
. (10)
The Pk(z,µ) can also be computed using Levinson’s recursion [1]:
Pk+1(z,µ) = zPk(z,µ) + Rk(µ)P ∗k (z,µ), (11)
where, for a polynomial p(z), of degree k, p∗(z) denotes the reverse polynomial: p∗(z) :=
zkp¯(1/z). The zeros of p∗ are obtained from those of p by reflection in the unit circle.
2. Preliminary results
In this section we give results concerning the existence of limits and rates of con-
vergence of Szegö polynomials for a general class of weakly convergent measures. An
important similarity which exists between the measures we will consider and the measures
ψN of (4) is that both give rise to reflection coefficients which are uniformly bounded away
from (inside) the unit circle, and subsequently, that extraneous zeros of limit polynomials
lie strictly inside the unit circle. In establishing these results here, we adapt some of the
arguments of [9].
Suppose that a h > 0 is either a continuous or discrete parameter and {µh} is a family of
absolutely continuous measures on [−π,π) for which the weak-star convergence (2) holds.
Note that an absolutely continuous family cannot converge strongly (i.e., in total variation
norm) to a sum of point masses. Both numerator and denominator in the expression for
Pk(z,µδ), as defined by (8) are zero for k > m, thus Pk(z,µδ) is not well-defined. On the
other hand, it follows from the minimum phase property that the monic family {Pk(z,µh)}
is uniformly bounded in the closed k − 1 dimensional space Λk , and thus has limit points
in Λk as h → 0. A proof of the following result is included in Appendix A.
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Then for k m all the limit points of {Pk(z,µh)}, as h → 0, are of the form
Q(z)
m∏
j=1
(
z − eiθj ), (12)
where Q ∈Λk−m has all zeros in |z| 1.
If the reflection coefficients, Rk(µh), are bounded in modulus uniformly away from (in-
side) the unit circle, it can be shown that the zeros of any limit factor, Q, of Proposition 2.1,
will lie strictly inside the open unit disk. This is shown in the proof of [9, Theorem 2.4]
for point masses associated with real signals. The proof is readily adapted for the complex
case. We include the details in Appendix A. We have the following proposition.
Proposition 2.2. Suppose that for k > m and h > 0 the reflection coefficients for a family
of absolutely continuous measures µh satisfy∣∣Rk(µh)∣∣ c < 1 (13)
for some constant c. Then the zeros of any limit factor Q, in (12), are strictly less than one
in modulus.
We wish to consider measures whose moments can be expanded as a power series about
h = 0. This property, which ensures convergence of Pk(z,µh), holds for the Poisson kernel
and the wrapped Gaussian, and thus for the underlying measures of the R- and V- processes
of [4,12].
Proposition 2.3. Suppose (2) holds for a family of absolutely continuous measures, µh and
suppose that for each , µˆh() has a power series representation about h = 0. Then for
k > m there exists Q ∈Λk−m such that
lim
h→0Pk(z,µh) =:Pk(z) = Q(z)
m∏
j=1
(
z − eiθj ). (14)
Proof. By Proposition 2.1, any limit point of Pk(z,µh), as h → 0, has∏mj=1(z−eiθj ) as a
factor, with the remaining zeros less than or equal to one in modulus. To prove uniqueness
of the limit factor Q, note that if h > 0, µh is absolutely continuous, so (8) is well-defined.
Using the series representations of the µˆh(), we can write
Pk(z,µh) = T (z)h
p + β(h, z)
Mhn + γ (h) , (15)
for positive integers p and m, where M is a constant, T (z) is a polynomial in z which
is not identically zero, β(h, z) contains only terms in h with degree larger than p, and
γ (h) contains only terms in h with degree larger than n. We must have n  p, since the
Pk(z,µh) are monic with bounded zeros, and are therefore uniformly bounded as h → 0.
If n < p, then limh→0 Pk(z,µh) = 0 which cannot happen by Proposition 2.1. 
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Pk(z,µh) = Qh(z)
m∏
j=1
(
z − w(h)j
)
, (16)
where, without loss of generality, w(h)j → eiθj for j = 1,2, . . . ,m, and Qh(z) converges to
a polynomial Q(z) ∈Λk−m, as h → 0.
The following two results are analogs of Eq. (2.4) and [9, Corollary 2.3], respectively.
Corollary 2.1. Suppose that the moments, µˆh(), of a family of absolutely continuous
measures satisfying (2), have power series representations about h = 0. Then there exists
a constant c > 0 such that for k > m∣∣Pk(z,µh) −Pk(z)∣∣ ch, (17)
where Pk is defined in (14).
Proof. From the proof of Proposition 2.3, p = n in (15), and we have
Pk(z,µh) = T (z)h
p + β(h, z)
Mhp + γ (h) , (18)
where M , T (z), β(h, z), and γ (h) are as in the proof of Proposition 2.3. Since Pk(z) =
T (z)/M , we have
∣∣Pk(z,µh) −Pk(z)∣∣=
∣∣∣∣Mβ(h, z) − T (z)γ (h)M2hp + Mγ(h)
∣∣∣∣= |τ(h, z)||M2 + Mκ(h)| ,
where τ(h, z) and κ(h) consist only of terms in h with degree at least 1. This pro-
ves (17). 
Corollary 2.2. Suppose that for a family of absolutely continuous measures satisfying (2)
with the θj distinct, the µˆh() have power series representations about h = 0 and the
reflection coefficients satisfy (13). Then there exist constants Kj , for j = 1,2, . . . ,m, such
that ∣∣w(h)j − eiθj ∣∣Kjh, (19)
where w(h)j are defined in (16).
Proof. Using (16), write
∣∣w(h)j − eiθj ∣∣=
∣∣∣∣ Pk(eiθj ,µh)
Qh(e
iθj )
∏m
p =j (w
(h)
j − eiθp )
∣∣∣∣. (20)
By Proposition 2.2, limh→0 Qh(eiθj ) = 0. Since w(h)j → eiθj for j = 1,2, . . . ,m, with the
θj distinct, the denominator of (20) converges to a non-zero constant. Hence, (14), (17),
and (20) give (19). 
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One way to construct measures µh for which (2) holds is to convolve point mass mea-
sures with an approximate identity. For a discussion of approximate identities and their
properties see [2]. In particular, denote by ψr(θ) the Poisson kernel
ψr(θ) := 1 − r
2
|eiθ − r|2 , θ ∈ [−π,π), 0 < r < 1, (21)
and define
µr := ψr ∗
m∑
j=1
αj δθj , (22)
where αj > 0 and θj ∈ [−π,π) distinct for j = 1,2, . . . ,m. We can express the convolu-
tion (22) as
dµr(θ) =
(
1 − r2) m∑
j=1
αj
|ζ − reiθj |2 dθ (23)
= (1 − r2)
∑m
j=1 αj
∏m
p =j |ζ − reiθp |2∏m
j=1 |ζ − reiθj |2
dθ, (24)
where, for notational brevity, we henceforth define
ζ := eiθ .
Since ψˆr () = r ||, the moments µˆr are polynomial functions of h = 1 − r , by Proposi-
tion 2.3, limr→1 Pk(z,µr) exists and (16) becomes
Pk(z,µr) = Qr(z)
m∏
j=1
(
z − w(r)j
)
, (25)
where w(r)j → eiθj for j = 1,2, . . . ,m and limr→1 Qr(z) ∈Λk−m.
It can be shown, using the lines of argument of [9, Lemmas 3.2 and 3.3], that (13) holds
for the measures µr . The details, which are similar, are omitted.
Lemma 3.1. Let µr be given in (22). Then the reflection coefficients satisfy∣∣Rk(µr)∣∣
(
1 − 1
4m−1
)1/2
. (26)
Outline of the proof. Define Xj(z) := 1/(z − reiθj ), for j = 1,2, . . . ,m.
Using (23), the prediction error power (7) can then be written
ρk(µr) = (1 − r
2)
2π
m∑
j=1
αj
π∫
−π
∣∣Pk(ζ,µr)∣∣2∣∣Xj(ζ )∣∣2 dθ (27)
= (1 − r
2)
m∑
αj
π∫ ∣∣P ∗k (ζ,µr)∣∣2∣∣X∗j (ζ )∣∣2 dθ, (28)2π
j=1 −π
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polynomial for Pk .) From subharmonicity of P ∗k and X∗j we have∫ ∣∣P ∗k (ζ,µr)∣∣2∣∣X∗j (ζ )∣∣2 dθ  1.
From (7) and (24) it follows that
ρk,r 
1
2π
π∫
−π
∣∣ζ k−m∣∣2 m∏
j=1
∣∣ζ − reiθj ∣∣dµr  4m−1(1 − r2)2π
m∑
j=1
αj .
These estimates with (27) and (28) now give
1 − r2
2π
m∑
j=1
αj  ρk(µr)
4m−1(1 − r2)
2π
m∑
j=1
αj . (29)
This, and the relation [1] |Rk+1(µr)|2 = 1 − ρk(µr)/ρk+1(µr), now give (26).
The rate of convergence of signal zeros now follows from Lemma 3.1 and Corollary 2.2.
Corollary 3.1. Let w(r)j be given in (25) and µr defined in (22) where the θj are distinct.
Then there exist constants Kj , for j = 1,2, . . . ,m, such that∣∣w(r)j − eiθj ∣∣Kj(1 − r). (30)
We will need one more result before characterizing the limit in (14) for the measures µr .
Lemma 3.2. Let w(r)j satisfy (30) for constants Kj , j = 1,2, . . . ,m. The function∏m
j=1
ζ−w(r)j
ζ−reiθj converges to 1 in L1[−π,π] as r → 1.
Proof. Clearly,
∏m
j=1
ζ−w(r)j
ζ−reiθj converges pointwise to 1 for ζ = e
iθj , j = 1,2, . . . ,m. We
show that the function is uniformly bounded on |z| = 1 for r < 1. The lemma will then
follow from Lebesgue’s Bounded Convergence Theorem.
By (30) and the fact that |ζ − reiω| |eiω − reiω| = 1 − r , we have∣∣∣∣ζ − w
(r)
j
ζ − reiθ − 1
∣∣∣∣=
∣∣∣∣w
(r)
j − reiθj
ζ − reiθ
∣∣∣∣ Kj(1 − r)1 − r = Kj .
So ∣∣∣∣ζ − w
(r)
j
ζ − reiθ
∣∣∣∣ 1 + Kj .
Thus ∣∣∣∣∣
m∏
j=1
ζ − w(r)j
ζ − reiθj
∣∣∣∣∣
m∏
j=1
(1 + Kj).This proves the lemma. 
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Theorem 3.1. Let µr be given in (22). Then
lim
r→1Pk(z,µr) = Pk−m(z, ν)
m∏
j=1
(
z − eiθj ), (31)
where ν is the absolutely continuous measure with
dν
dθ
=
m∑
j=1
m∏
p =j
αj
∣∣ζ − eiθp ∣∣2. (32)
Proof. Proposition 2.3 gives the existence of the limit and the factor
∏m
j=1(z − eiθj ). We
need to show that the factor Q(z), in (14), is the Szegö polynomial Pk−m(z, ν). We will
show that Q(z) satisfies the orthogonality property (6), which characterizes Pk−m(z, ν).
Let q be an arbitrary polynomial of degree k − 1. Equations (6), (24), and (25) give
π∫
−π
(
m∏
j=1
ζ − w(r)j
)
Qr(ζ )q(ζ )
∑m
j=1 αj
∏m
p =j |ζ − reiθp |2∏m
j=1 |ζ − reiθj |2
dθ = 0, (33)
where w(r)j → eiθj and Qr → Q. In particular, if q(z) = t (z)
∏m
j=1(z− reiθj ), where t (z)
is arbitrary with degree k − m − 1, (33) becomes
π∫
−π
(
m∏
j=1
ζ − w(r)j
ζ − reiθj
)
Qr(ζ )t (ζ )
m∑
j=1
αj
m∏
p =j
∣∣ζ − reiθp ∣∣2 dθ = 0. (34)
By Lemma 3.2, the factor
∏m
j=1
ζ−w(r)j
ζ−reiθj converges in L1. The convergence of all the
other factors in the integrand of (34) is uniform on |z| = 1. Thus the entire integrand of
(34) converges in L1 to
Q(ζ)t (ζ )
m∑
j=1
m∏
p =j
αj
∣∣ζ − eiθp ∣∣2.
Now replace the integrand in (34) with its L1 limit to obtain
π∫
−π
Q(ζ )t (ζ )
m∑
j=1
m∏
p =j
αj
∣∣ζ − eiθp ∣∣2 dθ = 0.
Thus, Q satisfies (6) for the measure ν defined in (32). By uniqueness, Q(z) =
Pk−m(z, ν). 
We remark that the assumption that the θj are distinct is crucial; it is used in the proof of
Corollary 2.2, upon which Lemma 3.1, the key idea in the proof of Theorem 3.1, depends.
In light of the remarks in Section 1, we see that the R-process of [4] is equivalent to
taking the limit on the left-hand side of (31), where µδ is the measure on the right-hand
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sinusoidal signals. The strength of Theorem 3.1 is that it characterizes this limit for a
general class of measures µδ .
3.1. Reflection coefficients: m = 2, k → ∞
We consider the density ν of Theorem 3.1 in light of results in [8] concerning the limit
of the reflection coefficients and zero-distribution measures of Szegö polynomials with
degree k → ∞. For m = 2, the density is easily factored as the squared modulus of a linear
function. Results in [8] are used to interpret in [11].
With m = 2, the measure µr in (22) becomes
µr = (α1δθ1 + α2δθ2) ∗ ψr. (35)
We will assume without loss of generality that θ1 = 0 and define ω := θ2, α1 := α ∈ (0,1),
and α2 = 1 − α. We then consider
µr =
(
αδ0 + (1 − α)δω
) ∗ ψr.
The density ν defined in (32) becomes ν dθ = α|ζ − eiω|2 + (1 − α)|ζ − 1|2 dθ. The
spectral factorization [1,5] is easily found as
dν/dθ = c|ζ − v0|2, (36)
where c is a positive constant and
v0 = 1 ±
√
2α(1 − cosω)(1 − α)
1 − α + αe−iω . (37)
Specifying that |v0| 1 gives
v0 = 1 −
√
2α(1 − cosω)(1 − α)
1 − α + αe−iω . (38)
In [8] it is shown that for densities of the form dν = c∏m−1j=1 |(ζ −vj )|2 (where without loss
of generality, [2] |vj | 1), that if the vj are distinct and there is a unique vj of maximum
modulus, then
s := lim
k→∞
∣∣Rk(ν)∣∣1/k = max
j
{|vj |}. (39)
It is further shown in [8] that the zero-distribution measure measures, 1
k
∑k
j=1 δwj , con-
sisting of point masses of weight 1/k at each of the zeros, w1,w2, . . . ,wk , of Pk(z, ν),
converge in the weak-star sense to the uniform measure on the circle of radius s.
Note that Theorem 3.1 gives the convergence
lim
r→1
∣∣Rk(µr)∣∣= ∣∣Rk−m(ν)∣∣. (40)
In the present context, (39) becomes
∣∣ ∣∣1/k 1 − √2α(1 − cosω)(1 − α)lim
k→∞ Rk(ν) = √1 + 2(1 − α)2(1 − cosω) . (41)
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Theorem 3.1, [11, Eq. (2.16)] can be written
lim
k→∞ limr→1
∣∣Rk(µr)∣∣1/(k−2) = | cosω|1 + sinω, (42)
where
µr = ψr ∗
(
1
2
δω + 12δ−ω
)
.
With (40), (42) is equivalent to
lim
k→∞
∣∣Rk(ν)∣∣1/k = | cosω|1 + sinω . (43)
This is readily seen as a rotation of (41) for the case α = 1/2. Letting θ1 = ω, and θ2 = −ω
in (35), (38) becomes
v0 = 1 − 2(sinω)
√
α − α2
eiω − 2iα sinω .
So with α = 1/2, Eq. (41) becomes
lim
k→∞|Rk|
1/k = 1 − sinω√
1 − sin2 ω
= 1 − sinω| cosω| ,
which, if we define v0|ω=π/2 = 0, is equivalent to (43).
4. Mixed spectral measures
In this section we prove a result similar to Theorem 3.1 for a general class of sequences
of strongly convergent measures of “mixed” type. This result suggests a method of con-
structing sequences of strongly convergent measures which give rise to non-convergent
Szegö polynomials.
Let
µh =
m∑
j=1
αj δθj + hγ, (44)
where the αj are positive and γ is an absolutely continuous measure. Here, µh is the
spectral measure associated with complex sinusoids in additive noise where γ is the density
of the noise process. Note that µh converges in total variation norm.
Theorem 4.1. Let µh be given in (44). Then
lim
h→0Pk(z,µh) = Pk−m(z, ν)
m∏
j=1
(
z − eiθj ), (45)
where
dν(θ) =
m∏∣∣ζ − eiθj ∣∣2 dγ (θ). (46)j=1
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property which characterizes Pk−m(z, ν). For any polynomial q of degree k, (6) and (44)
give
m∑
j=1
αjPk
(
eiθj ,µh
)
q
(
eiθj
)+ h
π∫
−π
Pk(ζ,µh)q(ζ ) dγ = 0. (47)
In particular, (47) holds for q(z) = mj=1(z− eiθj )t (z) for arbitrary t of degree k − m − 1.
Thus, for all h > 0 we have
π∫
−π
Pk(ζ,µh)t (ζ )
m∏
k=1
(
ζ − eiθj )dγ = 0. (48)
Suppose that {hn}∞n=1 is a subsequence such that
lim
n→∞Pk(z,µhn) = Q(z)
m∏
j=1
(
z − eiθj ),
the existence of which is guaranteed by Proposition 2.1. Since this convergence is uniform
on |z| = 1, (48) gives
0 = lim
n→∞
π∫
−π
Pk(ζ,µhn)t (ζ )
m∏
j=1
(
ζ − eiθj )dγ (49)
=
π∫
−π
Q(ζ )t (ζ )
m∏
j=1
∣∣ζ − eiθj ∣∣2 dγ. (50)
Thus, Q satisfies (6) for the measure
m∏
j=1
∣∣ζ − eiθj ∣∣2 dγ.
By uniqueness,
Q(z) = Pk−m
(
z,
m∏
j=1
∣∣z − eiθj ∣∣2 dγ
)
.
This proves the theorem. 
Theorem 4.1 suggests the following construction. Let
µh =
m∑
j=1
αj δθj + hγh,
where γh, is a family of measures, with h → 0. Suppose that {hi }∞i=1 and {hni }∞i=1 are two
subsequences, wherelim
i→∞γhi = Γ1 and limi→∞γhni = Γ2.
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lim
i→∞P(z,µhi ) = Pk−m
(
z,
m∏
j=1
∣∣ζ − eiθj ∣∣2 dΓ1
)
m∏
j=1
(
z − eiθj ),
while
lim
i→∞P(z,µhni ) = Pk−m
(
z,
m∏
j=1
∣∣ζ − eiθj ∣∣2 dΓ2
)
m∏
j=1
(
z − eiθj ).
Clearly, using this construction, examples where an infinite number of limit points of
{Pk(z,µh)} exist can be constructed.
Appendix A. Proofs of Propositions 2.1 and 2.2
Proof of Proposition 2.1. Suppose that Pk(z) ∈ Λk is a limit point of {Pk(z,µh)} as
h → 0 with
lim
n→∞Pk(z,µhn) =Pk(z),
for some subsequence h1, h2, . . . . By the minimum phase property of Pk(z,µhn), any
limit factor Q must have zeros inside |z|  1. We need to show that all limit points have∏m
j=1(z − eiθj ) as a factor. For brevity, we define
P :=Pk
(
eiθ
); Phn := Pk(eiθ ,µhn).
It suffices to show that
π∫
−π
|P|2 dµδ(θ) = 0,
where µδ is given in (2). We write∣∣∣∫ |P|2 dµδ −
∫
|Phn |2 dµhn
∣∣∣ ∣∣∣∫ |P|2 dµδ −
∫
|P|2 dµhn
∣∣∣ (A.1)
+
∣∣∣∫ |P|2 dµhn −
∫
|Phn |2 dµhn
∣∣∣. (A.2)
The right-hand side of the inequality in (A.1) approaches zero as n → ∞ by weak-star con-
vergence of µhn . We must have µhn [−π,π)M for some M > 0 for sufficiently large n.
Thus, for large n, the term (A.2) is less than M ∫ |P|2 − |Phn |2 dθ , which approaches zero
as n → ∞ by uniform convergence of Phn . The lemma will be proved if we show that∫ |Phn |2 dµhn → 0.
If Q ∈Λk−m is arbitrary, by the extremal property, (1), of Phn , we have∫
|Phn |2 dµhn(θ)
∫ ∣∣Q(eiθ )∣∣2 m∏∣∣eiθ − eiθj ∣∣2 dµhn.
j=1
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j=1
∣∣eiθ − eiθj ∣∣2 dµδ = 0. 
Proof of Proposition 2.2 (adapted from [9]). We proceed by induction on k. The propo-
sition is vacuously true for k = m. We assume it is true for some k > m. Suppose that {hn}
is a subsequence for which Pk+1(z,µhn) converges. It follows from the Levinson recursion
(11), that
P ∗k+1(z,µhn) = P ∗k (z,µhn) + zRk+1(µhn)Pk(z,µhn). (A.3)
Taking limits as n → ∞ in (A.3), the locally uniform convergence in Proposition 2.1 gives
Q∗k+1(z)∗(z) = Q∗k(z)∗(z) + zRm+1Qk(z)(z), (A.4)
where Rk = limn→∞ Rk(µhn), (z) :=
∏m
j=1(z − eiθj ). From (A.4) follows
Q∗k+1(z) = Q∗k(z) + zRm+1Qk(z)
(z)
∗(z)
, z = eiθj . (A.5)
Since ∗(z) =∏mj=1(1 − ze−iθj ), we see that (z)∗(z) is a constant of modulus one with
removable singularities at the eiθj , and we can write
Q∗k+1(z) = Q∗k + τzRk+1Qk, (A.6)
where τ is a constant of modulus 1. By the induction hypothesis, Q∗ has all its zeros
outside the circle, so Q∗(z0) = 0. The uniform bound in (13) implies that |Rk+1| < 1. By
[9, Lemma 3.4 ], all the zeros of Q∗k+1(z) lie in |z| > 1. This proves the proposition. 
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