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On the logarithmic comparison theorem for
integrable logarithmic connections∗
F. J. Caldero´n Moreno and L. Narva´ez Macarro
Abstract
Let X be a complex analytic manifold, D ⊂ X a free divisor with
jacobian ideal of linear type (e.g. a locally quasi-homogeneous free
divisor), j : U = X −D →֒ X the corresponding open inclusion, E an
integrable logarithmic connection with respect to D and L the local
system of the horizontal sections of E on U . In this paper we prove
that the canonical morphisms
Ω•X(logD)(E(kD)) −→ Rj∗L, j!L −→ Ω
•
X(logD)(E(−kD))
are isomorphisms in the derived category of sheaves of complex vector
spaces for k ≫ 0 (locally on X).
MSC: 32C38; 14F40; 32S40
Introduction
LetX be a n-dimensional complex analytic manifold. An ideal I ⊂ OX is said
to be of linear type if the canonical homomorphism from its symmetric algebra
to its Rees algebra is an isomorphism. We say that a divisor (=hypersurface)
D ⊂ X is of linear jacobian type if its Jacobian ideal is of linear type.
This paper is devoted to prove the following result (see Corollaries (3.2.7),
(3.2.8)):
Let D ⊂ X be a free divisor of linear jacobian type, j : U = X −D →֒ X
the corresponding open inclusion, E an integrable logarithmic connection
with respect to D and L the local system of the horizontal sections of E on
U . Then, for any point p ∈ D there is an open neighborhood V of p and
∗The authors are partially supported by MTM2004-07203-C02-01 and FEDER.
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an integer k0 such that, for k ≥ k0, the restrictions to V of the canonical
morphisms
Ω•X(logD)(E(kD)) −→ Rj∗L, j!L −→ Ω
•
X(logD)(E(−kD))
are isomorphisms in the derived category of sheaves of complex vector spaces.
Since any locally quasi-homogeneous free divisor is of linear jacobian type,
the above result generalizes the logarithmic comparison theorem proved in [11]
for the case E = OX and in [16], II, §6, and [17], Appendix A, for normal
crossing divisors.
Let us note that the Gauss-Manin construction associated with versal
unfoldings of hypersurface singularities produces non-trivial examples of in-
tegrable logarithmic connections (with respect to the discriminant) satisfying
our hypothesis (cf. [40, 1]).
Our methods are based on D-module theory and on our previous results
in [5, 7, 8]. See also [12, 44, 13] for related work.
Let us now comment on the content of this paper.
In section 1 we introduce the notations that we will use throughout the
paper and we recall some notions and basic results on Lie-Rinehart algebras,
free divisors, the Bernstein construction and the Koszul property. We also
recall and refine some results in [7], and focus on the linear type properties for
a free divisor and the facts that any locally quasi-homogeneous free divisors
is of linear jacobian type and that any free divisor of linear jacobian type is
Koszul free.
In section 2 we give an improved version of our characterization theorem
in [8] of the logarithmic comparison problem for logarithmic integrable con-
nections. By the way, we deduce a new and short proof of the logarithmic
comparison theorem for the trivial connection in [11].
In section 3 we state and prove the main results of this paper. Namely, a
“parametric” comparison theorem between logarithmic and usual Bernstein-
Kashiwara modules associated with integrable logarithmic connections (see
Theorem (3.1.1) and Corollary (3.1.2)), and the logarithmic comparison theo-
rem for integrable logarithmic connections, both with respect to free divisors
of linear jacobian type.
In section 4 we apply the above results to describe algebraically “inter-
section D-modules”. Namely, given an integrable logarithmic connection E
with respect to a free divisor of linear jacobian type D ⊂ X , we describe
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in terms of E the regular holonomic D-module which corresponds, via the
Riemann-Hilbert correspondence of Mebkhout-Kashiwara, to the intersection
complex of Deligne-Goresky-MacPherson associated with the local system of
horizontal sections of E on X −D.
We thank T. Torrelli for useful comments on a previous version on this
paper.
1 Notations and preliminary results
Let X be a n-dimensional complex analytic manifold and D ⊂ X a hypersur-
face (= divisor), and let us denote by j : U = X−D →֒ X the corresponding
open inclusion. We denote by π : T ∗X → X the cotangent bundle, OX
the sheaf of holomorphic functions on X , DX the sheaf of linear differential
operators on X (with holomorphic coefficients), GrDX the graded ring as-
sociated with the filtration F by the order and σ(P ) the principal symbol of
a differential operator P . If J ⊂ DX is a left ideal, we denote by σ(J) the
corresponding graded ideal of GrDX .
Let us denote by Jac(D) ⊂ OX the Jacobian ideal of D ⊂ X , i.e. the
coherent ideal of OX whose stalk at any p ∈ X is the ideal generated by
h, ∂h
∂x1
, . . . , ∂h
∂xn
, where h ∈ OX,p is any reduced local equation of D at p and
x1, . . . , xn ∈ OX,p is a system of local coordinates centered at p.
We say that D is quasi-homogeneous at p ∈ D if there is a system of local
coordinates x centered at p such that the germ (D, p) has a reduced weighted
homogeneous defining equation (with strictly positive weights) with respect
to x. We say that D is locally quasi-homogeneous if it is so at each point
p ∈ D.
For any bounded complex K of sheaves of C-vector spaces on X , let us
denote by K∨ = RHomCX (K,CX) its Verdier dual.
If A is a commutative ring and M an A-module, we will denote by
SymA(M) its symmetric algebra. If I ⊂ A is an ideal, we will denote by
R(I) = ⊕∞d=0I
dtd ⊂ A[t] its Rees algebra.
1.1 Lie-Rinehart algebras
Let k → A be a homomorphism of commutative rings.
Let us denote by Derk(A) the A-module of k-linear derivations δ : A →
A. It is a left sub-A-module of Endk(A) closed by the bracket [−,−]. If
δ, δ′ ∈ Derk(A) and a ∈ A we have [δ, aδ
′] = a[δ, δ′] + δ(a)δ′.
(1.1.1) Definition. (Cf. [18, 37, 39]) A Lie-Rinehart algebra over (k, A), or
a (k, A)-Lie algebra, is an A-module L endowed with a k-Lie algebra structure
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and an A-linear map ρ : L→ Derk(A), called “anchor map”, which is also a
morphism of Lie algebras and satisfies
[λ, aλ′] = a[λ, λ′] + ρ(λ)(a)λ′
for λ, λ′ ∈ L and a ∈ A.
In order to simplify, we write λ(a)
not.
= ρ(λ)(a) for λ ∈ L and a ∈ A.
(1.1.2) Example. 1) The first example of Lie-Rinehart algebra is L =
Derk(A) with the identity as anchor morphism.
2) More generally, for any ideal I ⊂ A, the set
Derk(log I) := {δ ∈ Derk(A) | δ(I) ⊂ I}
is a sub-A-module and a sub-k-Lie algebra of Derk(A) which becomes a Lie-
Rinehart algebra by considering the inclusion Derk(log I) →֒ Derk(A) as
anchor map.
(1.1.3) Definition. Let L, L′ be Lie-Rinehart algebras over (k, A). A
morphism of Lie-Rinehart algebras from L to L′ is an A-linear map F : L→
L′ which is a morphism of Lie algebras and satisfies λ(a) = F (λ)(a), ∀λ ∈ L,
∀a ∈ A.
(1.1.4) Definition. An A-ring is a (not necessarily commutative) ring B
with a ring homomorphism η : A → B. We say that the A-ring (B, η) is
central over k if η(c)b = bη(c) for any b ∈ B and any c ∈ k.
(1.1.5) Definition. Let L be a Lie-Rinehart algebra over (k, A) and R a
A-ring central over k. We say that a k-linear map ϕ : L → R is admissible
if:
a) ϕ(aλ) = aϕ(λ) for λ ∈ L and a ∈ A, i.e. ϕ is a morphism of left
A-modules,
b) ϕ([λ, λ′]) = [ϕ(λ), ϕ(λ′)] for λ, λ′ ∈ L, i.e. ϕ is a morphism of Lie
algebras,
c) ϕ(λ)a− aϕ(λ) = λ(a)1R for λ ∈ L and a ∈ A.
(1.1.6) Theorem. ([39]) For any Lie-Rinehart algebra L over (k, A) there
exists an A-ring U , central over k, and an admissible map θ : L→ U which
are universal in the sense that, for any A-ring R central over k and any
admissible map ϕ : L → R, there exists a unique A-ring homomorphism
h : U → R such that h ◦ θ = ϕ.
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The pair (U, θ) in the above theorem is clearly unique, up to a unique
isomorphism. It is called the enveloping algebra of L and it is denoted by
U(L). Some authors call U(L) the universal algebra of L (cf. [19]).
The algebra U(L) has a natural filtration F • given by the powers of the
image of θ. If L is a projective A-module, the Poincare´-Birkhoff-Witt theorem
[39] asserts that its associated graded ring is canonically isomorphic to the
symmetric algebra of the A-module L, and so the map θ is injective.
For any (commutative) scalar extension k → k′ and any Lie-Rinehart al-
gebra L over (k, A), k′⊗kL inherits an obvious Lie-Rinehart algebra structure
over (k′, k′ ⊗k A).
(1.1.7) From the universal property of U(L), any left U(L)-module M is
determined by the admissible map
λ ∈ L 7→ [m 7→ λm] ∈ Endk(M). (1)
Let us suppose for now that L is a projective A-module of finite rank,
and let us consider the dual A-module ΩL := HomA(L,A) and the “exterior
differential”
d : A→ ΩL, (da)(λ) = λ(a), a ∈ A.
The map (1) is so uniquely determined by the connection
∇ : M → ΩL ⊗A M, ∇(m)(λ) = λm, m ∈M,λ ∈ L,
where we have identified ΩL⊗AM = HomA(L,M). The connection ∇ satis-
fies the Leibniz rule ∇(am) = a∇(m)+(da)⊗m and the admissibility of the
map (1) is equivalent to the integrability condition on ∇ in the usual sense
cf. [16], I, 2.14.
(1.1.8) The Cartan-Eilenberg-Chevalley-Rinehart-Spencer complexes (cf. [15,
10, 39, 38, 28, 22])
In the following, let us suppose that L ⊂ L′ is a pair of Lie-Rinehart
algebras over (k, A) and E is a left U(L)-module.
The Cartan-Eilenberg-Chevalley-Rinehart-Spencer complex associated with
(L, L′, E) is the complex SpL,L′(E) defined by Sp
−r
L,L′(E) = U(L
′)⊗A(
∧r L)⊗A
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E, r ≥ 0 and the differential ε−r : Sp−rL,L′(E) −→ Sp
−(r−1)
L,L′ (E) is given by:
ε−r(P ⊗ (λ1 ∧ · · · ∧ λr)⊗ e) =
=
r∑
i=1
(−1)i−1(Pλi)⊗ (λ1 ∧ · · · ∧ λ̂i ∧ · · · ∧ λr)⊗ e −
−
r∑
i=1
(−1)i−1P ⊗ (λ1 ∧ · · · ∧ λ̂i ∧ · · · ∧ λr)⊗ (λie) +
+
∑
1≤i<j≤r
(−1)i+jP ⊗ ([λi, λj] ∧ λ1 ∧ · · · ∧ λ̂i ∧ · · · ∧ λ̂j ∧ · · · ∧ λr)⊗ e
for r ≥ 2, and ε−1(P ⊗ λ1 ⊗ e) = (Pλ1) ⊗ e − P ⊗ (λ1e) for r = 1, and
P ∈ U(L′), λi ∈ L, e ∈ E.
We also have an obvious natural augmentation
ε0 : Sp0L,L′(E) = U(L
′)⊗A E → h
0
(
SpL,L′(E)
)
= U(L′)⊗U(L) E. (2)
We write SpL,L′ = SpL,L′(A) and SpL(E) = SpL,L(E). Let us note that
SpL,L = SpL(A) and
SpL,L′′(E) = U(L
′′)⊗U(L′) SpL,L′(E) (3)
for L′′ ⊃ L′ a third Lie-Rinehart algebra over (k, A).
(1.1.9) Proposition. Let us suppose that L is a projective A-module of
finite rank and that E is a left U(L)-module, flat (resp. projective) over A.
Then the complex SpL(E) is a finite U(L)-resolution (resp. a finite projec-
tive U(L)-resolution) of E. Moreover, if L and E are free A-modules, then
SpL(E) is a finite free U(L)-resolution of E.
Proof. We proceed as in [8], p. 52. We consider the filtration on the
augmented complex SpL(E)→ E given by
F i Sp−kL (E) = (F
i−k U(L))⊗A
k∧
L⊗A E, F
iE = E, i ≥ 0.
Its graded complex is, by using the Poincare´-Birkhoff-Witt theorem, canoni-
cally isomorphic to the tensor product by −⊗AE of the augmented complex
SymA(L)⊗A
•∧
L
d0
−→ A, (4)
where the differential is given by
d−k(P ⊗ (λ1 ∧ · · · ∧ λk)) =
k∑
i=1
(−1)i−1(Pλi)⊗ (λ1 ∧ · · · ∧ λ̂i ∧ · · · ∧ λk)
6
for P ∈ SymA(L), λ1, . . . , λk ∈ L and k = 1, . . . , rkA L, and
d0 : SymA(L)⊗A
0∧
L = SymA(L) −→ A
is the obvious augmentation. The proposition follows from the exactness of
(4) (cf. [4], §9, 3) and the flatness of E. 
(1.1.10) Lie algebroids
The notions and results above can be easily generalized to the case in
which our ring homomorphism k → A is replaced by a morphism of sheaves
of commutative rings K → A on a topological space, for instance when X
is a complex analytic manifold and we consider the morphism CX → OX or
CX [s] → OX [s]. In that case it is customary to talk about Lie algebroids
instead of Lie-Rinehart algebras. If L is a Lie algebroid over (K,A), its stalk
Lp at a point p is a Lie-Rienhart algebra over (Kp,Ap). We leave the reader
to decide the details (see [24, 25] as general references for Lie algebroids
on differentiable manifolds and [14] for the interplay between complex Lie
algebroids and D-module theory).
(1.1.11) Example. 1) The first example of Lie algebroid is L = DerC(OX)
with the identity as anchor morphism.
2) The sheaf of differential operators of order ≤ 1, F 1DX = OX⊕DerC(OX),
with the projection F 1DX → DerC(OX) as anchor morphism, is a Lie alge-
broid.
3) Any submodule L ⊂ DerC(OX) which is closed for the bracket is a Lie
algebroid with the inclusion as anchor morphism. This applies in particular
to L = Der(logD) = {logarithmic vector fields with respect to D} [41].
1.2 Logarithmic derivations and free divisors
We say that D is a free divisor [41] if the OX -module Der(logD) of logarith-
mic vector fields with respect toD is locally free (of rank n), or equivalently if
the OX -module Ω
1
X(logD) of logarithmic 1-forms with respect to D is locally
free (of rank n).
Normal crossing divisors, plane curves, free hyperplane arrangements (e.g.
the union of reflecting hyperplanes of a complex reflection group), discrim-
inant of left-right stable mappings or bifurcation sets are example of free
divisors.
Let us denote by DX(logD) the 0-term of the Malgrange-Kashiwara fil-
tration with respect to D on the sheaf DX of linear differential operators
7
on X (cf. [26], Def 4.1-1). When D is a free divisor, the first author has
proved in [5] that DX(logD) is the universal enveloping algebra of the Lie
algebroid Der(logD), and so it is coherent and it has noetherian stalks of
finite global homological dimension. Locally, if {δ1, . . . , δn} is a local basis of
the logarithmic vector fields on an open set V , any differential operator in
Γ(V,DX(logD)) can be written in a unique way as a finite sum∑
α∈Nn
|α|≤d
aαδ
α1
1 · · · δ
αn
n , (5)
where the aα are holomorphic functions on V .
1.3 The ring D[s] and the Bernstein construction
Let p be a point in D and f ∈ O = OX,p a reduced local equation of D. Let
us write D = DX,p.
On the polynomial ring D[s], with s a central variable, there are two
natural filtrations: the filtration induced by the order filtration on D, that
we also denote by F , and the total order filtration FT given by
F kTD[s] =
k∑
i=0
(F iD)sk−i, ∀k ≥ 0.
For each P ∈ D[s] let us denote by σ(P ) (resp. σT (P )) its principal symbol
in GrF D[s] (resp. in GrF
T
D[s]).
The filtered ring (D[s], F ) is the ring of C[s]-linear differential operators
with coefficient in O[s] and so it is the enveloping algebra of the Lie-Rinehart
algebra DerC[s](O[s]) = C[s]⊗CDerC(O) over (C[s],O[s]), whereas the filtered
ring (D[s], FT ) is the enveloping algebra of the Lie-Rinehart algebra F
1D =
O⊕DerC(O) over (C,O) whose anchor map is the projection O⊕DerC(O)→
DerC(O). In the latter case the canonical map F
1D→ D[s] sends every a ∈ O
to as.
The canonical maps
η : SymO[s](DerC[s](O[s]))→ GrF D[s], ηT : SymO(F
1
D)→ GrF
T
D[s]
are isomorphisms of graded O[s]-algebras and O-algebras respectively.
The free module of rank one over the ring O[f−1, s] generated by the
symbol f s, O[f−1, s]f s, has a natural left module structure over the ring
D[s]: the action of a derivation δ ∈ DerC(O) is given by δ(f
s) = δ(f)sf−1f s
(see [3]).
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Let us call Jac(f) = Jac(D)p the Jacobian ideal of f ,
ϕ0 : SymO(F
1
D)→R(Jac(f)) ⊂ O[t]
the composition of the canonical surjective map SymOJac(f) → R(Jac(f))
with the surjective map SymO(F
1D)→ SymO(Jac(f)) induced by
P ∈ F 1D 7→ P (f) ∈ Jac(f),
and
ϕ := ϕ0 ◦η
−1
T : GrFT D[s]→ R(Jac(f)). (6)
For each P ∈ D[s] of total order d, we have that P (f s) = Q(s)f−df s
where Q(s) is a polynomial of degree d in s with coefficients in O. Let us call
CP,d ∈ O the highest coefficient of Q(s).
The following lemma is well-known and the proof is straightforward (cf.
[46], chap. I, Prop. 2.3).
(1.3.1) Lemma. With the above notations, we have ϕ(σT (P )) = CP,dt
d
and so σT (annD[s] f
s) ⊂ kerϕ.
It is clear that F 0T annD[s] f
s = 0 and that
Θf,s := F
1
T annD[s] f
s (7)
is formed by the operators δ − αs with δ ∈ DerC(O), α ∈ O and δ(f) = αf .
One easily sees that the O-linear map
δ ∈ Der(logD)p 7→ δ −
δ(f)
f
s ∈ Θf,s
is an isomorphism of Lie-Rinehart algebras over (C,O). We obtain a canon-
ical isomorphism
Θf,s ≃ Gr
1
FT
annD[s] f
s.
On the other hand, the homogeneous part of degree one [kerϕ]1 ⊂ kerϕ
is also canonically isomorphic to Θf,s, and so we obtain
Gr1FT annD[s] f
s
(
=
[
σT (annD[s] f
s)
]
1
= σT (Θf,s)
)
= [kerϕ]1.
1.4 Divisors of linear type
(1.4.1) Definition. (Cf. [45], §7.2) Let A be a commutative ring and
I ⊂ A an ideal. We say that I is of linear type if the canonical (surjective)
map of graded A-algebras SymA(I)→R(I) is an isomorphism.
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Ideals generated by a regular sequence are the first example of ideals of
linear type.
(1.4.2) Definition. (see also [42]) We say that the divisor D is of linear
jacobian type at p ∈ D if the stalk at p of its jacobian ideal is of linear type.
We say that D is of linear jacobian type if it is so at any p ∈ D.
(1.4.3) Remark. To say that D is of linear jacobian type at p is equivalent
to saying that kerϕ (see (6)) is generated by its homogeneous part of degree
1, [kerϕ]1 = σT (Θf,s).
Theorem 5.6 of [7] can be rephrased in the following way:
(1.4.4) Theorem. Any locally quasi-homogeneous free divisor is of linear
jacobian type.
(1.4.5) Definition. Let p ∈ D and let us write O = OX,p and D = DX,p.
We say that D is of differential linear type at p ∈ D if for some (or any,
one easily sees that this condition does not depend on the choice of the local
equation) reduced local equation f ∈ O of D at p, the ideal annD[s] f
s is
generated by total order one operators, i.e. (see (7)) annD[s] f
s = D[s] ·Θf,s.
We say that D is of differential linear type if it is so at any p ∈ D.
It is clear that the set of points at which a divisor D is of linear jacobian
or differential linear type is open in D.
(1.4.6) Proposition. If the divisor D is of linear jacobian type (at p ∈ D),
then it is of differential linear type (at p ∈ D) and if f ∈ OX,p is a reduced
local equation of D at p, then
GrFT annD[s] f
s
(
= σT (annD[s] f
s)
)
= kerϕ.
Proof. It is the same proof as those of Proposition 3.2 in [7], but here we con-
sider GrFT annD[s] f
s and the “true” jacobian ideal Jac(f) = (f, f ′x1, . . . , f
′
xn
)
instead of GrF annD f
s and Jf = (f
′
x1
, . . . , f ′xn). 
1.5 The Koszul property
In this section, we fix a homomorphism of commutative rings k → A (resp.
a homomorphism of sheaves of commutative rings K → A on a topological
space M) and all (k, A)-Lie-Rinehart algebras (resp. all Lie algebroids over
(K,A)) will be free A-modules of finite rank (resp. locally free of finite rank
over A).
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We also assume that D ⊂ X is a free divisor.
Let us recall that D is a Koszul free divisor [5] at a point p ∈ D if
the symbols of any (or some) local basis {δ1, . . . , δn} of Der(logD)p form a
regular sequence in GrDX,p. We say that D is a Koszul free divisor if it is so
at any point p ∈ D. Actually, as M. Schulze pointed out, Koszul freeness is
equivalent to holonomicity in the sense of [41].
Plane curves and locally quasi-homogeneous free divisors (e.g. free hyper-
plane arrangements or discriminant of left-right stable mappings in Mather’s
“nice dimensions”) are example of Koszul free divisors [6].
(1.5.1) Definition. 1) Let E ⊂ F be a pair of free A-modules of finite
rank. We say that (E, F ) is a Koszul pair (over A) if some (or any) basis of
E forms a regular sequence in the symmetric algebra SymA(F ).
2) Similarly, we say that a pair (E,F) of locally free A-modules of finite rank,
with E ⊂ F, is a Koszul pair (over A) if (Ep,Fp) is a Koszul pair over (Kp,Lp)
for any point p ∈M .
To say that (Der(logD),DerC(OX)) is a Koszul pair is equivalent to
saying that D is a Koszul free divisor.
(1.5.2) Definition. 1) Let L ⊂ L′ be a pair of Lie-Rinehart algebras over
(k, A). We say that (L, L′) is a pre-Spencer pair (over (k, A)) if the complex
U(L′)
L
⊗U(L) A is cohomologically concentrated in degree 0.
2) Similarly, we say that a pair (L,L′) of Lie algebroids over (K,A) is a pre-
Spencer pair if (Lp,L
′
p) is a pre-Spencer pair over (Kp,Ap) for any p ∈M , or
equivalently, if the complex U(L′)
L
⊗U(L) A is cohomologically concentrated
in degree 0.
3) We say that D is a pre-Spencer (free) divisor if (Der(logD),DerC(OX))
is a pre-Spencer pair over (CX ,OX).
From (3) and proposition (1.1.9) we know that
SpL,L′ = U(L
′)⊗U(L) SpL(A) = U(L
′)
L
⊗U(L) A,
and the property for (L, L′) to be a pre-Spencer pair is equivalent to the
fact that the complex SpL,L′ is cohomologically concentrated in degree 0,
and so it is a free resolution of U(L′)/U(L′) · L trough the augmentation
(2). In particular, if D is a Spencer divisor in the sense of [12], then it is a
pre-Spencer divisor.
(1.5.3) Proposition. Let L ⊂ L′ be a pair of Lie-Rinehart algebras over
(k, A). If (L, L′) is a Koszul pair over A and E is a left U(L)-module flat
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(resp. free) over A, then the complex SpL,L′(E) is a U(L
′)-resolution (resp.
a free U(L′)-resolution) of U(L′)⊗U(L) E.
Proof. The proof is similar to the proof of proposition (1.1.9). We consider
the filtration on the complex SpL,L′(E) given by
F i Sp−kL,L′(E) = (F
i−k U(L′))⊗A
k∧
L⊗A E, i ≥ 0.
Its graded complex is, by using the Poincare´-Birkhoff-Witt theorem, canoni-
cally isomorphic to the tensor product by −⊗AE of the complex SymA(L
′)⊗A∧• L, where the differential is given by
d−k(P ⊗ (λ1 ∧ · · · ∧ λk)) =
k∑
i=1
(−1)i−1(Pλi)⊗ (λ1 ∧ · · · ∧ λ̂i ∧ · · · ∧ λk)
for P ∈ SymA(L
′), λ1, . . . , λk ∈ L and k = 1, . . . , rkA L.
Since (L, L′) is a Koszul pair and E is flat over A, the complex
GrF SpL,L′(E) =
(
SymA(L
′)⊗A
•∧
L
)
⊗A E
is exact in degrees 6= 0, and so SpL,L′(E) too, i.e. it is a resolution of its
0-cohomology h0
(
SpL,L′(E)
)
= U(L′)⊗U(L) E. 
(1.5.4) Corollary. 1) Let L ⊂ L′ be a pair of Lie-Rinehart algebras over
(k, A). If (L, L′) is a Koszul pair over A, then (L, L′) is a pre-Spencer pair.
2) In a similar way, any pair (L,L′) of Lie algebroids over (K,A) which is
a Koszul pair over A is a pre-Spencer pair.
Proof. The second part follows straightforward from the first part, and the
first part is a consequence of Proposition (1.5.3) in the case E = A. 
(1.5.5) Proposition. Let L ⊂ L′ be a pair of A-modules (resp. of Lie-
Rinehart algebras over (k, A)) which are A-free of finite rank. If (L, L′) is a
Koszul pair over A (resp. a pre-Spencer pair over (k, A)), then (L[s], L′[s])
is a Koszul pair over A[s] (resp. a pre-Spencer pair over (k[s], A[s])).
Proof. It comes from the flatness of k → k[s] and the fact that SymA[s](L[s]) =
k[s]⊗k SymA(L),
∧
A[s]L[s] = k[s]⊗k (
∧
A L) and
U(k[s],A[s])(L
′[s]) = k[s]⊗k U(k,A)(L
′).

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1.6 The logarithmic Bernstein construction for free di-
visors
In the situation of section 1.3, let us suppose that D is a free divisor and
let us write V0 = DX(logD)p. Since D is free, the Lie-Rinehart algebra Θf,s
defined in (7) is also O-free of rank n.
Similar to the case of D[s], the filtered ring (V0[s], F ) is the enveloping
algebra of the Lie-Rinehart algebra Der(logD)p[s] over (O[s],C[s]), and the
filtered ring (V0[s], FT ) is the enveloping algebra of the Lie-Rinehart algebra
F 1V0 = O⊕Der(logD)p over (O,C).
The free module of rank one over the ring O[s] generated by the symbol
f s, O[s]f s, has a natural left module structure over the ring V0[s]: the action
of a logarithmic derivation δ ∈ Der(logD)p is given by δ(f
s) = δ(f)
f
sf s.
Let {δ1, . . . , δn} be a basis of Der(logD)p and let us write δi(f) = αif
and ηi = σ(δi) ∈ GrF V0 = O[η1, . . . , ηn] for i = 1, . . . , n. The ζi = δi − αis,
i = 1, . . . , n, form a basis of Θf,s. Their symbols with respect to the total
order filtration are
σT (ζi) = ηi − αis ∈ GrFT V0[s] = SymO(F
1V0) = O[s, η1, . . . , ηn],
and so (Θf,s, F
1V0) is a Koszul pair. From corollary (1.5.4) we deduce that
the complex SpΘf,s,F 1V0 is cohomologically concentrated in degree 0. On the
other hand, a division argument and the existence of the unique expressions
(5) show that annV0[s] f
s = V0[s]Θf,s. Finally, by using the augmentation (2)
we obtain a proof of the following proposition.
(1.6.1) Proposition. Under the above conditions, the complex SpΘf,s,F 1V0
is a free resolution of the V0[s]-module O[s]f
s.
(1.6.2) Proposition. If D is Koszul free at p then (Θf,s, F
1D) is a Koszul
pair over O.
Proof. Let us take a system of local coordinates x1, . . . , xn ∈ O and con-
sider the symbols of the partial derivatives ξi = σ
(
∂
∂xi
)
. With the nota-
tions above, we know that η1, . . . , ηn form a regular sequence in GrF D =
SymO(DerC(O)) = O[ξ1, . . . , ξn]. Then, s, η1, . . . , ηn form another regular se-
quence in O[s, ξ1, . . . , ξn] = SymO(F
1D). Since the ideals (s, η1, . . . , ηn) and
(s, η1 − α1s, . . . , ηn − αns) coincide, and we are dealing with homogeneous
elements in graded rings, regular and quasi-regular sequence are the same
(cf. [29], § 16) and s, η1 − α1s, . . . , ηn − αns is also a regular sequence in
O[s, ξ]. In particular, σT (ζ1), . . . , σT (ζn) is a regular sequence in SymO(F
1D)
and the proposition is proved. 
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(1.6.3) Remark. Example (1.6.8) shows that, in the above proposition,
the assumptions of being Koszul for D is not necessary to have the Koszul
property for (Θf,s, F
1
D).
The following theorem was announced in Remark 5.10, (a) in [7].
(1.6.4) Theorem. Let us suppose that D is of differential linear type and
Koszul free. Then the complex SpΘf,s,F 1D is a free resolution of the D[s]-
module D[s] · f s ⊂ O[f−1, s]f s and the canonical morphism
D[s]
L
⊗V0[s] O[s]f
s −→ D[s] · f s
is an isomorphism.
Proof. From Proposition (1.6.1) and (3) we have
D[s]
L
⊗V0[s] O[s]f
s = D[s]⊗V0[s] SpΘf,s,F 1V0 = SpΘf,s,F 1D .
On the other hand, by Proposition (1.6.2), the complex SpΘf,s,F 1D is exact
in degrees 6= 0. To conclude, we use that D is of differential linear type:
h0
(
SpΘf,s,F 1D
)
= D[s]/D[s] ·Θf,s = D[s]/ annD[s] f
s = D[s] · f s.

(1.6.5) Remark. The hypotheses in the above theorem are satisfied in
the case of locally quasi-homogeneous free divisors. In fact, following the
lines in the proof of Theorem (3.2.6) and Theorem 4.1 in [8], it is possible to
deduce a weak (local) version of the logarithmic comparison theorem (LCT).
Namely, under the hypothesis of theorem (1.6.4), there is a k ≫ 0 such that
the canonical morphism
D
L
⊗V0
(
O · f−k
)
→ O[f−1]
is an isomorphism in the derived category of D-modules (see [7], Remark
5.10, (b)). To go further and deduce a proof of the full version of the LCT
for a locally quasi-homogeneous free divisors, one should prove before that
that the Bernstein-Sato polynomial of its (reduced) equation does not have
any integer root less than −1. Unfortunately, we do not know any direct
proof of this fact. Nevertheless, see [8], Th. 4.4 and Corollary (2.1.4) for
other proofs of the LCT based on D-module theory.
The following remark has been pointed out by Torrelli (part [a] was also
known by the authors).
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(1.6.6) Remark. Let p be a point in D, x1, . . . , xn ∈ OX,p a system of local
coordinates centered at p and f ∈ O = OX,p a reduced local equation of D.
[a] We know that f belongs to the integral closure of the gradient ideal
I = (f ′x1 , . . . , f
′
xn
) (cf. [43], §0.5, 1)), i.e there is an integer d > 0 and
elements ai ∈ I
d−i such that f d + ad−1f
d−1 + · · · + a0 = 0. In particular,
there is a homogeneous polynomial F ∈ O[s, ξ1, . . . , ξn] of degree d > 0 such
that F (f, f ′x1, . . . , f
′
xn
) = 0 and F (s, 0, . . . , 0) = sd. Let
δi =
n∑
j=1
aij
∂
∂xj
, 1 ≤ i ≤ m
a system of generators of Der(logD)p and let us write δi(f) = αif . In other
words, (−αi, ai1, . . . , ain), 1 ≤ i ≤ m, is a system of generators of the syzygies
of f, f ′x1 , . . . , f
′
xn
. If D is of linear jacobian type at p, then the polynomial F
must be a linear combination of the polynomials
−αis+ ai1ξ1 + · · ·+ ainξn, 1 ≤ i ≤ m,
and making ξ1 = · · · = ξn = 0 we deduce that some of the αi must be a unit,
i.e. f ∈ (f ′x1, . . . , f
′
xn
). That shows that if D = {f = 0} is of linear jacobian
type then f is Euler homogeneous, i.e. there is a germ of vector field χ such
that χ(f) = f .
[b] Assume that the annihilator of f−1 over D is generated by operators
of order one. Then, from Proposition 1.3 of [44] we know that −1 is the
smallest integer root of the Bernstein polynomial bf (s) of f . Reciprocally,
let us assume thatD is of linear jacobian type at p and that−1 is the smallest
integer root of bf (s). Then, the annihilator of f
−1 over D is generated by
operators of order one since it is obtained from the annihilator of f s over
D[s] by making s = −1.
[c] Let us suppose now that D is a free divisor which is Koszul and of dif-
ferential linear type at p, and let m0 be the smallest integer root of the
Bernstein polynomial of f . For l ≥ −m0 the annihilator of f
−l over D is
generated by operators of order one, and the Koszul hypothesis allows us to
apply Proposition 4.1 of [44] in order to obtain that f is Euler homogeneous.
The following result is proved in [42], Cor. 3.12 in the polynomial case
and has been independently pointed out to us by T. Torrelli.
(1.6.7) Proposition. If D is of linear jacobian type and free at p, then it
is Koszul free at p.
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Proof. Let x1, . . . , xn ∈ OX,p be a system of local coordinates centered at
p and f ∈ O = OX,p a reduced local equation of D. From remark (1.6.6),
a) we know that f is Euler homogeneous, i.e. f ∈ (f ′x1, . . . , f
′
xn
) and so
Jac(D)p = (f
′
x1
, . . . , f ′xn).
Let {δi =
∑n
j=1 aij
∂
∂xj
}1≤i≤n be a basis of Der(logD)p and let us write
δi(f) = αif . Since f is Euler homogeneous, we can take α1 = · · · = αn−1 = 0
and αn = 1. In other words, {(ai1, . . . , ain}1≤i≤n−1) is a basis of the syzygies
of f ′x1 , . . . , f
′
xn
.
Let θ : O[ξ1, . . . , ξn] −→ R(Jac(D)p) = O[f
′
x1
t, . . . , f ′xnt] be the surjective
map of O-algebras defined by θ(ξi) = f
′
xi
t. Since Jac(D)p is an ideal of linear
type, the kernel of θ is generated by the σ(δi) =
∑n
j=1 aijξj, 1 ≤ i ≤ n − 1.
So
dim
(
O[ξ1, . . . , ξn]
(σ(δ1), . . . , σ(δn−1))
)
= dimR(Jac(D)p) = n+ 1
and σ(δ1), . . . , σ(δn−1) is a regular sequence.
On the other hand if Fσ(δn) ∈ (σ(δ1), . . . , σ(δn−1)), so 0 = θ(F )θ(σ(δn)) =
θ(F )ft and we deduce that F ∈ ker θ and σ(δ1), . . . , σ(δn) is a regular se-
quence. 
(1.6.8) Example. Let us suppose that D ⊂ X is a non-necessarily free
divisor and let f = 0 be a reduced local equation of D at a point p ∈ D.
Let {δ1, . . . , δm} be a system of generators of Der(logD)p and let us write
δi(f) = αif .
Let us call ann
(1)
D[s](f
s) the ideal of D[s] generated by Θf,s (7):
ann
(1)
D[s](f
s) = D[s] · (δ1 − α1s, . . . , δm − αms) ⊂ annD[s](f
s).
The Bernstein functional equation for f [3, 21]
b(s)f s = P (s)f s+1
means that the operator b(s) − P (s)f belongs to the annihilator of f s over
D[s]. Then, an explicit knowledge of the ideal annD[s](f
s) allows us to find
b(s) by computing the ideal C[s] ∩
(
D[s] · f + annD[s](f
s)
)
. However, the
ideal annD[s](f
s) is in general difficult to compute.
When D is a divisor of differential linear type, annD[s](f
s) = ann
(1)
D[s](f
s)
and the computation of b(s) is in principle easier. But there are examples of
free divisors which are not of differential linear type for which the Bernstein
polynomial b(s) belongs to
C[s] ∩
(
D[s] · f + ann
(1)
D[s](f
s)
)
.
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For instance, for X = C3 and f = x1x2(x1+x2)(x1+x2x3) (see Example 6.2
in [7]) or in the examples in page 445 of [13]. In all this examples the divisor
is not Koszul, satisfies the logarithmic comparison theorem and (Θf,s, F
1
D)
is a Koszul pair over O (see Prop. (1.6.2)).
2 Integrable logarithmic connections with res-
pect to a free divisor
In this section we assume that D ⊂ X is a free divisor.
A logarithmic connection with respect to D is a locally OX -module E (the
case where E is only supposed to be coherent certainly deserves to be studied,
but it will not be treated in this paper) endowed with:
-) a C-linear map (connection) ∇′ : E −→ E⊗OXΩ
1
X(logD) satisfying ∇
′(ae) =
a∇′(e) + e⊗ da, for any section a of OX and any section e of E,
or equivalently, with
-) a left OX -linear map ∇ : Der(logD) −→ EndCX (E) satisfying the Leibniz
rule ∇(δ)(ae) = a∇(δ)(e) + δ(a)e, for any logarithmic vector field δ, any
section a of OX and any section e of E.
The integrability of ∇′ is equivalent to the fact that ∇ preserves Lie
brackets. Then, we know from (1.1.7) and section 1.2 that giving an inte-
grable logarithmic connection on a locally free OX -module E is equivalent
to extending its original OX -module structure to a left DX(logD)-module
structure, and so integrable logarithmic connections are the same as left
DX(logD)-modules which are locally free of finite rank over OX .
Let us denote by OX(⋆D) the sheaf of meromorphic functions with poles
along D. It is a holonomic left DX -module [21].
The first examples of integrable logarithmic connections (ILC for short)
are the invertible OX-modules OX(mD) ⊂ OX(⋆D), m ∈ Z, formed by the
meromorphic functions h such that div(h) +mD ≥ 0.
If f = 0 is a reduced local equation of D at p ∈ D and δ1, . . . , δn is a local
basis of Der(logD)p with δi(f) = αif , so f
−m is a local basis of OX,p(mD)
over OX,p and we have the following local presentation over DX,p(logD) (use
(5))
OX,p(mD) ≃ DX,p(logD)/DX,p(logD)(δ1 +mα1, . . . , δn +mαn).
For any ILC E and any integer m, the locally free OX -modules E(mD) :=
E⊗OX OX(mD) and E
∗ := HomOX (E,OX) are endowed with a natural struc-
ture of left DX(logD)-module (cf. [8], §2), and they are again ILC, and the
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usual isomorphisms
E(mD)(m′D) ≃ E((m+m′)D), E(mD)∗ ≃ E∗(−mD)
are DX(logD)-linear.
2.1 The logarithmic comparison problem
If D is Koszul free and E is an integrable logarithmic connection, then the
complex DX
L
⊗DX(logD) E is concentrated in degree 0 and its 0-cohomology
DX ⊗DX(logD) E is a holonomic DX -module (see [8], Prop. 1.2.3).
Let us denote by DX(⋆D) the sheaf of meromorphic linear differential
operators with poles along D. One has obvious left and right OX(⋆D)-linear
isomorphisms
OX(⋆D)⊗OX DX
left
≃ DX(⋆D)
right
≃ DX ⊗OX OX(⋆D).
The induced maps
OX(⋆D)⊗OX DX(logD) −→ DX(⋆D)←− DX(logD)⊗OX OX(⋆D)
are also isomorphisms and so “meromorphic logarithmic linear differential
operators” and “meromorphic linear differential operators” are the same:
DX(logD)(⋆D) = DX(⋆D).
If E is a left DX(logD)-module, then the localization
E(⋆D) := OX(⋆D)⊗OX E = DX(⋆D)⊗DX(logD) E (8)
is a left DX(⋆D)-module, and by scalar restriction, a left DX-module. More-
over, if E is a ILC, then E(⋆D) is a meromorphic connection (locally free of
finite rank over OX(⋆D)) and then it is a holonomic DX-module (cf. [34],
Th. 4.1.3). Actually, E(⋆D) has regular singularities on the smooth part of
D (it has logarithmic poles! [16]) and so it is regular everywhere [33], Cor.
4.3-14, which means that if L is the local system of horizontal sections of E on
U = X−D, the canonical morphism Ω•X(E(⋆D)) −→ Rj∗L is an isomorphism
in the derived category.
For any ILC E, or even for any left DX(logD)-module (without any finite-
ness property over OX), one can define its logarithmic de Rham complex
Ω•X(logD)(E) in the classical way, which is a subcomplex of Ω
•
X(E(⋆D)). It
is clear that both complexes coincide on U .
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For any ILC E and any integer m, E(mD) is a sub-DX(logD)-module
of the regular meromorphic connection (and holonomic DX-module) E(⋆D),
and so we have a canonical morphism in the derived category of left DX-
modules
ρE,m : DX
L
⊗DX(logD) E(mD)→ E(⋆D), (9)
given by ρE,m(P ⊗ e
′) = Pe′.
Since E(m′D)(mD) = E((m+m′)D) and E(m′D)(⋆D) = E(⋆D), we can
identify morphisms ρE(m′D),m and ρE,m+m′ .
We have the following theorem:
(2.1.1) Theorem. Let E be a ILC (with respect to the free divisor D) and
let L be the local system of its horizontal sections on U = X − D. The
following properties are equivalent:
1) The canonical morphism Ω•X(logD)(E) → Rj∗L is an isomorphism in
the derived category of complexes of sheaves of complex vector spaces.
2) The inclusion Ω•X(logD)(E) →֒ Ω
•
X(E(⋆D)) is a quasi-isomorphism.
3) The morphism ρE,1 : DX
L
⊗DX(logD) E(D)→ E(⋆D) is an isomorphism
in the derived category of left DX-modules.
4) The complex DX
L
⊗DX(logD) E(D) is concentrated in degree 0 and the
DX-module DX ⊗DX(logD) E(D) is holonomic and isomorphic to its lo-
calization along D.
5) The canonical morphism j!L
∨ → Ω•X(logD)(E
∗(−D)) is an isomor-
phism in the derived category of complexes of sheaves of complex vector
spaces.
Proof. The equivalence of the first three properties has been proved in [8],
Th. 4.1.
The equivalence between 3) and 4) comes from the fact that the localiza-
tion along D of DX
L
⊗DX(logD) E(D) is canonically isomorphic to E(⋆D):[
DX
L
⊗DX(logD) E(D)
]
(⋆D) ≃ DX(⋆D)⊗DX
[
DX
L
⊗DX(logD) E(D)
]
≃
DX(⋆D)⊗DX(logD) E(D) ≃ OX(⋆D)⊗OX E(D) ≃ E(D)(⋆D) ≃ E(⋆D).
The equivalence between 5) and 1) is a consequence of the duality result in
[8], Cor. 3.1.8,
Ω•X(logD)(E)
∨ ≃ Ω•X(logD)(E
∗(−D)),
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[8], Cor. 3.1.6 and the fact that (Rj∗L)
∨ = j!L
∨. 
(2.1.2) Remark. In the above theorem, the complex DX
L
⊗DX(logD) E(D)
need not to be holonomic even if its localization along D is holonomic. For
instance, in Example 5.1 of [8] for E = OX(−D) theDX-moduleDX⊗DX(logD)
OX is not holonomic. This fact has been also pointed out by Castro-Ucha
and Torrelli. In particular, Problem 5.4 in loc. cit. has a negative answer.
For D a locally quasi-homogeneous free divisor and E = OX , the equiv-
alent properties in Theorem (2.1.1) hold: this is the so called “logarithmic
comparison theorem” [11], [8], Th. 4.4. Here we give a new proof using
property 5) in Theorem (2.1.1).
(2.1.3) Proposition. Let us suppose that D is a locally quasi-homogeneous
(not necessarily free) divisor. Then the canonical morphism
j!CU → Ω
•
X(logD)(OX(−D))
is a quasi-isomorphism.
Proof. By Poincare´’s lemma, the result is clear on U . To conclude, we apply
[35], Lemma 3.3, (6) and we deduce that the complex Ω•X(logD)(OX(−D))
is acyclic at any point p ∈ D. 
(2.1.4) Corollary. [11] Let D be a locally quasi-homogeneous free divisor.
Then the logarithmic comparison theorem holds:
Ω•X(logD)
∼
−→ Rj∗CU .
Proof. The result is a straightforward consequence of Theorem (2.1.1) and
Proposition (2.1.3). 
3 Main results
Throughout this section, we suppose that D ⊂ X is a free divisor and E is
an ILC with respect to D.
3.1 The Bernstein-Kashiwara construction for integrable
logarithmic connections
Let p be a point in D and f ∈ O = OX,p a reduced local equation of D.
Let us write D = DX,p, V0 = DX(logD)p, Der(log f) = Der(logD)p and
E = Ep.
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We know that E(⋆D) (resp. E[f−1] = E(⋆D)p) is a left DX-module (resp.
a left D-module) (see (8)).
The module E[f−1, s]f s = E ⊗O O[f
−1, s]f s = E[f−1] ⊗O O[f
−1, s]f s
has a natural module structure over the ring D[s]: the action of a derivation
δ ∈ DerC(O) is given by δ(ef
s) = δ(e)f s+sδ(f)f−1ef s. We have V0[s]·Ef
s =
E[s]f s, and so E[s]f s is a sub-V0[s]-module of E[f
−1, s]f s.
From Proposition (1.1.9) we know that the complex Sp
Der(log f)[s](E[s]f
s)
is a free V0[s]-resolution of E[s]f
s (here we consider V0[s] as the enveloping
algebra of the Lie-Rinehart algebra Der(log f)[s] over (C[s],O[s])). On the
other hand, we have a canonical D[s]-linear map
P ⊗ (ef s) ∈ D[s]⊗V0[s] E[s]f
s 7→ P (ef s) ∈ D[s] · E[s]f s ⊂ E[f−1, s]f s
inducing a surjective augmentation
ρE,s : D[s]⊗V0[s] Sp
0
Der(log f)[s](E[s]f
s) −→ D[s] · (E[s]f s) = D[s] · (Ef s) . (10)
The following theorem is strongly related to Theorem (1.6.4) in the case
of the trivial ILC E = OX .
(3.1.1) Theorem. Let us suppose that D is of linear jacobian type at p ∈ D.
Then the complex
D[s]⊗V0[s] SpDer(log f)[s](E[s]f
s)
is exact and becomes a free D[s]-resolution of D[s] · (Ef s) through the map
ρE,s in (10).
Proof. From (3) and Propositions (1.5.3), (1.6.7) and (1.5.5), we deduce
that the complex D[s]⊗V0[s] SpDer(log f)[s](E[s]f
s) is exact in degrees 6= 0. To
conclude, we need to prove that the sequence
D[s]⊗O[s] Der(log f)[s]⊗O[s] E[s]f
s ε
−1
s−−→ D[s]⊗O[s] E[s]f
s ρE,s−−→ D[s] · (Ef s)
is exact, where ε−1s (P ⊗ δ ⊗ (ef
s)) = (Pδ)⊗ (ef s)− P ⊗ δ(ef s) (see (1.1.8))
and ρE,s(P ⊗ (ef
s)) = P (ef s). The inclusion Im ε−1s ⊂ ker ρE,s is clear.
Let {e1, . . . , er} be an O-basis of E. Any Q ∈ D[s] ⊗O[s] E[s]f
s can be
uniquely written as Q =
∑r
i=1Qi⊗ eif
s with Qi ∈ D[s]. We define the total
order of Q, degT (Q), as the maximum of the orders of the Qi with respect
to the total order filtration in D[s] and
F kT
(
D[s]⊗O[s] E[s]f
s
)
= {Q | degT (Q) ≤ k}.
Let Q =
∑r
i=1Qi⊗ eif
s ∈ ker ρE,s. To prove that Q belongs to the image
of ε−1s , we proceed by induction on degT (Q). If degT (Q) = 0, then the Qi
belong to O and the result is clear. Let us suppose now that
F k−1T
(
D[s]⊗O[s] E[s]f
s
)
∩ ker ρE,s ⊂ Im ε
−1
s
21
and degT (Q) = k. We have
0 = ρE,s(Q) =
(∑
i∈I
CQi,kf
−keif
s
)
sk + terms of lower degree in s,
where I = {i | degT (Qi) = k} and ϕ(σT (Qi)) = CQi,kt
k (see Lemma (1.3.1)).
Consequently, σT (Qi) ∈ kerϕ for any i ∈ I and, from Proposition (1.4.6) and
Remark (1.4.3), there are Pij ∈ F
k−1
T D[s] and γij = δij − αijs ∈ Θf,s such
that
σT (Qi) =
∑
j
σT (Pij)σT (γij), ∀i ∈ I.
Let us consider
Q′ =
∑
i∈I
(∑
j
Pij ⊗ γij
)
⊗ (eif
s) ∈ D[s]⊗O[s] Der(log f)[s]⊗O[s] E[s]f
s.
Since
ε−1s (Q
′) =
∑
i∈I
(∑
j
(Pijγij)
)
⊗ (eif
s)−
∑
i∈I
(∑
j
Pij ⊗ γij(eif
s)
)
=
∑
i∈I
(∑
j
(Pijγij)
)
⊗ (eif
s)−
∑
i∈I
(∑
j
Pij ⊗ (δij · ei)f
s
)
,
we have that Q − ε−1s (Q
′) ∈ F k−1T
(
D[s]⊗O[s] E[s]f
s
)
∩ ker ρE,s, and by the
induction hypothesis we obtain that Q belongs to Im ε−1s . 
(3.1.2) Corollary. Under the hypothesis of Theorem (3.1.1), the canonical
morphism
D[s]
L
⊗V0[s] E[s]f
s → D[s] · (Ef s)
is an isomorphism in the derived category of left D[s]-modules.
Proof. It is a consequence of Proposition (1.1.9) and Theorem (3.1.1). 
(3.1.3) Corollary. Let us suppose that D is a locally quasi-homogeneous
free divisor. Then the complex
D[s]⊗V0[s] SpDer(log f)[s](E[s]f
s)
is a free D[s]-resolution of D[s] · (Ef s).
Proof. It is a consequence of Theorems (3.1.1) and (1.4.4), and [6]. 
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3.2 The logarithmic comparison theorem
Let us keep the notations of section 3.1. Let us also write E[f−1] = E(⋆D)p,
f−mE = E(mD)p and
ρE,m : D⊗O (f
−mE) −→ E[f−1]
the induced map by ρE,m in (9), for any integer m.
(3.2.1) Lemma. There exists a non zero polynomial b(s) ∈ C[s] such that
b(s)Ef s ⊂ D[s] ·
(
Ef s+1
)
.
Proof. Let {e1, . . . , er} be an O-basis of E and let bi(s) be the Bernstein-
Sato polynomial of ei considered as an element of the holonomic D-module
E[f−1]. We take b(s) = l. c.m.(b1(s), . . . , br(s)). 
(3.2.2) Remark. a) The set of polynomials b(s) in the above lemma is an
ideal of C[s], whose monic generator will be denoted by bE(s) (or bE,p(s)) and
will be called Bernstein-Sato polynomial of E at p.
b) For any integer k it is clear that the polynomials bE(s−k) satisfies bE(s−
k)Ef s−k ⊂ D[s]
(
Ef s−k+1
)
. In other words, bE,p(s − k) = bE(kD),p(s). So,
the polynomial bl(s) =
∏l
k=1 bE(s− k) satisfies bl(s)Ef
s−l ⊂ D[s] (Ef s) and
E[f−1] = D · (f−mE), i.e. ρE,m is surjective, if bE(s) has no integer roots less
than −m.
The following proposition can be useful in order to compute the polyno-
mial bE(s).
(3.2.3) Proposition. Let us suppose that E is a cyclic V0-module gener-
ated by an element e ∈ E. Then, the polynomial bE(s) coincides with the
Bernstein-Sato polynomial be(s) of e with respect to f , where e is considered
as an element of the holonomic D-module E[f−1].
Proof. For any δ ∈ Der(log f), we have
δ(ef s+1) = (δe)f s+1 + (s+ 1)
δ(f)
f
ef s+1
and so, since V0 = O[Der(log f)], we deduce that (V0 ·e)f
s+1 ⊂ V0[s] · (ef
s+1)
and
bE(s)ef
s ∈ D[s] · (Ef s+1) = D[s] · ((V0 · e)f
s+1) ⊂
⊂ D[s] · (V0[s] · (ef
s+1)) = D[s] · (ef s+1) .
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In particular be(s) | bE(s). On the other hand,
be(s)Ef
s = be(s) ((V0 · e)f
s) ⊂ be(s) (V0[s] · (ef
s)) =
V0[s] · (be(s)ef
s) ⊂ V0[s] · (D[s] · (ef
s+1)) ⊂ D[s] · (Ef s+1)
and so bE(s) | be(s). 
(3.2.4) Specialization at integers
For each m ∈ Z and r ≥ 0, let us denote by Φm : D[s] → D, ΦE,m :
E[f−1, s]f s → E[f−1] and
ΦrE,m : D[s]⊗O[s](
∧r Der(log f)[s])⊗O[s]E[s]f s −→ D⊗O(∧r Der(log f))⊗O(f−mE)
the specialization maps making s = −m. It is clear that for any integer m
the following properties hold:
-) ΦE,m(E[s]f
s) ⊂ f−mE,
-) ΦE,m and the Φ
r
E,m are Φm-linear,
-) ΦE,m ◦ρE,s = ρE,m ◦Φ
0
E,m,
-) the ΦrE,m, r ≥ 0, commute with the differentials and define a morphism
between Cartan-Eilenberg-Chevalley-Rinehart-Spencer complexes (see
(1.1.8)).
(3.2.5) Proposition. Under the above conditions, we have Φ0E,k(ker ρE,s) =
ker ρE,k for all k ≥ −m0, where m0 is the smallest integer root of bE(s).
Proof. Since ΦE,k ◦ρE,s = ρE,k ◦Φ
0
E,k for any integer k, we deduce that
Φ0E,k(ker ρE,s) ⊂ ker ρE,k.
Let {e1, . . . , er} be an O-basis of E and P =
∑
i Pi ⊗ eif
−k ∈ ker ρE,k. Let
us consider P ′ =
∑
i Pi ⊗ eif
s ∈ D[s] ⊗O[s] E[s]f
s. Since ΦE,k(ρE,s(P
′)) =
ρE,k(Φ
0
E,k(P
′)) = ρE,k(P ) = 0 we deduce that ρE,s(P
′) is divisible by s + k
in E[f−1, s]f s, i.e. there is a B ∈ E[s]f s and an l > 0 such that ρE,s(P
′) =
(s+ k)f−lB.
From Remark (3.2.2), b), we know that bl(s)f
−lB ∈ D[s] (Ef s) and so
there is a Q ∈ D[s]⊗O[s] E[s]f
s such that bl(s)f
−lB = ρE,s(Q). The element
R = bl(s)P
′ − (s + k)Q clearly belongs to ker ρE,s. If k ≥ −m0, bl(−k) 6= 0
and
P = Φ0E,k
(
bl(−k)
−1R
)
∈ Φ0E,k(ker ρE,s).

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(3.2.6) Theorem. Let us suppose that D is of linear jacobian type and let
mp be the smallest integer root of bE,p(s). Then, there is an open neighborhood
V of p such that the restriction to V of the morphism
ρE,k : DX
L
⊗DX(logD) E(kD) −→ E(⋆D)
is an isomorphism in the derived category of DU -modules, for all k ≥ −mp.
Proof. By the coherence of the involved objects, we can work at the level
of the stalks at p.
Since D is Koszul (Prop. (1.6.7)), the complex[
DX
L
⊗DX(logD) E(kD)
]
p
= D
L
⊗V0 f
−kE
is exact in degrees 6= 0 (see Proposition (1.5.3)). To conclude, we need to
prove that the sequence
D⊗ODer(log f)⊗O f
−kE
ε−1
k−−→ D⊗O f
−kE
ρE,k
−−→ E[f−1] −→ 0
is exact, where ε−1k (P ⊗ δ ⊗ (f
−ke)) = (Pδ) ⊗ (f−ke) − P ⊗ δ(f−ke) (see
(1.1.8)) and ρE,k(P ⊗ (f
−ke)) = P (f−ke).
From Remark (3.2.2), b), we know that ρE,k is surjective if k ≥ −mp.
The inclusion Im ε−1k ⊂ ker ρE,k is clear. For the opposite inclusion, we know
by Proposition (3.2.5) that ker ρE,k = Φ
0
E,k(ker ρE,s) for any k ≥ −mp, and
so from Theorem (3.1.1) we obtain
ker ρE,k = Φ
0
E,k (ker ρE,s) = Φ
0
E,k (Im ε
−1
s ) =
= Im
(
Φ0E,k ◦ε
−1
s
)
= Im
(
ε−1k ◦Φ
1
E,k
)
⊂ Im ε−1k .

(3.2.7) Corollary. Let us suppose that D is of linear jacobian type and let
L be the local system of horizontal sections of E on U = X −D. Let mp be
the smallest integer root of bE,p(s). Then, there is an open neighborhood V
of p such that the restriction to V of the canonical morphism
Ω•X(logD)(E(kD)) −→ Rj∗L
is an isomorphism in the derived category for k ≥ −mp.
Proof. It is a consequence of Theorems (2.1.1) and (3.2.6). 
The above corollary answers a questions raised in [8], Ex. 5.3.
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(3.2.8) Corollary. With the same hypothesis as Corollary (3.2.7), let m∗p
be the smallest integer root of bE∗,p(s). Then, there is an open neighborhood
V of p such that the restriction to V of the canonical morphism
j!L −→ Ω
•
X(logD)(E(rD))
is an isomorphism in the derived category for r < m∗p.
Proof. It is a consequence of Corollary (3.1.8) in [8] and Corollary (3.2.7)
applied to the dual connection E∗. 
(3.2.9) Remark. In Theorem (3.2.6) we obtain a global isomorphism
(V = X) if m := infp∈Dmp > −∞ and k ≥ −m. A similar remark applies
to Corollaries (3.2.7) and (3.2.8).
(3.2.10) Remark. In the case E = OX , Theorem (3.2.6) would give a proof
of the LCT provided that the Bernstein-Sato polynomial of a reduced local
equation of D at any point has no integer roots less than −1. This is the
case when D is locally quasi-homogeneous, but we do not know any direct
proof of this fact (see Remark (1.6.5)).
(3.2.11) Remark. It would be interesting to have a proof of Theorem
(3.2.6) by using property 5) in Theorem (2.1.1), in a similar way as we did in
Corollary (2.1.4) for the case of locally quasi-homogeneous free divisors and
E = OX .
(3.2.12) Remark. Let X be a smooth algebraic variety over C, or over
a field of characteristic zero, and D ⊂ X a hypersurface. The property of
being free, Koszul free, of linear jacobian type or of differential linear type
makes sense in the algebraic category, and there is an algebraic version of
Theorem (3.2.6) whose proof seems possible following the lines in this paper.
4 Applications to intersection D-modules
In this section we assume that D ⊂ X is a free divisor of linear jacobian
type, and E is an ILC with respect to D.
Letmp (resp. m
∗
p) be the smallest integer root of bE,p(s) (resp. of bE∗,p(s)),
and let us assume that
m := inf
p∈D
mp > −∞ and m
∗ := inf
p∈D
m∗p > −∞.
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Let L be the local system of the horizontal sections of E on U = X−D. As
we saw in section 2.1, the canonical morphism DRE(⋆D) = Ω•X(E(⋆D)) −→
Rj∗L is an isomorphism in the derived category. On the other hand, since
D is Koszul,
DX
L
⊗DX(logD) E(kD) = DX ⊗DX (logD) E(kD),
and from Theorem (3.2.6) we deduce that
DR
(
DX ⊗DX(logD) E(kD)
)
≃ DRE(⋆D) ≃ Ω•X(E(⋆D)) ≃ Rj∗L (11)
for k ≥ −m.
Let us consider now the dual local system L∨, which appears as the local
system of the horizontal sections of the dual ILC E∗. Proceeding as above,
we find that
DR
(
DX ⊗DX(logD) E
∗(k′D)
)
≃ DRE∗(⋆D) ≃ Ω•X(E
∗(⋆D)) ≃ Rj∗L
∨ (12)
for k′ ≥ −m∗.
For k + k′ ≥ 1 let us denote by
̺E,k,k′ : DX ⊗DX(logD) E((1− k
′)D) −→ DX ⊗DX(logD) E(kD)
the DX-linear map induced by the inclusion E((1− k
′)D) ⊂ E(kD), and by
ICX(L) the intersection complex of Deligne-Goresky-MacPherson associated
with L, which is described as the intermediate direct image j!∗L, i.e. the
image of j!L → Rj∗L in the category of perverse sheaves (cf. [2], Def.
1.4.22).
(4.1) Theorem. Under the above conditions, we have a canonical isomor-
phism in the category of perverse sheaves on X
ICX(L) ≃ DR(Im ̺E,k,k′) ,
for k ≥ −m, k′ ≥ −m∗ and k+k′ ≥ 1. In other words, the “intersection DX-
module” corresponding to ICX(L) by the Riemann-Hilbert correspondence of
Mebkhout-Kashiwara [23, 30, 31] is Im ̺E,k,k′, for k, k
′ ≫ 0.
Proof. By using our duality results ([8], §3) and the Local Duality Theorem
for holonomic DX -modules ([32], ch. I, Th. (4.3.1); see also [36]), we obtain
DR
(
DX ⊗DX (logD) E((1− k
′)D)
)
≃ DR
(
DX ⊗DX(logD) (E
∗(k′D))∗ (D)
)
≃
DR
(
DDX
(
DX ⊗DX(logD) E
∗(k′D)
))
≃
[
DR
(
DX ⊗DX (logD) E
∗(k′D)
)]∨ (12)
≃
[Rj∗L
∨]∨ ≃ j!L.
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On the other hand, the canonical morphism j!L → Rj∗L corresponds,
through the de Rham functor, to the DX-linear morphism ̺E,k,k′, and the
theorem is a consequence of the Riemann-Hilbert correspondence which says
that the de Rham functor establishes an equivalence of abelian categories
between the category of regular holonomic DX-modules and the category of
perverse sheaves on X . 
In [9] we use Theorem (4.1) to perform explicit computations in the case
of locally quasi-homogeneous plane curves.
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