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FREE GROUP REPRESENTATIONS FROM
VECTOR-VALUED MULTIPLICATIVE FUNCTIONS, II
M. GABRIELLA KUHN, SANDRA SALIANI, AND TIM STEGER
Abstract. Let Γ be a non-commutative free group on finitely
many generators. In a previous work two of the authors have
constructed the class of multiplicative representations of Γ and
proved them irreducible as representation of Γ ⋉λ C(Ω). In this
paper we analyze multiplicative representations as representations
of Γ and we prove a criterium for irreducibility based on the growth
of their matrix coefficients.
1. Introduction
Let Γ be a non-commutative free group on finitely many generators,
Ω its boundary and C(Ω) the C∗-algebra of complex valued continuous
functions on Ω. We say that a unitary representation of Γ is tempered
if it is weakly contained in the regular representation or, alternatively,
if it is a representation of C∗red(Γ), the regular C
∗-algebra of Γ.
In [KS04], the first of a series of papers, two of the authors have con-
structed the class of multiplicative representations: they are acting on
the completion of some space H∞ of “smooth functions”, which is built
up from a matrix system with inner product denoted by (Va, Hba, Ba).
This class is large enough to include all tempered representations of Γ
hitherto constructed using the action of Γ on its Cayley graph. These
representations are easily extendable to boundary representations, that
is representations of the crossed product C∗-algebra Γ ⋉λ C(Ω). In
[KS04] it has been proved that multiplicative representations are irre-
ducible when considered as boundary representations, and criteria have
been given to say exactly when two of them are equivalent.
In this paper we give conditions that ensure the irreducibility of a
boundary representation as a representation of Γ.
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Our criteria are based on general facts concerning boundary realiza-
tions [KS01] as well as on the computation of the growth of matrix
coefficients.
In short, a boundary realization of a unitary representation (π,H) of
Γ is a pair (ι, π′) where
• π′ is a representation of Γ⋉λ C(Ω) on a Hilbert space H
′;
• ι is an isometric Γ-inclusion of H into H′;
• H′ is generated as a (Γ, C(Ω))-space by ι(H).
If ι is unitary (i.e. H′ = H), the boundary realization is called perfect
otherwise we shall say that ι is imperfect.
Since Γ acts amenably (in the sense of Zimmer) on Ω, a represen-
tation (π,H) of Γ admits a boundary realization if and only if it is
tempered. This follows from the general considerations in [QS92]; a
short proof specifically for the case at hand can be found in [IKS13].
Every multiplicative representation π provides a boundary realiza-
tion of itself when considered as a representation of Γ ⋉λ C(Ω): are
there other boundary realizations? In this paper we give a criterion,
based on the growth of matrix coefficients, that ensures that there are
no other boundary realizations.
Let us briefly explain our main tools. In 1979 Haagerup [Haa79]
showed that, for a representation π of Γ having a cyclic vector v, the
following conditions are equivalent:
i) π is tempered;
ii) The function φvε(x) =< v, π(x)v > e
−ε|x| is square integrable for
every positive ε;
iii)
∑
|x|=n
| < v, π(x)v > |2 ≤ (n+ 1)2‖v‖4.
A consequence of iii) is
(1) ‖φvε‖
2
2 =
∑
x∈Γ
| < v, π(x)v > |2e−2ε|x| ≤ C‖v‖4
(
1
ε
)3
.
We shall write ‖φvε‖
2
2 ≃
1
ǫα
if there exist positive constants c1 and c2,
possibly depending on v, such that
c1
ǫα
≤ ‖φvε‖
2
2 ≤
c2
ǫα
.
The exponent 3 for 1/ε in (1) is an upper bound for the growth of the
ℓ2 norm of φvε which, as far as we know, is attained only in very special
cases, namely for the representations corresponding to the endpoints
of the isotropic/anisotropic principal series of Figa`-Talamanca and Pi-
cardello [FTP82], Figa`-Talamanca and Steger [FTS94] while for the
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endpoint representation of the series considered by Paschke [Pas01],
[Pas02], one gets 1/ǫ2.
In this paper we shall produce a method to compute ‖φvε‖
2
2 for a
multiplicative representation and we continue the investigation between
the existence of other boundary realizations, the irreducibility and the
behavior of ‖φvε‖
2
2 started in [KS01].
The main results are the following
Theorem 1. Given a multiplicative representation π, one can always
find a positive integer α ≤ 3, depending only on π, such that ‖φvε‖
2
2 ≃(
1
ǫ
)α
for all smooth vectors v in H∞.
Theorem 2. Let π be a multiplicative representation. Assume that for
all v ∈ H∞
either ‖φvε‖
2
2 ≃
1
ε2
or ‖φvε‖
2
2 ≃
1
ε3
hold as ε→ 0,
then
• There is only one boundary realization of π.
• π is irreducible as a Γ-representation.
Finally we shall provide a necessary and sufficient condition (see
Lemma 5.17) under which
‖φvε‖
2
2 ≃
1
ε2
as ε→ 0,
for all vectors v ∈ H∞.
2. Boundary Representations
Let Γ be a free group on a finite symmetric set of generators A. We
shall always use the letters a, b, c, d for elements of A. The identity
element is denoted by e. Every element has a unique reduced expression
as x = a1 . . . an where ajaj+1 6= e. In this case the length, |x|, of x is
n. The Cayley graph of Γ has as vertex set the elements of Γ and as
undirected edges the couples {x, xa} for x ∈ Γ and a ∈ A. The distance
between two vertices of the tree is defined as the number of the edges
joining them, so d(e, x) = |x| and d(x, y) = |x−1y|. Two vertices x1, x2,
of the tree are said adjacent if d(x1, x2) = 1.
The boundary Ω of Γ consists of the set of infinite reduced words
a1a2a3 . . . ., with the topology defined by the basis
Ω(x) = {ω ∈ Ω, the reduced word for ω starts with x} .
The sets Ω(x) are both closed and open and Ω is a compact Hausdorff
space homeomorphic to the Cantor set. Γ acts on itself by left transla-
tion. This action preserves the tree structure and extends to an action
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on the boundary of the tree Ω by the obvious multiplication by finite
and infinite reduced words. Let C(Ω) be the C∗-algebra of continu-
ous complex valued functions on Ω, under pointwise operations. Let
λ : Γ→ Aut(C(Ω)) be the action by left translation
(λ(x)F )(ω) = F (x−1ω).
Definition 2.1. A boundary representation is a triple (πΓ, πΩ,H) where
• πΩ : C(Ω)→ B(H) is a ∗-representation of C(Ω);
• πΓ : Γ→ U(H) is a unitary representation of Γ;
• For all x ∈ Γ and F ∈ C(Ω),
πΓ(x)πΩ(F )πΓ(x
−1) = πΩ(λ(x)F ).
Whenever there is no confusion we shall omit the subscripts and
write π for both πΓ and πΩ. A boundary representation is nothing else
that a representation of Γ ⋉λ C(Ω).
Definition 2.2. A subrepresentation of a boundary representation π
on H is a closed subspace of H invariant under the (restricted) action
of both π(Γ) and π(C(Ω)).
A boundary representation π is irreducible if H 6= 0 and 0 and H
are the only subrepresentations of π.
Given another boundary representation π♯ on H♯, a unitary map
J : H → H♯ such that π♯(x)J = J π(x), for all x ∈ Γ, and π♯(F )J =
J π(F ), for all F ∈ C(Ω), is called an intertwiner from π to π♯. Two
boundary representations are called equivalent if there exists an inter-
twiner between them.
2.1. General Results on Boundary Realizations.
Definition 2.3. Given a representation (π,H), we say that a non-zero
vector w ∈ H satisfies the Good Vector Bound if there exists a constant
C, depending only on w, such that
(GVB)
∑
|x|=n
| < v, π(x)w > |2 ≤ C‖v‖2, for all n ∈ N, v ∈ H.
Remark 2.4. We recall that, if w satisfies (GVB) and we define, for
ε > 0, φwε (x) =< w, π(x)w > e
−ε|x|, the growth condition (1) discussed
in the Introduction becomes
‖φwε ‖
2
2 =
∞∑
n=0
∑
|x|=n
| < w, π(x)w > |2e−2ε|x| ≤
C‖w‖2
1− e−2ε
≃
1
ε
telling us that the quantity ε‖φwε ‖
2
2 is bounded as ε→ 0.
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There is a deep relation between the existence of imperfect boundary
realizations and the magnitude of the quantities ‖φvε‖
2
2, namely we have
the following
Proposition 2.5. [KS01] If a representation (π,H) of Γ admits an im-
perfect boundary realization, then some nonzero vector w ∈ H satisfies
(GVB).
Corollary 2.6. [KS01] Let (π,H) be a unitary representation of Γ
and suppose that no nonzero vector satisfies (GVB). Then any two
boundary realizations of π are equivalent.
Corollary 2.7. [KS01] Let (π,H) be a unitary representation of Γ
and suppose that no nonzero vector satisfies (GVB). Let (π′,H′) be a
boundary realization of π and assume that π′ is irreducible as a repre-
sentation of Γ ⋉λ C(Ω). Then π is irreducible as a representation of
Γ.
3. Multiplicative Representations, Irreducibility and
Inequivalence
A matrix system (system in short) (Va, Hba) consists of finite di-
mensional complex vector spaces Va, for each a ∈ A, and linear maps
Hba : Va → Vb for each pair a, b ∈ A, where Hba = 0 whenever ba = e.
Definition 3.1. An invariant subsystem of (Va, Hba) is a collection of
subspaces Wa ⊆ Va such that Hba(Wa) ⊆Wb, for all a, b ∈ A.
The system (Va, Hba) is called irreducible if it is nonzero and there
are no invariant subsystems except for itself and the zero subsystem.
Definition 3.2. A map from the system (Va, Hba) to (V
♯
a , H
♯
ba), is a
tuple of linear maps (Ja), where Ja : Va → V
♯
a , and H
♯
baJa = JbHba.
The map (Ja) is called an equivalence if each Ja is a bijection, in that
case the systems are called equivalent.
Remark 3.3. A map (Ja) between irreducible systems (Va, Hba) and
(V ♯a , H
♯
ba), is either 0 or an equivalence. This is because the kernels
(respectively the images) of the maps Ja constitute an invariant sub-
system.
Definition 3.4. The triple (Va, Hba, Ba) is a system with inner prod-
ucts if (Va, Hba) is a matrix system, Ba is a positive definite sesquilinear
form on Va for each a ∈ A, and for any a ∈ A and v ∈ Va one has
(2) Ba(v, v) =
∑
b∈A
Bb(Hbav,Hbav).
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Every irreducible matrix system can be normalized so that it admits
a unique (up to scalars) tuple (Ba) of strictly positive definite forms
(see [KS04] Theorem 4.9). From this point on all the systems that we
shall consider will be both irreducible and normalized so that (2)
holds for a given tuple of positive definite forms.
Definition 3.5. Let (Va, Hba, Ba) be an irreducible system with inner
products. A multiplicative function is a map f : Γ→ ∐a∈AVa satisfying
the following condition: there exists N = N(f) such that for any x ∈ Γ,
|x| ≥ N,
(3)
f(xa) ∈ Va, if |xa| = |x|+ 1,
f(xab) = Hbaf(xa), if |xab| = |x|+ 2.
Two multiplicative functions f, g are called equivalent if f(x) = g(x)
for all but finitely many elements of Γ. H∞ denotes the quotient space
of the space of multiplicative functions with respect to this equivalence
relation. For any f1, f2 ∈ H
∞ let
(4) < f1, f2 >=
∑
|x|=N
∑
a∈A
|xa|=|x|+1
Ba(f1(xa), f2(xa)),
where N is big enough so that both f1 and f2 satisfy (3).
Definition 3.6. The completion of H∞ with respect to the norm in-
duced by the inner product ((4)) will be our representation space H.
Multiplicative functions can also be defined starting from matrix
systems which are not irreducible (see [IKS]). In this case one can
still find a tuple of positive semidefinite forms Ba such that (2) holds.
Then one can proceed to define an inner product as in (4). However
in this case the inner product (4) will induce a seminorm and H will
split into the direct sum of orthogonal (with respect to to the Ba)
subspaces (see [IKS] Section 5). As a consequence the corresponding
multiplicative representation will be reducible and we shall not consider
this possibility.
For any directed edge (x, xa) of the tree, we define
Γ(x, xa) = {y ∈ Γ, d(y, xa) < d(y, x)},
and we get Γ = Γ(x, xa)∐ Γ(xa, x). We set also Γ(a) = Γ(e, a), and
Γ(x) = {z ∈ Γ, the reduced word for z starts with x}
Γ˜(a) = {y ∈ Γ, the reduced word for y ends in a} .
The following functions can be considered, quite rightly, the bricks
at the base of multiplicative functions.
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Definition 3.7. For a fixed x ∈ Γ, a ∈ A, and va ∈ Va, let µ[x, xa, va] :
Γ→ ∐b∈AVb be as follows
• µ[x, xa, va](y) = 0, for y 6= Γ(x, xa);
• µ[x, xa, va](xa) = va;
• µ[x, xa, va](ybc) = Hcb µ[x, xa, va](yb), if yb, ybc ∈ Γ(x, xa), and
d(ybc, x) = d(y, x) + 2.
Note that yΓ(x, xa) = Γ(yx, yxa) and, modulo the equivalence relation,
one has µ[x, xa, va](y
−1·) = µ[yx, yxa, va](·).
Let 1Ω(y), respectively 1Γ(y), be the characteristic function of the set
Ω(y), respectively Γ(y). The multiplicative representation π will act on
H∞ according to the rules
πΓ(y)f(x) = f(y
−1x)
πΩ(1Ω(y))f = 1Γ(y)f .
Observe that, modulo the equivalence relation, one has
(5) µ[yx, yxa, va] = π(y)µ[x, xa, va] for all y ∈ Γ ,
irrespective of whether |xa| = |x| + 1. In particular, for c ∈ A and
w ∈ Vc−1, one has
(6)
µ[c, e, w](x) = π(c)µ[e, c−1, w](x) =

w, if x = e,∑
a6=c
µ[e, a,Hac−1w](x), if x 6= e.
Fix now y ∈ Γ, choose N > |y|+ 1 and write
f =
∑
|x|=N
∑
a∈A
|xa|=|x|+1
µ[x, xa, f(xa)]
as an orthogonal sum of elementary multiplicative functions with dis-
joint supports. Since
π(y)f =
∑
|x|=N
∑
a∈A
|xa|=|x|+1
µ[yx, yxa, f(xa)]
and the sets Γ(yx, yxa) are also all disjoint (5) says that π is unitary.
Finally, since C(Ω) is generated by the functions {1Ω(x), x ∈ Γ}, it
is easy to verify that the pair (πΓ, πΩ) extends to a boundary represen-
tation of Γ on H that we shall simply denote by π.
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4. Proof of Theorem 2
Theorem 2. Let π be the multiplicative representation constructed
from an irreducible, normalized matrix system (Va, Hba, Ba). Assume
that for all v ∈ H∞
(7) either ‖φvε‖
2
2 ≃
1
ε2
or ‖φvε‖
2
2 ≃
1
ε3
hold as ε→ 0,
then
• There is only one boundary realization of π,
• π is irreducible as a Γ-representation.
Proof. Since π is irreducible as a representation of Γ ⋉ C(Ω) ([KS01]
Theorem 5.3) by Corollaries 2.7 and 2.6 we only have to prove that
no nonzero g ∈ H satisfies the Good Vector Bound. The structure
of the proof is, as in Lemma 1.6 of [KS01], by contradiction. There
are however crucial not straightforward differences in the choice of the
main objects, due to the vector setting .
Assume that there exists a nonzero g ∈ H, and a constant C depend-
ing only on g, such that for every f ∈ H, and every positive integer n
one has
(GVB)
∑
|x|=n
| < f, π(x)g > |2 ≤ C‖f‖2.
By linearity we may assume that ‖g‖ = 1.
We shall allow the constant C to change from line to line, keeping
in mind that it will always be independent on n.
The condition (GVB) implies that
(8) lim sup
ε→0+
ε
∑
x∈Γ
| < f, π(x)g > |2e−ε|x| = C‖f‖2 < +∞.
Fix a ∈ A, va ∈ Va such that Ba(va, va) = 1.
Let f = µ[e, a, va], fy = 1Γ(y)f = π(1Ω(y))f, and observe that
(9) f =
∑
|y|=n
fy, and ‖f‖
2 =
∑
|y|=n
‖fy‖
2 = 1,
since (9) is an orthogonal sum.
For this given f we shall compute (8). Since a finite number of terms
gives a zero contribute to the lim sup, we may rewrite
C = lim sup
ε→0+
ε
∑
|y|=n
∑
x∈Γ(y)
| < f, π(x)g > |2e−ε|x| = lim sup
ε→0+
Cnf (ε).
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For each x ∈ Γ(y) write | < f, π(x)g > |2 = | < fy + f − fy, π(x)g > |
2
to get
Cnf (ε) = ε
∑
|y|=n
∑
x∈Γ(y)
| < fy, π(x)g > |
2e−ε|x|
+ε
∑
|y|=n
∑
x∈Γ(y)
2ℜe(< fy, π(x)g > < f − fy, π(x)g >)e
−ε|x|
+ε
∑
|y|=n
∑
x∈Γ(y)
| < f − fy, π(x)g > |
2e−ε|x|
= Cn1,f(ε) + 2C
n
2,f(ε) + C
n
3,f(ε).
By Cauchy-Schwarz inequality |Cn2,f(ε)| ≤ |C
n
1,f(ε)C
n
3,f(ε)|
1
2 , moreover,
condition GVB and (9) imply that
lim sup
ε→0+
Cn1,f(ε) = lim sup
ε→0+
ε
∑
|y|=n
∑
x∈Γ(y)
| < fy, π(x)g > |
2e−ε|x|
≤
∑
|y|=n
lim sup
ε→0+
ε
∑
x∈Γ
| < fy, π(x)g > |
2e−ε|x|
≤ C
∑
|y|=n
‖fy‖
2 = C‖f‖2 = C .
For sufficiently small ε one has |C1,f |
n(ε) ≤ 2C, so that
0 ≤ Cn3,f(ε) ≤ C
n
f (ε)− 2C
n
2,f(ε) ≤ C
n
f (ε) + 2 (2C C
n
3,f(ε))
1
2 .
Hence, if lim supε→0+ C
n
f (ε) is finite, the following
(10) lim sup
ε→0+
Cn3,f(ε)
is also finite, say lim supε→0+ C
n
3,f(ε) ≤ C.
In the next section we shall prove (see Corollary 5.21) that, since
supp(f −fy) ⊂ Γ\Γ(y) the above lim sup (10) is actually a limit, more
precisely we shall prove that there exists a tuple B̂c of strictly positive
definite forms on V̂c, the space of antilinear functionals on Vc−1, such
that
lim
ε→0+
Cn3,f(ε) =
∑
c∈A
∑
|z|=n−1
|zc|=n
lim
ε→0+
ε
∑
x∈Γ(zc)
| < f − fzc, π(x)g > |
2e−ε|x|
=
∑
c∈A
∑
|z|=n−1
|zc|=n
1
k0
B̂c(Sπ(z
−1)(f − fzc), Sπ(z
−1)(f − fzc)),(11)
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where Sπ(z−1)(f − fzc) is the antilinear functional on Vc−1defined by
the following rule
〈w, Sπ(z−1)(f − fzc)〉 =< π(z
−1)(f − fzc), µ[c, e, w] >,
for every w ∈ Vc−1 and µ[c, e, w] is as in (6). Hence Sπ(z
−1)(f − fzc)
will be identified with an element of V̂c = V
′
c−1 (the reader may refer
to Subsection 5.1 and Definition 5.3).
For the moment we shall assume valid (11) and we proceed with
the calculations. Let u ∈ V̂c = V
′
c−1 and let ‖u‖∞ = sup
v∈V
c−1
B
c−1
(v,v)=1
|〈v, u〉|
denote its norm as an antilinear functional on Vc−1. Since u ∈ V̂c 7→
B̂c(u, u)
1/2 also defines a norm on the same finite dimensional Banach
space V̂c, there exists a positive constant Kc, depending only on c and
on B̂c, such that for any u ∈ V̂c and for any unit vector w ∈ Vc−1
Kc|〈w, u〉| ≤ Kc‖u‖∞ ≤ B̂c(u, u)
1/2 .
This yields a below estimate for each term in the sum (11) above:
for any c ∈ A, w ∈ Vc−1, Bc−1(w,w) = 1 and z such that |zc| = |z|+ 1,
one has
B̂c(Sπ(z
−1)(f − fzc), Sπ(z
−1)(f − fzc))(12)
≥ kc | < π(z
−1)(f − fzc), µ[c, e, w] > |
2
where kc = K
2
c > 0. Putting together (10), (11), and (12) we get the
following
Claim.
For every c ∈ A there exists a positive constant kc such that, for any
n ∈ N and for any choice of vectors wc−1 ∈ Vc−1, Bc−1(wc−1, wc−1) = 1,
Bn0 (f) :=
∑
c∈A
∑
|z|=n−1
|zc|=n
kc| < π(z
−1)(f − fzc), µ[c, e, wc−1] > |
2
is uniformly bounded in n.
We fix unit vectors wc−1 ∈ Vc−1, with wa = va and we write, as we did
for Cnf (ε), B
n
0 (f) as the sum of three terms:
Bn0 (f) = B
n
1,f − 2B
n
2,f +B
n
3,f
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where
Bn1,f =
∑
c∈A
∑
|z|=n−1
|zc|=n
kc| < fzc, π(z)µ[c, e, wc−1] > |
2
Bn2,f =∑
c∈A
∑
|z|=n−1
|zc|=n
kc 2ℜe(< f, π(z)µ[c, e, wc−1] >< fzc, π(z)µ[c, e, wc−1] >)
Bn3,f =
∑
c∈A
∑
|z|=n−1
|zc|=n
kc| < f, π(z)µ[c, e, wc−1] > |
2.
We use again (9) to estimate Bn1,f :
Bn1,f =
∑
c∈A
∑
|z|=n−1
|zc|=n
kc| < fzc, π(z)µ[c, e, wc−1] > |
2
≤
∑
c∈A
kc
∑
|z|=n−1
|zc|=n
‖fzc‖
2‖π(z)µ[c, e, wc−1]‖
2
≤ k0
∑
c∈A
∑
|z|=n−1
|zc|=n
‖fzc‖
2 = k0‖f‖
2,
where k0 = maxc∈A kc.
Arguing as before, we may conclude that there exists a constant C2,
possibly depending on a, but independent on n such that
Bn3,f ≤ C2.
The final step will consist in showing that the uniform boundedness
in n of
Bn3,f =
∑
|z|=n−1
∑
c∈A
|zc|=n
kc| < f, π(z)µ[c, e, wc−1] > |
2
yields a contradiction.
Recall that f = µ[e, a, va] and call M =M(a) the upper bound such
that, for all n,
Bn3,f =
∑
|z|=n−1
∑
c∈A
|zc|=n
kc| < f, π(z)µ[c, e, wc−1] > |
2 ≤M.
Setting k1 = minc∈A kc > 0, this yields∑
|z|=n−1
∑
c∈A
|zc|=n
| < f, π(z)µ[c, e, wc−1] > |
2 ≤
M
k1
= M1.
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Write∑
|x|=n
| < f, π(x)f > |2 =
∑
|x|=n
x∈Γ(a)
| < f, π(x)f > |2 +
∑
|x|=n
x/∈Γ(a)
| < f, π(x)f > |2
= (I) + (II)
For (I) we get∑
|x|=n
x∈Γ(a)
| < f, π(x)f > |2 =
∑
|z|=n−1
z/∈Γ(a−1)
| < π(az)f, f > |2
=
∑
|z|=n−1
z/∈Γ˜(a)
| < f, π(z a−1)f > |2
=
∑
|z|=n−1
z/∈Γ˜(a)
| < µ[e, a, va], π(z)µ[a
−1, e, va] > |
2
≤
∑
|z|=n−1
∑
c∈A
|zc|=n
| < f, π(z)µ[c, e, wc−1] > |
2≤M1.
For (II) we get∑
|x|=n
x/∈Γ(a)
| < f, π(x)f > |2 =
∑
|x|=n
x/∈Γ(a)
|xa|=n+1
| < µ[e, a, va], π(x)µ[e, a, va] > |
2
+
∑
|x|=n
x/∈Γ(a)
|xa|=n−1
| < µ[e, a, va], π(x)µ[e, a, va] > |
2.
The first sum in (II) is equal to zero since x /∈ Γ(a) and xa does not
reduce. The second sum is∑
|x|=n
x/∈Γ(a)
|xa|=n−1
| < µ[e, a, va], π(x)µ[e, a, va] > |
2
=
∑
|z|=n−1
z/∈Γ(a)
|za−1|=n
| < µ[e, a, va], π(z)µ[a
−1, e, va] > |
2
≤
∑
|z|=n−1
z/∈Γ(a)
∑
c∈A
|zc|=n
| < µ[e, a, va], π(z)µ[c, e, wc−1] > |
2 ≤M1.
Hence there exists a constant C3 = 2M1 > 0 such that∑
|x|=n
| < µ[e, a, va], π(x)µ[e, a, va] > |
2 ≤ C3, for any n,
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and we get a contradiction since the hypothesis (7) on ‖φvε‖
2
2, with the
choice v = µ[e, a, va], yields for any ε > 0 that either ε
−2 or ε−3 is
bounded by
+∞∑
n=0
∑
|x|=n
|<µ[e, a, va], π(x)µ[e, a, va]>|
2 e−2εn≤C3
+∞∑
n=0
e−2εn ≃
1
ε
.

5. Computation of Matrix Coefficients
This section is devoted to the computation of the quantities
‖φva,vbε ‖
2
2 =
+∞∑
n=0
∑
|x|=n
|<µ[e, a, va], π(x)µ[e, b, vb]>|
2 e−2εn.
In Theorem 1 we shall show that these quantities have always poli-
nomial growth with respect to 1/ε. Finally, in Lemma 5.20 we shall
provide the exact asymptotics for ‖φva,vbε ‖
2
2 which are needed to prove
Theorem 2.
5.1. The Twin of the System. Throughout the whole paper we shall
use the following notation.
If V1 and V2 are finite dimensional complex vector spaces, L (V1, V2)
is the space of linear maps T : V1 → V2. The dual space of V is V
′ =
L (V,C) and the duality is given, as usual, by 〈v, v′〉. If T ∈ L (V1, V2),
then the dual map is T ′ ∈ L (V ′2 , V
′
1).
V is the complex conjugate vector space of V , i.e. the set V with
the same addition operation, but with an altered multiplication
λ·v = λv, λ ∈ C, v ∈ V.
A map f : V → C is called “antilinear” if f : V → C, is linear.
The space of antilinear functionals on V is denoted by V ∗ = V
′
.
We recall some identifications that will be used repeatedly in this
paper.
Given finite dimensional complex vector spaces V1 and V2, for any
v1 ∈ V1, v2 ∈ V2 and f ∈ V
′
2 we consider the map
v1 ⊗ v2 : V
′
2 → V1, (v1 ⊗ v2)(f) = f(v2) v1 = 〈v2, f〉 v1 .
Then v1 ⊗ v2 ∈ L (V
′
2 , V1). By linearity the above extends to an iso-
morphism V1 ⊗ V2 ∼= L (V
′
2 , V1).
It follows that, given T1 ∈ L (V1, V3) and T2 ∈ L (V2, V4), the map
T1 ⊗ T2 : V1 ⊗ V2 → V3 ⊗ V4
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corresponds to the operator
L (V ′2 , V1)→ L (V
′
4 , V3), S 7→ T1 S T
′
2.
So we shall write
(T1 ⊗ T2)S = T1ST
′
2.
The duality isomorphism
L : L (V, V ∗)→ L (V ∗, V )′
defines a bilinear form which can be written explicitly by means of the
trace function
B : L (V, V ∗)×L (V ∗, V )→ C,
(13) B(T, S) := (L(T ))(S) = tr(TS) = tr(ST ).
In particular, when T = (v¯′1 ⊗ v
′
2) and S = (v3 ⊗ v¯4) (v3, v4 ∈ V ,
v′1, v
′
2 ∈ V
′) are elementary tensors, one has
(14) tr ((v¯′1 ⊗ v
′
2)(v3 ⊗ v¯4)) = 〈v4, v
′
1〉〈v3, v
′
2〉 .
In this case we shall omit the tr in front and we shall write, for brevity,
(v¯′1 ⊗ v
′
2)(v3 ⊗ v¯4).
Positive definite sesquilinear forms Ba on the space Va are identified
with maps Ba ∈ L (Va, V
∗
a ), via the linear extension
(Ba(λv))(µw) = Ba(λv, µw) = λµBa(v, w) = λµBa(v)(w)
for any v, w ∈ Va, and λ, µ ∈ C. Under this identification one also has
B∗a = Ba.
For every a ∈ A set
V̂a := V
∗
a−1 = V
′
a−1 .
Given a matrix system (Va, Hba), Hba induces an obvious linear map
on the space of antilinear functionals on Va, V
∗
a , by H
∗
ba : V
∗
b → V
∗
a ,
H∗ba(f) = f ◦Hba, and also maps
Ĥba := H
∗
a−1b−1 : V̂a → V̂b,
Hence the matrix system (Va, Hba) induces another matrix system
(V̂a, Ĥba), which is irreducible if so is (Va, Hba).
Definition 5.1. If for all a ∈ A, the bilinear form Ba is strictly positive
definite, we shall say for brevity that the tuple (B)a is positive definite.
If the Ba are all positive semidefinite and there exists an index a ∈ A
such that Ba is not positive definite we shall say that the tuple is
positive semidefinite. Analogously we define negative definite tuples.
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Proposition 5.2. Assume that (Va, Hba, Ba) is an irreducible system
with inner product. Then there exists a unique (up to multiple scalars)
positive definite tuple (B̂a), B̂a : V̂a → V̂
∗
a on V̂a such that the matrix
system (V̂a, Ĥba, B̂a) is an irreducible system with inner products.
Proof. Let V = ⊕a∈A V
∗
a ⊗ V
′
a and define T : V → V by the rule
(TC)a =
∑
b∈A
TabCb, Tab = H
∗
ba ⊗H
′
ba .
Since every Ba may be regarded as an element of V
∗
a ⊗ Va the compat-
ibility condition (2) can be rewritten as
(TB)a =
∑
b∈A
H∗ba ⊗H
′
baBb =
∑
b∈A
H∗baBbHba = Ba.
The above equation says that the tuple (Ba) is a right eigenvector for
the matrix T = (H∗ba ⊗ H
′
ba)a,b corresponding to eigenvalue 1. Hence
1 is an eigenvalue for the transpose matrix T ′ =
(
Hab ⊗Hab
)
a,b
too.
To say that B̂a is a compatible tuple for (V̂a, Ĥba) is equivalent to say
that B̂a is a right eigenvector for the matrix T̂ =
(
Ĥ∗ba ⊗ Ĥ
′
ba
)
a,b
=(
Ha−1b−1 ⊗Ha−1b−1
)
a,b
.
But the last matrix is obtained from(
Hab ⊗Hab
)
a,b
= T ′
by interchanges of rows and columns, so T̂ and T have the same eigen-
values. Since the matrix system (Va, Hba) is irreducible, then (V̂a, Ĥba)
is irreducible too. Corollary 4.8 of [KS04] ensures that there exists
an essentially unique eigentuple (B̂a) of strictly positive definite forms
satisfying
B̂a =
∑
b∈A
Ĥ∗baB̂bĤba .

Definition 5.3. We shall call (V̂a, Ĥba, B̂a) the twin system induced by
(Va, Hba, Ba).
Definition 5.4. For any a, b ∈ A, we define maps Eab : Vb → V̂a by
(15) Eab =
∑
c∈A
c 6=a,b−1
H∗ca−1BcHcb =
∑
c∈A
c 6=a,b−1
Ĥac−1BcHcb,
where Eab = 0 whenever ab = e.
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We use also the following notation, for vectors va ∈ Va and vb ∈ Vb,
Ea1e := H
∗
aa−11
Ba(va) ∈ V̂a1 ,
EeaJ := H
∗
baJ
Bb(vb) ∈ V
′
aJ
.
It holds E∗ab = Eb−1a−1 . Indeed by taking adjoint
E∗ab =
∑
c∈A
c 6=a,b−1
H∗cbB
∗
cHca−1 =
∑
c∈A
c 6=a,b−1
H∗cbBcHca−1 = Eb−1a−1 .
Let a, b, c, d ∈ A, va ∈ Va and vb ∈ Vb, J ≥ 1.We look for a transition
matrix which rules the expression∑
x∈Γ(c)∩Γ˜(d)
|x|=J
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2.
It turns out that this matrix D = (D)i,j=1...4 is a 4× 4 block triangular
matrix obtained as tensor product of the matrix
(16) D˜ =
 (Ĥab)a,b (Eab)a,b
0 (Hab)a,b

by its conjugate, i.e. D = D˜ ⊗ D˜.
Note the following notation, used throughout:
δ(ab) = δe(ab) =
{
1 if b = a−1,
0 if ab 6= e.
Lemma 5.5. Let a, b ∈ A, va ∈ Va, and vb ∈ Vb. For J ≥ 1, and a
reduced word x = a1a2 . . . aJ we have
< µ[e, a, va], π(a1 . . . aJ)µ[e, b, vb] >=
(vbδ(aJb)δ(a−1J d′))d′∈A
(EeaJ δ(a
−1
J d
′))d′∈A
⊤D˜
 (f 1J−1(a1 . . . aJ−1)δ(a−1J−1c′))c′∈A
(f 2J−1(a1 . . . aJ−1)δ(a
−1
J−1c
′))c′∈A
 ,
(17)
where the vectors f ij−1(a1 . . . aJ−1), i = 1, 2, j = 1 . . . , J−1, are defined
recursively as follows
f 11 (a1) = Ea1e ∈ V̂a1 , f
2
1 (a1) = vaδ(a1a
−1) ∈ Va1 ,
f 1j (a1 . . . aj) = Ĥajaj−1f
1
j−1(a1 . . . aj−1) + Eajaj−1f
2
j−1(a1 . . . aj−1) ∈ V̂aj
f 2j (a1 . . . aj) = Hajaj−1f
2
j−1(a1 . . . aj−1) ∈ Vaj .
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Theorem 5.6. Let a, b, c, d ∈ A, va ∈ Va, and vb ∈ Vb. Then∑
x∈Γ(c)∩Γ˜(d)
|x|=J
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2 = R(d)DJ−1 S(c),
where R(d) is the row vector obtained as tensor product of the vector
on the left side of (17) by its conjugate, i.e.
(18) R(d) =

((vb ⊗ vb) δ(db) δ(d
−1d′))d′∈A
((Eed ⊗ vb) δ(db) δ(d
−1d′))d′∈A
((vb ⊗ Eed) δ(db) δ(d
−1d′))d′∈A
((Eed ⊗ Eed) δ(d
−1d′))d′∈A

⊤
,
and S(c) is the column vector defined as tensor product of the vector
on the right of (17), for J = 2, by its conjugate, i.e.
(19) S(c) =

((Ece ⊗Ece) δ(c
−1c′))c′∈A
((va ⊗ Ece) δ(c
−1a) δ(c−1c′))c′∈A
((Ece ⊗ va) δ(c
−1a) δ(c−1c′))c′∈A
((va ⊗ va) δ(c
−1a) δ(c−1c′))c′∈A

.
The interested reader can find both proofs in Appendix.
5.2. The 1-Eigenspace of D. The following calculations do not de-
pend on having a free group. We take an assigned indexing set A,
two systems (Va, Hba) and (V
♯
a , H
♯
ba), (where Hba : Va → Vb, and H
♯
ba :
V ♯a → V
♯
b ) and a set of linear maps Eba : Va → Vb
♯. We shall denote by
D = (Di,j)i,j=1,...,4 the following matrix
(20)
D =

(
H♯ab ⊗H♯ab
)
a,b
(
Eab ⊗H♯ab
)
a,b
(
H♯ab ⊗ Eab
)
a,b
(
Eab ⊗Eab
)
a,b
0
(
Hab ⊗H♯ab
)
a,b
0
(
Hab ⊗ Eab
)
a,b
0 0
(
H♯ab ⊗Hab
)
a,b
(
Eab ⊗Hab
)
a,b
0 0 0
(
Hab ⊗Hab
)
a,b

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Proposition 5.7. Assume that we are given two normalized irreducible
systems (Hba, Va), (V
♯
a , H
♯
ba) and let D be as in (20). Then the spectral
radius of D is 1. Moreover:
A) If the two systems are inequivalent, 1 is an eigenvalue of mul-
tiplicity two;
B) If the two systems are equivalent, 1 is an eigenvalue of multi-
plicity four.
Proof. Since D is block upper triangular, its eigenvalues are the same
as the eigenvalues of the diagonal blocks Dj,j. By Lemma 4.6 of [KS04]
and Theorem 3.1 of [Van68] the two blocks D1,1 and D4,4 have spectral
radius equal to 1, and 1 is an eigenvalue irrespective of whether the
two systems are equivalent. Let us turn to the other diagonal blocks.
Observing that the eigenvalues of the transpose matrix D′j,j are the
same as those of Dj,j, one can apply Corollary 5.4 of [KS04] to both
matrices D2,2 = (H
♯
ab ⊗Hab) and D3,3 = (H
♯∗
ab ⊗Hab) to conclude that
(1) they both have spectral radius less or equal to 1,
(2) 1 is an eigenvalue for both if and only if the two systems are
equivalent.
Let us turn now to the multiplicity of 1 for D1,1 and D4,4. We shall
consider only D1,1, being the other case similar. By Corollary 4.8 of
[KS04], we know that there exists an essentially unique tuple U =
(Ua) of strictly positive definite forms such that D1,1U = U , hence the
geometric multiplicity of 1 is 1. Assume, by contradiction, that the
algebraic multiplicity is more than one. Hence there exists a nonzero
tuple W = (Wa) satisfying
D1,1W =W + λU for some λ 6= 0 .
We may assume that λ = 1 (if λ is negative we may replace W with
−W ). Choose t0 big enough so that t0U −W is positive semidefinite.
By our assumption Dn1,1(t0U−W ) is also positive semidefinite for all
n ≥ 0. Since
Dn1,1(t0U −W ) = t0U −W − nU
when n is big enough we get a contradiction since U is strictly posi-
tive. To conclude the proof observe that, when the two systems are
equivalent, by Remark 3.3, all the diagonal blocks Dj,j are similar to
D1,1. 
5.3. Proof of Theorem 1.
Theorem 1. Let (Va, Hba) be an irreducible normalized matrix system.
Construct the matrix D as in (20) using for (V ♯a , H
♯
ba) the twin system
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(V̂a, Ĥba) and let d be the dimension of the eigenspace of 1 of D. For
any positive ε, va ∈ Va and vb ∈ Vb define
‖φva,vbε ‖
2 =
∑
x∈Γ
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2e−ε|x| .
Then
A) If the two systems are inequivalent one has, as ε→ 0
‖φva,vbε ‖
2 ≃
1
ε
when d = 2,
‖φva,vbε ‖
2 ≃
1
ε2
when d = 1.
B) If the two systems are equivalent
‖φva,vbε ‖
2 ≃
1
ε
when d = 4,
lim
ε→0
ε3‖φva,vbε ‖
2 exists and is finite in all other cases.
Proof. Cases A) and B) correspond exactly to items A and B of Propo-
sition 5.7. Define
(21) ψ(ε, c, d) =
∞∑
J=1
∑
x∈Γ(c)∩Γ˜(d)
|x|=J
|< µ[e, a, va], π(x)µ[e, b, vb] > |
2e−εJ .
It is enough to compute ψ(ε, c, d) for all c, d ∈ A. By Theorem 5.6
there exist vectors R(d) and S(c), depending only on va and vb, such
that∑
x∈Γ(c)∩Γ˜(d)
|x|=J
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2e−εJ = R(d)DJ−1 S(c)e−εJ
where D = D˜ ⊗ D˜ and D˜ is as in (16). Observe that D is the same
as the matrix of equation (20) where we set H♯ba = Ĥba. Moreover, D
depends only on the system we started with. Denote by L the finite
dimensional vector space on which D acts and by K1 the generalized
eigenspace of 1. Since
ψ(ε, c, d) = e−εR(d) (I −De−ε)−1 S(c),
the growth of ψ(ε, c, d) as ε goes to zero, depends only on the max-
imum size of the Jordan blocks J1 relative to K1. We recall that a
Jordan block of size r will produce a leading term
∑∞
J=1
(
J−1
r−1
)
e−εJ in
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the computation of ψ(ε, c, d). When the two systems are inequivalent,
by Proposition 5.7, the dimension of K1 is two and
ψ(ε, c, d) ≃
∞∑
J=1
e−εJ ≃
1
ε
when J1 =
(
1 0
0 1
)
or
ψ(ε, c, d) ≃
∞∑
J=1
(J − 1)e−εJ ≃
1
ε2
when J1 =
(
1 1
0 1
)
More details can be found in the proof of Lemma 5.17.
For equivalent systems there are two more possibilities for the max-
imum size of Jordan blocks, namely three and four. The existence of
a single Jordan block of size four is ruled out by Haagerup’s condition
(1), since a block of size four would lead to
ψ(ε, c, d) ≃
∞∑
J=1
(
J − 1
3
)
e−εJ ≃
1
ε4
.
The last possibility is a Jordan block of size three together with one
of size one: this is exactly what happens for the representations corre-
sponding to the endpoints of the isotropic/anisotropic principal series
of Figa`-Talamanca and Picardello [FTP82], Figa`-Talamanca and Ste-
ger [FTS94] for which one gets
ψ(ε, c, d) ≃
∞∑
J=1
(
J − 1
2
)
e−εJ ≃
1
ε3
.

Remark 5.8. A more accurate analysis of D, that we shall omit here,
shows that, for equivalent systems, it is not possible to have a Jordan
block of length two, hence in this case there are only two possible
behaviors for ‖φva,vbε ‖
2
2, namely
1
ε3
or 1
ε
.
Lemma 5.9. Let (Va, Hba), (V
♯
a , H
♯
ba) and D be as in Proposition 5.7
and let (Pa)a be the eigenvector of 1 of D4,4. Assume that the two
systems are inequivalent. Then for each b ∈ A, there exists a linear
map Qb : Vb → V
♯
b such that the vector (PaQ∗a)a(Qa Pa)a
(Pa)a

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is (up to constant) the unique eigenvector of 1 of the the principal
submatrix
D1 =

(
Hab ⊗H♯ab
)
a,b
0
(
Hab ⊗ Eab
)
a,b
0
(
H♯ab ⊗Hab
)
a,b
(
Eab ⊗Hab
)
a,b
0 0
(
Hab ⊗Hab
)
a,b

=

D2,2 0 D2,4
0 D3,3 D3,4
0 0 D4,4
 .
obtained by deleting the rows and columns of D1,1
Proof. We first note that, since the system (Va, Hba) is irreducible and
normalized, then Pa is strictly positive definite as a form on V
∗
a , and so
self-adjoint when identified with the map Pa : V
∗
a → Va. By Proposition
5.7, 1 is an eigenvalue of multiplicity one for D1. We look for a vector
R = (R2, R3, R4) satisfying D1R = R or equivalently
(22)
 D4,4R4 = R4D3,3R3 +D3,4R4 = R3
D2,2R2 +D2,4R4 = R2.
If R4 = 0, then R2 = R3 = 0, so let us assume that R4 6= 0. The first
equation in (22) yields that R4 is proportional to P = (Pb)b. Without
loss of generality, we can assume that R4 = P .
The second equation can be written as
(I −D3,3)R3 = D3,4P,
where I is the identity matrix and, given the nature of the eigenvalues
of D3,3, it has R3 = (I −D3,3)
−1D3,4P as a unique solution.
Now Pb is strictly positive definite, so it is invertible as Pb : V
∗
b → Vb,
so the map
Qb = R3,b P
−1
b : Vb → V
♯
b , R3 = (R3,b)b,
is linear and R3,b = Qb Pb.
Hence, the second equation in the system rewrites, for any a ∈ A,∑
b∈A
(H♯ab ⊗Hab)(Qb Pb) + (Eab ⊗Hab)(Pb) = Qa Pa,
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which is equivalent to
(23)
∑
b∈A
H♯abQb PbH
∗
ab + EabPbH
∗
ab = Qa Pa.
Taking adjoint we get∑
b∈A
(Hab ⊗H♯ab)(PbQ
∗
b) + (Hab ⊗Eab)(Pb)
=
∑
b∈A
HabPbQ
∗
bH
♯∗
ab +HabPbE
∗
ab = PaQ
∗
a,
and the entry of R2 corresponding to a ∈ A is necessarily
R2,a = PaQ
∗
a.

Theorem 5.10. Let (Va, Hba), (V
♯
a , H
♯
ba) and P = (Pa) be as in Lem-
ma 5.9. Let P˜ ♯ = (P˜ ♯a) be the eigenvector of 1 of D
′
1,1 = (H
♯
ab⊗H
♯
ab)
′.
Then the eigenspace of D corresponding to eigenvalue 1 has dimen-
sion 2 if and only if there exist linear maps Qb : Vb → V
♯
b , b ∈ A,
satisfying (23) so that the quantity
E♯0 :=(24) ∑
a,b∈A
tr(P˜ ♯aEab PbQ
∗
b H
♯∗
ab + P˜
♯
aH
♯
abQb PbE
∗
ab + P˜
♯
aEab PbE
∗
ab),
verifies E♯0 = 0.
Proof. Let (P ♯a) be the right eigenvector of the block D1,1. It is ob-
vious that the full matrix D has the vector U ♯ =

P ♯a
0
0
0
 as right
eigenvector of 1. Hence the eigenspace of 1 of D has dimension 2 if and
only if there exists an eigenvector W = (Wj)j=1,...,4, not proportional
to U ♯. W is a right eigenvector if and only if the three last components
(W2,W3,W4) satisfy (22) and the full vector satisfies
(25) D1,1W1 +D1,2W2 +D1,3W3 +D1,4W4 =W1.
Since we are looking for a vector not proportional to U ♯ we may
assume W4 6= 0.
By Lemma 5.9  W2W3
W4
 =
 (PaQ∗a)a(Qa Pa)a
(Pa)a

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for suitable maps Qa : Va → V
♯
a .
If we denote by W1,a the entry of W1 corresponding to a, equation
(25) can be rewritten as
(26)
W1,a −
∑
b∈A
H♯abW1,bH
♯∗
ab =∑
b∈A
[
EabPbQ
∗
bH
♯∗
ab +H
♯
abQbPbE
∗
ab + EabPbE
∗
ab
]
:= Ta.
Since the submatrix D1,1 does have the eigenvalue 1, equation (26) will
have a solution if and only if the vector T =(Ta) belongs to Im(I−D1,1),
the image of (I −D1,1). But
Im(I −D1,1) = (Ker((I −D1,1)
′))⊥
and Ker((I − D1,1)
′) is the one-dimensional subspace generated by
P˜ ♯ = (P˜ ♯a). Hence the linear system (25) has a solution not propor-
tional to U ♯ if and only if
0 = tr(P˜ ♯T )
= tr
(∑
a∈A
P˜ ♯a
∑
b∈A
[
EabPbQ
∗
bH
♯∗
ab +H
♯
abQbPbE
∗
ab + EabPbE
∗
ab
])
=
∑
a,b∈A
tr
(
P˜ ♯aEabPbQ
∗
bH
♯∗
ab + P˜
♯
aH
♯
abQbPbE
∗
ab + P˜
♯
aEabPbE
∗
ab
)
.

We are interested in a more manageable form for E♯0. This can be
achieved by an algebraic calculation.
Proposition 5.11. The quantity E♯0 defined in (24) can be written as
E♯0 =(27)∑
a,b∈A
tr
(
P˜ ♯a(H
♯
abQb + Eab −QaHab)Pb(H
♯
abQb + Eab −QaHab)
∗
)
.
Proof. The proof is straightforward after multiplication of all terms in
the right hand side of (27).

We recall now a general result in linear algebra.
Lemma 5.12. Let A,B be two strictly positive definite matrices and
let C be a not necessarily square matrix. Then tr(ACBC∗) ≥ 0, and
tr(ACBC∗) = 0 =⇒ C = 0.
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Theorem 5.13. The quantity E♯0 verifies E
♯
0 ≥ 0, and
E♯0 = 0
if and only if the linear maps Qb : Vb → V
♯
b provided by Lemma 5.9
verify the conditions
H♯abQb + Eab = QaHab, ∀a, b ∈ A.
Proof. Since Pa and P˜ ♯a are strictly positive definite for all a, the result
follows from the previous Lemma 5.12. 
Corollary 5.14. Assume that A generates a free group and that
(Va, Hba, Ba) is an irreducible, normalized matrix system with inner
products. Let (V̂a, Ĥba, B̂a) be the twin system as in Proposition 5.2.
Assume that the two systems are inequivalent. Then the matrix D
defined in (20) has two linearly independent eigenvectors of 1 if and
only if there exist linear maps Qb : Vb → V̂b satisfying (23) and
ĤabQb + Eab = QaHab, ∀a, b ∈ A.
Proof. Construct the matrix D corresponding to the two matrix sys-
tems (Va, Hba, Ba) and (V
♯
a , H
♯
ba, B
♯
a) = (V̂a, Ĥba, B̂a). Since the tu-
ple (Ba), respectively (B̂a), is the right eigenvector for the matrix
(H∗ba⊗H
′
ba)a,b, respectively
(
Ĥ∗ba ⊗ Ĥ
′
ba
)
a,b
, a direct computation shows
that
• The tuple u = (Bb−1)b is the right eigenvector of 1 of the sub-
matrix D1,1 while the tuple u˜ = (B̂a)a is a right eigenvector of
1 for the transpose matrix (D1,1)
′.
• The tuple v = (B̂b−1)b is the right eigenvector of 1 of the sub-
matrix D4,4 while the tuple v˜ = (Ba)a is the right eigenvector
of 1 for the transpose matrix (D4,4)
′.
Apply now Theorem 5.13 with P = v = (B̂a−1)a and P˜ ♯ = u˜ = (B̂a)a.

Remark 5.15. Observe that the matrix D has
(28) U = (Uj)j=1,...,4 =

(Bb−1)b
0
0
0

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as right eigenvector of 1, while the dual matrix D′ = ((Dj,i)
′) has the
vector
(29) V˜ = (V˜j)j=1,...,4 =

0
0
0
(Ba)a

as right eigenvector of 1.
The following result is essential for the computation of (21).
Proposition 5.16. Let (Va, Hba, Ba) be an irreducible, normalized ma-
trix system and let (V̂a, Ĥba, B̂a) be the twin system. Assume that the
two systems are inequivalent. Define Qb : Vb → V̂b as in Lemma 5.9
and let
E0 =(30)∑
a,b∈A
tr
(
B̂a(ĤabQb + Eab −QaHab)B̂b−1(ĤabQb + Eab −QaHab)
∗
)
.
If E0 6= 0 there exists a vector W 6= 0 such that
(31) DW = W + λU,
where U is, as in (28) the right eigenvector of 1 of D and
λ =
E0
tr
(∑
a∈A B̂aBa−1
) .
Proof. By Proposition 5.7 and Corollary 5.14 the Jordan block of D
corresponding to eigenvalue 1 is of the form
(
1 1
0 1
)
.
We are seeking for a nonzero vector W such that DW = W + λU
for some nonzero λ.
Write
W = (Wi)i=1,...,4 = ((Wi,a)a)i=1,...,4,
U = (Uj)j=1,...,4 = (δj1(Bb−1)b)j=1,...,4, δj,i =
{
1 if i = j
0 if i 6= j,
and use Lemma 5.9 (with V ♯a = V̂a, H
♯
ab = Ĥab, Pa = (B̂a−1)) to get the
three last components of W : W2W3
W4
 =
 (B̂b−1 Q∗b)(Qb B̂b−1)
(B̂b−1)

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Let us turn to the condition about the first component W1. Write,
as in Theorem 5.10:
(I −D1,1)W1 =(
−λBa−1 +
∑
b∈A
[
EabB̂b−1Q
∗
bĤ
∗
ab + ĤabQbB̂b−1E
∗
ab + EabB̂b−1E
∗
ab
])
a
,
and require that the right hand side is perpendicular to the kernel of
(I −D1,1)
′, which is the one dimensional subspace generated by u˜ =
(B̂a)a. As in Theorem 5.10 this means to require
0 = −λ tr
(∑
a∈A
B̂aBa−1
)
+ E0,
i.e.
λ =
E0
tr
(∑
a∈A B̂aBa−1
) 6= 0.

Lemma 5.17. Let (Va, Hba, Ba) be a normalized irreducible system and
let (V̂a, Ĥba, B̂a) be the twin system. Assume that the two systems are
inequivalent. For any ε > 0, va ∈ Va and vb ∈ Vb let
‖φva,vbε ‖
2
2 =
∑
x∈Γ
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2e−ε|x| .
Then ‖φva,vbε ‖
2
2 ≃ 1/ε if and only if the quantity E0, defined in (30), is
equal to zero. Moreover, when E0 6= 0 one has
‖φva,vbε ‖
2
2 =
E0
k20
ε−2Ba(va, va)Bb(vb, vb) + o(ε
−2), as ε→ 0,
where k0 =
∑
c∈A tr(B̂cBc−1).
Proof. The first assertion follows from Theorems 1 and 5.10. Assume
hence that E0 6= 0 and use Theorem 5.6 to compute
+∞∑
J=1
∑
|x|=J
x∈Γ(c)∩Γ˜(d)
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2e−ε|x|(32)
= e−εR(d) (I −De−ε)−1 S(c),
where vectors R(d) and S(c) are defined in (18), (19) and depend only
on va and vb.
Let us estimate the quantity on the right side in the above equality.
Denote by L the finite dimensional space on which D acts and by
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K1 the generalized eigenspace of 1. Use Corollary 5.14 and Proposi-
tion 5.16 to see that K1 is spanned by the vectors U and W provided
by equations (28) and (31) and take a basis of L which starts with U ,
W and ends with generalized eigenvectors of D corresponding to eigen-
values different from 1. With respect to this basis D has the following
expression:
D =

1 λ 0 . . . 0
0 1 0 . . . 0
...
... F
0 0 . . .

where the matrix F does not have the eigenvalue 1. Then
(I −De−ε)−1 =

0 λε−2 0 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0
+O(ε−1), as ε→ 0.
For every vector S ∈ L write S = s1 U + s2W + uother, where uother
has a zero component in K1. Then
(I −De−ε)−1S = λε−2 s2 U +O(ε
−1)(U +W + uother).
So, for any (row) vector R ∈ L ,
e−εR (I −De−ε)−1 S = e−ελε−2 s2RU + o(ε
−2)
= λε−2 s2RU + o(ε
−2).
Let us denote by S2 the linear functional on L which associates the
second coordinate s2 in our chosen basis. According to (13), one has
S2(S) = tr(S2 S)
for a suitable row vector that we still denote by S2.
We claim that S2 is a left eigenvector of D corresponding to eigen-
value 1. Indeed, for S = s1 U + s2W + uother, we have
S2(I −D)S = S2(I −D)(s1 U + s2W + uother)
= S2(s2W − s2W − s2λU + (I −D)uother)
= S2(−s2λU + 0 ·W + wother)
= 0.
As observed in Remark 5.15, S2 is proportional to the transpose vector
of V˜ as defined in (29), so that there exists β ∈ C such that
S2 = ( 0 0 0 β(Ba)a∈A ).
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To compute β let us recall that
W =

∗
...
∗
(B̂a−1)a∈A
 ,
hence
1 = S2(0 · u+W + 0 · uother) = tr(S2W ) = β
∑
a∈A
tr(Ba B̂a−1),
yields
β =
1∑
a∈A tr(Ba B̂a−1)
.
Finally, specifying R = R(d) and S = S(c) defined in (18) and(19),
R(d) (I −De−ε)−1 S(c) = ε−2
E0
k20
tr(S2S(c))(R(d)U) + o(ε
−2).
The trace is given by
tr(S2S(c)) =
∑
s∈A
tr(Bs(va ⊗ va) δ(c
−1a) δ(c−1s)) = Bc(vc, vc)δ(c
−1a),
while
R(d)U =
∑
r∈A
(vb ⊗ vb) δ(db) δ(d
−1r)Br−1 = Bd−1(vd−1 , vd−1)δ(db).
By summation on c, d ∈ A we get from (32)∑
x∈Γ
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2e−ε|x|
= ε−2
E0
k20
∑
c,d∈A
Bc(vc, vc)δ(c
−1a)Bd−1(vd−1 , vd−1)δ(db) + o(ε
−2)
= ε−2
E0
k20
Ba(va, va)Bb(vb, vb) + o(ε
−2).

We proceed now with the computation of the limits that are needed
to prove Theorem 2.
Lemma 5.18. Let c ∈ A, f1, f2 ∈ H such that supp fi ⊂ Γ \ Γ(c), and
g1, g2 ∈ H. Then
lim sup
ε→0+
ε
∑
x∈Γ(c)
| < f1, π(x)g1 >< f2, π(x)g2 > | e
−ε|x|
≤ ‖f1‖‖f2‖‖g1‖‖g2‖ .
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Proof. See Lemma 3.2 of [KS01]. 
Lemma 5.19. Let c ∈ A be fixed and let f ∈ H such that supp f ⊂
Γ \ Γ(c). If g ∈ H∞, x ∈ Γ˜(c−1), is of suitable length, then
(33) < f, µ[c, e, g(x)] >=< f, π(x−1)g > .
Proof. By the previous Lemma we may approximate f with functions
in H∞ supported in Γ \ Γ(c). For those functions one has
< f, π(x−1)g >=
∑
|z|=N
∑
a∈A
|za|=N+1
Ba(f(za), g(xza)),
where N is big enough so that both f and π(x−1)g are multiplicative
for |z| > N .
Since f vanishes on words starting with c and x ∈ Γ˜(c−1) all the
words xza appearing in the above sum are reduced. Moreover, since g
is multiplicative, one has
g(xza) = µ[c, e, g(x)](za)
and (33) follows by adding up over all z. 
Lemma 5.20. Let c ∈ A, f ∈ H such that supp f ⊂ Γ \ Γ(c); let
g ∈ H. Then there exists an absolute constant, k0 > 0 and there exists
the limit
lim
ε→0+
ε
∑
x∈Γ(c)
| < f, π(x)g > |2e−ε|x| =
1
k0
B̂c(Sf, Sf) ‖g‖
2,
where Sf is the antilinear functional on Vc−1 defined by the rule
Sf(vc−1) =< f, µ[c, e, vc−1] >
and k0 =
∑
a∈A tr(B̂aBa−1).
Proof. By Lemma 5.18 and density we can reduce to the case g ∈ H∞.
Identify Sf with an element of V̂c = V
′
c−1 and Sf⊗Sf with an element
of L (Vc−1, V
′
c−1) = L (Vc−1, V
∗
c−1)= L (V
∗
c−1, Vc−1)
′. By Lemma 5.19, if
x−1 ∈ Γ(c) has length N big enough,
Sf(g(x)) =< f, µ[c, e, g(x)] >=< f, π(x−1)g > .
Identify g(x)⊗ g(x) with an element of L (V¯ ′c−1, Vc−1) = L (V
∗
c−1, Vc−1)
and recall the duality expressed in (14) to get
(Sf ⊗ Sf)(g(x)⊗ g(x)) = | < f, π(x−1)g > |2,
(here we proceed with x−1 instead of x by sake of calculation).
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For the purpose of the limit the contribution of x such that |x| < N
is irrelevant, hence it in enough to compute∑
x−1∈Γ(c)
|x|≥N
| < f, π(x−1)g > |2 e−ε|x|
=
∑
x∈Γ˜(c−1)
|x|≥N
(Sf ⊗ Sf)(g(x)⊗ g(x)) e−ε|x| .
Since the trace is linear and continuous, we shall focus on
(34) e−εN(Sf ⊗ Sf)
+∞∑
n=0
 ∑
x∈Γ˜(c−1), x=y·c−1
|x|=|y|+1=n+N
g(x)⊗ g(x)
 e−εn.
Now we set, for any b ∈ A, and n ∈ N,
βn+N,b =
∑
x∈Γ˜(b), x=y·b
|x|=|y|+1=n+N
g(x)⊗ g(x) ∈ L (V ∗b , Vb),
which defines the (column) vector βn+N = (βn+N,b)b, and
(35) Fb = (Sf ⊗ Sf) δ(bc) ∈ L (V
∗
b , Vb)
′,
which defines the (row) vector F = (Fb)b.
Recall from (20) the matrix D4,4 =
(
Hab ⊗Hab
)
a,b
. We show first
that D4,4βN = β1+N . Indeed, since g is a multiplicative function, for
any a ∈ A,
D4,4βN =
∑
b∈A
∑
x∈Γ˜(b), x=y·b
|x|=|y|+1=N
Habg(x)⊗Habg(x)
=
∑
b∈A
b6=a−1
∑
x=y·b∈Γ˜(b)
|x|=|y|+1=N
g(yba)⊗ g(yba) =
∑
z=y·a∈Γ˜(a)
|z|=|y|+1=N+1
g(z)⊗ g(z).
And, by iteration, for any n we get (D4,4)
nβN = βn+N .
From (34) and (35) we can write
(Sf ⊗ Sf)
∑
x∈Γ˜(c−1)
|x|≥N
(g(x)⊗ g(x)) e−ε|x| = e−εNF
(
+∞∑
n=0
(D4,4 e
−ε)nβN
)
,
where the hypotheses on the matrix systems guarantee that the series
converges.
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The limit that we are interested in is therefore
lim
ε→0+
ε
∑
x−1∈Γ(c)
| < f, π(x−1)g > |2 e−ε|x| = F
[
lim
ε→0+
ε
+∞∑
n=0
(D4,4 e
−ε)nβN
]
,
the calculation of which we provide in the following claim.
Claim Let Dε = D4,4 e
−ε. Then
F
[
lim
ε→0+
ε
+∞∑
n=0
Dnε βN
]
=
B̂c(Sf, Sf)∑
a∈A tr(B̂aBa−1)
‖g‖2.(36)
Proof of the Claim
The quantity in bracket is a right eigenvector for the matrix D4,4, cor-
responding to eigenvalue 1. Indeed, since D4,4 = limε→0+ Dε,
D4,4[ lim
ε→0+
ε
+∞∑
n=0
Dnε βN ] = lim
ε→0+
ε
+∞∑
n=0
Dn+1ε βN = lim
ε→0+
ε
+∞∑
n=0
DnεβN .
But, up to constants, v = (B̂b−1)b is the only right eigenvector of
D4,4 corresponding to eigenvalue 1. Hence the two vectors must be
proportional, and there exists α ∈ C such that the left hand side of
(36) is equal to
Fα v = α(Sf⊗Sf)(B̂c) = αSf(B̂c(Sf)) = αB̂c(Sf, Sf) = αB̂c(Sf, Sf).
Let us calculate α. As follows from the proof of Corollary 5.14, the
transpose vector v˜⊤ of v˜ = (Bb)b is a left eigenvector of D4,4 corre-
sponding to eigenvalue 1. Hence
α
∑
b∈A
tr(BbB̂b−1) = v˜
⊤αv = lim
ε→0+
ε
+∞∑
n=0
v˜⊤Dnε βN
= lim
ε→0+
ε
+∞∑
n=0
e−nεv˜⊤βN = v˜
⊤βN =
∑
b∈A
tr(Bb βN,b),
and we obtain
α =
∑
b∈A tr(Bb βN,b)∑
b∈A tr(BbB̂b−1)
.
Finally∑
b∈A
tr(Bb βN,b) =
∑
b∈A
tr(βN,bBb) =
∑
b∈A
∑
x=y·b∈Γ˜(b)
|x|=|y|+1=N
Bb(g(x), g(x))
=
∑
|y|=N−1
∑
b∈A
|yb|=|y|+1
Bb(g(yb), g(yb)) =< g, g >= ‖g‖
2.
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This ends both the proof of the Claim and of the Lemma. 
Corollary 5.21. Let y = zc ∈ Γ˜(c). Let f ∈ H be such that suppf ⊂
Γ \ Γ(y). Let g ∈ H. Then
lim
ε→0+
ε
∑
x∈Γ(y)
| < f, π(x)g > |2e−ε|x| =
1
k0
B̂c(Sπ(z
−1)f, Sπ(z−1)f) ‖g‖2,
where the constant k0 is given in the previous Lemma.
Proof. If x ∈ Γ(y) and x = zct then π(x) = π(z)π(ct). It is sufficient
to apply the previous Lemma to f1 = π(z
−1)f which has support in
Γ \ Γ(c). 
6. Appendix
In order to prove Lemma 5.5 and Theorem 5.6 we need some nota-
tion. For any x = a1a2 . . . aJ ∈ Γ, ai ∈ A, reduced word, we define
x0 = e,
xj = a1a2 . . . aj , for j = 1, . . . , J,
x˜j = aj+1aj+2 . . . aJ , for j = 0, . . . , J − 1,
x˜J = e,
xJ = x˜0 = x.
If x = a1a2 . . . aJ is fixed, we introduce J + 1 subsets of Γ, namely if
j = 1, . . . , J − 1,
Λ0 = {z ∈ Γ, |z| = J, z = b1b2 . . . bJ , b1 6= a1},
Λj = {z ∈ Γ, |z| = J, z = a1 . . . ajbj+1 . . . bJ , bj+1 6= aj+1},
ΛJ = {x}.
So that, for j = 1, . . . , J − 1 and z ∈ Λj
x−1z = a−1J a
−1
J−1 . . . a
−1
2 a
−1
1 b1b2 . . . bJ = a
−1
J . . . a
−1
j+1bj+1 . . . bJ = x˜
−1
j z˜j ,
hence
Λj = {z ∈ Γ, |z| = |zj |+ |z˜j|, xj = zj , |x˜
−1
j z˜j | = |x˜
−1
j |+ |z˜j|}.
Furthermore for a word y = b1 . . . bn, bi ∈ A, we write in short
(37)
H(y) = Hbnbn−1 . . .Hb2b1 , H(b1) = id,
Hˆ(y) = H(y−1)∗ = Hˆbnbn−1 . . . Hˆb2b1 .
We recall that the positive definite sesquilinear form Ba on the space
Va is identified with a map Ba ∈ L (Va, V
∗
a ), hence we shall often use
the equality Ba(Habv,Habw) = H
∗
abBaHab(v, w), for any v, w ∈ Vb.
Proof of Lemma 5.5
Let J ≥ 1, x = a1a2 . . . aJ be a reduced word, a, b ∈ A, va ∈ Va,
vb ∈ Vb.
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By definition of the inner product in H and the representation π,
since the set of words of length J is the disjoint union of the sets Λj,
j = 0, . . . , J, we have
< µ[e, a, va], π(x)µ[e, b, vb] >
=
∑
|z|=J
∑
c∈A
|zc|=J+1
Bc(µ[e, a, va](zc), µ[e, b, vb](x
−1zc))
=
J∑
j=0
∑
z∈Λj
∑
c∈A
|zc|=J+1
Bc(µ[e, a, va](xj z˜jc), µ[e, b, vb](x˜
−1
j z˜jc))
=
∑
z∈Λ0
∑
c∈A
|zc|=J+1
. . .+
J−1∑
j=1
∑
z∈Λj
∑
c∈A
|zc|=J+1
. . .+
∑
z∈ΛJ
∑
c∈A
|zc|=J+1
. . .
We write both µ[e, a, va](xj z˜jc) and µ[e, b, vb](x˜
−1
j z˜jc) as products of
different Hs in the three sums above. We obtain that the latter is equal
to
∑
|z|=J
z=b1...bJ
∑
c∈A
cbJ 6=e
H∗cbJBcHcbJ
 (H(z)(va), H(z)Hb1a−11 H(x−1)(vb)) ·
·δ(b1a
−1)δ(aJb)
+
J−1∑
j=1
∑
z∈Λj
z=a1...ajbj+1...bJ
 ∑
c∈A
|zc|=J+1
H∗cbJBcHcbJ
 (H(z˜j)Hbj+1ajH(xj)(va),
H(z˜j)Hbj+1a−1j+1
H(x˜−1j )(vb)) · δ(a1a
−1)δ(aJb)
+Bb(HcaJH(x)(va), vb) · δ(a1a
−1).
We can apply repeatedly the identity (2) which characterizes Bc in
the first sum, and (15) which characterizes Eab in the second sum.
Assuming the convention that (see Definition 5.4)
Ea1a0 = Ea1e := H
∗
aa−11
Ba(va) ∈ V̂a1 ,
EaJ+1aJ = EeaJ := H
∗
baJ
Bb(vb) ∈ V
′
aJ
,
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we get
< µ[e, a, va], π(x)µ[e, b, vb] >= H
∗
aa−11
Ba(va, H(x
−1)(vb))δ(aJb)
+
J−1∑
j=1
Eaj+1aj (H(xj)(va), H(x˜
−1
j )(vb))δ(a1a
−1)δ(aJb)
+ H∗baJBb(vb, HbaJH(x)(va))δ(a1a
−1)
=
J∑
j=0
Eaj+1aj (H(xj)(va), H(x˜
−1
j )(vb))δ(a1a
−1)δ(aJb).(38)
After the position wa = va δ(a1a
−1), and wb = vb δ(aJb), each term in
the sum (38) can be written by (37) as
Eaj+1aj (H(xj)(wa), H(x˜
−1
j )(wb)) = [Ĥ(x˜j)Eaj+1ajH(xj)(wa)](wb),
where at the extreme indexes
[Ĥ(x˜0)Ea1a0H(x0)(wa)](wb) = Ĥ(x)Ea1e(wb),
[Ĥ(x˜J)EaJ+1aJH(xJ)(wa)](wb) = EeaJ (H(x)wa).
To conclude the proof it is sufficient to prove the recursive formulas for
the following objects
(39) f 1J (x) =
J−1∑
j=0
[Ĥ(x˜j)Eaj+1ajH(xj)(wa)], f
2
J (x) = H(x)(wa).
Indeed, by isolating in f 1J the term corresponding to J−1 we get for
x = a1 . . . aJ ,
f 1J (a1 . . . aJ) = ĤaJaJ−1f
1
J−1(a1 . . . aJ−1) + EaJaJ−1f
2
J−1(a1 . . . aJ−1),
while
f 2J (a1 . . . aJ ) = HaJaJ−1H(a1 . . . aJ−1)(wa) = HaJaJ−1f
2
J−1(a1 . . . aJ−1).
If J = 2 then x = a1a2 6= e. By isolating the terms for j = 0 and j = 1,
in (39) we obtain
f 12 (a1a2) = Ĥa2a1Ea1e︸ ︷︷ ︸ + Ea2a1(wa)︸ ︷︷ ︸, and f 22 (a1a2) = Ha2a1(wa),
j = 0 j = 1
as desired. The Lemma is so completely proved. ✷
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Proof of Theorem 5.6 Let x = a1 . . . aJ ∈ Γ(c) ∩ Γ˜(d), so that
a1 = c and aJ = d. Let R(d) be the row vector defined in (18). Also
define the column vector
S(J−1) = ( (S
(J−1)
1,1,c′ )c′∈A (S
(J−1)
1,2,c′ )c′∈A (S
(J−1)
2,1,c′ )c′∈A (S
(J−1)
2,2,c′ )c′∈A )
⊤
as follows: for any c′ ∈ A, h, i = 1, 2,
(40) S
(J−1)
h,i,c′ =
 ∑
x∈Γ(c)∩Γ˜(d′)
|x|=J−1
f iJ−1(x)⊗ f
h
J−1(x)
 δ(d′−1c′).
We can write | < µ[e, a, va], π(x)µ[e, b, vb] > |
2 as the product of (17)
by its complex conjugate. We obtain, by the properties of the tensor
product,
∑
x∈Γ(c)∩Γ˜(d)
|x|=J
| < µ[e, a, va], π(x)µ[e, b, vb] > |
2
=
∑
d′∈A,
dd′ 6=e
∑
x∈Γ(c)∩Γ˜(d′)
|x|=J−1
R(d)(D˜ ⊗ D˜)
 (f 1J−1(x)δ(d′−1c′))c′∈A
(f 2J−1(x)δ(d
′−1c′))c′∈A
⊗
 (f 1J−1(x)δ(d′−1c′))c′∈A
(f 2J−1(x)δ(d
′−1c′))c′∈A

= R(d)DS(J−1),(41)
By Lemma 5.5 both f 1J−1 and f
2
J−1 can be written in terms of f
1
J−2
and f 2J−2 , hence easily we obtain S
(J−1) = DS(J−2), and S(2) = DS(1).
For example, if J > 2,
S
(J−1)
h,i,d′ =
∑
c′∈A
d′c′ 6=e
∑
x∈Γ(c)∩Γ˜(c′)
|x|=J−2
f iJ−1(xd
′)⊗ fhJ−1(xd
′),
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where, by tensor products:
f 1J−1(xd
′)⊗ f 1J−1(xd
′) = Ĥd′c′ ⊗ Ĥd′c′(f
1
J−2(x)⊗ f
1
J−2(x))
+Ĥd′c′ ⊗ Ed′c′(f
1
J−2(x)⊗ f
2
J−2(x))
+Ed′c′ ⊗ Ĥd′c′(f
2
J−2(x)⊗ f
1
J−2(x))
+Ed′c′ ⊗Ed′c′(f
2
J−2(x)⊗ f
2
J−2(x)).
So that, for h = i = 1, we get in particular
S
(J−1)
1,1,d′
=
∑
c′∈A
(1− δ(d′c′))
[
Ĥd′c′ ⊗ Ĥd′c′(S
(J−2)
1,1,c′ ) + Ĥd′c′ ⊗ Ed′c′(S
(J−2)
2,1,c′ )
+ Ed′c′ ⊗ Ĥd′c′(S
(J−2)
1,2,c′ ) + Ed′c′ ⊗ Ed′c′(S
(J−2)
2,2,c′ )
]
,
in other words S
(J−1)
1,1,d′ is the term corresponding to d
′ ∈ A in the product(
(Ĥab ⊗ Ĥab)a,b (Eab ⊗ Ĥab)a,b (Ĥab ⊗Eab)a,b (Eab ⊗Eab)a,b
)
S(J−2).
Analogously we can proceed for all other elements in the vector S(J−1).
If instead J = 2 then x = cd 6= e and
S
(2)
h,i,d = f
i(cd)⊗ fh(cd),
where, as seen in the proof of Lemma 5.5
f 1(cd) = ĤdcEce + Edc(wa), and f
2(cd) = Hdc(wa).
It follows that S(2) = DS(1), where, from the definition of S(J) in (40)
and S(c) in (19) is easy to see that effectively S(1) = S(c). So
S(J−1) = DS(J−2) = DJ−2S(1),
and from (41) we get the desired statement∑
x∈Γ(c)∩Γ˜(d)
|x|=J
< µ[e, a, va], π(x)µ[e, b, vb] > |
2 = R(d)DJ−1 S(c).
✷
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