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Introduction 
In this paper we present a categorical approach to strong shape and completion 
theories based on Quillen’s axioms for a closed simplicial model category. Our main 
result is a generalization of Quillen’s Theorem 4 [16]. We prove that if MC C is 
an ‘admissible’ pair of categories, then there is an induced closed simplicial model 
structure on C, the homotopy theory of which we call ‘strong M-shape’ or ‘M- 
completion’ theory. If C = Top, the pro-completion of the category of topological 
spaces, then M can be taken to be any subcategory of Top satisfying a solution set 
condition. (A similar assertion holds for C = 3, where S is the category of simplicial 
sets.) Various interpretations of the pair M c C yield homotopy theories related to 
strong shape theory of topological spaces [4], and the completion theories of 
Artin-Mazur [l], Bousfield-Kan [2], and Sullivan [19]. 
The paper is organized as follows. In Section 1 we briefly review the terminology 
of simplicial enrichment: tensor and cotensor products, etc. Section 2 deals with 
pro categories, the ‘ambient domains’ in most of our examples. We introduce the 
notation C + & for pro-completion of a category C and provide a simple characteriz- 
ation. Our aim here has been to simplify notation by regarding pro-spaces as 
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‘coordinate free’: distinguishing the object from the inverse system of which it is 
the limit. For example, if E denotes the category of sets, i ‘is’ the category of 
O-dimensional uniform spaces. Section 2 closes with a demonstration that A”& the 
category of simplicial objects over E, is simplicially enriched and enjoys a certain 
continuity condition. 
Section 3 contains the main theorem and examples. Here it is assumed that C is 
a category with finite pullbacks and pushouts, which is filtered complete and admits 
a finitely tensored-cotensored simplicial enrichment, C We say that M = C is 
admissible if certain ‘solution set’, ‘continuity’ and ‘Kan’ conditions obtain. In this 
case C admits the structure of a closed simplicial model category where f: X + Y 
is a weak equivalence (cofibration) provided C(f; M): C( Y, M) + C(X, M) is a 
homotopy equivalence (fibration) for every M E M. 
In Section 4 we show that if M is ‘nice’, then the fibrant-cofibrant objects of C 
are limits of ‘fibrant’ inverse systems over M. As a consequence ho C = ho, C can 
be faithfully represented in d/- (pro-M mod simplicial homotopy). If M is not 
nice, we obtain the result for a certain enlargement fi For example, if M is a 
category of K (rr, n)‘s, 7r abelian, then fi is a category of nilpotent Postnikov spaces. 
In Section 5 we compare shape and strong shape and consider various completion 
theories. Strong shape equivalences (weak equivalences) are characterized as shape 
equivalences subject to a coherence condition. There is a canonical functor 
T: hoM C --, Sh, (C) which is well behaved in some special instances: if M consists 
of h-groups and their loop spaces, then T reflects isomorphisms; if M consists of 
Kan complexes having finite homotopy groups, M = L$ then T restricted to hoM S 
is fully faithful. The R-completion of Bousfield-Kan and the Sullivan pro-finite 
completion are considered in closing. 
1. Simplicial enrichment 
Let S denote the category of simplicial sets. Recall that S is Cartesian closed, i.e., 
there is a product functor S XS + S and an ‘internal horn’ functor S” X S+ S 
satisfying 
S(X x Y, 2) =NNat S(X, hom( Y, 2)). 
In fact S is a symmetric Cartesian closed monoidal category [lo]. 
Let C be a category. A simplicial enrichment of C is a functor 
C:C”xC+S 
satisfying the following conditions: 
(1) C(X, Y),= C(X, Y) for X, YE C, i.e., the 0-simplicies of C are the maps 
in C, 
(2) there are associative ‘composition’ maps 
C( Y, 2) x C(X, Y) + C(X, Z) for all X, YE C 
E W C’athq, J. Segal / Strong shape or completion theory 169 
such that: 
(a) iff: Y+Z in C’, then C(X,f):C(X, Y)+C(X,Z) is given by 
a+ (s:f)g for UE C(X, Y), 
(where s,“f is the n-fold degeneracy of fE C( Y, Z),), 
(b) if f: X + Y in C, then 
C(f; Z) : cc Y Z) + c-(X, .a 
is given by 
u + ~(s,“f) for u E C( Y, Z),. 
Let S, c S denote the full subcategory of ‘finite’ simplicial sets, i.e., having finitely 
many non-degenerate simplices. A simplicial enrichment C is finitely tensored if 
there is a functor 
c xs,-+ c, (X, K)++XOK 
satisfying 
c(X@K, Y) =‘Nat hom(K C(X, Y)). 
In this case, it can be shown that: 
(1) X0 ( * ) preserves pushouts for all X E C, 
and there are natural isomorphisms 
(2) X@A(O)=X, 
(3) XO(KxL)=(XOK)OL, 
(4) C(X, Y), = C(XOA(n), Y). 
On the other hand, if there is a functor C XSr+ C satisfying (l), (2) and (3), 
then (4) can be used to define a finitely tensored simplicial enrichment C (see [161). 
Dual to the notion of tensor product is cotensor product. A simplicial enrichment 
C is jinitely cotensored if there is a functor 
cxso,+ c, (X, K)HXK 
satisfying 
C(X, Y”) =Nat hom(K, C(X Y)). 
Statements dual to (l)-(4) hold for the cotensor product. Observe that if C is both 
finitely tensored and cotensored, then (. )O K is left adjoint to (. )” for K E S,. 
Examples. (A) S itself is simplicially enriched by the internal horn, 8(X, Y) = 
hom( X, Y). horn also serves for a cotensor product: XK = hom( K, X). The ordinary 
product acts as tensor product. For the composition law, see [16, Example, p. 1.21. 
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(B) Top, the category of topological spaces and continuous maps, is simplicially 
enriched by 
Top(X, Y), = Top(X xlA(n)l, Y), 
where 1.1 denotes geometric realization. Finite tensor and cotensor products are 
defined by XOK = X x (ICI, XK = XiK’. (Note that Top(*, X) = S(X), the singular 
space for X.) 
(C) CGHaus, (see [14, Section 8, p. 1811 is enriched by CGHaus(X, Y) = S( Y”), 
where S is the singular space functor. This category is also tensored and cotensored. 
(D) If A is any category, then A’A, the category of simplicial objects over A is 
simplicially enriched. If A has finite coproducts and pullbacks, then the enrichment 
is finitely tensored and cotensored [16, Proposition 2, p. 1.81. 
(E) If C admits a simplicial enrichment, then so does Co. If C is tensored, then 
Co is cotensored; and if C is cotensored, then Co is tensored. 
There is a (strong) homotopy relation defined on the maps in any simplicially 
enriched category: if f, g E C(X, Y) = C(X, Y)o, then f zs g provided there is an 
h E C(X, Y), such that d,h =f and d,h = g. 
This is an equivalence relation on C(X, Y) if C(X, Y) is Kan. In any case zs 
generates an equivalence relation = on C and hence there is an associated quotient 
category rrC = C/ =. 
If C is finitely tensored, then we have a homotopy h :f zs g if and only if there 
is a commutative diagram in C, 
where we have identified X with X@A(O), C(X, Y), with C(XOA(l), Y), and ci 
with id@ .si (face maps). Now, if the functor C( -, 2) is applied to the above diagram, 
then we obtain an oppositely directed diagram which shows the following relation- 
ship holds: 
C(h, Z) : C4.t Z) =s C(g, Z). 
Thus c(. , Z) preserves the homotopy 
(%-C)O+ 7rs. 
relation and induces a functor 
Dually, if C is finitely cotensored, C(Z, a) induces a functor TC + rrS. (Actually, 
the existence of these quotient functors does not require tensor and cotensor 
products, but follows from the fact that C( -, Z) and C(Z, a) are simplicial functors 
[16, Definition 2, p. 1.23.) 
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The proceding notions can be reformulated in the pointed setting. In this case S 
is replaced by S,, the category of pointed simplicial sets with the structure of a 
closed symmetric monoidal category provided by the smash product X A Y = 
X x Y/X v Y and the ‘pointed function space’ Yx, where (Y”), = 
S,(X A A(n)+, Y). (Here A(n)+ is obtained from A(n) by adjoining a disjoint 
basepoint.) 
A pointed simplicial enrichment of a category C is then a functor C as in (1) and 
(2) of the definition of simplicial enrichment, but with the Cartesian product X of 
(2) replaced by the smash product A. 
Observe that if C is finitely tensored, then X@A(O) is initial for all X E C and 
if C is finitely cotensored, then X ““) is terminal for all X E C. If both conditions 
hold, then ‘the’ initial and terminal objects are isomorphic. Note also that A(0)’ 
acts as a unit. 
X@A(O)+=X, X3”“+ ~ X. 
More examples. S, and the category of pointed topological spaces Top, admit 
finitely tensored and cotensored pointed simplicial enrichments. Top,,, the category 
of pointed, (path) connected spaces, inherits a finitely, tensored, cotensored enrich- 
ment from that on Top,. A similar statement holds for S,c S,. 
2. Pro categorical completion 
Let Cc c be categories. We call f? a pro-completion of C if the following three 
conditions hold: 
(1) filtered completeness: every (small) inverse system in e has a limit, 
(2) continuity condition: if {X,,} is an inverse system in &with limit r] = {X + X,}, 
then 
v* : colim, 6(X,,, C) = C(X, C) for all C E C, 
(3) density: each object of c is the limit of an associated inverse system in C. 
Observe that by (l), the inclusion functor Cc c extends over pro C, and by (2) 
and (3), pro C-z e is a natural equivalence. Thus every category has a pro-comple- 
tion and any two are naturally equivalent. In particular, a map f: X + Y in c is an 
isomorphism iff k(,f; C): 6( Y, C) + e(X, C) is bijective for all C E C. 
Examples. (A) Let E denote the category of sets and Unif the category of uniform 
T,-spaces. Then there is a full embedding E c Unif which endows each set with 
the discrete uniformity. Let B c Unif denote the full subcategory of O-dimensional 
spaces. Then E = l? is the pro-completion. (Here ‘dimension’ refers to large 
dimension, or covering dimension, Ad. See [12, p. 781.) 
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(B) Let EF denote the category of finite sets and J!& the category of compact 
spaces in k. Then EFc I?, is the pro-completion. &, coincides with the category of 
O-dimensional compact Tz topological space. 
(C) If G, is the category of finite groups, & can be taken to be the category of 
profinite groups. 
Dual to the notion of pro-completion is inj-cocompletion. Examples of the latter 
are EFc E, SFc S and {finite dimensional vector spaces} c {vector spaces}. 
Note that E c I? induces an inclusion S = A”E c Aok. Since E is filtered complete 
so is Aol? However, A”E c A”I? is not a pro-completion, as can be seen by checking 
the continuity condition for the Postnikov tower of a Kan complex having non-trivial 
homotopy in infinitely many dimensions. Hence 9 = ( A”E)” # A ‘I?. 
Continuity holds in several special cases though. The following result is used in 
the sequel. 
Lemma 2.1. Let {X(a)} be an inverse system in A’l? with limit cone 77 = {X -+ X((Y)}, 
and let YE A”E. Then 
v* : colim, A’&(X(a), Y) + A’k(X, Y) 
is bijective if either sup{dim X(a)} < cc or Y is a minimal Postnikov space (see [3, 
Dejnition 1.201). (Y is a Postnikov space if there exists an integer n such that 
T~( Y, * ) = 0, for all k > n and any choice of basepoint *.) 
Proof. Suppose first of all that sup{dim X(a)} G n. Then dim X G n. (Indeed, if 
u = (v~,) E X,,, = lim, X((Y),+,, then {k 1 va = skdkua} = I, # 0 for each (Y. Since cr < 
/3 + Ip c I,, it follows that there is some k E n I, # 0, and for this k, u = s,d,a.) 
Thus 
A”k(X, Y) = A=‘k(X, Sk”Y), 
where Sk” is the n-skeleton. The second set can be expressed as a finite end, 
A”i(X, Sk”Y) = JQX,, Y,) 
wl=n 






(since filtered colimits commute with finite limits) 
scolim, A’k(X(a), Sk”Y) Gcolim, A”8(X(a), Y). 
If Y is minimal Postnikov with homotopy dimension, say n, then it is not difficult 
to verify that given X E Aok, every map f: Sk”+’ X + Y has a unique extension over 
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X. (Every map Sk”‘X+ Y induces a uniform map X,,,+,+A”~(A(m+l), Y), and 
if m > n, A”E(d(m + l), Y) =A”E(A(m + l), Y) = Y,,,,,.) Hence the result in this 
case follows from the previous half of the lemma. 0 
It is known (see e.g. [9, Proposition 3.3.51) that if C is finitely complete or finitely 
cocomplete, then the same is true of 6’. Moreover, if C has finite products, then C 
has arbitrary (small) products. 
If C is a simplicial enrichment of C, then C extends to an enrichment C of C 
If C is finitely tensored or (finitely) cotensored, the same is true of C (see e.g. [9, 
3.5, p. 1071). 
We close this section by showing that A’k admits a simplicial enrichment which 
is tensored and cotensored. 
For X, YE & let U(X, Y) denote the space of uniform maps from X to Y 
U(X, Y) is an object of I!? whose underlying set is 2(X, Y). 





This is an object of l? whose underlying set is A’l?(X, Y). Its uniformity is induced 
by the ‘projections’ U*(X, Y)* U(X,, Y,,). 
Define tensor and cotensor products for X E a’~!?, K E A”E by the formulas 
(X0 K),, = X,, x K, (uniform product), 
(X”), = U*(A(n)@K, X). 
Lemma 2.2. 
A%(X@ K, Y) =NNat A’l?(X, Y”). 
Proof. This is certainly true if the uniform structure is forgotten. Thus it will suffice 
to show that the underlying 
‘evaluation’ : YK 0 K + Y 
and 
‘coevaluation’ : X + (X 0 K )’ 
are in fact maps in A”,@. 
In dimension n, evaluation 
(YK@K),= U*(A(n)OK, Y)xK,+ Y,, 
is given by 
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which is uniform. Indeed, since A(n),, x K, is discrete, 
U(A(n), x K,, Y,) xK,+ Y,, (f,, k)-fn(in, k) 
is uniform [12, p. 46, Theorem 24 and remarks above it]. 
In dimension n, coevaluation 
X,+ U*(A(n)@K,X@K) 
is given by x + 20 1 K where x” : A(n) + X classifies x. This map is uniform since 
X, + u(A(n),, X,), X-2” 
is uniform. 
Now define & so that there are natural bijections 
A”@X@A(n), Y)=a(X, Y),=A”i(X, Y”(“‘)). 
It follows that a is a simplicial enrichment which is tensored and 
cotensored. 0 
3. Closed model categories 
For the purposes of this section C will be a category with simplicial enrichment 
C satisfying the following conditions: 
(1) C is finitely complete and finitely cocomplete; 
(2) C is filtered complete; 
(3) C is finitely tensored and finitely cotensored. 
Let M c C be a subcategory. We say that the pair M c C is admissible if the 
following conditions hold: 
(1) Solution Set Condition: For all X in C, X&M admits a solution set, i.e., there 
exists a set of maps fa :X + M,, M, E M, such that every map f: X + M, ME M, 
can be factored f = ufa for some cy and some u : M, + M in M. 
(2) Continuity Condition: If {X,} is an inverse system in C with limit cone n = 
{X + Xa}, then 
n*:colim, C(X,, MK)+ C(X, MK) 
is bijective for all ME M, K E S,. 
(3) Kan Condition: C(X, M) is a Kan complex for all X E C, ME M. 
The idea for the following theorem is derived from Quillen [16; Section 4, Theorem 
41. Recall, a (co)fibration is trivial if it is a weak equivalence. 
Theorem 3.1. Let M c C be admissible. Dejine a map f in C to be a cofibration 
(respectively, weak equivalence) if C(f, M) is a jibration (respectively, weak 
equivalence) in S for each ME M, and a fibration if f has the right lifting property 
E W. Cathey, J. &gal / Strong shape or completion theory 175 
with respect to the class of trivial cojibrations. Then C is a closed simplicial model 
category. 
Observe that the Kan condition implies that each object of M is fibrant and each 
object of C is cofibrant. This is a strong condition and it would be nice if it could 
be replaced by some weaker condition(s). 
To prove the theorem it will suffice to show that the following three axioms hold: 
(M2) Every map f in C can be factored two ways: 
(1) f = pi where i is a cofibration and p is a trivial fibration; 
(2) f=pi where i is a trivial cofibration and p is a fibration. 
(M6) (1) A map is a fibration ++ it has the right lifting property with respect to 
all trivial cofibrations. 
(2) A map is a cofibration t, it has the left lifting property with respect to all 
trivial fibrations. 
(3) A map f is a weak equivalence * f= uv where v has the left lifting property 
with respect to all fibrations and u has the right lifting property with respect to all 
cofibrations. 
(SM7) If i : A + X is a cofibration and p : E + B is a fibration, then the induced 
map C(X, E) + C(A, E) xC(A,Bj C(X, B) is a fibration in S, which is trivial if either 
i or p is trivial. 
The verification of (M2) requires two lemmas, the first of which is a consequence 
of the adjointness relation and [16, Section 2.2, Definition 1, and Section 3.14, 
Theorem 31. Here and elsewhere in this paper proofs are supplied in the unpointed 
case. For pointed versions read A+, d+, Ak+ for A, d, Ak, respectively. 
Lemma 3.2. Let i be a map in C. Then: 
(1) i is a cojibration - i has the left liftingproperty with respect to all maps of theform 
Mi:MA(“)+Mn*(“), M~M,j:A~(n)cA(n),Oska>O. 
(2) i is a trivial cojibration - i has the left lifting property with respect to all maps 
of the form 
Mj : MA(~) ~ ~“(“1, ‘MEM,j:d(n)cA(n), nZ0. 
Lemma 3.3. If a map has the right lifting property with respect to all cojibrations, then 
it is a trivial fibration. 
Proof. The map is certainly a fibration and by the proof of [16, Corollary 2.51 it is 
a homotopy equivalence. (Recall that all objects of C are cofibrant.) The result 
follows. 0 
Verification of (M2). We prove (1) of (M2) in the following form: every map f 
can be factored f = pi where i is a cofibration and p has the right lifting property 
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with respect to all cofibrations. (So p is a trivial fibration.) This proof is essentially 
dual to that of [ll, Proposition 5.5.11. 
Let J denote the category of maps of the form 
Then for any map ,f in C, f&J admits a solution set. This follows from the solution 
set hypothesis and the correspondence between commutative squares 
X-M A(n) 
and maps 
X@A(n) u Y@Ak(n)+M. 
f@id 
The factorization f= pi is defined by means of a commutative diagram 
X 
Y=Z,t. . .tZ,c. . .+Z=lim,(Z,,p,), 
the stages of which are constructed inductively as follows. Set Z, = Y, i, = f and 
p, = 1 y. Having defined Z,, il and pI choose a solution set for i,& J, say 
and define Z,+,, iI+, and pr+, by means of a pullback: 
That p has the required lifting property follows readily from Lemma 3.2. 
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Using this same lemma we show that i is a cofibration. Consider any commutative 
square 
u 
x - MA(n) 
il i MJ 
z + MA%) 
u 
By the continuity condition, (u, V) extends over i, for some 1: 
By construction, there is a map represented by the dotted arrow above, rendering 
the diagram commutative. 
The proof of (M2), (2) is similar but uses the category of maps 
Mj: M”(“)+ MA(“), M~M,j:d(n)cA(n),n~O. 
Corollary 3.4. If q : E + B is a trivial fibration, then q has the right lifting property 
with respect to all cojibrations. 
Proof. By the previous result q can be factored q =pi where i is a cofibration and 
p has the right lifting property with respect to all cofibrations. Since q is trivial and 
p is trivial by Lemma 3.3 it follows that i is trivial. Since q is a fibration the diagram 
below admits a lifting 




Thus q is a retract of p and inherits the same lifting properties. 0 
Verzjication of (M6). (1) follows by definition, 
(2) (+) follows from Corollary 3.4. (t) follows from the fact that M’ : MACn) + 
MA’(“) is a trivial fibration (Lemma 3.3). 
(3) (-) follows from (M2) (1) and Corollary 3.4. (c) follows since both u and 
v are trivial and hence so is uv =,f: 
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Verijication of (SM7). Letj : K c L be an inclusion of (finite) simplicial sets. Then 
diagrams of the form 
are in adjoint correspondence with diagrams of the form 
AOLU ,,cwcXOK--+E 
So it suffices to show that k is a cofibration, trivial whenever i : A + X or j : K c L 
is a trivial cofibration. But the map C(k, M), M E M, is isomorphic to the map 
hom(L, C(X M)) +hom(K, c(% M)) Xho,(K,C(A,M)) hod& CM, Ml). 
So the result follows from the fact that (SM7) holds in the category of simplicial 
sets. 
We have proved Theorem 3.1. q 
Examples of admissible pairs. (A) Let P be a small category of minimal Postnikov 
spaces in S = A”E (respectively A”EF). Then P c A”i? (respectively P c dolt&) is 
admissible. 
Suppose M c C satisfies admissibility conditions (1) and (3) but perhaps fails 
the completeness and continuity conditions. Then it follows directly from Section 
2 that M c & is admissible. This fact is the basis for the following examples. 
(B) If K denotes the category of all Kan complexes in S, then K c s is admissible. 
It can be verified that the resulting homotopy theory coincides with that defined by 
Edwards and Hastings [9]. If M c K is small, then M c 3 is admissible. 
(C) Topc Top is admissible and generates the ‘Steenrod’ homotopy theory of 
[9]. M c Top is admissible where M is any small subcategory of Top. 
(D) Let (ANR) denote the category of absolute neighborhood retracts in Top. 
Then (ANR) c Top is admissible. (See [15, Theorem 1, p. 201 for a verification of 
the Solution Set Condition). The homotopy theory of this pair generalizes the Strong 
Shape Theory of [4] (see Remark 5.3). 
(E) Let H c Top denote the category of spaces with the homotopy type of a 
CW-complex. Then H c Top is admissible. (The Solution Set Condition follows 
easily from [ 15, Theorem 1, p. 201 using a mapping cylinder argument.) Since each 
F. W. Cathey, J. Segal / Strong shape or completion theory 179 
space H has the homotopy type of a space in (ANR) and vice versa, it follows that 
the theories of (4) and (5) have the same weak equivalences. 
(F) Let C be a class of groups (see [ 1, p. 251) and let Hc = H be the subcategory 
of spaces whose homotopy groups, referred to any basepoint, lie in C. Then Hc c Top 
is admissible. (For the Solution Set Condition see [ 1, Corollary 3.6, p. 331 and 
replace ‘X+ W’ there by the inclusion into the mapping cylinder. Then use the 
Homotopy Extension Theorem to obtain strictly commuting triangles.) With the 
evident corresponding notation Kc c S is also admissible. This example constitutes 
a ‘rigidification’ of the Artin-Mazur completion theory (see Theorem 4.1). 
(G) All of the preceding examples can be reformulated in the pointed setting. 
An additional important example is the following: 
(H) Let Top, denote the pointed simplicial category of path connected spaces, 
and let MC c Hoc Top, denote the category of all K (rr, n)‘s, 7~ E C, where C is a 
class of groups. Then MC c Top0 is admissible. 
Theorem 3.1 has an evident dual version obtained by substitution of Not B” for 






B is filtered cocomplete. 
Solution Set: For all X E B, NJX admits a solution set. 
Cocontinuity: If {X,} is a direct system in B with colimit cone n = {X, + X}, 
n*:colim,B(NOK,X,)+B(NOK,X) 
is bijective for all NE N, K E SF. 
(4) Kaa: B( N, X) is a Kan complex for all N E N, X E B. 
If NC B is admissible in this dual sense, then there is corresponding ‘singular’ 
closed simplicial model theory on B. 
Examination of the proof of Theorem 3.1 shows that the continuity is required 
only with respect to towers of fibrations of a specific form (see proof of our main 
theorem). Thus, the dual theorem will hold for N c B which satisfy the cocontinuity 
condition with respect to direct sequences of cofibrations of the following form: 
. . ------+x,, ------+x,,+, __). 
t t 
push 
Examples of pairs N c B which are admissible only in this more general sense are 
given below. 
(1) {*} c Top. The homotopy theory here coincides with that defined by Quillen 
[16]. See Example (B) of Section 1. 
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(2) {So} c Top, generates a pointed singular theory. 
(3) {S’} = Top, generates a pointed connected singular theory. 
(4) N c Top is admissible where N is any category of finite complexes. 
4. Representing the homotopy category as a quotient of pro M 
Let M = C be admissible. As remarked after Theorem 3.1 all objects of C are 
cofibrant in the associated homotopy theory. Hence, if Cdenotes the full subcategory 
of fibrant objects, then there is a natural equivalence 
It is established by choosing a weak equivalence ix : X + X where X is fibrant for 
each X E C. Because of the universal (reflective) property of [ix] we call ix the 
M-completion of X. 
From the completeness property of C and the continuity condition, it follows 
that the inclusion M + C extends to a fully faithful functor &I -+ C, where &Z is a 
pro-completion. 
Now if M is sufficiently nice, each fibrant object is the limit of a ‘fibrant’ inverse 
system over M, and it follows that ho C has a fully faithful representation in ~$2. 
The niceness condition on M is, essentially, that M be closed under formation of 
finite products, finite cotensor products, and ‘homotopy pullbacks’. The notion of 
a ‘fibrant’ inverse system is discussed in Remark 4.2 below. 
Theorem 4.1. Assume that M is closed under$niteproducts andjinite cotensorproducts 





where p is a jibration, then M, E, BE M implies M’E M. Then everyfibrant object of 
C is the limit of an inverse system over M and ho C has a fully faithful representation 
in 7rni. 
Proof. Let X E C,- and use (M2) to construct an M-completion 
I A P 
x-x-*. 
where i is a trivial cofibration and p is a fibration. Thus J? is the limit of a tower 
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(X,,, &) where each bond arises in a pullback: 
(B) 
Assuming inductively that Xn is the limit of an inverse system over M it follows 
from the continuity condition that diagram (B) is the limit of an inverse system of 
diagrams of the form (A) (where p: E + B is a Jinite product of maps of the form 
MJ : MA(“) + M”‘“‘). Thus Xi,+, is the limit of an inverse system over M. By induction 
then, X is a limit of the desired type. 
Now X is fibrant and so is a retract of 22; say 
u * d 
x-x- X wheredu=l. 
As observed in [8], 
Thus X is the limit of an inverse system over M. 
Using this result and the continuity condition we may define a fully faithful 
functor: Cr+ k Since this functor respects homotopies the second half of the 
theorem follows. 0 
Theorem 4.1 applies to Examples (B) through (F) in Section 3. 
Remark 4.2. By paying close attention to the details in the construction of ix : X + 2 
one sees that X is the limit of an inverse system over M with cofinite index set and 
with bonds 5:‘: XA. + XA which have the following property: for each index h’, 
lim hch.6: ‘: rZ,,+ lim,,.,, X* 
is a fibration. Such systems have been considered by various authors, e.g. [2, 9, 17, 
41. 
Inverse systems such as the above we refer to as ‘fibrant’. It can be shown that 
C, is naturally equivalent to the full subcategory of fibrant inverse systems in M. 
Remark 4.3. The hypothesis of Theorem 4.1 can be weakened. It is sufficient for M 
to be closed with respect to pullbacks of fibrations of the form p = ncx M-‘,- where 
the product is finite, M-EM, j,:d(n(a))CA(n(a)). 
In general M will fail to satisfy the hypothesis of Theorem 4.1. In this case, using 
Remark 4.3, we can introduce a category M intermediate to M and C as follows. 
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Let i@ denote the smallest full subcategory of C which contains M and satisfies 
the following closure property: Given a pullback in C, 
P-E 
I Ip ((2 
M-B 
then P E i%l provided M E i?% and p is a finite product of maps of the form N’, 
where NE&~, and j:d(k)c A(k) for some kz0. 
Theorem 4.4. If M c C is admissible then A? c C is admissible. &% determines the 
same classes of cojbrations and weak equivalences as does M and hence M and i??l 
deJne the same homotopy theory on C. 
Corollary 4.5. ho C has a fully faithful representation in ~i6. 
Proof of Theorem 4.4. Let R?,= M and inductively define R?,,, to be the full 
subcategory of C generated by &i,, and all pullbacks of the form of diagram (C) 
where M, N E ii?&,. Then l@ = UnaO fi,, and the continuity and Kan conditions 
follow easily by induction. (Note that the functors C(X, * ), X E C, preserve fibrations 
and pullbacks of the form (C).) To verify the solution set condition it suffices to 
show that Xi&& has a solution set S,,(X) for each X E C, n 3 0. S,(X) exists since 
%fO= M = C is admissible. Assuming that S,(X) is defined for X E C let S,+,(X) = 
S,,(X) u IJ {P, : cp E S,,(X)} where P, is defined as follows: if cp :X + X,, set 
K,,, =XOA(n) U X,Od(n). 
@Bid 
Then each finite selection of elements fh E S,( KW,n(aI), J’a : Kp,n(aj + U,, a = 1, . . . , k, 
induces a diagram 
Let P, denote the set of all maps p determined in this fashion. 
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Claim. S,, , (X) = S,(X) u IJ P, is a solution set for XJM,,,. 
Proof. S,+,(X) c XJn;r,+, by construction. Let f: X+ P lie in XJ,I@,,+, where 
PE il%,,+,\i@,, is a pullback: 
and M,M,EI@,,, a=1 ,..., k. Choose a ‘solution’ cp :X + X, in S,,(X) for pf (so 
pf= v(p for some n : X, + M). Then, for each a, there is a map _& : Kp,ncaJ+ M,. If 
5, E Sn(&+Y) ) is a solution for fa then it follows that the map p E P, defined by 
the la’s is a solution forf: 0 
Thus MC C is admissible. The fact that M and M define the same classes of 
cofibrations and weak equivalences follows by induction using known properties 
of pullbacks of fibrations in S. 0 
Remark 4.6. The closure properties of M can be extended somewhat and the 
conclusion of Theorem 4.4 will remain valid. For example, one can also require 
that I%? be closed under finite cotensor products or finite products. 
Example (pointed). Let M c Hoc Top,, be the full subcategory of K(v, n)‘s, v an 
abelian group. Then M consists of all nilpotent Postnikov spaces in HO. Assuming 
M is finitely cotensored, this follows from [6]. 
5. Strong shape versus shape 
Let M c C be admissible. Since C is simplicially enriched there is a homotopy 
relation and hence quotient categories TM c TC. This latter inclusion determines 
an ‘M-shape theory’ (see e.g. [5]). We briefly consider some relationships between 
this theory and the homotopy theory determined by M c C, ‘strong M-shape theory’. 
Let Shm C denote the shape category. By definition it is the full image of the 
‘restricted’ Yoneda functor 
rrC + [ Fun( mC, Sets)]‘+ [ Fun( TM, Sets)]‘. 
Hence there is a canonical functor 
which is bijective on objects. 
A map f: X + Y in C is called an (M-) shape equivalence if its image under the 
above functor is an isomorphism. The following are equivalent: 
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(1) f is a shape equivalence, 
(2) f” : [ y, M] = [X, M], for all M E M. 
If MA(‘), Md(‘) E M whenever M E M, then (1) and (2) are equivalent to 





there exists a w: Y+ M and homotopies CT: wf- u, r: cpw = v. 
Now (2) may be rephrased to say that C(f, M) induces a bijection on 7~~ for 
every ME M, hence the following result is immediate: 
Proposition 5.1. If f: X + Y is a weak equivalence, then f is a shape equivalence. 
Since C + ho C = hoM C is a localization, it follows that there is a unique functor 
T: hoM C + Sh, C such that the following triangle commutes: 
C 
,‘\ 
ho, C - Sh,+, C. 
T 
If M c C satisfies the conclusion 
diagram 
T 
hoM C - Sh*+r( C) 
I I 
of Theorem 4.1, then there is a commutative 
(D) 
7T(lci) - (TM)” 
where the vertical maps are fully faithful and the lower one is canonical. If i : X + 
lim, Xa is an M-completion, then {[i,]: X + &} is an M-expansion in the sense 
of MardeSiC-Segal [15], and there is a commutative square 
T 




which is natural in A. 
In certain special cases TA,x is bijective (see Theorem 5.8), but in general T does 
not even reflect isomorphisms. In the case of the model of Example (E) of Section 
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3 there exists a shape equivalence which is not a weak equivalence (see [7]). Dually, 
in the case of the model of Example 1 of Section 3 there exists a map which is a 
coshape equivalence but not a weak equivalence (see Whitehead’s example in [20, 
p. 2281. 
The distinction between shape equivalence and weak equivalences is essentially 
a coherence condition on the homotopies in (3). 
Theorem 5.2 (unpointed). Assume that MA(“), M*“‘)E M whenever ME M, n Z= 0. 
(Otherwise replace M by n?f). Then f: X + Y is a weak equivalence ifs the following 
condition holds: For all commutative squares in C, 
there exists w : Y + M and homotopies cr : wf = u, r : cpw 2- v such that (pu = r( f x 1) 
as 1 -simplices of C( X, N). 
Proof. (+). Given a map cp : %?l+ N, M, N E M, consider the associated commuta- 
tive square in S: 
C(Y,W- C( Y, N) 
I i cc1; N) 
C(X JW c(x C(X, N) 
Since the vertical maps induced by f are homotopy equivalences, the natural map 
from C( Y, M) to the homotopy pullback of C(X, cp) and C(f; N) is also a 
homotopy equivalence. The result follows from this and the fact that (u, v) deter- 
mines a point in the latter space. (The homotopy pullback used here is a subspace 
of C(X, M) x C(X, N)““’ x C( Y, N)). Alternatively: Since C(f; M) is a homotopy 
equivalence, ~,,c(f; M) is onto. Thus there exists a point w E C( Y, N) and a path 
(T: C(f; M)(w) = wf = u. Since C(f; N) is a homotopy equivalence it induces 
an isomorphism of fundamental groupoids. As cpa: cpwf = vf is a path from 
C(J; N)(cpw) to C(f; N)(v) there exists a path T: cpw = v such that 
C(.L N)(T) = T(f x 1) = W. 
(+). First note that if cp is a fibration we can arrange that w : Y + M is such that 
cpw = u and T is constant. 
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Consider a commutative square 
where j: A(0) c d(n), n 3 1. It follows that C(f, M) induces a surjection 
rn(C(Y, Ml, Y * nn(C(X Ml, yf) 
for n 2 1 and any basepoint y. (Note that coherence is used here.) 
Next, consider a commutative square 
where j: d(n) c A(n), n z 0. It follows that C(f; M) induces a surjection 
roC( Y, W * noC(X Ml 
and an injection 
r,(C( Y, M), Y) 2-, r,(C(X W, yf) 
for n 2 0 and any basepoint y. (Coherence is not used here.) 
Thus C(f; M) induces isomorphisms of homotopy groups for every choice of 
basepoint and hence is a homotopy equivalence (recall that C(Z, M) is fibrant for 
all 2 E C). Hence f is a weak equivalence. (For the pointed version of this theorem 
we require that MA(“)+, Md(“)+~ M whenever M E hf.) 0 
Remark 5.3. The above characterization of weak equivalence was used by the authors 
in their development of a strong shape theory for topological spaces. The homotopy 
theory of (ANR) c Top can be seen as an extension of strong shape theory as 
follows. By Theorem 5.2 and [4, Lemma 3.3, p. 1281 any resolution p: X -$ X of a 
topological space (in the sense of MardeSiC) is a weak equivalence in the homotopy 
theory of (ANR) c Top. By [4, Proposition 2.3, p. 1261, there is a trivial cofibration 
X -f 2 where i is obtained from X by inductively ‘turning the bonds into fibrations’. 
The assignment X ++ 2 defines a functor R : rr(Top) + r(ANR) whose full image 
is the strong shape category sSh(Top). It now follows from Theorem 4.1 that sSh(Top) 
may be identified with a full subcategory of hoANR(Top). 
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It is interesting to observe that for a map f:X+ Y of metric compacta the 
following are equivalent: 
(1) f is a strong shape equivalence, 
(2) for all PE ANR, the induced function Pf: Py+ Px induces a natural 
equivalence of fundamental groupoids 
(3) for all P E ANR, P’ induces isomorphisms 
for every n?O and qePy. 
(4) for all P E ANR, Pf : P y = Px is a homotopy equivalence. 
Indeed, if A is compact metric, then Top(A, P) = S(PA), the singular space for 
PA, and if P E ANR, then PA = IS(P Thus (l), (3) and (4) are easily seen to be 
equivalent. The equivalence of (1) and (2) follows from the proof of Theorem 5.2. 
Note that iff: X + Y is a shape equivalence, then Pf induces a bijection n&P’) = 
rO( P”) for every P E ANR. Again by the proof of Theorem 5.2, this implies that 
Pf induces injections 
for every P E ANR and cp E P y. (Note these groups are isomorphic since X, Y have 
the same strong shape if they have the same shape.) 
In several (pointed) varieties of models there is no distinction between shape 
equivalence and weak equivalence. If C is pointed, let O”X = Xd(“+i) denote the 
‘loop space’. 
Theorem 5.4. Let M c C be admissible where C is pointed and where each ME M is 
an h-group (i.e., a group object in TK). Then f: X + Y is a weak equivalence if 
f”:[Y,WM]=[X,WM] 
for all M E M, n 3 0. 
Proof. (+). In this case f induces isomorphisms 
r,(C( Y, W, *) = n,(C(X, M), *) 
for n z 0, for all M E M. In particular, C(f; M) restricts to a homotopy equivalence 
on the component of the basepoint 8. Since C(f; M) is an h-group map, it restricts 
to an equivalence on every component. Since C(f; M) induces a bijection on n,,, 
it follows that C(f; M) is a homotopy equivalence, and f is a weak equivalence. 0 
Examples. (A) Let MC c Top, denote the admissible pair of Example (H) of Section 
3. In this homotopy theory a mapfis a weak equivalence iff f induces an isomorphism 
of tech cohomology with coefficients in C. 
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(B) Let I/ denote the infinite unitary group. Then { U} c Top0 is admissible and 
f is a weak equivalence iff f induces an isomorphism of the unitary K-groups. 
For the next example let C = A”E (see Section 2) and let C, be the associated 
pointed category. (The enrichment here is defined by a pullback 
C*(X, Y) - - - - - - + C(X, Y) 
I I 
AiN * cc*: Y) 
Tensor and cotensor products are now ‘smash’ and ‘pointed function spaces’.) Let 
C,c C, denote the full subcategory of connected spaces, with limits being trunca- 
tions of those in C,. Then S,, c CO and there is a reflection d : C,, + So (discretization) 
which forgets uniformities. (Compare with [17].) 
(C) (Bousfield-Kan R-completion). Let R be a ring and let M c So be the (full) 
subcategory of minimal K( G, n)‘s where G is an R-module. Then M c Co is 
admissible. To check the Solution Set Condition, note that any map f : X + K (G, n) 
factors through an inclusion K( Gfi n) c K (G, n) where G, is the submodule of G 
generated by f,(X(n)). 
Now, given X E S, we can modify the construction used in the proof of Theorem 
3.1 to produce an M-completion i : X + X which is the limit (in CO) of a tower in 
A%. Define i,:X+g, by setting 2, =na K(G,, n,), i, = (fa), where {fa :X+ 
K (G, n)} is a solution set for X&M and where the product is taken in SO. For k 2 1 
define ik+, : X + &+, by means of a pullback: 
KcK(G, n) J(l) 
where the products and pullbacks are in SO and {(u,, u,)} is a solution set for i&, 
J the category of ‘pointed path-space fibrations’ : K (G, n) ‘(‘) + K (G, n);Then {X,,} 
is a tower of R-nilpotent spaces bonded by fibrations and {i,,: X+ X,} induces 
isomorphisms 
colim,[& M] = [X, M] 
for all A4 E M. To get a tower in %I replace each X,, by its Postnikov tower. 
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Thus, if (2 + X,,} is a C,,-limit cone, we have by Theorem 5.4 and Lemma 2.1 
that i: X + X is an M-completion. 
Since {&? + Xn} is an &-limit cone, it follows from [2, Chapter III, Section l] 
that d(i) : X + dX is the R-completion (i.e., dX = R,X in the notation of [2]) 
(F) 
Recall from [2, Chapter I, Section 51 that X is R-good provided d(i)* : H,(X, R) = 
H,(dX, R) and X is R-complete if d(i),: rr,X A = r,dX, (i.e., d(i) is an ordinary 
weak equivalence). 
Proposition 5.5. In diagram (F) the foilowing are equivalent: 
(1) X is R-good, 
(2) d(i) is an (M-) weak equivalence, 
(3) 1 is M-completion. 
Proof. This follows from [2, Chapter III, Proposition 6.71 and Axiom (MS) for 
closed model categories. I7 
Proposition 5.6 ([2, Chapter I, Proposition 5.21). Thefollowing are equivalent: 
(1) X is R-good, 
(2) dX is R-complete, 
,. 
(3) dX is R-good. 
Proof. If X is R-good, then 1 is an M-completion. Thus dX is R-complete and 
hence R-good. Now M-completion is idempotent (mod homotopy) so it follows 
from consideration of diagram (F) that dX + X is a retract of d(dX)A + ( dX)A, 
(mod homotopy). Therefore, if dX is R-good, the latter map is an M-completion, 
hence the former also is, and hence X is R-good. q 
Remark 5.7. The terms ‘good’ and ‘complete’ can be defined in categorical language 
and apply to model theories other than the above. For example, let d : Top + Top 
denote the topological inverse limit and consider the homotopy theory of (ANR) c 
Top (strong shape theory). Then every compact metric space is ‘good’ and every 
ANR and compact T2 topological group is ‘complete’ (see [3, Theorems 1.2 and 2.51). 
The following results relate to the Sullivan finite completion [19], and provide 
examples in which the transformation T A,X of diagram (E) of Section 5 is bijective. 
Theorem 5.8. Let M c S denote a full subcategory of Kan complexes which are finite 
in each dimension. Assume that M c 3 satisfies the conclusion of Theorem 4.1. Then, 
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with respect to the homotopy theory of s determined by M, 
T x,y:ho,(X Y)+%,,(X, Y) 
is bijective for every X E S, YE s. 
For the proof of the theorem we need a lemma. If K is a Kan complex, let vK,, 
denote the set of homotopy classes of n-simplices in K. (Thus rKo = rr,,K and n-K, 
underlies the fundamental groupoid of K.) 
Lemma 5.9. Let {Y,} be an inverse system over M. 
(i) The natural map 
7r(lim, Y,), + lim, 7r( Y,)n 
is bijective for n 2 0. 
(ii) The natural map 
[X, lim, Y,] + lim,[X, Y,] 
is a bijection for any complex X E S. 
Proof. (i) Any element (u,) E lim, rr( Y,), may be regarded as an inverse system 
of (necessarily) finite sets. Thus $3 f lim, u,. If y E lim, u,, then [y,] = u, for each 
(Y and hence the natural map of(i) is onto. Shifting the dimension up by 1, a similar 
argument shows injectivity. Note that as sets, [y] = lim,[y,], for any simplex y in 
lim, Y,. 
(ii) Let {X,} denote the direct system of finite subcomplexes of X. Then 
[X, lim, Ya] = n,(lim, Y:) 
= n,(lim, lim, Ycfl) 
= lim, lim, 7-rO( Y~D) by (i) 
= lim, n,,(lim, Yz@) by (i) 
= lim, rrO( Y$) = lim,[X, Ye]. 0 
Proof of Theorem 5.8. Let X E S, YE S, and let Y + ? be an M-completion of Y. 
Then 9 = lim, pa is the limit in (in S) of an inverse system over M and we have 
a commutative diagram 
[X, lim, ?a,1 - lime[X, Ya] 
Thus Theorem 5.8 follows directly from Lemma 5.9. q 
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Remark 5.10. Theorem 5.8 remains valid when the finiteness condition is replaced 
by finiteness of all homotopy groups. Indeed, if A has finite homotopy groups, then 
A = A’ where A’, the minimal complex for A, is finite in each dimension. Letting 
M’ denote the category of minimal complexes for complexes in M, we see that M 
and M’determine the same weak equivalences and hence the M and M’-completions 
of any object are (simplicially) homotopy equivalent. The result follows since the 
M’-completion is a limit of an inverse system over k’, a category of Kan complexes, 
finite in each dimension. 
Remark 5.11. Theorem 5.8 can also be rephrased in the topological setting. Let C 
denote a class of finite groups. Then Hc c Top is admissible (Example (F) of Section 
3). Since Theorem 4.1 applies to Hc, 
hou,.(X Y) = Sh,,(X Y) 
for all CW-complexes X, and YE Top. This follows from the above remark by use 
of the singular space functor. 
It should be observed that the H,-completion of a CW-complex Y is essentially 
the ‘Sullivan finite -completion’. Indeed, if ?+ lim, ?e is a CW-approximation to 
the topological limit of an H,-completion of Y, then there is a bijection 
A 
[X, Y] =+ lim,[X, Ye] 
for every CW-complex X. Since { pub;) is a ‘rigid’ representation of a cofinal system 
in YJrHc, it follows that ? has the homotopy type of Sullivan’s completion as 
defined in [19]. 
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