(1) CA produce qualitative outputs, so it is not easy to define a comparison among outputs with a clear urban meaning. Is there a way to define procedures of calibration and validation of CA having a sound urban meaning? (See eg Ba« ck et al, 1996; Hagen, 2003; Power et al, 2001 .) (2) Is it possible to take into account spatial interactions at a scale wider than the neighbourhood itself ? (See Andersson et al, 2002a; Batty and Jiang, 1999.) (3) Because of the bottom-up approach, is there a meaningful way to model the dynamics of a CA, taking into account global features of the urban system? (See eg Batty and Jiang, 1999; White and Engelen, 1997 .) (4) Cells are elementary interacting entities of CA, whereas in the real world the future state of cells is determined by the interaction among agents. This gap may result in unnatural modelling processes using CA. Is it possible to remove this defect of CA models preserving their simplicity (with respect to MAS)? (5) Is it possible to construct a CA with quantitative outputs and forecasts? (6) Is it possible to construct a realistic CA using geometrically irregular lots as cells? Concerning MAS, some issues are: (7) Is the system sensitive to each detail describing the state of agents? Is it possible to construct an MA-like system able to describe the urban system at a suitable level of detail without including unessential features? (8) How can the computational performances of MAS be improved? (9) Are we sure that random fluctuations imposed on the behaviour of single agents imply the wanted average behaviour and stochasticity? (See Galstyan et al, 2005; Lerman and Galstyan, 2004 .) (10) Are there sound mathematical instruments for analyzing MAS? Concerning both approaches, some issues are: (11) Is there a way to introduce a meaningful stochasticity in CA and MAS? (See White and Engelen, 1997.) (12) Is it possible to investigate future scenarios of an urban system and to evaluate their probability? (13) How can we study the expected presence of bifurcations and phase transitions in complex urban systems (see Andersson et al, 2002b) ? The dependence of the observed time evolution of the urban system on the initial configuration and the response of the system to an external perturbation are other examples of problems that are hard to face in an effective way in the conceptual framework of both CA and MAS.
Bifurcations and phase transitions are typical phenomena of complex systems extensively studied in the field of dynamical systems, especially those described by differential equations (see Guckenheimer and Holmes, 1997; Haag, 1986; Holyst et al, 2000; Kuznetsov, 1998; Torrens, 2001; Weidlich, 2000; Wilson, 1981; and references therein) .
A large amount of work in this direction has been done in the last decades in the field of synergetics and sociodynamics (see Haag, 1989; Haag and Weidlich, 1984; Haken, 1978; Schweitzer, 2002a; 2002b; Weidlich, 1991; Weidlich and Haag, 1983; and references therein) . In this approach a socioeconomical system is described through a master equation, governing the time evolution of the probability distribution on the configuration space. Under certain conditions a differential equation for the time evolution of the mean values of the dynamical variables can be derived. Bifurcations, chaotic dynamics, and phase transitions are observed in many of these models (see the above references, and also, for example, Munz and Weidlich, 1990a; 1990b; Popkov et al, 1998; Weidlich and Haag, 1987 ).
Features of our model
The main features of the modelling approach we propose in this paper are: (i) The state of a cell is not given by a qualitative label chosen in a finite state space, as in usual CA, but by a continuous set of real numbers. Some continuous-state CA have been already employed in the study of complex systems (see eg Ostrov, 1997) . This feature is connected with problems (1), (5), and (12) outlined above.
(ii) There are several kinds of neighbourhood, describing different urban interactions at different space scales [see problem (2) and section 2.1].
(iii) The urban space is partitioned in a set G of cells which may have an`arbitrary shape'. In some situations it is natural to choose cadastral parcels instead of a square grid. See problem (6).
(iv) The model is based on stochastic evolution rules containing explicitly the duration Dt b 0 of the time step and describing jumps of the state variables. Each process is a fuzzy logic formalization of the cognitive behaviour of agents [see problem (4)]. The use of fuzzy logic enables a more faithful and flexible description of the behaviour of agents than the usual description based on other kinds of utility function and makes the interdisciplinary work easier. (v) Randomness is a natural consequence of the fuzziness of the decisions and of general assumptions about the behaviour of agents (see section 2.4). Every stochastic process is Poisson distributed and this has a meaningful interpretation [problem (11) ]. The intensities [ie the average number of events; see problem (9)] of these Poisson processes depend on global and/or exogenous factors, on local neighbourhood-dependent factors, and on long-range interactions described by suitable spatial fields [see problem (3)]. (vi) Agents are generated at the time of the interaction and receive a temporary identity depending on the kind of process they are involved in. The temporary identity of active agents is generated from statistical properties of populations. All the agents belonging to a given population behave in a statistically similar way. This approach enables us to focus only on statistically meaningful features of populations of agents, and to disregard unimportant details [problem (7)]. This permits us to have a faithful description of the system with fewer computational problems than in usual MAS [problem (8) ]. (vii) In the case of Markovian dynamics (that is, dynamics in which possible memory effects depend only on memory variables included in the estate of the system) and infinitesimal stochastic fluctuations we derive, in the limit for Dt 3 0, a system of ordinary differential equations for the mean values of the dynamical variables. Even in the case of non-Markovian dynamics, it is possible to derive a system of random differential equations for extensive state variables based on the concept of forward mean derivative (Nelson, 1985) [see problem (13) and problem (10)].
The main aim of our approach is to join the simplicity of the CA approach with the high level of faithfulness of MAS in describing the urban system, and with the advantages given by the mathematical and conceptual tools developed in the field of synergetics and sociodynamicsöfirst of all the possibility to describe the system using differential (or random differential) equations [see Giordano and Vancheri (2006) for a system of axioms defining this kind of model].
This permits a multilevel approach in the construction of the model: on the one hand we have a deep foundational background on mathematical and physical theories, and on the other hand a detailed and meaningful construction of the model from the point of view of urban studies. The model is indeed constructed as an attempt to formalize the real behaviour of cognitive agents, rather than to capture some abstract aspects in the dynamics of the city through an overidealized model.
Structure of the paper
In this paper we will give a general exposition of the model, leaving to a second paper (Vancheri et al, 2008 ) the application to a case study. In section 2 we first define the CA components of the model (cellular decomposition of the space, time step, neighbourhoods, state space of a cell, and evolution rules) and subsequently introduce the probability distributions associated with the stochastic rules. In section 3 we introduce a set of fields on the cellular space, called urban forces that will be interpreted as fuzzy truth values of statements concerning the attractiveness of a cell in a process associated to a given rule. Urban forces connect the decision processes of agents to the configuration of the neighbourhoods of a cell. In sections 4 and 5 we describe the asynchronous evolution algorithm and derive a system of approximated ordinary differential equations associated with the model. Cellular decomposition and time step: The set of cells partitioning the urban space will be indicated with G. In the case study presented in the second paper (Vancheri et al, 2008 ) the cells are cadastral parcels. Time is discrete, but the duration Dt of the time step is explicitly represented in the model and this enables us to obtain a differential equation in the limit Dt 3 0. Neighbourhoods: the implementation of evolution rules is based upon a set of neighbourhoods U j (c) G, j 1, .XX, n, associated with each cell c. Besides local neighbourhoods, we introduce sets of distinguished cells called extended neighbourhoods, made either of cells containing infrastructures and services, or of centroids of clusters of given land uses. Extended neighbourhoods are always shared by all the cells in G. The use of different kinds of neighbourhood enables us to take into account different spatial scales relevant for the urban interactions.
State space of a cell

Dynamical variables
The state of a cell is described by a set of extensive numerical variables giving surfaces and volumes subdivided into several categories. A possible list of dynamical variables is the following: (1) The amount V x of built volume in the category of use x (eg x residence, commerce, offices). The use of surfaces S x and D x enables us to take into account that a building uses more surface than it covers and this leads to a more complete description of the typology of use of the land in a cell. Obviously some categories of use (eg green parks, agriculture, roads) can have an associated surface D x but not a surface S x . We note that the dynamical variables describe a cell at a level of detail between CA, where only the prevalent land use is given, and some kind of MAS, where each object is`completely' specified. Grouping together the dynamical quantities listed above, we obtain the state vector v(c) P E c X R, associated with the cell c.
Local parameters
The description of a cell is completed by a set of quantities that do not have endogenous dynamics (some of them can vary exogenously). We will call them local parameters and we will group them in a second vector w(c) associated with the cell c.
A typical list of local parameters is the following: (1) The edification (we use the term in its classical sense to refer to the building process) and the covering indices I e M and I c M associated with the master plan:
where S T b 0 denotes the difference between the total surface of the cell and the surface occupied by fixed elements; S M is the maximal surface that can be covered by buildings in the cell and V M the maximal volume that can be built in the cell. (2) The maximum height h max allowed for buildings. The vectors v(c) and w(c) discard all the information about the spatial organization of the land uses which lies under the scale of the cell. Nevertheless, they contain rather detailed information about the urban typology of the cell. For example, one can easily reconstruct the mean height of the buildings, the local density of the settlement, the density of covering of the terrain by buildings, and the degree of mixing of different kind of activities (see subsection 3.2.2). Furthermore, the components V u x of the state vector give a measure of the supply of volume of the category x in the cell.
The subdivision of the quantities describing the cells into dynamical variables and local parameters is related to the idea of using some of the local parameters (eg the ones related to the infrastructural system of the city or those describing the master plan) as control parameters of a stochastic dynamical system. So the question is about how the system responds to modifications of the control parameters which are produced exogenously. (4) Local changes of the master plan (conversion processes). In our case study, and in the following part of this section, these processes result in a conversion from agriculture to residential use.
The set of all the considered interactions will be indicated by A. An event associated to a process of the kind a P A will be also called an a-event.
Goods and resources associated with a process
The exhaustive description of an event needs the specification of n(a) continuous parameters p P R na , which will be called goods. A rough description of the process a r `construction of a residential building' requires, for example, the specification of the built volume " V, the covered surface " S, the total surface " D of the terrain pertaining to the building, and the internal subdivision of spacesöfor example, the volume " V r destined for residences and the volume " V o X " V À " V r destined for offices. If we group together these parameters to form p ( " V, " S, " D, " V r ) P R na r , with n(a r ) 4, the effect of an a r -event on the state vector v(c) of the cell c can be described in the following way:
where V r , V o , S r , and D r are the residential volume, the volume of offices, the surface covered by residential buildings, and the total surface used by residential buildings, respectively, and V For a generic process a P A, the variation (2) of the state vector can be written as a linear combination of the goods p [p 1 , .XX, p na ] in the following way:
where g j aY k are constants giving the variation of the component k of the state vector caused by the good j in the process a. The formula (3) defines a rule in our model.
In general, each a-process can be seen as the production of one or more goods through the employment of other spatial extensive quantities called resources. For example, the creation of a new residential volume " V causes a reduction, at the next step t Dt, of the volume resource V M r (c) À V r (c, t ) [see equation (1)] available in the cell in accordance with the master plan. A good produced in a process can be the resource employed in another process. This point of view, based on the dynamics of goods and the related resources, is particularly suited for implementing a demand-and-supply mechanism into the model. Formula (3) gives the variation undergone by the state vector in an event, and hence represents only the kinematic part of the rule. The stochastic dynamical part will be introduced in section 2.4 through a set of probability distributions.
Probability distributions associated to rules
We will assume that, the more the state of the neighbourhoods of a cell c favours a given a-interaction, the higher is the rate of production of goods associated with the process a. We will assume that the number of events in a time step is a Poisson process. In the following section we will see that this assumption can be based on very general urban assumptions.
Counting the number of events: Poisson processes
Let us start by defining the probability density p a (p, n) that n events of the kind a P A with goods p P R na happen in the cell during the time interval [t, t Dt ) (for the sake of simplicity we will not always indicate explicitly the dependence of the quantities on the cell c and the time t ). The quantity p a (B, n) X B p a (p, n)dp gives the probability that n events of type a with goods in B of R na take place in a time step.
We assume that these probability densities depend on the configuration of the neighbourhoods of the cell and on some global variables. Let N a (B ) be the stochastic variable counting the number of events of the kind a that happen in the cell c during the time interval [t, t Dt ), with goods p P B R na . Under general conditions about the nature of the interactions, it is possible to assume that the variables N a (B ) are Poisson distributed. Restated for our case, the main conditions for the use of Poisson distributions are the following:
. during the time interval [t, t Dt ) the information about the decisions of the agents does not spread out in the system, so we can assume that the number of events which happen in disjoint time intervals contained in [t, t Dt ) are independent random variables; . events happening during a time step Dt do not significantly affect the configuration of the system, so the configuration can be considered constant during the current time step; . for a given state of the system at time t, the fact that n events will happen in [t 1 , t 2 ) [t, t Dt ) depends only on n and on the length t 2 À t 1 ; . for a very small (infinitesimal) Dt only either 0 event or 1 event will happen.
We can assume that these conditions (especially the first, which is the most important) are fulfilled if Dt is rather short (eg a few days) If the assumptions above are fulfilled, it is possible to prove (see eg Kingman, 1993 ) that the counting variables N a (B ) are necessarily Poisson distributed:
where the positive-valued functions l a (B, c, t ) 5 0, the intensities of the Poisson process, measure the`number of events per unit of time' and depend on the cell c and on time through the configuration of the neighbourhoods. The intensities change with the state of the neighbourhoods at the end of each step and hence we do not have a Poisson process for time spans larger than a step. In this way the assumption of independency of events does not need to hold beyond a time step.
Concretely we will introduce (see section 3) the intensities l a (B, c, t ) using a density l a B, c, t B l a c, p, t dp .
The conditions stated above give us relevant criteria for the choice of Dt. The actual choice of Dt depends on the size of the system, but the stated conditions are usually fulfilled if this quantity is not greater than a few days. Using the asynchronous algorithm described in section 4 the reduction of the time step up to a few days does not increase significantly the computation time, because the number of events that have to be managed by the algorithm reduces with the time step.
Probability distributions for the goods
In order to manage the dependence of the intensities l a (c, p, t ) on the goods p P R na , we use a well-known property of Poisson processes to write the intensities l a (c, p, t ) as a product of the total intensity l a (c, t ) X R na l a c, p, t dp of a-events and the conditional (density of ) probability b a (c,p, t ) for an a-event to have goods p, given it has taken place in the cell c:
Thanks to their intuitive meanings, it is much easier to define separately the total intensity l a (c, t ) and the probability density b a (c, p, t ) and join them through equation (6) than starting directly with l a (c, p, t ). In this way it is possible to set up an algorithm which first extracts the number of a-events through a Poisson distribution of intensity l a (c, t ), and which subsequently assigns a value of goods to each event through the probability density b a c, p, t .
3 Fuzzy decision theory for urban processes Events are produced in our model by cognitive agents, so we are faced with the problem of relating intensities l a (c, p, t ) of events with the decision processes of agents. Unlike in ordinary MAS, agents in our model do not have a permanent identity but are generated at the moment of the interaction in accordance with statistically relevant information stored in the state of the system and in some exogenous parameters.
Decision dynamics
A decision process of an a-agent (an agent involved in an a-process) consists of the following steps:
(1) The agent is generated. In many cases the activation process is not cell dependent and takes place with a global intensity L a (t ) depending on exogenous as well as endogenous factors (see Vancheri et al, 2008 for more details).
(2) The agent chooses a cell " c with a probability proportional to a regional force F a reg (" c) taking values in [0, 1]. The regional force is a fuzzy-logic-based measure of the attractiveness of the cell in the frame of the process a accounting for large-scale and medium-scale features of the urban space. It is suited to describe the relationships of a cell with, for example, the infrastructural system, the transport network, the urbanized areas, the shopping centres, and the public works. (4) The agent, considering only the chosen cell c and its attractiveness F a loc (c), decides either to perform an a-event with a probability P a perf (c, t ) or to abandon the decision process. The local force F a loc (c) is used as a probabilistic threshold for the event to happen.
It is easy to obtain the intensities l a (c, t ) of a-events in a cell c corresponding to steps 1^4:
There are three main motivations for the introduction of these four-step decision dynamics. First, the agent is concerned, in the different phases, with information at different spatial scales (see Andersson et al, 2002a) , and hence with different levels of cognitive analysis of the urban space: in the first step it activates according to global features of the system (such as, for example, measures of demand and supply which can be defined from the state vectors); in the second step it chooses a subregion U a loc (" c) of the system, analyzing the urban context at a large and middle scale; in the third step it refines the decision criteria and chooses the most attractive cell c inside the preselected area U a loc (" c); in the fourth step it performs a yes/no decision considering only the intrinsic attractiveness of c. Second, this approach enables us to introduce a sort of localization and weakening of the constraining mechanisms underlying the probabilistic choices of the cells. More precisely, the first two steps are strongly reminiscent of the mechanism of constraining CA (see eg White and Engelen, 1997) : the activated agents are distributed among the cells for the acquisition of the activated agents. The third step introduces a further mechanism of competition at a more local scale. In this way a change in the attractiveness of a cell will affect the other cells of the system, depending on the regional or local relevance of the change. The number of a-decisions is lower than the number of activations imposed by the global intensity L a (in this sense we say that the constraining is weakened), because some of the agents may abandon the decision process. This happens typically when the available resource relevant for the process decreases and the most attractive cells have already been occupied by increasing the abandoning probability. This produces a typical slowing down of the growth of the system with the depletion of the available resources and has been observed in our computer simulations (see Vancheri et al, 2008) . Third, the number and localization of active agents represent a spatially detailed measure of the demand of the resources needed for the a-process and, hence, are relevant for modelling processes depending on that resource.
Fuzzy decision theory
In this section we introduce examples of the use of fuzzy logic to construct the local and regional forces and probability distribution [equation (5)] for goods.
The general schema
Let us consider a decision maker who has to choose one among several possibilities belonging to a decision space U with the aim of attaining a set of goals G 1 , .XX, G n (we do not mention constraints because, in the fuzzy approach, they are treated in the same way as goals). In the fuzzy approach goals are described through fuzzy sets G 1 , .XX, G n on the universe U: for each x P U the value m "
G (x) of the membership function of the fuzzy set " G G i is a measure of the degree of attainment of the goal for the choice x. The intersection D of the fuzzy sets associated with goals represents the simultaneous attainment of all the goals:
The decision maker chooses the element x Ã P U which maximizes the membership function m D of D. Many operators acting on the membership functions, called t-norms and modifiers, respectively, are available to implement the intersections in equation (7) and to weight the goals. It is also possible to use different kinds of operations instead of intersections to take into account situations in which goals can compensate each other or where the attainment of a critical number of goals is sufficient to have a good evaluation of a possibility. In our model the decision spaces are the cellular space G and the space of goods R na . Each goal of an a-agent is specified as a function of indicators I 1 (c, t ), .XX, I p (c, t ) depending on some neighbourhoods of the cell c. For instance, the indicator associated with the goal`availability of green surfaces around the cell' is the green surface for inhabitants in a suitable neighbourhood U(c) of the cell:
where V u r and S g are the residential volume in use and the green surface, respectively. In figure 2 is shown an example of fuzzy membership function.
The indicator of centrality
In order to describe goals connected with centrality in the urban system we have constructed an indicator taking into account typical features of central areas, such as a high degree of mixing of activities and a high density of the settlement. The membership function m C related to the fuzzy set C of the central cells can be used by different kind of agents to express goals corresponding to expressions like`very central cell' or not an excessively central cell'.
We define the ratios f j X V The fuzzy set C of central cells is built as an intersection of M and D: C D M. In this way central cells are characterized as those with a high level of mixing of activities and a high density of the settlement. The intersection can be realized through the t-norm given by the product:
In a certain sense this indicator gives a measure of the evidence available to an agent for the capability of the cell to attract activities and, hence, to play a central role.
More generally, one can describe in natural language an urban typology T and try to individuate a set of`semantic traits' S 1 , .XX, S k characterizing the typology T. Each trait is associated with a membership function measuring its degree of presence. If these traits can be compounded through logical operations like AND, OR, and NOT, and modifiers like VERY, NOT TOO MUCH, and FEW, it becomes possible to use the machinery of fuzzy logic to construct the fuzzy set of cells possessing the urban typology T and to use it to express the decision criteria of agents. Such indicators of typology aim to capture aspects of the way in which individuals perceive and categorize the urban space.
Nonlocal indicators related to extended neighbourhoods
In order to account for long-range interactions we use a set of fields associated with extended neighbourhoods and defined on the cellular space G. A field f j (c) P R, c P G, associated with an extended neighbourhood U ext j is defined in general as follows:
where M j (c) P R, c P U ext j , is a mass associated with the cellöthat is, an extensive quantity such as volume or surface of a given use. In the case of the extended neighbourhood made of centroids of built volumes, the mass is given by the sum of the volumes associated to the corresponding cluster. The masses were weighted in equation (8) can be used to express the goals of agents concerning different kinds of long-range effect.
Level of integration induced by the transport network
Another indicator based on an extended neighbourhood is the integration level of a cell induced by the transport network. We describe the main system of roads through a graph (V N , E N ), where V N is a set of vertices (the access points to the network) and E N is a set of edges connecting vertices. The extended neighbourhood is identified with the set of vertices V N . As in the configurational analysis, we define the total depth of a vertex v as the sum of the topological distances of the vertex from all the other vertices of the network D(v)
The level of integration of a cell is measured by a field defined as follows on the cellular space:
where m in is a membership function decreasing with D taking values in [0, 1] and z in (c, v) is a function measuring the accessibility of v from c. The indicator f in characterizes cells which are well connected with well-integrated points of the main road system, and hence it is suited to measure the regional level of connection of a cell.
Residential attractiveness and rent
In order to choose meaningful indicators and to model their logical connections, we have applied fuzzy logic to a method of real estate appraisal worked out by Na« geli (Na« geli and Wenger, 1997) . This method enables us to introduce a meaningful measure of attractiveness for a given use and to derive from it an estimate of rents and prices of terrains. The approach starts by writing the value W of an estate of type x in the following way:
where w B is the unitary building cost, V is the volume, and q x b 0 depends on the relation of the building with the urban context. A checklist of prototypical situations enables an evaluation Q x of the terrain in a scale from 0 to 10 called`positional class'. The relation between q x and Q x is provided by an empirically determined function f x . Taking inspiration from the qualitative criteria contained in this checklist we have set up a list of quantitative indicators like the ones mentioned above. The method enables us to obtain an estimate of the yearly rent per unit of volume, which is a fraction g x of the total value:
The cost of a terrain for residential use can be estimated by considering the value W ( 1 0 ) where D is the surface of the terrain. We have modelled the cost of the terrain as an increasing function of W max r
. We note that expression (10) accounts in a realistic way for the dependence of the cost of a terrain both on the urban context and on the master plan.
The local and regional forces F a loc (c) and F a loc (c) (see subsection 3.1) are connected to the positional class. Applying, for instance, the method of Na« geli to the process a `occupation of free residential volume', we obtain the following quantities: (1) a measure Q r (c) of the residential attractiveness of the cell c, and (2) the average rent a r (c) [equation (9)]. We assume two main goals for an agent evaluating the cell: G att `the attractiveness of the cell is high' and G rent `the rent is not too high'. These goals can be evaluated by means of two membership functions m att and m rent , depending on Q r (c) and a r (c). We obtain the following membership function for the decision set D:
where the intersection has been implemented with the t-norm product. In order to control suitably the weight of highly attractive cells with respect to the less attractive ones, the function F a loc (c) can be written as a power of the membership function [equation (11)], where the power corresponds to fuzzy modifiers like VERY:
( 1 2 ) 3.2.6 Probability densities for the goods As an example of the method employed to construct the probability distributions b a (c, p) for the extraction of goods, let us consider the process a `construction of a residential building'. The profit p x (c, V, D), which can be obtained constructing a volume V on a parcel of area D can be evaluated using the method of Na« geli (see section 3.2.5):
is the cost of the terrain. The maximum profit that can be obtained according to the master plan is:
where
is the subset of the space of the goods compatible with the master plan in c, and S is the surface covered by the building. The goal`maximize the profit' is measured by a membership function depending on " p x (c). This goal, together with others connected with the amount of volume to be built and the quality of the building, enables us to construct a membership function m D for the choices of the goods p (V, S, D).
The probability distribution b a (c, t, p) for the extraction of the goods is obtained by normalizing a power of the membership function:
m D a c, t, p r dp .
( 1 3 )
The exponent p b 1 controls the probability to choose more attractive goods with respect to the less attractive ones. Equations (6), (11), and (13) show that randomness is introduced in the model as a consequence of the fuzziness in the decision processes of agents. Note that, both in equation (12) and in equation (13), we have employed a method more realistic and flexible than those frequently used to define utility functions.
Evolution algorithm
The following asynchronous evolution algorithm is based on the connection between Poisson processes and the exponential distribution given the time of the next event:
(1) Let the time at the step n be given by t n (n À 1)Dt, where Dt is the duration of a time step. Let N a (c, t n ) be the number of a-interactions happening in c during the time interval [t n , t n Dt ). These variables are supposed to be independent, so the total number N(t n ) X a P A c P G N a (c, t n ) of interactions is Poisson distributed with intensity
The waiting time y before the next interaction can be extracted with an exponential distribution with intensity l(t n ). If y b Dt the first event does not happen during the nth step but in kDt 4 y`(k 1)Dt, k P N, k b n.
(2) Using the property of Poisson processes P[X 1 1, X 2 0jX 1 X 2 1 l 1 a(l 1 l 2 ) if X i is Poisson distributed with intensity l i , we select the cell c P G in which the interaction has occurred using the discrete distribution
, where l c t n X a P A l a c, t n .
(3) We extract the type of interaction a P A using the discrete distribution:
(4) The values p 1 , .XX, p na of the goods are generated using the probability distribution b a (c, À ).
(5) The configuration of the system is updated applying the evolution rules (see section 2.3). We repeat the steps 1^5 until the condition t 4 t n Dt is fulfilled.
Ordinary differential equations
In this section we write an approximated ordinary differential equation (ODE) for the time evolution of the mean values of the dynamical variables, and justify it intuitively. Let us start by considering a cell c P G and the state vector v(c, t ) at a given time t. The probability distributions [equation (4)] can be expanded in a Taylor series if we consider an infinitesimal time step Dt:
Let us consider now the system in a given state at the time t. The probability for an (a, p)-jump [a-event with goods p P R na ] is given to the first order in Dt by: PN a p, dp, c, t 1 l a c, pdpDt ,
where we have applied equation (24) to an infinitesimal subset B [p, p dp) & R na , so la(B, c, t ) l a (c, p)dp. The variation of the component k of the state vector after the jump is given by equation (3). The mean variation Dv(c, t ) of the state vector during the time Dt is obtained by adding up all the possible jump amplitudes Dv k (c, t Dt ) na j 1 g j aY k p j , each one multiplied with the related probability P[N a ([p, dp), c, t ) 1]:
R na l a c, pp j dp .
( 1 4 ) Equation (14) gives the expected configuration of the cell c at the time t Dt given the configuration v(c, t ) at time t. Equation (14) can be used recursively to evaluate the time evolution of the expected state vector " v(c, t ) only if it is possible to start at each step from the expected position reached in the previous step. This assumption is justified only if the stochastic fluctuations around the mean values are small. If this condition is fulfilled we obtain from equation (26) R na l a c, pp j dp .
For a rigorous proof using the theory of Markov jump processes, see Vancheri et al (2005) ; for a proof of the system of random differential equations even in case of non-Markovian dynamics, see Giordano et al (2005) .
Conclusions
The modelling framework introduced in this paper seems suitable for joining some advantages of CA models and MAS. On the one hand, the configuration of the system is described by aggregating volumes and surfaces related to different land uses at the scale of a cell; on the other hand, cognitive agents are activated only during a-interactions, and receive a`temporary identity' related to the process involving them and to statistically relevant information stored in the state of the system and in exogenous parameters. Depending on the number of land uses, on the degree of details in generating temporary identities of agents, and on the size of the cell, it is possible to calibrate the requested level of microdetails in the description of the urban system, interpolating' between CA and MAS and taking advantage from both approaches. Furthermore, the strong mathematical background of the model enables a level of mathematical analysis which cannot be reached by CA and MAS. The model will be developed in the following directions: . We plan the use of random instead of ordinary differential equations to investigate the stochastic evolution of the model and the possible occurrence of bifurcations and phase transitions. . In this presentation the four steps of the decision process (subsection 3.1) take place simultaneously in the simulation. We plan to transform them in a stochastic process of exploration of the urban space. In this way, agents searching for a given spatial resource represent an effective measure of the spatial and temporal distribution of the demand for that resource. . We plan to introduce more realistic demand^supply dynamics and the related prices, based on spatial distribution of active agents and a related dynamics of processes. . In order to attain the last two objectives a more detailed temporary identity for the agents must be considered, including socioeconomic features. This will require exploiting extensively the idea of incorporating in the state of the system the set of statistical data needed to generate the identity of the agents and to modify them through interactions.
