Abstract Steep U-shaped valleys produced by glaciation are commonly eroded by rockfall. In this study we investigate modern and long-term (power law predicted) rates of rock wall retreat in a deglaciated valley. Our emphasis is on the 5.2 km 2 calcareous cliffs covering in the Lauterbrunnen Valley, Switzerland.
Introduction
Alpine glaciers are efficient agents of erosion that have, in many locations, resulted in an acceleration of Quaternary erosion [Hallet et al., 1996; Olen et al., 2012; Yanites and Ehlers, 2012; Herman et al., 2013] . Less well understood are the rates of rock wall retreat and erosion after glaciation and how these compare to glacial erosion rates. One by-product of alpine glaciation is the formation of oversteepened U-shaped valleys [e.g., Boulton, 1974; Harbor, 1992] . When deglaciated, these valleys are prone to mass wasting processes that contribute further to valley erosion as well as producing risks for humans. Previous studies of deglaciated valley erosion have focused on geologic engineering investigations of historic rockfall events and evaluation of rock wall strength and stability [e.g., Brooks and Tippett, 2002; Jarman, 2006; Moore et al., 2009] . More recently, airborne and terrestrial remote sensing techniques such as terrestrial laser scans (TLS), photogrammetry, radar, and seismic monitoring have been applied in deglaciated settings to provide insight into rockfall locations, volume, and possible triggering mechanisms. Prominent examples of these applications come from Yosemite Valley, California, where exfoliated and jointed granites have a long history of rockfall activity [e.g., Wieczorek et al., 2008; Stock et al., 2011 Stock et al., , 2013 Zimmer et al., 2012] . However, lithology influences rockfall and detailed studies of rockfall processes are needed in other lithologies [e.g., Bennett et al., 2012] . In particular, the distribution and potential causes of rockfall events in deglaciated limestone valleys are less well known. An improved understanding of rock wall retreat rates is motivated by the need to understand postglacial erosion rates in mountainous settings.
Study Area
The Lauterbrunnen Valley is located in the Bernese Oberland, Switzerland (Figure 1 ). The U-shaped deglaciated valley is approximately 6 km long with vertical rock walls devoid of vegetation and with~500 to 1000 m local relief. The valley bottom is between 400 and 700 m wide. The entire study area consists of Mesozoic, Helvetic limestone deposited as calcareous mud 140 Ma, and subsequently deformed and emplaced in its current position during the Cenozoic Alpine orogeny. At the south end of the valley, 
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gneiss and granite of the Aar massif are visible next to the limestone [Schulte et al., 2009] . Following the last glacial maximum (approximately 10,000 years ago), the Aar Glacier system retreated to higher elevations and left behind the narrow Lauterbrunnen Valley with a flat bottom and vertical walls [Labhart, 2001] . The maximum topographic relief between the valley floor (800-900 m) to the neighboring highest peak (Jungfrau, 4158 m) is approximately 3200 m over 6-8 km horizontal distance. Today, erosion in the region is dominated by rockfall and fluvial incision from 72 waterfalls and the Weiße Lütschine River that drains the surrounding glaciers [Schulte et al., 2009] . Talus slopes along both sides of the valley indicate the importance of rockfall events in this valley. The valley lies in a temperate but warm climate zone with high precipitation. The average precipitation including snowfall (snow water equivalent) was 1207 mm/yr between 1981 and 2010. According to meteorological station observations in the city of Lauterbrunnen made by MeteoSwiss (data from https://gate.meteoswiss.ch/idaweb/login.do), the average annual temperature was 8.8°C during the same time period. The warmest month is July (18.8°C), and the coolest month is January (À0.5°C) on the valley floor.
Methods
TLS Specifications and Data Collection
An Optech ILRIS-LR terrestrial light detection and ranging (lidar) scanner was used for most of the data acquisition. A second ILRIS-ER scanner was used for two field campaigns. The ILRIS-LR and ER have scan frequencies of 10 and 2.5 kHz, respectively. Three-dimensional point clouds were collected using the pulse method summarized in Shan and Toth [2008] . Both scanners have a reflectivity of 80% at 3 km distance. The ILRIS-LR scanner has the added advantage of data collection from not only rock but also snow, ice, and some wet rock surfaces, thereby enabling measurements during winter months when portions of the valley wall were wet or slightly snow covered. The ILRIS-LR also enabled collection of variations in icefall thicknesses present during one of the field seasons. During each field investigation, the east and west valley walls were completely scanned between the villages of Lauterbrunnen and Stechelberg (Figures 2  and 3 ). The mountain Schwarzmönch is located on the south end of the east wall (scan positions E1-E4; Figure 2 ). Its rock surface was not analyzed for rockfall events due to the large mean distance to the wall from the scan position and the steep inclination angle from the laser scanner. Seasonal variations in rockfall were investigated with 10 field campaigns, one every 1.5-2 months, over an 18 month period between February 2012 and July 2013.
Data Processing
Point cloud data were processed in the JRC (Joint Research Center) 3-D Reconstructor 2 software. Details of our methods are provided in the Appendix A. Point cloud data not associated with the rock wall (e.g., atmospheric dust and trees) were manually removed, and then adjacent scans from each scan position were aligned using control points and a best fit algorithm to minimize differences in the overlapping point clouds. This alignment was done for the west and the east valley sides, resulting in a 3-D scan of the entire valley (Figure 3 ). Volume changes for individual rockfall were calculated using scans from the same scan position collected at subsequent times. These scans were aligned to each other, and a mesh was computed for both scans from the grid point cloud to produce a continuous surface. Rockfall locations and volumes were determined using the inspection tool and cut and fill algorithm in the JRC software. Rockfall regions of interest (ROI) were identified by visual identification of volume changes between scans and comparison to photographs taken during each scan. The cut and fill algorithm quantifies volume changes between the two scans, whereas cut values show material loss due to rockfall, snow cover, or vegetation loss. The fill values show added volume such as from snow, ice, or vegetation growth. The comparison of cut-fill volume differences to pictures provides additional help for distinguishing between factors that produce the cut values (e.g., vegetation change versus rockfall).
Previous work has applied three different approaches for calculating volume changes between two grid point clouds. These include (1) comparison of two grid point clouds [Lague et al., 2013] , (2) comparison of two meshes [Monserrat and Crosetto, 2008; Olsen et al., 2010] , or (3) producing a digital elevation model of difference [Wheaton et al., 2010] . In this study we generate meshes before calculating volume changes as it is an accurate method for volume change calculations on smooth rock surfaces like the limestone cliffs in the study area.
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Rockfall Volume Error Analysis
The uncertainty of calculated rockfall volumes was determined for individual events. This was done by repeat reference scans over a 2 month period on locations with no rockfall activity. The repeat scans were aligned to each other and used to calculate an average error for the control regions. The calculated average error was multiplied with the area of each single event totaling in a volume error for different size events. This approach is the basis of the individual cumulative errors reported for each event, and additional details are provided in Appendix A.
Correlation Method
The detected number of rockfall events over the scan intervals was correlated to environmental factors by extracting the minimum daily temperature for each 2 month interval and the maximum daily temperature for the same 2 month interval. Furthermore, correlations were calculated for the total amount of ice days (i.e., maximum temperature is below 0°C) and freezing days (i.e., minimum temperature is below 0°C) over 2 months, as well as precipitation and seismicity over the same interval. In total, 108 least squares regressions were calculated for the Lauterbrunnen data. We used a 2 month sampling window based on the average time between field visits. We tested the correlation strength between the average frequency of rockfall events in a 2 month period with weather parameters and seismicity during a period up to several months before the rockfall events (i.e., using rockfall lag times of 0, 2, 4, and 6 months) (Figure 8) . We also separated the rockfall events into three bins (<1 m 3 , >1 m 3 , and average monthly volume) following similar analyses by Rosser et al. [2007] .
A two-tailed t test was conducted to specify the significance of the above implied correlation. One assumption of the t test is a Gaussian distribution of the data set. The Lauterbrunnen also Table A1 ). Labels "E" and "W" indicate on which side of the valley the lidar scanner was positioned to collect point cloud data from the opposite side of the valley. All scan positions were revisited multiple times over an 18 month period to acquire the time series of data presented in subsequent plots.
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rockfall data were positive tested by using the Shapiro-Wilk test. P values were calculated by comparing the calculated t values with a t distribution including n-2 degrees of freedom with the R-software package.
Frequency-Magnitude Calculation
Power law relationships for frequency-magnitude analysis are often utilized to estimate the repeat time of larger rockfall events [Chau et al., 2003; Dussauge et al., 2003; Guzzetti et al., 2003; Hergarten, 2012] . Previous studies concluded that after a certain threshold magnitude, rockfalls and landslides follow a power law distribution [Dussauge et al., 2003; Hovius et al., 2011; Hungr et al., 1999; Santana et al., 2012] . Rockfall volumes smaller than the observed threshold detection level, however, are underestimated in field investigations. Depending on the data collection method (e.g., historical information, satellite images, or TLS measurements), the threshold detection level can change [Bennett et al., 2012; Dussauge et al., 2003; Guzzetti et al., 2003] . The detection level for each technique is associated with a rollover in a power law distribution. The rollover has to be determined, and data below it eliminated before estimating a power law distribution. A detailed discussion about the rollover detection is given in Bennett et al. [2012] and Clauset et al. [2009] .
Three main frequency-magnitude relationships are applied here to extrapolate the time between larger events in the Lauterbrunnen Valley. These methods are the probability density function (PDF), the complementary cumulative distribution function (CCDF), and the maximum likelihood method. The CCDF and PDF achieve the best fit of the "tail" using a linear regression and are related in the following way [Bennett et al., 2012] :
where b is the exponent of the power law and therefore represents the slope of a line in log-log space. The maximum likelihood method determines the slope value b with the assumption of a power law distribution [Aki, 1965] .
Uncertainties for the obtained slope value can only be estimated from the confidence interval of the least squares regression for the first two methods but is derived directly for the maximum likelihood method. However, the sample bias, i.e., how well the recorded data conform to the long-term average, is not captured. The sensitivity of our interpretations to this sample bias is estimated in this study by a Monte Carlo approach, in which 10, 20, and 40 events are each randomly removed from the data inventory 10,000 times. These 30,000 subsets were reanalyzed with above the methods.
Results
Rockfall Occurrence and Volume Measurements
During the 18 month investigation period, a total of 122 rockfall events were detected. Figure 3 provides an overview of the time, place, and volume of all rockfall events. Each subplot shows the time interval between scans used to calculate volume differences from rockfalls. The first subplots (Figures 3a and 3b) show 24 rockfalls (red boxes) during February and May (2012) as well as icefall volume changes (blue boxes) related Table 1 summarizes the smallest and largest rockfall event as well as the median and mean value for each subplot.
Between August and December 2012, fewer rockfalls occurred compared to other periods of data collection (Figure 4a , and events larger than 10 m 3 are rare in the valley during the monitoring period. These small events are more common in many settings, and previous works [e.g., Abellán et al., 2010; Rosser et al., 2007] have found that they are often a precursor to larger events. However, our observations ( Figure 3 ) do not indicate small events precede larger ones. This could be due to (a) rockfall activity in deglaciated calcareous valley walls does not behave in this way or (b) that rockfall activity is clustered within the 1.5-2 month repeat scan time and cannot be detected within this data set. There is no way to discern between these two options with available data. 
Ice Volume Measurements and Rockfall
One potential mechanism for triggering rockfall activity is the freezing of waterfalls. Most lidar studies on ice focus on glacial mass balance changes and use airborne lidar instead of terrestrial units [Fischer et al., 2011; Foy et al., 2011; Joerg et al., 2012; Sisson et al., 2011; Abermann et al., 2009; Rees and Arnold, 2007] . In this study, icefalls were present over one winter, and we present the observations here to evaluate if rockfall activity is spatially associated with icefalls. Ice volume changes were calculated for three waterfalls on the east wall and seven waterfalls on the west wall of the valley between February and May 2012 (Figures 3a and 3b ). The waterfalls of the west wall (east facing) that produced a maximum fill volume of 13397 ± 441 m 3 were produced at scan position W03 on the west wall. On the east wall (west facing) of Lauterbrunnen Valley there are fewer and smaller waterfalls than at the west wall and Table A1 for a summary of individual field campaigns used for rock fall identification in this table and Figure 3 . b rf* = rockfall. was not spatially coincident with the location of the icefalls.
Meteorological Observations
Precipitation measurements (but not temperature) were recorded at a MeteoSwiss weather station at Lauterbrunnen located in the study area (Figure 5a Temperature, ice days, and freezing days are presented from the closest MeteoSwiss weather station located further down from the Lauterbrunnen Valley near the city of Interlaken (14 km from the study area) (Figures 5b and 5c). Air temperatures near the rock wall were interpolated to the study area by using the local atmospheric lapse rate of 6°C/km and multiplying this by the elevation difference between the meteorological station in Interlaken and the elevation of the bottom and top of the valley wall (dashed lines in Figure 5b ). Application of this atmospheric lapse rate assumes that local valley weather does not produce temperature inversions. Unfortunately, no time series of atmospheric temperatures are available at the valley rim to evaluate this assumption. Regardless of if temperature inversions occur within the valley, the correlations between rockfall and temperature presented here are sensitive to the temporal variations in increasing and decreasing temperatures rather than the value of the temperature. The general trend in average rock wall temperatures should follow the trends shown in Figure 5b but may vary in magnitude depending on enhanced solar heating of the rock wall during sunnier summer months. No observations of solar heating of the wall are available, so we restrict our interpretation of temperature effects on rockfall activity. Temperature and interpolated temperature indicate the lowest values (~À12°C at the top of the rock wall) in January- 
Ground Shaking
Rockfall events were also compared to available seismic data to evaluate if earthquake related ground shaking in the valley is an environmental control for rockfall [e. 
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In general, seismic activity was low over the time period that TLS scans were collected and only microseismic activity occurred. Figure 6a shows the temporal distribution of rockfall events as well as seismic events recorded from the Swiss seismic network over the same time period (Figure 6b ) and within 10 km of the Lauterbrunnen Valley (data from http://www.seismo.ethz.ch/index_EN). Most of the earthquakes within a 10 km range of the study area are recorded during the autumn of 2012 (four microseismic records with a magnitude between 0.6 and 1.4) (Figure 6b ). During the same time period (AugustDecember 2012) the number of rockfall events is small (Figure 6a 5. Discussion
Characteristics of Rockfall Events on Each Valley Wall
The rockfall events detected during the investigation period are widely distributed around the valley and not clustered in specific areas (Figures 3a-3h ). In general, the most frequent rockfalls are smaller than 1 m 3 (Figures 7a   and 7b ). The mountain Schwarzmönch is located on the south end of the east wall (scan positions E1-E4; Figure 2 ). Its rock surface was not analyzed for rockfall events due to the large mean distance to the wall from the scan position and the steep inclination angle from the laser scanner. As a result, the observed east wall area where rockfall events could be reliably identified is smaller (1.5 km 2 ) than on ). The total number of rockfalls is 38 on the east wall (Figure 7b ) and 84 on the west wall (Figure 7a ), but the number of rockfalls per area is comparable for both walls (e.g., west wall 2.27 Á 10 À5 m
À2
, east wall 2.53 Á 10 À5 m
).
Spatially averaged short-term (18 month) average cliff retreat rates were calculated for each valley wall over the observation period. The cliff retreat rate for the west wall was calculated by dividing the total rockfall volume (432.15 m 3 ) from the west wall in the 18 month period by the area of the west wall (3.7 km 2 ) and normalized to 12 months. The same was done for the east wall using 91.57 m 3 for the total rockfall volume loss in an 18 month period over an area of 1.5 km 2
. Calculated cliff retreat rates are slightly higher for the west wall (0.08 mm/yr) than for the east wall (0.04 mm/yr). Note, however, that this calculation is sensitive to the time scale of observation and the detection limit for individual events. In section 5.4 we evaluate these caveats by calculating long-term average retreat rates from the power law relationship.
The temporal variations in rockfall activity are similar for both walls. For example, more rockfalls occurred on both walls in March 2013 and less rockfalls in the autumn of 2012 (Figures 7a and 7b) . Triggering effects such as seasonal weather changes might control this temporal pattern of rockfall occurrence. Alternatively, patterns of precursory rockfall have been suggested in other locations [Amitrano et al., 2005; Rosser et al., 2007] (Figure 3c) is not preceded by smaller events in the same location (Figure 3b ). Small events were recorded below the previous large event over the same time interval and could have been triggered by rock from the larger event causing smaller failures beneath it. However, given the 1.5-2.0 month repeat time interval of scans it is possible that the larger events documented here were preceded with smaller events in the same area and during the same scanning time interval and therefore not detectable. 
Comparison of Rockfall Events to Environmental Factors
In the following, we investigate potential triggering mechanisms for rockfalls in Lauterbrunnen by calculating the least squares correlation strength between the rockfall history and individual environmental factors (approach of Rosser et al. [2007] ). We note that while some correlations occur at a high significance level, others do not due to the 18 month observation duration. We address the robustness of the correlations documented here by providing the statistical significance for each factor considered. 5.2.1. Freeze-Thaw Cycles and Rockfall Activity An analysis of freeze-thaw cycles on rockfall occurrence was conducted by extracting the minimum daily temperature at Interlaken for a month (minimum temperature; Figure 8 ) and the maximum daily temperature for a month (maximum temperature; Figure 8 ). Results between temperature and rockfall occurrence for 0-6 month lag times that are shown in Figure 8 indicate that rockfalls smaller than 1 m 3 ( Figure 8a ) correlate best (least squares correlation strength, R = 0.6, P = 0.08, 90% confidence level) with the pattern of maximum and minimum temperatures recorded 2 months prior to rockfall activity. Rockfall events larger than 1 m 3 have a lower correlation strength (R < 0.42, P = 0.25, 80% confidence level) with temperature changes than do small events (Figure 8b ). The correlation strength between all events and temperature is shown in Figure 8c .
The high correlation factor (R = 0.6) observed for freeze-thaw cycles and rockfall events smaller than 1 m 3 with a 2 month delay between the range of daily temperatures in the time series and rockfall has a significance of 90% and is similar to observations from previous studies [Luckman, 1976; Matsuoka and Sakai, 1999; Sass, 2005] . These studies document a lag time between temperature minimums and rockfall activity by showing that many rockfall events occur during thawing and spring snowmelt.
The 2 month lag time for the highest correlation with small events could be explained by freeze-thaw cycles and the time-dependent diffusion of seasonally variable surface temperatures into the rock. Gruber and Haeberli [2004] predicts that permafrost thawing caused by climate change will directly result in reduction of slope stability and thus rockfall occurrence. A similar temperature related control on rockfall activity could be present here. In addition to thermal contraction and expansion of rocks associated with temperature changes, the association of the rockfall activity with subzero temperatures and subsequent warming suggests that frost wedging could be active from moisture trapped within fractures. Previous detailed observatory measurements of air and shallow ground temperatures in granite [Putnam and Chapman, 1996] support the previous interpretation of seasonal temperature changes affecting rockfall activity. Putnam and Chapman [1996] observed a 2 month lag time between annual minimum and maximum air temperatures and ground temperatures at 1 m depth in the Grouse Creek mountains of 
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Utah, USA. The range of annual ground temperature changes at 1 m depth was 80% of the air temperature range. The magnitude and penetration depth of seasonal changes in rock temperatures depend on the magnitude of surface temperature changes and the rock thermal diffusivity. Seasonal changes in subsurface temperature are damped with increasing depth in the wall and extend significantly greater than the 1 m depth example given here. However, the larger temperature variations expected near the wall surface could explain the stronger correlation of smaller rockfall events than larger events because freezing temperatures for frost wedging would be more difficult to activate at greater depths in the wall to produce large events. The previous suggested link between these seasonal changes in temperature and rockfall activity from frost wedging depends heavily on the presence and geometry of near surface fractures with moisture. During field campaigns for scanning in the winter months, the rock walls were frequently wet from daily snow or ice melt, whereas in the summer months they were primarily dry.
Precipitation Variations and Rockfall Activity
Changes in precipitation and the start of snowmelt have also been associated with rockfall activity [Sass, 2005; Krautblatter and Moser, 2009] . Analysis of the correlation strength between precipitation and rockfalls for 0-6 month lag times (Figure 9 ) only partially supports this mechanism. Low correlation strengths at a low confidence level (R < 0.2, P = 0.62, 40% confidence level) were found between the number of rockfall events and precipitation within the first 2 month lag time (Figure 9 ). However, a higher correlation (R between 0.3 and 0.55, P = 0.37-0.12, 60-80% confidence level) is present between precipitation and rockfall 
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events for a 4 to 6 month lag time (Figure 9 ). The previous correlations are low, as is their confidence level. Unlike the higher correlation strength and confidence level found for rockfall activity and temperatures (section 5.2.1), these values prohibit a detailed interpretation but will benefit from a longer observational duration to improve the confidence level.
Seismicity and Rockfall Activity
Ground motion caused by earthquakes can trigger rockfall events or landslides [Keefer, 1984; Deparis et al., 2008; Meunier et al., 2008; Vidrih et al., 2001] . Furthermore, rockfall events can also produce seismic signals detected on nearby seismometers [Deparis et al., 2008] . Previous studies have also documented microseismic signals caused by cracks propagating through rock prior to a rockfall event [Amitrano et al., 2005; Senfaute et al., 2009] . We used two seismic stations for earthquake monitoring located in Mürren (top of the west valley wall; Figure 2 ) and Finsteraarhorn. Both locations detected earthquakes within 10 km of the study area (Figure 6 ) during the TLS interval. The correlation between rockfall occurrence and earthquakes is not significant (R < 0.2, P = 0.56, <50% confidence level). This low correlation is not surprising given the small magnitude of the events recorded (typically <M1.5).
Frequency-Magnitude Analysis
All methods described in section 3.5 have been used to estimate the frequency-magnitude relationship for rockfall (see, e.g., Barlow et al. [2012] for the PDF method, Bennett et al. [2012] for the CCDF, and Dussauge et al. [2003] for maximum likelihood). Each has its advantages and yields slightly different values. Bennett et al. [2012] asserts that the CCDF is preferred over the PDF for power law distributions from rockfall inventories. This method avoids subjective binning of the data. Both methods assume a power law distribution of rockfall volumes, and parameters are obtained by linear regression of logarithmically transformed data. The associated uncertainties can only be estimated from the regression confidence interval. The maximum likelihood method also assumes that the whole data set is governed by a power law distribution but it allows calculation of the standard deviation associated with the power law exponent. Additional assumptions of power law relationships are discussed in section 5.3.3. Table 2 describes the primary differences between the PDF, CCDF, and the maximum likelihood methods used here. Figures 10a and 10b show the power law distribution from the PDF approach, and Figures 10c and 10d present a power law using the CCDF method. A rollover at a rockfall volume of V 0 = 0.35 m 3 can be observed in the PDF and the CCDF for all rockfall events (Figures 10a and 10c ). Based on this rollover value, we determine the following slope values from the remaining 93 rockfalls for the three methods: b PDF = 1.69 ± 0.14, b CCDF = 0.72 ± 0.02, and b ML = 0.67 ± 0.07 (see also Table 2 ). Clauset et al. [2009] suggest that for populations with a total number over 50 many of the issues associated with producing robust power law fits are negligible. In our study the total number of rockfalls is 122 and is significantly higher. Nevertheless, we evaluate the robustness of our power law fit (Figures 10a and 10c ) and the sample bias by repeatedly removing 10, 20, and 40 events from the event catalogue using a Monte Carlo approach (each 10,000 times) and reanalyzing those subsets. Since the largest events exhibit the strongest influence on the overall result, the effect of removing those events was examined separately. Incrementally removing the six largest events (see Figure 11b) shows similar behavior (increase) in the (1)). Figure 11c shows the cumulative rockfall events for the range of slopes possible in b average (1.71 ± 0.09). The previous sensitivity analysis indicates the slope values are reasonable within the reported errors. Table 3 summarizes power law exponents determined from other rockfall studies and how they compare to values calculated for the Lauterbrunnen Valley. Two observations are apparent from the Table 3 . First, similar lithologies also have similar power law exponents (Table 3) as this study. In Lauterbrunnen Valley we calculated a power law exponent of b average = 1.71 ± 0.09. Second, large power law exponents are typically observed in sedimentary lithologies (e.g., mean calcareous cliff b values are 1.58 ± 0.16), and smaller exponents correspond to typically stronger igneous and metamorphic lithologies (e.g., mean granite b values are 1.33 ± 0.20) [Bennett et al., 2012] .
Frequency-Magnitude Method Comparison
Calculated Frequency-Magnitude Relationships and Sensitivity Analysis
Power Law Exponent Comparison
Previous work by Hergarten [2012] suggested an average power law exponent of 1.35 for the Alps based on data from Figure 11a , 10 events of any size were randomly removed in each of the 10,000 simulations. The different color regions show the range of exponents b with its standard error that resulted for the PDF, CCDF, and maximum likelihood methods. In Figure 11b the worst cast scenario is explored for the exponent b by incrementally removing the six largest events. Finally, Figure 11c illustrates the relation of b average (1.71 ± 0.09; middle line) with its 95% confidence limits (steeper and less steep outer lines).
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10.1002/2014JF003274 Densmore et al. [1998] , and Dussauge-Peisser et al. [2002] suggest that the power law slope increases (e.g., Figures 10b and 10d) as the strength of the material (i. e., cohesion and friction) decreases. Thus, a limestone lithology should have a higher power law exponent compared to harder lithologies such as granites and gneisses. This effect of lithology on power law exponent is evident in the compilation shown in Table 3 . Furthermore, the average power law exponent for the Alps of 1.35 [Hergarten, 2012] is approximately equal to that of the average of values shown in Table 3 . When compared to the slope value obtained from observations in this study (b average = 1.71 ± 0.09), the previous estimate of Hergarten [2012] is lower. Reasons for these differences in the power law exponents could include (1) the previously described lithologic strength differences and their impact on power law exponents [e.g., Bennett et al., 2012; Densmore et al., 1998; and DussaugePeisser et al., 2002] and (2) differences in the resolution of the data used for determination of the power law exponent. Hergarten [2012] used a satellite global digital elevation model with a lower resolution (20-30 m) than the measurements used in this study. Finally, (3) the results from Hergarten [2012] are model-based and not derived from observation of individual events such as we have done. A regionally average power law exponent of 1.35 has also been observed elsewhere including for the Rocky Mountains (USA) and the Himalaya [Hergarten, 2012] . Thus, the exponent of 1.35 likely represents an average for different lithologies. As a consequence of the previous complications, we advocate an exponent of 1.71 ± 0.09 for the calcareous lithologies in the study area.
Extrapolated Return Period for Large Events
The PDF, CCDF, and maximum likelihood methods have similar power law exponents for the Lauterbrunnen Valley (Table 2) when the relationship between the PDF and CCDF methods are taken into account (equation (1)). Our results are also consistent with exponents from previous studies (Table 3) conducted over longer time periods. Given the consistency of our results with previous work, and the conclusions of Barlow et al. [2012] conducted over a similar time span, we use the power law relationship calculated in this study to extrapolate to the time between larger events in the study are. We do this by following the approach of previous work [Bennett et al., 2012; Malamud et al., 2004 ] , using the following relations. All values except b ML , which is calculated directly according to Aki [1965] , were obtained by performing least squares regression on logarithmically transformed data with the error representing the 95% confidence interval. Extrapolation with the CCDF is done using
with N being the number of events larger than the specified volume V (m 3 ) in a 1.5 year period. And finally,
with N 0 /T being the number of events larger than the volume V per 1.5 years.
Using the calculated power law exponents, the occurrence of a rockfall event larger than 1000 m 3 is predicted to be every 4.5 ± 0.5 (CCDF) and 3.1 ± 1.5 years (maximum likelihood method) in the Lauterbrunnen Valley. Because of the large extrapolation of rockfall volumes from our data set (largest 119.3 ± 1.7 m 3 ) to an event of >1000 m 3 , there is a large uncertainty in this prediction.
Comparison of Long-Term Cliff Retreat Rates to Other Settings
Following the method described by Barlow et al. [2012] , we calculate the long-term averaged total eroded volume V T by integrating the frequency density of rockfall magnitudes multiplied by the event volume:
The choice of the integration boundaries is critical and has a larger influence on the result than the uncertainties in the frequency-magnitude relationship (a and b). equation. The previous eroded volume and cliff retreat rate are lower estimates of these values because conservative estimates of the integration boundaries were selected. Note, however, that this long-term retreat rate is different from the 18 month retreat rate (0.04-0.08 mm/yr) reported in section 5.1. The shorter term (18 month) retreat rate is sensitive to the time scale of observation and the detection limit of the scanner. Many studies report retreat rates based on similar short time scales. However, we consider the long-term retreat rate reported here as more accurate because it averages out the stochastic processes of rockfall.
Conclusions
Application of terrestrial laser scanning (TLS) to the rock walls of Lauterbrunnen Valley demonstrates its ability to monitor volume changes of different extent associated with rockfall events and icefall formation. In total, 122 rockfall events were observed totaling a volume of 523.72 m 3 over an 18 month investigation period. The data were analyzed with the PDF, CCDF, and maximum likelihood method and suggest a longterm cliff retreat rate of 0:39 þ0:12 À0:02 mm=yr compared to the observed instantaneous retreat rates of 0.08 mm/yr and 0.04 mm/yr for the west and east wall, respectively. Rockfalls smaller than 1 m 3 are most frequent in the valley. In general, rockfalls are widely distributed and do not cluster in specific parts of the valley walls. The return time of an event >1000 m 3 was estimated to 3.1 ± 1.5 years using the maximum likelihood method.
The TLS technique is also capable of monitoring larger volume changes, namely, ice volumes forming in the winter from frozen waterfalls. The distribution of the rockfall events suggests no influence of the formation of icefalls on rockfall activity. Rather, the prominent environmental factor associated with rockfalls is a 2 month lag between minimum air temperature and rockfall activity. This environmental factor most likely influences rockfall through freeze-thaw cycles, with the 2 month delay resulted from the time required to diffuse surface temperature changes in to the cliff wall and freeze water in cracks. This effect is most clearly associated with rockfalls smaller than 1 m 3 .
Frequency-magnitude relationships are well defined from the 18 months duration of this study and have power law exponents of 1.69 ± 0.14 for the PDF method, 0.72 ± 0.02 for the CCDF method, and 0.67 ± 0.07 for the maximum likelihood approach. These results are similar to other rockfall studies on calcareous cliffs.
Appendix A: TLS Data Collection Methods and Error Evaluation A1. Additional Details of Data Collection Methods
Multiple scans were collected at each position to provide complete coverage of the valley walls (Table  A1 ). There are 12 scan positions on the west side of the valley allowing for collection of 22 scans on the east rock wall of the valley and 10 scan positions on the east side of the valley, allowing for 22 scans of the west rock wall of the valley (Figure 2) . Details of the scan acquisition dates and positions are in Table A1 . Scans are labeled with the acquisition date, "LB" for Lauterbrunnen, and consecutive scan numbers. The total number of scans collected during each field campaign varies because of either problems with the scanner such that some scans need to be discarded or due to poor weather conditions that prohibited data collection. The workflow for data processing is described in section 3.2. Figure A1 provides a schematic of the workflow processes and the order in which processing steps were applied
A2. Alignment Errors
The assessment of how good two grid point clouds match during the registration step in the JRC Reconstructor software is determined by the alignment error. These errors may result from vegetation, snow cover, or variable data quality and density (e.g., steep angle, distance between scanner, and ROI, moisture) [Buckley et al., 2008; Schürch et al., 2011] . The Lauterbrunnen data have alignment errors ranging from of 2.2 to 16 cm. Only 14% of the data have errors >8 cm. The average resolution of all TLS data presented in this study is 11.1 cm.
Journal of Geophysical Research: Earth Surface
10.1002/2014JF003274
A3. Error Estimation of Rock Wall Surface Uncertainties in the scanning and processing of the data were estimated using two control regions that are representative of the valley wall. Control regions were selected where high-quality data exist. Criteria used to define high data quality include data collected using a perpendicular angle from the scanner to the region of interest and maintaining a mean distance between the scanner and ROI of <1200 m [Buckley et al., 2008; Abellán et al., 2009; Schürch et al., 2011] . Control regions were also selected because they show little or no sign of volume change over the scan period (e.g., areas with little or no vegetation, snow cover and rockfalls). 
A4. Errors in Volume Calculations
The previous alignment and scanning errors propagate into the rockfall volume calculations presented (Figure 3 ). In addition to these errors, uncertainties in ranging precision are Gaussian distributed and were also considered into volume calculations. With the assumption that the volume calculation error varies linearly perpendicular to the ROI, the following equation can be used to estimate the volume calculation errors (e):
where ΔV is the volume and A is the area of the control regions. An average e of 1.5 cm is estimated for the control regions on the west and east sides of the valley. In order to estimate the error of each rockfall event, the average error of 1.5 cm is multiplied by the area of each individual rockfall ( Figure A2 ). 
