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Abstract 
 
I use simulated series of buys and sells to test nine different PIN estimation algorithms implemented 
in SAS, proc NLP. I conclude that the algorithms do a good job estimating PIN, on average, when 
applied to series generated from high‐PIN data generating process (PIN>0.2). However, when 
applied to series generated from zero‐PIN or low‐PIN (PIN<0.2) data generation process, the 
algorithms yield overstated PIN estimates. Supplying initial values to parameters in the estimation 
has strong effect on the estimated PIN. Factorization of the likelihood function plays a less important 
role. Not supplying initial values dramatically overstates PINs for zero‐PIN and low‐PIN data: zero‐
PIN data shows PIN as high as 0.26; low‐PIN data tend to have PINs overstated by 0.05 to 0.10. 
Supplying initial values as in Lin and Ke (2011) eliminates the bias for low‐PIN data but not for zero‐
PIN data. Supplying initial values which correspond to the null hypothesis (of no informed trading) 
yields zero PIN estimates for low‐Pin as well as high‐PIN data. 
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In the simulation, the random numbers of daily buys and sells for a stock with certain PIN are 
obtained from a DGP (data generating process) with the parameters , , , b, and s. The DGP is in 
the form of a probability tree with the respective Poisson processes at each final node. The number 
of buys and sells observed on a particular day is the result of random draws of 0 or 1, drawn from 
distributions with means  and  (this determines at which final node of the probability tree we end 
up), and of random draws from Poisson distributions with means b, s, and possibly . 
 
Early studies about PIN (or using PIN) did not worry too much about the details of numerical 
estimation techniques and algorithms used to obtain PIN MLE estimates. Optimization procedure 
was assumed to search through different parameter vectors , , , b, s over the whole parameter 
space (which is defined as follows:  and  are real numbers from zero to one, , b, s are integers 
from zero to infinity) and output the one that maximizes the likelihood function. 
 
Lin and Ke (2011) showed that, when a numerical maximization of the likelihood function is 
performed on a typical computer, the floating‐point exception (which happens when computer 
encounters a number bigger than (about) 10308 or smaller than 10‐307) “may eliminate feasible 
solutions to the actual parameters in the optimization problem”. In other words, the computer will 
try to find the maximizing parameter vector from a subset of parameter space which may not 
include the globally‐maximizing parameter vector. The parameter vector found in this way gives 
biased PIN. They propose an improved factorization of the likelihood function (“LK factorization”), 
which they show is performing better than previously used factorizations (“EHO 2002” and “EHO 
2010”). (By “factorization” we mean the way the likelihood function is written algebraically. In the 
absence of hardware computing limitations, each factorization would be evaluated equally for any 
set of parameters supplied and would give the same maximum likelihood parameter estimates. But 
because of hardware limitations resulting in overflow or underflow, the different factorizations may 
give different results.) 
 
In related work, Yan and Zhang (2012) show the effect of the choice of (or absence of) the initial 
values to parameters supplied to the optimization module. (Initial values can be supplied in SAS proc 
NLP with INIT option. If they are not supplied, the procedure starts with initial values obtained by its 
own method.) They further improve the estimation method by running the optimization up to 125 
(or 729) times, each time with different initial parameter values. They choose the values in such a 
way that they better explore the parameter space, and thus find solutions which could be otherwise 
missed. They also show that some solutions may be the boundary solutions with respect to  or  
(i.e., solutions in which  or  is 0 or 1). They argue that such solutions are implausible and further 
adjust the method, using the following rule: If all 125 sets of initial values give a boundary solution, 
they accept the one giving the highest likelihood. If some non‐boundary solutions are found, they 
choose the one giving the highest likelihood among them. 
 
Studies like Lin and Ke (2011) or Yan and Zhang (2012) show that it is possible that for the same buy 
and sell data, the computer may give different PIN estimates, based on the factorization used and 
the choice of initial values. If one does not pay attention to this, the chances are some estimated 
PINs will be biased. 
 
In this study, I test how the choice of the factorization and initial parameters affects the estimated 
PINs. I do this by simulating random buy and sell data on a computer and then estimating the PINs. 
The data comes from a known DGP (I choose DGP parameters , , , b, s) and thus know the 
implied PIN of the generated data. I can then compare the estimated PINs with the implied PIN. The 
generated data is random and thus the estimated individual PINs will usually differ from the implied 
PIN. However, if the estimation method works well, the average estimated PIN, over a sufficiently 
large sample, should equal the implied PIN. The large difference between average estimated PIN and 
implied PIN suggests a systematic weakness of the estimation technique. 
 
 
Methodology 
 
I compare three possible factorizations of the likelihood function: EHO 2002, EHO 2010, and LK 2011, 
each with three ways of choosing the initial values: the initial values are supplied and are equal to 
the parameters used in the DGP, the initial values are not supplied, and 125 sets of initial values are 
supplied as in Yan and Zhang (2012). This gives me the comparison of nine PIN estimation 
algorithms. 
 
I start by generating 1,000 random series of signed trades. Each series has 60 data points, 
corresponding to 60 trading days (a quarter of a year). Each data point is a pair of two numbers: the 
number of buys, B, and the number of sells, S, on that day. I use the structural model which 
underlies the PIN as the data generation process. Thus, different parameter vectors (, , , b, s) 
give different random series. I then estimate PIN of the generated series, and obtain 1,000 PIN 
estimates for each series. Appendix A provides the Excel VBA code used to generate the data. 
 
I choose uninformed B (daily number of buys) and S (daily number of sells) to follow independent 
Poisson distribution with Poisson’s  = 30 (s = b =  = 30). By assuming the buy‐sell symmetry, I 
decrease the number of parameters to four. Then I generate informed trades from Poisson 
distribution with Poisson  =  = 15, 30, 45, and 60, and add them to uninformed B and S numbers.  
is chosen such that, with combination of chosen , I get implied PINs from 0 to 0.47. I take  = 30 
because this is a round number close to the actual average of buys and sells for a stocks in our 2007 
sample. The absolute value of  does not matter: it is only the ratio of  to  that matters. In my 
case, I take  equal to ½, , 1½ and 2. The informed trades are added to the uninformed trades if 
a random draw from continuous uniform distribution on zero‐one interval is less than . They are 
added to the buys (sells) if a random draw from continuous uniform distribution on zero‐one interval 
is less than (more than)  I choose  to be either 0, 0.3, 0.6, or 0.9 (to span the zero‐one probability 
space), and  equal to either 0 or 0.5 ( = 1 is equivalent to  = 0 due to symmetry of buys and sells). 
(I also tried delta = .25, with no effect on the results.) In total, I obtain 25 parameter vectors: The 
first gives me one thousand series of 60 uninformed B,S pairs; the remaining 24 the same series but 
increased for informed sales according to the above algorithm.  
 
For example, consider a DGP with  = 0.6 (there is private news on 60% of the days), delta = 0 (the 
news is always negative),  = 45 (on average, 45 informed trades are placed on days with private 
news). Since delta is 0, all the informed trades are added to S. The data generated in this way should 
have average PIN equal to .6 x 45 ÷ (.6 x 45 + 30 + 30) = .31. 
 
After I have generated the data for all 25 specifications, I estimate PIN of each individual B,S series, 
and obtain their averages, standard deviations, and histograms.  
 
I estimate PINs using three different factorizations: (1) EHO 2002, (2) EHO 2010, and (3) LK (Lin Ke 
2011). All are run with Newton Raphson technique (in SAS, option “tech=newrap”). Appendix B 
provides the SAS code. For each factorization, I consider three versions of initial parameters: DGPinit 
uses the parameter vector used for data generation as initial parameters for PIN estimation. Noinit is 
with no initial parameters supplied. YZinit is using Yan and Zhang (2012) method to use up to 125 
initial parameter vectors and selecting the non‐boundary solution with the highest likelihood, or, if 
no non‐boundary solution exists, then boundary solution with the highest likelihood. In total, I 
obtain nine sets of simulation results. 
 
Results 
 
The average estimated PIN for the nine tested algorithms and 25 parameter vector specifications is 
reported in Table 1. The highlighted cells in the last nine columns show average PINs which differ 
from theoretical PIN by more than 0.02. If the DGP parameters are used as the initial values, the 
average PIN is estimated precisely by all three factorizations. In the next six columns there are quite 
a few PINs differing from the theoretical PIN by more than 0.02. The misestimated PINs are 
concentrated near the top of the table among low‐PIN specifications. The only method which 
estimates PINs well is LK factorization with YZ initial parameters. Even this method overestimates 
zero‐PIN data by 0.06. 
 
Not providing initial parameters clearly leads to overestimation of zero or low PINs (columns under 
NO‐init heading). Previous studies which relied on PIN and used PIN estimated without the provision 
of initial values are most likely biased, no matter which factorization method was used.  
 
Next I explore if the estimation can be improved by relaxing the non‐boundary solution requirement 
in YZ method. I speculate that zero‐PIN data has PINs overestimated because I use algorithm that 
preferably picks the non‐boundary solution, if one exists (while data is generated with  = 0). I rerun 
the estimation, relaxing the non‐boundary solution preference. It turned out that this was indeed 
the case: not preferring non‐boundary solution brings average estimated pin for all three 
factorizations back to theoretical pin (except for the zero‐PIN data in model 1, where average 
estimated PIN is now 0.06 for all three factorizations). I conclude that relaxing the preference for 
non‐boundary solution improves the EHO 2002 and EHO 2010 method and bring them at par with LK 
method. One should note that the positive average PIN estimated from zero‐PIN generated data can 
be simply a result of PIN being a number bounded at zero. Since there cannot be negative PINs, an 
average taken over some zero PINs and some positive PINs will be a positive number. (In other 
words, to get zero average PIN, all PINs would have to be estimated at zero.) It looks like some 
random series of data generated with no informed trading received such B and S values that they 
look as if at least some informed trading is present. I.e., they resemble positive‐PIN data rather than 
zero‐PIN data. 
 
Next I look how the individual parameters , , , b, and s are estimated. If the parameters used in 
the DGP are used as the initial parameters in the estimation, all parameters are estimated correctly 
(not reported). Tables 3A and 3B show how the individual parameters are estimated if either no or 
YZ initial values are used. One notable finding is that zero‐PIN data give positive PIN estimates by 
overestimating  and , in all six specifications.  
 
For comparison, I rerun the tests with three more ways to choose initial values to estimated 
parameters. The first way chooses “null hypothesis” initial values (parameters consistent with no 
informed trading): I use average number of buys (sells) as initial value for b (s), and initial value for 
,, and  is zero. Second way uses random initial values: ,  are random numbers on zero‐one 
interval, b, s, and  are random integers ranging from 0 to the (global) average of (B+S). The third 
way uses high‐PIN initial values:  = 1,  = average (B+S)/2, b = average B/2, and s = average S/2. 
The results are presented in Table 4. Interesting result is that the null‐hypothesis initial values give 
zero PIN estimates for all data. Basically, the initial values are accepted as maximum‐likelihood 
parameters. Table 4 shows the results. 
 
Finally, Table 5 shows the standard deviations of PINs obtained from all PIN estimation algorithms 
considered in this study. This gives the idea how much dispersed the individual PIN estimates tend to 
be if estimated by different algorithms. 
 
 
Conclusion 
 
I test several PIN estimation algorithms through simulation. 
 
First, I generate random series of buys and sells numbers, where I use the probability tree assumed 
by EHO 2002 structural model of informed trading as the tree of the data generating process. By 
choosing the values of the parameters of the simulation, I obtain number of series of buys and sells 
data with known implied PIN. I generate data without informed trading (zero PIN), with some 
informed trading (low PIN), and with intense informed trading (high PIN). 
 
Then I use the generated data to test different PIN estimation algorithms. Algorithms differ by the 
factorization of the likelihood function, and by the choice (or no choice) of the initial values of the 
estimated parameters. I conclude that the algorithms do a good job estimating PIN, on average, 
when applied to series generated from high‐PIN data generating process (PIN>0.2). However, when 
applied to series generated from zero‐PIN or low‐PIN (PIN<0.2) data generation process, the 
algorithms yield overstated PIN estimates. Not supplying initial values dramatically overstates PINs 
for zero‐PIN and low‐PIN data: zero‐PIN data shows PIN as high as 0.26; low‐PIN data tend to have 
PINs overstated by 0.05 to 0.10. Supplying initial values as in Lin and Ke (2011) eliminates the bias 
for low‐PIN data but not for zero‐PIN data. Supplying initial values which correspond to the null 
hypothesis (of no informed trading) yields PIN estimates close to zero, even for high‐PIN data. 
 
The PIN model is imposed on data by the researcher; the null hypothesis should assume the PIN is 
zero and there are no informed traders. Many studies before LK and YZ algorithms, such as Benos 
Jochec (2007), report average estimated PIN to be in the range of 0.20 to 0.25. This is the same as 
average PIN estimated from generated zero‐PIN data. In other words, it is possible that positive PIN 
is the result of the estimation method rather than of informed trading.  
 
A possible remedy to this problem is to rerun the previous studies, but conservatively replacing all 
low PINs with zero. A possible rule of thumb can be to take PIN to be zero whenever it is estimated 
at 0.25 or less (.06, .10, depending on the estimation method used in that study). This rule is based 
on the average estimated PIN for zero‐PIN stocks in this study. (One could also base the rule on the 
Nth percentile, if an informed choice about N can be made.) My simulation also suggests that high‐
PIN stocks have their PINs estimated correctly irrespective of the estimation method. 
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Figure 1
 
 
 
 
: Probability tree of the assumed str
 
ucture of the trading process underlying PIN (EHO 2002).  
 
Table 1:  
 
Average PIN estimated from 1,000 series of 60 B,S pairs randomly generated from the data 
generation process assumed by the PIN model with parameters , , , . The parameter is a 
probability that there is an information event on a given day,  is a probability that the news is 
positive,  is expected number of informed trades on a day with information event,  is expected 
number of uninformed buys on any day. Expected number of uninformed sells is assumed to be the 
same as the expected number of uninformed buys. Parameters are chosen such that PIN implied by 
the DGP ranges from 0 to 0.47. DGP‐init supplies the DGP parameters as the initial parameters in the 
estimation, NO‐init does not supply any initial parameters, YZ‐init supplies the initial parameters 
calculated as in Yan Zhang 2012. For each case of initial parameters, three factorizations of the 
likelihood functions are used: EHO 2002, EHO 2010, and LK. The SAS code for each factorization is 
provided in Appendix B. (The models are sorted by implied PIN, , and .) 
 
  
model
   
implied 
PIN
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
1 30 0 0.0 0.0 0.00 0.00 0.00 0.00 0.25 0.23 0.26 0.10 0.10 0.06
2 30 15 0.3 0.0 0.07 0.07 0.07 0.07 0.17 0.15 0.14 0.14 0.14 0.08
3 30 15 0.3 0.5 0.07 0.07 0.07 0.07 0.13 0.13 0.14 0.07 0.07 0.07
4 30 15 0.6 0.0 0.13 0.13 0.13 0.13 0.18 0.18 0.20 0.23 0.23 0.13
5 30 15 0.6 0.5 0.13 0.13 0.13 0.13 0.15 0.14 0.14 0.13 0.13 0.13
6 30 30 0.3 0.0 0.13 0.13 0.13 0.13 0.14 0.15 0.15 0.21 0.20 0.14
7 30 30 0.3 0.5 0.13 0.13 0.13 0.13 0.14 0.14 0.14 0.13 0.13 0.13
8 30 15 0.9 0.0 0.18 0.18 0.18 0.18 0.28 0.25 0.25 0.27 0.27 0.17
9 30 15 0.9 0.5 0.18 0.18 0.18 0.18 0.19 0.20 0.20 0.19 0.19 0.18
10 30 45 0.3 0.0 0.18 0.18 0.18 0.18 0.19 0.20 0.19 0.25 0.25 0.19
11 30 45 0.3 0.5 0.18 0.18 0.18 0.18 0.19 0.19 0.19 0.18 0.18 0.18
12 30 30 0.6 0.0 0.23 0.23 0.23 0.23 0.24 0.23 0.25 0.24 0.24 0.23
13 30 30 0.6 0.5 0.23 0.23 0.23 0.23 0.24 0.23 0.25 0.23 0.23 0.23
14 30 60 0.3 0.0 0.23 0.23 0.23 0.23 0.24 0.23 0.23 0.24 0.24 0.23
15 30 60 0.3 0.5 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23 0.23
16 30 30 0.9 0.0 0.31 0.31 0.31 0.31 0.32 0.31 0.32 0.37 0.38 0.31
17 30 30 0.9 0.5 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31
18 30 45 0.6 0.0 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.33 0.33 0.31
19 30 45 0.6 0.5 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31
20 30 60 0.6 0.0 0.38 0.37 0.37 0.37 0.38 0.37 0.38 0.38 0.38 0.37
21 30 60 0.6 0.5 0.38 0.37 0.37 0.37 0.38 0.38 0.37 0.37 0.37 0.37
22 30 45 0.9 0.0 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
23 30 45 0.9 0.5 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
24 30 60 0.9 0.0 0.47 0.47 0.47 0.47 0.47 0.46 0.47 0.47 0.47 0.47
25 30 60 0.9 0.5 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47
DGP‐init NO‐init YZ‐initparameters of DGP
Table 2.: 
 
The difference between average estimated PIN and the PIN implied by the data generation process. 
Only PINs which differ by more than 0.02 are shown. All differences are positive, meaning that the 
algorithms overestimate the PIN. The biggest bias is for zero‐PIN data, where all estimation 
techniques overestimate PIN. The bias ranges from 0.26 (LK factorization with no initial parameters) 
to 0.06 (LK factorization with YZ initial parameters). There are no cases of PIN being underestimated. 
 
  
 
model
   
implied 
PIN
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
1 30 0 0.0 0.0 0.00 0.25 0.23 0.26 0.10 0.10 0.06
2 30 15 0.3 0.0 0.07 0.10 0.08 0.07 0.07 0.07
3 30 15 0.3 0.5 0.07 0.06 0.06 0.07
4 30 15 0.6 0.0 0.13 0.05 0.05 0.07 0.10 0.10
5 30 15 0.6 0.5 0.13
6 30 30 0.3 0.0 0.13 0.08 0.07
7 30 30 0.3 0.5 0.13
8 30 15 0.9 0.0 0.18 0.10 0.07 0.07 0.09 0.09
9 30 15 0.9 0.5 0.18
10 30 45 0.3 0.0 0.18 0.07 0.07
11 30 45 0.3 0.5 0.18
12 30 30 0.6 0.0 0.23
13 30 30 0.6 0.5 0.23
14 30 60 0.3 0.0 0.23
15 30 60 0.3 0.5 0.23
16 30 30 0.9 0.0 0.31 0.06 0.07
17 30 30 0.9 0.5 0.31
18 30 45 0.6 0.0 0.31
19 30 45 0.6 0.5 0.31
20 30 60 0.6 0.0 0.38
21 30 60 0.6 0.5 0.38
22 30 45 0.9 0.0 0.40
23 30 45 0.9 0.5 0.40
24 30 60 0.9 0.0 0.47
25 30 60 0.9 0.5 0.47
parameters of DGP NO‐init YZ‐init
Table 3A. 
Average , , , b, s and PIN estimated from 1,000 series of 60 B,S pairs randomly generated from 
the data generation process assumed by the PIN model with parameters , , , b=s, if no initial 
values for parameters , , , b, s are used. The parameter is a probability that there is an 
information event on a given day,  is a probability that the news is positive,  is expected number 
of informed trades on a day with information event, b is expected number of uninformed buys on 
any day, and s is expected number of uninformed sells on any day. Expected number of uninformed 
sells is assumed to be the same as the expected number of uninformed buys in the data generation. 
Parameters are chosen such that PIN implied by the DGP ranges from 0 to 0.47. The factorization 
used is EHO 2002, EHO 2010, and LK. (The models are sorted by implied PIN, , and .) “isb” variable 
shows the percentage of boundary solutions (in which  or  is equal to zero or one). 
 
   
model     PIN b  s    PIN b  s    PIN b  s    PIN
1 30 0 0.0 0.0 0.00 25 20 15 0.98 0.65 0.25 26 20 14 0.97 0.65 0.23 25 19 16 0.99 0.69 0.26
2 30 15 0.3 0.0 0.07 24 29 17 0.61 0.08 0.17 27 27 16 0.60 0.18 0.15 28 27 16 0.58 0.19 0.14
3 30 15 0.3 0.5 0.07 28 28 16 0.52 0.48 0.13 28 28 16 0.52 0.48 0.13 28 28 16 0.54 0.49 0.14
4 30 15 0.6 0.0 0.13 28 29 17 0.69 0.07 0.18 27 30 17 0.68 0.03 0.18 29 26 18 0.74 0.19 0.20
5 30 15 0.6 0.5 0.13 29 30 16 0.64 0.48 0.15 30 30 15 0.63 0.49 0.14 29 30 15 0.63 0.49 0.14
6 30 30 0.3 0.0 0.13 30 29 29 0.34 0.03 0.14 29 30 29 0.36 0.02 0.15 29 30 29 0.36 0.02 0.15
7 30 30 0.3 0.5 0.13 30 30 30 0.32 0.50 0.14 29 30 30 0.32 0.50 0.14 30 30 30 0.32 0.50 0.14
8 30 15 0.9 0.0 0.18 23 30 22 0.93 0.01 0.28 27 28 19 0.93 0.11 0.25 25 29 20 0.92 0.02 0.25
9 30 15 0.9 0.5 0.18 30 30 16 0.90 0.50 0.19 30 28 16 0.91 0.53 0.20 29 30 16 0.90 0.49 0.20
10 30 45 0.3 0.0 0.18 29 29 44 0.33 0.02 0.19 28 28 42 0.37 0.08 0.20 29 29 43 0.35 0.04 0.19
11 30 45 0.3 0.5 0.18 29 29 44 0.32 0.49 0.19 30 30 45 0.31 0.49 0.19 29 29 44 0.33 0.48 0.19
12 30 30 0.6 0.0 0.23 29 29 30 0.63 0.03 0.24 29 29 29 0.61 0.02 0.23 28 29 29 0.64 0.05 0.25
13 30 30 0.6 0.5 0.23 29 30 29 0.62 0.50 0.24 30 30 30 0.60 0.49 0.23 28 30 30 0.63 0.46 0.25
14 30 60 0.3 0.0 0.23 29 29 58 0.33 0.02 0.24 29 29 58 0.33 0.03 0.23 29 29 57 0.34 0.05 0.23
15 30 60 0.3 0.5 0.23 30 30 59 0.31 0.50 0.23 30 30 59 0.31 0.50 0.23 30 30 60 0.31 0.50 0.23
16 30 30 0.9 0.0 0.31 29 30 31 0.90 0.01 0.32 30 29 29 0.90 0.04 0.31 29 30 31 0.90 0.01 0.32
17 30 30 0.9 0.5 0.31 30 30 30 0.90 0.50 0.31 30 30 30 0.90 0.49 0.31 30 30 30 0.90 0.50 0.31
18 30 45 0.6 0.0 0.31 30 30 45 0.60 0.01 0.31 29 29 44 0.61 0.02 0.31 29 29 43 0.62 0.04 0.31
19 30 45 0.6 0.5 0.31 30 30 45 0.61 0.51 0.31 30 30 45 0.60 0.50 0.31 30 30 45 0.60 0.50 0.31
20 30 60 0.6 0.0 0.38 29 29 58 0.62 0.02 0.38 30 29 59 0.61 0.02 0.37 29 29 57 0.63 0.04 0.38
21 30 60 0.6 0.5 0.38 30 30 59 0.61 0.50 0.38 30 30 60 0.60 0.50 0.38 30 30 59 0.61 0.50 0.37
22 30 45 0.9 0.0 0.40 30 29 44 0.91 0.05 0.40 30 28 43 0.91 0.06 0.40 29 29 44 0.90 0.02 0.40
23 30 45 0.9 0.5 0.40 30 30 45 0.90 0.50 0.40 30 30 45 0.90 0.50 0.40 30 30 45 0.90 0.50 0.40
24 30 60 0.9 0.0 0.47 30 29 58 0.90 0.02 0.47 30 29 57 0.91 0.05 0.46 29 28 57 0.91 0.06 0.47
25 30 60 0.9 0.5 0.47 30 30 59 0.90 0.49 0.47 30 30 60 0.90 0.50 0.47 29 29 58 0.90 0.48 0.47
parameters of DGP EHO 2002 EHO 2010 LK
Table 3B. 
Average , , , b, s and PIN estimated from 1,000 series of 60 B,S pairs randomly generated from 
the data generation process assumed by the PIN model with parameters , , , b=s, if Yan and 
Zhang 2012 initial values for parameters , , , b, s are used. The parameter is a probability that 
there is an information event on a given day,  is a probability that the news is positive,  is 
expected number of informed trades on a day with information event, b is expected number of 
uninformed buys on any day, and s is expected number of uninformed sells on any day. Expected 
number of uninformed sells is assumed to be the same as the expected number of uninformed buys 
in the data generation. Parameters are chosen such that PIN implied by the DGP ranges from 0 to 
0.47. The factorization used is EHO 2002, EHO 2010, and LK. (The models are sorted by implied PIN, 
, and .) “isb” is the percentage of boundary solutions (the solutions in which  or  equal zero or 
one). 
 
   
model     PIN b  s    PIN isb b  s    PIN isb b  s    PIN isb
1 30 0 0.0 0.0 0.00 27 27 100 0.45 0.36 0.10 0.68 27 27 100 0.45 0.36 0.10 0.67 28 28 110 0.41 0.35 0.06 0.74
2 30 15 0.3 0.0 0.07 30 26 19 0.41 0.18 0.14 0.65 30 26 19 0.41 0.18 0.14 0.65 30 29 16 0.34 0.07 0.08 0.77
3 30 15 0.3 0.5 0.07 30 30 15 0.32 0.50 0.07 0.02 30 30 15 0.32 0.50 0.07 0.02 30 30 15 0.32 0.50 0.07 0.03
4 30 15 0.6 0.0 0.13 29 24 24 0.63 0.19 0.23 0.59 29 24 24 0.63 0.19 0.23 0.59 30 30 16 0.59 0.04 0.13 0.79
5 30 15 0.6 0.5 0.13 30 30 15 0.61 0.49 0.13 0.00 30 30 15 0.61 0.49 0.13 0.00 30 30 15 0.61 0.49 0.13 0.00
6 30 30 0.3 0.0 0.13 30 25 34 0.39 0.14 0.21 0.81 30 25 33 0.39 0.14 0.20 0.81 30 29 31 0.31 0.02 0.14 0.95
7 30 30 0.3 0.5 0.13 30 30 30 0.30 0.50 0.13 0.00 30 30 30 0.30 0.50 0.13 0.00 30 30 30 0.30 0.50 0.13 0.00
8 30 15 0.9 0.0 0.18 31 22 33 0.81 0.27 0.27 0.50 31 22 33 0.81 0.27 0.27 0.50 32 28 31 0.77 0.13 0.17 0.72
9 30 15 0.9 0.5 0.18 30 30 16 0.90 0.50 0.19 0.10 30 30 16 0.90 0.50 0.19 0.10 30 30 15 0.90 0.50 0.18 0.11
10 30 45 0.3 0.0 0.18 30 25 46 0.41 0.12 0.25 0.83 30 25 46 0.41 0.12 0.25 0.83 30 29 46 0.31 0.02 0.19 0.98
11 30 45 0.3 0.5 0.18 30 30 45 0.30 0.50 0.18 0.00 30 30 45 0.30 0.50 0.18 0.00 30 30 45 0.30 0.50 0.18 0.00
12 30 30 0.6 0.0 0.23 30 29 31 0.60 0.02 0.24 0.94 30 29 31 0.60 0.02 0.24 0.94 30 30 30 0.60 0.01 0.23 0.96
13 30 30 0.6 0.5 0.23 30 30 30 0.60 0.50 0.23 0.00 30 30 30 0.60 0.50 0.23 0.00 30 30 30 0.60 0.50 0.23 0.00
14 30 60 0.3 0.0 0.23 30 29 60 0.33 0.03 0.24 0.96 30 29 60 0.32 0.03 0.24 0.96 30 30 60 0.30 0.01 0.23 0.99
15 30 60 0.3 0.5 0.23 30 30 60 0.30 0.50 0.23 0.00 30 30 60 0.30 0.50 0.23 0.00 30 30 60 0.30 0.50 0.23 0.00
16 30 30 0.9 0.0 0.31 30 24 37 0.89 0.12 0.37 0.75 30 24 37 0.89 0.12 0.38 0.76 31 29 31 0.88 0.03 0.31 0.94
17 30 30 0.9 0.5 0.31 30 30 30 0.90 0.50 0.31 0.01 30 30 30 0.90 0.50 0.31 0.01 30 30 30 0.90 0.50 0.31 0.01
18 30 45 0.6 0.0 0.31 30 28 47 0.61 0.05 0.33 0.92 30 28 47 0.61 0.05 0.33 0.91 30 30 46 0.59 0.01 0.31 0.99
19 30 45 0.6 0.5 0.31 30 30 45 0.60 0.50 0.31 0.00 30 30 45 0.60 0.50 0.31 0.00 30 30 45 0.60 0.50 0.31 0.00
20 30 60 0.6 0.0 0.38 30 29 60 0.60 0.02 0.38 0.98 30 29 60 0.60 0.02 0.38 0.98 30 30 60 0.60 0.01 0.37 0.99
21 30 60 0.6 0.5 0.38 30 30 60 0.60 0.50 0.37 0.00 30 30 60 0.60 0.50 0.37 0.00 30 30 60 0.60 0.50 0.37 0.00
22 30 45 0.9 0.0 0.40 31 30 45 0.89 0.01 0.40 0.98 31 30 45 0.89 0.01 0.40 0.97 31 30 45 0.89 0.01 0.40 0.98
23 30 45 0.9 0.5 0.40 30 30 45 0.90 0.50 0.40 0.00 30 30 45 0.90 0.50 0.40 0.00 30 30 45 0.90 0.50 0.40 0.00
24 30 60 0.9 0.0 0.47 31 30 60 0.89 0.01 0.47 0.98 31 30 60 0.89 0.01 0.47 0.98 31 30 60 0.89 0.01 0.47 0.98
25 30 60 0.9 0.5 0.47 30 30 60 0.90 0.50 0.47 0.00 30 30 60 0.90 0.50 0.47 0.00 30 30 60 0.90 0.50 0.47 0.00
LKparameters of DGP EHO 2002 EHO 2010
Table 4.: 
Average PIN estimated from 1,000 series of 60 B,S pairs randomly generated from the data 
generation process assumed by the PIN model with parameters , , , . The parameter is a 
probability that there is an information event on a given day,  is a probability that the news is 
positive,  is expected number of informed trades on a day with information event,  is expected 
number of uninformed buys on any day. Expected number of uninformed sells is assumed to be the 
same as the expected number of uninformed buys. Parameters are chosen such that PIN implied by 
the DGP ranges from 0 to 0.47. The table shows three different choices of initial values to 
estimation: values supporting zero PIN, randomized values, and values supporting high PIN. For each 
case of initial parameters, three factorizations of the likelihood functions are used: EHO 2002, EHO 
2010, and LK. The SAS code for each factorization is provided in Appendix B. (The models are sorted 
by implied PIN, , and .) 
 
 
   
model
   
implied 
PIN
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
PIN 
EHO2002
PIN 
EHO2010
PIN
LK
1 30 0 0.0 0.0 0.00 0.00 0.00 0.00 0.11 0.11 0.11 0.32 0.32 0.32
2 30 15 0.3 0.0 0.07 0.00 0.00 0.00 0.12 0.12 0.12 0.17 0.17 0.17
3 30 15 0.3 0.5 0.07 0.00 0.00 0.00 0.11 0.11 0.11 0.17 0.17 0.17
4 30 15 0.6 0.0 0.13 0.00 0.00 0.00 0.15 0.15 0.15 0.19 0.19 0.19
5 30 15 0.6 0.5 0.13 0.00 0.00 0.00 0.14 0.14 0.14 0.15 0.15 0.15
6 30 30 0.3 0.0 0.13 0.00 0.00 0.00 0.16 0.16 0.16 0.13 0.13 0.13
7 30 30 0.3 0.5 0.13 0.00 0.00 0.00 0.16 0.16 0.17 0.13 0.13 0.13
8 30 15 0.9 0.0 0.18 0.00 0.00 0.00 0.17 0.17 0.18 0.27 0.27 0.27
9 30 15 0.9 0.5 0.18 0.00 0.00 0.00 0.18 0.18 0.18 0.19 0.19 0.19
10 30 45 0.3 0.0 0.18 0.00 0.00 0.00 0.20 0.20 0.21 0.18 0.18 0.18
11 30 45 0.3 0.5 0.18 0.00 0.00 0.00 0.20 0.20 0.20 0.19 0.19 0.19
12 30 30 0.6 0.0 0.23 0.00 0.00 0.00 0.22 0.22 0.22 0.23 0.23 0.23
13 30 30 0.6 0.5 0.23 0.00 0.00 0.00 0.25 0.25 0.25 0.23 0.23 0.23
14 30 60 0.3 0.0 0.23 0.00 0.00 0.00 0.24 0.24 0.24 0.23 0.23 0.23
15 30 60 0.3 0.5 0.23 0.00 0.00 0.00 0.24 0.24 0.24 0.23 0.23 0.23
16 30 30 0.9 0.0 0.31 0.00 0.00 0.00 0.23 0.23 0.23 0.31 0.31 0.31
17 30 30 0.9 0.5 0.31 0.00 0.00 0.00 0.31 0.31 0.31 0.31 0.31 0.31
18 30 45 0.6 0.0 0.31 0.00 0.00 0.00 0.30 0.30 0.30 0.31 0.31 0.31
19 30 45 0.6 0.5 0.31 0.00 0.00 0.00 0.31 0.31 0.31 0.31 0.31 0.31
20 30 60 0.6 0.0 0.38 0.00 0.00 0.00 0.37 0.37 0.37 0.37 0.37 0.37
21 30 60 0.6 0.5 0.38 0.00 0.00 0.00 0.38 0.38 0.38 0.37 0.37 0.37
22 30 45 0.9 0.0 0.40 0.00 0.00 0.00 0.33 0.33 0.33 0.40 0.40 0.40
23 30 45 0.9 0.5 0.40 0.00 0.00 0.00 0.40 0.40 0.40 0.41 0.41 0.41
24 30 60 0.9 0.0 0.47 0.00 0.00 0.00 0.43 0.43 0.43 0.47 0.47 0.47
25 30 60 0.9 0.5 0.47 0.00 0.00 0.00 0.47 0.47 0.47 0.47 0.47 0.47
null hypothesis initial values:
=0.5, =0.5, =0, 
b=average B,  s=average S
(assumes PIN=0)
random initial values: 
,  is random number 0 to 1; 
b,  s,  is random integer 0 to 
global average of (B + S)
high‐PIN initial values:
=1, =0.5, =average(B+S)/2
b=average B/2,  s=average S/2
(assumes PIN=0.5)parameters of DGP
Table 5.: 
Standard deviation of PIN estimated from 1,000 series of 60 B,S pairs randomly generated from the 
data generation process assumed by the PIN model with parameters , , , . The parameter is a 
probability that there is an information event on a given day,  is a probability that the news is 
positive,  is expected number of informed trades on a day with information event,  is expected 
number of uninformed buys on any day. Expected number of uninformed sells is assumed to be the 
same as the expected number of uninformed buys. Parameters are chosen such that PIN implied by 
the DGP ranges from 0 to 0.47. The table shows six different choices of initial values to estimation: A. 
values equal to DGP parameters, B. no initial values, C. initial values as in Yan and Zhang 2012, D. 
values supporting zero PIN, E. randomized values, and F. values supporting high PIN. For each case of 
initial parameters, three factorizations of the likelihood functions are used: 1. EHO 2002, 2. EHO 
2010, and 3. LK. The SAS code for each factorization is provided in Appendix B. (The models are 
sorted by implied PIN, , and .) 
 
 
   
model e m a d PIN PIN1 PIN2 PIN3 PIN1 PIN2 PIN3 PIN1 PIN2 PIN3 PIN1 PIN2 PIN3 PIN1 PIN2 PIN3 PIN1 PIN2 PIN3
1 30 0 0 0.0 0.00 0.00 0.00 0.00 0.06 0.08 0.06 0.17 0.17 0.08 0.00 0.00 0.00 0.18 0.18 0.17 0.09 0.10 0.09
2 30 15 0.3 0.0 0.07 0.02 0.02 0.02 0.12 0.10 0.09 0.16 0.16 0.06 0.00 0.00 0.00 0.17 0.17 0.17 0.13 0.13 0.13
3 30 15 0.3 0.5 0.07 0.02 0.02 0.02 0.10 0.10 0.10 0.04 0.04 0.02 0.00 0.00 0.00 0.16 0.16 0.15 0.13 0.13 0.13
4 30 15 0.6 0.0 0.13 0.03 0.03 0.03 0.09 0.10 0.10 0.21 0.21 0.06 0.00 0.00 0.00 0.18 0.18 0.17 0.10 0.10 0.10
5 30 15 0.6 0.5 0.13 0.02 0.02 0.02 0.05 0.05 0.05 0.02 0.02 0.02 0.00 0.00 0.00 0.15 0.15 0.15 0.06 0.06 0.06
6 30 30 0.3 0.0 0.13 0.02 0.02 0.02 0.05 0.06 0.06 0.18 0.18 0.08 0.00 0.00 0.00 0.12 0.12 0.12 0.03 0.03 0.03
7 30 30 0.3 0.5 0.13 0.02 0.02 0.02 0.04 0.04 0.05 0.02 0.02 0.02 0.00 0.00 0.00 0.11 0.11 0.11 0.03 0.03 0.03
8 30 15 0.9 0.0 0.18 0.06 0.06 0.06 0.11 0.09 0.11 0.22 0.22 0.12 0.00 0.00 0.00 0.20 0.20 0.20 0.10 0.10 0.10
9 30 15 0.9 0.5 0.18 0.02 0.02 0.02 0.05 0.06 0.05 0.05 0.05 0.02 0.00 0.00 0.00 0.15 0.15 0.15 0.04 0.04 0.04
10 30 45 0.3 0.0 0.18 0.03 0.03 0.03 0.05 0.06 0.05 0.16 0.16 0.08 0.00 0.00 0.00 0.09 0.09 0.09 0.03 0.03 0.03
11 30 45 0.3 0.5 0.18 0.03 0.03 0.03 0.05 0.03 0.05 0.03 0.03 0.03 0.00 0.00 0.00 0.07 0.07 0.08 0.03 0.03 0.03
12 30 30 0.6 0.0 0.23 0.02 0.02 0.02 0.07 0.04 0.07 0.08 0.08 0.04 0.00 0.00 0.00 0.14 0.14 0.13 0.02 0.02 0.02
13 30 30 0.6 0.5 0.23 0.02 0.02 0.02 0.03 0.03 0.06 0.02 0.02 0.02 0.00 0.00 0.00 0.08 0.08 0.07 0.02 0.02 0.02
14 30 60 0.3 0.0 0.23 0.04 0.04 0.04 0.06 0.05 0.05 0.08 0.08 0.05 0.00 0.00 0.00 0.08 0.08 0.07 0.04 0.04 0.04
15 30 60 0.3 0.5 0.23 0.04 0.04 0.04 0.05 0.04 0.04 0.04 0.04 0.04 0.00 0.00 0.00 0.06 0.06 0.06 0.04 0.04 0.04
16 30 30 0.9 0.0 0.31 0.04 0.04 0.04 0.06 0.05 0.07 0.16 0.16 0.07 0.00 0.00 0.00 0.18 0.18 0.18 0.04 0.04 0.04
17 30 30 0.9 0.5 0.31 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.00 0.00 0.00 0.07 0.07 0.07 0.02 0.02 0.02
18 30 45 0.6 0.0 0.31 0.03 0.03 0.03 0.03 0.04 0.03 0.10 0.10 0.04 0.00 0.00 0.00 0.08 0.08 0.08 0.03 0.03 0.03
19 30 45 0.6 0.5 0.31 0.02 0.02 0.02 0.03 0.03 0.03 0.02 0.02 0.02 0.00 0.00 0.00 0.04 0.04 0.04 0.03 0.03 0.03
20 30 60 0.6 0.0 0.38 0.03 0.03 0.03 0.03 0.03 0.04 0.05 0.05 0.04 0.00 0.00 0.00 0.05 0.05 0.05 0.03 0.03 0.03
21 30 60 0.6 0.5 0.38 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.00 0.00 0.00 0.03 0.03 0.03 0.03 0.03 0.03
22 30 45 0.9 0.0 0.40 0.03 0.03 0.03 0.05 0.05 0.04 0.07 0.07 0.06 0.00 0.00 0.00 0.17 0.17 0.16 0.04 0.04 0.04
23 30 45 0.9 0.5 0.40 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.00 0.00 0.00 0.03 0.03 0.03 0.02 0.02 0.02
24 30 60 0.9 0.0 0.47 0.02 0.02 0.02 0.04 0.06 0.06 0.06 0.06 0.06 0.00 0.00 0.00 0.13 0.13 0.14 0.04 0.04 0.04
25 30 60 0.9 0.5 0.47 0.02 0.02 0.02 0.11 0.02 0.02 0.02 0.02 0.02 0.00 0.00 0.00 0.02 0.02 0.02 0.02 0.02 0.02
E FDGP parameters A B C D
Appendix A.: The VBA code used to generate random B,S series. 
 
Application.ScreenUpdating = False 
Application.DisplayAlerts = False   
MkDir "C:\Users\user\Desktop\PINsimulation" 
           
n = 2 'set desired number of random series to be generated 
numbers = 60 'set the length of the series: number of days for which daily number of buys 
and sells is to be generated 
epsilon = 30 'average number of uninformed buys and sells (assumed equal) 
      
'first, generate B and S without informed trades; 
    For I = 1 To n 
       Range("A" & (I - 1) * numbers + 1 & ":" & "A" & I * numbers) = I 
       Application.Run "ATPVBAEN.XLAM!Random", Range("B" & (I - 1) * numbers + 1), 1, 
numbers, 5, , epsilon 
       Application.Run "ATPVBAEN.XLAM!Random", Range("C" & (I - 1) * numbers + 1), 1, 
numbers, 5, , epsilon 
    Next I 
     
    Columns("A:C").Select 
    Selection.Copy 
    Workbooks.Add 
    ActiveSheet.Paste 
    ActiveWorkbook.SaveAs Filename:="C:\Users\user\Desktop\PINsimulation\BS" & "_epsilon" 
& epsilon & "_alpha0%_delta0%_mu0_0.csv", FileFormat:=xlCSV 
    ActiveWindow.Close 
 
    'next, add informed trades to B or S according to alpha, delta, mu 
    For d = 1 To 2     
    Delta = d / 2 - 0.5 'delta is either zero or 0.5 
         For a = 3 To 9 Step 3 
         alpha = a / 10 
            For mu = 15 To 60 Step 15 
                 For I = 1 To n 
                   Application.Run "ATPVBAEN.XLAM!Random", Range("D" & (I - 1) * numbers + 
1), 1, numbers, 5, , mu 
                 Next I 
                 For j = 1 To n * numbers 
                    If Rnd() < alpha Then 
                        If Rnd() > Delta Then 
                        Range("E" & j) = Range("B" & j) + Range("D" & j) 'signal is 
positive: add "mu" to buys 
                        Range("F" & j) = Range("C" & j) 
                        Else 
                        Range("E" & j) = Range("B" & j) 
                        Range("F" & j) = Range("C" & j) + Range("D" & j) 'signal is 
negative: add "mu" to sells 
                        End If 
                    Else 
                        Range("E" & j) = Range("B" & j) 
                        Range("F" & j) = Range("C" & j) 
                    End If 
                    Range("D" & j) = Range("A" & j) 
                 Next j 
 
                Columns("D:F").Select 
                Selection.Cut 
                Workbooks.Add 
                ActiveSheet.Paste 
                ChDir "C:\Users\user\Desktop" 
 
                ActiveWorkbook.SaveAs Filename:="C:\Users\user\Desktop\PINsimulation\BS" & 
"_epsilon" & epsilon & "_alpha" & alpha * 100 & "%_delta" & Delta * 100 & "%_mu" & mu & 
"_1.csv", FileFormat:=xlCSV 
                ActiveWindow.Close 
                Range("A1").Select 
            Next mu 
        Next a 
    Next d 
 
    Application.ScreenUpdating = True 
    Application.DisplayAlerts = True 
 
End Sub 
Appendix B.: The SAS code to implement particular likelihood function factorizations used in this study. 
 
1. EHO 2002 factorization: 
 
proc nlp data=mydata&i tech=newrap maxstep=5 maxiter=100 maxfunc=250 
noprint out=pinest&i (keep = fname id a d e f m loglik) INEST=initial; 
 by fname id; 
 max loglik; 
 decvar a d e f m; 
 x1 = e / (m + e); 
 x2 = f / (m + f); 
 bounds   0 < e f, 0<= m, 0 <= a d <= 1; 
 
 loglik = -e - f + MM * (log(x1)+log(x2)) + B * log(m + e) + S * log(m + f) + 
          log( a * (1 - d) * exp(-m) * (x2 ** (S - MM ))*(x1**(-MM)) + 
          a * d * exp(-m) * (x1 ** (B - MM))*(x2**(-MM))  + 
          (1 - a) * (x2 ** (S - MM))*(x1**(B-MM))); 
run; 
 
2. EHO 2010 factorization: 
 
proc nlp data=mydata&i tech=newrap maxstep=5 maxiter=100 maxfunc=250 
noprint out=pinest&i (keep = fname id a d e f m loglik) INEST=initial;  
 by fname id; 
 max loglik; 
 decvar a d e f m; 
 MM = min(B,S) + max(B,S) / 2; 
 X_B = e / (m + e); 
 X_S = f / (m + f); 
 negative_MM = -1 * MM; 
 negative_m = -1 * m; 
 one_minus_d = 1 - d; 
 one_minus_a = 1 - a; 
 S_minus_MM= S-MM; 
 B_minus_MM= B-MM; 
 bounds   0 < e f, 0<= m, 0 <= a d <= 1; 
  
loglik = -e + MM * log(X_B) + B*log(m+e) 
         -f + MM * log(X_S) + S*log(m+f) 
         + log(a*one_minus_d*X_S**S_minus_MM*X_B**negative_MM*exp(negative_m) 
           + a*d*X_B**B_minus_MM*X_S**negative_MM*exp(negative_m) 
           + one_minus_a* X_B**B_minus_MM* X_S**S_minus_MM); 
run; 
 
3. LK factorization: 
 
proc nlp data=mydata&i tech=newrap maxstep=5 maxiter=100 maxfunc=250 
noprint out=pinest&i (keep = fname id a d e f m loglik) INEST=initial;  
 by fname id; 
 max loglik; 
 decvar a d e f m; 
  one_minus_d = 1 - d; 
 one_minus_a = 1 - a; 
 e1 = -1*m - B*log(1+m/e); 
 e2 = -1*m - S*log(1+m/f); 
 e3 = -B*log(1+m/e) - S*log(1+m/f); 
 emax = max(e1, e2, e3); 
 bounds   0 < e f, 0<= m, 0 <= a d <= 1; 
  
loglik = -e + B*log(m+e) 
         -f + S*log(m+f) 
         + emax  
         + log(a * one_minus_d * exp(e2 - emax) 
           + a * d * exp(e1 - emax) 
           + one_minus_a * exp(e3 - emax)); 
run; 
