Ren et al. recently introduced a method for aggregating multiple decision trees into a strong predictor by interpreting a path taken by a sample down each tree as a binary vector and performing linear regression on top of these vectors stacked together. They provided experimental evidence that the method offers advantages over the usual approaches for combining decision trees (random forests and boosting). The method truly shines when the regression target is a large vector with correlated dimensions, such as a 2D face shape represented with the positions of several facial landmarks. However, we argue that their basic method is not applicable in many practical scenarios due to large memory requirements. This paper shows how this issue can be solved through the use of quantization and architectural changes of the predictor that maps decision tree-derived encodings to the desired output.
INTRODUCTION
Decision trees [1] are a tried-and-true machine learning method with a long tradition. They are especially powerful when combined in an ensemble [2] (the outputs of multiple trees are summed together). On certain problems, these approaches are still competitive [3, 4] .
A nice property of decision-tree ensembles is that the method easily deals with multidimensional prediction (e.g., in multi-class classification). This is achieved by placing a vector in the leaf node of each tree. This means that the multidimensional output ∆(x) for the input sample x is computed as ∆(x) = i w i , where the ith vector is output by the ith tree: w i = Tree i (x). Ren et al. [5, 6] interpret this computation as a linear projection step:
where W is a large matrix that contains as columns the leafnode vectors of the trees and Φ(x) is a sparse vector that indicates which columns of W should be summed together in order to obtain the prediction for the sample x. See Figure 1 for an illustration that shows how to obtain Φ(x).
nenad.markus@fer.hr The process of generating a sparse feature vector Φ with an ensemble of n decision trees. The path that a sample takes through each tree is drawn in red. Exactly n components of Φ are set to 1 based on these paths. The rest are set to 0.
If the ensemble has n trees of depth equal to d and the dimension of the output is o, then the matrix W has n · 2 d · o parameters. This number can be quite large in a practical setting. We show how to replace Equation (1) with a more memoryfriendly computation: first, we investigate two different methods with a reduced number of coefficients; second, we show that the remaining coefficients can be further compressed with quantization. We apply our ideas to a face-alignment problem and compare with several recently published methods.
MEMORY-EFFICIENT GLOBAL REFINEMENT OF TREE ENSEMBLES
A way to compress W ∈ R o×(n·2 d ) is to express it as a product of W 2 ∈ R o×r and W 1 ∈ R r×(n·2
Of course, r has to be smaller than o. For classification, we can attempt to learn these matrices using gradient descent. For regression, besides gradient descent, we can also use the reduced-rank regression (RRR) framework [7] . Another possible path to improving memory issues is to replace linear regression for computing ∆ from Φ (Equation (1)) with a neural network (NN). One architecture that we found to work well in our experiments is
where
tanh is the elementwise hyperbolic-tangent nonlinearity. The matrices W 1 , W 2 and W 3 can be learned with gradient descent through the use of backpropagation. The presented NN architecture improves memory issues only if r can be made reasonably small. Also, note that modern tricks that we do not use here (e.g., highway connections [8] and batch normalization [9] ) could further boost performance. Instead of a standard tree-based prediction, which is additive in nature (Equation (1)), we now have a two-step procedure:
• produce a compact encoding e(x), e(x) = i Tree i (x);
• decode ∆(x) from e(x) (this can be a nonlinear, nonadditive computation, such as a neural network).
Our claim is that r can be significantly smaller than o in some interesting problems and that, consequently, this leads to large reduction in storage-related issues for computing ∆ from Φ. We later back these claims by experimental evidence.
Related work
For the history and applications of reduced-rank regression please see the book by Reinsel and Velu [7] . As this is a well-known and widely-used approach in machine learning and statistics, we will not repeat the details here.
Our research is related to a large body of work in neuralnetwork compression and speed improvement (e.g., [10, 11, 12, 13, 14] ). Specifically, the work of Sainath et al. [10] and other similar approaches suggest to reduce the memoryrelated issues of machine learning models by introducing a low-dimensional "bottleneck" before the output, as we do in this paper. However, to the best of our knowledge, we are the first to investigate the use of these techniques in the context of decision-tree ensembles. We can say that our work is a blend of the interepretation introduced by Ren et al. [5] and recent netwok compression techniques.
APPLICATION TO FACE ALIGNMENT
Face alignment is the process of finding the shape of the face given its location and size in the image. Today's most popular methods (e.g., [15, 16, 5] ) achieve this through t = 1, 2, . . . , T iterations: S t = S t−1 + ∆ t , where ∆ t = ∆(S t−1 , F ) is the shape update computed from the previous shape S t−1 and image F . The shape update is usually computed in two steps [16, 5] . The first step is a feature extraction process Φ(S t−1 , F ) that encodes the image appearance around the shape S t−1 . The second step computes the shape increment via a linear projection:
The method of Ren et al. [5] extracts a sparse feature vector around each landmark point from S t−1 with a decision tree ensemble and concatenates them to obtain Φ. The binary tests in internal tree nodes are thresholded pixel intensity differences, F x1,y1 − F x2,y2 . The simplicity of these tests makes the method very fast in runtime. The sparse feature vector Φ computed in this manner is very large (tens of thousands of dimensions in practical settings). Consequently, the matrices {W t } have a lot of parameters (weights). Our goal is to experimentally show that we can replace linear projection ∆ t = W t · Φ t with a more memory-friendly computation.
We base all our experiments on the 300 Faces in-the-Wild framework (300W for short, [17] ), which is a standard procedure for benchmarking face-alignment systems. Each face is represented with a 136-dimensional vector (68 landmark points, two coordinates each). The dataset is partitioned into the training and testing subsets according to a predefined protocol. We follow these guidelines closely.
Learning setup
To augment the training data, we apply the following transformations 20 times for each face: flip the image with probabilty equal to 0.5 (faces are symmetric), rotate the face for a random angle between −20 and 20 degrees, randomly perturb the scale and the position of the face bounding box. Overall, this results in a training set of around 50 000 samples.
The number of trees per landmark point is set to 5 and the depth of each individual tree is 5. It can be seen from the setup that the dimensionality of vector Φ is 68 · 5 · 2 5 = 10 880. Initially, each tree is learned to predict the position of its landmark point from a local patch around it. Next, the values in the leaf nodes are discarded and we learn the function ∆(x) using the method proposed by Ren et al. [5] (Equation (1)) or one of the methods described in Section 2. The total number of stages is also set to 5. These hyperparameters follow the ones proposed in the original LBF paper [5] . The initial shape is set to be the mean face computed on the training data.
For reduced-rank regression and the neural-net approach, our preliminary experiments showed that it is beneficial to increase the size of the bottleneck as the shape estimation progresses through the stages. The following values lead to good results: r = 16, 24, 32, 40, 48. This is based on the heuristic that the transformations/deformations in the first iterations are more rigid and, thus, require less parameters to be modeled reliably. The r values were tuned without the testing set.
The projection matrix for each stage of the original LBF method is learned with LIBLINEAR [18] (we closely follow their recommendations [5] ). To get the optimal reduced-rank regression matrices, we use BLAS and LAPACK since the process involves eigenvalue problems, matrix multiplications and inversions [7] . To learn the parameters of the neural network, we use the Torch7 framework. The SGD learning rate is initially set to η = 1 and halved each time the validation loss saturates. The minibatch size is 128. The learning for all methods is quite fast in the described setting (a few hours).
The following abbreviations are used in further text: LL for the basic LBF method [5] , RRR for reduced-rank regression [7] , RRR-BP for reduced-rank regression learned with backpropagation and NN for the neural networks. Table 1 . Average errors for the common (left) and the challenging (right) subsets of the 300W dataset for different number of random initializations, p.
First results and the effects of random initializations
The average point-to-point Euclidean error for L = 68 landmark points normalized by the inter-ocular distance (IOD, measured as the Euclidean distance between the outer corners of the eyes) is used to compare different methods:
where (x i , y i ) and (x * i , y * i ) are the estimated and ground-truth locations of the ith landmark.
It is known that averaging the results of several initializations (slight perturbations in position and scale of the face bounding box) can improve face alignment [15] . We did not notice high gains in alignment accuracy (Equation (3)). However, the method reduces the jitter when processing videos or a webcam stream. This significantly affects the subjective quality of the face-alignment system. Thus, we also report the results for different numbers of random initializations, p. Table 1 contains normalized errors averaged over the common and the challenging testing subsets of the 300W dataset (as the name implies, these subsets differ in difficulty). It can be seen that random perturbations slightly increase the accuracy for all methods. All competing methods perform approximately the same, i.e., achieve similar average errors.
These results lead to the conclusion that NN-and RRRbased methods are viable alternatives to the basic method of Ren et al. [5] . Moreover, these methods reduce storage/bandwidth requirements by approximately three times (from 27 to 9 megabytes). However, further compression can be achieved.
Effects of coefficient quantization
Quantization is a straightforward way to improve storage requirements. In all the discussed methods, the matrices that multiply the (very large and sparse) input vector Φ contain the most parameters. Thus, these are most interesting to compress with quantization. We found emprirically that the following scheme gives good results: each row of the matrix is quantized to q bits per weight/coefficient with a nonlinear quantizatizer. The centroids are computed with the standard k-means clustering algorithm. Separate quantizers are used Table 3 . Average times in miliseconds required to process one face region for different number of random initializations, p. CPU: 3.4GHz Core i7-2600.
for each row to increase the expressive power without requiring a too-large quantization table.
Parameter quantization leads to significant memory savings. The exact numerical values can be seen in Table 2 (the RRR-BP method is left out since it has the same memory usage as the ordinary RRR). However, it is not clear how much accuracy degradation is introduced with quantization. Figure 2 provides more insight into this issue. The effects are similar for all values of applied randomly perturbed initializations, p. We can see that all the architectures introduced in this paper outperform the basic LBF method (LL, [5] ) when quantization is used. We hypothesize that this is due to the fact that only the projection matrices (the W 1 matrices; see Section 2) are quantized in the implemented scheme. In other words, parts of the NN-and RRR-based frameworks remain unquantized in all scenarios and it seems that this leads to the preservation of important information.
Overall, quantized RRR-and NN-based methods with q = 4 and p = 7 significantly improve over the basic LBFbased shape regression approach introduced by Ren et al. [5] . The storage requirements are reduced by approximately 21 times (from 27MB to 1.3MB) without loss of accuracy. Note that the gain would be even more significant in the case of a larger face model (more trees, more facial landmarks).
Processing speed analysis
Processing speed results can be seen in Table 3 . We can see that all tested methods are extremely fast. For example, with p = 1 over 3000 FPS processing speeds can be achieved.
The measurements also show a slight advantage of RRRbased method over the other two. This can be attribute to fewer floating point operations when transforming the sparse feature vector to the face shape. However, this advantage can be beneficial only to a certain point since all methods use the same mechanism to produce the sparse feature vector through pixel-intensity comparison binary tests. Table 4 compares the RRR (q = 4) with recent methods [19, 20, 15, 21, 16, 22, 23, 24, 25, 26, 5, 27, 28, 29, 30] . (The processing speeds are based on the results from [31] . The unknown/missing values are denoted with a dash: "-".) Other configurations evaluated in our experiments (NN, LL) are not included since they achieve similar error rates. It can be seen that the RRR method achieves competitive results, even when compared to recent deep-learning approaches [30] .
Comparison to the other methods
The conclusions from [31] apply. Overall, the regressionbased approaches are better than the ASM-based methods. Methods based on pixel-intensity comparisons ( [15, 26, 5] , RRR) and SIFT-based methods [16, 29] achieve very good results. The methods based on convolutional neural nets [25, 27, 30] achieve the best results. However, the CNN-based methods do not fare so well in terms of processing speed.
The proposed RRR-and NN-based methods provide an excellent accuracy-to-speed tradeoff. Also, their memory re- Table 4 . Comparing other approaches to RRR with q = 4. Normalized errors are in the middle three columns. quirements are quite modest: less than 2MB of data files. These characteristic make them an excellent candidate for face alignment on mobile devices and embedded hardware. Some typical success and failure cases for RRR (q = 4 and p = 7) can be seen in Figure 3 . The method sometimes fails for points that lie on the face contour. These images demonstrate this issue in a qualitative way.
CONCLUSION
We investigated the possibility of reducing the storage requirements of tree ensembles that predict high-dimensional targets. The obtained results are encouraging. We recommend to use the backpropagation-based learning of neural architectures that transform the large and sparse tree-derived encodings of the input into the desired output. This is due to the scalability of the method and its simplicity. Also, the approach can naturally handle both classification and regression tasks, as well as multi-objective problems.
