Abstract. We consider Bayesian linear inverse problems in infinite-dimensional separable Hilbert spaces, with a Gaussian prior measure and additive Gaussian noise model, and provide an extension of the concept of Bayesian D-optimality to the infinite-dimensional case. To this end, we derive the infinite-dimensional version of the expression for the Kullback-Leibler divergence from the posterior measure to the prior measure, which is subsequently used to derive the expression for the expected information gain. We also study the notion of Bayesian Aoptimality in the infinite-dimensional setting, and extend the well known (in the finite-dimensional case) equivalence of the Bayes risk of the MAP estimator with the trace of the posterior covariance, for the Gaussian linear case, to the infinitedimensional Hilbert space case.
Introduction
In a Bayesian inference problem one uses experimental (observed) data to update the prior state of knowledge about a parameter which often specifies certain properties of a mathematical model. The ingredients of a Bayesian inference problem include the prior measure which encodes our prior knowledge about the inference parameter, experimental data, and the data likelihood which describes the conditional distribution of the experimental data for a given model parameter. The solution of a Bayesian inference problem is a posterior probability law for the inference parameter. The quality of this solution, which can be measured using different criteria, depends to a large extent on the experimental data used in solving the inference problem. In practice, acquisition of such experimental data is often costly, as it requires deployment of scarce resources. Hence, the problem of optimal collection of experimental data, i.e. that of optimal experimental design (OED) [2, 17, 13] , is an integral part of modeling under uncertainty. The basic problem of OED is to optimize a function of the experimental setup which describes, in a certain sense which needs to be specified, the statistical quality of the solution to the Bayesian inference problem. Note that what constitutes an experimental design depends on the application at hand. For example, in a problem involving diffusive transport of a contaminant, one may use measurements of concentration at sensor sites in the physical domain (at a certain point in time) to infer where the contaminant originated, i.e. the initial state of the concentration field. In this problem, an experimental design specifies the locations of the sensors in the physical domain. Note also that the inference parameter in this example, i.e. the initial concentration field, is a random function (random field) whose realizations belong to an appropriate function space.
We consider the problem of design of experiments for inference problems whose inference parameter belongs to an infinite-dimensional separable Hilbert space. This is motivated by the recent interest in the Bayesian framework for inverse problems [16] . A Bayesian inverse problem involves inference of Hilbert space valued parameters that describe physical properties of mathematical models which are often governed by partial differential equations. Study of such problems requires a synthesis of ideas from inverse problem theory, PDE-constrained optimization, functional analysis, and probability and statistics and has provided a host of interesting mathematical problems with a wide range of applications. The problem of design of experiments in this infinite-dimensional setting involves optimizing functionals of experimental designs which are defined in terms of operators on Hilbert spaces.
The precise definition of what is meant by an optimal design leads to the choice of a design criterion. A popular experimental design criterion, in the finite-dimensional case, is that of D-optimality which seeks to minimize the determinant of the posterior covariance operator. The geometric intuition behind D-optimality is that of minimizing the volume of the uncertainty ellipsoid. Minimizing this determinant, however, is not meaningful in infinite dimensions, as the posterior covariance operator is a trace-class linear operator with eigenvalues that accumulate at zero. In the present work, we provide an extension of the concept of D-optimal design to the infinite-dimensional Hilbert space setting. In particular, we focus on the case of Bayesian linear inverse problems whose parameter space is an infinite-dimensional separable Hilbert space which we denote by H , and we assume a Gaussian prior measure, and an additive Gaussian noise model. To study the concept of D-optimality in the infinite-dimensional setting we formulate the problem as that of maximizing the expected information gain, measured by the Kullback-Leibler (KL) divergence [12] from posterior to prior. To be precise, if µ pr denotes the prior measure, y is a vector of experimental data obtained using an experimental design specified by a vector of design parameters ξ, and µ y,ξ post denotes the resulting posterior measure, the KL divergence from posterior to prior is given by,
(The argument of the logarithm in the above formula is the Radon-Nikodym derivative of the posterior measure with respect to the prior measure.) The experimental design criterion is then defined by averaging D kl (µ y,ξ post µ pr ) over all possible experimental data. In a Bayesian inverse problem, this averaging over experimental data can be done as follows:
where ξ is a fixed design vector, Y denotes the space of experimental data and π like (y|u; ξ) is the data likelihood which specifies the distribution of y for a given u ∈ H .
It is known in the finite-dimensional Gaussian linear case (i.e., an inference problem with Gaussian prior and noise distributions) that maximizing this expected information gain is equivalent to minimizing the determinant of the posterior covariance operator, i.e., the usual D-optimal design problem. While this does not directly extend to the infinite-dimensional case, it suggests a mathematically rigorous path to an infinitedimensional analogue of Bayesian D-optimality. In the present work, we derive analytic expressions for the KL divergence from posterior to prior in a Hilbert space. This enables deriving the expression for the expected information gain, leading to the infinitedimensional version of the Bayesian D-optimal experimental design criterion.
We also discuss another popular experimental design criterion, that of A-optimality, in the infinite-dimensional setting. An A-optimal design is one that minimizes the trace of the posterior covariance operator; i.e., if C post (ξ) : H → H denotes the posterior covariance operator corresponding to an experimental design ξ, we seek to minimize tr(C post (ξ)). In the statistics literature it is known (see e.g., [6] ) that for a Gaussian linear inference problem in H = R n , minimizing the trace of the posterior covariance matrix is equivalent to minimizing the average mean square error of the maximum a posteriori probability (MAP) estimator for the inference parameter. We provide an extension of this result to the infinite-dimensional Hilbert space setting, where we show that the trace of the posterior covariance operator -a positive, self-adjoint, and trace-class operator on H -coincides with the average mean square error of the MAP estimator.
Note that the design vector ξ enters the Bayesian inverse problem through the data likelihood. The exact nature of this dependence on ξ is not essential to our discussion and hence, to keep the notation simple, we suppress the dependence to ξ in our derivations. (See e.g., [6] for a an overview of how an experimental design is incorporated in an inference problem in classical formulations.)
Background concepts
In this section, we outline the background concepts that are needed in the rest of this article. In what follows, H denotes an infinite-dimensional separable real Hilbert space, with inner-product ·, · H and induced norm · H = ·, · 
It is straightforward to show that the value of the above summation is invariant with respect to the choice of the orthonormal basis [14] . We denote by
where the sum is finite and its value is independent of the choice of the orthonormal basis [7, 14] . Let L sym+ 1 (H ) be the subspace of positive self-adjoint operators in L 1 (H ), and note that for A ∈ L sym+ 1 (H ), there exists an orthonormal basis of eigenvectors, {e j }, with corresponding (real, non-negative) eigenvalues, {λ j }, and tr(A) =
In what follows we shall make repeated use of the following result: if A ∈ L 1 (H ) and B ∈ L (H ) then AB and BA both belong to L 1 (H ) and tr(AB) = tr(BA); see e.g., [14] for details. Moreover, it is straightforward to show that if A is a trace-class operator and B : H → R q is a bounded linear operator, then AB * B ∈ L 1 (H ) and tr(AB * B) = tr(BAB * ).
2.2. Borel probability measures on H . We work with probability measures on the measurable space H , B(H ) , where B(H ) denotes the Borel sigma-algebra on H ; we refer to such measures as Borel probability measures. Let µ be a Borel probability measure on H , which has bounded first and second moments. The mean m ∈ H and covariance operator Q ∈ L (H ) of µ are characterized as follows:
for all x, y ∈ H . It is straightforward to show (see e.g., [8] ) that Q belongs to L sym+ 1 (H ), and that
2.3. Gaussian measures on H . In the present work, we shall be working with Gaussian measures on Hilbert spaces [8] ; µ is a Gaussian measure on (H , B(H )) if for every x ∈ H the linear functional x, · H , considered as a random variable from
, is a (one-dimensional) Gaussian random variable. We refer the reader to [8] or [9] for the theory of Gaussian measures on Hilbert spaces. We denote a Gaussian measure with mean m ∈ H and Q ∈ L
, where ker(Q) denotes the null space of Q, we say that
In what follows, we shall use the following result, concerning the law of an affine transformation on H : If µ = N (m, Q), a Gaussian measure, A ∈ L (H ), and b ∈ H , then T x = Ax + b is a random variable on H whose law is given by
Thus, in particular, we note that,
where the last equality uses (1). It follows that if A ∈ L (H ) is positive self-adjoint compact operator, and µ = N (m, Q) is a Gaussian measure, then
This shows that the well-known expression for the expectation of a quadratic form on R n extends to the infinite-dimensional Hilbert space setting. It can be shown that, as in the finite-dimensional case, this result holds not just for Gaussian measures, but also for any Borel probability measure with mean m and covariance operator Q; moreover, the the only requirement on the operator A is boundedness. That is, we have the following result: Lemma 1. Let µ be a Borel probability measure on H with mean m ∈ H and covariance operator Q ∈ L sym+ 1 (H ), and let A ∈ L (H ). Then,
Proof. See Appendix A.
2.4.
Kullback-Leibler divergence. In probability theory the Kullback-Leibler (KL) divergence, also referred to as the relative entropy, is a measure of "distance" between two probability measures. This notion was defined in [12] . While KL divergence is not a metric-it is non-symmetric and does not satisfy the triangle inequality-it is used commonly in probability theory to describe the distance of a measure µ from a reference measure µ 0 . Also, KL divergence does satisfy some of the intuitive notions of distance; i.e. the KL divergence from µ to µ 0 is non-negative and is zero if and only if the two measures are the same. Consider µ and µ 0 be two Borel probability measures and suppose µ is absolutely continuous with respect to µ 0 . The KL divergence from µ to µ 0 , denoted by D kl (µ µ 0 ), is defined as
where dµ dµ0 is the Radon-Nikodym derivative of µ with respect to µ 0 . In the case µ is not absolutely continuous with respect to µ 0 the KL divergence is +∞. Notice that for Borel probability measures on R n that admit densities with respect to the Lebesgue measure, we may rewrite the definition of the KL divergence in terms the densities; that is, if p and p 0 are Lebesgue densities, i.e., probability density functions (pdfs), of µ and µ 0 respectively, one has
However, in an infinite-dimensional Hilbert space, where there is no Lebesgue measure, we are forced to work with the abstract definition of KL divergence presented above.
In this paper, we will be dealing with (non-degenerate) Gaussian measures on infinitedimensional Hilbert spaces. For Gaussian measures on R n , one can use the expression for the (multivariate) Gaussian pdfs to derive the well-known analytic expression for the KL divergence between Gaussians. In the infinite-dimensional Hilbert space setting, not only do we not have access to pdfs, but given two Gaussian measures they are not necessarily equivalent. 1 In fact, given a centered Gaussian measure µ on H , shifting the mean gives, µ-almost surely, a Gaussian measure which is singular with respect to µ; see e.g., [8, Chapter 2] . However, In the present work, we work with a special case, namely that of a Bayesian linear inverse problem on H with a Gaussian prior and an additive Gaussian noise model; in this case the posterior measure is also Gaussian and is equivalent to the prior [16] , and thus, D kl µ y post µ pr is well-defined. Later in the paper, we will derive the expression for the KL divergence from posterior to prior in an infinite-dimensional Hilbert space, which we shall use to derive the expression for the expected information gain.
Bayesian linear inverse problems in a Hilbert space
We consider the problem of inference of a parameter u which belongs to an infinitedimensional Hilbert space H . All our prior knowledge regarding the parameter u is encoded in a Borel probably measure on H , which we refer to as the prior measure and denote by µ pr ; here we assume that µ pr is a Gaussian measure µ pr = N (u pr , C pr ).
Moreover, in what follows, we assume that ker(C pr ) = {0}, i.e., µ pr is non-degenerate. The inference problem uses experimental data y ∈ Y to update the prior state of knowledge on the law of the parameter u. Here Y is the space of the experimental data, which in the present work is Y = R q . We assume that u is a model parameter which is related to experimental data y ∈ Y according to the following noise model,
1 Recall that two measures are called equivalent if they are mutually absolutely continuous with respect to each other.
The operator G : H → Y is the parameter-to-observable map and is assumed to be a continuous linear mapping. In practice, for a given u, computing Gu would involve the evaluation of a mathematical model with the parameter value u followed by the application of a restriction operator to extract data at pre-specified locations in space and/or time. The discrepancy between the model output Gu and experimental data y is modeled by η which is a random vector that accounts for experimental noise, i.e. noise associated with the process of collecting experimental data. We assume η ∼ N (0, Γ noise ), and thus, the distribution of y|u is Gaussian, y|u ∼ N (Gu, Γ noise ) with pdf
where
In what follows, we denote
3.1. The Bayes formula and the posterior measure. The solution of the Bayesian inverse problem is the posterior measure, describing the law of the parameter u, conditioned on the experimental data y, and is linked to the prior measure µ pr through the infinite-dimensional version of Bayes Theorem [16] :
where Z(y) is the normalization constant. Notice that we can rewrite Bayes Theorem as, dµ
with Z 0 (y) = H exp{−Φ(u; y)} µ pr (du). In the Gaussian linear case, it is possible to evaluate Z 0 (y) analytically; see Lemma 2 below. As discussed above, we consider Bayesian linear inverse problems; i.e., Bayesian inverse problems involving a linear parameter-to-observable map G. It is well known [16] that for a Gaussian linear inverse problem, as specified above, the solution is a Gaussian posterior measure µ
pr u pr ). In practice, the noise covariance matrix, Γ noise is often a multiple of the identity, Γ noise = σ 2 I, where σ is the experimental noise level. In the derivations that follow, since there is no loss of generality, we take σ = 1. Generalizing the results to the cases where Γ noise is an anisotropic diagonal matrix (uncorrelated observations with varying experimental noise levels) or more generally Γ noise that is symmetric and positive definite with nonzero off diagonal entries (correlated observations) is straightforward. Moreover, for simplicity, we assume that the prior is a centered Gaussian, i.e. u pr = 0. Again, the generalization to the case of non-centered prior measure is straightforward. With these simplifications, the mean and covariance of the posterior measure are given by,
In what follows, we use the notation,
The motivation behind this notation is that G * G is the Hessian of the functional, Φ(u; y), which measures the magnitude of the misfit between experimental data y and model prediction Gu. Note that in statistical terms, H m is the Hessian of the negative log-likelihood which is also referred to as the Fisher information matrix. Another notation we shall use frequently is,
Intuitively, this prior-preconditioned H m can be thought of as the information matrix which has been filtered through the prior. To further appreciate the notion of the priorpreconditioned misfit Hessian, we note that the second moment of the parameter-toobservable map, considered as a random variable
3.2.
A spectral point of view of uncertainty reduction. LetH m be the priorpreconditioned misfit Hessian as defined in (9) and denote
The posterior covariance operator, C post , given in (7) can be written as,
pr . We consider the quantity,
For the class of Bayesian linear inverse problems considered in the present work, it is straightforward to show that δ(C pr , C post ) ≥ 0. In particular, we note that if {λ i } and {e i } are the eigenvalues and the respective eigenvectors ofH m , then 
Proof. Note that for each
Hence,
where the penultimate equality follows from Parseval's identity.
Also,
where α j = λ j /(1 + λ j ). Thus, for eigenvalues λ j that are large, we have α j ≈ 1 which suggests that significant uncertainty reduction occurs in such directions. It is well known that for large classes of ill-posed Bayesian inverse problems, the eigenvalues λ i ofH m decay rapidly to zero, with a relatively small number of dominant eigenvalues indicating the data-informed directions in the parameter space. This allows "focusing" the inference to low-dimensional subspaces of the parameter space H . Such ideas have been used to develop efficient numerical algorithms for solution of infinite-dimensional Bayesian inverse problems in works such as [4, 11] and for algorithms for computing A-optimal experimental designs for infinite-dimensional Bayesian linear inverse problems in [1] .
KL divergence from posterior to prior and expected information gain
Let us first motivate the discussion by recalling the form of the KL divergence from the posterior to prior in the finite-dimensional case. We use boldface letters for the finite-dimensional versions of the operators appearing in the Bayesian inverse problem. To indicate that we work in R n , we denote by µ pr,n and µ y post,n the prior and posterior measures in the n-dimensional case. The following expression for D kl µ y post,n µ pr,n is well known:
Note that the above expression is not meaningful in the infinite-dimensional case. For one thing, n appears explicitly in the expression. Moreover, in the infinite-dimensional case, C pr is a trace-class operator whose eigenvalues accumulate at zero, so dividing by the determinant of the prior covariance is problematic as n → ∞. Finally, in the infinitedimensional case, C −1 pr is the inverse of a compact operator and hence is unbounded; therefore, the trace term, which involves the inverse of the prior covariance, needs clarification. However, if we reformulate the above expression, we obtain an expression that has meaning in the infinite-dimensional case.
A straightforward calculation shows that the first term on the right in (11) may be simplified:
Recall that, in general, if A is Hermitian, then there exists a unitary matrix U such that
is diagonal. In this case, the diagonal elements are the eigenvalues of A, and
(1 + λ i ).
In the infinite-dimensional setting, given a trace-class operator A ∈ L
so, motivated by the n-dimensional case, we may define the Fredholm determinant of I + A as
where λ i (A) are the eigenvalues of A [15] . Hence, the final expression in equation (12) is meaningful in infinite dimensions. Next, we consider the term −n + tr(C pr . Notice that the argument of the trace in the final expression is in fact a trace-class operator in the infinitedimensional case and has a well-defined trace. Combining (12) and (13) and defining the inner-product x, y C −1
n , we rewrite (11),
In Section 4.1 we derive, rigorously, alternate forms of the expression for the KL divergence from posterior to prior in the infinite-dimensional Hilbert space setting; as we shall see shortly, one of those forms is a direct extension of (13) to the infinitedimensional case. The reason for introducing the weighted inner-product ·, · C −1 pr will also become clear in the discussion that follows.
4.1.
The KL-divergence from posterior to prior. The following result which is a consequence of Proposition 1.2.8 in [9] will be needed in what follows. Proposition 2. Let A ∈ L (H ) be a positive self-adjoint operator, µ = N (0, Q) a non-degenerate Gaussian measure on H , and b ∈ H . Then,
In the following technical lemma, we calculate the expression for Z 0 , introduced in equation (6) .
noise (Gu−y), as defined by equation (4). Then,
, as in equation (7).
Proof. First note that (recall that we have assumed Γ noise = I)
Therefore,
where b = G * y. By Proposition 2 we have,
The assertion of the lemma now follows, since
The following result provides the expression for the KL divergence from posterior to prior: Proposition 3. Let µ pr be a centered Gaussian measure on H , and µ 
Proof. Consider (6), and note that
Using (14) to expand Φ(u; y), the integral on the right becomes
The second integral evaluates to G * y, u , by the definition of the mean of the measure, and the first integral is evaluated via the formula for the integral of a quadratic form:
Using the expression for Z 0 from Lemma 2,
where we have also used the definition of u y post . Substituting into equation (16), we obtain
which, after some algebraic manipulation and recalling that H m = G * G, yields the assertion of the proposition.
Let us note the following interpretation for the last term appearing in D kl µ y post µ pr given in (15) . Consider the function Φ(u) = 1 2 (Gu − y)
T (Gu − y), which is the familiar misfit term in the deterministic interpretation of the corresponding linear inverse problem. (For notational simplicity we have suppressed the dependence of Φ on the data vector y.) Note that the variational derivative of Φ at a point u ∈ H in direction h ∈ H is given by,
Next, recall that the mean of the posterior, u y post , of the present Bayesian linear inverse problem coincides with the MAP estimator for the inference parameter u and is the global minimizer of the following regularized cost functional [16, 10] 
with minimization done over the space,
The inner-product in the regularization term is given by ·, · C −1
We have, by the first order optimality conditions
Thus, in particular, − G * (Gu − y), u 
Note that this expression for the KL divergence D kl µ y post µ pr is the direct extension of the corresponding expression in the case of H = R n as given in (13) to infinite dimensions. Remark 1. A straightforward modification of the arguments leading to equation (15) , for the case of a prior µ pr = N (u pr , C pr ), leads to
Moreover, in view of the argument leading to (17), we have:
Expected information gain.
Here we derive the expression for the expected information gain. We first prove the following technical lemma which is needed in the proof of the main result in this section. Lemma 3. The following identities hold.
(
, whereH m and S be as in (9) and (10) respectively.
2 Given a Gaussian measure µ = N (m, C) on a Hilbert space H, the space range(C 1/2 ) is called the Cameron-Martin space corresponding to the measure µ. It is a known result (see e.g. [8] ) that if the Hilbert space H is infinite-dimensional, µ range(C 1/2 ) = 0.
Proof. We present the proof of the first statement; the second one follows from a similar argument. Let us begin from the inner expectation. Note that, by the definition of u y post we have, u
For clarity let us denote L = GC post G * . Recall that y|u is distributed according to N (Gu, Γ noise ), and that we assumed Γ noise = I. Using the formula for the expectation of a quadratic form (on Y = R q ), Lemma 1, we have
By the comment at the end of Section 2.1 and recalling that
Next, to compute the outer expectation we proceed as follows (keep in mind that µ pr = N (0, C pr )). By Lemma 1, 
Proof. By (15) we have,
Using the previous lemma we can proceed as follows, As mentioned in the introduction, an experimental design ξ enters the Bayesian inverse problem through the data likelihood. This dependence to ξ, in the present Gaussian linear case, is manifested through a ξ dependent misfit Hessian, H m = H m (ξ). Consequently, the D-optimal design problem in the infinite-dimensional Hilbert space setting is given by, maximize
where Ξ is the design space which needs to be specified in a given experimental design problem. Remark 2. As mentioned earlier, in a large class of Bayesian inverse problems,H m admits a low-rank approximation,
where r is the numerical rank ofH m and {λ i } r i=1 are the dominant eigenvalues ofH m with respective eigenvectors {e i } r i=1 . Thus, one can use the following approximation
which enables an efficient means of approximating the expected information gain.
Expected mean square error of the MAP estimator and Bayesian
A-optimality
In this section, we consider another well known optimal experimental design criterion, Bayesian A-optimality, which aims to minimize the trace of the posterior covariance operator. It is well known in the statistics literature that for inference problems with a finite-dimensional parameter, this is equivalent to minimizing the expected mean square error of the mean posterior which, in the case of a Bayesian linear inverse problem, coincides with the MAP estimator. In this section, we extend this result to the infinite-dimensional Hilbert space setting.
The MSE of the MAP estimator u 
