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A B S T R A C T 
In many practical research studies, surrogate variables, which are closely related to 
the variables that researchers are interested in, will be used to elicit information in an 
easier and less expensive manner. Specifically, when surrogate variables are used to collect 
ranking data, misclassifications of ranking patterns provided by respondents may arise. 
As Thurstonian modelling of ranking data is a popular and widely used approach in social 
and behavioural science researches, in this thesis we develop a model to analyze misclassi-
fied ranking data in a Thurstonian framework with mean structure. Maximum likelihood 
estimation method is used to find the estimates of the model parameters. In order to 
assist practitioners to implement the maximum likelihood estimation procedure, the im-
plementation of the procedure by using the Mx program, which is the easily accessible 
and freely available structural equation modelling software, is explored. 
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The main theme of this thesis is to analyze ranking data with mean structure in a Thursto-
nian framework, and it is assumed that misclassification may occur in the data set. When 
subjects are asked to rank a list of p objects, ranking data are obtained. Ranking is a 
quick and natural data collection method, it has been used in a wide range of disciplines, 
for example, choice selection in political candidates, goods, etc. Many approaches have 
been developed to model and analyze the ranking data. Thurstonian model (Thurstone, 
1927) is one of the useful approaches, which is being actively researched for more than 
70 years (see, Critchlow & Fligner, 1991; Bockenholt, 1992, 1996，2001; Chan & Rentier, 
1998; Maydeu-Olivaries, 1999). 
The basic assumption of Thurstonian model is that the ranking of p objects are deter-
mined by a p X 1 latent continuous random vector Y, which is distributed as multivariate 
normal with mean ji and covariance matrix S. In the past, the main works of the Thursto-
nian model are about covariance structures, for example, factor analysis. In this thesis, 
/i is modelled as a linear structure. Specifically, a model with single covariate x^  i.e. 
fi = a+Px, is used to illustrate the proposed model and its estimation procedure. Al-
though Thurstonian model with mean structure has been discussed in the literature, it 
is valuable to address a new element - misclassification, which involves wide range of 
applications. 
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Social and behavioural science researches are the disciplines that structural equation 
modelling can be widely used. One of the reasons for its popularity is the availability of 
many easily accessible and user-friendly computer programs, such as PRELIS and LISREL 
(Joreskog k Sorbom, 1996a,b), EQS (Rentier k Wu, 1993), and Mx (Neale et al, 1999). 
Broadening the capabilities of these packages is still going on and nowadays, they all 
provide options for analyzing ordinal categorical data in a convenient manner. Although 
the modelling and estimation techniques are different between ranking data and ordinal 
categorical data, the approaches adopted by popular packages for analyzing these two 
data types both operate on the same assumption. The assumption is that the observed 
variables are associated with some underlying multivariate normal variables. As a result, 
the freely available software program Mx (Neale et al, 1999), which includes options for 
analyzing ordinal categorical data and allows user-defined fit function and matrix algebra, 
can also be used to analyze ranking data in the Thiirstonian framework. 
Misclassification of data is one of the commonly encountered problems. One of the 
major causes of data misclassification is that some participants of research studies are not 
honest when they respond to questions. This situation is very common in behavioural 
science research when sensitive questions are asked during a personal interview. For 
example, citizen may be asked to rank in priority for 5 public policies. In order to 
project a more positive image in a personal interview, a person may rank the policies 
concerning enrichment of the social welfare first, although it may not be the person's key 
concern. This leads to misclassification. Another common cause for data misclassification 
is when surrogate variables are used in a study. When the original variables of interest are 
expensive and difficult to collect but surrogate variables are easier and cheaper to elicit 
information, it is advantageous to use surrogate variables. 
Procedures to analyze misclassified data are available for ordinal categorical data. 
Based on the latent normal model, models and analyzing procedures are developed through 
two approaches. The first approach assumes that the probabilities in relation to misclas-
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sification are known, for example, can be calibrated from the available information. The 
second assumes that these probabilities are not known but the information on misclassi-
fication is available in the data set. The data set is obtained from the double sampling 
scheme, which has two devices to collect data. These two devices are called the true 
classifier and the fallible classifier. The true classifier is quite expensive, but can classify 
participants correctly, and the other is less expensive but may classify participants in-
correctly. Yiu and Poon (2008) investigated the estimation of the polychoric correlation 
of ordinal categorical variables with misclassified observations in both approaches. By 
establishing a relationship between ordinal categorical data and ranking data, the proce-
dure developed for analyzing ordinal categorical data with misclassification is generalized 
to analyze misclassified ranking data by Chan (2007). The work of Chan (2007) explored 
on the covariance matrix E and its structure. In this thesis, the focus will be on fi and 
how it is affected by covariate. 
This thesis is structured as follows. The basic and mean structure model in Thursto-
nian framework for analyzing misclassified ranking data will be established in Chapter 2. 
The implementation of the maximum likelihood estimation by Mx will be presented in 
Chapter 3. Simulation studies will be presented in Chapter 4. Finally, discussion will be 




2.1 The Basic Thurstonian Model 
Suppose that ranking data for p alternatives are obtained from n subjects. In Thurstonian 
modelling of ranking data, it is assumed that the rankings are associated with p x 1 vector 
Y" = (Yi, . . . , YpY which is distributed as multivariate normal with mean [i = ( / / i , . . . ’ /Xp)^  
and covariance matrix E = {<7ij}. A subject will rank object i most preferred if the Yi 
value is the largest, second preferred if the Yi value is the second largest, and least preferred 
if the Yi value is the smallest. Assuming there exist no ties, the alternatives are therefore 
labelled from 1 (most preferred) to p (least preferred). In subsequent discussion, the 
subscript i that is the subject index will be omitted when the context is clear. 
Let yl be a (p - 1) X p matrix of contrasts given by 
^ 1 - 1 0 ... 0 、 
1 0 - 1 ... 0 、 
A= (2 .1) 
^ 1 . . . 0 0 - 1 ^ 
and let 
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^ yi - \ ( Yi* ^ 
Y* = AY = . - 2 (2.2) 
\ y \ - y p ) \ yp-i 
then the distribution of Y* is multivariate normal with mean fi* = Afi = {fil,..., 
and covariance matrix E* = AEA' = {cr*j}. If T = p! is the total number of possible rank-
ing patterns; > Yt(2) > • > ^^(p)) is the ordering of the elements of Y associated 
with the ranking pattern t, t = 1,... and tt^  is the probability of observing ranking 
pattern t, then it can be shown that (Chan and Bentler, 1998): 
Th =尸⑴〉yt{2) > > Ytip)) 
= 尸 � � o ’ . . . ’ y ; ( p _ i ) - Y ^ ( p ) � 0 ) (2.3) 
= % - 八 D tS t iADtSJTSlDt ) (2.4) 
=%-l{DtStA^JL• DtStAT^A'Sj Dt) (2.5) 
where is the distribution function of the standardized multivariate normal 
distribution with {p — 1) variables and correlation matrix R, evaluated at z; St is a 
selection matrix of O's, I's and -I 's with dimension {p — 1) x {p — 1), which transforms 
Y* to those contrasts involved in (2.3) specific to the pattern t; Dt — {diag{StT,* 
and TTt are unknown parameters satisfying 0 < tt^  < 1, and 71^  = 1. 
Suppose that the ranking patterns of the respondents are classified by a fallible device 
in which the ranking patterns of some of the n respondents may have been misclassi-
fied. Suppose that the number of observed ranking pattern t is ft； the probability of an 
observation belonging to pattern t is tt^ ; the probability that a ranking pattern being clas-
sified correctly if it belongs to pattern t is ly, and the probability that a ranking pattern 
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being classified into pattern 亡2 if it belongs to pattern ti and is misclassified is 7f2(ti)， 
where 7t2(ti) are assumed to be known constants that satisfy 0 < 'yt2{ti) < 1, 7 t � = 0 , and 
7t2(ti) — 1 for all ti. It can be shown that the log-likelihood function is proportional 
to 
r T 
m = (2.6) 
t2 = l tl = l 
where 
, n” if t2 = ti 
i^Htr) = , \ (2.7) 
I 7t2(ti)(l — Tti), otherwise 
and 6* is a vector that stores all the unknown parameters in /i and S. In this thesis, we 
consider a model in which ji is determined by a covariate x. We first consider a model 
with three ranking objects. 
2.2 The Thurstonian Model with Mean Structure in 
3-object Ranking Data 
Suppose that there are 3 objects {Oi,O2,03}, ranked by subjects without ties from 1 
(most preferred) to 3 (least preferred). Let Z = (Zi, Z2, Z^)^ be a vector of the observed 
rankings, where Z � i s the ranking of object Oi, i = 1,2’ 3. In the analysis of 3-object 
ranking data, the basic Thurstonian model operates on the assumption that for the z-th 
subject, there exists a 3 x 1 vector Yi = (y^, Y2i, y^iV which is distributed as multivariate 
normal with mean iii = (mh, l^siV and covariance matrix S = {crjA-}. With n obser-
vations and Yi � N z i j M , E), i — 1, 2 , . . . , n, the Thurstonian model with mean structure is 
modelled as 
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^ \ i Oil + P l^ i \ / 1* (712 CTis� 
IM = 的 i = + ’ and S = (721 r 0* . (2.8) 
� “ 3 J 0* J V � 1 � 1 * / 
It should be noted that some parameters are fixed to identify the model. Each of the 
fixed parameters is marked with an asterisk. 
For a model with three ranking objects, the 2x3 matrix of contrasts as stated in (2.1) 
is given by 
[ I - 1 0 \ 
乂 1 • 一 1 乂 
Let 
\ ^li -Ysi J \ y-Zi 
the distribution of Y* is multivariate normal with mean fi* = Afi = (/4i，A4i产 and 
covariance matrix E* = ATjA^ — {<7*；,}. 
With three ranking objects, the number of possible ranking patterns is T 二 3! 二 6. 
(yt(i) > Yt{2) > yt{3)) is the ordering of the elements of Y associated with the ranking 
pattern t, t — 1 , . . . , 6. Specifically, the possible observable ranking patterns are: 
Pattern 1: Z = (1, 2, 3)^ corresponding to Yi > Y2 > I3； 
Pattern 2: Z = (1,3,2)^ corresponding to Yi > Y3 > Y2] 
Pattern 3: Z == (2，1’ 3广 corresponding to Y2 > Yi > I3； 
Pattern 4: Z = (2,3,1 广 corresponding to Y2 > > Yi] 
Pattern 5: Z = (3，1,2)^ corresponding to Y^  > Yi > Y2] 
Pattern 6: Z = (3，2,1 广 corresponding to Y^ > Y2 > Yi. 
The S t s for the 6 possible observable ranking patterns in the form of StAYi = (Vt^u)-
yt{2i),yt{2i) — yti3i)V, t = 1 ,2 , . . . ,6 are given by: 
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( 1 o \ 
乂 — 1 1 乂 
/ o 1 \ 
St= ,t = 2 
乂 1 _ 1 乂 
/ - I o \ 
St= = 3 
V 0 W 
( - I I \ 
V 0 - 1； 
/ o -
St = ,t = 5 
J 
/ 1 - l \ 
St = ,t = 6. 
0 乂 
The probability of ranking pattern t for the zth observation is tth, and 
Thi 二 Pr{Yti(i) > Yti(2) > Ytm) 
= 尸 “ � — � > 0’ y；,�—Yt叩）�0) (2.9) 
= ( 2 . 1 0 ) 
二 DtStAYlA^SjDt) (2.11) 
where R) denotes the distribution function of the standardized bivariate normal dis-
tribution with correlation matrix R, evaluated at ttu are unknown parameters satisfying 
0 < TTti < 1 and YlLi ^ti = 1； and Dt = (d iagiSt^^Sl) ) - ' /^ 
If there are a total of a different covariate values for the n subjects, the subscript 
k = 1,2，...，a is used. Suppose that the ranking patterns are classified by a fallible device 
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and have misclassification. For the k-th covariate value, let the frequency of pattern t be 
ftk-
An example of datasets with a — 2 and three ranking objects is provided in Table 2.1. 
The ranking data in Table 2.1 is generated from a multivariate normal model with the 
mean vector fii 二（—0.5+ 0：<’ 0.5 — 0*广 and covariance matrix E — / , for :ri=0.1 and 1. 
Table 2.2 is obtained from Table 2.1, with some ranking patterns being misclassified. More 
details will be given in Chapter 3. The probability that a ranking pattern t occurs is ntk., 
the probability that a ranking pattern t being classified correctly is Ttk] and the probability 
that true pattern tik is misclassified cis pattern t2k is '7t2fc(^ ifc)‘ whcrG are assuined 
to be known constants that satisfy 0 < Jt2k{hk) ^ 1，^tk{tk) 二 and t^2k{tik) = 1 
for all tik. 
Ignoring a constant term, the log-likelihood function is proportional to 
a 6 6 
^ W - E E E J (2.12) 
/C=l t2k = l tik = l 
where 
( � = (2.13) 
[7t2fc(tifc)(l-^tiJ. otherwise, 
where 9 involves unknown parameters in (2.8). 
Ignoring the index k as the context is clear, it is easy to see that the likelihood 
function depends on 也，which is controlled by Tt (correct classification probability) and 
yt2{ti) (misclassification probability). The values of ijjt can be clearly described by a 
misclassification matrix, such as the one shown in Table 2.3. The correct classification 
probability Tt is the diagonal element of the matrix. The misclassification probability 
ipt2{ti) is the off-diagonal element of the matrix. In Table 2.3, the probability of being 
classified correctly Tt is 0.8，which is assumed to be the same for all pattern t, t = 
1,2, . . . ,6. The misclassification probability 也2(ti) is 0.1 for some ti and t2 values. The 
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set of ipt2{ti) values are derived from a set of 7^2(ti) value given in Table 2.3 of Chan (2007). 
The set of 卞was devised based on the assumption that a respondent is usually sure 
about either the highest or the lowest ranked alternative, but may not be sure about the 
rankings of the other two alternatives. As a result, it can be seen from Table 2.3 that some 
objects in pattern 1 (Yi > Y2 > ¥3) might be misclassified into pattern 2 (Yi > F3 > ¥2) 
(sure about the highest ranked alternative) or pattern 3 (¥2 > Yi > ¥3) (sure about the 
lowest ranked alternative) with probability 0.1 each. Table 2.4 and 2.5 are derived in a 
similar manner but with Tt=0.9 and Tt=l for alH = 1 ,2 , . . . , 6. 
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Table 2.1: Data without misclassification - frequencies for 6 patterns 
Covariate \ Pattern 123 132 213 231 312 321 
2530 554 5036 4601 1082 6197 
x=l 5990 5387 805 352 5467 1999 
Table 2.2: Misclassified data - frequencies for 6 patterns 
Covariate \ Pattern 123 132 213 231 312 321 
x=0.1 2583 804 4742 4804 1541 5526 
x=l 5411 5455 1278 562 5112 2181 
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Table 2.3: The set of ipt2{h) values for p = 3,7} = 0.8, t — 1,2,... ,6 
t i \ t 2 1 2 3 4 5 6 
1 0.8 0.1 0.1 0 0 0 
2 0.1 0.8 0 0 0.1 0 
3 0.1 0 0.8 0.1 0 0 
4 0 0 0.1 0.8 0 0.1 
5 0 0.1 0 0 0.8 0.1 
6 0 0 0 0.1 0.1 0.8 
Table 2.4: The set of ipt2{ti) values for p = 3,Tt = 0.9，t — 1 , 2 , . . . , 6 
t i \ t 2 1 2 3 4 5 6 
1 0.9 0.05 0.05 0 0 0 
2 0.05 0.9 0 0 0.05 0 
3 0.05 0 0.9 0.05 0 0 
4 0 0 0.05 0.9 0 0.05 
5 0 0.05 0 0 0.9 0.05 
6 0 0 0 0.05 0.05 0.9 
Table 2.5: The set of 也2(ti) values for p = 3,rt = 1, t = 1,2,... ,6 
\ t2 1 2 3 4 5 6 
1 1 0 0 0 0 0 
2 0 1 0 0 0 0 
3 0 0 1 0 0 0 
4 0 0 0 1 0 0 
5 0 0 0 0 1 0 
6 0 0 0 0 0 1 
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Chapter 3 
Implementation Using the Mx 
Now, we use a set of generated data {Yi, XiY to illustrate how the Mx can be used to 
analyze the model. Here, Xi is regarded as a fixed covariate which controls jiu and fi2i 
by the linear relations = ai + PiXi and fi2i = <^2 + (hXi. Note that is fixed at 
0 for all i, and 0-23 = (J32 are both fixed at 0 in E for identification purpose. A Minitab 
program is used to implement the simulation of N ^ i , E) with fixed covariate X^. We set 
ai — —0.5, /3i — I, a2 — 0.5 and P2 二 —1 to simulate a multivariate normal distribution 
with dimension 3. 
In this example, we illustrate the method using a data set with 2 different covari-
ate values. Suppose that the mean vector im = ( -0 .5 + 0.5 — Xi, 0*)^ and covari-
ance matrix E = I, the sample size is 20000 for each Xi value. For each particular 
value of covariate, we have a frequency table with 6 categories for the 6 ranking patterns 
(123),(132),(213),(231),(312),(321), which is shown in Table 2.1. 
Note that the frequency table in Table 2.1 is without misclassification. To generate 
a data set with misclassified data, the misclassification matrix specified as Table 2.3 is 
used. 
Let Ti = (/i,/2’/3’/4，/5’/6)t and T2 - (f'l, f i f i f i f i f e V be the observed fre-
quency without and with misclassification respectively. If the misclassification matrix is 
denoted as M, the misclassified frequency T2 — T厂M can then be obtained, which is 
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shown in Table 2.2. For illustration, the misclassified data is transformed as follows. 
(0.8 0.1 0.1 0 0 0 、 
0.1 0.8 0 0 0.1 0 
1 , , , , , , \ _ f \ 0.1 0 0.8 0.1 0 0 
^ 八 h U h f e ) = [ h h /3 h h fe ) 0 0 0 1 0 8 • 0.1 
0 0.1 0 0 0.8 0.1 
、 0 0 0 0.1 0.1 0.8 j 
Different sets of T2 are produced with different covariate x values. 
The Mx program in Appendix A can be used to analyze the misclassified data with 
2 different values for the covariate x. Note that the misclassification probabilities are 
specified in the script. 
The Mx programme was constructed similar as in Chan (2007) in which a six-group 
Mx programme would be used to analyze ranking data with dimension 3. In the model 
considered in this thesis with covariates, it can be seen from (2.12) that the likelihood 
function is the aggregate contribution of 6a components. As a result, an Mx program 
with 6a groups can be constructed in a straight forward manner to analyze the proposed 
model. 
In the current example with a=2 different covariates, we used a 12-group programme 
to analyze the model. In Group 1 we first need to specify the total number of groups and 
the number of ranking alternatives in the Thurstonian model, as shown in the command 
line "DAta" where “NG二 12 NI=2，，. As there are 3 ranking alternatives, the normal 
distributions involved are of dimension 2, which is specified by "NI=2". Groups 1 to 6 
are related to the first 6 frequencies respectively, which are associated with the covariate 
a:=0.1. Groups 7 to 12 analyze the last 6 frequencies respectively, which are associated 
with the covariate x=l. The frequencies of the 12 observable ranking patterns ftk, that 
are given in Table 2.2 are stored in Matrix O. The mean structure is considered in the 
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Mx program by /f = Q + RX where H is the mean vector. Matrices Q and R store 
(di, 0*)^ and {Pi, 02, 0*)^ in (2.8), which are the parameters of interest. Matrix X 
is the covariate which would be invariant across groups 1 to 6，and similarly, invariant 
across groups 7 to 12. Matrix P stores the covariance matrix E. Please note that only 
ai2 and ais are free parameters in E. 
The Mx program was used to analyze the data in Table 2.2 with misclassified data. 
Table 3.1 shows that the estimates and the standard errors are quite close to the true 
parameter values. 
Since the matrix function "mnor" in Mx can compute multiple integrals of the mul-
tivariate normal distribution for up to dimension 10, and hence, the Mx program can 
be used to analyze up to 10-object ranking data using the maximum likelihood method. 
However, when p is large, it is well known that various practical and computational prob-
lems will be encountered when the method of maximum likelihood is used to analyze 
ranking data. Specifically, for high dimensional data, Mx may require a long time to 
produce the solution that may not be stable. 
If there is misclassification but we use ordinary method that does not address the issue 
of misclassification to analyze the data set, it is anticipated that the estimates are less 
accurate. The estimates in Table 3.2 were produced using a procedure that assumed no 
misclassification. Compared with the results in Table 3.1，the estimates in Table 3.2 are 
less accurate. 
To illustrate how different misclassification probabilities affect the estimation, the re-
sults for analyzing a data set with 2 covariate values (x = 0.1 and a; — 1) and 2000 
observations are presented in Tables 3.3-3.5, and the probability of being classified cor-
rectly (jt) are 0.7, 0.8 and 0.9 respectively. It can be seen that when Tt increases, i.e. 
the probability of misclassification becomes smaller, the standard error estimate reduces, 
showing more accurate parameter estimation. 
In Tables 3.6-3.8, results for analyzing a data set with 4 covariate values are used, 
15 
which are a:=0.1, x—0.3, a:=0.6 and ；r=0.9. The total sample size is 2000 and each x has 
500 observations. The value of r^  is 0.7, 0.8 and 0.9 across Tables 3.6-3.8. Similar as 
before, the standard error estimate reduce as Tt is approaching to 1 and the parameter 
estimates are in general close to the true values. 
In Tables 3.9-3.11, 50 covariate values are used, which are a: ==0.02, a;=0.04, . . . , x=l. 
The total sample size is 2000 so each covariate x has 40 observations. The probability of 
being misclassified is 0.7, 0.8 and 0.9 across Tables 3.9-3.11. The results are similar as 
before. 
All the results were produced by using the free software Mx. With increasing number 
of covariate values, the number of groups in the Mx program increases . However, the 
basic structure of the program remains unchanged. In Appendix B, an extract of the 
program that can handle 50 covariate x values is presented. 
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Table 3.1: Estimation from Mx (Tf = 0.8，2 covariate values, n=40000) 
0(2 (h p2 <712 
True -0.5 0.5 1 -1 0.5 -0.5 
Estimate -0.5081 0.4907 0.9834 -1.0070 0.5135 -0.4756 
S.E. 0.0188 0.0157 0.0289 0.0228 0.0138 0.0249 
Table 3.2: Estimation from Mx without specifying misclassification probability, 2 covariate 
values, n=40000 
Oil 0C2 Pi (h cri2 cri3 
TVue -0.5 0.5 1 -1 0.5 -0.5 
Estimate -0.4698 0.4720 0.9026 -0.9619 0.4014 -0.3291 
S.E. 0.0156 0.0137 0.0228 0.0195 0.0109 0.0160 
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Table 3.9: Estimation from Mx (50 covariate values, rt=0.7, E—I, n=200()) 
Oil 01 02 (^12 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4460 0.5070 0.9432 -0.9358 -0.0540 0.0224 
S.E. 0.0800 0.0731 0.1261 0.1055 0.1251 0.1355 
Table 3.4: Estimation from Mx (2 covariate values, r(=0.8, 72=2000) 
Oil a2 01 02 cri2 cri3 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4566 0.4301 1.0014 -0.9664 -0.0475 0.0279 
S.E. 0.0715 0.0678 0.1116 0.0983 0.0975 0.1052 
Table 3.5: Estimation from Mx (2 covariate values, 二0.9, n=2000) 
02 cru (713 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4553 0.4309 1.0017 -0.9641 -0.0444 0.0319 
S.E. 0.0656 0.0636 0.0999 0.0913 0.0797 0.0858 
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Table 3.9: Estimation from Mx (50 covariate values, rt=0.7, E—I, n=200()) 
Oil Q!2 01 "2 <712 <713 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4528 0.4732 0.9593 -0.9482 0.0577 0.0946 
S.E. 0.0852 0.0850 0.1562 0.1522 0.1077 0.1126 
Table 3.7: Estimation from Mx (4 covariate values, Tt=0.8, n=2000) 
a2 01 02 cri2 cri3 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4496 0.4760 0.9524 -0.9492 0.0568 0.0958 
S.E. 0.0781 0.0794 0.1418 0.1418 0.0848 0.0882 
Table 3.8: Estimation from Mx (4 covariate values, 二0.9’ n=2000) 
Oil Oi2 A 02 <712 cri3 
True -0.5 0.5 1 - 1 0 0 
Estimate -0.4539 0.4772 0.9592 -0.9572 0.0502 0.0905 
S.E. 0.0729 0.0746 0.1315 0.1332 0.0704 0.0729 
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Table 3.9: Estimation from Mx (50 covariate values, rt=0.7, E—I, n=200()) 
a2 01 02 
True -0.5 0.5 1 -1 
Estimate -0.4649 0.5372 0.9935 -1.0478 
S.E. 0.0915 0.0919 0.1569 0.1574 
Table 3.10: Estimation from Mx (50 covariate values, Tt=0.8，S=I, n=2000) 
Q!i Q!2 02 
True -0.5 0.5 1 -1 
Estimate -0.4631 0.5314 0.9995 -1.0040 
S.E. 0.0856 0.0859 0.1465 0.1468 
Table 3.11: Estimation from Mx (50 covariate values, Tt=0.9’ E=I, n=2000) 
� 1 01 02 
True -0.5 0.5 1 -1 
Estimate -0.4517 0.5475 0.9859 -1.0456 




A simulation study is conducted to assess the proposed procedure. Here the number of 
replication is 100. For each replication, a set of data is generated and analyzed using the 
Mx program. Mx will produce maximum likelihood estimates for o；!,0；2, A , c r i 2 , c r i 3 , 
standard errors and 95% confidence intervals. The mean of the parameter estimates across 
the 100 replications was computed for each parameter. It can be compared with the true 
parameter value to assess the accuracy of parameter estimate. To assess the accuracy of 
standard error estimate for a parameter 氏’ the empirical sample standard deviation based 
on the 100 replications SD{9i) and the mean across the 100 replications of the standard 
error estimates S~E{9i) were used to compute the ratio R = SD(6i)/S~E{0i). If R is close 
to 1, then it shows that the standard error estimate is accurate. 
In this thesis, the setup of simulation study is as follows. The sample size of each 
simulation study is 2000 and the dimension is all 3, that is 3 objects. 
One set of mean vector is used: 
( - 0 . 5 + 2；、 
0 . 5 - X . 
I�* ) 
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Three sets of covariance matrices are used: 
/ 1* 0 0 \ ( V 0.5 0.5 \ ( r 0.5 - 0 . 5 \ 
(a)E - 0 r (T , 柳 二 0.5 r 0* ,(c)E = 0.5 1* 0* . 
� 0 0* r ) 乂 0.5 0* r ) \ -0 .5 0* r 乂 
There are 4 sets of covariate x values, which are (1) 2 different Xi values 二 0.1,1, 
(2) 4 different Xi values = 0.1’ 0.3，0.6,0.9 (3) 10 different Xi values^ 0.1，0.2,...，1 and 
(4) 50 different Xi values = 0.02,0.04,.. . , 1. For each set of covariate x values, 2 sets of 
probability of being classified correctly 77=0.8 and 0.9 are used, which lead to two sets 
of 也2(ti) values, as shown in Tables 2.3 and 2.4. All estimates can be obtained from the 
Mx program. 100 sets of data are prepared for each simulation design, after running 100 
times of Mx program, we have 100 sets of estimates. The sample mean based on the 100 
estimates and the R ratio were calculated, and the number of C.I. containing the true 
parameter was counted. Table 4.1-4.16 shows all results about the true parameter with 
different Tt and covariate x values. 
For Xi = 0.1,1, the results in Table 4.1 and 4.2 show that the parameter estimates 
are very accurate. Comparing Table 4.3 and 4.4, when the probability of being classified 
correctly Tt becomes closer to 1, the R ratio becomes closer to 1 and the number of C.I. 
containing true parameter value decreases. This may be due to the reduction of standard 
error, i.e. the improvement of estimation. Similar results can be obtained under other 
conditions, as presented in Tables 4.5 to 4.16 
In effect, results in Table 3.3 to Table 3.5 and Table 3.6 to Table 3.8 show that when Tt 
tends to 1, the standard error decreases. This suggests that the smaller is the probability 
of misclassification, the less variation are the estimates and hence more accurate result. 
The simulation results coincide with this observation about improvement of estimation. 
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4.1 2 covariate values 
Tables 4.1 and 4.2 show the average of 100 sets estimates from Mx. Tables 4.3 and 4.4 
present the R ratios and number of C.I. containing the true parameter value, which can 
be used to assess the accuracy of the estimates. 
4.2 4 covariate values 
Tables 4.5 and 4.6 show the average of 100 sets estimates from Mx. Tables 4.7 and 4.8 
compute the R ratio and number of C.I. containing the true parameter value, which can 
be used to assess the accuracy of the estimates. Please note that when all 6 parameters 
ai ,a2, (7i3 are estimated together, 4 covariate values are the maximum number 
of X values so that the R ratio is close to 1. 
4.3 10 covariate values 
Tables 4.9 and 4.10 show the average of 100 sets estimates from Mx. Tables 4.11 and 4.12 
present the R ratio and number of C.I. containing the true parameter value, which can be 
used to assess the accuracy of the estimates. When the number of covariate is larger than 
4，estimation of standard errors is not accurate, and is much larger than expected. Tables 
4.11 and 4.12 both show that the number of C.I. is all 100，showing the large standard 
errors with wide C.I. In order to improve the estimation of standard errors when the 
number of covariate is larger than 4, (7i2 and (J13 are fixed so that the covariance matrix 
is invariant. Hence, only 4 parameters need to be estimated, i.e. Q;i,0^2, A , T h e more 
satisfactory simulation result is shown in Tables 4.15 and 4.16 for 50 covariate x. 
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4.4 50 covariate values 
Tables 4.13 and 4.14 show the average of 100 sets estimates from Mx. Tables 4.15 and 
4.16 present the R ratio and number of C.I. containing the true parameter value, which 
can be used to assess the accuracy of the estimates. Please note that the ratio R is close 
to 1 even the number of covariate is larger than 4. This shows that keeping a constant 
covariance matrix can help to produce reliable results. 
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True Parameter estimates 
Mean /i Covariance E Average of mean /i Average of Covariance E 
/ -0.5+ x \ / 1* 0 0 \ -0.4982 + 0.9967a; \ / 1* 0.0032 0.0005 \ 
0.5-X 0 r 0* 0.4949 - 0.9912a: 0.0032 1* 0* 
[ 0* J \ 0 0* 1* J \ 0* / \ 0.0005 0* r 
( -0 .5 +a： \ / 1* 0.5 0.5 \ / -0.5051 + 1.0027a; \ / 1* 0.5021 0.4995 \ 
0.5-a; 0.5 r 0* 0.4940 - 0.9870x 0.5021 1* 0* 
\ 0* J \ 0.5 0* 1* J \ 0* / \ 0.4995 0* 1* 乂 
/ -0.5+ x \ / 1* 0.5 -0.5 \ ( -0.4995 + 0.99911； \ / 1* 0.4965 -0.5076 \ 
0.5 - X 0.5 r 0* 0.5043 - 1.0103a; 0.4965 1* 0* 
\ 0* J \ - 0 . 5 。* 乂 乂 0* / \ - 0 . 5 0 7 6 0* 1* 
Table 4.1: Simulation results: p=3, probability of being classified coiTectly=0.8, sample 
size=2000, for Xi = 0.1,1 
True Parameter estimates 
Mean /i Covariance E Average of Mean p. Average of Covariance S 
/ -0.5 + 1 \ / r 0 0 \ / -0.4982 + 0.9964i \ / 1* 0.0029 0.0006 
0.5-X 0 r 0* 0.4951 - 0.9917X 0.0029 1* 0* 
乂 。 * 乂 乂 。 （ T 1* 乂 \ 。* / \ 0.0006 。* 1* 
(-0.5+ x \ / r 0.5 0.5 \ / -0.5052+ 1.0026X \ / 1* 0.5024 0.4996 \ 
0.5 - X 0.5 r 0* 0.4944 - 0.9871x 0.5024 1* 0* 
\ 0* J 乂。.5 �* 1* 乂 \ �* / \ 0.4996 �•- r 
( -0 .5 +a; \ / r 0.5 -0.5 \ ( -0.4994 + 0.9991a; \ / 1* 0.4964 -0.5070 \ 
0.5 - X 0.5 r 0* 0.5042 - l.OlOOx 0.4964 1* 0* 
V 0* / \ -0.5 0* 1* / \ 0* / \ -0.5070 0* 1* 
Table 4.2: Simulation results: p=3, probability of being classified correctly=0.9, sample 




Mean ji Parameters Covariance E SD{6i)/SE{9i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ - 0 . 5 + 2； \ / 1* 0 0 \ 
11= 0 .5 -X = -0.5 E = 0 1* 0* : 0.8852 qi : 98 
\ 0* / 0；2 = 0.5 \ 0 (T 1* / Q2 :. 0.9377 � : 9 6 
A 二 1 01 • 0.9249 01 :98 
02 = - 1 h • 0.8725 02 ： 98 
(J12 二 0 (^ 12 :0.6993 <Ji2 ： 99 
0-13 = 0 ai3 : 0.7803 ai3 :98 
/ -0.5 + 2； \ f 1* 0.5 0.5 \ 
Ai = 0.5 - X = -0.5 E = 0.5 1* 0* di : 0.8109 di : 100 
\ 0* ) a2 = 0.5 \ 0.5 0* 1* J d2 ： 0.8454 c?2 ： 99 
01 = 1 01 : 0.7525 01 : 100 
fh = - 1 02 • 0.8165 02 :98 
0-12 二 0.5 ai2 : 0.6247 a^ ： 100 
(713 = 0.5 (713 ： 0.7560 ai3 ： 100 
/ - 0 . 5 + x \ / r 0.5 -0.5 \ 
iU = 0.5 - X = -0.5 S = 0.5 1* 0* ai : 0.9499 qi : 97 
\ 0* ) a2 = 0.5 \ -0.5 0* 1* / Q2 ： 0.8926 &2 ： 98 
01 = 1 01 :0.9318 01 :95 
02 = —1 :0.9635 02 :95 
(712 = 0.5 (712 ： 0.7835 (Ji2 ： 99 
(713 二 -0 .5 ai3 : 0.6452 a u ： 99 
Table 4.7: Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Thresholds 
Mean /i Parameters Covariance E SD{ei)/S~E{ei) Number of C.I. 
containing true 
parameter value 
(out of 100) 
(-0.5+ x \ / r 0 0 \ 
"二 0 .5 -X = -0.5 S 二 0 r 0* ： 0.9654 di : 97 
\ 0* / - 0.5 \ 0 (T 1* J «2 ： 0.9990 Q2 ： 94 
01 = 1 成：1.0283 A : 97 
/32 = - 1 02 • 0.9325 02 : 97 
ai2 = 0 (712 ： 0.8569 a u : 97 
ai3 = 0 <Ji3 ： 0.9578 ^13 :95 
/ -0.5 + 2； \ / r 0.5 0.5 \ 
11= 0.5 - X = —0.5 E 二 0.5 1* 0* ： 0.8897 ： 97 
\ 0* ) a2 = 0.5 \ 0.5 0* 1* / a2 ： 0.8966 ： 98 
Pi = 1 成：0.8451 01 :99 
02 = - 1 02 • 0.8841 02 • 96 
(712 = 0.5 斤 12 ： 0.7677 a-12 ： 98 
ai3 0.5 (713 ： 0.9511 ^13 : 96 
/ - 0 . 5 + x \ ( r 0.5 -0.5 \ 
11= 0.5-X = -0.5 S 二 0.5 1* 0* : 1.0126 : 94 
\ 0* / a2 = 0.5 \ -0.5 0* r / &2 • 0.9481 ： 97 
fh 二 1 A ： 1.0176 A ： 93 
02 = —1 02 •  1-0356 02 ： 95 
(712 = 0.5 斤 12 ： 0.9605 (J12 ： 97 
(713 = -0.5 (713 ： 0.8014 (713 ： 99 
Table 4.7: Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Parameter estimates 
Mean // Covariance E Average of Mean fi Average of Covariance E 
( - 0 . 5 + x \ / r 0 0 \ - 0 . 5 0 2 2 + l.OOSOx \ / 1* -0 .0002 0.0029 \ 
0 . 5 - a ; 0 1* 0* 0 . 5 0 9 7 - 1.00641 -0 .0002 1* 0* 
\ 0* J \ 0 0* r J \ 0* / \ 0.0029 0 . r 
( - 0 . 5 + x / 1* 0.5 0.5 \ / -0 .4940 + 0.99011 \ / 1* 0.5018 0.5050 \ 
0 . 5 - a ; 0.5 1* 0* 0.5033 — 1.00091 0.5018 1* 0* 
乂 。 * / 。.5 。* 1* y \ 。* / \ 0.5050 0 . 1* / 
/ - 0 . 5 + 1 \ / 1* 0.5 - 0 . 5 \ ( - 0 . 4 9 7 7 + 1.00923： \ / 1* 0 .5036 - 0 . 5 0 5 8 \ 
0 . 5 - a ; 0.5 r 0* 0.5022 - 0.99713； 0.5036 • 1* 0* 
\ 0* / \ - 0 . 5 。”• 1 " • 乂 \ 0* / \ - 0 . 5 0 5 8 0* 1* 
Table 4.5: Simulation results: p=3，probability of being classified correctly=0.8，sample 
size-2000, for Xi = 0.1,0.3’ 0.6,0.9 
True Parameter estimates 
Mean /i Covariance E Average of Mean of fi Average of Covariance E 
- 0 . 5 +a: \ / 1* 0 0 \ -0 .5021 + 1.0054a; \ / 1* 0.0003 0.0034 \ 
0 . 5 - a: 0 1* 0* 0 . 5 0 9 2 - 1.0056a; 0.0003 1* 0* 
\ 0* J \ 0 0* 1* / \ 0 . / \ 0.0034 0* r 
( - 0 . 5 + 2； \ / r 0.5 0.5 \ ( -0 .4941 +0.99053； \ / 1* 0.5018 0.5054 \ 
0 . 5 - a ; 0.5 r 0* 0.5029 - 1.00041 0.5018 1* 0* 
� * 乂 \ � . 5 � * r / \ �•- / \ 0.5054 � * 1* 
( - 0 . 5 + X \ / 1* 0.5 - 0 . 5 \ ( -0 .4973 + 1.0094a; \ / 1* 0.5041 -0 .5055 \ 
0 . 5 - a ; 0.5 r 0* 0.5026 - 0.9973a; 0.5041 1* 0* 
\ 0* / \ - 0 . 5 0* r ) \ 0* / \ -0 .5055 0* 1* / 
Table 4.6: Simulation results: p=3，probability of being classified correctly=0.9，sample 
size=2000, for Xi = 0.1,0.3,0.6,0.9 
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True Thresholds 
Mean u Parameters Covariance E SD{§i)/S~E{ei) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ -0.5+ 2； \ / r 0 0 \ 
= 0.5-X ai = —0.5 S = 0 1* 0* 知：0.8079 Ai : 99 
\ 0* 乂 a2 =： 0.5 \ 0 0* 1* J d2 ： 0.8896 &2 ： 98 
/3i = 1 成：0.7358 A : 99 
02 = 02 • 0.8200 /32 :99 
cri2 = 0 6-12 ： 0.6635 ai2 :99 
ai3 = 0 6-13 ： 0.7654 613 ： 98 
/ - 0 . 5 + x \ / 1* 0.5 0.5 \ 
0 .5 -X ai = —0.5 E = 0.5 1* 0* di ： 0.8589 : 96 
V 0* J = 0.5 \ 0.5 0* 1* J d2 ： 0.8359 Q2 ： 98 
A = 1 成：0.8578 A ： 95 
02 = —1 p2 • 0.8059 h ： 100 
(T\2 = 0.5 ai2 ： 0.7111 (J12 ： 99 
C713 二 0.5 (Ji3 ： 0.7372 (713 ： 99 
/ -0.5+ x \ ( 1* 0.5 -0.5 \ 
0.5-a: = —0.5 E = 0.5 1* 0* cti • 0.9296 : 96 
\ 0* ) 0t2 = 0.5 \ -0.5 0* r / 知:0.8017 知：99 
A 二 1 成：0.9456 ： 95 
(h = —1 成：0.7844 02 • 100 
<TI2 = 0.5 a u • 0.7560 ai2 ： 97 
^13 = -0.5 ^13 ： 0.7926 (713 ： 100 
Table 4.7: Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Thresholds 
Mean ^ Parameters Covariance E SD{9i)/S~E{9i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ -0.5 +a; \ / 1* 0 0 \ 
/X = 0 .5-X = -0.5 E = 0 1* 0* : 0.8802 di : 99 
\ 0* ) ot2 = 0.5 \ 0 0* 1* / Q2 ： 0.9510 a2 ： 95 
01 = 1 01 : 0.8044 /3i : 98 
02 = - 1 02 • 0.8841 02 :98 
CT12 = 0 (J12 ： 0 . 8 0 4 9 (J12 ： 9 8 
(TI3 二 0 (713 ： 0.9365 ai3 ： 97 
( - 0 . 5 + x \ / r 0.5 0.5 \ 
11= 0 .5 -X = —0.5 E = 0.5 1* (T di : 0.9340 : 95 
V 0* ) a2 = 0.5 \ 0.5 0* 1* / dc2 ： 0.8839 Q2 ： 95 
= 1 h ： 0.9346 h : 92 
(h = - 1 02 • 0.8624 02 • 98 
(712 = 0.5 0-12 ： 0.8766 (712 ： 98 
0-13 = 0.5 <713 :0.9090 (713 : 99 
/ - 0 . 5 + x \ / r 0.5 -0.5 \ 
Ai = 0 .5 -X = —0.5 E = 0.5 1* 0* ： 0.9957 : 95 
\ 0* ) 002 = 0.5 \ -0.5 0* r / ： 0.8654 ： 99 
(3i = 1 01 ： 1.0177 01 :93 
02 = - 1 02 • 0.8473 02 : 99 
cri2 = 0.5 (J12 ： 0.9291 Ui2 ： 96 
(713 = -0.5 <713 ： 0.9686 ai3 :98 
Table 4.7: Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Parameter estimates 
Mean “ Covariance E Average of Mean fi. Average of Covariance E 
/ - 0 . 5 + \ / 1* 0 0 \ ( -0 .4947 + 0.9903x \ / 1* 0.0102 0.0116 \ 
0 . 5 - X 0 1* 0* 0.5038 - 1.0122a; 0.0102 1* 0* 
\ 0* / \ 0 0* r y 0* / V 0.0116 0* 1* / 
/ - 0 . 5 +a; \ / 1* 0.5 0.5 \ ( -0 .5029 + l.OOOSx \ / 1* 0.4997 0.5009 \ 
0 . 5 - a ; 0.5 r 0* 0.4906 - 0.98043； 0.4997 1* 0* 
\ 0* / \ 0.5 0* 1* / \ 0* / \ 0.5009 0* 1* / 
( - 0 . 5 + 1 \ / 1* 0.5 - 0 . 5 \ / —0.4952 + 0.99021 \ / 1* 0.4934 -0 .5002 \ 
0 . 5 - 1 0.5 1* 0* 0.5092 - 1.0197X 0.4934 1* 0* 
\ 0* J \ - 0 . 5 0* r / \ 0* / \ -0 .5002 0* 1* / 
Table 4.9: Simulation results: p=3, probability of being classified correctly二0.8’ sample 
size=2000, for Xi = 0.1, 0.2，.. • , 1 
True Parameter estimates 
Mean /i Covariance E Average of Mean fi Average of Covariance S 
( - 0 . 5 +a; \ / r 0 0 \ / -0 .4952 + 0.9918X \ / 1* 0.0109 0.0126 \ 
0 . 5 - a : 0 1* 0* 0.5043 - 1.0134a; 0.0109 1* 0* 
( 。* 乂 乂 。 （ T 1- / ( 。* / \ 0.0126 0* r 
( - 0 . 5 + x \ f 1* 0.5 0.5 \ ( -0 .5018 + 0.99953； \ / 1* 0.4999 0.5005 \ 
0.5 — 1 0.5 1* 0* 0.4915 - 0.9833x 0.4999 1* 0* 
\ 0* ) \ 0.5 0* 1* / ^ / \ 0.5005 0* 1* / 
/ - 0 . 5 + 1 \ f r 0 .5 0.5 ( - 0 . 4 9 5 1 + 0.99032； \ / 1* 0 .4949 -0 . 5001 \ 
0 . 5 - X 0.5 r 0* 0.5095 - 1.0201a; 0.4949 1* 0* 
V 0* / \ 0.5 0* 1* / \ 0* / \ —0.5001 0* r 
Table 4 . 7 : Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Thresholds 
Mean ji Parameters Covariance E SD{§i)/SE{9i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ - 0 . 5 + 0： \ / r 0 0 \ 
II = 0 .5-a; cti = —0.5 E = 0 1* 0* qi : 0.0929 di : 100 
\ 0* ) ^2 = 0.5 \ 0 0* V / Q2 ： 0.1035 Q2 ： 100 
(3i = 1 01 :0.3653 Pi : 100 
02 = - 1 02 • 0.3678 02 : 100 
ai2 = 0 (712 ： 0.0182 (712 : 100 
(713 = 0 (713 ： 0 . 1 1 1 6 (5-13 ： 1 0 0 
/ - 0 . 5 + x \ / r 0.5 0.5 \ 
/u = 0.5 - a; ai =： 一0.5 S = 0.5 1* 0* di : 0.0632 di : 100 
\ 0* ) a2 = 0.5 \ 0.5 0* 1* J d2 ： 0.1002 ： 100 
Pi = 1 /3i : 0.2377 01 : 100 
02 = - 1 02 • 0.3513 02 : 100 
(712 二 0.5 (712 ： 0.0065 (712 : 100 
(713 = 0.5 a u : 0.0370 a u : 100 
/ - 0 . 5 + x \ / r 0.5 -0.5 \ 
Ai = 0.5 - X ai = - 0 . 5 0.5 1* 0* di : 0.1381 ai : 100 
\ 0* ) a2 = 0.5 \ —0.5 0* r / a2 ： 0.1558 知 :100 
01 = 1 01 :0.5166 /3i : 100 
02 = - 1 02 ： 0.3748 02 : 100 
ai2 = 0.5 a n : 0.0102 a u ： 100 
(Ti3 = -0.5 (713 ： 0.1007 ai3 ： 100 
Table 4.11: Simulation results: p=3, probability of being classified coiTectly=0.8, sample 
size=2000, for Xi = 0.1,0.2, • . . ’ 1 
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True Thresholds 
Mean “ Parameters Covariance E SD{6i)/S~E{9i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ - 0 . 5 + x \ / 1* 0 0 \ 
/i = 0.5 - X = -0.5 E = 0 r 0* : 0.0928 知 :100 
\ 0* / = 0.5 \ 0 0* 1* J ： 0.1027 Q2 ： 100 
01 = 1 A : 0.3488 A : 100 
02 = - 1 02 • 0.3550 02 : 100 
(712 = 0 (Ji2 ： 0.0168 (712 ： 100 
ai3 = 0 (Ji3 ： 0.1077 ai3 ： 100 
/ -0.5 + 2： \ / r 0.5 0.5 \ 
M = 0 .5 -X c^ i = -0.5 E = 0.5 1* 0* ： 0.0615 : 100 
\ 0* ) a 2 = 0.5 \ 0.5 (T 1* J a2 ： 0.1031 ： 100 
01 = 1 成：0.2261 01 : 100 
02 - 1 02 • 0.3461 02 : 100 
ai2 = 0.5 (Ji2 ： 0.0059 ： 100 
cri3 = 0.5 ai3 : 0.034 ctis : 100 
/ - 0 . 5 + x \ ( V 0.5 -0.5 \ 
11= 0 .5 -X ai = —0.5 0.5 1* 0* ： 0.1334 : 100 
\ 0* ) ot2 二 0.5 \ -0.5 0* 1* J ： 0.1394 如：100 
- 1 A •  0.4805 成：100 
02 = - 1 02 • 0.3551 白2 ： 100 
0-12 = 0.5 (712 ： 0.0089 ai2 ： 100 
fTi3 = -0.5 ai3 ： 0.0952 (J13 ： 100 
Table 4 . 7 : Simulation results: p=3, probability of being classified correctly=0.8, sample 
size二2000, for Xi = 0.1，0.3，0.6，0.9 
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True Parameter estimates 
Mean (i Covariance E (constant) Average of Mean p. Covariance E (constant) 
( - 0 . 5 + a ; \ / 1* 0* 0* \ - 0 . 4 9 6 4 + 0.9917X \ 1* 0* 0* 
0 . 5 - a ; 0* 1* 0* 0.5036 - 1.0067a; 0* 1* 0* 
\ 0* J \ 0* 0* 1* / \ 0* y \ 0* 0* 1* / 
/ - 0 . 5 + x \ / r 0.5* 0.5* \ ( - 0 . 4 9 5 6 + 0.9899i \ / 1* 0.5* 0.5* \ 
0 . 5 - a; 0.5* r 0* 0.4961 - 0 . 9 9 1 5 1 0.5* 1* 0* 
\ 0* J \ 0.5* 0* 1* / \ 0* y \ 0.5* 0* 1* 
- 0 . 5 + x \ / r 0.5* - 0 . 5 * \ / - 0 . 4 8 1 3 + 0.9695a; \ / 1* 0.5* - 0 . 5 * \ 
0 . 5 - X 0.5* 1* 0* 0.5061 — 1 . 0 0 7 0 1 0:5* 1* 0* 
V 0* / V - 0 . 5 * 0* 1* / V ^ ) — \ - 0 . 5 * 0 . 1* 
Table 4.13: Simulation results: p=3, probability of being classified correctly=0.8，sample 
size=2000, for Xi = 0.02,0.04,…，1 
True Parameter est imates 
Mean ^ Covariance E (constant) Average of Mean (1 Covariance E (constant) 
/ - 0 . 5 + a ; \ f 1* 0* 0* \ / - 0 . 5 0 9 2 + 1 . 0 1 7 5 X \ / 1* 0* 0* \ 
0 . 5 - X 0* 1* 0* 0 . 5 1 5 0 - 1 .0291X 0* 1* 0* 
\ 0* / V 0* 0* 1* / \ ^ ) — \ 0* 0 . r / 
/ - 0 . 5 + 1 \ I I* 0.5* 0.5* \ / - 0 . 5 0 5 3 + 1 . 0 1 1 1 X \ ~ / 1 * ~ ^ 0 . 5 * \ 
0 . 5 - a ; 0.5* r 0* 0 . 5 1 0 1 - 1 .0208x 0.5* 1* 0* 
V 0* / \ 0.5* 0* r / \ 0* y \ 0 . 5 . 0* 1 . 
- 0 . 5 + x \ / 1* 0.5* —0.5* \ ( - 0 . 4 9 4 2 + 0.9970a: \ / 1* 0.5* - 0 . 5 * \ 
0 . 5 - a; 0.5* r 0* 0 . 5 2 0 7 - 1.0352a; 0.5* 1* 0* 
V 0* / \ - 0 . 5 * 0* r y \ ^ ) _ \ —0.5* 0* r 
Table 4.14: Simulation results: p=3，probability of being classified correctly=0.9, sample 




Mean fi Parameters Covariance E (constant) SD{9i)/S~E{0i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ -0.5 + \ / V 0* 0* \ 
0 .5 -X 二—0.5 E = 0* 1* 0* : 0.9012 ： 97 
\ 0* / «2 = 0.5 \ 0* 0* r / • 0.9006 «2 ： 95 
= 1 01 ： 0.9428 01 ： 97 
02 = - 1 A ： 0.9603 02 • 95 
/ - 0 . 5 + X \ / 1* 0.5* 0.5* \ I 
H = 0.5-2； = -0.5 E = 0.5* r 0* ： 1.0135 ： 97 
\ 0* y = 0.5 \ 0.5* 0* 1* J d 2 •• 0.8979 Q2 ： 96 
= 1 成：1.0017 01 ： 96 丨 
02 = - 1 02 •  0.9179 色2 ： 97 
/ - 0 . 5 + X \ / 1* 0.5* -0.5* \ 
0 .5-a : - —0.5 E = 0.5* 1* 0* 知：0.9543 ： 95 | 
\ 0* ) a2 = 0.5 \ -0.5* 0* 1* / ： 0.9908 �： 9 4 
01 = 1 Pi ： 0.9449 成：96 
02 = - 1 •  0.9764 02 ： 94 
I I I I ^ 
Table 4.15: Simulation results: p=S, probability of being classified correctly=0.8, sample 
size=2000, for = 0.02,0.04, ••• ,1 
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True Thresholds 
Mean/i Parameters Covariance E (constant) SD{6i)/S~E{9i) Number of C.I. 
containing true 
parameter value 
(out of 100) 
/ -0.5 + x \ / 1* 0* 0" \ 
11= 0 .5-a : ai = -0.5 E = 0* 1* 0* ai ： 0.9926 di : 97 
\ 0* ) a2 = 0.5 \ (T 0* 1* J d2 ： 0.9657 Q2 ： 95 
01 = 1 01 : 1.0333 01 : 94 
02 = - 1 02 •  1.0169 02 ： 95 
/ -0.5 4-X \ / r 0.5* 0.5* \ 
11= 0 .5 -X ai = -0.5 E = 0.5* 1* 0* 知：1.1036 qi : 94 
\ 0* ) a2 = 0.5 \ 0.5* 0* 1* J d2 ： 0.9262 Q2 ： 97 
01 = 1 01 : 1.1090 01 :93 
02 = - 1 02 ： 0.9656 02 •  96 
/ - 0 . 5 + x \ / r 0.5* —0.5*� 
fi = 0.5 - X = -0.5 E = 0.5* 1* 0* ai ： 0.9536 qi : 95 
\ 0* ) 0^ 2 = 0.5 \ -0.5* (T r y Q2 ： 1-0109 Q2 ： 93 
01 = 1 成：0.9745 01 :97 
02 = - 1 02 • 1.0176 02 • 93 
Table 4.16: Simulation results: p=3, probability of being classified correctly=0.9, sample 




Thurstonian model is very useful for analyzing ranking data. In this thesis, we have 
developed a model with mean structure and the analysis procedure for analyzing ranking 
data with misclassification. Also, with the help of Mx program, estimates are easily 
produced. The method can also be applied to analyze data without misclassification 
structure by specifying r^  = 1 and 7,2(ti) = 0. 
It is well known that Thurstonian model has identification problem for parameters 
estimation. Specially, for 3-object ranking data in Thurstonian framework with mean 
structure, the parameters concerned are as follows. 
/ \ / , ^ V \ / 1 * \ 
Mh + Pl^i 1 cri2 cri3 
IM = fi2i = 0:2 + (hXi , and S = 7^21 1* 0* 
y / \ 0* y 乂 (731 0* r 
The value with asterisk is fixed to make the estimated value unique. The freely available 
and easily accessible structural equation model software Mx is used to perform the esti-
mation. In practice, when the number of covariate value is greater than 4, the standard 
error estimate is not accurate. To handle this problem, the <712 and (713 are also fixed to 
perform the estimation. In other words, the covariance matrix is assumed to be a constant 
matrix. 
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In this thesis, one of the major assumption is that the misclassification probabilities 
are known so that the correct classification probability and misclassification probability 
can be clearly shown in the misclassification matrix for all ranking pattern t. However, 
in most of the situations, the probability of misclassification is unknown. To tackle this 
situation, prior information can be used to calibrate the probability of misclassification 
and then known misclassification probabilities can be resulted. Given that the assumption 
of known misclassification probabilities is tenable, analyzing misclassified ranking data is 
a sounding and feasible method to examine the misclassification structure. When no 
prior information is available for calibrating the misclassification probability accurately, 
one can consider using the double sampling method (Yiu and Poon, 2008) to examine the 
misclassification structure of the data. 
While Mx is a useful software that can be used to implement the proposed procedure, 
in practice, the limitation of Mx program is the lengthy input script and the long com-
puter time required. The Mx input script consists of many groups when the number of 
ranking alternatives is large or when there are many different values for the covariate. 
The preparation of the script seems tedious in such situation. The difficulty can be easily 
addressed by using a program with looping in a regular set of groups (say 3!=6 groups 
for 3-object ranking data) to prepare the Mx input script in text format. Moreover, a 
computer with faster CPU can help to deal with the lengthy Mx script that consists of 
many groups. 
In marketing research, choice model is a useful tool to model how an explanatory 
variable (factor) affects the ranking in choice data, and many models are based on the 
assumption that choices among options are determined by the underlying utilities of 
decision makers. The application of the Thurstonian model with mean structure and 
misclassified data in choice models represents an interesting topic for further research. 
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Appendix A 
Sample Mx script-2 covariate values 
Sample M x input script for analyzing 3 objects ranking data with 2 covariate values 
Group 1 
DAta NG=12 NI=2 
Begin Matrices; 
Q Full 3 1 Free ！ invariant 
R Full 3 1 Free 丨 invariant 
X Full 1 1 
P Stan 3 3 Free ！ invariant 
0 Full 1 12 ！ observed frequency, invariairt 
A Full 2 3 ！ contrast matrix, invariant 
U Full 1 2 ！ invariant 
L Full 1 2 ！ invariant 
T Full 1 2 ！ invariant 
1 Full 1 1 ！ invariant 
V Full 6 3 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
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J Full 1 4 
M Full 1 4 
End Matrices； 
Specify Q 1 2 0 
Specify R 3 4 0 
Specify P 5 6 0 
Matrix Q 0.0 0.0 0.0 
Matrix R 0.0 0.0 0.0 
Matrix P 0.0 0.0 0.0 
Matrix 0 
2583 804 4742 4804 1541 5526 5411 5455 1278 562 5112 2181 
Matrix A 
1 -1 0 
1 0 - 1 
Matrix U 100.0 100.0 
Matrix L 0.0 0.0 
Matrix T 1 1 




0.8 0.1 0.1 
0.1 0.8 0.1 
0.1 0.8 0.1 
0.1 0.8 0.1 
0.1 0.8 0.1 
40 
0 .1 0 . 1 0 . 8 
！ B,D,F correspond to 1,2,3 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 
0 1 
1 - 1 
Matrix F 
- 1 0 
0 1 
Matrix J 1 1 1 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 






Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X1 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant • 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B，D，F correspond to 1,2,5 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 
0 1 
1 - 1 
Matrix F 
0 - 1 
1 0 
42 
Matrix J 2 1 2 3 ！ extract from V 
Matrix M 1 2 1 2 丨 extract from 0 
Begin Algebra; 
H=Q+R*X; 




Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invarisLiit 
X Full 1 1 =X1 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
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F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B，D,F correspond to 1,3,4 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 
- 1 0 
0 1 
Matrix F 
- 1 1 
0 - 1 
Matrix J 3 1 3 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 






Q Full 3 1 =Q1 丨 invariant 
R Full 3 1 =R1 ！ invariairt 
X Full 1 1 =X1 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 丨 invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices; 
！ B,D,F correspond to 3,4,6 pattern of selection matrix 
Matrix B 
- 1 0 
0 1 
Matrix D 
- 1 1 
0 - 1 
Matrix F 
45 
1 - 1 
- 1 0 
Matrix J 4 1 4 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X1 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
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V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D,F correspond to 2,5,6 pattern of selection matrix 
Matrix B 
0 1 
1 - 1 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 5 1 5 3 丨 extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 
47 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 丨 invariant 
X Full 1 1 =X1 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D,F correspond to 4,5,6 pattern of selection matrix 
Matrix B 
- 1 1 
0 - 1 
Matrix D 
48 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 6 1 6 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V，J)*(Y_Z)) / 
Option User defined It=2000 Optimality-O.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 
P Stan 3 3 =P1 ！ invariaint 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
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L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
I Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
Matrix U 100.0 100.0 
Matrix L 0.0 0.0 
Matrix T 1 1 
Matrix 1 - 2 . 0 
Matrix X 
1 
！ B,D,F correspond to 1,2,3 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 
0 1 
1 - 1 
Matrix F 
- 1 0 
0 1 
50 
Matrix J 1 1 1 3 丨 extract from V 







Compute I*\part(0,M)*\ln(\part(V，J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X7 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
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D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D,F correspond to 1,2,5 pattern of selection matrix 
Matrix B 
1 0 • 
- 1 1 
Matrix D 
0 1 
1 - 1 
Matrix F 
0 - 1 
1 0 
Matrix J 2 1 2 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 






Q Full 3 1 =Q1 丨 invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X7 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D,F correspond to 1,3,4 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 




- 1 1 
0 - 1 
Matrix J 3 1 3 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)•(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X7 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
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I Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D，F correspond to 3,4,6 pattern of selection matrix 
Matrix B 
- 1 0 
0 1 
Matrix D 
- 1 1 
0 - 1 
Matrix F 
1 - 1 
- 1 0 
Matrix J 4 1 4 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
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Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant . 
X Full 1 1 =X7 
P Stan 3 3 =P1 丨 invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
1 Full 1 1 =11 ！ invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D，F correspond to 2,5,6 pattern of selection matrix 
Matrix B 
0 1 
1 - 1 
56 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 5 1 5 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 ！ invariant 
R Full 3 1 =R1 ！ invariant 
X Full 1 1 =X7 
P Stan 3 3 =P1 ！ invariant 
0 Full 1 12 =01 ！ observed frequency, invariant 
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A Full 2 3 =A1 ！ contrast matrix, invariant 
U Full 1 2 =U1 ！ invariant 
L Full 1 2 =L1 ！ invariant 
T Full 1 2 =T1 ！ invariant 
I Full 1 1 =11 丨 invariant 
V Full 6 3 =V1 ！ invariant 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B，D，F correspond to 4,5,6 pattern of selection matrix 
Matrix B 
- 1 1 
0 - 1 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 6 1 6 3 ！ extract from V 








Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 




Sample Mx script-50 covariate values 
Sample M x script for analyzing 3 objects ranking data with 50 covariate values 
Group 1 
DAta NG=300 NI=2 
Begin Matrices; 
Q Full 3 1 Free 
R Full 3 1 Free 
X Full 1 1 
P Stan 3 3 Free 
0 Full 1 300 ！ observed frequency 
A Full 2 3 ！ contrast matrix 
U Full 1 2 
L Full 1 2 
T Full 1 2 
1 Full 1 1 
V Full 6 3 
B Full 2 2 
D Full 2 2 
F Full 2 2 
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J Full 1 4 
M Full 1 4 
End Matrices； 
Specify Q 1 2 0 
Specify R 3 4 0 
Specify P 0 0 0 
Matrix Q 0.0 0.0 0.0 
Matrix R 0.0 0.0 0.0 
Matrix P 0.0 0.0 0.0 
Matrix 0 
5 2 8 13 4 8 3 3 8 13 5 8 4 1 9 14 2 10 4 6 9 8 4 9 3 5 10 13 4 6 6 1 13 9 
3 9 4 4 8 9 5 11 4 5 9 8 4 10 4 5 8 9 6 8 8 4 7 9 4 8 5 3 11 11 3 7 5 3 10 
9 6 7 6 5 6 9 7 7 8 2 11 10 4 6 8 3 9 9 6 6 5 5 6 9 6 8 6 4 7 9 4 10 4 9 7 
7 8 6 4 5 7 9 6 10 5 7 6 7 6 9 6 8 5 8 6 7 6 5 12 10 2 5 5 8 4 7 9 7 6 7 8 
7 7 5 6 7 6 8 6 8 8 7 7 5 8 5 6 10 5 6 7 7 10 8 7 5 8 2 4 8 8 5 11 3 8 7 6 
5 8 5 11 9 6 4 5 5 8 9 7 2 9 5 7 10 6 7 6 4 7 12 5 6 5 5 5 6 6 8 9 6 8 10 3 
6 8 5 10 8 5 3 10 5 13 9 4 4 7 4 6 10 6 5 8 5 9 13 5 3 7 3 6 11 5 4 8 7 8 5 
5 5 9 7 6 11 4 5 11 4 7 12 2 4 11 4 7 11 5 3 9 5 10 8 7 4 7 4 10 12 4 3 7 6 
10 10 6 6 5 4 12 11 2 2 10 4 10 15 5 1 5 4 
Matrix A ！ the contrast matrix 
1 - 1 0 
1 0 - 1 
Matrix U 100.0 100.0 
Matrix L 0.0 0.0 
Matrix T 1 1 
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Matrix 1 - 2 . 0 
Matrix X 
0 . 0 2 
Matrix V 
0.8 0.1 0.1 
0.1 0.8 0.1 
0.1 0.8 0.1 
0.1 0 . 8 0.1 
0.1 0.8 0.1 
0.1 0.1 0 . 8 
！ B，D’F correspond to 1,2,3 pattern of selection matrix 
Matrix B 
1 0 
- 1 1 
Matrix D 
0 1 
1 - 1 
Matrix F 
- 1 0 
0 1 
Matrix J 1 1 1 3 ！ extract from V 








Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 〇ptiinality=0.00000001 





Q Full 3 1 =Q1 
R Full 3 1 =R1 
X Full 1 1 =X1 
P Stan 3 3 =P1 
0 Full 1 300 =01 ！ observed frequency 
A Full 2 3 =A1 ！ contrast matrix 
U Full 1 2 =U1 
L Full 1 2 =L1 
T Full 1 2 =T1 
1 Full 1 1 =11 
V Full 6 3 =V1 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
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！ B,D,F correspond to 4,5,6 pattern of selection matrix 
Matrix B 
- 1 1 
0 - 1 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 6 1 6 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 
R Full 3 1 =R1 
64 
X Full 1 1 
P Stan 3 3 =P1 
0 Full 1 300 =01 ！ observed frequency 
A Full 2 3 =A1 ！ contrast matrix 
U Full 1 2 =U1 
L Full 1 2 =L1 
T Full 1 2 =T1 
1 Full 1 1 =11 
V Full 6 3 =V1 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
Matrix U 100.0 100.0 
Matrix L 0.0 0.0 
Matrix T 1 1 
Matrix 1 - 2 . 0 
Matrix X 
0.04 
！ B,D，F correspond to 1,2,3 pattern of selection matrix 
Matrix B 
1 0 




1 - 1 
Matrix F 
- 1 0 
0 1 
Matrix J 1 1 1 3 ！ extract from V 





\ m n o r ( ( F * A * P * A ( F * A * H ) , _ U _ L _ T )； 
End Algebra; 
Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 
R Full 3 1 =R1 
X Full 1 1 =X7 
P Stan 3 3 =P1 
0 Full 1 300 =01 ！ observed frequency 
A Full 2 3 =A1 ！ contrast matrix 
U Full 1 2 =U1 
66 
L Full 1 2 =L1 
T Full 1 2 =T1 
I Full 1 1 =11 
V Full 6 3 =V1 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices； 
！ B,D，F correspond to 4,5,6 pattern of selection matrix 
Matrix B 
- 1 1 
0 - 1 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 6 1 6 3 ！ extract from V 








Compute I*\part(0，M)*\ln(\part(V，J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 





Q Full 3 1 =Q1 
R Full 3 1 =R1 
X Full 1 1 =X295 
P Stan 3 3 =P1 
0 Full 1 300 =01 ！ observed frequency 
A Full 2 3 =A1 ！ contrast matrix 
U Full 1 2 =U1 
L Full 1 2 =L1 
T Full 1 2 =T1 
1 Full 1 1 =11 
V Full 6 3 =V1 
B Full 2 2 
D Full 2 2 
F Full 2 2 
J Full 1 4 
M Full 1 4 
End Matrices; 
！ B,D,F correspond to 4,5,6 pattern of selection matrix 
68 
Matrix B 
- 1 1 
0 - 1 
Matrix D 
0 - 1 
1 0 
Matrix F 
1 - 1 
- 1 0 
Matrix J 6 1 6 3 ！ extract from V 







Compute I*\part(0,M)*\ln(\part(V,J)*(Y_Z)) / 
Option User defined It=2000 0ptimality=0.00000001 
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