ABSTRACT Prioritising improvement and maintenance activities is an important part of the production management and development process. Companies need to direct their efforts to the production constraints (bottlenecks) to achieve higher productivity. The first step is to identify the bottlenecks in the production system. A majority of the current bottleneck detection techniques can be classified into two categories, based on the methods used to develop the techniques: analytical and simulation based. Analytical methods are difficult to use in more complex multi-stepped production systems, and simulation-based approaches are time-consuming and less flexible with regard to changes in the production system. This research paper introduces a real-time, data-driven algorithm, which examines the average active period of the machines (the time when the machine is not waiting) to identify the bottlenecks based on real-time shop floor data captured by Manufacturing Execution Systems (MES). The method utilises machine state information and the corresponding time stamps of those states as recorded by MES. The algorithm has been tested on a real-time MES data set from a manufacturing company. The advantage of this algorithm is that it works for all kinds of production systems, including flow-oriented layouts and parallel-systems, and does not require a simulation model of the production system.
INTRODUCTION
Digitalization has recently gained substantial attention in the manufacturing industry and is seen as a corner stone of future production. Manufacturing companies currently capture almost every instant of time in machine activities with the help of Manufacturing Execution Systems (MES) [1] . This means that manufacturing collects huge amounts of data on the machines, often referred to as 'Big Data'. A preliminary study at an automotive company in Sweden shows that, on average, 100 data rows per hour are recorded per machine. This means 500 000 recorded data rows per year for just one machine [2] . Many companies have started looking for better ways to support the real-time processing of big data with the help of advanced analytics [3] .
In order to stay competitive, manufacturing industries must focus on improving the productivity of the production system. Prioritisation of improvements and maintenance activities is an important part of the production management process to improve productivity [4] . The improvement activities should be carried out on the constraint resources in the production system to get the maximum value out of the investments made. The constraints of the production system can be traced to one or more machines, called bottlenecks [5] . Thus, identifying these bottlenecks from a systems perspective is crucial.
Today, many companies identify the bottlenecks in the production system based on the gut feelings of the production personnel and this is partly because of the lack of data-driven methodologies. Most of the available methodologies for bottleneck detection are developed in a simulation environment, which takes more time to build, execute and analyse a model to support the decision-making process [6] . Also, this needs expert skills in modelling, which are lacking in many companies. Simulation methods are also difficult to use as a day to day real-time decision support tool. Furthermore, simulation-based tools do not provide real-time bottleneck detection results, and this leads to the loss of maintenance opportunities and consequent loss of production [7] . On the other hand, there is an increasing need for real-time data analytics in manufacturing industries, which can be used to detect the bottlenecks of complex production systems in relatively shorter time.
The overall purpose of this paper is to improve the productivity in manufacturing industries by facilitating the production and maintenance decision-making process using the real-time data-driven approach. The aim of the paper is to propose a real-time data-driven algorithm for an existing simulation-based bottleneck detection method, called the average active period method, as proposed by Roser et al. [8] .
LITERATURE REVIEW

Bottleneck detection methods
There are various types of bottleneck detection methods in the manufacturing context available in the literature. Table 1 summarises the different bottleneck detection methods, providing a clear classification of the existing literature, based on the types of the tools used to develop the method.
From Table 1 , it can be seen that most bottleneck detection methods were built using simulation as the support tool, that is, these methods are built using the model of the production line and applied the simulation techniques to develop the methods. The turning point method is the only available method in the literature to identify the bottlenecks from the real-time data without resorting to the simulation model of the production system.
Overall, it is clear that there is only one bottleneck detection technique which is completely datadriven, and it can be inferred from Table 1 that there is limited research reported in determining the applicability of simulation-based bottleneck detection methods over real-time data without building a simulation model. Hence, in this paper, the real-time data-driven algorithm is developed for the simulation-based average active period method proposed by Roser et al. [8] without building a simulation model of the production line. This method was chosen out of the other simulation-based approaches because it not only detects the long-term bottlenecks with high accuracy, but is also capable of finding a group of bottleneck machines in the production line. 
Analytical model
Simulation based Real-time data-driven Sensitivity based bottleneck detection [9] [10] [11] [12] Average waiting time [13] Longest Queue [14] Longest waiting time [15] Active period percentage [8] Average active period [8] Shifting bottlenecks [16] Utilisation [17] Sensitivity based bottleneck detection [18] Interdeparture time variance [19] Turning point method [20] 2.2 Average active period method
The average active period method is used for identification of the long-term static bottleneck [8] . A long-term bottleneck is defined as that machine in the production line which has the highest bottleneck time, when compared to all other machines, throughout a given interval of time. The first step in this method is to classify each machine status into active and inactive states. An active state is that state of the machine when the machine produces a part or is being serviced or setup, whereas the inactive state of the machine is when the machine is waiting for the part or waiting to be serviced or waiting for the removal of the parts from the machine [8] . Consecutive active periods are taken as a single active period as shown in Fig. 1 (adapted from Roser et al [8] ). According to this method, the machine with the highest average active time duration is the bottleneck machine in the production line.
The following equations are proposed by Roser et al. [8] to calculate the average active period of the machine.
Let A = {a 1, a 2 …, a n-3 ... a n } be a set consisting of each active period duration of the machine i. The average active period of A i is denoted by, the standard deviation of the active period set is denoted by A and the confidence interval at 95% is denoted by CI.
Bottleneck machines are determined based on the average of all machines. The confidence interval is calculated for each machine so as to estimate the accuracy of the bottleneck measurement and to determine the ties between the machines if the confidence intervals of two machines overlap.
OVERVIEW OF THE APPROACH
The primary focus of this paper is the investigation and development of the average active period algorithm for real-time applications and to test the algorithm with the real-world empirical data. Figure 2 represents the over view of the work flow.
The development phase of the algorithm involves a thorough literature study of the simulationbased average active period method. In addition to the literature study, a representative single case study approach was also adopted [21] . This involved detailed study of the structure of empirical MES data of one production line at a case company as shown in Table 2 . The output from this phase is the detailed algorithm and the definition of the inputs and the outputs of the algorithm.
The testing phase of the algorithm is based on the Cross-Industry Standard Process for Data Mining (CRISP-DM) model. This is a hierarchical process model for data analysis and provides a five-step standard methodology for a data mining project [22] . Specifically, steps 3, 4, and 5 described in the model are used in the testing phase as shown in Fig. 2 and the algorithm is tested on the MES data of the case company of the production line. The testing phase is also a part of the validation of the algorithm. The strategy is to test the algorithm in a real-world scenario and thereby evaluates the applicability of the algorithm over the real-time data. The data preparation step in the testing phase includes the selection of the data formats from the MES system and cleaning of data if necessary. The modelling phase includes running the algorithm over the cleaned 4 STUDY OF THE PROPOSED REAL-TIME DATA-DRIVEN AVERAGE ACTIVE PERIOD ALGORITHM After a thorough literature review and a study of the MES data structure of the case company, the average active period algorithm was developed. The proposed algorithm uses the MES data from individual machines and analyses this to identify the bottleneck machines. The algorithm requirement in terms of inputs, consists of the following three types of information:
• Period interval: Period for which the analysis has to be made to identify the bottleneck machine 
Algorithm and flow chart
The following is a general description of the step-by-step procedure in the algorithm:
Step 1: Specify the time period for which the calculation to be made (specification of the d and D)
Step 2: Specify the shift timings of the day (specification of t and T)
Step 3: Classify the states of the machine in terms of active and inactive states
Step 4: If d< = D, then check whether t< = T
Step 5: Check whether the machine is active at the time instant of t
Step 6: Store the active periods in the matrix
Step 7: Continue until t>T and d>D
Step 8: Calculate the mean active period according to eqn (1)
Step 9: Calculate the standard deviation according to eqn (2) Step 10: Calculate the confidence interval at 95% according to eqn (3)
Step 11: Perform Step 3 to Step 10 for all machines and compare the results
In addition n to the algorithm, a flow chart as shown in Fig. 3 is drawn to show the iteration process of different steps in the algorithm to calculate the mean active period with the standard deviation for a machine. When carried out separately for each machine in the production line and by comparing the average active period durations of each machine, the bottleneck machine is determined, because the bottleneck is that machine with the highest average active period among other machines. Also, if the confidence interval of the bottleneck machine overlaps with other machines, then a group of bottleneck machines can be revealed.
TEST PHASE OF THE ALGORITHM
To test the algorithm, MES data from a production line was collected from the case company. The production line has 17 machines arranged in a production layout as shown in Fig. 4 . The production line starts with machine M1 and M2 and ends at machine M16 and M17. Machines M1 and M2, M4 and M5, M7 and M8, M10 and M11, M13 and M14, M16 and M17 are parallel machines. Robots (M3, M6, M9, M12, M15, and M18) are used for handling the product between the parallel set of machines. There are buffers between each parallel set of machines. All machines are automatic, so no operator is required to run the machines.
Data preparation: The MES data for each machine and robots were collected for 44 scheduled production days corresponding to 748 hours of scheduled production time. The MES data consist of the time stamps of the machine along with the states of the machines. The time stamps were checked for overlaps and the data were cleaned by removing the data rows of information outside the scheduled production days. The sample MES information describing the machine status record on the shop floor is shown in Table 2 .
Modelling: The first step in the algorithm is to classify machine states as active and inactive states. There are eight states defined for each machine and robot in the production line. Those are Producing, Part Changing, Error, Comlink Down, Comlink Up, Waiting, Not Active, and Empty Run. The definitions of these states are explained in Table 3 . All the machines and robots are at any given time in one of the eight given states. The machine states are divided into active or inactive states based on the definition of active and inactive periods. The proposed data-driven algorithm is applied over the MES data of the production line, and the average active duration of each machine and of robots with a 95% confidence interval was revealed as shown in Fig. 5 .
Evaluation: From Fig. 5 , it can be seen that the duration of the active period M17 is the largest duration in the production line but the confidence interval of machine M17 overlaps with the confidence interval of machine M2 (~3.6% overlap), which indicates a tie in identifying the primary bottleneck. Hence, it could be concluded that there is a group of potential primary bottlenecks in the production system and that the sole primary bottleneck is difficult to identify. 
Machine states Explanation
Producing Machine is engaged in producing a product 6 DISCUSSION From this study, it is clear that the real-time data-driven average active period algorithm can be developed from the empirical MES data to identify a group of potential bottlenecks in the production system. The results from the case study demonstrate that the average active period can also be used in the production system with parallel machines to detect the bottlenecks. This is because the data-driven approach can correlate between the parameters and interactions between the machines in the production system. Also, the average active period method points to a group of bottlenecks which could be very useful when prioritising maintenance activities, as pointed out by Gopalakrishnan et al. [4] .
The proposed data-driven algorithm for average active periods has many advantages over the simulation-based average active period method. Firstly, the bottleneck machines can be revealed using the real production data, without building a simulation model of the production system. Hence, bottleneck detection can be made quickly and the application of algorithm and interpretation of results does not demand detailed expert skills such as in simulation as indicated by Fowler and Rose [6] . Secondly, the proposed data-driven algorithm is scalable and can be used to find the bottlenecks on a daily basis or on an hourly or weekly basis. Thus, the algorithm can also detect short-term bottlenecks (the machines which impede the production system performance for short durations of time) which can be used for maintenance task prioritisation according to Li and Ni [7] . Thirdly, the algorithm is independent of the nature of the production system. In other words, it is dependent only on the machine. This allows a complete flexibility to remove certain machines from the analysis if needed. The algorithm uses only simple machine information as input to reveal the bottlenecks and can be easily linked to the MES system. Lastly, the algorithm could be applied to complex production systems with parallel machines and with buffers. Although there are a number of advantages, there are also some limitations with the data-driven approach. The data-driven approach can only be used when the historical machine data provides a clear description of machine activity, and when the time stamps of those activities are available. Moreover, input data need to be cleaned prior to the algorithm run. For example, the overlaps of the time stamps of the different states of the machine need to be corrected, and the unscheduled production times need to be removed from the data set prior to the application of the algorithm.
With the use of this data-driven algorithm, group of bottlenecks from a production system perspective can be revealed. Maintenance planning activities (scheduling preventive maintenance etc.) and improvement activities (cycle time reduction etc.) can then be prioritised in the bottleneck machines to obtain the maximum value from the investments made and to continuously improve the productivity.
7 FUTURE WORK Our future work would consist of applying the proposed algorithm over other case companies within the StreaMod project to investigate the generalisability of the algorithm and obtain a deeper understanding of the online production measurements as recorded by MES. And furthermore, to develop data-driven algorithms for other types of bottleneck detection approaches.
CONCLUSION
A real-time data-driven average active period bottleneck detection algorithm was proposed and developed in this paper. Further, it was tested over the real-time production empirical data set of a case company in the manufacturing industry. This work addresses the problem of detecting the bottlenecks without building a simulation model and suggests a practical and simple approach to accomplish that end. It is also proven that the algorithm can easily detect the bottlenecks in the production line for any given time period and hence shows the scalability of the algorithm. Also, this algorithm can be integrated with the existing MES system within the manufacturing companies, so that decisions on mitigating the bottlenecks can be taken based on real-time data.
