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Abstract
The nilpotent Lie algebras are grouped into Kac–Moody types: simple, affine, hyperbolic. We study the
affine type and show that it can be reduced to the simple type concerning the discrete series whereas the
continuous families require in addition the study of grassmanians. The explicit list for the rank 2 illustrates
the whole article.
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0. Introduction
The classification of complex semi-simple Lie algebras was achieved in 1890 by Killing and
Cartan. The classification of solvable Lie algebras was reduced to the classification of nilpotent
Lie algebras by Malcev in 1945. The classification of nilpotent Lie algebras is still a hopeless
problem.
To each nilpotent Lie algebra n a Kac–Moody algebra g(A) has been associated in [S 83]
and one says that n is of type A. Thus the big hopeless problem is broken into small hopeless
problems of type A each. This link allows a natural way of classifying nilpotent Lie algebras with
a powerful tool: the theory of Kac–Moody algebras, whereas linear algebra is the only technic at
the disposal of the classification dimension by dimension.
The “first” family of Kac–Moody algebras are the simple Lie algebras. The study of nilpotent
Lie algebras of maximal rank and of type Al , Bl , Cl , Dl was done in [F-S].
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affine Lie algebras A(1)1 and A
(2)
2 were investigated. Agrafiotou explored the case D
(1)
4 in [A].
Fernandez and Valdes studied the exceptional cases F (1)4 and E
(1)
6 in [F-V 1,F-V 2].
In this paper we study the general case X(1)l of non-twisted affine Lie algebras.
1. Kac–Moody algebras of non-twisted affine type
1.1. Let A be a generalized Cartan matrix of type X(1)l from table Aff1 [K, p. 43]. Let
g˚ = g( ˚A) be the simple finite-dimensional Lie algebra whose Cartan matrix ˚A is a matrix of
finite type Xl (obtained from A by removing the row 0 and column 0). Fix a non-degenerate
invariant symmetric bilinear C-valued form (·|·) on g˚. Let L = C[t, t¯1] be the algebra of Laurent
polynomials in t .
The affine Lie algebra associated to the affine matrix A of type X(1)l is called a non-twisted
affine Lie algebra and is defined by:
Lˆ(g˚) = L⊗ g˚ ⊕ Cc ⊕ Cd,[
tk ⊗ x + λc +μd, tk1 ⊗ y + λ1c +μ1d
]
= tk+k1 ⊗ [x, y] +μk1tk1 ⊗ y −μ1ktk ⊗ x + kδk,−k1(x|y)c.
1.2. Let n˚+ be the positive part of g˚, ˚h be the Cartan subalgebra of g˚, ˚Δ be the root system
of g˚, ˚Δ+ be the set of positive roots, g˚ =⊕α∈ ˚Δ g˚α be the root space decomposition of g˚ with
respect to ˚h, θ be the highest root of ˚Δ, {α1, . . . , αl} be the root basis of ˚Δ, {H1, . . . ,Hl} be the
coroot basis of ˚h, and E1 · · ·El F1 · · ·Fl be the Chevalley generators of g˚. The Cartan involution
ω˚ of g˚ is defined by ω˚(Ei) = −Fi . We choose F0 ∈ g˚θ such that (F0|ω˚(F0)) = −2/(θ |θ) and set
E0 = −ω˚(F0) then [E0,F0] = −θ∨. Let
H0 = −θ∨
we have then
[E0,F0] = H0.
The above notation H0 is not in [K] but it is convenient to define the action of G in the next
paragraph.
1.3. Obviously 1 ⊗ g˚ is a subalgebra of Lˆ(g˚); if we identify g˚ with this subalgebra by x →
1 ⊗ x then the positive part n+ of Lˆ(g˚) is:
n+ = n˚+ ⊕
(
tC[t] ⊗ g˚)
with the brackets: [
tk ⊗ x, tk1 ⊗ y]= tk+k1 ⊗ [x, y].
Furthermore,
h := ˚h ⊕ Cc ⊕ Cd
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λ on h by setting 〈λ, c〉 = 〈λ,d〉 = 0, so that ˚h∗ is identified with a subspace in h∗. We denote by
δ the linear function on h defined by
δ|˚h ⊕ Cc = 0, 〈δ, d〉 = 1.
The set of positive roots of Lˆ(g˚) is:
Δ+ = ˚Δ+ ∪
{
jδ + γ ; j  1, γ ∈ ˚Δ∪ {0}}.
We define
α0 := δ − θ
then {α0, α1, . . . , αl} is the root basis of Δ+. If aij are the entries of A, the basic chains are
{αi,αi + αj , . . . , αi − ajiαj , 0 i = j  l}.
The root space decomposition of n+ with respect to h is
n+ =
⊕
α∈Δ+
nα
with
nγ = g˚γ (γ ∈ ˚Δ+), njδ+γ = tj ⊗ g˚γ (j  1, γ ∈ ˚Δ), njδ = tj ⊗ ˚h (j  1).
Set:
e0 = t ⊗E0, e1 = 1 ⊗E1, . . . , el = 1 ⊗El,
f0 = t−1 ⊗ F0, f1 = 1 ⊗ F1, . . . , fl = 1 ⊗ Fl.
One says that e0, . . . , el , f0, . . . , fl are the Chevalley generators of Lˆ(g˚).
1.4. Let G (respectively ˚G) be the automorphism group of the Dynkin diagram of A (re-
spectively ˚A). The action of G as an automorphism group of Lˆ(g˚) is given on the Chevalley
generators by
σei = eσ i, σfi = fσi, ∀σ ∈ G, i = 0, . . . , l.
For j = 0 and i = 1, . . . , l we have
[
tj ⊗ ei, fi
]= [tj ⊗Ei,1 ⊗ Fi]= tj ⊗ [Ei,Fi] = tj ⊗Hi,[
tj ⊗ e0, f0
]= [tj+1 ⊗E0, t−1 ⊗ F0]= tj ⊗ [E0,F0] = tj ⊗H0
therefore
[
tj ⊗ ei, fi
]= tj ⊗Hi, i = 0, . . . , l.
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njδ =
l⊕
i=1
Ctj ⊗Hi, j = 0
is given by
σ
(
tj ⊗Hi
)= tj ⊗Hσi, σ ∈ G, i = 1, . . . , l, j = 0.
1.5. We can decompose
Δ+ = ˚Δ+ ∪
{
jδ + γ ; j  1, γ ∈ ˚Δ∪ {0}}
as follows:
Δ+ = {0δ + γ ; γ ∈ ˚Δ+} ∪ {1δ − γ ; γ ∈ ˚Δ+} ∪ {1δ}
∪ {1δ + γ ; γ ∈ ˚Δ+} ∪ {2δ − γ ; γ ∈ ˚Δ+} ∪ {2δ}
∪ · · ·
∪ {(j − 1)δ + γ ; γ ∈ ˚Δ+}∪ {jδ − γ ; γ ∈ ˚Δ+} ∪ {jδ}
∪ · · · .
If we set
Δj =
{
(j − 1)δ + γ ; γ ∈ ˚Δ+
}∪ {jδ − γ ; γ ∈ ˚Δ+} ∪ {jδ}, j  1
then we have the partition:
Δ+ = Δ1 ∪Δ2 ∪Δ3 ∪ · · · .
The minimal elements of the poset Δj are (j − 1)δ + α0, . . . , (j − 1)δ + αl (since jδ − θ =
(j − 1)δ + α0) while the maximal element is jδ which is also the lower bound of Δj+1. We can
also define Δj as follows:
Δj =
{
α ∈ Δ+; (j − 1)δ < α  jδ
}
, j  1.
The translation by (j − 1)δ gives a bijection of posets between Δ1 and Δj :
Δj = Δ1 + (j − 1)δ, j  1.
We will therefore restrict our study to
Δ1 = {α ∈ Δ+; α  δ}.
We can cut the poset Δ1 in 3 pieces:
Δ1 = (δ − ˚Δ+)∪ {δ} ∪ ˚Δ+.
Set:
Δ∗ = (δ − ˚Δ+)∪ ˚Δ+.
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bar :Δ∗ → Δ∗, α → α¯ = δ − α
exchanges ˚Δ+ and δ − ˚Δ+:
˚Δ+ = δ − ˚Δ+, δ − ˚Δ+ = ˚Δ+.
Since 〈α,d〉 = 0 for α ∈ ˚Δ+ and 〈δ, d〉 = 1, we get
˚Δ+ =
{
α ∈ Δ∗; 〈α,d〉 = 0
}
,
˚Δ+ =
{
α ∈ Δ∗; 〈α,d〉 = 1
}
.
We can express Δ+ in terms of Δ∗:
Δ+ =
+∞⋃
j=1
(
(j − 1)δ +Δ∗
)∪ {jδ}.
1.6. Type A(1)1
The automorphism group G of the Dynkin diagram
0 ⇔ 1
is the permutation group of {0,1}. It is generated by the transposition τ = (0,1). The action of
τ on Δ+ is the symmetry with respect to the line δ,2δ,3δ,4δ, . . . in the diagram below. The
highest root of ˚Δ+ is θ = α˚1 thus δ = α0 + α1. The set of positive roots of type A1 is ˚Δ+ = {θ}.
Therefore
Δ1 = {δ − α0} ∪ {δ} ∪ {α0}.
We draw below Δ1 ∪Δ2 ∪Δ3 ∪Δ4 ∪ · · · (the elements of the basic chains are inside a box)
α0
1
δ + α0
1
2δ + α0
1
3δ + α0
1
δ
0
1
2δ
0
1
3δ
0
1
4δ . . .
δ − α0
0
2δ − α0
0
3δ − α0
0
4δ − α0
0
The number 0 engulfed in the line joining δ − α0 and δ means that (δ − α0)+ α0 = δ.
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The automorphism group G of the Dynkin diagram
0
1 2
is the permutation group of {0,1,2}. It is generated by the transpositions σ = (0,2) and τ =
(1,2), explicitly G = {Id, σ, τ, στ, τσ,στσ = τστ }. The action of σ on Δ+ is the symmetry
with respect to the line α1, δ − α1, δ, δ + α1,2δ − α1,2δ, . . . in the diagram below. The action of
τ is less visible. Finally ˚G = 〈τ 〉. The highest root is θ = α˚1 + α˚2 thus δ = α0 +α1 +α2. The set
of positive roots of type A2 is ˚Δ+ = {α˚1, α˚2, θ}. Therefore
Δ1 = {δ − α1, δ − α2, α0} ∪ {δ} ∪ {α1, α2, δ − α0}.
We draw below Δ1 ∪Δ2 ∪ · · · (the elements of the basic chains are inside a box)
α0 1
2
δ − α2
2
δ + α0 1
2
2δ − α2
2
α1
2
0
δ − α1 1 δ
0
1
2
δ + α1
2
0
2δ − α1 1 2δ . . .
α2
0
1 δ − α0
0
δ + α2
0
1 2δ − α0
0
1.8. Type C(1)2
The automorphism group G of the Dynkin diagram
0 ⇒ 2 ⇐ 1
is the group generated by the transposition ρ = (0,1). The action of ρ on Δ+ is the symmetry
with respect to the line α2, δ − α2, δ, δ + α2,2δ − α2,2δ, . . . in the poset below. The highest root
is θ = α˚1 + 2α˚2 thus δ = α0 + α1 + 2α2. We let α˚3 = α˚1 + α˚2. The set of positive roots of type
C2 is ˚Δ+ = {α˚1, α˚2, α˚3, θ}. Therefore
Δ1 = {δ − α1, δ − α2, δ − α3, α0} ∪ {δ} ∪ {α1, α2, α3, δ − α0}.
We draw below Δ1 ∪Δ2 ∪ · · · (the elements of the basic chains are inside a box)
α0 2 δ − α3 2
1
δ − α1
1
δ + α0 2 2δ − α3 2
1
2δ − α1
1
α2
0
1
δ − α2 2 δ
0
2
1
δ + α2
0
1
2δ − α2 2 2δ . . .
α1 2 α3
0
2 δ − α0
0
δ + α1 2 δ + α3
0
2 2δ − α0
0
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The automorphism group G of the Dynkin diagram
0 1 2
is reduced to the identity. The highest root of ˚Δ+ is θ = 2α˚1 + 3α˚2 thus δ = α0 + 2α1 + 3α2.
Let α˚3 = α˚1 + α˚2, α˚4 = α˚1 + 2α˚2, α˚5 = α˚1 + 3α˚2. The set of positive roots of type G2 is:
˚Δ+ = {α˚1, . . . , α˚5, θ}. Therefore
Δ1 = {δ − α1, . . . , δ − α5, α0} ∪ {δ} ∪ {α1, . . . , α5, δ − α0}.
We draw below Δ1 . . . (the elements of the basic chains are inside a box)
α0 1 δ − α5 2 δ − α4 2 δ − α3 1
2
δ − α2
2
α1
0
2
δ − α1 1 δ . . .
α2 1 α3 2
0
α4 2
0
α5 1
0
δ − α0
0
1.10. Except the Lemma 1.10.7 all the results are on roots of simple type. An ideal I of ˚Δ+
is a subset of ˚Δ+ such that if α ∈ I , i = 1, . . . , l, α + αi ∈ ˚Δ+ then α + αi ∈ I . For α ∈ ˚Δ+ we
denote by [α] the smallest ideal of ˚Δ+ containing α.
1.10.1. In the above diagrams certain roots of ˚Δ+ are connected to certain roots of ˚Δ+ by a
line in which only 0 is engulfed. Why only 0? The explanation is very simple: an element of ˚Δ+
is of the form δ − α with α ∈ ˚Δ+, if it is connected to an element β ∈ ˚Δ+ then δ − α = β + αi
for some i = 0,1, . . . , l. The scalar product with d gives us 1 − 0 = 0 + 〈αi, d〉 so i = 0.
1.10.2. The next question is: what are these connected elements? Since δ = θ + α0 we get
θ + α0 − α = β + α0 thus θ = α + β therefore δ − α and β are connected if and only if α and β
form a partition of the highest root θ .
1.10.3. Recall that n(α, θ) = 2 (α|θ)
(θ |θ) therefore n(α, θ) = 0 if and only if (α|θ) = 0 i.e.
α is orthogonal to θ . We have 2 = n(θ, θ) = n(α, θ) + n(β, θ). By [B, Proposition 25(iv),
Chapitre VI 1.8] we have n(γ, θ) = 0,1 for any γ ∈ ˚Δ+, γ = θ , thus n(α, θ) = n(β, θ) = 1.
Conversely, if α ∈ ˚Δ+ satisfies n(α, θ) = 1 then n(α, θ) > 0 so θ − α ∈ ˚Δ+ [B, Théorème 1,
Chapitre VI 1.3] and we have the partition θ = α + θ − α with α, θ − α ∈ ˚Δ+.
1.10.4. If ˚A = Al then all the roots of the base are orthogonal to θ except one: α1 if ˚A =
Cl,E7,F4; α2 if ˚A = Bl,Dl,E6,G2 and α8 if ˚A = E8. (It suffices to search in the Dynkin
diagram the roots who are connected to α0 [B, Chapitre VI 4.3].) Let αk be the root of the base
non-orthogonal to θ ; we have n(αk, θ) = 1 and n(αk′ , θ) = 0 if k′ = k. If α = m1α1 + · · · +
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if α ∈ [αk] then α = m1α1 + · · · + mlαl with mk  1 (Lemma 1.10.10) thus n(α, θ) = mk so
mk = 1 (since n(α, θ) = 0,1).
1.10.5. If ˚A = Al then all the roots of the base are orthogonal to θ except α1, αl : n(α1, θ) =
n(αl, θ) = 1 and n(αk′ , θ) = 0 if k′ = 1, l. If α = m1α1 +· · ·+mlαl ∈ ˚Δ+ is such that n(α, θ) = 1
then m1 + ml = 1 thus (m1,ml) = (1,0), (0,1) so α ∈ [α1] ∪ [αl] = [α1, αl] (Lemma 1.10.10).
Conversely, if α ∈ [α1, αl] then α = m1α1 + · · ·+mlαl with m1  1 or ml  1 (Lemma 1.10.10)
thus n(α, θ) = m1 +ml  1 so n(α, θ) = 1.
1.10.6. Lemma. For any i = j there exist α ∈ [αi] and β ∈ [αj ] such that θ = α + β .
Proof. (1) Assume that ˚A = Al and let αk be the unique root of the base non-orthogonal to θ . Let
i = k and {αi,αi1, . . . , αir , αk} be a connected part of {α1, α2, . . . , αl} in other words n(αi, αi1)
−1, n(αi1, αi2)  −1, . . . , n(αir , αk)  −1; by [B, Corollary 3(b), Chapitre VI 1.6], we have
α = αi + αi1 + · · · + αir + αk ∈ ˚Δ+; thus α ∈ [αi] ∩ [αk] (Lemma 1.10.10); from 1.10.4 we get
n(α, θ) = 1 and from 1.10.3 we get β = θ − α ∈ ˚Δ+.
Let j = i, k; if j = is for some s = 1, . . . , r then {αj ,αis+1, . . . , αir , αk} is a connected part
of {α1, α2, . . . , αl} and i /∈ {is+1, . . . , ir} therefore by symmetry on i, j we can assume that j /∈
{i1, . . . , ir }; then α /∈ [αj ] (Lemma 1.10.10). We know that θ = n1α1 + · · · + nlαl with n1 
1, . . . , nl  l [B, Proposition 25(i), Chapitre VI 1.8] thus β = n′1α1 +· · ·+n′lαl with n′j = nj  1
therefore β ∈ [αj ] (Lemma 1.10.10).
(2) Assume that ˚A = Al . By symmetry, we can assume i < j ; we take α = α1 + · · · + αi and
β = αi+1 +· · ·+αl , then α,β ∈ ˚Δ+ and θ = α+β with α ∈ [αi], β ∈ [αj ] (Lemma 1.10.10). 
1.10.7. Lemma. For any i = j we have δ − αj ∈ [αi] (notations of 2.2).
Proof. By Lemma 1.10.6. there exist α ∈ [αi] and β ∈ [αj ] such that θ = α + β; from β ∈ [αj ]
we get δ − αj ∈ [δ − β] while θ = α + β gives us δ − β = α + α0 thus δ − β ∈ [α]; finally
α ∈ [αi] so [δ − β] ⊂ [α] ⊂ [αi] therefore δ − αj ∈ [αi]. 
1.10.8. Lemma. Let α = αi +mi1αi1 +· · ·+mir αir ∈ ˚Δ+ with mi1  1, . . . ,mir  1 and r  1. If
n(α,αi) > 0 then one of the integers mi1 , . . . ,mir is equal to 1; after renumbering we can assume
mi1 = 1 and we have n(αi1, αi) = −1; if r  2 then moreover n(αi2, αi) = 0, . . . , n(αir , αi) = 0.
Proof. Since {αi,αi1, . . . , αir } is connected [B, Corollary 3(a), Chapitre VI 1.6] the root αi is
non-orthogonal to at least one αi1 · · ·αir ; by eventually renumbering, we can assume that the first
roots αi1 · · ·αis , 1 s  r , are non-orthogonal to αi ; if s + 1 r then αis+1 · · ·αir are orthogonal
to αi ; we have n(α,αi) = 2 + mi1n(αi1, αi) + · · · + misn(αis , αi) > 0 so mi1n(αi1, αi) + · · · +
misn(αis , αi)  −1; from n(αi1, αi)  −1, . . . , n(αis , αi)  −1 we get mi1n(αi1 , αi) + · · · +
misn(αis , αi)  −mi1 − · · · − mis thus mi1 + · · · + mis  1; but we have mi1 + · · · + mis  s
therefore s = 1, mi1 = 1; replacing in the inequality mi1n(αi1, αi) + · · · + misn(αis , αi)  −1
we get n(αi1, αi) −1 thus n(αi1, αi) = −1. If s + 1  r i.e. if r  2 then n(αi2, αi) = 0, . . . ,
n(αir , αi) = 0. 
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and n(αi1, αi) = −1, n(αi2, αi) = 0, . . . , n(αir , αi) = 0 then there exists s = 2, . . . , r such that
n(α,αis ) > 0.
Proof. We use induction on the number Nα of roots αi2 · · ·αir orthogonal to αi .
(1) If Nα = 1 then α = αi +αi1 +mi2αi2 ; we have n(α,αi) = 2−1+0 > 0 thus β = α−αi ∈
˚Δ+; we know there exists αk such that n(β,αk) > 0;
(a) if k = i2 then n(α,αi2) = n(β,αi2) > 0,
(b) if k = i1 then we can apply Lemma 1.10.8 to β = αi1 + mi2αi2 since mi2  1 and
n(β,αi1) > 0; we get mi2 = 1, n(αi2, αi1) = −1 thus n(α,αi2) = 0 − 1 + 2 > 0.
(2) Suppose Nα  2 then r  3. We have n(α,αi) = 2 − 1 + 0 + · · · + 0 > 0 thus β =
α − αi ∈ ˚Δ+; we know there exists αk such that n(β,αk) > 0;
(a) if k = is for some s = 2, . . . , r then n(α,αis ) = n(β,αis ) > 0,
(b) if k = i1 then we can apply Lemma 1.10.8 to β = αi1 + mi2αi2 + · · · + mir αir ∈ ˚Δ+
since mi2  1, . . . ,mir  1, r  3 and n(β,αi1) > 0; after renumbering we get mi2 = 1
n(αi2, αi1) = −1, n(αi3, αi1) = 0, . . . , n(αir , αi1) = 0; since Nβ = Nα −1, we can use induc-
tion: there exists s = 3, . . . , r such that n(β,αis ) > 0 then n(α,αis ) = n(β,αis ) > 0. 
1.10.10. Lemma. We have
[αi] = {m1α1 + · · · +mlαl ∈ ˚Δ+; mi  1}.
Proof. (1) Let I = {m1α1 + · · · +mlαl ∈ ˚Δ+; mi  1}; if α ∈ I then α = m1α1 + · · · +mlαl ∈
˚Δ+ with mi  1 and if j = 1, . . . , l is such that α+αj ∈ ˚Δ+ then α+αj = m′1α1 +· · ·+m′lαl ∈
˚Δ+ with m′i  mi  1 so α + αj ∈ I thus I is an ideal; moreover αi ∈ I thus [αi] ⊆ I (by
definition [αi] is the smallest ideal containing αi ).
(2) For the converse we proceed by induction on ht(m1α1 + · · · +mlαl) = m1 + · · · +ml .
If α = m1α1 + · · · +mlαl ∈ ˚Δ+, mi  1, ht(α) = 1 then α = αi thus α ∈ [αi].
Assume that for a certain n  2 if β = m′1α1 + · · · + m′lαl ∈ ˚Δ+, m′i  1, ht(β) < n then
β ∈ [αi].
Let α = m1α1 + · · · +mlαl ∈ ˚Δ+ with mi  1, ht(α) = n; we know there exists αj such that
n(α,αj ) > 0 thus β = α − αj ∈ ˚Δ+.
(a) If j = i then β = m′1α1 + · · · + m′lαl with m′i = mi  1 and ht(β) = ht(α) − 1 < n, by
induction β ∈ [αi] thus α = β + αi ∈ [αi].
(b) If j = i, mi  2 then β = m′1α1 + · · · +m′lαl with m′i = mi − 1 1 and ht(β) = ht(α)−
1 < n, by induction β ∈ [αi] thus α = β + αi ∈ [αi].
(c) If j = i, mi = 1 then we can write α = αi + mi1αi1 + · · · + mir αir with r  1,
mi1  1, . . . ,mir  1; since n(α,αi) > 0, after renumbering we get mi1 = 1, n(αi1, αi) = −1
by Lemma 1.10.8; if r = 1 then α = αi + αi1 ∈ [αi]; if r  2 then by Lemma 1.10.8 we
have n(αi2, αi) = 0, . . . , n(αir , αi) = 0; by Lemma 1.10.9 there exists s = 2, . . . , r such that
n(α,αis ) > 0 thus β = α − αis ∈ ˚Δ+; we have β = m′1α1 + · · · + m′lαl with m′i = mi  1 and
ht(β) = ht(α)− 1 < n, by induction β ∈ [αi] so α = β + αis ∈ [αi]. 
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2.1. Let S be a subset of Δ+. We say that I ⊆ S is an ideal of S iff
(α ∈ I,α + αi ∈ S) ⇒ α + αi ∈ I, ∀i = 0, . . . , l.
2.1.1. The sets ∅ and Δ+ are ideals of Δ+ called the trivial ideals of Δ+.
2.1.2. The set ˚Δ+ is an ideal of Δ∗. Indeed let α¯ ∈ ˚Δ+; since 〈α¯ + α0, d〉 = 2, the element
α¯ +α0 does not belong to Δ∗ thus it suffices to see what happens if α¯ +αi ∈ Δ∗ for i = 1, . . . , l;
we have then 〈α¯ + αi, d〉 = 1 thus α¯ + αi ∈ ˚Δ+.
2.1.3. The set ˚Δ+ is not an ideal of Δ∗. Indeed, if α ∈ ˚Δ+ and α + α0 ∈ Δ∗ then
〈α + α0, d〉 = 1 thus α + α0 ∈ ˚Δ+ so α + α0 /∈ ˚Δ+.
2.1.4. If I is an ideal of J , J an ideal of S and S a subset of Δ+ then I is an ideal of S.
Indeed, let i = 0, . . . , l; if α ∈ I,α+αi ∈ S then α ∈ J,α+αi ∈ S (since I ⊆ J ) thus α+αi ∈ J
(since J is an ideal of S) therefore α ∈ I,α+αi ∈ J it follows that α+αi ∈ I (since I is an ideal
of J ).
2.1.5. If I is an ideal of a set S and T a subset of S then I ∩ T is an ideal of T . Indeed, if for
i ∈ {0, . . . , l}, α ∈ I ∩ T , α + αi ∈ T then α ∈ I,α + αi ∈ S thus α + αi ∈ I so α + αi ∈ I ∩ T .
2.2. The inclusion provides a poset structure on the set of ideals of S. The ideal [S] generated
by S is the smallest ideal of Δ+ containing S. Explicitly:
[S] = {α + β; α ∈ S, β ∈ Δ+} ∩Δ+.
An ideal is generated by its minimal elements, for example,
[Δj+1] = [jδ + α0, . . . , jδ + αl], j  0,
[Δ1] = [α0, . . . , αl] = Δ+,
˚Δ+ = [α0] ∩Δ∗.
2.3. Let
I+ be the set of non-empty ideals of Δ+.
We transfer the gradation of Δ+ to I+ by setting:
I1 =
{
I ∈ I+; [δ] ⊆ I
}
,
Ij =
{
I ∈ I+; [jδ] ⊆ I ⊂
[
(j − 1)δ]}, j  2.
We have then the partition:
I+ = I1 ∪ I2 ∪ · · · .
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Ij = I1 + (j − 1)δ, j  1
therefore we will restrict our attention to I1.
2.4. Let
I∗ be the set of ideals of Δ∗.
If I ∈ I1 then I \ [δ] ∈ I∗; conversely if I ∈ I∗ then I ∪ [δ] ∈ I1; thus
I1 =
{
I ∪ [δ]; I ∈ I∗
}
.
We can also express the posets Ij and I+ in terms of I∗:
Ij =
{
I ∪ [δ] + (j − 1)δ; I ∈ I∗
}= {(I + (j − 1)δ)∪ [jδ]; I ∈ I∗},
I+ =
⋃
j1
{(
I + (j − 1)δ)∪ [jδ]; I ∈ I∗}.
2.5. In this paragraph we are going to express the ideals of Δ∗ (of affine type) in terms of
ideals of ˚Δ± (of finite type).
2.5.1. Let
˚I− be the set of ideals of ˚Δ+,
˚I+ be the set of ideals of ˚Δ+.
The poset ˚I− is isomorphic to the poset of ideals of ˚Δ−. Since ˚Δ+ is an ideal of Δ∗ (2.1.2), an
ideal of ˚Δ+ is also an ideal of Δ∗ (2.1.4) therefore
˚I− ⊂ I∗.
Since the element ˚Δ+ of ˚I+ is not an ideal of Δ∗ (2.1.3), we have
˚I+ ⊂ I∗.
2.5.2. Define the positive part and the negative part of I ∈ I∗ as
I− = I ∩ ˚Δ+, I+ = I ∩ ˚Δ+.
We have I− ∈ ˚I− and I+ ∈ ˚I+ by 2.1.5. The ideal I+ of ˚Δ+ generates the ideal [I+] of Δ+
which is obviously an element of I1, its negative part [I+]− is clearly inside I− (actually, we
defined I± only for I ∈ I∗; the same definitions hold when I ∈ I1). It follows that
I = I− ∪ I+, I− ∈ ˚I−, I+ ∈ ˚I+, [I+]− ⊆ I−.
Conversely let J ∈ ˚I− and K ∈ ˚I+ such that [K]− ⊆ J , it is clear that J ∪K ∈ I∗.
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I∗ =
{
J ∪K; (J,K) ∈ ˚I− × ˚I+, [K]− ⊆ J
}
.
2.6. Let P(Δ∗) be the set of subsets of Δ∗. The map bar induces the involution:
bar :P(Δ∗) → P(Δ∗), S → S¯ = {α¯; α ∈ S}.
There is another involution on P(Δ∗):
comp :P(Δ∗) → P(Δ∗), S → Sc = Δ∗ \ S.
Note that {bar, comp} generates the Klein group: in other words bar and comp are commuting
involutions such that
prime = bar ◦ comp :P(Δ∗) →P(Δ∗), S → S′ = Sc = S¯c
is an involution.
2.7. If I is an ideal Δ∗ then I ′ is also an ideal of Δ∗. Indeed, let α ∈ I ′ and i ∈ {0, . . . , l}
such that α + αi ∈ Δ∗; from α ∈ I ′ we get α¯ ∈ I c thus α¯ − αi ∈ I c (otherwise α¯ − αi ∈ I so
α¯ ∈ I since I is an ideal) so α + αi ∈ I ′. Therefore, by restriction, we get an involution on I∗:
prime :I∗ → I∗, I → I ′.
We denote by |S| the number of elements of S. Since:
|I | + |I ′| = |Δ∗| = 2| ˚Δ+|
a fundamental domain for the action of prime on I∗ is:{
I ∈ I∗; |I | | ˚Δ+|
}= {J ∪K; (J,K) ∈ ˚I− × ˚I+, [K]− ⊆ J, |J | + |K| | ˚Δ+|}.
2.8. Let us look at the action of the involution prime on the fiber structure of I∗.
2.8.1. If J is an ideal of ˚Δ+ then J ′+ = ˚Δ+ \ J¯ is an ideal of ˚Δ+. Indeed, let α ∈ J ′+ and
i ∈ {0, . . . , l} such that α+αi ∈ ˚Δ+. If α+αi /∈ J ′+ then α+αi ∈ J¯ hence α + αi ∈ J thus α¯ ∈ J
(since J is an ideal of ˚Δ+ and α + αi = α¯ − αi ∈ ˚Δ+) so α ∈ J¯ which contradicts α ∈ J ′+.
2.8.2. If K is an ideal of ˚Δ+ then K ′− = ˚Δ+ \ K¯ is an ideal of ˚Δ+. Indeed, let α ∈ K ′−
and i ∈ {0, . . . , l} such that α + αi ∈ ˚Δ+. If α + αi /∈ K ′− then α + αi ∈ K¯ hence α + αi ∈ K
thus α¯ ∈ K (since K is an ideal of ˚Δ+ and α + αi = α¯ − αi ∈ ˚Δ+) so α ∈ K¯ which contradicts
α ∈ K ′−.
2.8.3. One can therefore define the mappings:
prime+ : ˚I− → ˚I+, J → J ′+ = ˚Δ+ \ J¯ ,
prime− : ˚I+ → ˚I−, K → K ′− = ˚Δ+ \ K¯.
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prime+
(
prime−(K)
)= prime+( ˚Δ+ \ K¯) = prime+( ˚Δ+ \K) = ˚Δ+ \ ( ˚Δ+ \K) = K,
prime−
(
prime+(J )
)= prime−( ˚Δ+ \ J¯ ) = prime−( ˚Δ+ \ J ) = ˚Δ+ \ ( ˚Δ+ \ J ) = J.
Therefore they are bijections and we have:
(J ∪K)′ = K ′− ∪ J ′+
with
[K]− ⊆ J iff
[
J ′+
]
− ⊆ K ′−
by 2.7. In some sense, the involution prime “preserves” the fiber structure but inverts the signs.
2.9. If we define
SI =
{
i ∈ {0, . . . , l}; δ − αi ∈ I
}
, I ∈ I∗,
Ik∗ =
{
I ∈ I∗; |SI | k
}
, k = 0, . . . , l + 1
then we get a filtration of I∗:
{∅} = I0∗ ⊂ · · · ⊂ I l−1∗ ⊂ I l∗ ⊂ I l+1∗ = I∗.
For example,
I0∗ = {∅}, I1∗ =
{∅, [δ − αi]; i = 0, . . . , l}.
In order to avoid some case-to-case considerations, we can define:
Ik∗ = ∅, k −1.
2.10. The group G acts on the posets I+,Ij ,I∗,Ik∗ and we have
I+/G = (I1/G)∪ (I2/G)∪ (I3/G)∪ · · · ,
I1/G =
{
I ∪ [δ]; I ∈ I∗/G
}
.
The translation by (j − 1)δ commutes with the action of G and we get a bijection of posets
between I1/G and Ij /G:
Ij /G = I1/G+ (j − 1)δ, j  1.
The groups
G− = {σ ∈ G; σ ˚Δ+ = ˚Δ+}, G+ = {σ ∈ G; σ ˚Δ+ = ˚Δ+}
are both equal to the automorphism group ˚G of the Dynkin diagram of type ˚A and act on ˚I±.
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(a) We draw the posets ˚I− and ˚I+ with the notations: i = αi , i¯ = δ − αi , i = 0,1,2, where
for each non-void ideal we indicate only the generators. The number i engulfed in the line
joining the ideal I at left and the ideal J at right means that I = {αi} ∪ J .
(b) We reduce ˚I± modulo ˚G. When ˚G = {e} then we group (a) and (b) into (a)(b).
(c) We find the pairs (J,K) satisfying the conditions [K]− ⊆ J , |J | + |K|  | ˚Δ+|. The poset
of ideals J ∪K can be drawn by glueing K to J in the poset representing the ideals J .
(d) We reduce the poset of (c) modulo G. When G = {e} then we group (c) and (d) into (c)(d).
(e) We glue the poset of (d) with its image by prime and we obtain I∗/G.
In all the pictures some of the lines are not drawn, otherwise the picture would not be readable.
2.11.1. Type A(1)1
(a)(b) 0¯ 1 ∅ 0 0 ∅ (c) 0¯ 1 ∅ (d) 0 0 ∅
(e) ∅′ 1 0′ = 0 0 ∅
2.11.2. Type A(1)2
(a) 0 0 1¯2¯ 2¯
1¯
1¯ 1¯ ∅
2¯
2¯
12 2
1
1 1 0¯ 0¯ ∅
2
2
(b) 0 0 1¯2¯ 2¯ 1¯ 1¯ ∅ 12 1 2 2 0¯ 0¯ ∅
(c) 0 0 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯1¯2¯
0¯
0¯1¯
0¯
0¯
0¯
2
2
(d) 0 0 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯1¯2¯
0¯
(e) ∅′ 1 1¯′ 2 1¯2¯′ 0¯
0
0′ = 0 0 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯1¯2¯′ = 0¯1¯2¯
0¯
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(a)(b) 0 3¯ 3¯ 3¯ 1¯2¯ 2¯
1¯
1¯ 1¯ ∅
2¯
2¯
12 2
1
1 1 3 3 0¯ 0¯ ∅
2
2
(c) 0 3¯ 3¯ 3¯ 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯3¯
0¯
0¯1¯2¯
0¯
0¯1¯
0¯
2¯
2¯
1¯3
3
0¯2¯
0¯
0¯
0¯
1 1 3
3
(d) 0 3¯ 3¯ 3¯ 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯3¯
0¯
0¯1¯2¯
0¯
0¯1¯
0¯
2¯
2¯
(e) ∅′
2
1 1¯′
0
2 1¯2¯′
0
3 3¯′
0
0¯ 0′ = 0 0 3¯ 3¯ 1¯2¯ 2¯ 1¯ 1¯ ∅
2¯′ 0¯1¯′ 0¯1¯2¯′ 0¯3¯′ = 0¯3¯
0¯
0¯1¯2¯
0¯
0¯1¯
0¯
2¯
2¯
2.11.4. Type G(1)2
(a)(b) 1
1
0 0 5¯ 5¯ 4¯ 4¯ 3¯ 3¯ 1¯2¯ 2¯
1¯
1¯ 1¯ ∅
12 1
2
2 2 3 3 4 4 5 5 0¯ 0¯ ∅ 2¯
2¯
(c)(d) 0 0 5¯ 5¯ 4¯ 4¯ 3¯ 3¯ 1¯2¯ 2¯ 1¯ 1¯ ∅
0¯5¯
0¯
0¯4¯
0¯
0¯3¯
0¯
0¯1¯2¯
0¯
0¯1¯
0¯
0¯
0¯
4¯5
5
3¯5
5
1¯5
5
5 5 0¯2¯ 0¯ 2¯
2¯
4
4
(e) To save space we do not draw I∗.
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3.1. Define J+ to be the set of non-zero ideals of the positive part n+ stable under the action
of the Cartan subalgebra h.
3.2. For R ⊆ Δ+, a ∈ J+ and I ∈ I∗, we let
nR =
⊕
α∈R
nα, aα = a ∩ nα, nIδ =
∑
i∈SI
Ct ⊗Hi.
If SI = {0, . . . , l} then nIδ =
⊕
i∈SI Ct ⊗Hi and |SI | = dimnIδ .
If SI = {0, . . . , l} then nIδ = nδ and |SI | = dimnIδ + 1 = l + 1.
Therefore dimnIδ = min(|SI |, l).
3.3. The root space decomposition of the h-module a ∈ J+ is a =⊕α>0 aα . Let j be the
smallest integer such that ajδ = (0), we have then a(j−1)δ = (0); this kind of valuation can be
used to graduate J+ by setting:
J1 =
{
a ∈ J+; aδ = (0)
}
,
Jj =
{
a ∈ J+; a(j−1)δ = (0), ajδ = (0)
}
, j  2.
If a ∈ J+ then a ∈ Jj for some j  1 so J+ ⊆ J1 ∪J2 ∪ · · · ; conversely Jj ⊂ J+ for all j  1;
finally Jj and Jj ′ are disjoints for j = j ′ thus we get the partition
J+ = J1 ∪J2 ∪ · · · .
Since njδ = Ctj−1 ⊗ nδ we have:
Jj = Ctj−1 ⊗J1, j  1.
Thus we will restrict our study to J1.
3.4. For a ∈ J1 let K be the set of α such that aα is non-zero. Let I = K ∩ Δ∗ and J =
K ∩ (δ +Δ∗).
3.4.1. The elements of Δ+ \N∗δ are roots of multiplicity 1 therefore aα = nα if α ∈ K \N∗δ.
Since aδ = (0) there exists i = 0, . . . , l such that [ei,aδ] = (0) (if [ei, t ⊗ H ] = 0 for all i =
0, . . . , l then 〈αi, t ⊗ H 〉 = 0 for all i = 0, . . . , l thus t ⊗ H = 0, the vectors α0, . . . , αl being
linearly independent) but [ei,aδ] ⊆ aδ+αi (a is an ideal of n+) thus aδ+αi = (0) so δ + αi ∈ J ;
for any j = i we have δ − αj ∈ [αi] (Lemma 1.10.7) thus by translation 2δ − αj ∈ [δ + αi], and
by transitivity 2δ −αj ∈ J therefore a2δ−αj = (0) so a2δ−αj = n2δ−αj for any j = i; this implies
a2δ = n2δ thus a[2δ] = n[2δ]. Therefore the ideal a can be decomposed as a = nI ⊕aδ ⊕nJ ⊕n[2δ]
where aδ = (0).
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Ceα with eα = 0; we have then [ei,aα] = [ei,nα] = C[ei, eα] i.e. aα+αi = nα+αi = Ceα+αi with
eα+αi = 0 thus aα+αi = (0) so α + αi ∈ I . Therefore I is an ideal of Δ∗ i.e. I ∈ I∗. Similarly,
J is an ideal of δ +Δ∗ or equivalently J − δ ∈ I∗.
3.4.3. If i ∈ SI then δ − αi ∈ I (2.9) thus the corresponding root vector t ⊗ fi lies in nI ;
bracketing by ei we get t ⊗Hi inside aδ ; therefore nIδ ⊆ aδ .
3.4.4. Let
TJ =
{
i ∈ {0, . . . , l}; δ + αi ∈ J
}
.
For example, Tδ+Δ∗ = {0, . . . , l}. In 3.4.1 we found i = 0, . . . , l such that δ+αi ∈ J thus TJ = ∅.
3.4.5. For V a subvector space of nδ let [V ] be the ideal of n+ generated by V and define:
TV =
{
i ∈ {0, . . . , l}; t ⊗ ei ∈ [V ]
}
.
For example, T(0) = ∅. If V1 ⊆ V2 then TV1 ⊆ TV2 . The following inclusions are obvious TV1∩V2 ⊆
TV1 ∩TV2 and TV1 ∪TV2 ⊆ TV1+V2 . If i ∈ Taδ then t ⊗ ei ∈ [aδ], but nδ+αi = Ct ⊗ ei thus nδ+αi ⊆
[aδ] ⊆ a whence aδ+αi = nδ+αi so δ + αi ∈ J i.e. i ∈ TJ therefore Taδ ⊆ TJ .
3.5. Conversely, if the ideals I, J − δ of Δ∗ and the non-zero subvector space V of nδ are
such that nIδ ⊆ V , TV ⊆ TJ then the vector space nI ⊕ V ⊕ nJ ⊕ n[2δ] is an element of J1.
Therefore:
J1 =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ]; I, J − δ ∈ I∗, nIδ ⊆ V ⊆ nδ, V = (0), TV ⊆ TJ
}
.
3.6. Let α˚i be the restriction of αi to ˚h. The condition TV ⊆ TJ can be expressed in terms of
the hyperplanes t ⊗ Ker α˚i called the cowalls. We set Ec = {0, . . . , l} \E for E ⊆ {0, . . . , l}.
3.6.1. Let j ∈ {i}c and t ⊗ H ∈ t ⊗ Ker α˚i \ t ⊗ Ker α˚j ; from the relation [t ⊗ H,ej ] =
〈αj ,H 〉t ⊗ ej we obtain 〈αj ,H 〉t ⊗ ej ∈ [t ⊗ Ker α˚i]; but 〈αj ,H 〉 = 0 thus t ⊗ ej ∈ [t ⊗ Ker α˚i]
in other words j ∈ Tt⊗Ker α˚i therefore {i}c ⊆ Tt⊗Ker α˚i . Conversely, if i ∈ Tt⊗Ker α˚i then t ⊗ ei ∈[t ⊗Ker α˚i] thus there exist t ⊗H ∈ t ⊗Ker α˚i , k = 0, . . . , l, λ ∈ C such that t ⊗ei = λ[t ⊗H,ek]
i.e. t ⊗ ei = λ〈αk,H 〉t ⊗ ek ; the vectors t ⊗ e0, . . . , t ⊗ el being linearly independent, this gives
i = k and 〈αk,H 〉 = 0 which is a contradiction. In conclusion:
Tt⊗Ker α˚i = {i}c.
It follows that:
⋂
i∈T cJ
Tt⊗Ker α˚i = TJ .
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nJδ =
⋂
i∈T cJ
t ⊗ Ker α˚i
with the convention:
nδ+Δ∗δ =
⋂
i∈∅
t ⊗ Ker α˚i = nδ.
From TV1∩V2 ⊆ TV1 ∩ TV2 we get T⋂i∈T c
J
t⊗Ker α˚i ⊆
⋂
i∈T cJ Tt⊗Ker α˚i = TJ hence:
TnJδ
⊆ TJ .
This inclusion may be strict, see 3.11 below for details.
Since TJ = ∅ (3.4.4) the inclusion T cJ ⊂ {0, . . . , l} is strict thus the vectors {t ⊗ α˚i; i ∈ T cJ }
are linearly independent, therefore:
dimnJδ = l −
∣∣T cJ ∣∣.
It is easy to see that
T cJ = SJ ′−δ,
where J ′ is defined by J ′ − δ = (J − δ)′; thus
dimnJδ = l − |SJ ′−δ|.
3.6.3. Assume that V  t ⊗ Ker α˚i and let t ⊗ H ∈ V \ t ⊗ Ker α˚i ; from [t ⊗ H,ei] =
〈αi,H 〉t ⊗ ei we get 〈αi,H 〉t ⊗ ei ∈ [V ] and from 〈αi,H 〉 = 0 we obtain t ⊗ ei ∈ [V ] i.e.
i ∈ TV . Conversely, assume that V ⊆ t ⊗ Ker α˚i then TV ⊆ Tt⊗Ker α˚i = {i}c so i ∈ T cV . Hence:
TV =
{
i ∈ {0, . . . , l}; V  t ⊗ Ker α˚i
}
.
3.6.4. Let J −δ ∈ I∗ such that TV ⊆ TJ . If i ∈ T cJ then i ∈ T cV thus V ⊆ t ⊗Ker α˚i . It follows
that V ⊆ nJδ . Conversely, let J − δ ∈ I∗ such that V ⊆ nJδ then TV ⊆ TnJδ ⊆ TJ . Thus
TV ⊆ TJ ⇐⇒ V ⊆ nJδ .
Thus we can replace “nIδ ⊆ V ⊆ nδ , TV ⊆ TJ ” by “nIδ ⊆ V ⊆ nJδ ” in the definition of J1:
J1 =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ]; I, J − δ ∈ I∗, nIδ ⊆ V ⊆ nJδ , V = (0)
}
.
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i that is
icon = {j = 0, . . . , l; aij = 0}.
By definition the ideal generated by Ct ⊗ Hi is obtained by bracketing it with e0, . . . , el :
[Ct ⊗ Hi] = Ct ⊗ Hi ⊕ ∑j=0,...,l[Ct ⊗ Hi, ej ] ⊕ ∑j,k=0,...,l[[Ct ⊗ Hi, ej ], ek] ⊕ · · · ; but∑
j=0,...,l[Ct ⊗Hi, ej ] =
∑
j=0,...,l Caij t ⊗ ej =
⊕
j∈icon Caij t ⊗ ej =
⊕
j∈icon Ct ⊗ ej thus
TCt⊗Hi = icon.
For S ⊆ {0, . . . , l} let Scon be the union of all icon for i ∈ S, in other words, the set of all edges
directly connected to at least one edge in S:
Scon =
⋃
i∈S
icon = {i ∈ {0, . . . , l}; ∃j ∈ S, aij = 0}.
Since TV1 ∪ TV2 ⊆ TV1+V2 and nIδ =
∑
i∈SI Ct ⊗ Hi we get TnIδ ⊇
⋃
i∈SI TCt⊗Hi =
⋃
i∈SI i
con
therefore:
SconI ⊆ TnIδ .
Assume that nIδ ⊆ nJδ then SconI ⊆ TnIδ ⊆ TnJδ ⊆ TJ . Conversely, assume that S
con
I ⊆ TJ and let
i ∈ SI , if j ∈ T cJ then j /∈ SconI thus aij = 0 so 〈α˚j ,Hi〉 = aij = 0 hence t ⊗ Hi ∈ t ⊗ Ker α˚j
therefore nIδ ⊆ nJδ . Finally, nIδ ⊆ nJδ is equivalent to SconI ⊆ TJ .
Since T cJ = SJ ′−δ , the condition SconI ⊆ TJ is equivalent to SconI ∩ SJ ′−δ = ∅. In conclusion:
nIδ ⊆ nJδ ⇐⇒ SconI ∩ SJ ′−δ = ∅.
Now nIδ ⊂ nJδ is equivalent to nIδ ⊆ nJδ and dimnIδ < dimnJδ , but dimnIδ = inf(|SI |, l), dimnJδ =
l − |T cJ | and |T cJ | = |SJ ′−δ| therefore:
nIδ ⊂ nJδ ⇐⇒
(
SconI ∩ SJ ′−δ = ∅, |SI | + |SJ ′−δ| < l
)
.
3.8. For a, b, c, d = 0,1 we define J1(a, b, c, d) to be the set of nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1
such that:
I = ∅ if a = 1 and I = ∅ if a = 0,
J − δ = Δ∗ if b = 1 and J − δ = Δ∗ if b = 0,
V = nIδ if c = 1 and V = nIδ if c = 0,
V = nJδ if d = 1 and V = nJδ if d = 0.
We have then the partition:
J1 =
⋃
J1(a, b, c, d).
a,b,c,d=0,1
572 L. Santharoubane / Journal of Algebra 302 (2006) 553–585If I = ∅ and V = nIδ then V = (0) which is impossible. Hence:
J1(1111) = J1(1110) = J1(1011) = J1(1010) = ∅.
We will not study all the remaining 24 − 4 = 12 subsets, instead we group some of them by 2
or 3 and write ? when 0 and 1 are grouped, for instance: J1(?100) = J1(0100)∪J1(1100). We
wish to separate the case where I appears alone from the case where J appears alone and from
the case where I and J appear simultaneously. Therefore, we partition J1 in three subsets:
J1 = J1(?1??)∪J1(10??)∪J1(00??),
where:
J1(?1??) = {nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; J − δ = Δ∗},
J1(10??) = {nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗},
J1(00??) = {nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗}.
3.8.1. If J − δ = Δ∗ then nJδ = nδ and nJ ⊕ n[2δ] = n[δ+Δ∗] hence
J1(?1??) =
{
nI ⊕ V ⊕ n[δ+Δ∗]; I ∈ I∗, nIδ ⊆ V ⊆ nδ, V = (0)
}
.
We wish to separate the discrete series from the continuous families. Therefore, we partition
J1(?1??) in three subsets:
J1(?1??) = J1(?1?1)∪J1(?110)∪J1(?100),
where:
J1(?1?1) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; J − δ = Δ∗, V = nJδ
}
,
J1(?110) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; J − δ = Δ∗, V = nIδ , V = nJδ
}
,
J1(?100) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; J − δ = Δ∗, V = nIδ , V = nJδ
}
.
3.8.1.1. If J − δ = Δ∗ and V = nJδ then V = nδ so V ⊕ n[δ+Δ∗] = n[δ] and the conditions
nIδ ⊆ V ⊆ nδ , V = (0) vanish, hence:
J1(?1?1) = {aI = nI ⊕ n[δ]; I ∈ I∗}.
We have the partition J1(?1?1) = J1(0101) ∪ J1(0111) ∪ J1(1101) and the isomorphism of
posets:
J1(?1?1)  I∗, aI → I.
L. Santharoubane / Journal of Algebra 302 (2006) 553–585 5733.8.1.2. If J − δ = Δ∗, V = nIδ , V = nJδ then V = nIδ , V = nδ and the conditions nIδ ⊆
V ⊂ nδ , V = (0) become nIδ ⊂ nδ , I = ∅ i.e. 1 |SI | l − 1 hence:
J1(?110) =
{
a

I = nI ⊕ nIδ ⊕ n[δ+Δ∗]; I ∈ I l−1∗ \ {∅}
}
.
We have the equality J1(?110) = J1(0110) and the isomorphism of posets:
J1(?110)  I l−1∗ \ {∅}, aI → I.
3.8.1.3. If J − δ = Δ∗, V = nIδ , V = nJδ then V = nIδ , V = nδ and the condition V = (0)
vanishes, the strict inclusion nIδ ⊂ V ⊂ nδ implies |SI | l − 2; hence:
J1(?100) =
{
a

I (V ) = nI ⊕ V ⊕ n[δ+Δ∗]; I ∈ I l−2∗ , V ∈ GI
}
,
where:
GI =
{
V ; nIδ ⊂ V ⊂ nδ
}
.
We have the partition J1(?100) = J1(0100) ∪ J1(1100). For a V ∈ GI and the corresponding
fiber:
J1(?100)V =
{
a

I (V ) = nI ⊕ V ⊕ n[δ+Δ∗]; I ∈ I l−2∗
}
we have the isomorphism of posets:
J1(?100)V  I l−2∗V , aI (V ) → I,
where I l−2∗V = {I ∈ I l−2∗ ; nIδ ⊂ V }.
3.8.2. If I = ∅ then nI = nIδ = (0); the condition J − δ ∈ I∗ \ {Δ∗} is equivalent to J ′ − δ ∈
I∗ \ {∅} hence:
J1(10??) =
{
V ⊕ nJ ⊕ n[2δ]; J ′ − δ ∈ I∗ \ {∅}, (0) ⊂ V ⊆ nJδ
}
.
We wish to separate the discrete series from the continuous families. Therefore, we partition
J1(10??) in two subsets:
J1(10??) = J1(10?1)∪J1(10?0),
where:
J1(10?1) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗, V = nJδ
}
,
J1(10?0) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗, V = nJδ
}
.
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hence:
J1(10?1) =
{
a

J = nJδ ⊕ nJ ⊕ n[2δ]; J ′ − δ ∈ I l−1∗ \ {∅}
}
.
We have J1(10?1) = J1(1001) and the isomorphism of posets
J1(10?1) 
(I l−1∗ \ {∅})′, aJ → J − δ.
3.8.2.2. The strict inclusion (0) ⊂ V ⊂ nJδ imposes 2 dimnJδ i.e. |SJ ′−δ| l − 2 hence:
J1(10?0) =
{
a

J (V ) = V ⊕ nJ ⊕ n[2δ]; J ′ − δ ∈ I l−2∗ \ {∅}, V ∈ GJ
}
,
where:
GJ =
{
V ; (0) ⊂ V ⊂ nJδ
}
.
We have J1(10?0) = J1(1000). For a V ∈ GJ and the corresponding fiber:
J1(10?0)V =
{
a

J (V ) = V ⊕ nJ ⊕ n[2δ]; J ′ − δ ∈ I l−2∗ \ {∅}
}
we have the isomorphism of posets:
J1(10?0)V 
(I l−2∗ \ {∅})′V , aJ (V ) → J − δ,
where (I l−2∗ \ {∅})′V = {J ∈ (I l−2∗ \ {∅})′; V ⊂ nJδ }.
3.8.3. If I = ∅ then nIδ = (0) thus (0) ⊂ nIδ ⊆ V therefore the condition V = (0) is not
necessary; the condition J − δ ∈ I∗ \ {Δ∗} is equivalent to J ′ − δ ∈ I∗ \ {∅} hence:
J1(00??) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ]; I, J ′ − δ ∈ I∗ \ {∅}, (0) ⊂ nIδ ⊆ V ⊆ nJδ ⊂ nδ
}
.
We wish to separate the discrete series from the continuous families. Therefore, we part J1(00??)
in three parts:
J1(00??) = J1(001?)∪J1(0001)∪J1(0000),
where
J1(001?) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗, V = nIδ
}
,
J1(0001) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗, V = nIδ , V = nJδ
}
,
J1(0000) =
{
nI ⊕ V ⊕ nJ ⊕ n[2δ] ∈ J1; I = ∅, J − δ = Δ∗, V = nIδ , V = nJδ
}
.
We will express these 3 subsets in terms of the following two ones:
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3.8.3.1. If V = nIδ then the condition (0) ⊂ nIδ ⊆ V ⊆ nJδ ⊂ nδ is reduced to (0) ⊂ nIδ ⊆
nJδ ⊂ nδ which yields to dimnIδ  l − 1, 1 dimnJδ , SconI ∩ SJ ′−δ = ∅ (by 3.7) thus |SI | l − 1,|SJ ′−δ| l − 1 hence:
J1(001?) =
{
a

I,J = nI ⊕ nIδ ⊕ nJ ⊕ n[2δ]; (I, J ′ − δ) ∈
(I l−1∗ \ {∅})2disj}.
We have the partition J1(001?) = J1(0010)∪J1(0011) and the isomorphism of posets:
J1(001?) 
(I l−1∗ \ {∅})2disj, aI,J → (I, J ′ − δ).
3.8.3.2. If V = nIδ , V = nJδ then the condition (0) ⊂ nIδ ⊆ V ⊆ nJδ ⊂ nδ is reduced to (0) ⊂
nIδ ⊂ nJδ ⊂ nδ so dimnIδ  l − 2, 2 dimnJδ , SconI ∩ SJ ′−δ = ∅, |SI | + |SJ ′−δ| < l (by 3.7) thus|SI | l − 2, |SJ ′−δ| l − 2 hence:
J1(0001) =
{
a

I,J = nI ⊕ nJδ ⊕ nJ ⊕ n[2δ]; (I, J ′ − δ) ∈
(I l−2∗ \ {∅})2sdisj}.
We have the isomorphism of posets:
J1(0001) 
(I l−2∗ \ {∅})2sdisj, aI,J → (I, J ′ − δ).
3.8.3.3. If V = nIδ , V = nJδ then the inclusion (0) ⊂ nIδ ⊆ V ⊆ nJδ ⊂ nδ is reduced to (0) ⊂
nIδ ⊂ V ⊂ nJδ ⊂ nδ so dimnIδ  l − 3, 3 dimnJδ , SconI ∩ SJ ′−δ = ∅, |SI | + |SJ ′−δ| < l (by 3.7)
thus |SI | l − 3, |SJ ′−δ| l − 3 hence:
J1(0000) =
{
aI,J (V ) = nI ⊕ V ⊕ nJ ⊕ n[2δ]; (I, J ′ − δ) ∈
(I l−3∗ \ {∅})2sdisj, V ∈ GI,J },
where:
GI,J =
{
V ; nIδ ⊂ V ⊂ nJδ
}
.
The variety GI,J is empty if and only if |SI | + |SJ ′−δ| = l − 1. For a V ∈ GI,J and the corre-
sponding fiber:
J1(0000)V =
{
aI,J (V ) = nI ⊕ V ⊕ nJ ⊕ n[2δ]; (I, J ′ − δ) ∈
(I l−3∗ \ {∅})2sdisj}
we have the isomorphism of posets:
J1(0000)V 
(I l−3∗ \ {∅})2sdisj,V , aI,J (V ) → (I, J ′ − δ),
where (I l−3∗ \ {∅})2 = {(I, J ′ − δ) ∈ (I l−3∗ \ {∅})2 ; nI ⊂ V ⊂ nJ }.sdisj,V sdisj δ δ
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Ctj−1 ⊗ nI = nI+(j−1)δ, Ctj−1 ⊗ nJ = nJ+(j−1)δ, Ctj−1 ⊗ nIδ = nIjδ,
Ctj−1 ⊗ nJδ = nJjδ, Ctj−1 ⊗ n[δ] = n[jδ], Ctj−1 ⊗ n[2δ] = n[(j+1)δ],
Ctj−1 ⊗ n[δ+Δ∗] = n[jδ+Δ∗].
Therefore the elements of Jj are the discrete series:
Jj (?1?1) =
{
a
j
I = nI+(j−1)δ ⊕ n[jδ]; I ∈ I∗
}
,
Jj (?110) =
{
a
j
I = nI+(j−1)δ ⊕ nIjδ ⊕ n[jδ+Δ∗]; I ∈ I l−1∗ \ {∅}
}
,
Jj (10?1) =
{
a
j
J = nJjδ ⊕ nJ+(j−1)δ ⊕ n[(j+1)δ]; J ′ − δ ∈ I l−1∗ \ {∅}
}
,
Jj (001?) =
{
a
j
I,J = nI+(j−1)δ ⊕ nIjδ ⊕ nJ+(j−1)δ ⊕ n[(j+1)δ]; (I, J ′ − δ) ∈
(I l−1∗ \ {∅})2disj},
Jj (0001) =
{
a
j
I,J = nI+(j−1)δ ⊕ nJjδ ⊕ nJ+(j−1)δ ⊕ n[(j+1)δ]; (I, J ′ − δ) ∈
(I l−2∗ \ {∅})2sdisj},
and the continuous families:
Jj (?100) =
{
a
j
I (V ) = nI+(j−1)δ ⊕ Ctj−1 ⊗ V ⊕ n[jδ+Δ∗]; I ∈ I l−2∗ , V ∈ GI
}
,
Jj (10?0) =
{
a
j
J (V ) = Ctj−1 ⊗ V ⊕ nJ+(j−1)δ ⊕ n[(j+1)δ]; J ′ − δ ∈ I l−2∗ \ {∅}, V ∈ GJ
}
,
Jj (0000) =
{
a
j
I,J (V ); (I, J ′ − δ) ∈
(I l−3∗ \ {∅})2sdisj, V ∈ GI,J },
where
a
j
I,J (V ) = nI+(j−1)δ ⊕ Ctj−1 ⊗ V ⊕ nJ+(j−1)δ ⊕ n[(j+1)δ].
3.10. The group G acts on J+,J1,J2, . . . and we have
J+/G = (J1/G)∪ (J2/G)∪ · · · .
The action commutes with the tensor product by Ctj−1 and:
Jj /G = Ctj−1 ⊗ (J1/G).
Moreover G acts on J1(a, b, c, d) and we have:
J1/G =
⋃
a,b,c,d=0,1
J1(a, b, c, d)/G.
The elements of Jj /G are the discrete series:
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{
a
j
I ; I ∈ I∗/G
}
,
Jj (?110)/G =
{
a
j
I ; I ∈ I l−1∗ \ {∅}/G
}
,
Jj (10?1)/G =
{
a
j
J ; J ′ − δ ∈ I l−1∗ \ {∅}/G
}
,
Jj (001?)/G =
{
a
j
I,J ; (I, J ′ − δ) ∈
(I l−1∗ \ {∅})2disj/G},
Jj (0001)/G =
{
a
j
I,J ; (I, J ′ − δ) ∈
(I l−2∗ \{∅})2sdisj/G},
and the continuous families:
Jj (?100)/G =
{
a
j
I (V ); I ∈ I l−2∗ /G, V ∈ GI /GI
}
,
Jj (10?0)/G =
{
a
j
J (V ); J ′ − δ ∈ I l−2∗ \ {∅}/G, V ∈ GJ /GJ
}
,
Jj (0000)/G =
{
a
j
I,J (V ); (I, J ′ − δ) ∈
(I l−3∗ \ {∅})2sdisj/G, V ∈ GI,J /GI ∩GJ },
where
GI = {σ ∈ G; σI = I }, GJ = {σ ∈ G; σJ = J }.
3.11. Let {Λ∨1 , . . . ,Λ∨l } be the basis of ˚h dual to the basis {α1, . . . , αl} of ˚h∗:〈
αi,Λ
∨
j
〉= δij , i, j = 1, . . . , l.
The elements Λ∨1 , . . . ,Λ∨l are called the fundamental coweights. We already have the coroot
basis {H1, . . . ,Hl} in ˚h and the Cartan matrix ˚A expresses the change of basis:
Hi =
l∑
j=1
aijΛ
∨
j
(if Hi =∑lk=1 HikΛ∨k with Hik ∈ C then aij = 〈αj ,Hi〉 =∑lk=1 Hik〈αj ,Λ∨k 〉 = Hij ). To write
the Λ∨j in terms of the Hi we have only to invert the Cartan matrix ˚A. This is exactly the same
situation for the fundamental weights Λ1, . . . ,Λl . Therefore we can use the classical tables and
replace everywhere αi by Hi and Λi by Λ∨i .
3.11.1. Since 〈α˚i ,Λ∨j 〉 = 0 for j = i, the fundamental coweights can be used to express the
hyperplanes Ker α˚i :
Ker α˚i =
⊕
j =i
CΛ∨j , i = 1, . . . , l.
By induction on |E|:
⋂
Ker α˚i =
⊕
c
CΛ∨j , E ⊆ {1, . . . , l}, Ec = {0, . . . , l} \E.
i∈E j∈E \{0}
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and θ =∑li=1 aiαi then 〈θ,H 〉 =∑li=1 aimi thus H ∈ Ker α˚0 if and only if ∑li=1 aimi = 0. It
is easy to check that a2Λ∨1 − a1Λ∨2 , . . . , alΛ∨l−1 − al−1Λ∨l are linearly independent and belong
to Ker α˚0 therefore:
Ker α˚0 =
{
l∑
j=1
mjΛ
∨
j ;
l∑
i=1
aimi = 0
}
=
l−1⊕
i=1
C
(
ai+1Λ∨i − aiΛ∨i+1
)
.
It follows that
Ker α˚0 ∩
⋂
i∈E
Ker α˚i =
{ ∑
i∈Ec\{0}
miΛ
∨
i ;
∑
i∈Ec\{0}
aimi = 0
}
=
r−1⊕
k=1
C
(
ajk+1Λ
∨
jk
− ajkΛ∨jk+1
)
,
where E ⊆ {1, . . . , l} and {j1, . . . , jr} = Ec \ {0}.
3.11.2. We can express nJδ =
⋂
i∈T cJ t ⊗ Ker α˚i in terms of the fundamental coweights.(1) Assume that 0 ∈ TJ then T cJ ⊆ {1, . . . , l}. We apply the result of 3.11.1 with E = T cJ (i.e.
Ec = TJ ) and we get ⋂i∈T cJ Ker α˚i =⊕j∈TJ \{0} CΛ∨j therefore:
nJδ =
⊕
i∈TJ \{0}
Ct ⊗Λ∨i .
(2) Assume that 0 /∈ TJ then T cJ \ {0} ⊆ {1, . . . , l}. We apply the result of 3.11.1 with E =
T cJ \ {0} (i.e. Ec \ {0} = TJ ) and we get
⋂
i∈T cJ \{0} Ker α˚i =
⊕
j∈TJ CΛ
∨
j therefore:
nJδ =
{ ∑
i∈TJ
mit ⊗Λ∨i ;
∑
i∈TJ
aimi = 0
}
=
r−1⊕
k=1
C
(
ajk+1 t ⊗Λ∨jk − ajk t ⊗Λ∨jk+1
)
,
where TJ = {j1, . . . , jr} with r  2. Recall that for r = 1 we have n[δ+αi ]δ = (0) (3.6.2).
3.11.3. We have
[
t ⊗Λ∨i , ej
]= 〈αj ,Λ∨i 〉t ⊗ ej = δji t ⊗ ej , i, j = 1, . . . , l,[
t ⊗Λ∨i , e0
]= 〈α0,Λ∨i 〉t ⊗ e0 = −〈θ,Λ∨i 〉t ⊗ e0 = −ait ⊗ e0,
therefore: [
Ct ⊗Λ∨i
]= Ct ⊗Λ∨i ⊕ Ct ⊗ ei ⊕ Ct ⊗ e0 ⊕ · · ·
hence:
TCt⊗Λ∨i = {0, i}, Tt⊗Ker α˚i = {i}c.
(a) If |TJ | = 1 then dimnJ = l − |T c| = l − l = 0 (3.6.2) thus nJ = (0) so T J = ∅.δ J δ nδ
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∑
i∈TJ \{0}[Ct ⊗ Λ∨i ] = nJδ ⊕
⊕
i∈TJ Ct ⊗ ei ⊕ · · · so
TnJδ
= TJ .
(c) If |TJ | 2, 0 /∈ TJ then [nJδ ] =
∑r−1
k=1[C(ajk+1 t ⊗Λ∨jk − ajk t ⊗Λ∨jk+1)]; since:
[
C
(
ajk+1 t ⊗Λ∨jk − ajk t ⊗Λ∨jk+1
)]
= C(ajk+1 t ⊗Λ∨jk − ajk t ⊗Λ∨jk+1)⊕ Ct ⊗ ejk ⊕ Ct ⊗ ejk+1 ⊕ · · ·
we get [nJδ ] = nJδ ⊕ Ct ⊗ ej1 ⊕ · · · ⊕ Ct ⊗ ejr ⊕ · · · so TnJδ = TJ .
In conclusion:
∅ = TnJδ ⊂ TJ if |TJ | = 1, TnJδ = TJ if |TJ | 2.
4. Maximal rank nilpotent Lie algebras of non-twisted affine type
4.1. By [S 83] one can associate to a nilpotent Lie algebra m a Kac–Moody algebra g(A)
and one says that m is of type A. If the derivation algebra Derm contains a torus of dimension
dim(m/[m,m]) one says that m is of maximal rank (a torus is a commutative subalgebra of Derm
whose elements are semi-simple). Define A to be a set of representatives for the isomorphism
classes of maximal rank nilpotent Lie algebras of type A.
4.2. Let n+ be the positive part of the Kac–Moody algebra of type A = (aij )i,j=0,...,l , Δ+ be
the set of roots of n+, {α0, . . . , αl} be a root basis of Δ+ and nα be the root space corresponding
to the root α. The basic chains are
{αi,αi + αj , . . . , αi − ajiαj , 0 i = j  l}.
Let J+ be the set of ideals of n+ stable under the action of the Cartan algebra h, G be the
automorphism group of the Dynkin diagram. The main result of [S 83] can be reformulated in
the next theorem.
4.3. Theorem. [S 83] The algebras in A are classified by the G-orbits of the ideals in J+ not
meeting the root spaces of the basic chains. The orbit G.a corresponding to the algebra n+/a.
4.4. Theorem. The maximal rank nilpotent Lie algebras of type X(1)l are the discrete series:
X (1)lj (?1?1) =
{
m
j
I = n+/ajI ; I ∈ I∗/G
}
,
X (1)lj (?110) =
{
m
j
I = n+/ajI ; I ∈ I l−1∗ \ {∅}/G
}
,
X (1)lj (10?1) =
{
m
j
J = n+/ajJ ; J ′ − δ ∈ I l−1∗ \ {∅}/G
}
,
X (1)lj (001?) =
{
m
j
I,J = n+/ajI,J ; (I, J ′ − δ) ∈
(I l−1∗ \ {∅})2disj/G},
X (1)(0001) = {mj = n+/aj ; (I, J ′ − δ) ∈ (I l−2∗ \ {∅})2 /G},lj I,J I,J sdisj
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X (1)lj (?100) =
{
m
j
I (V ) = n+/ajI (V ); I ∈ I l−2∗ /G, V ∈ GI /GI
}
,
X (1)lj (10?0) =
{
m
j
J (V ) = n+/ajJ (V ); J ′ − δ ∈ I l−2∗ \ {∅}/G, V ∈ GJ /GJ
}
,
X (1)lj (0000) =
{
m
j
IJ (V ) = n+/ajIJ (V ); (I, J ′ − δ) ∈
(I l−3∗ \ {∅})2sdisj/G, V ∈ GIJ /GI ∩GJ },
where
(1) j  2 for the ideals I not meeting the basic chains and j  3 for the others (l = 1);
(2) j  1 for the ideals I not meeting the basic chains and j  2 for the others (l  2).
Proof. Just pour the results of 3.10 inside Theorem 4.3 and remark that I1 contains all the ideals
meeting the basic chains if l  2. 
4.5. Examples
4.5.1. If l = 1 then X = A and I l−1∗ = {∅}, I l−2∗ = ∅, I l−3∗ = ∅ therefore there is only 1
discrete series: A(1)1j (?1?1) = {mjI = n+/ajI ; I ∈ I∗/G}.
Theorem. [S 82, 8.6.3] The maximal rank nilpotent Lie algebras of type A(1)1 are:
m
j
∅′ 1 m
j
α0 0 m
j
∅
where j  2 for the algebra inside a box and j  3 for the others. More explicitly:
m2∅ H1 m
3
∅′ 1 m
3
α0 0 m
3
∅ H1 m
4
∅′ 1 m
4
α0 0 m
4
∅ · · · .
The “H1” engulfed in the line joining mj∅ and mj+1∅′ means: mj+1∅′ ⊕ Ctj ⊗ H1 = mj∅. The “1”
engulfed in the line joining mj∅′ and mjα0 means: mj∅′ ⊕ Ctj ⊗ e1 = mjα0 .
Proof. Combine 2.11.1 and Theorem 4.4. 
4.5.2. If l = 2 then X = A,C,G and I l−2∗ = {∅}, I l−3∗ = ∅ therefore there are 4 discrete
series: X (1)2j (?1?1), X (1)2j (?110), X (1)2j (10?1), X (1)2j (001?) and 1 continuous family: X (1)2j (?100).
We have I l−1∗ = I1∗ = {∅, [δ − αi]; i = 0,1,2} hence:
J1(?110) =
{
a

[δ−αi ] = nδ−αi ⊕ Ct ⊗Hi ⊕ n[δ+Δ∗]; i = 0,1,2
}
,
J1(001?) =
{
a

[δ−αi ],{δ+αj }c = nδ−αi ⊕ Ct ⊗Hi ⊕ n{δ+αj }c ⊕ n[2δ]; icon ∩ {j} = ∅
}
,
J1(10?1) =
{
a

[δ+α0,δ+α1],a

[δ+α0,δ+α2],a

[δ+α1,δ+α2]
}
,
where:
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
[δ+α0,δ+α1] = CΛ∨1 ⊕ n[δ+α0,δ+α1] ⊕ n[2δ],
a

[δ+α0,δ+α2] = CΛ∨2 ⊕ n[δ+α0,δ+α2] ⊕ n[2δ],
a

[δ+α1,δ+α2] = C
(
a2Λ
∨
1 − a1Λ∨2
)⊕ n[δ+α1,δ+α2] ⊕ n[2δ].
We define nRδ = RH1 ⊕ RH2.
4.5.2.1. Theorem. The maximal rank nilpotent Lie algebras of type A(1)2 are:
m
j
012 1 m
j
02 2 m
j
00¯ 0¯
0
m
j
0 0 m
j
1¯2¯ 2¯ m
j
1¯ 1¯ m
j
∅
/m
j
012 1 m
j
02 m
j
0¯1¯2¯
0¯
m
j
1¯ 1¯ /m
j
∅
/m
j
012(V ) m
j
∅ (V )
where j  1 for the algebras inside a box and j  2 for the others (the algebras /m are not on the
list, they are here to preserve the symmetry of the diagram) while for V there are 2 cases:
(1) V = Cu with u in the convex cone on t ⊗H3 and t ⊗Λ∨1 ,
(2) V = C(u+ it ⊗Λ∨1 ) with u such that α2(u) 0.
• H1
•
H2
Λ∨1
H0
H3
Λ∨2
Λ∨3
(In order to save space in the above diagram representing nRδ we write v instead of t ⊗ v and
define Λ∨ = Λ∨ −Λ∨, H3 = H1 +H2, H0 = −H1 −H2.)3 1 2
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on nRδ is defined by the relations ρt ⊗ H1 = t ⊗ H2, ρt ⊗ H2 = t ⊗ H0, ρt ⊗ H0 = t ⊗ H1.
Therefore ρ is the rotation with center O and angle 2π3 . Next, the action of the transposition
τ = (0,2) on nRδ is defined by τ t ⊗ H1 = t ⊗ H1, τ t ⊗ H2 = t ⊗ H0. Since τ fixes t ⊗ H1 and
t ⊗ H0 + t ⊗ H2 it fixes Rt ⊗ H1; therefore τ is the symmetry with respect to Rt ⊗ H1. From
H1 = 2Λ∨1 − Λ∨2 and H2 = −Λ∨1 + 2Λ∨2 we get 3Λ∨1 = 2H1 + H2 and 3Λ∨2 = H1 + 2H2. Let
V = Cw with w ∈ nδ ; we can decompose w = u+ iv with u,v ∈ nRδ . There are 2 cases:
(1) The vectors u and v are R-linearly dependant i.e. there exists λ ∈ R such that v = λu;
we have then V = C(1 + iλ)u = Cu (this is the only case the author considered in a previous
version) then using G = 〈ρ, τ 〉 and −Id the vector u may be supposed in the convex cone on
t ⊗H3 and t ⊗Λ∨1 .
(2) The vectors u and v are R-linearly independent; then one may fix v = t ⊗Λ∨1 and u may
be supposed such that α2(u) 0. 
Remark. The three vectorial lines:
t ⊗R Ker α˚1 = Rt ⊗Λ∨2 , t ⊗R Ker α˚2 = Rt ⊗Λ∨1 , t ⊗R Ker α˚0 = Rt ⊗Λ∨3
partition nRδ into 6 regions; the connected components of nRδ \
⋃
i=0,1,2 t ⊗R Ker α˚i are called the
(open) Weyl cochambers of nRδ . The group G does not coincide with the Weyl group W . A Weyl
cochamber is a fundamental domain for W ; but a fundamental domain for G is the convex cone
on t ⊗H3 and t ⊗H1.
4.5.2.2. Theorem. The maximal rank nilpotent Lie algebras of type C(1)2 are:
m
j
012
2
1 m
j
02
0
2 m
j
03
0
3 mj00¯
0
0¯ mj0 0 m
j
3¯ 3¯ m
j
1¯2¯ 2¯ m
j
1¯ 1¯ m
j
∅
m
j
01 m
j
2 m
j
33¯ m
j
0¯3¯
0¯
m
j
0¯1¯2¯
0¯
m
j
0¯1¯
0¯
m
j
2¯
2¯
/m
j
012
2
1 m
j
02 m
j
0¯,02 m
j
1¯ [1¯] /m
j
∅
m
j
01 m
j
2¯
[2¯]
/m
j
∅ (V ) m
j
∅ (V )
where j  1 for the algebras inside a box and j  2 for the others (the algebras /m are not on the
list, they are here to preserve the symmetry of the diagram) while for V there are 2 cases:
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(2) V = C(u+ it ⊗Λ∨1 ) with u such that α2(u) 0:
Λ∨2
H3
H1
Λ∨1
•
H2
Λ∨3H0
•
(In order to save space in the above diagram representing nRδ we write v instead of t ⊗ v and
define Λ∨3 = Λ∨1 − 2Λ∨2 , H3 = H1 + 2H2.)
Proof. Combine 2.11.3 and Theorem 4.4 to get the posets. The action of the transposition τ =
(0,2) on nRδ is defined by τ t ⊗ H1 = t ⊗ H1, τ t ⊗ H2 = t ⊗ H0. Since τ fixes t ⊗ H1 and
t ⊗H0 + t ⊗H2 it fixes Rt ⊗H1; therefore τ it is the symmetry with respect to Rt ⊗H1. From
H1 = 2Λ∨1 − 2Λ∨2 and H2 = −Λ∨1 + 2Λ∨2 we get Λ∨1 = H1 + H2 and 2Λ∨2 = H1 + 2H2. Let
V = Cw with w ∈ nδ ; we can decompose w = u+ iv with u,v ∈ nRδ . There are 2 cases:
(1) The vectors u and v are R-linearly dependant i.e. there exists λ ∈ R such that v = λu;
we have then V = C(1 + iλ)u = Cu (this is the only case the author considered in a previous
version) then using G = 〈τ 〉 and −Id the vector u may be supposed in the convex cone on t ⊗H2
and t ⊗Λ∨1 .
(2) The vectors u and v are R-linearly independent; then one may fix v = t ⊗ Λ∨1 and u may
be supposed such that α2(u) 0.
We have:
t ⊗R Ker α˚1 = Rt ⊗Λ∨2 , t ⊗R Ker α˚2 = Rt ⊗Λ∨1 , t ⊗R Ker α˚0 = Rt ⊗Λ∨3 . 
4.5.2.3. Theorem. The maximal rank nilpotent Lie algebras of type G(1)2 are described by the
diagram below. We have j  1 for the algebras inside a box and j  2 for the others (the algebras
/m are not on the list, they are here to preserve the symmetry of the diagram) while V is any
vectorial line of nδ .
Proof. Combine 2.11.4 and Theorem 4.4. 
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j
∅ /m
j
∅ m
j
∅ (V )
m
j
1¯
1¯
m
j
0¯
0¯
m
j
2¯
2¯
m
j
1¯
1¯
m
j
0¯
0¯
m
j
2¯
2¯
m
j
1¯2¯
2¯
m
j
0¯1¯
0¯
m
j
0¯2¯
0¯
m
j
3¯
3¯
m
j
0¯1¯2¯
0¯
m
j
5
5
m
j
4¯
4¯
m
j
0¯3¯
0¯
m
j
1¯5
5
m
j
5¯
5¯
m
j
0¯4¯
0¯
m
j
3¯5
5
m
j
0
0
m
j
0¯5¯
0¯
m
j
4¯5
5
m
j
4
4
m
j
0¯,2¯′ m
j
2¯,0¯′
m
j
5¯′
0¯ 0
m
j
0¯4¯′
5¯
m
j
3¯5′
4¯
m
j
4¯′
5 0
m
j
0¯3¯′
5¯
m
j
1¯5′
m
j
3¯′
4 0
m
j
0¯1¯2¯′
5¯
m
j
5′
m
j
1¯2¯′
3 0
m
j
0¯1¯′ m
j
0¯2¯′
5¯
m
j
1¯′
2 0
m
j
0¯′ m
j
2¯′
0
m
j
1¯′ m
j
0¯′ m
j
2¯′
m
j
∅′
1 0 2
/m
j
∅′
1 0 2
/m
j
∅′ (V )
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In a previous version the author asserted in 3.4 without proof that aα = nα if α ∈ δ + Δ∗ i.e.
K ∩ (δ +Δ∗) = [δ +Δ∗]. Guy Rousseau noticed this big mistake and revealed to the author the
influence of the cowalls on K ∩ (δ +Δ∗). Thanks to the inspiration of Guy Rousseau the author
was able to add more than 10 pages in the manuscript. The same mistake appear in [A,F-V 1,
F-V 2].
Guy Rousseau noticed also that the result a2δ−αj = n2δ−αj was used in 3.4.1 without any jus-
tification. He asked the author to prove Lemmas 1.10.6, 1.10.7, 1.10.10; this is how Section 1.10
was written.
The author is grateful to Guy Rousseau for his generosity and the infinitely many mistakes he
corrected. Guy Rousseau should be considered as the thesis advisor of the author.
Guy Rousseau save the article and disappeared in the night without asking anything in return
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References
[A] X. Agrafiotou, Nilpotent Lie algebras of maximal rank and of type D(1)4 , manuscript.
[B] N. Bourbaki, Groupes et Algèbres de Lie, Hermann, Paris, 1968 (chapitres 4–6).
[F-S] G. Favre, L. Santharoubane, Nilpotent Lie algebras of classical simple type, J. Algebra 202 (1998) 589–610.
[F-V 1] D. Fernandez-Ternero, J. Nunez-Valdes, Nilpotent Lie algebras of maximal rank and of Kac–Moody type F(1)4 ,
Comm. Algebra 29 (2001) 1551–1570.
[F-V 2] D. Fernandez-Ternero, J. Nunez-Valdes, Nilpotent Lie algebras of maximal rank and of Kac–Moody type E(1)6 ,
J. Algebra 250 (2002) 664–695.
[K] V. Kac, Infinite Dimensional Lie Algebras, An Introduction, third ed., Cambridge Univ. Press, 1990.
[S 82] L. Santharoubane, Kac–Moody Lie algebras and the classification of nilpotent Lie algebras of maximal rank,
Canad. J. Math. 34 (1982) 1215–1239.
[S 83] L. Santharoubane, Kac–Moody Lie algebras and the universal element for the category of nilpotent Lie algebras,
Math. Ann. 263 (1983) 365–370.
