Abstract: Though uncertainties of input variables may have significant implications on building simulations, they are quite often not identified, quantified, or included in building simulations results. This paper considers climatic deterministic, uncertainty, and sensitivity analysis through a series of simulations using the CIBSE UKCIP02 future weather years, CIBSE TM48 for design summer years (DSYs), and the latest CIBSE TM49 DSY future weather data which incorporates the UKCP09 projections to evaluate the variance and the impact of differing London future weather files on indoor operative temperature of a detached dwelling in the United Kingdom using the CIBSE TM52 overheating criteria. The work analyses the variability of comparable weather data set to identify the most influential weather parameters that contribute to thermal comfort implications for these dwellings. The choice of these weather files is to ascertain their differences, as their development is underpinned by different climatic projections. The overall pattern of the variability of the UKCIP02 and UKCP09 Heathrow weather data sets under Monte Carlo sensitivity consideration do not seem to be very different from each other. The deterministic results show that the operative temperatures of the UKCIP02 are slightly higher than those of UKCP09, with the UKCP09 having a narrow range of operative temperatures. The Monte Carlo sensitivity analysis quantified and affirmed the dry bulb and radiant temperatures as the most influential weather parameters that affect thermal comfort on dwellings.
Introduction
There is a direct bearing of changes in climatic conditions on buildings in relation to buildings energy performance and thermal comfort. In building performance practice, it is imperative to secure reliable formatted multi-year weather files which have been prepared from reliable meteorological predictions to assess the energy performance and overheating risk in buildings [1] [2] [3] [4] [5] .
In 2002, the Department for Environment, Food and Rural Affairs as part of the UK climate impacts program commissioned and funded the work on the UK climate projections, UKCIP02 [6] . This fourth generation of climate change is deterministic climate projection, which gives a single outcome for a specific variable at a given location [7] . The Climate Change Scenarios for the United Kingdom: The suburban locations. Moreover, the new DSYs include the two additional years of 1976 (a year with two-week extreme heat wave) and 2003 (a year with more persistent warm summer) as the earlier DSY based on 1989 weather data from London Heathrow Airport (LHR) does not represent a sufficiently warm year for overheating risk assessment in buildings [14] . In addition, it considers three greenhouse emissions scenarios of high, medium, and low, three future periods of 2020s, 2050s, and 2080s, and differing levels of probabilities of 10th, 50th, and 90th percentiles [14, 15] .
Justification for the Choice of CIBSE Weather Files
Over the years, different approaches for developing weather data series for building performance analysis have been developed [7, 16] . In the UK, basically two differing methodologies stand out in creating hourly weather files for use in building simulation practice; the 'morphing' methodology which is the current industrial standard by CIBSE, which adjusted the historic weather files to climatic projections, and the development of various probabilistic projections of hourly weather data sets by the use of the UKCP09 weather generator.
The UKCP09 weather generator is a stochastic tool that uses daily precipitation to create other weather outputs of daily and hourly variables on a 5 km grid for a historical period of 1961-1990 [7] . This offers an advantage due to greater spatial resolution. In addition, the weather generator is suitable for future TRY and DSY weather data sets for building performance analysis [11] . However, the CIBSE weather data sets developed using the morphing methodology are based on observed climatic periods and thus have limited uncertainties which could affect the baseline weather data [13] . Without the implementation of change factor corrections, the CIBSE weather data sets could result in overestimating future climate change variations due to changes in differences of climates reference points: for the weather generator and 1983-2004 for the earlier CIBSE historic TRY and DSY weather files [11, 13] .
The choice of the CIBSE morphing methodology as against the weather generation data is based on its reliability [14] . The weather generator does not produce extreme events [11] . The weather generator output of weather data sets years is not as warm in terms of the Weighted Cooling Degree Hours (WCDH) criterion used in the historical data development of the new CIBSE DSYs. This is because the 'extremes of the temperature distribution are not clustered together into particular warm years to the extent as they are in the observed data' [14] .
Although the monthly average climate over the years changes, one advantage of the morphing methodology in the non-variant underlying characteristics of the TRY and DSY weather data sets, which facilitates a direct comparison between the present and future building performance analyses. On the other hand, there are differences in basic weather characteristics such as the timing and severity of warm spells between the timelines in using the weather generator [11] . Furthermore, the current CIBSE DSY weather data sets for London consider the urban heat island effects in future weather files, whilst this consideration is absent in the UKCIP09 weather generator.
The use of the weather generator to statistically produce many thousands of historic and probabilistic future weather data at a high spatial resolution provides the significant advantage of a better idea of a complete data set for overheating risk assessment when compared with the observable weather data [17] . The weather generator has an advantage over the morphing methodology. It produces certain weather variables in place of missing data [11] when considering observed data independently. However, the many files generated pose a computational challenge to resources not readily available in building simulation practices [11, 13] .
A readily acceptable methodology should produce an output of weather data sets that is consistent with currently used data sets and augment the use of standardised weather data sets for use in building energy and thermal performance analysis. The weather generator's outputs of daily precipitation, partial vapour pressure, relative humidity, maximum temperature, minimum temperature, sunshine fraction, direct radiation, and potential evapotranspiration are insufficient for use within thermal simulation for building energy and thermal performance analysis. Key missing parameters such as wind speed, wind direction, atmospheric pressure, and cloud cover are essential in creating weather files of the same format, as is used in CIBSE weather data sets for building simulation software [11, 13, 17] .
Although the weather generator method is more versatile than the morphing method, in terms of observed data and location, the large amount of weather data produced is of a disadvantage in simulation practice [16] . The CIBSE weather files based on the morphing methodology are used in this work due to the consistency between the present available observable historic weather files and those of the future files and a platform for direct comparison of standardised weather data sets for energy and thermal performance analysis. The majority of building performance simulators in the UK make use of CIBSE weather files as trusted consistently replicable weather data sets in their work, as it offers a single data set for a particular location, climatic period, emission scenario, and probability level for all designers to compare building performances [16, 18] . This serves as the primary reason for the use of CIBSE weather data sets for this work.
This paper analyses the variability of the selected comparable CIBSE TM48 and CIBSE TM49 weather data set on internal operative temperatures to identify the most influential weather parameters that contribute to indoor operative temperatures in three locations in London. Uncertainty and sensitivity analysis of the CIBSE weather data sets based on the deterministic single projection of UKCIP02 and the CIBSE weather data sets based on the probabilistic UKCP09 projections is performed to ascertain the contrast between the two files. In addition, the 50th percentile central estimate weather files for Heathrow 1989 was used to provide comparable outputs in relation to the CIBSE's 2008 weather files. Moreover, the UKCP09 A1B (medium emission scenario) and the UKCIP02 A2 (medium-high emission scenario) are used for comparative analysis, as the two emission scenarios are closer in the chosen time period.
Monte Carlo Uncertainty and Sensitivity Analysis
The key to determining the target output of thermal comfort is a comprehensive building model and credible input variable information [19] . Though uncertainties of input variables may have significant implications on building simulations, they are quite often not identified, quantified, or included in building simulations [19] . Most simulation programs do not incorporate uncertainties in input and thus result in outputs of single estimates [19] . Uncertainties in building energy simulations are associated with the variability of the weather data, the thermo-physical properties of the buildings in relation to the building fabric and systems, and the associated internal heat gains coupled with variable occupant behaviour. The occurrence of uncertainties is attributed to incomplete specifications, inadequate knowledge of building characteristics, and a lack of specifications in operating conditions in relation to weather, internal heat gains, and system set points [19] . It may also relate to inherent simplifications of a model and a lack of sufficient input data information [20] . The impact of these input uncertainties influence the accuracy of building energy simulations in spite of the efficacy of the applied model [19] . Uncertainty analysis is thus used to determine a confidence limit for a model output [21] .
Thermal Comfort
Thermal comfort is defined as that condition of mind that expresses satisfaction with the thermal environment [22] . It is one of the main criteria in accessing the overall post occupancy of building [23] and involves the interactions between the climate, the building with its services, and variable occupant behaviour [24] . Global thermal comfort models fall into two broad classes: the adaptive [25] and the rational [26] . Adaptive models are generally based on field investigations aimed to correlate acceptable indoor conditions as a function of the mean outdoor temperature [27] . On the contrary, the rational approach is based on the correlation of the thermal sensation with the heat balance equation on the human body [28] , which is affected by the indoor microclimate (air temperature, mean radiant temperature, humidity, and air velocity) and personal parameters (activity and clothing thermophysical properties). For both approaches and under specific hypotheses in terms of the values of the main variables affecting the thermal sensation [26] , the operative temperature can be used as an indicator of indoor comfort conditions. Indoor operative temperature is a simplified measure of thermal comfort. Operative temperature can be calculated by averaging the air temperature with the mean radiant temperature with a weighting factor depending upon the air velocity [22] . Studies indicate that comfort temperature is closely related to the indoor operative temperature [29, 30] . Too low or too high operative temperatures affect the thermal comfort of building occupants in general [31] . This paper focuses on using building simulation tools to produce indoor climatic data in the form of operative temperatures as a means of expressing thermal comfort based on CIBSE TM52 overheating criteria that is underpinned by the adaptive thermal comfort models. The CIBSE TM52 criteria is for naturally ventilated buildings [24] .
Materials and Methods
In this work, Monte Carlo approaches are used in estimating climatic deterministic, uncertainty, and sensitivity analysis through a series of simulations using the UK Charted Institution of Building Services Engineers CIBSE UKCIP02 future weather years, CIBSE TM48 for design summer years (DSY), and the latest CIBSE TM49 DSY future weather data which incorporates the UKCP09 projections, to evaluate the variance in climatic projections and the impact of future climate change on the thermal comfort of a detached dwelling in the United Kingdom using the CIBSE TM52 overheating criteria. The global sensitivity analysis used in the study incorporates the standardised regression coefficient (SRC) and the partial correlation coefficient as sensitivity indices to identify the key parameters that contribute to thermal comfort implications in the dwellings due to climate change. In building simulation practices, it is acceptable for two different sensitivity analysis methods to be used to ascertain their robustness and further inspire confidence in the results [32] .
The essence for the climatic sensitivity analysis is based on the following:
(1) the limitations of the CIBSE TM48 morphing methodology in producing certain variables that independently have no relationship to the probabilistic consideration of the UKCP09 CIBSE TM49 weather series, making the output different from the latest weather data series; (2) differences in the baseline periods for the two climate projections : 1983-2004 and 1961-1990 baselines for the UKCIP02 and UKCP09 projections, respectively; (3) a consideration of the London urban heat island effect in the CIBSE TM49 weather files leading to the generation of three different weather data sets for London; and (4) a consideration of the extreme heat waves experienced in 1976 and 2003 years to examine overheating risk under different scenarios.
Thermal Analysis Simulation (TAS) 3D Modelling
It is generally recommended that for naturally ventilated buildings, the 50th percentile (best guess) projections and the medium greenhouse gas emission scenario has to be used in the building simulation analysis [33] . This choice of UKCP09 future weather file based on the 50th percentile of external temperature and 2050s emission scenarios was used because of its usage in other studies. For example, Mavrogianni et al. in 2012 used this criterion for their dynamic thermal simulation work for identifying factors that affect the high indoor summer temperatures in London dwellings [33] . The medium-high climate change emission scenario was chosen in the UPCIP02 weather file consideration. The CIBSE TM36, using dynamic thermal modelling, offered a quantitative assessment of the risks of overheating in 13 case study buildings comprising of houses, offices, and schools for three locations in the UK, using the UKCIP02 medium-high climate change scenario and the CIBSE Guide A (2006) [34] as the overheating criteria [35] .
The various modelling and simulation parameters of Building Summary, Calendar, Building Elements, Zones, Internal conditions (which include thermostat set up, infiltration and ventilation, occupancy, lighting and equipment details), Schedule, and Aperture Types, which were used to populate and simulate each building, are maintained with the only variant being the weather data.
For details of the model, that is u-values, occupancy patterns, and other modelling and simulation assumptions and parameters, as well as the accuracy of the internal temperatures within the model, please see Appendix A.
A series of scenarios based on the current and the future climate variables on different timelines of 2020s, 2050s, and 2080s with their respective medium-high carbon scenarios for the CIBSE TM48 UKCIP02 weather files and similar time slice of 2020s, 2050s, and 2080s for CIBSE TM49 UKCP09 weather files are simulated for Gatwick Airport, London Weather Centre and Heathrow Airport.
Developing Multivariate Linear Regression
The case study is based on a building simulation and global sensitivity analysis that explores the analysis of uncertainties and sensitivities related to climate change variability. The IBM SPSS statistics Monte Carlo sensitivity analysis tool is used to identify the influential parameters that affect the internal operative temperature (thermal comfort) of dwellings.
The CIBSE weather data set used in the EDSL TAS simulation has seven key weather variables of global horizontal radiation, cloud cover, relative humidity, wind direction, wind speed, diffused horizontal radiation, and dry bulb temperature. Table 1 indicates the input parameters with their probability distributions for the uncertainty and sensitivity analysis for the climate change impact on thermal comfort. The CIBSE weather data sets used in this study are the design summer year (DSY) CIBSE TM48 UKCIP02 weather files and the CIBSE TM49 UKCP09 weather files for Gatwick Airport, London Weather Centre, and Heathrow Airport. Table 1 . Input parameters with their probability distributions for the uncertainty and sensitivity analysis for the climate change impact on thermal comfort.
Input Parameter
Acronym Units Probability Distribution
The detached dwelling used as the case study is 49 Carnation Drive, a 1995 three-bedroom house located at Bracknell, Berkshire, about 48 km from Central London, the closest weather station for CIBSE TM48 UKCIP02. For CIBSE TM49 UKCP09 weather files, the case study building location is located at 48.87 km, 48 km, and 18.71 km respectively from Gatwick Airport, London Weather Centre and Heathrow Airport.
EDSL TAS simulations were performed on variations of climate change as input parameters and consider uncertainties in various CIBSE DSY weather files in predicting indoor operative temperature as a thermal comfort indicative parameter. The EDSL TAS coupled with the developed Excel CIBSE TM52 overheating criteria historical data were then sent to IBM SPSS statistical software to create a multivariate linear regression XML model. The aim of this multivariate linear regression model was to capture the complex thermal interaction of parameters used in the EDSL TAS program. The uncertainty and sensitivity analysis on the multivariate linear regression model was then subsequently analysed using IBM SPSS statistics software.
Uncertainty and Sensitivity Analysis Due to Climate Change
This work employs the box and whiskers plot as one of the effective methods used in uncertainty analysis. The box and whiskers plot presents a summary of the important data set characteristics of the maximum and minimum values, the median, the dispersion, asymmetry, the extreme values, and the percentile rank analysis [36] .
The purpose of sensitivity analysis in building performance modelling and simulation and observational study is to explore the uncertainty of the key input parameters that influence the prediction of the building performance parameters and to investigate the important varying contribution of different design parameters with respect to building performance [12, 37] . The regression sensitivity analysis is mostly used in building performance analysis due to its computational and results interpretation simplicity [37] .
The standardised regression coefficient (SRC) or the beta value method sensitivity analysis is widely used in the literature [12, 37, 38] and as it offers variability measure of independent input parameters in a linear regression model. The SRC offers a quantitative global sensitivity analysis index which is robust and easy to use [20] . It gives a quantitative measure of parameter sensitivity and influences the different input parameters on the output with the sign indicating the direction of the parameter sensitivity to the target parameter [38] .
The standardised regression coefficient (SRC) and partial correlation coefficient (PCC) are chosen as regression sensitivity methods because they are appropriate for linear models [38] . The partial correlation assists in the examination of the relationship or association between two variables whilst controlling the other variables. Whilst the two methods may give the same results in the case of uncorrelated inputs, differences in results may show if there are correlated inputs as only PCC is appropriate for both correlated and uncorrelated inputs, but SRC is only suitable for uncorrelated inputs [38] . The standardised rank regression coefficient is not used, as it is only applicable for non-linear models [38] .
Sensitivity analysis involves the changes in different design parameters to ascertain their relative influence on the target variable. The developed multivariate linear regression XML model is used to run the uncertainty and sensitivity analysis in the IBM SPSS statistical software. The Monte Carlo simulation was set to 100,000 iteration runs for each target parameter to provide adequate coverage of the solution space. The results of the uncertainty analysis are presented as box and whiskers plots. The box and whiskers plot also shows the variations in sensitivity measures for various input parameters. The IBM SPSS software is then used to calculate the standardised regression coefficient (SRC) and partial correlation coefficient (PCC) to ascertain the input parameters that are most sensitive and thus explain the high variability in the models. Figure 1 illustrates the deterministic analysis results in the form of histogram. The analysis compares the maximum, minimum, average, and range of internal operative temperatures using CIBSE TM52 as overheating criteria and of UKCIP02 Heathrow DSY medium-high and the UKCP09 Heathrow 1989 medium 50% probabilistic scenarios weather data sets. There is a marginal difference in maximum operative temperatures for the Heathrow DSY medium-high and UKCP09 Heathrow 1989 medium 50% probabilistic scenarios for the baseline, 2020s, and 2050s weather data sets, with the former being slightly higher. For the 2080s scenarios, the difference in operative temperature for the two weather data sets is about 0.5 • C. The minimum operative temperature variability indicates a similar trend of marginal difference. The minimum operative temperatures for the UKCP09 Heathrow DSY 1989 medium 50% probabilistic scenarios' weather data sets for the baseline, the 2020s, and 2050s timelines show slightly higher temperatures in the range of about 0.1 • C for all respective comparative scenarios. The 2080s scenario variation is the opposite of that observed in other timelines with the UKCIP02 showing slightly higher minimum temperatures. The average internal operative temperatures for the two weather data sets' respective timelines show a strong similarity in the trend of average operative temperatures. The range operative temperatures for the UKCIP02 Heathrow DSY medium-high are slightly higher than their respective comparative timelines for the UKCP09 Heathrow 1989 medium 50% probabilistic scenarios, ranging from about 0.25 • C to 0.42 • C for the baseline and 2080s scenarios respectively. Figure 6 illustrates the comparison of the UKCIP02 Heathrow DSY medium-high and UKCP09 Heathrow DSY 1989 medium 50% probabilistic weather data set effect on internal operative temperature to ascertain the impact of climate change on thermal comfort of residential buildings. The box and whiskers plot is a graphical method of representing data through their quartiles. The plots show the uncertainty associated with Monte Carlo simulation of overheating analysis with internal operative temperatures as the output parameter using the various weather scenarios indicated above as the only variants. The ten (10) input variables as displayed in Table 1 are used in the analysis and the same sample size of 3672 hourly data between 1 May and 30 September as specified in the CIBSE TM52 overheating criteria which were used in each analysis. Figure 6 illustrates the comparison of the UKCIP02 Heathrow DSY medium-high and UKCP09 Heathrow DSY 1989 medium 50% probabilistic weather data set effect on internal operative temperature to ascertain the impact of climate change on thermal comfort of residential buildings. The box and whiskers plot is a graphical method of representing data through their quartiles. The plots show the uncertainty associated with Monte Carlo simulation of overheating analysis with internal operative temperatures as the output parameter using the various weather scenarios indicated above as the only variants. The ten (10) input variables as displayed in Table 1 are used in the analysis and the same sample size of 3672 hourly data between 1 May and 30 September as specified in the CIBSE TM52 overheating criteria which were used in each analysis. A comparison of the median lines shows that the 50th percentiles of the UKCP09 for the 2020s and 2050s are slightly higher than that of the UKCIP02 weather projections, whilst the opposite is realised with regard to the 2080s weather data set. However, the overall pattern of variability of the two weather data sets seems to be not very different from each other as analysis of the UKCIP02 and UKCP09 results show that the median changes from 23.5 °C to 25.4 °C and 23.5 °C to 25.3°C respectively. Thus, there is no marked observable effect of change in internal operative temperatures in the two sets of the uncertainty analysis results.
Results

Deterministic Analysis
Uncertainty Analysis-Box and Whiskers Plots
The whiskers of the plots, indicated by the extended vertical lines above and below the plots and which show the variability of the internal operative temperatures outside the upper (75th percentiles) and lower quartiles (25th percentiles) to the 90th percentile and 10th percentile of the data sets respectively, also show symmetry pointing to the non-skewedness of the data. The whisker plots progressively decrease along the time lines of the two different weather data sets with the decrease in the UKCP09 Heathrow 1989 DSY Medium 50% probabilistic weather data sets slightly more pronounced than the UKCIP02 Heathrow DSY medium-high data sets.
The outliers showing the individual points outside the whiskers with 10% probability of occurrence are virtually similar when comparing the respective timeline scenarios of the two different weather data sets. The outliers for both the maximum and minimum values generally lie close to the whiskers' ends. Figure 7 illustrates the box plots comparison of the internal operative temperatures reported in Figure 6 . Box and whiskers plots of the UKCIP02 Heathrow DSY medium-high and UKCP09 Heathrow DSY 1989 medium 50% probabilistic weather data set.
A comparison of the median lines shows that the 50th percentiles of the UKCP09 for the 2020s and 2050s are slightly higher than that of the UKCIP02 weather projections, whilst the opposite is realised with regard to the 2080s weather data set. However, the overall pattern of variability of the two weather data sets seems to be not very different from each other as analysis of the UKCIP02 and UKCP09 results show that the median changes from 23.5 • C to 25.4 • C and 23.5 • C to 25.3 • C respectively. Thus, there is no marked observable effect of change in internal operative temperatures in the two sets of the uncertainty analysis results.
The outliers showing the individual points outside the whiskers with 10% probability of occurrence are virtually similar when comparing the respective timeline scenarios of the two different weather data sets. The outliers for both the maximum and minimum values generally lie close to the whiskers' ends. Figure 7 illustrates the box plots comparison of the internal operative temperatures reported in relation to the effect of the design summer year (DSY) medium 50% probabilistic scenarios of the 1976, 1989, and 2003 weather data sets of Gatwick, Heathrow, and London Weather Centre. In general, the medians for the 2003 scenarios are higher than those of the 1976 scenarios. Furthermore, analysis of Figure 7 shows that the medians of the London Weather Centre timeline scenarios are higher than those of their comparative Heathrow timelines scenarios and even higher than those of the Gatwick timeline scenarios. This could be attributed to the urban heat effect in the city of London. As anticipated, the outliers of the 1976 and 2003 weather scenarios lie further away from the whiskers when compared with that of the 1989 data set point towards more extreme internal operative temperatures in those years' weather data sets. Figure 8 illustrates the comparison of the standardised regression coefficient (SRC) and the partial correlation coefficients (PCC) of the weather input variables for the UKCIP02 Heathrow and UKCP09 1989 Heathrow weather data sets. Figure 9 illustrates the comparison of the standardised regression coefficient (SRC) and the partial correlation coefficients (PCC) of the weather input variables for the UKCP09 1976 Gatwick, Heathrow and London Weather Centre weather data sets.
Sensitivity Analysis with SRC and PCC as Sensitivity Indices
All the sensitivity analysis results, when considering the variation of the weather data alone, indicate that the internal operative temperature of dwellings is mostly influenced by the radiant temperature and the dry bulb temperature. The other weather variables of wind direction, wind speed, external humidity, external temperature, cloud cover, diffused radiation, global radiation, and the daily hourly exponentially weight running mean temperature have a relatively small impact on In general, there is zero skewedness of the interquartile ranges and the whiskers. A progressive decrease of variability in the length of the interquartile ranges (IQR) is observed along the years, coupled with a progressive decrease in the whiskers. Thus, the baselines have larger dispersion for both the box and the whiskers and progressively decrease along the timelines.
Moreover, the variability of the interquartile range and the relative dispersion of the data set outer range are larger in the 1976 and 2003 scenarios than that of the 1989 scenario, indicating a clustering of parameters near the 25th and 75th percentiles and a further large dispersion of the outliers.
As expected, the medians of the 1989 scenarios of Gatwick, Heathrow, and London Weather Centre are comparatively lower than those of the 1976 and 2003 scenarios. In addition, the interquartile ranges and the whiskers are relatively smaller. This observation points to a relatively middle clustering of data about the medians, 25th percentiles, and the 75th percentiles of the 1989 timeline scenarios, indicating less uncertainty in the target variable of internal operative temperatures.
In general, the medians for the 2003 scenarios are higher than those of the 1976 scenarios. Furthermore, analysis of Figure 7 shows that the medians of the London Weather Centre timeline scenarios are higher than those of their comparative Heathrow timelines scenarios and even higher than those of the Gatwick timeline scenarios. This could be attributed to the urban heat effect in the city of London. As anticipated, the outliers of the 1976 and 2003 weather scenarios lie further away from the whiskers when compared with that of the 1989 data set point towards more extreme internal operative temperatures in those years' weather data sets. Figure 8 illustrates the comparison of the standardised regression coefficient (SRC) and the partial correlation coefficients (PCC) of the weather input variables for the UKCIP02 Heathrow and UKCP09 1989 Heathrow weather data sets. Figure 9 illustrates the comparison of the standardised regression coefficient (SRC) and the partial correlation coefficients (PCC) of the weather input variables for the UKCP09 1976 Gatwick, Heathrow and London Weather Centre weather data sets. All the sensitivity analysis results, when considering the variation of the weather data alone, indicate that the internal operative temperature of dwellings is mostly influenced by the radiant temperature and the dry bulb temperature. The other weather variables of wind direction, wind speed, external humidity, external temperature, cloud cover, diffused radiation, global radiation, and the daily hourly exponentially weight running mean temperature have a relatively small impact on the internal operative temperature. This observation is in consonance with the formulae used in predicting thermal comfort in CIBSE TM52 and BSI (2007) BS EN 15251, which combine the air and radiant temperatures to obtain the operative temperature. 
Discussion and Conclusions
This study investigated the impact of varying weather patterns on the thermal performance of dwellings. The work is underpinned by building simulation models in TAS coupled with the Monte Carlo global sensitivity analysis method using IBM SPSS to indicate that the proposed method can facilitate the analysis and prediction of sensitive weather parameters which influence the thermal comfort of residential buildings. The deterministic analysis results of the UKCP09 Heathrow DSY Medium 50% probabilistic scenarios for 1976, 1989, and 2003 indicated a progressive increase in maximum internal operative temperatures for the 1976 and 2003 years for all timeline scenarios. Gatwick had the lowest maximum operative temperatures, whilst London Weather Centre was observed to have the highest operative temperatures. This affirmed the incorporation of the urban heat island effect of the London Weather Centre weather data sets of CIBSE TM49, as compared with the Heathrow and Gatwick weather files.
The Monte Carlo uncertainty analysis results of the median lines showed that the 50th percentiles of the UKCP09 for the 2020s and 2050s are slightly higher than that of the UKCIP02 weather projections, whilst the opposite is realised with regard to the 2080s weather data set. 
The Monte Carlo uncertainty analysis results of the median lines showed that the 50th percentiles of the UKCP09 for the 2020s and 2050s are slightly higher than that of the UKCIP02 weather projections, whilst the opposite is realised with regard to the 2080s weather data set. However, the overall patterns of variability of the two weather data sets do not seem to be very different from each other, as analysis of the UKCIP02 and UKCP09 results show that the median changes from 23.5 • C to 25.4 • C and 23.5 • C to 25.3 • C, respectively. Thus, there is no marked observable effect of change in internal operative temperatures in the two sets of the uncertainty analysis results. However, the deterministic results shows the operative temperatures of the UKCIP02 are slightly higher than those of UKCP09, with the UKCP09 having a narrow range of operative temperatures.
The Monte Carlo sensitivity analysis quantified and identified the dry bulb and radiant temperatures as the most influential weather parameters that affect thermal comfort on dwellings. This finding agrees with published literature (CIBSE TM52, 2013; CIBSE Guide A, 2006). These study results further indicate the marginal differences in maximum and minimum operative temperatures for the Heathrow DSY medium-high and UKCP09 Heathrow 1989 medium 50% probabilistic scenarios for the baseline, 2020s, and 2050s weather data sets, with the former being slightly higher. For the 2080s scenarios, the difference in maximum operative temperature for the two weather data sets was about 0.5 • C. Moreover, the time series analysis of internal operative temperatures using CIBSE TM52 as overheating criteria for the UKCIP02 Heathrow DSY medium-high and UKCP09 Heathrow DSY 1989 medium 50% probabilistic scenario weather data sets showed a very strong similarity in the respective timelines for the two weather data sets.
The standardised regression coefficient and the partial correlation coefficients are useful sensitivity indices for determining the relative importance of weather parameters that influence the indoor operative temperatures of dwellings. The work stresses the need for climate sensitive design, and knowledge of this could offer insight for efficient designs and retrofitting practice to improve the thermal comfort of dwellings. In addition, this work is useful in sustainable engineering practice, as it could be extended to the energy requirements of buildings.
For easy analysis and replicable of the methodology used in this work, it is recommended that building simulation software incorporate Monte Carlo and global sensitivity analysis as key standard functionalities of its modelling. This will enable simulation software to facilitate the analysis and predict key thermal performance parameters and further assess different energy conservation measures.
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