Let G be a graph of minimum degree at least k and let G p be the random subgraph of G obtained by keeping each edge independently with probability p. We are interested in the size of the largest complete minor that G p contains when p = 1+ε k with ε > 0. We show that with high probability G p contains a complete minor of orderΩ( k), where the ∼ hides a polylogarithmic factor. Furthermore, in the case where the order of G is also bounded above by a constant multiple of k, we show that this polylogarithmic term can be removed, giving a tight bound.
INTRODUCTION
The binomial random graph model G(n, p), introduced by Gilbert [6] , is a random variable on the subgraphs of the complete graph K n whose distribution is given by including each edge in the subgraph independently with probability p. Since its introduction this model has been extensively studied. A particularly striking feature of this model is the 'phase transition' that it undergoes at p = 1 n , exhibiting vastly different behaviour when p = 1−ε n to when p = 1+ε n (where ε is a positive constant). For more background on the theory of random graphs, see [1, 4, 9] .
More recently, the following generalisation of the binomial random graph model has attracted attention: Suppose G is an arbitrary graph with minimum degree δ(G) at least k − 1, and let G p denote the random subgraph of G obtained by retaining each edge of G independently with probability p. When G = K k , the complete graph on k vertices, we recover the binomial model G(k, p).
For several properties, it has been shown that once one passes the threshold for the occurence of the property which holds in G(k, p) with high probability 1 (as a function of k), or whp for short, these properties will also occur whp in G p . For example, when p = 1+ε k it has been shown that whp G p is non-planar [5] , and contains a path or cycle of length linear in k [2, 17] . Similarly, when p = ω 1 k , whp G p contains a path or cycle of length (1 − o(1))k [15, 20] and when p = (1 + ε) logk k , whp G p contains a path of length k [15] and in fact even a cycle of length k + 1 [7] . All of these results generalise known results about the binomial model. Theorem 1 ( [3] ). Let ε be a positive constant and p = 1+ε k . Then whp h(G(k, p)) = Θ k .
Using expanders Krivelevich [13] gave an alternative proof of the above theorem.
As part of their work on the genus of random subgraphs, Frieze and Krivelevich [5] noted that their proof actually shows that if G is a graph with minimum degree at least k and p = 1+ε k , then whp h(G p ) = ω (1) , and asked what the largest function t (k) is such that whp
Our main result is a lower bound on h(G p ), which is tight up to polylogarithmic factors. Theorem 2. Let ε be a positive constant, G be a graph with δ(G) ≥ k, and p = 1+ε k . Then whp
Using ideas similar to the proof of Krivelevich in [13] we are able to remove the polylogarithmic factor, and to give the following asymptotically tight bound, when the number of vertices in G is linear in k. Theorem 3. Let ν and ε be positive constants, G be a graph on n vertices with δ(G) ≥ k ≥ νn, and p = 1+ε k . Then whp
Note that if k = Θ(n), then whp the number of edges in G p is at most (1 + ε) n 2 k = O(n). Hence, since any graph with a K t minor must contain at least e(K t ) = t 2 many edges, it follows that whp h(G p ) = O( n) = O( k), and so this bound is indeed asymptotically tight. We would be interested to know if this is the correct bound for all ranges of k. Question 1. Let ε be a positive constant, G be a graph with δ(G) ≥ k, and p = 1+ε k . Is h(G p ) = Ω( k) whp?
A key ingredient in our proof will be the following lemma, which roughly says that if we have a forest T of size n whose components are all of size around k and a set F of Θ(kn) many edges on the same vertex set as T , and if p = Θ 1 k , then whp the random subgraph T ∪ F p will contain a complete minor of order around k.
is a set of c 1 kn many edges on the vertex set V , and p = c 2 k . Then whp
The paper is structured as follows: In Section 2 we will introduce the relevant background material and some useful lemmas. In Section 3 we will give a proof of Lemma 1 and then in Sections 4 and 5 we will give proofs of Theorems 2 and 3.
Notation. We will throughout the paper omit floor and ceiling signs to simplify the presentation. We will write log for the natural logarithm and given a graph G we denote by |G| the number of vertices in G.
PRELIMINARIES
We will use the following bound, originally from Kostochka [11, 12] and Thomason [21] , which says a graph of large average degree contains a large complete minor. Lemma 2 ( [22] ). If the average degree of G is at least t log t , then h(G) ≥ t .
We will also want to use the following simple lemma, which essentially appears in [16] , to decompose a tree into roughly equal sized parts. Lemma 3 ( [16, Proposition 4.5] ). let T be a rooted tree on n vertices with maximum degree ∆, and let 1 ≤ ℓ ≤ n be an integer. Then there exists a vertex v ∈ V (T ) such that the subtree
As a corollary we have the following decomposition result for a tree with bounded maximum degree.
Corollary 2.
If T is a tree with ∆(T ) ≤ C and |T | > k, then there exist disjoint vertex sets
We will need the following simple bound on the expectation of a restricted binomial random variable. Lemma 4. Let X ∼ Bin(n, p) be a binomial random variable with 2enp < K for some constant
Proof. For every t ≤ K we have that P(Y = t ) ≥ P(X = t ). Hence, by standard estimates
We will use the following generalised Chernoff type bound, due to Hoeffding.
Lemma 5 ( [8] ). Let K > 0 be a constant and let X 1 , . . . , X n be independent random variables such that 0 ≤ X i ≤ K for each i ≤ n. If X = n i =1 X i and t ≥ 0 then
Also, we will use the following version of Talagrand's inequality, which appears in [19] .
. Let X be a non-negative random variable determined by independent trials T 1 , . . . , T n . Suppose that for every set of possible outcomes of the trials we have that
• changing the outcome of any one trial affects X by at most c; and • for each s > 0, if X ≥ s then there is a set of at most r s trials whose outcomes certify that X ≥ s.
Then for any t ≥ 0 we have
LARGE COMPLETE MINORS: PROOF OF LEMMA 1
Since
2 k edges inside it and |F | ≥ c 1 kn, it follows that for large k,
Hence, on average each A i meets at least 2|F ′ | r ≥ c 1 b 1 k 3 2 many edges in F ′ . We recursively delete sets A i , and the edges in F ′ incident to them, which meet at most c 1 b 1 4 k 3 2 edges remaining in F ′ ; we must eventually stop this process before exhausting the A i , since r ≤ 1 b 1 k − 1 2 n (i.e. there are at most 1 b 1 k − 1 2 n many A i ) and
Hence there is some subfamily, without loss of generality, 
Let H be an auxilliary (random) graph on [ℓ] such that i ∼ j if and only if there is an edge between A i and A j inF p . The number of edges between A i and A j inF p is distributed as Bin(eF (A i , A j ), p). Note that if np < 1/2, then P Bin(n, p) = 0 = 1 − (1 − p) n ≥ np 2 . Since eF (A i , A j ) ≤ k and p = c 2 k , and without loss of generality we may assume that c 2 < 1 2 , it follows that
By (3.1) and (3.2), we have
And so we expect H to have average degree Ω k 1 2 . It remains to show that e(H) is well concentrated about its mean.
Let X be the random variable e(H) which counts the number of edges in H. Note that X only depends on the trials T 1 , . . . , T |F | which come from exposing edges inF (note that we fixedF before exposing any edges). Changing the outcome of any one trial affects X by at most one, since it can add or remove at most one edge to H. Also, if X ≥ s, then there is clearly a set of s trials which witness that X ≥ s. Hence, by Lemma 6 with c = r = 1 we have that
.
Since E(X ) = ω(1), taking t to be E(X ) 2/3 gives us that
Hence, whp e(H) ≥ (1−o(1))E(X ) and so whp H has average degree Ω k 1 2 . Thus, by Corollary 1 whp
Observe that by contracting each A i the graph G becomes a minor of T ∪F p , and so the result follows.
THE GENERAL CASE: PROOFS OF THEOREM 2
We will broadly follow the strategy of Frieze and Krivelevich [5] and their proof that whp G p is non-planar when δ(G) ≥ k and p = 1+ε k . Using a lemma similar to Lemma 1 they showed that if there is a tree T in G p 1 , where p 1 = 1+ ε 2 k , with small maximum degree and Ω(|T |k) many edges in G then, after exposing these edges with probability p 2 ≥ ε 2k , the resulting graph will whp be non-planar. Since by Corollary 2 we can split such a tree into components of size around k, we can use Lemma 1 in a similar fashion to find a large complete minor in this case.
In order to find such a tree, Frieze and Krivelevich first build a small tree T 1 with small maximum degree, and then in stages iteratively expose the edges leaving the frontier S t (i.e. the set of active leaves) of the current tree T t under the assumption that |S t | = Θ(|T t |) and that the maximum degree in T t is small (in their argument polylogarithmic in k).
If many of the edges leaving S t go back into the tree T t , then we can apply Lemma 1 as above to find a large complete minor. Otherwise, many of the edges leave T t , in which case Frieze and Krivelevich showed that one can either find a dense subgraph between S t and its neighbourhood, and so also a large complete minor by Theorem 3, or add a new layer of significant size to the current tree, whilst keeping the maximum degree bounded, allowing one to grow a slightly larger tree. Since this process cannot continue indefinitely, as G is finite, eventually the tree stops growing, and we find our large minor.
However, one cannot guarantee that the dense subgraph one finds is particularly dense, and so following this strategy naively only produces a minor of size logarithmic in k. Instead, by exposing (the edges emanating from) the vertices of S t sequentially, we will show that if we cannot continue the tree growth then at some point during the process there are many edges in G between the new layer of growth and the remaining vertices in S t , allowing us to apply Lemma 1 as before.
Proof of Theorem 2. Our plan will be to sprinkle with p 1 = Initial Phase : We first run an initial phase in which we build a partial binary tree T 0 of size log log log k =: N in G p 1 . By a partial binary tree we mean a tree in which all vertices have degree three or one, and in which there is a leaf r such that there is some integer L such that every other leaf is at distance L or L − 1 from r .
We will do so via a sequence of trials. In a general stage we will have a set of discarded vertices X which will have size o log k , and a partial binary tree T ′ of size ≤ N , such that so far we have only exposed edges in G p 1 which meet either X or a non-leaf vertex of T ′ .
We choose a leaf v ∈ V (T ′ ) of minimal distance to the root and expose the edges between v and V \ (X ∪V (T ′ ) in G p 1 . If v has at least two neighbours, we choose two of them arbitrarily and add them to T ′ as children of v . Otherwise we say that the trial fails and we add V (T ′ ) to X and choose a new root v arbitrarily from V \ X and set T ′ = v . If at any point |T ′ | = N we set T 0 := T ′ and we finish the initial phase.
Since each v has at least k − |X ∪ V (T ′ )| ≥ (1 − ε)k many neighbours in V \ (X ∪ V (T ′ )), the probability that a trial fails is at most
Hence, each time we choose a new root the probability that we build a suitable T 0 before a trial fails is at least
Therefore, whp we build such a tree before we've chosen γ −N N new roots. Since we only ever discard at most N vertices, during this process the number of discarded vertices is at most
Let S 0 be the set of leaves of T 0 and note that, since T 0 is a partial binary tree as defined above, |S 0 | ≥ 1 4 |T 0 |. Furthermore, during this process we have only exposed edges which are incident to either a vertex in X or a vertex in V (T 0 ) \ S 0 . In particular, we have not exposed any edges between S 0 and V \ (X ∪ V (T 0 )). Tree Branching Phase : Suppose then that in a general step we have a tree T t together with a set S t of leaves of T t , called the frontier of T t , with the following properties:
) have been exposed in G p 1 ; (c) The maximum degree in T is at most K + 1, where K := 4 log 1 ε is a large constant. Note that T 0 and S 0 satisfy these three properties.
Let 0 < δ ≪ ε and let us consider the set
contains a set F of at least δ 2 2 |S t |k ≥ δ 2 ε 32 |T t |k many edges. In particular, note that this implies that |T t | = Ω(k).
Since T t has bounded degree, by Corollary 2 we can split it into connected pieces of size Θ( k), and hence by Lemma 1 when we sprinkle onto the edges of F with probability p 2 , whp we obtain a complete minor of order Ω k logk . So, we may assume that
). Let us arbitrarily order the set V 1 = {s 1 , . . . , s r }.
We will build the new frontier S t+1 by exposing the neighbourhood of each s i in turn. At the start of the process each s i has at least (1 − 2δ)k many possible neighbours, however, as S t+1 grows, it may be that some s i have a significant fraction of their neighbours inside S t+1 .
Let us initially set S t+1 (0) = and B(0) = . We will show that whp we can either find a large complete minor, or construct, for each 1 ≤ j ≤ r , sets S t+1 ( j ) and B( j ), and a forest F ( j ), such that:
(2) Each s ∈ B( j ) has e G (s, S t+1 ( j )) ≥ δk;
Clearly this is satisfied with j = 0. Suppose we have constructed appropriate S t+1 ( j − 1) and B( j − 1).
If d G (s j , S t+1 ( j − 1)) ≥ δk then we let B( j ) = B( j − 1) ∪ s j , S t+1 ( j ) = S t+1 ( j − 1) and F ( j ) = F ( j − 1). If |B( j )| ≥ δ|S t | then we can apply Lemma 1 to the edges spanned by V (T t ∪ F ( j )), those include the edges in E G (B( j ), S t+1 ( j )).
By our assumptions T t ∪F ( j ) has bounded maximum degree, and so by Corollary 2 we can split it into connected parts of size around k. Furthermore,
Hence, by Lemma 1 after sprinkling onto G[V (T t ∪ F ( j ))] with probability p 2 whp we have a complete minor of order Ω k log k . Therefore, we may assume that |B( j )| < δ|S t | and so conditions (1)-(3) are satisfied by B( j ), S t+1 ( j ) and F ( j ).
So, we may assume that d G (s j , S t+1 ( j − 1)) ≤ δk, and hence s j has at least (1 − 3δ)k neighbours in V \ (V (T t ) ∪ S t+1 ( j − 1)). We expose the neighbourhood N ( j ) of s j in V \ (V (T t ) ∪ S t+1 ( j −1)) in G p 1 . Let us choose an arbitrary subset N ′ ( j ) ⊆ N ( j ) of size min{N ( j ), K } and let F ′ ( j ) be the set of edges from s j to N ′ ( j ). We set B( j ) = B( j − 1), S t+1 ( j ) = S t+1 ( j − 1) ∪ N ′ ( j ) and F ( j ) = F ( j − 1) ∪ F ′ ( j ). It is clear that these now satisfy (1)-(3).
Hence we may assume that we have constructed S t+1 (r ), B(r ), and F (r ). Let us set S t+1 = S t+1 (r ) and T t+1 = T t ∪ F (r ). Note that S t+1 is the frontier of T t+1 , and so property (b) is satisfied. Furthermore, since F (r ) has maximum degree K , so is property (c).
Finally, we note that, since |B(r )| < δ|S t |, we exposed the neighbourhood N ( j ) of at least (1−2δ)|S t | of the vertices in S t . Furthermore, the size of the union of their neighbourhoods is stochastically dominated by a sum of restricted binomial random variables. More precisely, if we let Y ∼ min Bin (1 − 3δ)k, p 1 , K , then the sizes of the neighbourhoods (N ′ (i ) : i ∈ B(r )) are stochastically dominated by a sequence of r − |B(r )| many mutually independent copies of Y , (Y i : i ∈ B(r )). Hence, if we let
as long as ε is sufficiently small.
Since r − |B(r )| ≥ (1 − 2δ)|S t |, it follows that E(Z ) ≥ (1 − 2δ)|S t |E(Y ) ≥ (1 + ε 5 )|S t |, and so by Lemma 5 we have that
since r ≤ |S t |. It follows that with probability at least 1 − e −Ω(|S t |) , |S t+1 | ≥ (1 + ε 8 )|S t |, and it is then a simple check that |S t+1 | ≥ ε 16 |T t+1 | and hence property (a) is also satisfied. Hence, we have shown that in the t th step we can either find a large complete minor, or with probability at least 1 − e −Ω(|S t |) we can continue our tree growth. However, since G is finite the tree growth cannot continue forever, and so, unless the tree growth fails at some step, we must eventually find a large minor.
Recall that the probability of failure is o(1) in the initial phase, and by (4.1) the probability that the tree growth fails at some step is at most t e −Ω(|S t |) = o(1), since |S 0 | ≥ 1 4 log log logk and |S t | ≥ (1 + ε 8 )|S t−1 |. Hence the total probability of failure is o(1), and so whp G p contains a large minor.
THE DENSE CASE: PROOF OF THEOREM 3
We will need some auxilliary concepts and results to prove Theorem 3.
Definition.
Let α > 0 be given. A graph G on n vertices is an α-expander if for every set of vertices U ⊆ V (G) with |U | ≤ n 2 the external neighbourhood of U , denoted by N G (U ), satisfies
The following is given as a corollary of Theorem 8.4 in [14] .
Lemma 7 ( [14] ). If G is an α-expander on n vertices with bounded maximum degree, then h(G) = Ω( n).
We note that it follows from results announced in [10] that the conclusion holds without the bounded maximum degree assumption. ≥ ε 2k . We will first give a series of claims about typical properties of G p 1 , which together with Lemmas 7 and 8 will imply the theorem, and then give proofs of the claims.
Firstly, we claim that there exists a constant c 1 > 0 such that whp there is some component C 0 of G p 1 with at least c 1 k vertices. Next we claim that whp every large component in G p 1 spans many edges in G.
Claim 2.
There exists a c 2 > 0 such whp for every connected component C of G p 1 of order at least c 1 k we have e G (C ) ≥ c 2 k|C |.
As a consequence of Claim 2, whp the component C 0 with at least ε 2 5 k vertices (from Claim 1) spans many edges in G. More precisely, we have that whp e G (C 0 ) ≥ c 2 k|C 0 | and so, by the Chernoff bound, whp after we sprinkle with probability p 2 ≥ ε 2k into C 0 , we have It follows from (5.1) and Claim 3 that whp G p [C 0 ] is (c 3 , c 4 , β)-locally sparse.
We shall show that the effect of vertices of large degree on all these estimates is small, so that we can assume that G p [C 0 ] has bounded maximum degree. To do this we use a result from [13] , which says that whp no small set of vertices meets too many edges.
