In this paper, we consider termination of probabilistic programs with real-valued variables. The questions concerned are: (a) qualitative ones that ask (i) whether the program terminates with probability 1 (almost-sure termination) and (ii) whether the expected termination time is finite (finite termination); (b) quantitative ones that ask (i) to approximate the expected termination time (expectation problem) and (ii) to compute a bound B such that the probability to terminate after B steps decreases exponentially (concentration problem).
Introduction
Probabilistic Programs Probabilistic programs extend the classical imperative programs with random-value generators that produce random values according to some desired probability distribution. They provide a rich framework to model a wide variety of applications ranging from randomized algorithms [18, 40] , to stochastic network protocols [3, 34] , to robot planning [30, 33] , just to mention a few. The formal analysis of probabilistic systems in general and probabilistic programs in particular has received a lot of attention in different areas, such as probability theory and statistics [19, 28, 32, 42, 44] , formal methods [3, 34] , artificial intelligence [29, 30] , and programming languages [12, 21, 23, 46] .
Qualitative and Quantitative Termination Questions The most basic, yet important, notion of liveness for programs is termination. For non-probabilistic programs, proving termination is equivalent to synthesizing ranking functions [24] , and many different approaches exist for synthesis of ranking functions over non-probabilistic programs [9, 15, 43, 49] . While a ranking function guarantees termination of a non-probabilistic program with certainty in a finite number of steps, there are many natural extensions of the termination problem in the presence of probability. In general, we can classify the termination questions over probabilistic programs as qualitative Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. and quantitative ones. The relevant questions studied in this paper are illustrated as follows.
1. Qualitative Questions. The most basic qualitative question is on almost-sure termination which asks whether a program terminates with probability 1. Another fundamental question is about finite termination (aka positive almost-sure termination [7, 23] ) which asks whether the expected termination time is finite. Note that finite expected termination time implies almost-sure termination, whereas the converse does not hold in general. 2. Quantitative Questions. We consider two quantitative questions, namely expectation and concentration questions. The expectation question asks to approximate the expected termination time of a probabilistic program (within some additive or relative error), provided that the expected termination time is finite. The concentration problem asks to compute a bound B such that the probability that the termination time is below B is concentrated, or in other words, the probability that the termination time exceeds the bound B decreases exponentially.
Besides, we would like to note that there exist other quantitative questions such as bounded-termination question which asks to approximate the probability to terminate after a given number of steps (cf. [39] etc.).
Non-determinism in Probabilistic Programs Along with probability, another fundamental aspect in modelling is non-determinism.
In programs, there can be two types of non-determinism: (i) demonic non-determinism that is adversarial (e.g., to be resolved to ensure non-termination or to increase the expected termination time, etc.) and (ii) angelic non-determinism that is favourable (e.g., to be resolved to ensure termination or to decrease the expected termination time, etc.). The demonic non-determinism is necessary in many cases, and a classic example is abstraction: for efficient static analysis of large programs, it is infeasible to track all variables of the program; the key technique in such cases is abstraction of variables, where certain variables are not considered for the analysis and they are instead assumed to induce a worst-case behaviour, which exactly corresponds to demonic non-determinism. On the other hand, angelic non-determinism is relevant in synthesis. In program sketching (or programs with holes as studied extensively in [50] ), certain expressions can be synthesized which helps in termination, and this corresponds to resolving non-determinism in an angelic way. The consideration of the two types of non-determinism gives the following classes:
1. probabilistic programs without non-determinism; 2. probabilistic programs with at most demonic non-determinism; 3. probabilistic programs with at most angelic non-determinism; 4. probabilistic programs with both angelic and demonic nondeterminism.
Previous Results
We discuss the relevant previous results for termination analysis of probabilistic programs.
• Discrete Probabilistic Choices. In [37, 38] , McIver and Morgan presented quantitative invariants to establish termination, which works for probabilistic programs with non-determinism, but restricted only to discrete probabilistic choices. • Infinite Probabilistic Choices without Non-determinism. On one hand, the approach of [37, 38] was extended in [12] to ranking supermartingales resulting in a sound (but not complete) approach to prove almost-sure termination for infinite-state probabilistic programs with integer-and real-valued random variables drawn from distributions including uniform, Gaussian, and Poison; the approach was only for probabilistic programs without non-determinism. On the other hand, Bournez and Garnier [7] related the termination of probabilistic programs Table 1 . Computational complexity of qualitative and quantitative questions for termination of probabilistic programs in LRAPP, where the complexity of quantitative questions is for programs in bounded LRAPP with discrete probability choices. Results marked by † were obtained under additional assumptions.
without non-determinism to Lyapunov ranking functions. For probabilistic programs with countable state-space and without non-determinism, the Lyapunov ranking functions provide a sound and complete method for proving finite termination [7, 25] . Another relevant approach [39] is to explore the exponential decrease of probabilities upon bounded-termination through abstract interpretation [17] , resulting in a sound method for proving almost-sure termination. • Infinite Probabilistic Choices with Non-determinism. The situation changes significantly in the presence of non-determinism. The Lyapunov-ranking-function method as well as the rankingsupermartingale method are sound but not complete in the presence of non-determinism for finite termination [23] . However, for a subclass of probabilistic programs with at most demonic non-determinism, a sound and complete characterization for finite termination through ranking-supermartingale is obtained in [23] .
Our Focus We focus on ranking-supermartingale based algorithmic study for qualitative and quantitative questions on termination analysis of probabilistic programs with non-determinism. In view of the existing results, there are at least three important classes of open questions, namely (i) efficient algorithms, (ii) quantitative questions and (iii) complexity in presence of two different types of non-determinism. Firstly, while [23] presents a fundamental result on ranking supermartingales over probabilistic programs with nondeterminism, the generality of the result makes it difficult to obtain efficient algorithms; hence an important open question that has not been addressed before is whether efficient algorithmic approaches can be developed for synthesizing ranking supermartingales of simple form over probabilistic programs with non-determinism. The second class of open questions asks whether ranking supermartingales can be used to answer quantitative questions, which have not been tackled at all to our knowledge. Finally, no previous work considers complexity to analyze probabilistic programs with both the two types of non-determinism (as required for the synthesis problem with abstraction).
Our Contributions In this paper, we consider a subclass of probabilistic programs called affine probabilistic programs (APP's) which involve both demonic and angelic non-determinism. In general, an APP is a probabilistic program whose all arithmetic expressions are linear. Our goal is to analyse the simplest class of ranking supermartingales over APP's, namely, linear ranking supermartingales. We denote by LRAPP the set of all APP's that admit a linear ranking supermartingale. Our main contributions are as follows:
1. Qualitative Questions. Our results are as follows.
Algorithm. We present an algorithm for probabilistic programs with both angelic and demonic non-determinism that decides whether a given instance of an APP belongs to LRAPP (i.e., whether a linear ranking supermartingale exists), and if yes, then synthesize a linear ranking supermartingale (for proving almost-sure termination). We also show that almost-sure termination coincides with finite termination over LRAPP. Our result generalizes the one [12] for probabilistic programs without nondeterminism to probabilistic programs with both the two types of non-determinism. Moreover, in [12] even for affine probabilistic programs without non-determinism, possible quadratic constraints may be constructed; in contrast, we show that for affine probabilistic programs with at most demonic non-determinism, a set of linear constraints suffice, leading to polynomial-time decidability (cf. Remark 2).
Complexity. We establish a number of complexity results as well. For programs in LRAPP with at most demonic nondeterminism our algorithm runs in polynomial time by reduction to solving a set of linear constraints. In contrast, we show that for probabilistic programs in APP's with only angelic nondeterminism even deciding whether a given instance belongs to LRAPP is NP-hard. In fact our hardness proof applies even in the case when there are no probabilities but only angelic non-determinism. Finally, for APP's with two types of nondeterminism (which is NP-hard as the special case with only angelic non-determinism is NP-hard) our algorithm reduces to quadratic constraint solving. The problem of quadratic constraint solving is also NP-hard and can be solved in PSPACE; we note that developing practical approaches to quadratic constraint solving (such as using semidefinite relaxation) is an active research area [6] . 2. Quantitative Questions. We present three types of results. To the best of our knowledge, we present the first complexity results (summarized in Table 1 ) for quantitative questions. First, we show that the expected termination time is irrational in general for programs in LRAPP. Hence we focus on the approximation questions. For concentration results to be applicable, we consider the class bounded LRAPP which consists of programs that admit a linear ranking supermartingale with bounded difference. Our results are as follows.
Hardness Result. We show that the expectation problem is PSPACE-hard even for deterministic programs in bounded LRAPP. Concentration Result on Termination Time. We present the first concentration result on termination time through linear ranking-supermartingales over probabilistic programs in bounded LRAPP. We show that by solving a variant version of the problem for the qualitative questions, we can obtain a bound B such that the probability that the termination time exceeds n ≥ B decreases exponentially in n. Moreover, the bound B computed is at most exponential. As a consequence, unfolding a program upto O(B) steps and approximating the expected termination time explicitly upto O(B) steps, imply approximability (in 2EXPTIME) for the expectation problem. Finer Concentration Inequalities. Finally, in analysis of supermartingales for probabilistic programs only Azuma's inequality [2] has been proposed in the literature [12] . We show how to obtain much finer concentration inequalities using Hoeffding's inequality [27, 36] (for all programs in bounded LRAPP) and
Bernstein's inequalities [4, 36] (for incremental programs in LRAPP, where all updates are increments/decrements by some affine expression over random variables). Bernstein's inequality is based on the deep mathematical results in measure theory on spin glasses [4] , and we show how they can be used for analysis of probabilistic programs.
Experimental Results. We show the effectiveness of our approach to answer qualitative and concentration questions on several classical problems, such as random walk in one dimension, adversarial random walk in one dimension and two dimensions (that involves both probability and demonic non-determinism).
Note that the most restricted class we consider is bounded LRAPP, but we show that several classical problems, such as random walks in one dimension, queuing processes, belong to bounded LRAPP, for which our results provide a practical approach.
Due to space limit, we omit most parts of technical details related to this paper; they can be found in [13] .
Preliminaries

Basic Notations
For a set A we denote by |A| the cardinality of A. We denote by N, N0, Z, and R the sets of all positive integers, non-negative integers, integers, and real numbers, respectively. We use boldface notation for vectors, e.g. x, y, etc, and we denote an i-th component of a vector x by x[i].
An affine expression is an expression of the form d + n i=1 aixi, where x1, . . . , xn are variables and d, a1, . . . , an are real-valued constants. Following the terminology of [31] we fix the following nomenclature:
• Linear Constraint. A linear constraint is a formula of the form ψ or ¬ψ, where ψ is a non-strict inequality between affine expressions. • Linear Assertion. A linear assertion is a finite conjunction of linear constraints. • Propositionally Linear Predicate. A propositionally linear predicate is a finite disjunction of linear assertions.
In this paper, we deem any linear assertion equivalently as a polyhedron defined by the linear assertion (i.e., the set of points satisfying the assertion). It will be always clear from the context whether a linear assertion is deemed as a logical formula or as a polyhedron.
Syntax of Affine Probabilistic Programs
In this subsection, we illustrate the syntax of programs that we study. We refer to this class of programs as affine probabilistic programs since it involves solely affine expressions.
Let X and R be countable collections of program and random variables, respectively. The abstract syntax of affine probabilistic programs (APPs) is given by the grammar in Figure 1 , where the expressions pvar and rvar range over X and R, respectively.
The grammar is such that expr and rexpr may evaluate to an arbitrary affine expression over the program variables, and the program and random variables, respectively (note that random variables can only be used in the RHS of an assignment). Next, bexpr may evaluate to an arbitrary propositionally linear predicate.
The guard of each if-then-else statement is either a keyword angel (intuitively, this means that the fork is non-deterministic and the non-determinism is resolved angelically; see also the definition of semantics below), a keyword demon (demonic resolution of nondeterminism), keyword prob(p), where p ∈ [0, 1] is a number given in decimal representation (represents probabilistic choice, where the if-branch is executed with probability p and the then-branch with probability 1 − p), or the guard is a propositionally linear predicate, in which case the statement represents a standard deterministic conditional branching. Figure 2 . The program variable is x, and there is a while loop, where given a probabilistic choice one of two statement blocks Q1 or Q2 is executed. The block Q1 (resp. Q2) is executed if the probabilistic choice is at least 0.6 (resp. less than 0.4). The statement block Q1 (resp., Q2) is an angelic (resp. demonic) conditional statement to either increment or decrement x.
Semantics of Affine Probabilistic Programs
We now formally define the semantics of APP's. In order to do this, we first recall some fundamental concepts from probability theory.
Basics of Probability Theory
The crucial notion is of the probability space. A probability space is a triple (Ω, F, P), where Ω is a non-empty set (so called sample space), F is a sigma-algebra over Ω, i.e. a collection of subsets of Ω that contains the empty set ∅, and that is closed under complementation and countable unions, and P is a probability measure on F, i.e., a function P : F → [0, 1] such that • P(∅) = 0,
• for all A ∈ F it holds P(Ω A) = 1 − P(A), and • for all pairwise disjoint countable set sequences A1, A2, · · · ∈ F (i.e., Ai ∩ Aj = ∅ for all i = j) we have
A random variable in a probability space (Ω, F, P) is an Fmeasurable function X : Ω → R ∪ {∞}, i.e., a function such that for every x ∈ R ∪ {∞} the set {ω ∈ Ω | X(ω) ≤ x} belongs to F. We denote by E(X) the expected value of a random variable X, i.e. the Lebesgue integral of X with respect to the probability measure P. The precise definition of the Lebesgue integral of X is somewhat technical and we omit it here, see, e.g., [45, Chapter 4] , or [5, Chapter 5] for a formal definition. A filtration of a probability space (Ω, F, P) is a sequence {Fi} ∞ i=0 of σ-algebras over Ω such that F0 ⊆ F1 ⊆ · · · ⊆ Fn ⊆ · · · ⊆ F.
Stochastic Game Structures
There are several ways in which one can express the semantics of APP's with (angelic and demonic) nondeterminism [12, 23] . In this paper we take an operational approach, viewing our programs as 2-player stochastic games, where oneplayer represents the angelic non-determinism, and the other player (the opponent) the demonic non-determinism. Definition 1. A stochastic game structure (SGS) is a tuple G = (L, (X, R), 0, x0, →, Pr, G), where • L is a finite set of locations partitioned into four pairwise disjoint subsets LA, LD, LP , and LS of angelic, demonic, probabilistic, and standard (deterministic) locations; • X and R are finite disjoint sets of real-valued program and random variables, respectively. We denote by D the joint distribution of variables in R; • 0 is an initial location and x0 is an initial valuation of program variables; • → is a transition relation, whose every member is a tuple of the form ( , f, ), where and are source and target program locations, respectively, and f : R |X∪R| → R |X| is an update function; • Pr = {Pr } ∈L P is a collection of probability distributions, where each Pr is a discrete probability distribution on the set of all transitions outgoing from . • G is a function assigning a propositionally linear predicates (guards) to each transition outgoing from deterministic locations.
We stipulate that each location has at least one outgoing transition. Moreover, for every deterministic location we assume the following: if τ1, . . . , τ k are all transitions outgoing from , then
And we assume that each coordinate of D represents an integrable random variable (i.e., the expected value of the absolute value of the random variable exists).
For notational convenience we assume that the sets X and R are endowed with some fixed linear ordering, which allows us to write X = {x1, x2, . . . , x |X| } and R = {r1, r2, . . . , r |R| }.
Every update function f in a stochastic game can then be viewed as a tuple (f1,
the vectors of concrete valuations of program and random variables, respectively. In particular, we assume that each component of r lies within the range of the corresponding random variable. We use the following succinct notation for special update functions: by id we denote a function which does not change the program variables at all, i.e. for every 1 ≤ i ≤ |X| we have fi(x, r) = x[i]. For a function g over the program and random variables we denote by [xj/g] the update function f such that fj(x, r) = g(x, r) and fi(x, r) = x[i] for all i = j.
We say that an SGS G is normalized if all guards of all transitions in G are in a disjunctive normal form. Example 2. Figure 8 shows an example of stochastic game structure. Deterministic locations are represented by boxes, angelic locations by triangles, demonic locations by diamonds, and stochastic locations by circles. Transitions are labelled with update functions, while guards and probabilities of transitions outgoing from deterministic and stochastic locations, respectively, are given in rounded rectangles on these transitions. For the sake of succinctness we do not picture tautological guards and identity update functions. Note that the SGS is normalized. We will describe in Example 3 how the stochastic game structure shown corresponds to the program described in Example 1.
Dynamics of Stochastic Games
where is a location of G and x is a valuation of program variables. We say that a transition τ is enabled in a configuration ( , x) if is the source location of τ and in addition,
The possible behaviours of the system modelled by G are represented by runs in G. Formally, a finite path (or execution fragment) in G is a finite sequence of configurations
and a valuation r of random variables such that xi+1 = f (xi, r). A run (or execution) of G is an infinite sequence of configurations whose every finite prefix is a finite path. A configuration ( , x) is reachable from the start configuration ( 0, x0) if there is a finite path starting at ( 0, x0) that ends in ( , x).
Due to the presence of non-determinism and probabilistic choices, an SGS G may exhibit a multitude of possible behaviours. The probabilistic behaviour of G can be captured by constructing a suitable probability measure over the set of all its runs. However, before this can be done, non-determinism in G needs to be resolved. To do this, we utilize the standard notion of a scheduler. Definition 2. An angelic (resp., demonic) scheduler in an SGS G is a function which assigns to every finite path in G that ends in an angelic (resp., demonic) configuration ( , x), respectively, a transition outgoing from .
Intuitively, we view the behaviour of G as a game played between two players, angel and demon, with angelic and demonic schedulers representing the strategies of the respective players. That is, schedulers are blueprints for the players that tell them how to play the game. The behaviour of G under angelic scheduler σ and demonic scheduler π can then be intuitively described as follows: The game starts in the initial configuration ( 0, x0). In every step i, assuming the current configuration to be ( i, xi) the following happens:
• A valuation vector r for the random variables of G is sampled according to the distribution D.
is chosen according to the following rules: If i is angelic (resp., demonic), then τ is chosen deterministically by scheduler σ (resp., π). That is, if i is angelic (resp., demonic) and c0c1 · · · ci is the sequence of configurations observed so far, then τ equals σ(c0c1 · · · ci) (resp., π(c0c1 · · · ci)). If i is probabilistic, then τ is chosen randomly according to the distribution Pr i . If i is deterministic, then by the definition of an SGS there is exactly one enabled transition outgoing from i, and this transition is chosen as τ . • The transition τ is traversed and the game enters a new configuration ( i+1, xi+1) = ( , f (xi, r)).
In this way, the players and random choices eventually produce a random run in G. The above intuitive explanation can be formalized by showing that the schedulers σ and π induce a unique probability measure P σ,π over a suitable σ-algebra having runs in G as a sample space. If G does not have any angelic/demonic locations, there is only one angelic/demonic scheduler (an empty function) that we typically omit from the notation, i.e. if there are no angelic locations we write only P π etc.
From Programs to Games To every affine probabilistic program P we can assign a stochastic game structure GP whose locations correspond to the values of the program counter of P and whose transition relation captures the behaviour of P . The game GP has the same program and random variables as P , with the initial valuation x0 of the former and the distribution D of the latter being specified in the program's preamble. The construction of the state space of GP can be described inductively. For each program P the game GP contains two distinguished locations, in P and out P , the latter one being always deterministic, that intuitively represent the state of the program counter before and after executing P , respectively.
Expression and Skips. For
variable and E is an arithmetic expression, or P = skip, the game GP consists only locations in P and out P (both deterministic) and a transition (
Sequential Statements. For P = Q1; Q2 we take the games GQ 1 , GQ 2 and join them by identifying the location out
, and we identify the locations out Q 1 and out Q 1 with out P . In this case the newly added location in P is angelic/demonic if and only if ndb is the keyword 'angel'/'demon', respectively. If ndb is of the form prob(p), the location in P is probabilistic with Pr in P (τ1) = p and Pr in
Once the game GP is constructed using the above rules, we put G(τ ) = true for all transitions τ outgoing from deterministic locations whose guard was not set in the process, and finally we add a self-loop on the location out P . This ensures that the assumptions in Definition 1 are satisfied. Furthermore note that for SGS obtained for a program P , since the only branching are conditional branching, every location has at most two successors 1, 2. Example 3. We now illustrate step by step how the SGS of Example 2 corresponds to the program of Example 1. We first consider the statements Q1 and Q2 (Figure 3) , and show the corresponding SGSs in Figure 4 . Then consider the statement block Q3 which is a probabilistic choice between Q1 and Q2 ( Figure 5 ). The corresponding SGS ( Figure 6 ) is obtained from the previous two SGSs as follows: we consider a probabilistic start location where there is a probabilistic branch to the start locations of the SGSs of Q1 and Q2, and the SGS ends in a location with only self-loop. Finally, we consider the whole program as Q4 (Figure 7) , and the corresponding SGS in (Figure 8 ). The SGS is obtained from SGS for Q3, with the self-loop replaced by a transition back to the probabilistic location (with guard x ≥ 0), and an edge to the final location (with guard x < 0). The start location of the whole program is a new location, with transition labeled x := 0, to the start of the while loop location. We label the locations in Figure 8 to refer to them later.
Q1 : i f a n g e l t h e n x := x + 1 e l s e x := x − 1 f i Q2 : i f demon t h e n x := x + 1 e l s e x := x − 1 f i Figure 3 . Programs Q1 and Q2
x:=x+1
x:=x-1
x:=x+1 x:=x-1 x:=x+1
x:=x-1 Figure 6 . SGS of Q3
Qualitative and Quantitative Termination Questions
We consider the most basic notion of liveness, namely termination, for probabilistic programs, and present the relevant qualitative and quantitative questions.
Qualitative question. We consider the two basic qualitative questions, namely, almost-sure termination (i.e., termination with probability 1) and finite expected termination time. We formally define them below.
Given a program P , let GP be the associated SGS. A run ρ is terminating if it reaches a configuration in which the location is out P . Consider the random variable T which to every run ρ in GP assigns the first point in time in which a configuration with the location out P is encountered, and if the run never reaches such a configuration, then the value assigned is ∞. Definition 3 (Qualitative termination questions). Given a program P and its associated normalized SGS GP , we consider the following two questions:
terminating if there exists an angelic scheduler (called a.s terminating) σ such that for all demonic schedulers π we have P σ,π ({ρ | ρ is terminating }) = 1; or equivalently, P σ,π (T < ∞) = 1. 2. Finite Termination. The program P is finitely terminating (aka positively almost-sure terminating) if there exists an angelic scheduler σ (called finitely terminating) such that for all demonic schedulers π it holds that E σ,π [T ] < ∞.
Note that for all angelic schedulers σ and demonic schedulers π x:=0
x < 0
x ≥ 0 6 10 4 10
the converse does not hold in general. In other words, finitely terminating implies a.s. terminating, but a.s. termination does not imply finitely termination. Definition 4 (Quantitative termination questions). Given a program P and its associated normalized SGS GP , we consider the following notions:
if there exists two positive constants c1 and c2 such that for all x ≥ B, we have Thr(P,
where Thr(P, x) = infσ sup π P σ,π (T > x) (i.e., the probability that the termination time exceeds x ≥ B decreases exponentially in x).
Note that we assume that an SGS GP for a program P is already given in a normalized form, as our algorithms assume that all guards in GP are in DNF. In general, converting an SGS into a normalized SGS incurs an exponential blow-up as this is the worstcase blowup when converting a formula into DNF. However, we note that for programs P that contain only simple guards, i.e. guards that are either conjunctions or disjunctions of linear constraints, a normalized game GP can be easily constructed in polynomial time using de Morgan laws. In particular, we stress that all our hardness results hold already for programs with simple guards, so they do not rely on the requirement that GP must be normalized.
The Class LRAPP
For probabilistic programs a very powerful technique to establish termination is based on ranking supermartingales. The simplest form of ranking supermartingales are the linear ranking ones. In this section we will consider the class of APP's for which linear ranking supermartingales exist, and refer to it as LRAPP. Linear ranking supermartingales have been considered for probabilistic programs without any types of non-determinism [12] . We show how to extend the approach in the presence of two types of non-determinism. We also show that in LRAPP we have that a.s. termination coincides with finite termination (i.e., in contrast to the general case where a.s. termination might not imply finite-termination, for the well-behaved class of LRAPP we have a.s. termination implies finite termination). We first present the general notion of ranking supermartingales, and will establish their role in qualitative termination. Definition 5 (Ranking Supermartingales [23] ). A discrete-time stochastic process {Xn} n∈N wrt a filtration {Fn} n∈N is a ranking supermartingale (RSM) if there exists K < 0 and > 0 such that for all n ∈ N, E(|Xn|) exists and it holds almost surely (with probability 1) that
where E(Xn+1 | Fn) is the conditional expectation of Xn+1 given the σ-algebra Fn (cf. [51, Chapter 9] ).
In following proposition we establish the relationship between RSMs and certain notion of termination time. Proposition 1. Let {Xn} n∈N be an RSM wrt filtration {Fn} n∈N and let numbers K, be as in Definition 5. Let Z be the random variable defined as Z := min{n ∈ N | Xn < 0}; which denotes the first time n that the RSM Xn drops below 0. Then P(Z < ∞) = 1 and E(Z) ≤ E(X 1 )−K . Remark 1. WLOG we can consider that the constants K and in Definition 5 satisfy that K ≤ −1 and ≥ 1, as an RSM can be scaled by a positive scalar to ensure that and the absolute value of K are sufficiently large.
For the rest of the section we fix an affine probabilistic program P and let GP = (L, (X, R), 0, x0, →, Pr, G) be its associated SGS. We fix the filtration {Fn} n∈N such that each Fn is the smallest σ-algebra on runs that makes all random variables in {θj} 1≤j≤n , {x k,j } 1≤k≤|X|,1≤j≤n measurable, where θj is the random variable representing the location at the j-th step (note that each location can be deemed as a natural number.), and x k,j is the random variable representing the value of the program variable x k at the j-th step.
To introduce the notion of linear ranking supermartingales, we need the notion of linear invariants defined as follows. Definition 6 (Linear Invariants). A linear invariant on X is a function I assigning a finite set of non-empty linear assertions on X to each location of GP such that for all configurations ( , x) reachable from ( 0, x0) in GP it holds that x ∈ I( ).
Generation of linear invariants can be done through abstract interpretation [17] , as adopted in [12] . We first extend the notion of pre-expectation [12] to both angelic and demonic non-determinism. Definition 7 (Pre-Expectation). Let η : L × R |X| → R be a function. The function pre η : L × R |X| → R is defined by:
Intuitively, pre η ( , x) is the one-step optimal expected value of η from the configuration ( , x). In view of Remark 1, the notion of linear ranking supermartingales is now defined as follows. 
We refer to the above conditions as follows: C1 is the linearity condition; C2 is the non-terminating non-negativity condition, which specifies that for every non-terminating location the RSM is nonnegative; C3 is the terminating negativity condition, which specifies that in the terminating location the RSM is negative (less than −1) and lowerly bounded; C4 is the supermartingale difference condition which is intuitively related to the difference in the RSM definition (cf Definition 5). Remark 2. In [12] , the condition C3 is written as K ≤ η( , x) < 0 and is handled by Motzkin's Transposition Theorem, resulting in possibly quadratic constraints. Here, we replace η( , x) < 0 equivalently with η( , x) ≤ K which allows one to obtain linear constraints through Farkas' linear assertion, where the equivalence follows from the fact that maximal value of a linear program can be attained if it is finite. This is crucial to our PTIME result over programs with at most demonic non-determinism.
Informally, LRSMs extend linear expression maps defined in [12] with both angelic and demonic non-determinism. The following theorem establishes the soundness of LRSMs. Theorem 1. If there exists an LRSM η wrt I for GP , then 1. P is a.s. terminating; and 2. ET(P ) ≤ η( 0 ,x 0 )−K . In particular, ET(P ) is finite.
Key proof idea. Let η be an LRSM, wrt a linear invariant I for GP . Let σ be the angelic scheduler whose decisions optimize the value of η at the last configuration of any finite path, represented by
for all end configurations ( , x) such that ∈ LA and x ∈ R |X| . Fix any demonic strategy π. Let the stochastic process {Xn} n∈N be defined by: Xn(ω) := η(θn(ω), {x k,n (ω)} k ). We show that {Xn} n∈N is an RSM, and then use Proposition 1 to obtain the desired result. Remark 3. Note that the proof of Theorem 1 also provides a way to synthesize an angelic scheduler, given the LRSM, to ensure that the expected termination time is finite (as our proof gives an explicit construction of such a scheduler). Also note that the result provides an upper bound, which we denote as UB(P ), on ET(P ).
The class LRAPP. The class LRAPP consists of all APP's for which there exists a linear invariant I such that an LRSM exists w.r.t I for GP . It follows from Theorem 1 that programs in LRAPP terminate almost-surely, and have finite expected termination time.
LRAPP: Qualitative Analysis
In this section we study the computational problems related to LRAPP. We consider the following basic computational questions regarding realizability and synthesis.
LRAPP realizability and synthesis. Given an APPP with its normalized SGS GP and a linear invariant I, we consider the following questions:
1. LRAPP realiazability. Does there exist an LRSM wrt I for GP ? 2. LRAPP synthesis. If the answer to the realizability question is yes, then construct a witness LRSM.
Note that the existence of an LRSM implies almost-sure and finitetermination (Theorem 1), and presents affirmative answers to the qualitative questions. We establish the following result. Theorem 2. The following assertions hold:
1. The LRAPP realizability and synthesis problems for programs in APPs can be solved in PSPACE, by solving a set of quadratic constraints.
For programs in
APPs with only demonic non-determinism, the LRAPP realizability and synthesis problems can be solved in polynomial time, by solving a set of linear constraints. 3. Even for programs in APPs with simple guards, only angelic non-determinism, and no probabilistic choice, the LRAPP realizability problem is NP-hard.
Discussion and organization. The significance of our result is as follows: it presents a practical approach (based on quadratic constraints for general APPs, and linear constraints for APPs with only demonic non-determinism) for the problem, and on the other hand it shows a sharp contrast in the complexity between the case with angelic non-determinism vs demonic non-determinism (NP-hard vs PTIME). In Section 4.1 we present an algorithm to establish the first two items, and then establish the hardness result in Section 4.2.
Algorithm and Upper Bounds
Solution overview. Our algorithm is based on an encoding of the conditions (C1-C4) for an LRSM into a set of universally quantified formulae. Then the universally quantified formulae are translated to existentially quantified formulae, and the key technical machineries are Farkas' Lemma and Motzkin's Transposition Theorem (which we present below). Theorem 3 (Farkas' Lemma [22, 47] ). 
where ξ is a column-vector variable of dimension n. Moreover, let
Note that R n ⊆ {x | c T x ≤ d} iff c = 0 and d ≥ 0.
Below we show that Farkas' Lemma can be slightly extended to strict inequalities. 
where ξ (resp. ζ) is an m-dimensional (resp. k-dimensional) columnvector variable. Note that if all the parameters H, B and c are constant, then the assertion is linear, however, in general the assertion is quadratic.
Handling emptiness check. The results described till now on linear inequalities require that certain sets defined by linear inequalities are nonempty. The following lemma presents a way to detect whether such a set is empty.
Then all of the following three problems can be decided in polynomial time in the binary encoding of A, B, b, d:
Below we fix an input APP P . Notations 1 (Notations for Our Algorithm). Our algorithm for LRSM realizability and synthesis, which we call LRSMSYNTH, is notationally heavy. To present the algorithm succinctly we will use the following notations (that will be repeatedly used in the algorithm). 
which specifies the condition C4 for LRSM. 6. We will consider a ∈L and b ∈L as vector and scalar variables, respectively, and will use c , d as vector/scalar linear expressions over a ∈L and b ∈L to be determined by PreExp (cf. Item 8 below), respectively. Similarly, for a transition τ we will also use c ,τ (resp. c τ ), d ,τ (resp., 
7.
Half: We will use the following notation Half for polyhedrons (or half-spaces) given by
and similarly, Half(c τ , d τ , ) and Half(c ,τ , d ,τ , ).
PreExp:
We will use PreExp(c , d , ) to denote the following predicate:
and similarly for PreExp(c ,τ , d ,τ , ). For τ ∈ → from a non-deterministic location to a target location , we use PreExp(c τ , d τ , ) to denote the following predicate:
By Item 1 in Algorithm LRSMSYNTH (cf. below), one can observe that PreExp determines c , d , c ,τ , d 
Running example. Since our algorithm is technical, we will illustrate the steps of the algorithm on the running example. We consider the SGS of Figure 8 , and assign the invariant I such that
Algorithm LRSMSYNTH. Intuitively, our algorithm transform conditions C1-C4 in Definition 8 into Farkas' or Motzkin assertions; the transformation differs among different types of locations.
The steps of algorithm LRSMSYNTH are as follows: (i) the first two steps are related to initialization; (ii) then steps 3-5 specify condition C4 of LRSM, where step 3 considers probabilistic locations, step 4 deterministic locations, and step 5 both angelic and demonic locations; (iii) step 6 specifies condition C2 and step 7 specifies condition C3 of LRSM; and (iv) finally, step 8 integrates all the previous steps into a set of constraints. We present the algorithm, and each of the steps 3-7 are illustrated on the running example immediately after the algorithm. Formally, the steps are as follows: ⊆ Half(c , d , ) such that PreExp (c , d , ) . Using Farkas' Lemma, Lemma 1 and Lemma 2, the algorithm further transforms it equivalently into the Farkas linear assertion Half(c ,τ , d ,τ , ) such that the sentence ∀x ∈ G(τ ).PreExp(c ,τ , d ,τ , ) holds. Using Farkas' Lemma, Lemma 1 and Lemma 2, the algorithm further transforms it equivalently into φ defined as 
where SetOp is for demonic location and for angelic location, such that PreExp(c τ , d τ , ) holds. 
finally, from Motzkin's Transposition Theorem, Lemma 1 and Lemma 2, the algorithm transforms the sentence equivalently into the nonlinear constraint (Motzkin assertion)
with → = {τ1, . . . , τm}. 6. Non-negativity for non-terminating location. For each location other than the terminating location out P , the algorithm transforms the open sentence ⊆ Half(−a , b , 0) .
Using Farkas' Lemma, Lemma 1 and Lemma 2, the algorithm further transforms it equivalently into
where ξ k, nt are fresh variables. 
where ξ k, t 's and ξ k, tt 's are fresh variables. 8. Solving the constraint problem. For each location , let φ and ϕ be the formula obtained in steps 3-5, and steps 6-7, respectively. The algorithm outputs whether the following formula is satisfiable:
where the satisfiability is interpreted over all relevant open variables in ΞP . Example 4. (Illustration of algorithm LRSMSYNTH on running example). We describe the steps of the algorithm on the running example. For the sake of convenience, we abbreviate a i , b i by ai, bi.
• Probabilistic location: step 3. In our example,
• Deterministic location: step 4. In our example,
8} . • Demonic location: step 5a. In the running example,
• Angelic location: step 5b. In our example,
• Non-negativity of non-terminating location: step 6. In our example, we have
• Terminating location: step 7. In our example, we have
. Remark 6. Note that it is also possible to follow the usage of Motzkin's Transposition Theorem in [31] for angelic locations to first turn the formula into a conjunctive normal form and then apply Motzkin's Theorem on each disjunctive sub-clause. Instead we present a direct application of Motzkin's Theorem.
Correctness and analysis. The construction of the algorithm ensures that there exists an LRSM iff the algorithm LRSMSYNTH answers yes. Also note that if LRSMSYNTH answers yes, then a witness LRSM can be obtained (for synthesis) from the solution of the constraints. Moreover, given a witness we obtain an upper bound UB(P ) on ET(P ) from Theorem 1. We now argue two aspects:
1. Linear constraints. First observe that for algorithm LRSM-SYNTH, all steps, other than the one for angelic non-determinism, only generates linear constraints. Hence it follows that in the absence of angelic non-determinism we obtain a set of linear constraints that is polynomial in the size of the input. Hence we obtain the second item of Theorem 2. 2. Quadratic constraints. Finally, observe that for angelic nondeterminism the application of Motzkin's Theorem generates only quadratic constraints. Since the existential first-order theory of the reals can be decided in PSPACE [11] , we get the first item of Theorem 2.
Lower Bound
We establish the third item of Theorem 2. Lemma 3. The LRAPP realizability problem for APPs with angelic non-determinism is NP-hard, even for non-probabilistic nondemonic programs with simple guards.
Proof (sketch). We show a polynomial reduction from 3-SAT to the LRAPP realizability problem. For a propositional formula ψ we construct a non-probabilistic non-demonic program P ψ whose variables correspond to the variables of ψ and whose form is as follows: the program consists of a single while loop within which each variable is set to 0 or 1 via an angelic choice. The guard of the loop checks whether ψ is satisfied by the assignment: if it is not satisfied, then the program proceeds with another iteration of the loop, otherwise it terminates. The test can be performed using a propositionally linear predicate; e.g. for the formula (x1 ∨ x2 ∨ ¬x3)∧(¬x2 ∨x3 ∨x4) the loop guard will be x1 +x2
To each location we assign a simple invariant I which says that all program variables have values between 0 and 1. The right hand sides of inequalities in the loop guard are set to 1 2 in order for the reduction to work with this invariant: setting them to 1, which might seem to be an obvious first choice, would only work for an invariant saying that all variables have value 0 or 1, but such a condition cannot be expressed by a polynomially large propositionally linear predicate.
If ψ is not satisfiable, then the while loop obviously never terminates and hence by Theorem 1 there is no LRSM for P ψ with respect to any invariant, including I. Otherwise there is a satisfying assignment ν for ψ which can be used to construct an LRSM η with respect to I. Intuitively, η measures the distance of the current valuation of program variables from the satisfying assignment ν. By using a scheduler σ that consecutively switches the variables to the values specified by ν the angel ensures that η eventually decreases to zero. Since the definition of a pre-expectation is independent of the scheduler used, we must ensure that the conditions C2 and C4 of LRSM hold also for those valuations x that are not reachable under σ. This is achieved by multiplying the distance of each given variable xi from ν by a suitable penalty factor Pen in all locations in the loop that are positioned after the branch in which xi is set. For instance, in a location that follows the choice of x1 and x2 and precedes the choice of x3 and x4 the expression assigned by η in the above example will be of the form Pen·((1−x1)+x2)+(1−x3)+x4 +d, where d is a suitable number varying with program locations. This ensures that the value of η for valuations that are not reachable under σ is very large, and thus it can be easily decreased in the following steps by switching to σ.
LRAPP: Quantitative Analysis
In this section we consider the quantitative questions for LRAPP. We first show a program P in LRAPP with only discrete probabilistic choices such that the expected termination time ET(P ) is irrational. n := 1 ; w h i l e n ≥ 1 do i f prob( 1 2 ) t h e n n := n + 1 e l s e n := n − 1 ; n := n − 1 f i od Figure 9 . An example where ET(P ) is irrational.
Example 5. Consider the example in Fig. 9 . The program P in the figure represents an operation of a so called one-counter Markov chain, a very restricted class of APPs without non-determinism and with a single integer variable. It follows from results of [10] and [20] that the termination time of P is equal to a solution of a certain system of quadratic equations, which in this concrete example evaluates to 2(5 + √ 5), an irrational number.
Given that the expected termination time can be irrational, we focus on the problem of its approximation. To approximate the termination time we first compute concentration bounds (see Definition 4) . Concentration bounds can only be applied if there exist bounds on martingale change in every step. Hence we define the class of bounded LRAPP.
Bounded LRAPP. An LRSM η wrt invariant I is bounded if there exists an interval [a, b] such that the following holds: for all locations and successors of , and all valuations x ∈ I( ) and x ∈ I( ) if ( , x ) is reachable in one-step from ( , x), then we have (η( , x ) − η( , x)) ∈ [a, b]. Bounded LRAPP is the subclass of LRAPP for which there exist bounded LRSMs for some invariant. For example, for a program P , if all updates are bounded by some constants (e.g., bounded domain variables, and each probability distribution has a bounded range), then if it belongs to LRAPP, then it also belongs to bounded LRAPP. Note that all examples presented in this section (as well several in Section 6) are in bounded LRAPP.
We formally define the quantitative approximation problem for LRAPPs as follows: the input is a program P in bounded LRAPP, an invariant I for P , a bounded LRSM η with a bounding interval [a, b], and a rational number δ ≥ 0. The output is a rational number ν such that | inf σ∈cmp(η) sup π ET(P ) − ν| ≤ δ, where cmp(η) is the set of all angelic schedulers σ that are compatible with η, i.e. that obeys the construction for angelic scheduler illustrated below Theorem 1. Note that cmp(η) is non-empty (see Remark 3). This condition is somewhat restrictive, as it might happen that no near-optimal angelic scheduler is compatible with a martingale η computed via methods in Section 3. On the other hand, this definition captures the problem of extracting, from a given LRSM η, as precise information about the expected termination time as possible. Note that for programs without angelic non-determinism the problem is equivalent to approximating ET(P ).
Our main results on are summarized below.
Theorem 5. 1. A concentration bound B can be computed in the same complexity as for qualitative analysis (i.e., in polynomial time with only demonic non-determinism, and in PSPACE in the general case). Moreover, the bound B is at most exponential.
2. The quantitative approximation problem can be solved in a doubly exponential time for bounded LRAPP with only discrete probability choices. It cannot be solved in polynomial time unless P = PSPACE, even for programs without probability or nondeterminism. Remark 7. Note that the bound B is exponential, and our result (Lemma 5) shows that there exist deterministic programs in bounded LRAPP that terminate exactly after exponential number of steps (i.e., an exponential bound for B is asymptotically optimal for bounded LRAPP).
Concentration Results on Termination Time
In this section, we present the first approach to show how LRSMs can be used to obtain concentration results on termination time for bounded LRAPP.
Concentration Inequalities
We first consider Azuma's Inequality [2] which serves as a basic concentration inequality on supermartingales, and then adapt finer inequalities such as Hoeffding's Inequality [27, 36] , and Bernstein's Inequality [4, 36] to supermartingales. Theorem 6 (Azuma's Inequality [2] ). Let {Xn} n∈N be a supermartingale wrt some filtration {Fn} n∈N and {cn} n∈N be a sequence of positive numbers. If |Xn+1 − Xn| ≤ cn for all n ∈ N, then
2· n k=2 c 2 n for all n ∈ N and λ > 0. 
for all n ∈ N and λ > 0.
LRSMs for Concentration Results
The only previous work which considers concentration results for probabilistic programs is [12] , that argues that Azuma's Inequality can be used to obtain bounds on deviations of program variables. However, this technique does not present concentration result on termination time. For example, consider that we have an additional program variable to measure the number of steps. But still the invariant I (wrt which the LRSM is constructed) can ignore the additional variable, and thus the LRSM constructed need not provide information about termination time. We show how to overcome this conceptual difficulty. For the rest of this section, we fix a program P in bounded LRAPP and its SGS GP . We first present our result for Hoeffding's Inequality (for bounded LRAPP) and then the result for Bernstein's Inequality (for a subclass of bounded LRAPP).
For the rest of this part we fix an affine probabilistic program P and let GP = (L, (X, R), 0, x0, →, Pr, G) be its associated SGS. We fix the filtration {Fn} n∈N such that each Fn is the smallest σ-algebra on runs that makes all random variables in {θj} 1≤j≤n , {x k,j } 1≤k≤|X|,1≤j≤n measurable, where we recall that θj is the random variable representing the location at the jth step, and x k,j is the random variable representing the value of the program variable x k at the j-th step. We recall that T is the termination-time random variable for P .
Constraints for LRSMs to apply Hoeffding's Inequality. Let η be an LRSM to be synthesized for P wrt linear invariant I. Let {Xn} n∈N be the stochastic process defined by
for all natural numbers n. To apply Hoeffding's Inequality, we need to synthesize constants a, b such that Xn+1 − Xn ∈ [a, b] a.s. for all natural numbers n. We encode this condition as follows:
• Probablistic or demonic locations. for all ∈ LP ∪ LD with successor locations 1, 2, the following sentence holds:
• Deterministic locations. for all ∈ LS and all τ = ( , f, ) ∈ → , the following sentence holds:
• Angelic location. for all ∈ LA with successor locations 1, 2, the following condition holds:
]. This is not restrictive since reflects the supermartingale difference.
We have that if the previous conditions hold, then a, b are valid constants. Note that all the conditions above can be transformed into an existential formula on parameters of η and a, b by Farkas' Lemma or Motzkin's Transposition Theorem, similar to the transformation in LRSMSYNTH in Section 4.1. Moreover for bounded LRAPP by definition there exist valid constants a and b.
Key supermartingale construction. We now show that given the LRSM η and the constants a, b synthesized wrt the conditions for η above, how to obtain concentration results on termination time. Define the stochastic process {Yn} n∈N by:
The following proposition shows that {Yn} n∈N is a supermartingale and satisfies the requirements of Hoeffding's Inequaltiy. LRSM and supermartingale to concentration result. We now show how to use the LRSM and the supermartingale Yn to achieve the concentration result. Let W0 := Y1 = (a in P ) T x0 + b in P . Fix an angelic strategy that fulfills supermartingale difference and bounded change for LRSM; and fix any demonic strategy. By Hoeffing's Inequality, for all λ > 0, we have P(Yn − W0 ≥ λ) ≤ e − 2λ 2 (n−1)(b−a) 2 . Note that T > n iff Xn ≥ 0 by conditions C2 and C3 of LRSM. Let α = (n − 1) − W0 and α = (min{n, T } − 1) − W0. Note that with the conjunct T > n we have that α and α coincide. Thus, for P(T > n) = P(Xn ≥ 0 ∧ T > n) we have
for all n > W 0 + 1. The first equality is obtained by simply adding α on both sides, and the second equality uses that because of the conjunct T > n we have min{n, T } = n which ensures α = α.
The first inequality is obtained by simply dropping the conjunct T > n. The following equality is by definition, and the final inequality is Hoeffding's Inequality. Note that in the exponential function the numerator is quadratic in n and denominator is linear in n, and hence the overall function is exponentially decreasing in n.
Computational results for concentration inequality. We have the following results which establish the second item of Theorem 5:
• Computation. Through the synthesis of the LRSM η and a, b, a concentration bound B0 = W 0 +2 can be computed in PSPACE in general and in PTIME without angelic nondeterminism (similar to LRSMSYNTH algorithm). • Optimization. In order to obtain a better concentration bound B, a binary search can be performed on the interval [0, B0] to find an optimal B ∈ [0, B0] such that · (B − 2) ≥ W0 is consistent with the constraints for synthesis of η and a, b. • Bound on B. Note that since B is computed in polynomial space, it follows that B is at most exponential. Remark 9 (Upper bound on Thr(P, x)). We now show that our technique along with the concentration result also presents an upper bound for Thr(P, x) as follows: To obtain an upper bound for a given x, we first search for a large number M0 such that M0(b − a) ≤ (x − 1) − W0 and (x − 2) ≥ W0 are not consistent with the conditions for η and a, b; then we perform a binary search for an M ∈ [0, M0] such that the (linear) conditions M (b − a) ≤ (x − 1) − W0 and (x − 2) ≥ W0 are consistent with the conditions for η and a, b. Then Thr(P, x) ≤ e −2M 2 /(x−1) . Note that we already provide an upper bound UB(P ) for ET(P ) (recall Theorem 1 and Remark 6), and the upper bound UB(P ) holds for LRAPP, not only for bounded LRAPP.
Applying Bernstein's Inequality. To apply Bernstein's Inequality, the variance on the supermartingale difference needs to be evaluated, which might not exist in general for LRAPP. We consider a subclass of LRAPP, namely, incremental LRAPP. Definition 9. A program P in LRAPP is incremental if all variable updates are of the form x := x + g(r) where g is some linear function on random variables r. An LRSM is incremental if it has the same coefficients for each program variable at every location, i.e. a = a for all , ∈ L. Remark 10. The incremental condition for LRSMs can be encoded as a linear assertion.
Result. We show that for incremental LRAPP, Bernstein's Inequality can be applied for concentration results on termination time, using the same technique we developed for applying Hoeffding's Inequality. The technical details are presented in the full version of the paper.
Complexity of Quantitative Approximation
We now show the second item of Theorem 5. The doubly exponential upper bound is obtained by obtaining a concentration bound B via aforementioned methods and unfolding the program up to O(B) steps. Lemma 4. The quantitative approximation problem can be solved in a doubly exponential time for programs with only discrete probability choices.
For the PSPACE lower bound we use the following lemma. Lemma 5. For every C ∈ N the following problem is PSPACEhard: Given a program P without probability or non-determinism, with simple guards, and belonging to bounded LRAPP; and a number N ∈ N such that either ET(P ) ≤ N or ET(P ) ≥ N · C, decide, which of these two alternatives hold.
Proof (Sketch). We first sketch the proof of item 1. Fix a number C. We show a polynomial reduction from the following problem that is PSPACE-hard for a suitable constant K: Given a deterministic Turing machine (DTM) T such that on every input of length n the machine T uses at most K · n tape cells, and given a word w over the input alphabet of T , decide, whether T accepts w.
For a given DTM T and word w we construct a program P that emulates, through updates of its variables, the computation of T on w. This is possible due to the bounded space complexity of T . The program P consists of a single while-loop whose every iteration corresponds to a single computational step of T . The loop is guarded by an expression m ≥ 1 ∧ r ≥ 1, where m, r are special variables such that r is initialized to 1 and m to C · J, where J is such a number that if T accepts w, it does so in at most J steps (J can be computed in polynomial time again due to bounded space complexity of T ). The variable m is decremented in every iteration of the loop, which guarantees eventual termination. If it happens during the loop's execution that T (simulated by P ) enters an accepting state, then r is immediately set to zero, making P terminate immediately after the current iteration of the loop. Now P can be constructed in such a way that each iteration of the loop takes the same amount W of time. If T does not accept w, then P terminates in exactly C · J · W steps. On the other hand, if T does accept w, then the program terminates in at most J · W steps. Putting N = J · W , we get the proof of the first item.
Remark 11. Both in proofs of Lemma 3 and Lemma 5 we have only variables whose change in each step is bounded by 1. Hence both the hardness proofs apply to bounded LRAPP. Corollary 1. The quantitative approximation problem cannot be solved in polynomial time unless P = PSPACE. Moreover, ET(P ) cannot be approximated up to any fixed additive or multiplicative error in polynomial time unless P = PSPACE.
Experimental Results
In this section we present our experimental results. First observe that one of the key features of our algorithm LRSMSYNTH is that it uses only operations that are standard (such as linear invariant generation, applying Farkas' Lemma), and have been extensively used in programming languages as well as in several tools. Thus the efficiency of our approach is similar to the existing methods with such operations, e.g., [12] . The purpose of this section is Table 2 . Experimental results: the first column is the example name, the second column is the time to solve the problem, the following columns are our concentration bound and upper bound on termination time for a given initial condition.
to demonstrate the effectiveness of our approach, i.e., to show that our approach can answer questions for which no previous methods exist. In this respect we show that our approach can (i) handle probabilities and demonic non-determinism together, and (ii) provide useful answers for quantitative questions, and the existing tools do not handle either of them. By useful answers we mean that the concentration bound B and the upper bound UB(P ) we compute provide reasonable answers. To demonstrate the effectiveness we consider several classic examples and show how our method provides an effective approach to reason about them. Our examples are (i) random walk in one dimension; (ii) adversarial random walk in one dimension; and (iii) adversarial random walk in two dimensions.
Random walk (RW) in one dimension (1D). We consider two variants of random walk (RW) in one dimension (1D). Consider a RW on the positive reals such that at each time step, the walk moves left (decreases value) or right (increases value). The probability to move left is 0.7 and the probability to move right is 0.3. In the first variant, namely integer-valued RW, every change in the value is by 1; and in the second variant, namely real-valued RW, every change is according to a uniform distribution in [0, 1]. The walk starts at value n, and terminates if value zero or less is reached. Then the random walk terminates almost-surely, however, similar to Example 5 even in the integer-valued case the expected termination time is irrational.
Adversarial RW in 1D. We consider adversarial RW in 1D that models a discrete queuing system that perpetually processes tasks incoming from its environment at a known average rate. In every iteration there are r new incoming tasks, where r is a random variable taking value 0 with probability 1 2 , value 1 with probability 1 4 and value 2 with probability 1 4 . Then a task at the head of the queue is processed in a way determined by a type of the task, which is not known a priori and thus is assumed to be selected demonically. If an urgent task is encountered, the system solves the task rapidly, in one step, but there is a 1 8 chance that this rapid process ends in failure that produces a new task to be handled. A standard task is processed at more leisurely pace, in two steps, but is guaranteed to succeed. We are interested whether for any initial number of tasks in Figure 10 . The plot of UB(P ) vs the initial location.
the queue the program eventually terminates (queue stability) and in bounds on expected termination time (efficiency of task processing).
Adversarial RW in 2D. We consider two variants of adversarial RW in 2D.
1. Demonic RW in 2D. We consider a RW in two dimensions, where at every time step either the x-axis or the y-axis changes, according to a uniform distribution in [−2, 1]. However, at each step, the adversary decides whether it is the x-axis or the y-axis.
The RW starts at a point (n1, n2), and terminates if either the x-axis or y-axis is reached. 2. Variant RW in 2D. We consider a variant of RW in 2D as follows. There are two choices: in the first (resp. second) choice (i) with probability 0.7 the x-axis (resp. y-axis) is incremented by uniform distribution [−2, 1] (resp., [2, −1]), and (ii) with probability 0.3, the y-axis (resp. x axis) is incremented by [−2, 1] (resp., [2, −1]). In other words, in the first choice the probability to move down or left is higher than the probability to move up or right; and conversely in the second choice. At every step the demonic choice decides among the two choices. The walk starts at (n1, n2) such that n1 > n2, and terminates if the x-axis value is at most the y-axis value (i.e., terminates for values (n, n ) s.t. n ≤ n ).
Experimental results. Our experimental results are shown in Table 2 and Figure 10 . Note that all examples considered, other than demonic RW in 2D, are in bounded LRAPP (with no non-determinism or demonic non-determinism) for which all our results are polynomial time. For the demonic RW in 2D, which is not a bounded LRAPP, concentration results cannot be obtained, however we obtain the upper bound UB(P ) from our results as the example belongs to LRAPP. Our experimental result show that the concentration bound and upper bound on expected termination time (recall UB(P ) from Remark 6) we compute is a linear function in all cases (see Fig 10) . This shows that our method can effectively compute, or some of the most classical random walks studied in probability theory, concentration bounds which are asymptotically tight (the expected number of steps to decrease the value of a standard asymmetric random walk by n is equal to n times the expected number of steps needed to decrease it by 1, i.e. it is linear in n). For our experimental results, the linear constraints generated by LRSMSYNTH was solved by CPLEX [1] . The programs are illustrated in the full version of the paper [13] .
Significance of our result. We now highlight the significance of our approach. The analysis of RW in 1D (even without adversary) is a classic problem in probability theory, and the expected termination time can be irrational and involve solving complicated equations. Instead our experimental results show that using our approach (which is polynomial time) we can compute upper bound on the expected time that is a linear function. This shows that we provide a practical and computational approach for quantitative reasoning of probabilistic processes. Moreover, our approach also extends to more complicated probabilistic processes (such as RW with adversary, as well as in 2D), and compute upper bounds which are linear, whereas precise mathematical analysis of such processes is extremely complicated.
Related Work
We have already discussed several related works, such as [7, 12, 23, 37, 38] in Section 1 (Previous results). We discuss other relevant works here. The termination for concurrent probabilistic programs under fairness was considered in [48] . A sound and complete characterization of almost-sure termination for countable state space was given in [26] . A sound and complete method for proving termination of finite state programs was given in [21] . Termination analysis of non-probabilistic programs has received a lot of attention over the last decade as well [8, 9, 15, 16, 35, 43, 49] . The most closely related works to our work are [7, 12, 23] that consider termination of probabilistic programs via ranking Lyapunov functions and supermartingales. However, most of the previous works focus on proving a.s. termination and finite termination, and discuss soundness and completeness. In contrast, in this work we consider simple (linear) ranking supermartingales, and study the related algorithmic and complexity issues. Moreover, we present answers to the quantitative termination questions, and also consider two types of non-determinism together that has not been considered before.
Conclusion and Future Work
In this work we considered the basic algorithmic problems related to qualitative and quantitative questions for termination of probabilistic programs. Since our focus was algorithmic we considered simple (linear) ranking supermartingales, and established several complexity results. The most prominent are that for programs with demonic non-determinism the qualitative problems can be solved in polynomial time, whereas for angelic non-determinism with no probability the qualitative problems are NP-hard. We also present PSPACE-hardness results for the quantitative problems, and present the first method through linear ranking supermartingales to obtain concentration results on termination time. There are several directions for future work. The first direction is to consider special cases of non-linear ranking supermartingales and study whether efficient algorithmic approaches can be developed for them. The second interesting direction would be to use the methods of martingale theory to infer deeper insights into the behaviour of probabilistic programs, e.g. via synthesizing assertions about the distribution of program variables ("stochastic invariants").
