For a function ψ(w) analytic and univalent in {w : 1 < |w| < ∞} with a simple pole at ∞ and a continuous extension to {w : |w| ≥ 1}, we consider the Faber polynomials F n (z), n = 0, 1, 2, . . ., associated to ψ via their generating function
Introduction
Let φ be a function with a Laurent expansion at ∞ of the form
The nth Faber polynomial F n (z), n = 0, 1, . . . , associated with φ is the polynomial part of the Laurent expansion at infinity of the function [φ(z)] n . We shall frequently use the following notation: given r ≥ 0,
T r := {w : |w| = r}, ∆ r := {w : r < |w| ≤ ∞}.
The inverse function of φ, denoted by ψ, is well-defined in a neighborhood of ∞, and there is a smallest number ρ < ∞ such that ψ has an analytic and univalent continuation to ∆ ρ \ {∞}. If ρ = 0, then φ is linear and F n (z) = (b 1 z + b 0 ) n . Being this case a trivial one, we assume hereafter that φ has been normalized so that ρ = 1.
Then, the function ψ maps ∆ 1 conformally onto a simply-connected domain Ω, and consequently, φ has a conformal extension to Ω, with φ(Ω) = ∆ 1 . Conversely, by the Riemann mapping theorem, given any simply-connected neighborhood Ω of ∞ whose boundary contains more than one point, there is, up to a multiplicative unimodular constant, a unique conformal map φ of Ω onto ∆ 1 that complies with (1.1). Hence, Faber polynomials are often introduced as being generated by simplyconnected neighborhoods of ∞.
The function (in the variable w) ψ ′ (w)/ ψ(w) − z is called the generating function of the Faber polynomials, since as shown by Faber [4] (see also [20] ), its Laurent expansion at ∞ is ψ ′ (w)
By an application of Cauchy integral formula, (1.2) yields the following integral representation for the Faber polynomials: for every R > 1 and z lying in the interior of the level curve L R := {ψ(w) : |w| = R},
while for z lying in the exterior of L R ,
It this paper we investigate the asymptotic behavior of the Faber polynomials and their zeros for certain domains Ω that are bounded by piecewise analytic curves. Hence the title of this paper. More precisely, we consider domains (or equivalently, functions ψ) satisfying assumptions A.1 and A.2 to be stated in what follows.
We define an analytic arc as being the image of the interval [0, 1] by a function f (t) analytic in [0, 1] such that f ′ (t) 0 for all t ∈ [0, 1] and f (t 1 ) f (t 2 ) for all 0 < t 1 < t 2 < 1. The endpoints of the arc are f (0) and f (1), which may coincide. We call the arc simple if f is one-to-one on [0, 1] . Notice that, according to this definition, an analytic Jordan curve is also an analytic arc. Our first assumption is: These points z k will be called the corners of L. Notice that they are not necessarily pairwise distinct.
For each k ∈ {1, 2, . . . , s}, let λ k ∈ [0, 2] be such that λ k π is the exterior angle at z k relative to ω k . It is well-known that when λ k > 0, the mapping ψ has an asymptotic expansion about ω k in functions of the form
with l ≥ 0, j ≥ 1, and m ≥ 0 integers (see [15] and also [17, pp. 57-58] ). We will refer to it as the Lehman expansion of ψ about ω k and its exact meaning is explained in Section 4 below. Logarithmic terms (i.e., functions of the form (1.5) with m ≥ 1) may occur in the expansion only if λ k is a rational number. Our second assumption on ψ is:
A.2: λ k > 0 for every k ∈ {1, 2, . . . , s}, and if λ k ∈ {1, 2} for all k ∈ {1, 2, . . . , s}, then there is at least one k for which logarithmic terms occur in the Lehman expansion of ψ about ω k .
If λ k {1, 2}, then ω k is a singularity of ψ, and a sufficient condition for an ω k with λ k ∈ {1, 2} to be a singularity of ψ is precisely that logarithmic terms occur in the Lehman expansion of ψ about ω k . We do not know whether this condition is also necessary. If that were the case, we could simply rephrase A.2 by saying that all the λ k 's are positive and at least one ω k is a singularity of ψ.
Let us then consider a map ψ satisfying A.1 and A.2. The letter G will denote the complement of Ω, so that if L is a Jordan curve, G is the interior domain of L.
A first observation is that the asymptotic behavior of F n in Ω is already given by the integral representation (1.4): for arbitrary 1 < R < r,
uniformly on ψ ∆ r as n → ∞. Hence, every closed subset of Ω will be free of zeros of F n for n large enough, and all accumulation points 1 of the zeros of the Faber polynomials must be contained in G. Formula (1.6) has been previously extended to L in the pointwise sense, under the additional assumption that L is a Jordan curve. In this case φ has a continuous extension to L and a more general result of Pritsker [18, Thm. 1 .1] about the behavior of weighted Faber polynomials implies that if z ∈ L is not a corner, then
n (1 + o(1)), (n → ∞) (1.7)
while for every corner z k , (1)), (n → ∞).
(1.8)
The behavior of F n in G has remained quite unknown, but at least for L a piecewise analytic Jordan curve without cusps, Gaier [5] was able to derive uniform estimates on the decrease of F n of the form 9) where λ is the smallest of the exterior angles at the corners of L.
In this paper we much improve these results by providing asymptotic formulas for F n that do not require L to be a Jordan curve and that hold uniformly on closed subsets of the complex plane. Moreover, our estimates for the rate of decay of the error terms involved are, in general, best possible. Theorems 2.3, 2.4 and 2.5 of Section 2 are the strengthened versions of (1.6), (1.7) and (1.8), while Theorem 2.1 transparently describes the behavior of F n in G, yielding, in particular, Gaier's estimate (1.9). Theorem 2.1 also shows that the pointwise estimates given by Gaier in [5, Thm. 2] indeed hold locally uniformly on G.
As for the zeros of F n , the fact that the map ψ under consideration has a singularity on T 1 implies, by a general result of Ullman [20, Thm. 1] , that all points of L are accumulation points of the zeros of the Faber polynomials. A later complement to Ullman's results by Kuijlaars and Saff [14, Thms. 1.3, 1.4] implies that there is always a subsequence of the sequence {ν n } n≥1 of normalized counting measures of the zeros of the F n 's that converges in the weak*-topology to the equilibrium measure µ L of L, and this is true of the entire sequence provided that G = ∅ (see (3.5) and (3.6) in Section 3 for definitions of ν n and µ L ).
We will be able to say much more. In Section 3 we show that, independently of whether G is connected or not, there is always a subsequence of {ν n } n≥1 that converges in the weak*-sense to µ L . In fact, under an additional assumption that is naturally satisfied in a large number of cases (including when L is a Jordan curve), we prove that compact subsets of G contain at most a finite (independent of n) number of zeros of every F n , forcing the whole sequence {ν n } n≥1 to converge to µ L . Furthermore, under that assumption we are also able to characterize those points of G that are accumulation points of the zeros of Faber polynomials.
Faber polynomials for particular domains of the complex plane has been the subject of many recent works, in several of which the boundary of the domain is precisely a piecewise analytic curve, for example, m-stars [1] , [13] , circular lunes [9] , m-fold symmetric curves and certain lemniscates [10] , annular and circular sectors [6] , [7] . Our results apply to all these examples.
The rest of this paper is organized as follows. Section 2 presents the asymptotic formulas for Faber polynomials, in Section 3 we draw some conclusions on their zero behavior and analyze two concrete examples. In Section 4 we discuss in detail the Lehman expansion of the exterior map ψ, and finally in Sections 5 and 6 we prove all the results.
Asymptotic behavior of F n (z)
Recall that we are considering a map ψ satisfying assumptions A.1 and A.2 stated in the introduction. Let Θ 1 , Θ 2 , . . . , Θ s be the arguments of the numbers ω k , that is,
Assumption A.2 is independent of the branches chosen for the functions in (1.5) in a δ-neighborhood of the form {w ∈ ∆ 1 : 0 < |w − ω k | < δ}. However, to simplify the statements of our results, we choose those corresponding to the branch of the argument
We shall say that ω k is relevant if either λ k {0, 1, 2}, or if λ k ∈ {1, 2} and logarithmic terms occur in the expansion of ψ about ω k . With this definition, condition A.2 states that all λ k 's are positive and that there is at least one relevant ω k .
Let now v ≥ 1 be the number of relevant ω k 's. Hereafter we shall assume that the ω k 's have been indexed in such a way that ω 1 , ω 2 , . . . , ω v are precisely the relevant ones. The following weaker version of the Lehman expansion of ψ about a relevant ω k is sufficient to state our main results.
If k ∈ {1, 2, . . . , v} is such that λ k {1, 2}, then there is A k 0 such that as w → ω k from the exterior of the unit circle,
while if k ∈ {1, 2, . . . , v} is such that λ k ∈ {1, 2}, then there exist positive integers r k , m k with r k ≥ λ k and 1 ≤ m k ≤ ⌊r k /λ k ⌋, and complex numbers
, such that as w → ω k from the exterior of the unit circle,
From relations (2.1) and (2.2), we associate to each relevant ω k (1 ≤ k ≤ v) the number A k , the numbers r k and m k whenever λ k ∈ {1, 2}, and the following pair:
By reindexing the relevant ω k 's if needed, we may assume that ω 1 , . . . , ω v are such that
for some u ∈ {1, 2, . . . , v}. For any two integers n, m ≥ 0 and a real β > −1, we define
Recall that we have defined L := ∂Ω and G := C \ Ω. We first consider the behavior of F n on G.
Then, for every z ∈ G,
where R n (z) converges to zero locally uniformly on G.
Remark 2.2.
Since some of the z k 's may coincide, it is possible that for some subsequence {n j } ⊂ N, the rational functions u k=1 A k e i(n j +Λ 1 )Θ k /(z − z k ) occurring in (2.5) be (or at least converge to) the constant zero function (see the example discussed at the end of Section 3). Nevertheless, as we show with that example (see Theorem 3.9 and its proof), in a situation like this we could still be successful in proving that, after proper normalization, {F n j } behaves like certain sequence of rational functions that do not approach zero. The proof can be attempted as follows: write (1.3) as in (5.30), then combine identity (5.14) with the Lehman expansion of ψ about ω k to obtain, for each of the integrals under the Σ sign of (5.30), subsequent terms of its expansion as a sum of rational functions whose denominators are powers of (z − z k ).
Let us now turn our attention to Ω. For every z ∈ Ω, let η(z) be the (finite) number of elements of the set w ∈ ∆ 1 : ψ(w) = z . These elements will be denoted by 2 A proof of (2.4) is given at the end of Section 5. 3 The letter Γ stands for the Euler gamma function. being irrelevant the order in which they are numerated. Of course, η(z) = 1 and
Because Ω has no outward-pointing cusps, if z ∈ L and two elements of {w ∈ T 1 : ψ(w) = z} belong to T 1 \ {ω 1 , . . . , ω s }, then indeed η(z) = 2. Hence, 1 ≤ η(z) ≤ s + 1, and when z is not a corner, η(z) ≤ 2.
For every z ∈ L and 1 ≤ j ≤ η(z), letλ j (z)π (0 <λ j (z) ≤ 2) be the exterior angle at z relative to φ j (z). Then, only if z is a corner of L it is possible to haveλ j (z) 1 for some 1 ≤ j ≤ η(z). Let us define
Theorem 2.3. For every z ∈ Ω,
is the smallest element of the set
We can be more specific for closed subsets of Ω ∪ L 1 or L 2 without corners.
There exists an open set U ⊃ E such that φ has an analytic and univalent continuation to U and
with R n (z) → 0 uniformly on U as n → ∞.
Let now E ⊂ L 2 \ {z 1 , . . . , z s } be a simple analytic arc. Then, there is a "strip-like" connected neighborhood U of E such that U ∩ L is a simple analytic arc contained in L 2 , U \ L consists of two open components U + , U − , both contained in Ω, and if z * denotes the Schwarz reflection of z about the analytic arc E, then z * ∈ U ± if and only if z ∈ U ∓ .
Let φ + , φ − be the restrictions of φ to U + , U − , respectively. Each of these functions is continuous along the arc U∩L, mapping it onto an arc of the unit circle. By the Schwarz reflection principle [3] , each function has an analytic and univalent continuation to all of U, whose values on U ± are given by
. . , z s } be a simple analytic arc. There exists a neighborhood U of E as described above such that for all z ∈ U,
Remark 2.6. 1) Concerning how fast the error terms R n (z) in (2.5), (2.9) and (2.10) approach zero, the best it can be said, in general, is that they decrease at least as fast as the dominant terms in the right-hand side of (5.32) in page 26, where the rate of decay of the functions r σ k ,n (z) therein is estimated in the table of Remark 5.4 in page 22.
2) The estimates provided in Theorem 2.3 for R n (z) are also best possible, as can be verified from relation (5.45) for part (a), and from relation (5.49) for part (b).
The zeros of F n (z)
In this section we draw from our previous results some conclusions about the location, accumulation points and limiting distribution of the zeros of Faber polynomials.
From Theorem 2.3 we immediately see that Let us now focus on the effect that Theorem 2.1 has on the zeros of F n . It is interesting that asymptotic formulas similar to (2.5) are also satisfied by orthogonal polynomials on the unit circle with respect to certain types of weights. Some of the results that follow are basically known consequences of such type of behavior, see e.g., [22] , [16] .
We first rewrite (2.5) in a more suitable way. Put
and let θ 1 , θ 2 , . . . , θ u be such that
locally uniformly on G as n → ∞, where
In view of (3.2) and the form of the rational functions H n , the sequence {F * n } n≥1 is a normal family on G, and a function f is the uniform limit on G of some subsequence F * n j j≥1 if and only if it is the uniform limit of H n j j≥1
. Hence, every such f must have the form
Because the z k 's are not necessarily pairwise distinct, some of these limit functions can be identically zero, which makes Theorem 2.1 insufficient to describe the zeros of the F n 's. Therefore, we shall often make the assumption that A.3: no subsequence of {H n } n≥0 converges to the null function.
If A.3 is satisfied, then all uniform limit points of {F * n } n≥0 are nonzero rational functions of bounded degree. Let us see what this implies on the limiting distribution of the zeros of F n .
Let ν n be the normalized counting measure of the zeros of F n , that is,
where z 1,n , z 2,n , . . . , z n,n are the zeros of F n (counting multiplicities) and δ z is the unit point measure at z. A subsequence {ν n j } j≥1 of {ν n } n≥1 is said to converge in the weak*-topology to a Borel measure µ (symbolically, ν n j * −→ µ as j → ∞) if for every continuous function f
Let µ L be the equilibrium measure of L, i.e., the measure supported on L whose value at any given Borel set B ⊂ L is
Notice that µ L is a probability measure whose support is L. Condition A.3 holds in a large number of cases. For instance, if there is k such that z j z k whenever j k, as is the case of L a Jordan curve. Indeed, if A.3 does not hold, there must be a limit function f (which has the form (3.4)) such that for all 1 ≤ j ≤ u, k : z k =z jÂ k e 2πiϑ k = 0. Certain numbers ϑ k satisfying this last equality can be found if and only if 2 max
However, whether these found ϑ k 's actually correspond to a limit function f depends on the specific values of the ϑ k 's and can be determined from the general form of the uniform limit points of {H n } n≥0 that we establish next. Among the numbers 1 = θ 1 , θ 2 , . . . , θ u , there is a basis over the rationals containing
there are unique rational numbers r k1 , r k2 , . . . , r ku * with
Notice that u * = 1 if and only if all the θ k 's are rational, and if u * ≥ 2, then θ 2 , . . . , θ u * are irrational numbers linearly independent over the rationals.
For every k ∈ {1, 2, . . . , u}, let 1 ≤ p k ≤ q k be the unique relatively prime integers such that
where in case u * = 1, the sum u * j=2 · · · above is understood to be zero (notice that
Let q be the least common multiple of the denominators q 1 , q 2 , . . . , q u , and for every ℓ = {1, 2, . . . , q}, let
Observe that two u-tuples (s 1ℓ , s 2ℓ , . . . , s uℓ ) corresponding to different values of ℓ are distinct.
Theorem 3.4.
The functions f that are the uniform limit of some subsequence of {H n } n≥0 are the rational functions of the form
with ℓ = {1, 2, . . . , q} and α 2 , . . . , α u * arbitrary real numbers. In particular, there is always such a limit function f that is not identically zero.
As mentioned in the introduction, a result of Kuijlaars and Saff [14, Thms. 1.3, 1.4] implies that if G is connected, then some subsequence of the counting measures {ν n } must converge in the weak*-sense to the equilibrium measure of L. From Theorem 3. 4 we now see that the connectedness of G can be dropped.
Corollary 3.5. There is always a subsequence {n
In fact, we have seen that as long as A.3 is satisfied (even if G is disconnected), it is true that ν n * −→ µ L as n → ∞. But there are examples with G disconnected and some subsequence of {ν n } converging to a measure supported in G (see the example discussed at the end of this section). We have not been able to determine, however, whether the connectedness of G is sufficient for ν n * −→ µ L as n → ∞. We leave it as a
Let us now concentrate on the set Z of accumulation points of the zeros of the Faber polynomials, i.e., Z is the set of all points t ∈ C such that every neighborhood of t contains zeros of infinitely many polynomials F n .
As we pointed out in the introduction, it is always the case that Ω ∩ Z = ∅, and having the maps ψ under consideration a singularity on T 1 , a general result of Ullman 
Remark 3.8. Assume A.3 holds, so that by Corollary 3.7 we have the following. If
a) if u * = 1 (i.e., all the θ j 's are rational), then the number of points in Z ∩ G is finite, namely at most (u − 1)q; b) if u * = 2, then by fixing ℓ and letting α 2 vary, equation (3.9) can be written as 
As an example, consider the mapping
where ω = e iΘ 1 , π/2 ≤ Θ 1 < π, is given and the branch of the root chosen is analytic on C \ (−∞, 0] and positive on (0, +∞). Then, ψ(∞) = ∞, ψ(w) = ψ(w), and ψ maps ∆ 1 conformally onto the exterior of a piecewise analytic Jordan curve L symmetric about the real axis, with corners at z 1 = ψ(ω), z 2 = ψ(ω). Here,
Therefore, when θ 2 = p 2 /q 2 is rational, 1 ≤ p 2 < q 2 relatively prime integers, a point t interior to L is an accumulation point of the zeros of the F n 's if and only if t satisfies one of the equations If θ 2 is irrational, then a point t interior to L is an accumulation point of the zeros of the F n 's if and only if t is real. In Figure 3 below, we have plotted the zeros of F n (z) for n = 20, 90 corresponding to the case Θ 1 = √ 2π/2. We finish this section presenting an example in which condition A.3 is not satisfied. Let s ≥ 2 be a given integer. The function w → w s + 1 maps each of the s sectors conformally onto the complex plane cut along the ray [0, +∞), and by agreeing in that 
The Faber polynomial F n (z) is the polynomial part of the Laurent expansion at ∞ of (z s − 1) n/s . Hence, for any two integers m ≥ 0 and l ∈ {0, 1, . . . , s − 1}, 
The important feature to note of this example is that the function H n (z) defined in (3.3) is identically zero for every n s− 1 mod s (recall Remark 5.4). This example has been previously studied by Ullman [20] for s = 2, and by He [10] for s ≥ 2. Observe from (3.13) that F sm+l (z) has a zero of multiplicity l at the origin. Ullman and He showed that all other zeros lie strictly in G (see Figure 4 below).
Theorem 3.9 below shows that for every l ∈ {1, 2, . . . , s − 1}, we can properly normalize the subsequence {F sm+l } m≥0 so as to make it converge locally uniformly on G to a function that never vanishes on G. Hence, for every compact set E ⊂ G, there exists N E such that if n 0 mod s, and n > N E , then F n has no zeros on E. As a consequence,
is the equilibrium measure of L. Observe how the distribution function of µ L is in total agreement with the density pattern followed by the zeros in Figure 4 . However, the zeros of F sm are fixed, namely e 2πik/s , 1 ≤ k ≤ s, each of multiplicity m and contained in G, and so
δ e 2πik/s as m → ∞.
Thus, Corollary 3.2 does not necessarily hold in the absence of condition A.3. Theorem 3.9. For every l ∈ {1, 2, . . . , s − 1},
More important than Theorem 3.9 is its proof, which illustrates an approach to obtaining asymptotics for F n in cases where A.3 is not satisfied.
Lehman expansion of ψ near ω k
Let ζ be a small open circular arc of T 1 centered at ω k such that ζ ∩ {ω 1 , . . . , ω s } = {ω k }. The set ζ\{ω k } consists of two circular arcs, say ζ + , ζ − , and by our assumption A.1 on L, there exist simple analytic arcs L + ⊃ ψ ζ + and L − ⊃ ψ ζ − of which z k is an interior point. Hence the map ψ, originally defined on ∆ 1 , can be continued by the Schwarz reflection principle for analytic arcs [3] across both ζ + and ζ − . Since the images of L + and L − in such reflections are again simple analytic arcs containing z k as an interior point, by applying subsequent reflections we can continue ψ near ω k onto the entire logarithmic Riemann surface S ω k with branch point at ω k .
Let the functions (w − ω k ) l+jλ k , l ≥ 0, j ≥ 1, and log(w − ω k ) be defined in S ω k . In what follows we abbreviate by putting y = w − ω k . Lehman [15, Thm. 1] proved that ψ has the following asymptotic expansion: if λ k is irrational, then
The terms in the above series are assumed to be arranged in an order such that a term of the form y l+jλ k (log y) m precedes one of the form
The precise meaning of these expansions is the following: if according to the order explained above, (4.1) and (4.2) are written in the form
We write in (4.1) c k lj0 instead of simply c k lj when λ k is irrational, because this will allow us to express many of the relations that follow in one single statement without having to distinguish between λ k being irrational or rational.
The coefficients c k ljm in (4.1) and (4.2) depend on the values assigned to the functions (w − ω k ) l+jλ k , log(w − ω k ) at a specified point of S ω k . We shall assume that the values of
and that for every w in this sector,
A more detailed description of these expansions is split in two cases: Case 0 < λ k < 2, λ k {1, 2}: As in Section 3, we put A k := c k 010 0, and it follows from (4.1) and (4.2) that for υ > 0 sufficiently small, say
the following relations hold: if 0 < λ k < 1, then
, and no log-terms correspond to
while if m k = 1, then
where
Thus, setting
we have that if m k ≥ 2, then
If ω k is not relevant, then for every N ∈ N,
The polynomial Q k (z) defined by (4.14) depends on the value N, so that in what follows we will think of N as an arbitrarily large natural number that has been fixed.
Proofs of the asymptotic results
Recall we are using the notation T r := {w : |w| = r}, D r := {w : |w| < r}, ∆ r := {w : r < |w| ≤ ∞}.
Also, for a, b ∈ C, we denote by [a, b] the oriented closed segment that starts at a and ends at b. A similar meaning is attached to (a, b), (a, b] and [a, b) . For every 0 < σ < 1, we define
and the contour
The exterior of the contour Γ σ , denoted by ext(Γ σ ), is understood to be the unbounded component of C \ Γ σ , that is,
Disregarding technical difficulties, the idea behind the proofs of the asymptotic results is simple, and in rough terms can be described as follows. By the piecewise analyticity of ∂Ω, if 1 − σ is small enough, the function w n ψ ′ (w)/(ψ(w) − z) (in the variable w, for fixed z) has a meromorphic extension to ext(Γ σ ) with at most finitely many poles in there and continuous boundary values on Γ σ . Then, using the integral representation (1.3), we can express F n (z) as the sum of the residues of that function in ext(Γ σ ), plus its integral (with respect to w) over Γ σ , the later being split as an integral over T σ (which is O(σ n ) as n → ∞, and therefore negligible) plus the integral of w n ψ ′ (w)/(ψ(w) − z) over each of the "two-sided" segments [σ k , ω k ], 1 ≤ k ≤ s. The asymptotic behavior as n → ∞ of these last integrals (as functions of z) can then be obtained from the Lehman expansions of ψ about the ω k 's.
The first step in doing all this rigorously is to prove that a contour Γ σ satisfying the necessary conditions exists. That is the content of Lemmas 5.1 and 5.2 below.
For given δ > 0 and t ∈ C, we put
= {w : 0 < |w − t| < δ}. Then, for δ > 0 sufficiently small, the set
is a circular arc, and ζ k,δ \ {ω k } is the union of two disjoint open circular arcs that we denote by ζ +
, . . . , D δ (ω s ) are pairwise disjoint, and for every k ∈ {1, 2, . . . , s}, the mapping ψ has analytic continuations ψ + , ψ − from the exterior ∆ 1 of the unit circle to
Recall that L 1 and L 2 are defined by (2.6)-(2.7), and that for every k with λ k ∈ {1, 2}, Q k is defined by (4.10) and (4.14).
Lemma 5.1. Let ǫ > 0 be given. For every δ > 0 sufficiently small the following statements hold true:
and
Also, for every k with λ k ∈ {1, 2}, we have that
Proof of Lemma 5.1. Since for every k ∈ {1, 2, . . . , s}, ψ has an analytic continuation to the entire logarithmic Riemann surface with branch point at ω k , and it is such that
as w → ω k from any finite sector of the surface, and since by the very definition of Q k in (4.10) and (4.14), for every k with λ k ∈ {1, 2}
as w → ω k , the conditions of part (a) of Lemma 5.1 will be trivially satisfied provided that δ is small enough. Let us now prove part (b) of the lemma. The analysis is split in two cases.
the disjoint union of two nonempty connected open sets, one contained in Ω, the other in G.
Let us prove the claim. Suppose z k ∈ L 2 and let t k ω k be the other point of T 1 such that ψ(t k ) = z k . Then, there is also a small open circular arc ρ k ⊂ T 1 , with center point t k , such that ψ is one-to-one on ρ k . Since η(z k ) = 2, the closed set 
⊂ Ω, the other contained in G. The claim is proven. Now, for every k with z k ∈ L 1 ∪ L 2 , choose O k as in the claim, and assume δ > 0 is so small that, besides satisfying part (a) of the lemma, it also satisfies that
containing z k as an interior point, and such that
and ψ(ζ k ) share the same tangent line at z k . In consequence, if τ k := (1 − δ)ω k , the arc ψ ((ω k , 1/τ k )) lies entirely in Ω, and by (5.5), it is perpendicular to ψ(ζ k ).
By the Schwarz reflection principle for analytic arcs [3] , if τ k is close enough to ω k ,
, and therefore, for all δ sufficiently small, the arc ψ ± ((τ k , ω k ) ) is perpendicular to ψ(ζ k ) and
whence it follows at once that the first inequality of (5.4) holds true.
Similar considerations apply to Q k . Because of (5.7), if z k ∈ L 1 ∪ L 2 and λ k = 1, then Q k maps a small circular arc of T 1 centered at ω k onto an analytic arc tangent to ψ(ζ k ) at z k , and therefore, for all δ sufficiently small, Q k ((τ k , ω k )) is perpendicular to ψ(ζ k ) and is contained entirely in G, whence the second inequality of (5.4) follows. 
But if two analytic arcs coincide at infinitely many points, they must be part of one and the same arc, so that if O k is sufficiently small, either O k ∩ L 2 = {z k } or z k is the endpoint of a cut, that is, one of the two arcs ψ ζ + k , ψ ζ − k is contained in the other. Reasoning as we did for the case λ k = 1 above, we derive from the Schwarz reflection principle that for all δ sufficiently small, the arc ψ ± ((τ k , ω k )) forms angle π with each of the arcs 
Lemma 5.2. Let E be a (fixed) closed set (∞ E) such that either E
with a simple pole at each φ j (z) {ω 1 , . . . , ω s } and continuous boundary values on
Proof of Lemma 5.2. Part (a) and (b)
: Let δ > 0 be such that for every k ∈ {1, 2, . . . , s}, the analytic continuations
(5.11) Fix δ ′ with 0 < δ ′ < δ, and for every σ with 1 − δ ′ < σ < 1, consider the open set
, l = 1, 2, . . . , s. Then, by assumption A.1 on L, the univalency of ψ on ∆ 1 , and the way analytic functions are continued across analytic arcs by means of the Schwarz reflection principle, we have that if 1 − σ is small enough, then ψ has an analytic and univalent continuation to each A l
. From this and (5.11), it follows that statement (a) holds for all Γ σ with σ sufficiently close to 1. Moreover, if E ⊂ G and σ is so close to 1 that ψ(ext(Γ σ )) ∩ E = ∅, then (b) obviously holds.
Part (c):
For this ǫ, choose δ > 0 for which (5.8), (5.9) and (5.10) hold true.
is a compact set, and again, by the Schwarz reflection principle, we can find a finite set of open disks U 1 , U 2 , . . . , U m , each centered at some point of E −1
U j and for all 1 ≤ j ≤ m, ψ has an analytic and univalent continuation to each U j , which satisfies
On the other hand, if E = {z 1 , . . . , z s }, choose ǫ > 0 such that 12) and for this ǫ choose δ > 0 so that Lemma 5.1 holds. In this case,
has, say, m ≥ 0 elements and we can find m open disks U 1 , U 2 , . . . , U m , each centered at some w ∈ E −1
1
, such that for all j ∈ {1, . . . , m}, ψ has an analytic and univalent continuation to each U j , which satisfies that
Now, in either of the three cases i), ii) and iii) above, the set
Then, part (c) holds for every σ so close to 1 that
This follows for E ⊂ Ω ∪ L 1 from (5.8), i) and iv); for E ⊂ L 2 from (5.9)-(5.10), ii) and iv); and for E = {z 1 , . . . , z s } from Lemma 5.1(a), (5.12), iii) and iv). 
Then, for every σ with 0 < 1 − σ < δ, we have that
(5.13) with r σ k ,n (z) converging uniformly to zero on {z : |z − z k | ≥ ǫ} as n → ∞, and if k is such that rate of decay of r σ k ,n (z) is rate is exact iff
Given k ∈ {1, 2, . . . , s} satisfying one of the conditions listed in the first column of the table, an estimate on the rate of decay of r σ k ,n (z) holding uniformly as n → ∞ on any closed set E ⊂ {z : |z − z k | ≥ ǫ} is given in the second column. The rate is exact for given k and E if and only if the condition in the third column is satisfied by every z ∈ E.
Proof of Lemma 5.3. Part (a): First, notice that for every integer N ≥ 1, we have the identity
Suppose first that λ k ∈ {1, 2}. Then, combining identity (5.14) corresponding to N = 2 with (4.3) and (4.5), we obtain that uniformly on {z :
The asymptotic expansion of ψ ′ about ω k is obtained from that of ψ by termwise differentiation, so that from (4.3), (4.4) and (5.15) we see that if 0 < λ k < 1, then uniformly on {z : 16) and more specifically, for λ k = 1/2,
Similarly, if 1 < λ k < 2, then uniformly on {z : 19) and 
corresponding to the branch of the argument
Similarly, we get from (5.17) , that if λ k = 1/2, then 1 2πi
and from (5.18) that if 1 < λ k < 2, then 1 2πi Next, let us consider the case λ k ∈ {1, 2}. From (4.6) and (4.11) we see that if m k ≥ 2, then uniformly on {z :
Similarly, one gets from (4.7) and (4.12) that if m k = 1 and λ k = 2, then
while if m k = 1 and λ k = 1, then uniformly on {z :
and so
Thus, we get from (5.24), (5.25), (5.26), (5.19) and (5.20) that if λ k ∈ {1, 2} and m k ≥ 2, then uniformly on {z :
while if λ k ∈ {1, 2} and m k = 1, then uniformly on {z :
This completes the proof of part (a) of Lemma 5.3. The proof of part (b) easily follows from (4.14) by proceeding similarly as in the proof of part (a).
Proof of Theorem 2.1. Let E ⊂ G be a compact set, and let 0 < ǫ < dist(E, {z 1 , . . . , z s }).
For this ǫ, choose δ such that (5.1) holds, and fix σ with 0 < 1 − σ < δ and satisfying Lemma 5.2(b).
with continuous boundary values on Γ σ \ {ω 1 , . . . , ω s }, and since by (4.1) and (4.2), for
so that by Lemma 5.3,
where (for every τ > 0),
uniformly in z ∈ E as n → ∞. Theorem 2.1 is proven.
Proof of Theorem 2.3. First, observe that it suffices to prove Theorem 2.3(a) assuming that E does not contain ∞, because by the very definition of the Faber polynomials,
n is analytic at ∞, and an application of the maximum principle for analytic functions will extend the validity of the theorem to closed sets of Ω ∪ L 1 containing ∞.
For this ǫ, choose δ such that Lemma 5.1 holds, and fix σ with 0 < 1 − σ < δ such that Lemma 5.2(c) holds.
, and that φ 1 (z) := φ(z) for all z ∈ Ω.
For every z ∈ E \ {z 1 , . . . , z s }, φ l (z) ∈ ext(Γ σ ), l ∈ {1, 2, . . . , η(z)}, and by Lemma 5.2(c), the function w n ψ ′ (w)/ ψ(w) − z is analytic in the variable w on ext(Γ σ ) \ φ l (z) : 1 ≤ l ≤ η(z) , with residue [φ l (z)] n at each (simple pole) φ l (z) and continuous boundary values on Γ σ \ {ω 1 , . . . , ω s }. Moreover, by (4.1) and (4.2), for k = 1, 2, . . . , s,
3) and the residue theorem yield that for every z ∈ E \ {z 1 , . . . , z s },
In fact, we claim that for every z ∈ E,
Indeed, for z ∈ E \ {z 1 , . . . , z s }, the claim is a direct consequence of (5.33) and the identity
taking into account that, by (5.3) and (5.4), Q k (w) − z 0 for all w ∈ [σ k , ω k ), z ∈ Ω Suppose now j is such that z j ∈ E, and let us agree in that, in case η(z j ) = 2 and one of the two values φ 1 (z j ), φ 2 (z j ) is not contained in {ω 1 , . . . , ω s }, that value is precisely φ 1 (z j ).
Then, for every k with z k = ψ(ω k ) = z j (there are at most two of them), let T k ⊂ D δ (ω k ) be the circle centered at ω k of radius 1 − σ. We can assume σ was chosen so close to 1 that in case z j ∈ L 2 and φ 1 (z j ) {ω 1 , . . . , ω s }, φ 1 (z j ) lies in the exterior of T k .
Then, we obtain once again from (1.3) and Lemma 5.2(c) that
(ω k ) with a simple pole at ω k , so that if we take identity (5.35) for z = z k , multiply it by w n and integrating it over T k , we obtain that for k with z k = z j ,
Then, (5.34) for z = z j follows from relations (5.36) and (5.37). Now that the claim is proven, we proceed to estimate the integrals that occur in (5.34) under the symbol k : z k ∈E . For this, we first observe that if {F (·, z) : z ∈ E} is a uniformly bounded family of measurable functions on [σ k , ω k ), if n, m ≥ 0 are integers and β > −1, then (compare to (5.19)) 38) where the functions
are uniformly bounded on E, are independent of the sign ±, and G β,l,n (z) = 1 whenever F (·, z) ≡ 1. Now, assume ω k is relevant. Recall that with y = w − ω k (see (4.10), (4.7), (4.11) and (4.12)), 
we have that
Combining this with (5.38) we see that uniformly in z ∈ E as n → ∞,
Similarly, we get from (5.40), (5.41) and the equality
Hence, uniformly in z ∈ E as n → ∞,
As for the last integral in (5.34), it follows directly from (5.40), (5.41), (5.4) and (5.38) that
If ω k is not relevant, the degree of Q k (z) may be assumed to be as large as desired (see paragraph following (4.14)), and a similar (easier) analysis shows that the integrals in the left-hand sides of (5.42), (5.43), (5.44) are O (n −τ ) uniformly in z ∈ E as n → ∞, where τ can be taken arbitrarily large.
With this last observation in mind, we then obtain by combining (5.34), Lemma 5.3, (5.42), (5.43) and (5.44) that
uniformly on z ∈ E as n → ∞, where τ can be taken arbitrarily large, the functions G r k −1,1,n (z) are uniformly bounded on E and
, it is now clear that Theorem 2.3(a) follows from (5.45).
It only remains to prove part (b) of Theorem 2.3. Let ǫ > 0 be such that
For this ǫ, choose δ > 0 such Lemma 5.1 holds, and choose σ with 0 < 1 − σ < δ such that Lemma 5.2(c) holds. By increasing σ toward 1 if necessary, we can assume that Γ σ is such that for every k = 1, 2, . . . , s, the elements of
Now, think of z j as being fixed, so that by Lemma 5.2(c), the function
is analytic in the variable w on ext(Γ σ ) \ φ 1 (z j ), . . . , φ η(z j ) (z j ) with a simple pole at each φ l (z j ) {ω 1 , . . . , ω s } and residue [φ l (z j )] n . Hence, we obtain from (1.3) that
If k is such that z k = z j and λ k ∈ {1, 2}, then as we have previously seen,
as n → ∞.
If k is such that z k = z j and λ k {1, 2}, then we have in virtue of (4.3) and (4.5) that for all υ > 0 small enough,
Then, coupling Lemma 5.3 with (5.46), (5.47) and (5.48) yields for every τ > 0
Theorem 2.1(c) follows immediately by comparing the terms in (5.49).
Proof of Theorem 2.4. Given a closed set
Then, to prove the theorem it suffices to show that there is an open set U ⊃ E −1 1 such that φ has an analytic an univalent continuation to Ω ∪ U and formula (2.9) holds uniformly in z ∈ E ∪ U as n → ∞.
The set w ∈ T 1 : ψ(w) ∈ L 1 \ {z 1 , . . . , z s } is the union of finitely many pairwise disjoint open circular arcs J 1 , J 2 , . . . , J s ′ . Let e 1 , e 2 , . . . , e s ′′ be those points of T 1 that happen to be an endpoint of some J l . Fix 0 < ǫ < dist (E, {z 1 , . . . , z s }), and for this ǫ choose a number δ for which Lemma 5.1 holds. We can assume δ is so small that the disks D δ (e 1 ), . . . , D δ (e s ′′ ) are pairwise disjoint and for every e k {ω 1 , . . . , ω s }, the analytic continuation of ψ to D δ (e k ) satisfies
. Choose σ such that 1 − δ < σ < 1/σ < 1 + δ and Lemma 5.2 holds. Let 
, and consequently, φ has an analytic and univalent continuation to
be an open
Then, from Lemma 5.2(a), i) and ii) above, we see that for every z ∈ E ∪ U, φ(z) ∈ ext(Γ σ ), and the function w n ψ ′ (w)/ ψ(w) − z is analytic in the variable w on ext(Γ σ ) \ φ(z) with a simple pole at φ(z) and residue [φ(z)] n . Moreover, it has continuous boundary values on Γ σ \ {ω 1 , . . . , ω s } and, by (4.1) and (4.2), for every k = 1, 2, . . . , s,
3) and the residue theorem we obtain
The theorem follows from this and Lemma 5.3.
Proof of Theorem 2.5. Let E ⊂ L 2 \ {z 1 , . . . , z s } be an analytic arc and let 0 < ǫ < dist (E, {z 1 , . . . , z s }). For this ǫ, choose δ > 0 such that Lemma 5.1 holds. Note that E is a subarc of a larger analytic arc F ⊂ L 2 with all points of E being interior points of F. Notice also that the set {w ∈ T 1 : ψ(w) ∈ E} consists of two disjoint closed circular arcs contained in T 1 \ {ω 1 , . . . , ω s }, that we denote by E −1
5 See remark at the beginning of the proof of Theorem 2.3.
By the Schwarz reflection principle, we can find disjoint open sets
Hence, We conclude this section with the proof of (2.4).
Proof of (2.4). We shall prove the equivalent statement that for any two integers n, m ≥ 0 and real β > −1, α β,m (n) = Γ(β + 1)n!(− log(n + β + 1)) m 1 + ε β,m (n)/ log(n + β + 1) Integrating by parts we obtain α β,m+1 (n) = nα β+1,m+1 (n − 1)
Since, α β+1,m+1 (n − 1) = α β,m+1 (n − 1) − α β,m+1 (n), this gives as n → ∞.
Proofs of the zero results
Proof of Corollary 3.2. Suppose there is a compact set E ⊂ G and a subsequence {n j } ⊂ N such that F * n j (z) has more that J − 1 zeros on E counting multiplicities, where J is the number of corners of L (J ≤ s). By assumption A.3 (and extracting a subsequence from {n j } if needed), we can assume that {F * n j } converges locally uniformly on G to a nonzero rational function R(z) with denominator having degree no larger than J − 1. By Hurwitz's Theorem, there is an open set U ⊃ E such that for all j large enough, F * n j and R(z) have the same number of zeros on U, contradicting our assumption.
We now show that ν n * −→ µ, for which we use standard arguments. By Helly's selection theorem [19, Thm. 1.3] , from every subsequence of {ν n } n≥1 it is possible to extract another subsequence converging in the weak*-topology to a measure µ. Thus, to finish the proof, it suffices to show that every such limit measure µ is the equilibrium measure µ L of L.
Then, suppose ν n j * −→ µ as j → ∞, so that by Corollary 3.1 and what we just proved above, µ must be supported on L. Let us denote by U α (z) the logarithmic potential of the measure α, that is, By extracting a subsequence if necessary, we may assume that for some fixed ℓ ∈ {1, . . . , q}, n ν = qm ν + ℓ with m ν ∈ N, and by the compacity of T 1 , that for some real numbers α 2 , . . . , α u * lim ν→∞ e 2πir kj n ν θ j = e 2πir kj α j , 1 ≤ k ≤ u, 2 ≤ j ≤ u * , so that by (3.7), f must have the form (3.8).
Conversely, we now show that given an integer ℓ ∈ {1, . . . , q} and arbitrary real numbers α 2 , . . . , α u * , it is possible to choose a subsequence {n ν } ν≥1 such that Proof of Corollary 3.7 . This is just a straightforward consequence of Theorem 3.4 and Hurwitz's theorem, therefore, we omit it.
