We have analysed a sample of 18 RR Lyrae stars (17 fundamental-mode -RRaband one first overtone -RRc) and three Population II Cepheids (two BL Her stars and one W Vir star), for which high-resolution (R 30 000), high signal-to-noise (S/N 30) spectra were obtained with either SARG at the Telescopio Nazionale Galileo (La Palma, Spain) or UVES at the ESO Very Large Telescope (Paranal, Chile). Archival data were also analyzed for a few stars, sampling 3 phases for each star. We obtained atmospheric parameters (T eff , logg, v t , and [M/H]) and abundances of several iron-peak and α-elements (Fe, Cr, Ni, Mg, Ca, Si, and Ti) for different pulsational phases, obtaining [α/Fe] =+0.31±0.19 dex over the entire sample covering -2.2<[Fe/H]<-1.1 dex. We find that silicon is indeed extremely sensitive to the phase, as reported by previous authors, and cannot be reliably determined. Apart from this, metallicities and abundance ratios are consistently determined, regardless of the phase, within 0.10-0.15 dex, although caution should be used in the range 0 φ 0.15. Our results agree with literature determinations for both variable and non-variable field stars, obtained with very different methods, including low and high-resolution spectroscopy. W Vir and BL Her stars, at least in the sampled phases, appear indistinguishable from RRab from the spectroscopic analysis point of view. Our large sample, covering all pulsation phases, confirms that chemical abundances can be obtained for RR Lyrae with the classical EW-based technique and static model atmospheres, even rather close to the shock phases.
INTRODUCTION
RR Lyrae stars are old, metal-poor, horizontal branch pulsating variables that are undergoing quiescent helium burning in their centres. With typical periods of 0.2-1.0 day and magnitude variations in the visual band of 0.3-1.6 mag, they are called RRab, RRc or RRd (Bailey 1902; Jerzykiewicz & Wenzel 1977) , respectively, depending on whether they are pulsating in the radial fundamental mode, radial first overtone, or both modes simultaneously. Once appropriate corrections are made for evolutionary effects and for the fact that the mean intrisic absolute magnitudes are not constant (actually, they correlate with metallicity: Cacciari & Clementini 2003, and references therein), RR Lyrae turn out to be excellent distance indicators, probing stellar populations in the Milky Way and beyond: RRab stars are routinely used to trace tidal tails and streams in the Galactic halo, with important advantages compared to main-sequence turnoff stars, blue horizontal branch stars and K giants (e.g. Vivas et al. 2008; Sesar et al. 2010 Sesar et al. , 2013 Drake et al. 2013) and to probe the structure of external systems (e.g. Moretti et al. 2014) . Several nearby RR Lyrae and variable stars do indeed have parallaxes in the literature, either from Hipparcos (Høg et al. 2000; van Leeuwen 2007) or from dedicated studies (Benedict et al. 2011 ). In the near future, the Gaia 1 ESA mission will provide parallaxes to the µas level for all nearby stars. Photometry, which has been traditionally used for RR Lyrae distance determination, needs to be complemented by spectroscopic information not only to account correctly for the effect of metallicity on the ab- Notes. Coordinates (columns 2 and 3), type of variability (columns 4 and 5), rough magnitude ranges (column 6), and adopted periods (column 8) are from the General Catalog of Variable Stars (GCVS, Samus et al. 2010) , except for X Ari, TW Boo, RX Cet, and VX Her, that are known to have a variable period (Le Borgne et al. 2007 , see also text). Stars marked with an asterisk do not have a clear classification, but for our computations we used the type in column 4. Epochs of maximum light (column 7) have been derived by us from ROTSE light curves, except for X Ari, TW Boo, RX Cet, and VX Her, where a parabolic fit was used, based on data from Le Borgne et al. (2007) . For a few stars with no ROTSE data, epochs are taken from the GCVS, and for SS Leo from Maintz (2005) . V amplitudes (column 9) are from Kinemuchi et al. (2006) ; values in brackets were either derived from ROTSE light curves (TW Cap, U Com, UY Eri, and V716 Oph), or taken from the ASAS-3 catalogue (V Ind, VW Scl, BK Tuc; Pojmanski 1997; Meyer 2006) . Metallicities are from Kinemuchi et al. (2006, column 10) and Beers et al. (2000, column 11 ; typical errors are on the order 0.1-0.2 dex).
solute magnitude of these stars, but also to give information on their kinematics and detailed chemical abundances (whenever possible) which both help discriminate among various sub-populations with different characteristics. However, while extensive literature exists concerning photometry and low-resolution spectroscopy of RR Lyrae stars, highresolution spectroscopic studies are by far less numerous. This is most likely due to the limits on the exposure times, which translate into limits on the attainable S/N (signal-to-noise) ratios in the spectra, imposed by the short pulsation periods. Yet, a number of authors (Butler et al. 1976 (Butler et al. , 1979 Clementini et al. 1995; Lambert et al. 1996; Preston et al. 2006; Kolenberg et al. 2010; For et al. 2011; Kinman et al. 2012; Govea et al. 2014 ) did perform detailed chemical composition analyses based on high-resolution spectra for different samples of RR Lyrae stars. The most important general conclusions that can be drawn from these studies are: (i) lines of most species form in local thermal equilibrium (LTE) conditions, thus standard LTE analyses can be performed, but see our discussions in Sections 4.2 and 4.4 for more details; (ii) coaddition of spectra can be safely used to increase the S/N ratios; (iii) the strongest and more symmetric lines are found at phases 0.3< φ <0.5; (iv) effective temperature (T eff ), gravity (log g), and microturbulent velocity (v t ) variations with phase are regular, but abundance ratios are mostly insensitive to phase.
High-resolution spectroscopic studies are mandatory in order to gain insights on the atmospheric behaviour of RR Lyrae stars. Our knowledge of the atmospheric dynamics in RR Lyrae stars is, in fact, still very poor. For instance, the physical origin of the Blazhko effect -so named after Sergei Nikolaevich Blazhko, who was the first to report a long-period modulation of the lightcurve of a RR Lyrae star (Blazhko 1907 ) -remains frustratingly elusive (e.g. Chadid et al. 2008; , and references therein), in spite of the fact that a significant fraction of RRab stars (up to 50 per cent; Jurcsik et al. 2009 ) exhibits these longterm modulations of amplitudes and phases. We refer the interested reader to Fossati et al. (2014) for the most recent high-resolution spectroscopic study of RR Lyr, dealing with all the above issues.
Population II Cepheids also play a relevant role as distance indicators and old stellar populations tracers. They are generally classified as BL Her, W Vir and RV Tau according to their periods and evolutionary stages: BL Her stars have the shortest periods (0.8-4 days) and are evolving from the horizontal branch towards the asymptotic giant branch (AGB); W Vir stars, with periods in the range 4-20 days, are crossing the instability strip during their blueloop excursions; and RV Tau stars are in their post-AGB phase (see e.g. Soszyński et al. 2008) . Despite some hints of unusual chemical compositions, they have received scant attention from spectroscopists. A notable exception is the study by Maas et al. (2007) , who analysed a sample of 19 BL Her and W Vir stars and related the contrasting abundance anomalies to the different stars' evolutive stages from the blue horizontal branch. Two of the three Population II Cepheids in our sample have abundance determinations from Maas et al. (2007) : TW Cap and UY Eri.
In this paper, we present atmospheric parameters, metallicities, and abundances of several iron-peak and α-elements for 18 RR Lyrae stars and 3 Population II Cepheids, observed at differ- Notes. Archival spectra are marked with an asterisk in columns 3 and 10. The listed S/N are evaluated @6000 Å. ent phases. The paper is organized as follows. In Section 2 we summarize the observations and data reduction. In Section 3 we describe the adopted model atmospheres, atomic linelist and abundance analysis tool, and present the equivalent width (EW) measurements. Section 4 presents the results of our spectroscopic abundance analysis, starting from the astrophysical parameters determination and ending with the metallicities and abundance ratios of our sample stars. Finally, the results are discussed -and some conclusions are drawn -in Section 5.
OBSERVATIONS AND DATA REDUCTION
The observations for the 18 RR Lyrae and 3 Population II Cepheids analysed in this paper have been obtained with two different telescopes and instrumental set-ups and complemented with archive data. Basic literature information for the programme stars can be found in Table 1 (see also Section 2.4).
SARG data
Observations of 15 RR Lyrae stars (DR And, X Ari, TW Boo, RZ Cam, RX Cet, U Com, RV CrB, SW CVn, UZ CVn, AE Dra, SZ Gem, VX Her, DH Hya, TU UMa and RV UMa) 2 and one BL Her star (UY Eri) were carried out with SARG@TNG (Gratton et al. 2001) , operated on the island of La Palma, Spain, during two separate runs in March and between September and November 2009. During the first run (in visitor mode), variables were observed almost always at random phases, while in the second run (in service mode) observations were planned at minimum light. The observing conditions in both runs were reasonably good, although non-photometric. Observations were generally split into three exposures (see Table 2 ); in some cases exposure times as long as 45 or 60 min were necessary to gather enough S/N. This implies that some of these spectra will suffer from significant line smearing, where the distorted profiles from slightly different phases overlap, producing additional distortions in the line shapes. The exact phase and phase coverage of each exposure can be desumed from Table 2 or Figure 1 . SARG was set-up to reach a resolving power of R=δλ/λ ≃30 000 and to cover a spectral range from 4000 to 8500 Å. The relatively low spectral resolution of SARG does not damage significantly the already widened line profiles of pulsating variables. We could reach a S/N roughly between 50 and 100 per pixel except on the margins of the spectra, and we discarded spectra below S/N≃20-30, approximately.
SARG spectra were reduced with the IRAF 3 tasks in the echelle package. First of all we applied bias subtraction and flatfielding; for preparing flatfields (with apflatten) and also for tracing spectra of faint stars we used spectra of the brightest star (one for each night) to locate echelle orders. The position of each order was then traced interactively with a cubic spline. Two-dimensional dispersion solutions were found for the Th-Ar spectra; the typical r.m.s. deviation of the lines from fitted wavelength calibration polynomial was near 0.03 Å. Sky absorbtion lines (telluric bands of O 2 and H 2 O) were removed using the IRAF task telluric with the help of our own library of observed spectra of fast rotating hot stars accumulated during the years. In particular, the stars which provided best results in the case of SARG spectra were HR 5206 and HD 6215 observed with UVES in June 2000 at a slightly higher resolution. Once the spectra were wavelength calibrated and extracted (with optimal extraction), the orders were merged into a single spectrum by means of an S/N weighted sum using the IRAF tasks scombine and continuum. An example of the quality of the SARG spectra is shown in Figure 2 .
UVES data
Eight stars (SW Aqr, TW Cap, DH Hya, V Ind, SS Leo, V716 Oph, BK Tuc and UV Vir) 4 were observed with UVES@VLT (D'Odorico 2000; Dekker et al. 2000) , between April and August 2009 in service mode. Observing conditions were clear, but mostly non-photometric. Being the VLT more efficient, we needed generally shorter exposures than with SARG to reach a similar S/N, resulting in less altered line profiles, covering a shorter range of phases. The observing logs can be found in Table 2 and the phase coverage can be seen in Figure 1 . UVES was set-up to reach a resolution of R≃45 000 and to cover a spectral range of 4500-7500 Å; the S/N was slightly higher than for SARG spectra, ranging between 70 and 150 per pixel, roughly.
The data reductions were performed with the UVES pipeline (Ballester et al. 2000) by ESO as part of the service observations. The pipeline reductions include the classical steps of bias subtraction, flat-field correction, wavelength calibration and spectra extraction by means of optimal extraction, sky subtraction, and finally order merging with pixel resampling. We normalized the pipelineprocessed spectra and corrected them for telluric absorption as done for the SARG spectra.
Archival data
Additional spectra were retrieved from the ESO Advanced Data Products archive, consisting of extracted and wavelength-calibrated spectra of BK Eri (observed with UVES), V Ind (observed with FEROS and HARPS) and of VW Scl (observed with UVES). A spectrum of X Ari obtained with the ARC Echelle Spectrograph (ARCES) at the Apache Point Observatory (S. Andrievsky, G. Summary of the pulsation phase and duration of all our exposures: SARG spectra are indicated by light blue stripes; UVES ones by dark blue stripes; archival FEROS spectra by green stripes; archival HARPS spectra by pink stripes; and the APO spectrum of X Ari by a purple stripe. Each panel reports data for one star on an arbitrary scale. Whenever ROTSE light curve data were available, they were plotted as black dots on an arbitrary vertical scale, just for reference, and the ROTSE designation for the star was indicated on each panel. For V Ind, we used data from Clementini, Cacciari, & Lindgren (1990, purple dots) ; for TW Cap we plotted the ASAS-3 data (Pojmanski 1997; Meyer 2006 , purple dots); for VW Scl and BK Tuc we obtained template light curves from data of stars with similar characteristics: SS For (Cacciari et al. 1987) and TU Uma (Liu & Janes 1989; Fernley & Barnes 1997) , respectively, plotted as solid curves. Wallerstein, 2013, private communication) was also included in the sample. Information on these additional spectra can be found in Table 2 and in Figure 1 . The spectra were normalised and corrected for telluric absorption features following the procedures adopted for our own SARG and UVES observations.
Reference literature information
For all our programme candidates, we searched the literature for basic information, which is listed in Tables 1 and 3 , and displayed in Figure 1 . Epochs of maximum light were derived from ROTSE Figure 2 . Example of the quality of our SARG spectra. The two spectra of VX Her obtained with SARG are shown. According to Kolenberg et al. (2010) and as described in the text, the φ=0.05 spectrum should correspond to a shocked atmosphere phase, while the φ=0.86 spectrum should correspond to a quiescent phase. The difference between the two spectra is striking (see also figures 7, 8 and 9 of Clementini et al. 1994 , for the effect of the shock on the hydrogen and metal lines of RR Lyrae stars in M4).
light curves 5 (see also Woźniak et al. 2004 , for a description of ROTSE variable star observation and analysis) for most of our targets, except for TW Cap, V Ind, VW Scl, and BK Tuc, for which epochs were taken from the General Catalogue of Variable Stars (GCVS, Samus et al. 2010 ), SS Leo, for which an updated epoch was obtained from Maintz (2005) , and for three stars with varying period described below. The periods and the Bailey variability types were obtained from the GCVS. Amplitudes were obtained from Kinemuchi et al. (2006) for most stars, and when these were not available, from ROTSE light curves by us or from the ASAS-3 catalogue (All Sky Automated Survey, Pojmanski 1997). Also, 2MASS photometry and extinction data (see Table 3 ) were used to derive photometric T eff estimates (Section 4.1). Reference iron abundances were obtained from Beers et al. (2000) and Kinemuchi et al. (2006, see also Sections 4.4 and 4.6) .
It is important to note that, according to Fernley et al. (1989) , X Ari has varying period. More recently, Le Borgne et al. (2007) found that also TW Boo, RX Cet, and VX Her have variable periods: using their reference data (reported in Table 1 ) and a parabolic fit (their equation 1), we derived the epoch of maximum light closest to our observations, the appropriate period, and finally the phase of each spectrum (reported in Tables 1 and 2 ).
ABUNDANCE ANALYSIS
Many of our spectra were taken at random phase; Figure 1 summarizes the phase and duration of our exposures: several of our spectra were taken away from optimal phases. We discuss on the implications of using static atmosphere models in Section 3.1, briefly reviewing theoretical and experimental knowledge in the literature. Later (Sections 3.3 and 3.4) we apply the classical method to all our spectra, regardless of their phase. Profiting from the ample phase coverage, we then compare our results of both atmospheric parameters and abundances a posteriori (Section 4) across different pulsation phases and with the literature, to assess the reliability and repeatability of our analysis. . A summary sketch of the quiescent (blue shaded regions) and shock phases (red shaded regions) along the light-curve of a type ab RR Lyrae (see text for a discussion), on an arbitrary vertical scale. The green region at φ < 0.15 is the empirically determined region where abundance ratios appear to be poorly determined in some cases (see Section 4.5).
Use of static model atmospheres
The anomalous features of hydrogen absorption lines (emission, line doubling) in the spectra of RRab variables have been known for a long time (Struve 1947; Sanford 1949) , and were attributed to the existence of shock waves at certain phases during the pulsation cycle, while there is no evidence to date of shock waves in the atmosphere of RRc stars. Studying this phenomenon requires spectroscopic observations with both high spectral and time resolution as well as high S/N, and until quite recently it could only be done on a small number of the nearest RRab variables with photographic spectra (Preston 1964; Preston & Paczynski 1964; Preston et al. 1965; Oke 1966) , and later with electronic light detectors (Gillet & Crowe 1988; Gillet et al. 1989 ). The most accurate and detailed studies, however, were obviously done during the last decade thanks to the use of more advanced observation technology (Chadid et al. 2008; Kolenberg et al. 2010; For et al. 2011; Preston 2011) .
Hydrodynamic model atmospheres (Hill 1972; Fokin 1992; Fokin et al. 1999 ) identify two pulsation phases where shocks occur: (i) the main shock corresponding to the so-called 'hump' at phase ∼0.9, when the infalling photosphere halts and its outward acceleration rapidly increases; and (ii) the early shock corresponding to the so-called 'bump' at phase ∼0.7, likely produced by colliding layers of material as the star approaches minimum radius (Gillet & Crowe 1988) . Fig. 2 shows two spectra of our sample star VX Her, one taken in a shocked phase, the other in a quiescent phase. Although the shocks may fully develop in the higher atmospheric layers and hence mostly affect hydrogen lines (see e.g. Oke et al. 1992) , they are also detectable at the photosphere, as shown by the broadening of photospheric FeI lines firstly observed by Lebre (1993 , see also Clementini et al. 1994 , and the quite long discussion on shocks presented in that paper). Both shocks are associated with the emission of ultraviolet excess energy, which is stronger at the 0.9 phase and weaker at the 0.7 phase, the origin of which has been attributed to various physical causes (see Smith 1995, for details) .
Because static model atmospheres are more accurate and reliable than the available hydrodynamic ones, the general approach has been so far to restrict the analysis to the phase intervals in which the atmosphere is relatively stable. Traditionally, this has been chosen around phase φ ≃0.75-0.80 (see Figure 3) , corresponding to the minimum of the typical light-curve of an ab-type RR Lyrae Table 3 . 2MASS and extinction data used for determining the photometric temperatures listed in Table 5 . Schlafly & Finkbeiner (2011) . K values have been calculated by us whenever possible from 2MASS data and K light curve templates for RR Lyrae by Jones et al. (1996) .
star, although the region can only be defined with a certain level of approximation. More recently, Kolenberg et al. (2010) discussed the possibility that φ ≃0.35 also corresponds to a phase of quiescence, because RR Lyrae stars reach their minimum radius and for a short time we can safely use static model atmospheres (see Figure 3) . Their statement is supported by the appearance of many iron lines with symmetric shapes in spectra of RR Lyrae observed in these phases, that can successfully be used for a chemical analysis . From the empirical point of view, Clementini et al. (1995) performed abundance analysis of RR Lyrae spectra taken at or close to maximum light and For et al. (2011) and Wallerstein, Gomez, & Huang (2012) compared the abundance analysis of stars observed at different phases. Their conclusion is that reliable results can be obtained at almost all phases, provided that one avoids the narrow regions around shocks (see also Figure 3) and, of course, that exposure times are as short as possible to minimize the line shape deformations resulting from the overlap of different phases. In the sample presented here, a few stars have long exposure times (see Section 2.1) and a few exposures are into the dangerous zones presented in Figure 3 . A discussion of these cases is postponed to Section 4.
As mentioned above, RRc variables do not show evidence of having shock phases, and the whole light curve is safe for abundance analysis (Govea et al. 2014) . W Vir variables, instead, do have shocks. Maas et al. (2007) reject spectra which show line doubling, markedly asymmetric lines, or strong emission in the Balmer lines. According to those authors, spectra not showing these characteristics are likely to represent the atmosphere at a time when standard theoretical models may be applied. However, as stressed by Maas et al. (2007) , this presumption should be tested by analysis of a series of spectra taken over the pulsation cycle: they obtained consistent results from the analysis of a limited number of stars (three objects) with spectra taken at different phases. Among our programme stars, TW Cap is a W Vir star, while UY Eri and V716 Oph are BL Her variables. None of them exhibits strong profile alterations in their spectra, so we kept them in our sample.
Linelist and atomic data
To create a raw masterlist, we visually inspected the observed spectra, the solar spectrum by Moore et al. (1966) , and a few synthetic spectra with temperatures ranging from 5000 to 7000 K, gravities ranging from 2.5 to 3.5 dex, and metallicities ranging from −2 dex to solar. The synthetic spectra were computed with Tsymbal's (Tsymbal 1996 ) LTE code. All visible lines that appeared not blended in at least one of the observed or theoretical spectra (considering also molecular lines in the theoretical spectra) where identified and included in the raw masterlist.
Atomic data for the selected lines were obtained from the VALD2 6 and VALD3 7 online databases (Kupka et al. 2000) , including line broadening parameters, when available. The employed oscillator strengths (logg f ) and excitation potentials (χ ex ) are reported in Table 4 , along with the measured EWs for each spectrum. More in detail, the major sources of logg f data for the selected lines are: for Fe the VALD2 critical compilation, based on 27 dif- After the raw masterlist was assembled, an additional line selection was applied, based on empirical criteria. First, only lines that were actually measured in at least three different spectra (see next section) were retained and passed on through the abundance analysis. A further selection was performed iteratively after the abundance analysis rejection procedures (see Section 3.4), resulting in a final clean linelist of 352 lines of 9 species.
Equivalent widths
EW were then measured with the help of DAOSPEC (Stetson & Pancino 2008) , run through the automated parameters optimizer DOOp (Cantat-Gaudin et al. 2014) . In some cases the line profiles were deformed. For the long SARG exposure spectra, double peaks and asymmetric profiles were observed, owing to the integration along phases that in some cases were far from the equilibrium state. In all those cases, we forced DAOSPEC to adopt a radial velocity consistent with the deepest peaks, and the dominant line substructures. Clearly, the EW measurements by Gaussian fits were not optimal and this is reflected in the higher than usual (considering the S/N ratio) errors on the measurements, but also on the large uncertainties on the abundance results (see Section 3.4).
The way we used to measure EW has an impact on the resulting v t of spectra with deformed line profiles: for those spectra where a "main" component could be identified, centered, and fit by the code, the FWHM would be relatively smaller, leading to a "normal" v t , more similar to the field stars with unperturbed atmosphere. For those spectra with long exposure times, where the lines are also shallow and different atmospheric effects were included in the line profiles, a "global" Gaussian fit of all substructures would lead to a larger FWHM, and higher than usual resulting v t . This is indeed the case, as discussed further in Section 4.3 and shown in Figure 5 . However, the classical EW method implicitly tends to compensate for these effects, and as a result the iron abundances are relatively stable and compare well with the literature (see also Sections 4.4 and 4.6).
The measured EW with their errors (as computed by DAOSPEC, see Stetson & Pancino 2008 , for a detailed description) can be found in Table 4 , where only lines surviving the described selection procedures are displayed.
Abundance computations
Abundance calculations were performed with GALA (Mucciarelli et al. 2013) , which automatically finds the best atmospheric parameters and abundances, based on the Kurucz suite of abundance calculation programs (Kurucz 2005; Sbordone et al. 2004 ); we used the Atlas9 grid of atmospheric models computed by Castelli & Kurucz (2003) 10 . Briefly, GALA uses the classical method based on EW measurements, which refines an initial T eff estimate by erasing any trend of iron abundance, A(Fe), with excitation potential; refines v t by imposing that weak and strong lines give the same A(Fe); refines log g by minimizing the difference between A(FeI) and A(FeII); and finally, the method checks that there is no residual trend of A(Fe) with wavelength. Practically, as our spectral ranges included saturated telluric bands (after 6800 Å) that were difficult to remove, we ended up cutting the noisiest spectra after 5800 Å (in the worst cases) or 6500 Å (in the less bad cases).
GALA automatically selects lines based on three criteria: (i) their strength; (ii) their measurement error, provided by DAOSPEC in our case; and (iii) their discrepancy from the average [Fe/H] of the other lines. In the last step of our raw master line list refinement, we rejected all those lines that survived GALA's rejections in less than three spectra. After removing those lines from the master line list, we repeated both DAOSPEC (with its line selection) and GALA a few times, obtaining the final clean linelist described in Section 3.2 that was actually used for the final EW measurements and abundance analysis.
RESULTS
The results of our spectroscopic abundance analysis are reported in Tables 6 and 7 and discussed in the following sections, starting from the astrophysical parameter determination and following with the elements abundance ratios.
Effective temperature
To check that our spectroscopically derived effective temperatures are reasonable, we compared with two different estimates of the expected temperature at each phase, both based on photometry (see Figure 4) .
The first method required an estimate of the infrared K magnitude at the phase of each spectroscopic observation. We used the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006 ) data and K light-curve templates from Jones et al. (1996) to obtain the K magnitudes of our programme stars at the phases of the spectroscopic observations, φ obs . We adopted the V amplitudes listed in Table 1 . We then derived the intrinsic V − K color corresponding to our φ obs , by adopting extinction values from Schlafly & Finkbeiner (2011) and ROTSE light curves. A few stars with no ROTSE light Alonso et al. (1999, their equation 8) 11 to derive the T eff values. The T eff values for the subset of our programme stars for which it was possible to apply the method outlined above, are listed in Table 5 . An estimate of the typical uncertainty on the 2MASS photometric T eff was obtained by propagating the reference magnitudes uncertainties, and resulted of ≃220 K. The average difference between these T eff values and the corresponding ones derived from spectroscopy is ∆T eff =71±382 K.
For a second comparison, we used the temperatures of the eight stars used by For et al. (2011) for creating their T eff -phase relations. Their photometric temperatures (derived from B-V, V-R c , and V-I c colors) are used to derive a region of confidence, shown in Figure 4 as a blue shaded area. We also used the final T eff derived by For et al. (2011) for their programme stars (including uncertainties), to derive an additional region of confidence (red shaded area in Figure 4 ). The two regions together cover a similar parameter space as that covered by our targets, both in metallicity and in pe-11 Two stars have some spectra just outside the limits of applicability of this calibration, having (V-K)<0.1 mag: AE Dra (at φ=0.05) and BK Eri (at φ=0.04 and 0.14). However, given the large uncertainties involved in the procedure and our use of photometric temperatures just as a reference value, we chose to use formula 8 by Alonso et al. (1999) in any case. riod. Our spectroscopically derived T eff values mostly fall inside or near the borders of the shaded areas.
We note that the spectrum of UV Vir, taken dangerously close to the main shock zone, needed a higher than expected T eff to converge, but gravity and microturbulence still appear reasonable. A special discussion deserves the case of U Com, the only type RRc variable, which displays a much lower spectroscopic temperature (by more than 1000 K) than the photometric estimates, being more in line with the temperatures expected for other RRab variables in the sample. The only other high-resolution studies of RRc variables, to our knowledge, are: Lambert et al. (1996, con- taining DH Peg and T Sex) and Govea et al. (2014, who specifically targeted eight RRc stars). Neither of these studies, covering alltogether a lager metallicity range than ours, report T eff >7600 K; in particular, Figure 11 by Govea et al. (2014) illustrates the variation of their spectroscopic T eff as a function of phase: for the phases of our three spectra of U Com, we should expect 7000<T eff <7500 K, roughly. We are thus confident that our T eff for this star are roughly correct. As supporting evidence, we note that the resulting [Fe/H] for U Com is only 0.2 dex lower than the Beers et al. (2000) estimate.
In conclusion, our spectroscopically derived T eff values agree with the values that are, roughly speaking, expected judging from optical ) and infrared (2MASS) photometry, except for a marginal discrepancy for some stars around 0.3< φ <0.4 and 0.6< φ <0.8. The T eff obtained for each spectrum, along with the error estimated by GALA (see Mucciarelli et al. 2013 , for more details) from the slope of [Fe/H] versus excitation potential, are listed in Table 6 .
Surface gravity
The acceleration term that is needed to account for the dynamic atmosphere of RR Lyrae (Clementini et al. 2005) can be determined by differentiating the radial velocity curve, which is a basic ingre- dient in the Baade-Wesselink method 12 . The effect of the early and main shocks can be computed (see for example the computations for S Arae by Chadid et al. 2008, their Figure 3 ). In general, the acceleration associated with the main shock should produce a significant increase of the effective gravity with respect to the static value, ∆ log g ≃ 0.6-0.8 dex, whereas the acceleration associated with the early shock should affect the gravity only marginally, by 0.1 dex. Apart from the absolute values of the gravity, which depend on the assumed stellar mass and radius, the effective gravity/acceleration curves show that the only part of the pulsation cycle where gravity can be significantly different from the static value is around the maximum light (approximately minimum radius) phase. Recent model computations by Kolenberg et al. (2010) and observed spectra analysis by For et al. (2011) show that assuming a constant gravity throughout the pulsation cycle is appropriate (within 0.1 dex).
We used the spectroscopic method to balance Fe I and Fe II and our derived gravities distribute flatly around log g = 2.2±0.3 dex (see Table 6 and Figure 5 ) and show no significant trend with phase. In particular, we note that four of our spectra are taken in the shocked zone with 0.85< φ <1.0 13 , but none displays largely deviant gravities. A large scatter is anyway present, undoubtedly caused by the paucity of very reliable Fe II lines away from the optimal phases: X Ari displays a very high logg=3.1±0.38 dex, for that reason.
Our logg values are broadly compatible with the ones found by For et al. (2011) , and are substantially lower than those obtained in past high-resolution studies (Butler et al. 1979; Clementini et al. 1995; Lambert et al. 1996) , which were closer to 3 dex and in general to the B-W determinations of gravity. Explanations for this 12 We found that a few of our programme stars were previously analysed with the Baade-Wesselink method, based on very accurate visual and infrared light curves; these are X Ari (Fernley et al. 1989 ), V Ind (Clementini, Cacciari, & Lindgren 1990 ) and TU UMa (Liu & Janes 1990 ). 13 They are: the second and third SARG spectra of U Com, the second SARG spectrum of VX Her, and the first UVES spectrum of V Ind. difference were searched by For et al. (2011) , who invoked uncertainties on the NLTE corrections (see also Clementini et al. 1995; Lambert et al. 1996) : NLTE effects should in principle produce lower gravities when one obtains gravity by forcing Fe I and Fe II to be as close as possible 14 . While further investigation of NLTE effects in the atmospheres of RR Lyrae stars would be highly desirable, past studies (see for example Lambert et al. 1996) do support the idea that a 0.5-1.0 dex difference in logg could be induced by NLTE effects. Because the LTE spectroscopic logg values could be in principle indicative of NLTE effects, the fact that we do not observe significant logg changes with phase (nor with [Fe/H]), is suggestive of a relatively small NLTE effect, contained within roughly 0.2 dex in terms of Fe I, unless other effects occurring in the complex atmospheres of these stars act to mask NLTE effects: for example, the large discrepancy in the behaviour of logg along the pulsation cycle found with the B-W method (see above) and with highresolution spectroscopic analysis, is clearly not understood yet.
We also studied the impact of adopting different Fe II logg f (Fe I atomic data are overall more reliable), that are a well known source of uncertainty in this type of analysis (Meléndez & Barbuy 2009 ). We measured an average difference between the present study and the one by Clementini et al. (1995) -as an exampleof log g f =+0.06±0.18 dex 15 . We thus tried changing our logg f on our highest S/N spectrum (TW Cap) by that amount and allowed for GALA to re-converge with the new Fe II logg f values and the same EWs. As a result, logg was raised by only 0.2 dex, with T eff untouched and v t raised by 0.2 km/s. While these changes go in the right direction to reconcile the mentioned studies, they are largely insufficient to explain the said differences.
To preserve the internal consistency of our analysis, and supported by the findings by For et al. (2011) , we used the logg spectroscopic values obtained by enforcing Fe ionization equilibrium, which are listed in Table 6 , along with the error estimated by GALA (see Mucciarelli et al. 2013 , for more details) from the difference between [FeI/H] and [FeII/H].
Microturbulent velocity
As discussed in Section 3.3, the method we use for measuring EWs has an impact on our resulting v t values obtained by balancing [FeI/H] with EW. There are three cases: (i) the line profiles are not distorted and the Gaussian fit is a good approximation; (ii) the line profiles are mildly asymmetric when the atmosphere is not static, thus DAOSPEC could still fit Gaussians with a slightly higher FWHM to include the whole line structure, obtaining a reasonably reliable EW; (iii) the line profiles are heavily distorted, for example because of a long exposure time, including different phases where the line structures change rapidly, and DAOSPEC was forced to fit the "main" component of the line with a Gaussian, neglecting or leaving out secondary components or asymmetric wings: the adopted FWHM is not much higher than what expected for a nonvariable star with similar characteristics 16 . It is important to recall at this point that the method employed by For et al. (2011) was to integrate the heavily distorted lines instead of fitting them with a Gaussian: this explains their v t values, higher than those of nonvariable field stars with similar characteristics.
As can be seen in Figure 5 , our resulting v t values are mostly similar to the ones expected for non-pulsating field stars, on the basis of the Gaia-ESO survey v t relation (Bergemann et al, in preparation), and sometimes higher, almost as high as those by For et al. (2011) . The low values correspond to cases (i) and (iii) listed above, while the intermediate or high values correspond to case (ii) above. We rarely reach as high values as For et al. (2011) or predicted by Fokin et al. (1999) , because we rarely use the whole line profile for our abundance analysis. It is important to note, however, that both methods for measuring EW produce reliable iron abundances, because with both the adopted abundance analysis method ensures self-consistency (though parameters inter-dependence) in this respect. The large scatter of parameters in our case does, however, imply a larger uncertainty for these variable stars compared with non-variable stars observed with similar spectral quality (see below).
The v t obtained for each spectrum, along with the error estimated by GALA (see Mucciarelli et al. 2013 , for more details) from the slope of the relation between [Fe/H] and EW, are listed in Table 6 .
Iron abundance
We derived our Fe I and Fe II abundances as the median of all the available iron lines, generally of the order of ≃70-90 Fe I and ≃10 Fe II surviving lines. As we generally achieved a good ionization balance between Fe I and Fe II (∆[Fe/H] was typically 0.01±0.04 dex, ranging from -0.09 to +0.13 dex), we used Fe I to define [Fe/H]. We do not detect very large non-LTE effects, that with our method would appear as very low gravities, but according to Lambert et al. (1996) and Clementini et al. (1995) these should be either of the order of 0.2 dex or negligible, respectively, and sian component of a multiple or asymmetric line profile produces FWHM values not much higher than the ones expected from the spectral resolution. thus could imply some ≃0.5-1.0 dex underestimate of the surface gravities (see also the discussion in Section 4.2).
We compared our results with the two studies by Kinemuchi et al. (2006) and Beers et al. (2000) . The former study used both the Jurcsik & Kovacs (1996) and the Sandage (2004) calibrations of RR Lyrae metallicities as a function of the period and the Fourier φ 31 parameter. The latter study was instead based on the Beers et al. (1999) recalibration of their prism survey to search for metal-poor stars using the calcium K line. Both literature calibrations are thus based on solar abundance values around A(Fe) ⊙ =7.55-7.50 and thus should agree well with our adopted solar composition (Grevesse & Sauval 1998) . For a more detailed comparison with high-resolution spectroscopic studies, see Section 4.6.
As shown in Figure 6 , this is indeed the case: our values show no significant offset with the two cited studies, and no significant trends with phase are observed 17 . The difference with Beers et al. (2000) Catelan 1992; Sandage 1993; Jurcsik & Kovacs 1996; Alcock et al. 2000; Sandage 2004; Bono, Caputo, & Di Criscienzo 2007 , to name a few) we can conclude that the agreement found in the metallicity range covered in this paper is more than satisfactory. Also, being the present work one of the few based on high resolution spectroscopy (R 30 000, see also references in Section 4.6), this lends independent support to those calibrations, at least in the explored metallicity range.
The average Fe I and Fe II abundances of the surviving lines in each spectrum can be found in Table 6 . The result is shown in Table 7 .
Abundance ratios
Abundance ratios for a few elements other than iron were computed for each spectrum, providing uncertainties and final star weighted averages in the same way used for iron (see Table 7 ). The behaviour of abundance ratios with phase is illustrated in Figure 7 . The resulting abundance ratios are also plotted in Figure 8 versus [Fe/H] . In summary, in spite of the obvious difficulties of obtaining parameters and abundance ratios on variable stars spectra, especially when one observes with long exposure times or outside the optimal phases, the results are stable and broadly comparable to those obtained for non-variable stars even rather close to the shock phases, if some extra effort is put into a careful selection of spectral lines (we used an outlier rejection) and if one accepts the inevitably higher errors and scatter (of the order of 0.1-0.15 dex, roughly speaking) compared to non-variable stars. In other words, the classical EW method based on static atmosphere models still works over most of the pulsation cycle, including the early and main shock regions. However, immediately after the main shock phase, we note a dangerous zone lying roughly within 0 φ 0.15, depending on the species (see Figure 7 ), which appears indeed to be the region where the maximum disturbance on abundance determinations is reached. Our work fully supports the findings by Clementini et al. (1995) , For et al. (2011 ) or Wallerstein, Gomez, & Huang (2012 , and adds more insight into the main shock phase, where indeed some neutral lines start disappearing (Chadid et al. 2008) , but other lines appear to remain reliable.
Iron-peak elements
The iron-peak elements abundances of chromium and nickel (Table 7), are based on approximately 5-15 well-behaved lines for each element (see also Table 4 for a list of surviving lines), depending on the spectrum. The scatter seems to increase for a few spectra immediately after the main shock phase, and there are a few outliers, but when all measurements for a star are combined through a weighted average, the resulting abundance ratios are rather compatible with solar values, within the highly varying uncertainties (Figure 8) (Figure 7 ) and around and after the early shock phase, and that it goes in the same sense as theirs (see also Clementini et al. 1995; Sobeck, Lawler, & Sneden 2007) . The two most metal-poor stars, X Ari and UZ CVn, display rather large errorbars -owing most certainly to the paucity of lines -but, for example, their enhanced nickel abundance is in line with what found by Gratton et al. (2003) for field stars.
α-elements
We also provide abundance ratios for Mg I, Ca I, Si I, Ti I, and Ti II (Table 7) , based on approximately 3, 30, 10, 10, and 20 lines, respectively (see Table 4 ). Unlike the two iron-peak elements studied above, calcium and magnesium do not seem to display any increase in the scatter after the main shock, although there is a hint of a decrease in their abundance before the shock (see also Chadid et al. 2008) .
Silicon, which was extensively discussed by For et al. (2011) , appears indeed extremely sensitive to the phase, with a larger spread at all phases and very roughly following the T eff trend. It was previously reported in the literature (Shi et al. 2009 ), that silicon lines have largely different NLTE effects and that bluer lines should have larger effects in general with respect to redder lines. Our selection of lines (reported in Table 4 ), is based on the EW measurement quality and on statistical rejections within the GALA routines, thus displaying a rough average effect, with a large spread.
Apart from a few outliers, titanium behaves similarly to magnesium and calcium; we can also observe a constant offset between Ti I and Ti II, of 0.18±0.10 dex, with Ti I higher than Ti II. Once the weighted averages of α-element ratios were computed for each star, we observed that the results were broadly compatible with the typical halo α-enhancement (Figure 8 
Literature comparisons
Five of our program stars were analyzed in the past with highresolution spectroscopy: TU UMa, VX Her, X Ari, TW Cap, and UY Eri.
TU Uma was observed at phase 0.77 by Clementini et al. (1995) and at phase 0.09 by Butler et al. (1979) . Their adopted T eff are fully consistent with the shaded area in Figure 4 , covered by the For et al. (2011) analysis, and thus with our adopted value; their gravities are generally higher, more consistent with the Baade-Wesselink results (see Section 4.2 and For et al. 2011) ; their v t are well above 3 km/s, i.e., 2-3.5 km/s higher than our value, as expected because of the EW fitting method adopted here (Section 4.3). However, their resulting [Fe/H] abundances of -1.05 dex (Butler et al. 1979 ) and -1.55 dex (Clementini et al. 1995) nicely bracket our value of -1.31 dex, and our determination is compatible with both values, considering their quoted errorbars of 0.1 dex (Clementini et al. 1995) and 0.14 dex (Butler et al. 1979) .
VX Her was observed by Clementini et al. (1995) at five phases in the range 0.54-0.69. Their T eff value of 5950±115 K is included in the shaded area in Figure 4 , and is thus compatible with our adopted value; their logg is 2.6 dex, again in line with the Baade-Wesselink determinations; their v t is 4.5 km/s, thus higher than our determination, as expected. Their resulting [Fe/H]=-1.58 dex is very close to the one derived here of -1.56 dex.
The comparison with literature data for X Ari is not straightforward. We found three different high-resolution studies: Clementini et al. (1995) ; Lambert et al. (1996); and Haschke et al. (2012) . They obtained [Fe/H] of -2.47, -2.47, and -2.61 dex, respectively, which are 0.3-0.4 dex lower than our determination. These determinations are only marginally incompatible with the one presented here, given our large combined uncertainty of 0.24 dex, that is mostly due to our large uncertianties in the atmospheric parameters. As a test, we ran again our abundance computations using fixed parameters, more in line with the ones adopted in those studies, i.e., T eff =6300 K, logg=2.5 dex and v t =4.5 km/s: we obtained a much lower [Fe/H]=-2.71 dex, but at the expense of the ionization and excitation equilibria, and of the flatness of the [Fe/H] vs. EW trend 20 . We thus concluded that our spectrum of X Ari does not allow for such low metallicities and we proceeded to look for additional literature determinations. We found: [Fe/H]=-2.01 dex with the ∆S method (Suntzeff, Kraft, & Kinman 1994 ); and [Fe/H]=-1.97 dex from the Baade-Wesselink method (Blanco 1992) . These add to the [Fe/H]=-2.08 dex by Kinemuchi et al. (2006) , although Beers et al. (2000) reports -2.43 dex. Our result of -2.19 dex therefore appears to lie in between two groups of discrepant literature values, and we would weaken the internal con-sistency of our analysis if we adopted significantly different atmospheric parameters.
TW Cap, one of our three Population II Cepheids, was studied by Maas et al. (2007) . They do not report the phase of their observations, but they rejected all spectra showing asymmetric line profiles, thus we can assume that their spectra were far from the shock phases. Their parameters were obtained with a method similar to ours, but they differ from our analysis, being: T eff =5250 K, i.e., significantly lower than the typical estimates in this paper and in For et al. (2011) ; logg=0.5 dex likewise among the lowest estimates we encountered in the literature; v t =3.1 km/s, roughly compatible with the For et al. (2011) typical values, but higher than our typical estimates, and lower than the typical v t values in older abundance analysis papers quoted so far. Finally, they obtain [Fe/H]=-1.8 dex, which is formally consistent with our estimate.
UY Eri is another of our Population II Cepheids, also studied by Maas et al. (2007) with high-resolution spectroscopy. They obtain: T eff =6000 K, which is substantially lower than our estimate; logg=1.5 dex, roughly compatible with our estimate, v t =2.9 km/s, higher than our estimate. In this case, their final [Fe/H]=-1.84 dex does not agree with our derived -1.43±0.20 dex. We thus tried employing the parameters adopted by Maas et al. (2007) , even if we do not know at which pulsation phase they were evaluated, and examined the impact on our abundance analysis. As expected, the constancy of [Fe/H] versus excitation potential, EW, and wavelength were totally disrupted, together with the ionization balance between Fe I and Fe II, thus proving that our data cannot support parameters much different than the ones adopted here. However, the resulting [Fe/H] went substantially down, below -2 dex, showing that the different choice of the parameters is the most likely cause for the different iron abundances.
In conclusion, the presented literature comparisons (see also Section 4.4) generally support the results obtained with our data and method. There are marginal disagreements for X Ari and UY Eri, that can be at least partially explained by the different assumptions on atmospheric parameters, as discussed above.
DISCUSSION AND CONCLUSIONS
We have analysed a sample of 21 variable stars -mostly RRab, with one RRc, two BL Her and one W Vir -having highresolution spectra from both proprietary (UVES and SARG) and archival (UVES, HARPS, FEROS, APO) sets. The data were taken at random phases and as a consequence several spectra were obtained outside optimal phases, and a few spectra very close to the shock phases.
We performed a classical EW-based abundance analysis with static stellar atmospheric models and obtained consistent metallicities (Section 4.4) and abundance ratios (Sections 4.5) -within roughly 0.15 dex -regardless of the phase, even for those spectra very close to the shock phases. It is interesting to note that the W Vir variable (TW Cap) and the two BL Her variables (UY Eri and V716 Oph) behave exactly like RRab at all phases, and thus appear virtually indistinguishable, from the spectroscopic analysis point of view, at least in the sampled phases. While this result is not surprising, given that the physical mechanism responsible for the pulsation is the same and the stellar parameters are quite similar, this is the first time a sample comprising both RR Lyrae (RRab and RRc) and Population II Cepheids is analyzed homogeneously.
Comparisons with the Beers et al. (2000) and Kinemuchi et al. (2006) samples, based on [Fe/H] calibrations for RR Lyrae, showed a rather satisfactory scatter of roughly 0.20 dex, with no significant offset or phase trend (Section 4.4), and comparisons with high-resolution studies (Section 4.6) generally supported our abundance analysis. Iron-peak elements were overall solar, again with no trends with phase and a moderate scatter of roughly 0.15 dex. An average [α/Fe]=+0.31±0.19 dex was found over the entire sample, based on Mg, Ca, Ti I, and Ti II. The expected problematic element was silicon, which was discussed in detail in the literature (see For et al. 2011, for references) : it was rather difficult to find reliable lines, producing relatively small scatter and a [Si/Fe] abundance independent from the phase. Also, a small but systematic ionization imbalance of ∆[Cr/Fe] =-0.11±0.11 dex and ∆[Ti/Fe] =+0.18±0.10 dex was observed, as reported by previous authors, and most probably caused by uncertainties in the logg f values.
Our spectroscopically derived atmospheric parameters are also broadly consistent with the ones expected from template curves (Sections 4.1, 4.2, and 4.3) for RRab and Population II Cepheids, while for U Com, the only RRc in our sample, template curves give a too high T eff that was not reported in previous work (see for example Lambert et al. 1996; Govea et al. 2014) . Also, the atmospheric parameters found in the present analysis were broadly consistent with the ones found in the similar analysis performed by For et al. (2011) , with scatters around the expected values of roughly ±300 K for T eff , ±0.3 dex for log g, and ±0.4 km/s for v t .
In summary, a classical EW-based abundance analysis on high-resolution (R 30 000), high S/N spectra (S/N 30) is appropriate to study RR Lyrae spectra at all phases, with a possible danger only in the range 0 φ 0.15 (where the abundance ratios could be overestimated, depending on the species), and with relatively long exposure times (up to 45 min), provided absorption lines are carefully selected and as long as an error of about 0.10-0.15 dex is considered acceptable. bourg CDS database, and of the atomic data compiled in the VALD data base.
