Selection and integration of information based on current goals is a fundamental aspect of flexible goal-directed behavior. Reward motivation has been shown to improve behavioral performance across multiple cognitive tasks, yet the underlying neural mechanisms that link motivation and control processes, and in particular its effect on context-dependent information processing, remain unclear.
Introduction
A fundamental aspect of flexible goal-directed behavior is the selection and integration of information depending on a current goal to determine its relevance to behavior and lead to a decision. In nonhuman primates, single-cell data from the lateral prefrontal cortex, as well as parietal cortex, provide detailed evidence for the coding of task-relevant information. It has been shown that neural activity contains information about the context, also referred to as cue or task-set, as well as the integrated information of cue and a subsequent input stimulus, such as task-related categorical and behavioral decision [1] [2] [3] [4] [5] [6] . In the human brain, a network of frontal and parietal cortical regions, the 'multipledemand' (MD) network [7, 8] , has been shown to be involved in information selection and integration, and more generally in control processes. This network is associated with multiple aspects of cognitive control, such as spatial and verbal working memory, math, conflict monitoring, rule-guided categorization and task switching, [7, 9, 10] . The MD network spans the anterior-posterior axis of the middle frontal gyrus (MFG); posterior dorso-lateral frontal cortex (pdLFC); the anterior insula and frontal operculum (AI/FO); the pre-supplementary motor area and the adjacent dorsal anterior cingulate cortex (preSMA/ACC); and intraparietal sulcus (IPS) [11] . Multiple neuroimaging studies demonstrated that distributed patterns of activity across the MD network measured by functional magnetic resonance imaging (fMRI) reflected a variety of task-related information. These include task sets, behavioral relevance and task-dependent categorical decisions [12] [13] [14] [15] [16] [17] [18] [19] . In contrast, sensory areas such as the high-level general object visual region, the lateral occipital complex (LOC), as well as the primary visual cortex, contain information about the visual properties and categorization of stimuli, with weaker, or non-existing, task effects [20] [21] [22] .
With growing interest in recent years in the link between cognitive control and reward motivation, it has been proposed that reward enhances control processes by sharpening representation of task goals and prioritizing task-relevant information across the frontoparietal network and other regions associated with cognitive control [23] [24] [25] [26] . In line with this idea, it has been shown that motivation, usually manipulated as monetary reward, increases task performance [27, 28] . Neuroimaging studies linked increased activity with reward in frontoparietal regions across a range of tasks, including visual cortex play an important role in the processing of task-related information. Therefore, we tested whether similar effects of reward would be observed in the high-level general object visual region, the lateral occipital complex (LOC).
We recently showed that behaviorally relevant, but not irrelevant, category distinctions of objects were coded across the MD network [12] . In contrast, such differences were not observed in the LOC.
Here, we used a similar cued target detection categorization task while participants' brain activity was measured using fMRI. Participants detected whether an object from a cued visual category (target category) was present or absent. On each trial, one of two categories was cued, and objects from those two categories could be either Targets, or nontargets with high behavioral conflict, as they could be targets on other trials (High-conflict nontarget). An additional category was never cued, serving as a nontarget with low behavioral conflict (Low-conflict nontarget). This design created three levels of behavioral status (Targets, High-conflict nontargets, Low-conflict nontargets). Critically, following this integration process, the relevant information that is expected to be represented across the MD network is the behavioral status of a given category, rather than the visual category itself [12] . Therefore, the behaviorally relevant category distinctions were pairs of categories with different behavioral status. We used multivariate pattern analysis (MVPA) to measure representation of the behaviorally relevant category distinctions as reflected in distributed patterns of response in the a priori defined MD network and LOC. To manipulate motivation, on half of all trials a substantial monetary reward was offered. We tested whether the neural pattern discriminability between the behaviorally relevant category distinctions increased with reward, and whether this effect was selective for the distinction between Targets and High-conflict nontargets.
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Materials and Methods
Participants 24 participants (13 females), between the ages of 18-40 years (mean age: 25) took part in the study.
Four additional participants were excluded due to large head movements during the scan (greater than 5 mm). The sample size was determined prior to data collection, as typical for neuroimaging studies and in accordance with counter-balancing requirements of the experimental design across participants.
A similar sample size showed sufficient power to detect representation of behavioral status in a previous study [12] . All participants were right handed with normal or corrected-to-normal vision and had no history of neurological or psychiatric illness. The study was conducted with approval by the Cambridge Psychology Research Ethics Committee. All participants gave written informed consent and were monetarily reimbursed for their time.
Task Design
Participants performed a cued categorization task in the MRI scanner ( Figure 1A ). Our primary question concerned the representation during the stimulus epoch of a trial where cue and stimulus are integrated, and we therefore designed the task accordingly. At the beginning of each trial, one of three visual categories (sofas, shoes, cars) was cued, determining the target category for that trial.
Participants had to indicate whether the subsequent object matched this category or not by pressing a button. For each participant, only two of the categories were cued as targets throughout the experiment. Depending on the cue on a given trial, objects from these categories could be either Targets, or nontargets with high conflict (as they could serve as targets on other trials). The third category was never cued, therefore objects from this category served as Low-conflict nontargets. This design yielded three behavioral status conditions: Targets, High-conflict nontargets and Low-conflict nontargets ( Figure 1B ). The assignment of the categories to be cued (and therefore serve as either Targets or High-conflict nontargets) or not (and serve as Low-conflict nontargets) was counterbalanced across participants.
To manipulate motivation, half of the trials were cued as reward trials, in which participants had the chance of earning £1 if they completed the trial correctly and within a time limit. To assure the incentive on each reward trial, four random reward trials out of 40 in each run were assigned the £1 reward. To avoid longer reaction times when participants try to maximize their reward, a response time threshold was used for reward trials, set separately for each participant as the average of 32 trials in a pre-scan session. The participants were told that the maximum reward they could earn is £24 in the entire session (£4 per run), and were not told what the time threshold was. Therefore, to maximize their gain, participants had to treat every reward trial as a £1 trial and respond as quickly and as accurately as possible, just as in no-reward trials.
Each trial started with a 1 s cue, which was the name of a visual category that served as the target category for this trial. On reward trials, the cue included three red pound signs presented next to the category name. The cue was followed by a fixation dot in the center of the screen presented for 0.5 s and an additional variable time of either 0.1, 0.4, 0.7 or 1 s, selected randomly, in order to make the stimulus onset time less predictable. The stimulus was then presented for 120 ms and was followed by a mask. Participants indicated by a button press whether this object belonged to the cued target category (present) or not (absent). Following response, a 1 s blank inter-trial interval separated two trials. For both reward and no-reward trials, response time was limited to a maximum of 3 s, after which the 1 s blank inter-trial interval started even when no response was made. For reward trials, an additional subject-specific response time threshold was used as mentioned above to determine whether the participants earned the reward or not, but this time threshold did not affect the task structure and was invisible to the participants.
We used catch trials to decorrelate the BOLD signals of the cue and stimulus phases. 33% of all trials included cue followed by fixation dot for 500 ms, which then turned red for another 500 ms indicating the absence of the stimulus, followed by the inter-trial interval. indicating the target category, followed by 500 ms fixation period. Reward trials were cued with three red £ symbols next to the target category. After an additional variable time (0.4, 0.7, 1.0 or 1.3 s), an object was presented for 120 ms. The object was then masked (a scramble of the all the stimuli used), until response or for a maximum of 3 s. The participants pressed a button to indicate whether the object was from the cued category (Target trials) or not (Nontarget trials). B. Experimental conditions. For each participant, two categories served as potential targets depending on the cue, and a third category never served as target. Here as an example, shoes and sofas are the cued categories and cars as the uncued category. In the Target trials, the presented object matched the cued category.
In the High-conflict nontarget trials, the object did not match the cued category, but was from the other cued category, therefore could serve as a target on other trials. In the Low-conflict nontarget trials, the presented object was from the category that was never cued. Overall, this design yielded three levels of behavioral status: Targets, High-conflict nontargets, and Low-conflict nontargets. The design was used for both no-reward and reward conditions.
Stimuli
Objects were presented at the center of the screen on a grey background. The objects were 2.95° visual angle along the width and 2.98° visual angle along the height. Four exemplars from each visual category were used. Exemplars were chosen with similar colors, dimensions, and orientation across the categories. All exemplars were used an equal number of times in each condition and in each run to ensure that any differences between the experimental conditions will not be driven by the variability of exemplars. To increase the task demand, based on pilot data, we added Gaussian white noise to the stimuli. The post-stimulus mask was generated by randomly combining pieces of the stimuli that were used in the experiment. The mask was the same size as the stimuli and was presented until a response was made or the response time expired.
Structure and Design
Each participant completed 6 functional runs of the task in the scanner (mean duration ± SD: 6.2 ± 0.13 min). Each run started with a response-mapping instructions screen (e.g. left = target present, right = target absent), displayed until the participants pressed a button to continue. Halfway through the run, the instructions screen was presented again with the reversed response mapping. All trials 1 0 required a button response to indicate whether the target was present or absent, and the change of response mapping ensured that conditions were not confounded by the side of the button press. Each run included 104 trials. Out of these, 8 were dummy trials following the response mapping instructions (4 after each instructions screen), and were excluded from the analysis. Of the remaining 96 trials, one-third (32 trials) were cue-only trials (catch trials). Of the remaining 64 trials, 32 were no-reward trials and 32 were reward trials. Of the 32 no-reward trials, half (16) were cued with one visual category, and half (16) with the other. For each cued category, half of the trials (8) were Target trials, and half of the trials (8) were nontarget trials, to assure an equal number of target (present) and nontarget (absent) trials. Of the nontarget trials, half (4) were High-conflict nontargets, and half (4) were Low-conflict nontargets. There were 4 trials per cue and reward level for the High-and Lowconflict nontarget conditions, and 8 for the Target condition, with the latter split into two regressors (see General Linear Model (GLM) for the Main Task section below). A similar split was used for reward trials. An event-related design was used and the order of the trials was randomized in each run.
At the end of each run, the money earned in the reward trials and the number of correct trials (across both reward and no-reward trials) were presented on the screen.
Functional Localizers
In addition to the main task, we used two other tasks in order to functionally localize MD regions and LOC in individual participants using independent data. These were used in conjunction with ROI templates and a double-masking procedure to extract voxel data for MVPA (See ROI definition for more details).
To localize MD regions, we used a spatial working memory task [7] . On each trial, participants remembered 4 locations (Easy condition) or 8 locations (Hard condition) in a 3X4 grid. Each trial started with fixation for 500 ms. Locations on the grid were then highlighted consecutively for 1 s (1 or 2 locations at a time, for the Easy and Hard conditions, respectively). In a subsequent twoalternative forced-choice display (3 s), participants had to choose the grid with the correct highlighted locations by pressing the left or the right button. Feedback was given after every trial for 250 ms. As a localizer for LOC we used a one-back task with blocks of objects interleaved with blocks of scrambled objects. The objects were in grey scale and taken from a set of 61 everyday objects (e.g. camera, coffee cup, etc.). Participants had to press a button when the same image was presented twice in a row. Images were presented for 300 ms followed by a 500 ms fixation. Each block included 15 images with two image repetitions and was 12 s long. Participants completed two runs of this task, with 8 object blocks, 8 scrambled object blocks, and 5 fixation blocks. The objects vs. scrambled objects contrast was used to localize LOC.
Scanning Session
The scanning session included a structural scan, 6 functional runs of the main task, and 4 functional localizer runs -2 for MD regions and 2 for LOC. The scanning session lasted up to 100 minutes, with an average 65 minutes of EPI time. The tasks were introduced to the participants in a pre-scan training session. The average reaction time of 32 no-reward trials of the main task completed in this practice session was set as the time threshold for the reward trials to be used in the scanner session. All tasks were written and presented using Psychtoolbox3 [44] and MatLab (The MathWorks, Inc).
Data Acquisition fMRI data were acquired using a Siemens 3T Prisma scanner with a 32-channel head coil. We used a multi-band imaging sequence (CMRR, release 016a) with a multi-band factor of 3, acquiring 2 mm isotropic voxels [45] . Other acquisition parameters were: TR = 1. 
Data and Statistical Analysis
The primary analysis approach was multi-voxel pattern analysis (MVPA), to assess representation of behaviorally relevant category distinctions with and without reward. An additional ROI-based univariate analysis was conducted to confirm the recruitment of the MD network. Preprocessing, GLM and univariate analysis of the fMRI data were performed using SPM12 (Wellcome Department of Imaging Neuroscience, London, England; www.fil.ion. ucl.ac.uk), and the Automatic Analysis (aa) toolbox [47] .
We used an alpha level of .05 for all statistical tests. Bonferroni correction for multiple comparisons was used when required, and the corrected p-values and uncorrected t-values are reported. All t tests that were used to compare two conditions were paired due to the within-subject design. A one-tailed t test was used when the prediction was directional, including testing for classification accuracy above chance level. All other t tests in which the a priori hypothesis was not directional were two-tailed.
Additionally, effect size (Cohen's d z ) was computed. All analyses were conducted using custom-made MATLAB (The Mathworks, Inc) scripts, unless otherwise stated.
All raw data and code used in this study will be publicly available upon publication.
Pre-processing
Initial processing included motion correction and slice time correction. The structural image was coregistered to the Montreal Neurological Institute (MNI) template, and then the mean EPI was coregistered to the structural. The structural image was then normalized to the MNI template via a nonlinear deformation, and the resulting transformation was applied on the EPI volumes. Spatial smoothing of FWHM = 5 mm was performed for the functional localizers data only.
General Linear Model (GLM) for the Main Task
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We used GLM to model the main task and localizers' data. Regressors for the main task included 12 conditions during the stimulus epoch and 4 conditions during the cue epoch. Regressors during the stimulus epoch were split according to reward level (no-reward, reward), cued visual category (category 1, category 2), and behavioral status (Target, High-conflict nontarget, Low-conflict nontarget). To assure an equal number of target present and target absent trials, the number of Target trials in our design was twice the number of High-conflict and Low-conflict nontarget trials. The Target trials included two repetitions of each combination of cue, visual category and exemplar, with a similar split for reward trials. These two Target repetitions were modelled as separate Target1 and Target2 regressors in the GLM to make sure that all the regressors were based on an equal number of trials, but were invisible to the participants. All the univariate and multivariate analyses were carried out while keeping the two Target regressors separate to avoid any bias of the results, and they were averaged at the final stage of the results. Overall, the GLM included 16 regressors of interest for the 12 stimulus conditions. Each regressor was based on data from all correct trials in the respective condition in each run (up to 4 trials). To account for possible effects of reaction time (RT) on the beta estimates because of the varying duration of the stimulus epoch, and as a consequence their potential effect on decoding results, these regressors were modelled with durations from stimulus onset to response [48] . This model scales the regressors based on the reaction time, thus the beta estimates reflect activation per unit time and are comparable across conditions with different durations.
Regressors during the cue epoch included both task and cue-only (catch) trials and were split by reward level and cued category, modelled with duration of 1 s. Cue regressors were based on 16 trials per regressor per run. As one-third of all trials were catch trials, the cue and stimulus epoch regressors were decorrelated and separable in the GLM. Regressors were convolved with the canonical hemodynamic response function (HRF). The 6 movement parameters and run means were included as covariates of no interest.
GLM for the Functional Localizers
For the MD localizer, regressors included Easy and Hard blocks. For LOC, regressors included objects and scrambled objects blocks. Each block was modelled with its duration. The regressors were 1 4 convolved with the canonical hemodynamic response function (HRF). The 6 movement parameters and run means were included as covariates of no interest.
Univariate Analysis
We conducted an ROI analysis to test for the effect of reward on overall activity for the different behavioral status conditions and cues. We used templates for the MD network and for LOC as defined below (see ROI definition). Using the MarsBaR toolbox (http://marsbar.sourceforge.net; Brett et al.
2002) for SPM 12, beta estimates for each regressor of interest were extracted and averaged across runs, and across voxels within each ROI, separately for each participant and condition. For the MD network, beta estimates were also averaged across hemispheres (see ROI definition below). Secondlevel analysis was done on beta estimates across participants using repeated measures ANOVA. The data for the Target condition was averaged across the two Target1 and Target2 regressors, separately for the no-reward and reward conditions.
ROI Definition
MD network template. ROIs of the MD network were defined a priori using an independent data set (Fedorenko et al. 2013 ; see t-map at http://imaging.mrc-cbu.cam.ac.uk/imaging/MDsystem). These included the anterior, middle, and posterior parts of the middle frontal gyrus (aMFG, mMFG, and pMFG, respectively), a posterior dorsal region of the lateral frontal cortex (pdLFC), AI-FO, pre-SMA/ACC, and IPS, defined in the left and right hemispheres. The visual component in this template is widely accepted as a by-product of using largely visual tasks, and is not normally considered as part of the MD network. Therefore, it was not included in the analysis. The MD network is highly bilateral, with similar responses in both hemispheres [7, 12] . We therefore averaged the results across hemispheres in all the analyses. LOC template. LOC was defined using data from a functional localizer in an independent study with 15 participants (Lorina Naci, PhD dissertation, University of Cambridge). In this localizer, forwardand backward-masked objects were presented, as well as masks alone. Masked objects were contrasted with masks alone to identify object-selective cortex [50] . Division to the anterior part of 1 5 LOC, the posterior fusiform region (pFs) of the inferior temporal cortex, and its posterior part, the lateral occipital region (LO) was done using a cut-off MNI coordinate of Y=-62, as previous studies have shown differences in processing for these two regions [51, 52] .
Voxels selection for MVPA
To compare between regions within the MD network and between sub-regions in LOC, we controlled for the ROI size and used the same number of voxels for all regions. We used a dual-masking approach that allowed the use of both a template, consistent across participants, as well as subjectspecific data as derived from the functional localizers [53, 54] . For each participant, beta estimates of each condition and run were extracted for each ROI based on the MD network and LOC templates.
For each MD ROI, we then selected the 200 voxels with the largest t-value for the Hard vs. Easy contrast as derived from the independent subject-specific functional localizer data. This number of voxels was chosen prior to any data analysis, similar to our previous work [12] . For each LOC subregion, we selected 180 voxels with the largest t-values of the object vs. scrambled contrast from the independent subject-specific functional localizer data. The selected voxels were used for the voxelwise patterns in the MVPA for the main task. The number of voxels that was used for LOC was smaller than for MD regions because of the size of the pFs and LO masks. For the analysis that compared MD regions with the visual regions, we used 180 voxels from all regions to keep the ROI size the same.
Multivoxel pattern analysis (MVPA)
We used MVPA to test for the effect of reward motivation on the discrimination between the taskrelated behavioral status pairs. Voxelwise patterns using the selected voxels within each template were computed for all the task conditions in the main task. We applied our classification procedure on all possible pairs of conditions as defined by the GLM regressors of interest during the stimulus presentation epoch, for the no-reward and reward conditions separately ( Figure 1B) . For each pair of conditions, MVPA was performed using a support vector machine classifier (LIBSVM library for 1 6 MATLAB, c=1) implemented in the Decoding Toolbox [55] . We used leave-one-run-out crossvalidation in which the classifier was trained on the data of five runs (training set) and tested on the sixth run (test set). This was repeated 6 times, leaving a different run to test each time, and classification accuracies were averaged across these 6 folds. Classification accuracies were then averaged across pairs of different cued categories, yielding discrimination measures for three pairs of behavioral status (Targets vs. High-conflict nontargets, Targets vs. Low-conflict nontargets, and High-conflict vs. Low-conflict nontargets) within each reward level (no-reward, reward). Because the number of Target trials in our design was twice the number of High-conflict and Low-conflict nontarget trials, each discrimination that involved a Target condition was computed separately for the two Target regressors (Target1 and Target2) and classification accuracies were averaged across them.
The Target and High-conflict nontarget pairs of conditions included cases when both conditions had an item from the same visual category as the stimulus (following different cues), as well as cases in which items from two different visual categories were displayed as stimuli (following the same cue).
To test for the contribution of the visual category to the discrimination, we split the Target vs. Highconflict nontarget pairs of conditions into these two cases and the applied statistical tests accordingly.
Whole-brain searchlight pattern analysis
To test whether additional regions outside the MD network show change in discriminability between voxelwise patterns of activity of behavioral status conditions when reward is introduced, we conducted a whole-brain searchlight pattern analysis [56] . This analysis enables the identification of focal regions that carry relevant information, unlike the decoding based on larger ROIs, which tests for a more widely distributed representation of information. For each participant, data was extracted from spherical ROIs with an 8 mm radius, centered on each voxel in the brain. These voxels were used to perform the same MVPA analysis as described above. Thus, for each voxel, we computed the classification accuracies for the relevant distinctions, separately for the no-reward and reward conditions. These whole-brain maps were smoothed using a 5 mm FWHM Gaussian kernel. The tstatistic from a second level random-effects analysis on the smoothed maps was thresholded at the voxel level using FDR correction (p < 0.05). We next asked whether the cues were decodable as measured using MVPA, and whether decoding levels increased with reward as has been previously reported [24, 41] . Decoding between the two cues separately for the two reward levels were computed in each of the MD ROIs. A two-way repeated measures ANOVA with reward (2) and ROI (7) as factors showed no main effects or interactions (F < 1 9
1.9, p > 0.08). Decoding levels averaged across all MD ROIs were (mean ± SD) 51.71% ± 4.39% and 50.55% ± 6.69% for the reward and no-reward conditions, respectively. There was a marginally significant cue decoding for reward conditions, and no significant decoding for no-reward conditions.
(One-tailed t-test, reward: t 23 Overall, we found that cue information could not be reliably decoded in any of the MD ROIs and in both no-reward and reward conditions.
Lastly, we conducted a complementary whole-brain searchlight analysis to test whether cue decoding was observed in other regions beyond the MD network. A second level random-effects analysis of cue decoding, separately for the no-reward and reward conditions, did not reveal any additional regions that showed cue decoding (FDR correction p < 0.05). An additional analysis to test for increase in cue decoding with reward showed similar results with no voxels surviving FDR correction (p < 0.05).
Altogether, our results show that despite substantial increases in overall univariate activity with reward during the cue epoch across the MD network, the cues in our study were not decodable in both no-reward and reward conditions.
Univariate activity in the MD network during the stimulus epoch
We started our analysis for the stimulus epoch by testing for the effect of reward motivation on the overall activity in MD regions, and whether such effect is different for the three behavioral status conditions. We used averaged β estimates for each behavioral status (Target, High-conflict nontarget, Low-conflict nontarget) and reward level (no-reward, reward) in each of the MD ROIs (Figure 2) . A three-way repeated measures ANOVA with reward (2), behavioral status (3) and ROI (7) as withinsubject factors showed no significant main effect of reward ( 
Effect of reward motivation on discrimination of behaviorally relevant category distinctions in the MD network
Our main question concerned the representation of task-related behavioral status information across the MD network and its modulation by reward, and we used MVPA to address that. For each participant and ROI we computed the classification accuracy above chance (50%) for the distinctions between Target vs. High-conflict nontarget, Target vs. Low-conflict nontarget and High-conflict vs.
Low-conflict nontargets, separately for no-reward and reward conditions (Figure 3 ). The analysis was set to test for discrimination between behavioral status conditions within each reward level, and whether these discriminations are larger when reward is introduced compared to the no-reward condition. A three-way repeated-measures ANOVA with reward (2), behavioral distinction (3) and ROI (7) as within-subject factors showed no main effect of ROI (F 6, 138 =0.97, p = 0.45) or any interaction of ROI with reward and behavioral distinction (F < 1.16, p > 0.31). Therefore, the classification accuracies were averaged across ROIs for further analysis ( Figure 3A) . First, we looked 2 3
at the overall discrimination of behavioral status pairs. Averaged across the three pairs of behavioral status, decoding accuracies were (mean ± SD) 51.4% ± 2.8% and 51.8% ± 3.5% for the no-reward and reward conditions, respectively. Decoding levels were above chance (50%) for both the no-reward and reward trials (one-tailed t-test against chance, corrected for 2 comparisons, reward: t 23 Table 1 . Overall, our results show that on average behaviorally relevant categorical distinctions are represented across the MD network in both no-reward and reward conditions, with some differences between individual pairs of behavioral status.
In our critical analysis we tested for the modulatory effect of reward on the discriminability between pairs of behavioral status. In contrast to our prediction, a two-way repeated measures ANOVA with reward (2) and behavioral distinction (3) showed similar results, with no voxels surviving FDR correction (p < 0.05). Therefore, our data did not reveal any brain regions that showed the predicted increase in discriminability with reward. (6) comparisons (red). See Table 1 
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Conflict-contingent vs. visual category effects
An important aspect of the Target and High-conflict nontarget conditions in this experiment was that they both contained the same visual categories, which could be either a target or a nontarget ( Figure   1B ). Therefore, the Target vs. High-conflict nontarget pairs of conditions in our decoding analysis included cases where the stimuli in the two conditions were items from different visual categories (e.g. shoe and sofa following a 'shoe' cue), as well as cases where the two stimuli were items from the same visual category (e.g. shoe following a 'shoe' cue and a 'sofa' cue). We further investigated whether the representation in the MD network and in the LOC was driven by the task-related high conflict nature of the two conditions or by the different visual categories of the stimuli, and whether there was a facilitative effect of reward which is limited to the representation of the visual categories.
For each participant, the decoding accuracy for this behavioral status distinction was computed separately for pairs of conditions in which the stimuli belonged to the same visual category (different cue trials), and for pairs in which the stimuli belonged to different visual categories (same cue trials).
This analysis was conducted by selecting 180 voxels for both MD and LOC ROIs, to keep the ROI size the same. For both MD and LOC regions, there was no interaction with ROI or hemisphere, therefore accuracy levels were averaged across hemispheres and ROIs for the MD network and LOC (repeated measures ANOVA with reward (2), distinction type (2, same or different visual category), ROIs (7 for MD, 2 for LOC) and hemispheres (2, just for LOC) as within-subject factors: F < 3.15 p > 0.05 for all interactions with ROI and hemisphere). Figure 5 shows Target vs. High-conflict nontarget distinctions separately for same and different visual categories for no-reward and reward conditions, for both the MD and LOC.
We next tested for the effect of reward and distinction type (same or different visual category) on decoding levels in each the two systems. In the MD network, a two-way repeated measures ANOVA with reward (2) and distinction type (2) as factors showed no main effect of reward (F 1, 23 = 0.92, p = 0.35) and no effect of category distinction or their interaction (F 1, 23 = 2.9, p = 0.1; F 1, 23 = 0.1, p = 0.8, respectively). These results show that there was no effect of reward on high conflict items that may be specific for the distinction between visual categories. In contrast, a similar ANOVA for LOC showed a main effect of distinction type (F 1, 23 = 25.9, p < 0.001) and no effect of reward or their interaction 
Discussion
In this study we used a cued target detection task to test for the effect of reward motivation on the coding of task-related behaviorally-relevant category distinctions in the frontoparietal MD network as reflected in distributed patterns of fMRI data. Using MVPA, we showed that information about the behavioral status during the stimulus epoch of a trial was represented across the MD network, similarly to our previous study [12] . However, in contrast to our prediction, reward motivation, in the form of monetary reward, did not enhance the distinctions between the three behavioral status conditions across the MD network. Additionally, we did not find evidence for a selective facilitative effect of reward on discriminability of highly conflicting items (competition-contingent effect). In the LOC, information about the behavioral status of the presented stimuli was primarily driven by visual categories, as expected, and was not modulated by reward motivation.
Previous reports showed an enhancement effect of reward on overall activity in the frontoparietal control network [23, 28, 57] , in line with our data that showed increase in univariate activity with reward during the cue epoch. Recently, it was demonstrated that cue decoding increased with reward motivation [24] , and in particular when task rules change from one trial to another [41] . Whether reward also modulates the representation of task-related information that is processed while cue and stimulus information is integrated remained unclear. These two effects of reward are complementary to one another, and are both key aspects of cognitive control and essential when reaching a decision.
If reward enhances cue coding, then it would be reasonable to hypothesize that it may also facilitate the integration process of the cue and the subsequent stimulus that leads to successful completion of the task. Furthermore, previous studies have suggested that reward motivation particularly affects conditions of high conflict. Padmala and Pessoa (2011) reported a decrease in interference with reward in response inhibition tasks. Reward also reduced incongruency effect in the Stroop task compared to non-rewarded trials [43] and enhanced error monitoring [42] . Thus, we predicted that reward motivation will enhance the representation of task information, and that this effect may be specific for highly conflicting items. Based on our previous work that showed representation of behavioral status information across the frontoparietal cortex [12] , we used three behavioral status 4 pattern of decoding across the MD network that do not depend on the visual category of the presented items.
Our predictions were based on the sharpening and prioritization account, which postulates that reward motivation leads to a sharpened neural representation of relevant information depending on the current task and needs. Previous neurophysiological evidence provide support for this aspect: reward has been associated with firing of dopaminergic neurons [59, 60] , and dopamine has been shown to modulate tuning of prefrontal neurons and to sharpen their representations [61] [62] [63] . The prioritization aspect can be related to the expected value of control (EVC) theory [64] and reward-based models for the interaction of reward and cognitive control, essentially a cost-benefit trade-off [23] . Cognitive control is effortful and hence an ideal system would allocate it efficiently, with a general aim of maximizing expected utility. Despite the appeal of this account, our results did not show experimental support for this view. At the behavioral level though, we observed some evidence for such a benefit of reward. Accuracy levels of performance in the task for Target trials were higher in the reward compared to the no-reward condition. Additionally, while in the no-reward condition Target trials were less accurate than Low-conflict nontargets, in the reward condition there were no differences between them. We did not observe a similar benefit in reaction times, most likely due to the time threshold that we used for reward trials, which reduced the reaction time on all the reward trials, and may have masked an interaction with reward.
The visual categorization aspect of our task allowed us to investigate effects of reward on representation in LOC compared to the MD network, and in particular whether there is a specific effect of reward that is driven by visual differences. In the MD network, decoding levels were similar between conditions with the same visual category and different visual category, and there was no modulation by reward in any of them. In contrast, the discrimination in LOC was driven by the visual categories, as expected in the visual cortex, with Targets and High-conflict nontargets being discriminable only when items belonged to two different visual categories. While it is widely agreed that the frontoparietal cortex exerts top-down effects on visual areas, there is no clear prediction as to whether any effects of reward should be observed in the visual cortex. Our results provide evidence 3 5
that the effects of reward were not present in LOC. Previous studies have shown differences in representations between pFs and LO [14, 20, 65] , however, our results were similar for both regions.
Although our primary question addressed the representation of task-related information during the integration of stimulus and cue, we also tested for an effect of reward in the cue epoch. The use of catch trials ensured that the cue and stimulus GLM regressors were appropriately decorrelated. The overall univariate activity across the MD network increased with reward during the cue epoch, possibly reflecting an increase in cognitive effort due to the reward. However, we did not observe cue decoding above chance, in contrast to the results reported by Etzel et al. [24] . One reason for this difference may be related to the design of our task. We used words of the category names as cues, which appeared together at the same time with the no-reward/reward indication -the reward trial cues had additional red pound signs. The choice of words as cues allowed for high task performance (compared to using abstract symbols, which is more difficult), as confirmed in pilot experiments. This may have come at the expense of cue decodability, which was not the focus of the study. The visually salient reward signal presented simultaneously with the cues may have also contributed to reduced cue decoding levels, and the longer delay period in their study probably led to longer active maintenance of the task rule in working memory. Other reasons for the different results compared to Etzel et al. may be related to the size of the effect and our ability to detect it. The effect of reward on cue decoding reported by Etzel et al. was observed across all ROIs, but was inconsistent in individual ROIs, with only one region showing a significant difference between reward and no-reward conditions. Even for decoding across all ROIs, statistical significance was reached in one statistical test but was only marginal in another. It could be that the effect of reward on cue decoding is relatively small and therefore hard to detect. Among others, our ability to detect such effect may be affected by the areas chosen, number of trials and runs completed per subject etc. The contributions of many of these factors to decoding levels in the frontoparietal network more generally are not yet well understood [58] . Enhancement of cue decoding following reward was also recently reported using EEG [41] . This facilitative effect was observed for 'switch' trials but not 'stay' trials. Our study design was not controlled for 'switch' and 'stay' trials, and it could be that cue decoding would 3 6
emerge if these could be considered. An additional prominent difference between the EEG results and ours is the spatial specificity, with much more widespread activity contributing to decoding in EEG data.
There is a growing interest of the scientific community in the interaction between reward motivation and control processes, its neural correlates, and its implementation in computational models of reinforcement learning. Here, we report primarily null results for an effect of reward on task-related representations across the frontoparietal network and we believe that these results, although inconclusive, may be useful for future studies that seek to address similar questions. Reports on the effect of reward on task representation are so far limited, and with the movement towards open and replicable science, it is important to establish the best possible pool of evidence for such effects. Our results will ultimately contribute to the overall es timates of extent of effects of reward on neural representation. Additionally, our results may be used as a starting point for future studies and particularly for power estimates, in respect to both the expected effect size as well as aspects of the experimental design that may contribute to the detectability of reward effects. Different measures can be taken to further increase power within scanning time limits. These might include, but not limited to, collecting a larger amount of data per participant, possibly over more than one scanning session, as well as using other methods that have been used recently to address neural representation for fMRI data such as repetition suppression [66] .
In summary, we asked whether reward motivation leads to increased representation of task-related information across the frontoparietal network and the LOC. We found that information about behavioral status was present across the MD network. However, in contrast to our prediction, we did not find an increase in representation levels with reward. In the LOC, we observed representation of behavioral status that was driven by visual category information and was not modulated by reward.
With growing interest in the interaction between control processes and reward motivation, our study provides important experimental evidence for the limited extent of effects of reward on task-relevant neural representations.
