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U¨bersicht
Der Rahmen dieser Arbeit ist ein Projekt des Instituts fu¨r Flugsystemtechnik am Deutschen
Zentrum fu¨r Luft- und Raumfahrt (DLR) in Braunschweig. Forschungsgegenstand ist ein
unbemannter Kleinhubschrauber, an dem Techniken des autonomen Flugs erprobt werden.
Die Arbeit beschreibt die Entwicklung einer Strategie zur Kollisionsvermeidung unter Verwen-
dung einer Stereokamera. Sie ermo¨glicht die dreidimensionale Rekonstruktion der Umgebung,
damit die Messung von Entfernungen und letztendlich die Erkennung von Hindernissen und
hindernisfreien Bereichen. Das implementierte Verfahren wird in einer Simulationsumgebung
getestet, die die originale Hardware des Hubschraubers verwendet und dessen Flugeigenschaf-
ten nachbildet. So kann fu¨r einen realen Flug abgescha¨tzt werden, wie sich der Helikopter bei
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1.1 Unbemannte fliegende Systeme
1.1.1 Der Helikopter ARTIS
ARTIS 1 ist ein Flugversuchstra¨ger auf Basis eines unbemannten Kleinhubschraubers zu For-
schungszwecken. Dieses Projekt wurde 2003 am Institut fu¨r Flugsystemtechnik des DLR ge-
startet und seitdem sta¨ndig weiterentwickelt. Angestrebte Anwendungsziele sind unter ande-
rem Rettungsmissionen (Search and Rescue) und die Unterstu¨tzung von bemannten Helikop-
tern zur Aufkla¨rung (Manned/Unmanned Teaming).
Neben der Verbesserung der Flugeigenschaften und der damit verbundenen vereinfachten
Handhabung ist das autonome Fliegen ein Schwerpunkt dieses Projekts. Bildgestu¨tzte An-
wendungen sind beispielsweise das selbststa¨ndige Landen auch auf sich bewegendem Unter-
grund und die Verfolgung von Objekten wie Fahrzeugen. Die Verfolgung eines Musterfahrzeugs
wurde in Flugversuchen bereits erfolgreich durchgefu¨hrt. Diese Arbeit ist Teil eines neueren
Vorhabens, das sich die automatische Hinderniserkennung und Kollisionsvermeidung zum Ziel
gesetzt hat.
Abbildung 1.1 zeigt den Helikopter im Flug und einige technische Bauteile. Basis ist der kom-
merzielle Modellhubschrauber Genesis der Firma Benda. Der Rotor mit einem Durchmesser
von 2,0 Meter wird von einem 2 PS starken Motor angetrieben. Die Maximalgeschwindigkeit
betra¨gt etwa 120 km/h. Der Hubschrauber hat eine Nutzlast von etwa 6 kg, die hauptsa¨chlich
fu¨r die Sensorik und Rechentechnik verwendet wird. Die Gro¨ße des Treibstofftanks2 und die
Kapazita¨t der Akkus fu¨r die Elektronik ermo¨glichen Flu¨ge von u¨ber 20 Minuten [TDB04].
Ein gro¨ßerer Helikopter namens maxiARTIS mit ho¨herer Geschwindigkeit, Reichweite und
Nutzlast befindet sich derzeit in der Erprobungsphase.
1Autonomous Rotorcraft Testbed for Intelligent Systems
2Als Treibstoff wird ein Methanol/O¨l-Gemisch verwendet.
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Abbildung 1.1: Der ARTIS-Helikopter des Instituts fu¨r Flugsystemtechnik.
Die in dieser Arbeit verwendete Sensorik ist hauptsa¨chlich die Stereokamera an der Front
des Helikopters. Sie ist an einen Computer angeschlossen, der ausschließlich fu¨r Bildverar-
beitungszwecke an Bord ist. Verbindungen zur Bodenstation werden mit Wireless LAN oder
u¨ber la¨ngere Distanzen mit einem Funkmodem hergestellt. Ein lokales Kabelnetzwerk si-
chert die sta¨ndige Kommunikation zwischen Bildverarbeitung und dem Bordrechner fu¨r die
Flugbefehle. Ziel ist es, dass der Bildverarbeitungsrechner mit Hilfe von Kameras Informatio-
nen u¨ber Hindernisse oder spezielle Punkte zum Landen oder Verfolgen an den Bordrechner
u¨bermittelt, welcher dann selbststa¨ndig die Wegplanung u¨bernimmt und entsprechende Flug-
mano¨ver ausfu¨hrt.
1.1.2 Verwandte Projekte
Die Forschung an VTOL3 UAVs4 konzentriert sich hauptsa¨chlich in Einrichtungen der USA.
Herausragend ist dabei vor allem das Projekt des Carnegie Mellon Robotics Institute in Pitts-
burgh. Hier wird seit 1991 an einem Helikopter gearbeitet, der vor allem mit Hilfe von Kameras
autonom fliegen und landen soll [Ami96]. Beim Berkeley Aerobot (BEAR) ist ein Schwerpunkt
das autonome Landen auf bekannten Objekten [SSS01]. Ein weiterer autonomer Helikopter
ist unter anderem der GTMax des Georgia Institute of Technology [JS02].
Als europa¨ische Forschungsaktivita¨ten seien die Projekte der Autonomous Unmanned Aerial
Vehicles Technology Group, ehemalsWITAS 5, der Universita¨t Linko¨ping, Schweden [Doh+00]
3Vertical Takeoff and Landing
4Unmanned Aerial Vehicle
5Wallenberg Laboratory for Information Technology and Autonomous Systems
2
Kapitel 1. Einleitung 1.2. Ra¨umliche Wahrnehmung
sowie der Helikopter RESSAC 6 des ONERA7 in Toulouse [Fab02] genannt. An der Techni-
schen Universita¨t Berlin gibt es ebenfalls ein Forschungsprojekt namensMARVIN 8 [Hom+03].
Fu¨r die Kollisionsvermeidung sind Versuchsergebnisse des AVATAR9 der University of Sou-
thern California von besonderer Bedeutung. Es wird eine Kombination verschiedener Kame-
rasysteme verwendet. Zur Kollisionsvermeidung werden Experimente mit stereobasierter Ent-
fernungsmessung zu frontalen Hindernissen und gleichzeitiger Messung des optischen Flusses
an den Seiten durchgefu¨hrt, daru¨ber hinaus ist eine omnidirektionale Kamera zur Rundum-
sicht in Verwendung. Vorteile seien dort vor allem die bessere Navigierbarkeit in Schluchten,
d.h. bei Vorhandensein seitlicher Hindernisse und Ausweichmo¨glichkeiten [HSC+05], [Hra06].
Erfolge in Flugversuchen wurden bereits erreicht [Suk+05].
Als Basissystem hat sich in vielen Projekten der Helikopter R50 und seit 1997 dessen Nach-
folger RMAX von Yamaha bewa¨hrt. Der RMAX Type II hat eine Nutzlast von 31 kg und
ermo¨glicht Flugzeiten von einer Stunde, was im Vergleich zu ARTIS wesentlich ho¨her ist. Die-
se Hubschraubertypen sind jedoch wesentlich gro¨ßer und beno¨tigen im Gegensatz zu ARTIS
eine Luftfahrtzulassung in Deutschland, was den Forschungseinsatz erschwert.
1.2 Ra¨umliche Wahrnehmung
Die Erkennung von Hindernissen erfordert die dreidimensionale Erfassung des Raumes mit
Hilfe von Sensoren. Allerdings liefern Kameras keine Positions- oder Entfernungsdaten be-
stimmter Objekte, sondern zuna¨chst ein projiziertes Abbild der Umgebung. Erst die Weiter-
verarbeitung der Bilddaten ermo¨glicht eine Interpretation der visuellen Information und die
Erfassung des Raumes unter bestimmten Voraussetzungen. Die Bilddatenverarbeitung kann
prinzipiell an jene Art und Weise angelehnt sein, die auch beim Menschen zu einer ra¨umlichen
Erfassung der Umgebung fu¨hren. Neben rein physikalischen Gegebenheiten spielen dabei auch
bestimmte Annahmen von Objekteigenschaften eine Rolle, die aufgrund von Erfahrungen ge-
macht werden. Eine U¨bersicht wird von Schulz zur Wiesch [Sch97] pra¨sentiert.
In der Bildverarbeitung bezeichnet der Begriff Shape From X die Rekonstruktion dreidimen-
sionaler Informationen aus Bilddaten [SS00]. Der Eindruck von Tiefe entsteht durch unter-
schiedliche Faktoren, von denen beispielsweise folgende technisch genutzt werden ko¨nnen:
Fokussierung: Je nach Fokussierung werden nur Objekte in einem bestimmten Entfernungs-
bereich scharf wahrgenommen, na¨here oder weiter entfernte erscheinen zunehmend un-
scharf. Wird der Fokus so eingestellt, dass ein bestimmtes Objekt scharf abgebildet
6Recherche Et Sauvetage par Syste`me Autonome Coope´rant
7Office Nationale d’E´tudes et de Recherches Ae´rospatiales
8Multi-purpose Aerial Robot Vehicle with Intelligent Navigation
9Autonomous Vehicle Aerial Tracking And Reconnaissance
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wird, ergibt sich aus dieser Einstellung die Objektentfernung (Depth from Focus). Bei
Kameras mit hoher Tiefenscha¨rfe, wie es beispielsweise bei Weitwinkelobjektiven mit
kurzen Brennweiten der Fall ist, ist die Entfernungsmessung allerdings sehr ungenau.
In jedem Fall ist durch die Nachjustierung der Kamera die gleichzeitige Messung un-
terschiedlich weit entfernter Objekte ebenso unmo¨glich wie die Auswertung von vorher
aufgezeichneten Bildern.
Relative Gro¨ße: Durch Erfahrung existiert die Kenntnis von ”u¨blichen“ realen Gro¨ßen be-
stimmter Objekte (Menschen, Fahrzeuge, Ba¨ume, u.a.). Durch die tatsa¨chlich wahr-
genommene Gro¨ße sind Informationen u¨ber deren Entfernung mo¨glich, denn hintere
Objekte sind auf den erzeugten Bildern kleiner als vordere. Damit sind absolute Ent-
fernungsmessungen nur dann mo¨glich, wenn auch die absolute Gro¨ße eines Objektes
bekannt ist. Daru¨ber hinaus kann die A¨nderung der Gro¨ße als Bewegung zum Betrach-
ter hin bzw. weg interpretiert werden.
Licht und Schatten: Aufgrund von Erfahrungen entsteht beim Menschen die unbewusste
Annahme, dass Licht von oben kommt. Helle, beleuchtete Kanten werden als Oberkan-
te, dunkle, im Schatten befindliche Kanten als Unterkante wahrgenommen. Damit ist
es mo¨glich, Lo¨cher von Ausbuchtungen zu unterscheiden, ebenso sind andere Formen
rekonstruierbar (Shape from Shading). Allerdings wird die Kenntnis oder die Annah-
me einer Lichtquelle aus einer bestimmten Richtung beno¨tigt. Andernfalls fu¨hrt dies zu
Fehlinterpretationen der Tiefe.
Bewegungs-Parallaxe: Bewegte Objekte scheinen sich um so schneller zu bewegen, je na¨her
sie sich am Betrachter befinden. Gerade bei der Beobachtung aus einem Fahrzeug wird
dies deutlich und liefert einen starken Tiefeneindruck (Shape from Motion). Dies ist auch
die Grundlage der Stereobildauswertung. Zwischen zwei verschiedenen Aufzeichnungs-
perspektiven hat sich die Welt relativ zur Kamera bewegt, was bei na¨her befindlichen
Objekten zu einem gro¨ßeren Unterschied bei der Projektion fu¨hrt als bei entfernteren
Objekten (Binokulare Disparita¨t).
Es existiert eine Vielzahl von weiteren Mo¨glichkeiten, aus Bildinhalten wie Verdeckungen,
Texturen, Kanten und Farben die dreidimensionale Form und die Entfernung von Objekten zu
bestimmen [Ja¨h02, Kap. 8], [SS00, Kap.12]. Diese Verfahren spielen in dieser Arbeit allerdings
keine Rolle.
Hier wird mit Hilfe der Stereobildauswertung die dreidimensionale Umgebung rekonstruiert
und ausgewertet. Bewegungen sind dazu nicht notwendig – fu¨r die Erstellung von Tiefen-
informationen genu¨gt die Auswertung eines Stereobildpaares. Daru¨ber hinaus ist noch die
abgebildete Gro¨ße eines Objektes fu¨r die Kamerakalibrierung von Bedeutung. Mit der Kali-
brierung wird die Berechnung von absoluten Objektpositionen ermo¨glicht.
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1.3 Stand der Technik
Verschiedene Sensoren bieten noch mehr Mo¨glichkeiten, als die Umgebung rein visuell zu erfas-
sen. Fu¨r die Gewinnung von Tiefeninformation zur Kollisionsvermeidung haben sich bisher
vor allem aktive Sensoren, d.h. solche, die im Gegensatz zu passiven Sensoren wie Kame-
ras selbst Energie in Form von Radio- Licht- oder Schallwellen an die Umgebung abgeben,
bewa¨hrt. In Fahrzeugen sind diese Systeme bereits im Einsatz.
Beisielsweise funktioniert die Abstandsmessung des Distronic-Systems von Mercedes-Benz
mit Hilfe von Radartechnik – die zusa¨tzliche Auswertung von Kamerainformationen befindet
sich in der Erprobungsphase. Hierbei handelt es sich um ein Fahrassistenzsystem, welches
den Abstand zum vorhergehenden Fahrzeug misst. Die Information wird zur automatischen
Geschwindigkeitsanpassung in Fahrzeugen der Oberklasse genutzt [Bo¨h03, Kap. 2].
In autonomen Fahrzeugen (UGVs10) hat sich die Lidar11-Technik als besonders geeignet er-
wiesen. Das Team der Universita¨t Stanford verwendet hauptsa¨chlich Lasersensoren zur Er-
kennung von Hindernissen – mit seinem VW Touareg konnte es 2005 beim DARPA Grand
Challenge12 einen Sieg erringen [Mon05]. Andere Teams wie Sandstorm 2004 verwendeten
ebenfalls Laserscanner zur Kollisionsvermeidung, die Erprobung von Stereokameras war je-
doch noch nicht erfolgreich [Urm05, S. 79].
Ein wesentlicher Vorteil aktiver Sensorik gegenu¨ber Kameras ist die Funktionsfa¨higkeit auch
bei schlechter Sicht, beispielsweise bei Nacht. Die Reichweiten sind je nach Einsatzbereich
akzeptabel – bei Radar bis zu mehreren Kilometern. Bei Lasersensoren liegt die Reichweite je
nach Gera¨t zwischen etwa 30 und wenigen hundert Metern, einige Gera¨te ermo¨glichen auch
die Entfernungsmessung bis in den Kilometerbereich. Die Reichweite von Sonar ist an der
Luft vergleichsweise gering, es lassen sich Absta¨nde von bis zu etwa zwei Metern messen.
Dieser Sensor wird daher vor allem fu¨r autonomes Landen oder Parken eingesetzt.
Ein großer Nachteil ist der erho¨hte Energieverbrauch und die leichtere Detektierbarkeit durch
das Empfangen der ausgesendeten Energie. Daru¨ber hinaus spielt bei einem Kleinhubschrau-
ber das Gewicht der mitgefu¨hrten Sensorik eine entscheidende Rolle. Radar- oder Lasersen-
soren von meist mehreren Kilogramm u¨bertreffen die Nutzlast bei weitem, wa¨hrend Kameras
bedeutend leichter und damit fu¨r diesen Einsatzbereich geeigneter sind.
Allerdings ist die Bildverarbeitung zur Detektion von Hindernissen und zur Kollisionsvermei-
dung noch nicht so weit fortgeschritten, dass sie in sicherheitsrelevanten Bereichen eingesetzt
werden kann – bewa¨hrte aktive Sensorik liefert brauchbarere Ergebnisse. Die Erprobung findet
10Unmanned Ground Vehicle
11Light Detection And Ranging – Messung von Entfernungen mit Hilfe von Laserstrahlen.
12Wettbewerb, bei dem autonome Fahrzeuge gegeneinander antreten. Er wird seit 2004 von der DARPA
(Defense Advanced Research Projects Agency), dem Forschungszweig des US-Verteidigungsministeriums,
veranstaltet.
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hingegen in vielen Bereichen statt – sowohl auf dem Gebiet der Fahr- und Flugzeugtechnik, als
auch bei meist kleineren Robotern. Es zeigt sich aber, dass die Verwendung von Kameras zu
diesem Zweck durchaus mo¨glich ist. Die Erstellung von Tiefenbildern geschieht dabei nicht nur
durch die Verwendung von lediglich zwei Kameras. Es werden ebenfalls Multikamerasysteme
eingesetzt, die aus drei oder fu¨nf Einzelkameras bestehen [Kan+96].
Die Berechnung von Tiefeninformationen aus Stereobildern ist sehr rechenintensiv, was eine
Echtzeitbildverarbeitung nur mit sehr leistungsfa¨higen Computern ermo¨glicht. Seit September
2005 wird von der Firma Videre Design eine Stereokamera mit integrierter Tiefenbilderzeu-
gung auf einem FPGA13 angeboten. Die Geschwindigkeit bei der Stereobilderzeugung von 30
Hz u¨bertrifft nach Herstellerangaben die Rechenleistung von Personalcomputern des Jahres
2005 bei weitem.
1.4 Vorgehensweise
Die Arbeit gliedert sich in fu¨nf Hauptkapitel. Kapitel 2 erkla¨rt die theoretischen Grundlagen
der Kamerageometrie, die fu¨r die Stereobildauswertung relevant sind. Die Gewinnung von
Objektdaten aus Bildern unter Beru¨cksichtigung der kameraspezifischen Eigenschaften steht
dabei im Vordergrund. Es wird ebenfalls erla¨utert, welche Parameter dazu beno¨tigt und wie sie
ermittelt werden. Zusa¨tzlich werden grundlegende Bildverarbeitungsoperationen vorgestellt,
die in dieser Arbeit Verwendung finden.
Kapitel 3 stellt die Softwareumgebung vor, die auf dem Bildverarbeitungsrechner des ARTIS
zum Einsatz kommt und befasst sich mit den notwendigen A¨nderungen, die fu¨r die Stereo-
bildverarbeitung erforderlich waren. In dieser Umgebung werden aus Stereobildern Tiefenin-
formationen extrahiert. Grundlegende Verfahrensweisen zur Tiefenbilderzeugung, die Einbin-
dung einer Programmierschnittstelle, die diese Bilder erzeugt und die weitere Optimierung
dieser Tiefenbilder werden in Kapitel 4 beschrieben. Mo¨gliche Probleme bleiben dabei nicht
unberu¨cksichtigt.
Die Auswertung der Tiefenbilder zur Kollisionsvermeidung mit einem eigenen Ansatz er-
folgt in Kapitel 5. Ziel ist die Messung von Absta¨nden zu Hindernissen und das Finden von
Ausweichkursen. In Kapitel 6 wird die Kollisionsvermeidung in einer Simulationsumgebung
getestet und bewertet.
Das letzte Kapitel fasst die Ergebnisse abschließend zusammen und gibt einen Ausblick auf
zuku¨nftige Forschungsarbeiten.




2.1 Bilderzeugung mit einer Kamera
Mathematisch betrachtet ist die Erzeugung von digitalen Bildern mit Hilfe von Kameras
eine Projektion des dreidimensionalen Raumes auf eine zweidimensionale1 Ebene. Bei Digi-
talkameras erfolgt eine Diskretisierung der Ebene in einzelne Bildpunkte (Pixel2) und die
Diskretisierung der Helligkeiten. Der folgende Abschnitt befasst sich mit den Grundlagen
der Projektion unter vereinfachten und realen Bedingungen und stellt die Zusammenha¨nge
zwischen Objekt- und Bildkoordinaten dar.
2.1.1 Zentralperspektive
Die Zentralperspektive beschreibt den Zusammenhang zwischen Objekt- und Bildkoordinaten
mit Hilfe der perspektivischen Projektion durch eine Lochkamera. Dieses Modell ist eine
Vereinfachung im Vergleich zur Beschreibung von Projektionen bei Aufnahmen mit realen
Kameras. Die Lichtstrahlen werden nicht gebrochen. Alle Strahlen zwischen Objekt- und
Bildpunkt schneiden sich in einem gemeinsamen Brennpunkt, d.h. die Blendeno¨ffnung ist
unendlich klein und es entsteht dadurch keine Unscha¨rfe bei der Abbildung. Fu¨r scharfe
Bilder ist keine Fokussierung auf eine bestimmte Entfernung erforderlich, umgekehrt ist aber
auch keine Entfernungsmessung u¨ber den Fokus mo¨glich.
1Bei Zeilenkameras erfolgt eine Projektion auf eine Dimension. Diese werden hier nicht betrachtet.
2Kunstwort aus den englischen Wo¨rtern Picture und Element
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Abbildung 2.1: Zusammenhang zwischen Objekt- und Bildkoordinaten. Der Objektpunkt M wird auf
den Punkt m in der Bildebene abgebildet. Der Brennpunkt der Kamera ist O [Kra97].
Wie in Abbildung 2.1 dargestellt, ist ein Bildpunkt m(x, y, z) aus dem Objektpunkt M
(X,Y, Z) und der Orientierung der Kamera berechenbar. Nach der Gleichung der Zentral-





+ λ−1 ·R(ω, ϕ, κ)
 X −X0Y − Y0
Z − Z0
 . (2.1)
Die Aufzeichnungsparameter sind eine Skalierung λ, der Bildhauptpunkt (x0, y0, z0), das Ka-
merazentrum c (X0, Y0, Z0) und die Blickrichtung der Kamera in Form einer Rotationsmatrix
R, die hier in Abha¨ngigkeit der drei Rotationswinkel ω, ϕ und κ angegeben ist. Rotati-
onsmatrizen sind orthogonal, deren Determinante ist 1 [RW97, S. 107]. Sie geben eine Hin-
tereinanderausfu¨hrung der Rotationen mit den Winkeln ω um die X-, ϕ um die Y - und κ
um die Z-Achse an und werden auch als XYZ-Eulerwinkel bezeichnet [MSK+04, S. 42]. Die
Ausfu¨hrung der einzelnen Rotationsschritte ist nicht kommutativ. Andere Reihenfolgen sind
prinzipiell mo¨glich, die Ausfu¨hrungsreihenfolge muss daher stets bekannt sein.
In diesem Fall ist R(ω, ϕ, κ) = Rz(κ) ·Ry(ϕ) ·Rx(ω) mit den Rotationen um die einzelnen
Achsen3
Rx(ω) =
 1 0 00 cosω − sinω
0 sinω cosω
 ,Ry(ϕ) =
 cosϕ 0 sinϕ0 1 0
− sinϕ 0 cosϕ
 und
3Die Rotationsreihenfolge ist dabei von rechts nach links zu lesen.
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Rz(κ) =




R(ω, ϕ, κ) =
 cosϕ cosκ cosω sinκ+ sinω sinϕ cosκ sinω sinκ− cosω sinϕ cosκ− cosϕ sinκ cosω cosκ− sinω sinϕ sinκ sinω cosκ+ cosω sinϕ sinκ
sinϕ − sinω cosϕ cosω cosϕ
 .
Die einzelnen Elemente der Rotationsmatrix werden wie folgt bezeichnet:
R =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 . (2.3)
Alternativ ist es auch mo¨glich, die Rotation durch einen Einheitsvektor v = (vx, vy, vz)T als
Drehachse und einen Drehwinkel α anzugeben. Um auf die Winkelangabe in der vierten Di-
mension verzichten zu ko¨nnen, kann ein Drehvektor so definiert werden, dass die Richtung die
Drehachse und die La¨nge den Drehwinkel in Radiant angibt. Die Rodrigues-Formel ermo¨glicht
die Rotation um einen Vektor ohne Berechnung der Rotationsmatrix [Fo¨r99]. Daru¨ber hinaus
ko¨nnen Rotationen auch mit Hilfe von Quaternionen beschrieben werden [DKL98].
2.1.2 Kollinearita¨tsgleichungen
Aus der Gleichung der Zentralperspektive lassen sich die Kollinearita¨tsgleichungen herleiten,
die den Zusammenhang zwischen dem Objektpunkt M und dem Bildpunkt m beschreiben
[Kra97, S. 14], [Luh00, S. 226ff.].
Die Transformation von Welt- in Bildkoordinaten ist
x = x0 − f · r11 · (X −X0) + r12 · (Y − Y0) + r13 · (Z − Z0)
r31 · (X −X0) + r32 · (Y − Y0) + r33 · (Z − Z0) , (2.4)
bzw.
y = y0 − f · r21 · (X −X0) + r22 · (Y − Y0) + r23 · (Z − Z0)
r31 · (X −X0) + r32 · (Y − Y0) + r33 · (Z − Z0) . (2.5)
Umstellung der Kollinearita¨tsgleichungen ergibt beispielsweise folgende Ru¨cktransformation,
die bei zusa¨tzlicher Kenntnis der Objektkoordinate Z angewendet werden kann:
X = X0 + (Z − Z0) · r11 · (x− x0) + r21 · (y − y0)− r31 · f
r13 · (x− x0) + r23 · (y − y0)− r33 · f , (2.6)
bzw.
Y = Y0 + (Z − Z0) · r12 · (x− x0) + r22 · (y − y0)− r32 · f
r13 · (x− x0) + r23 · (y − y0)− r33 · f . (2.7)
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Durch Kenntnis einiger Parameter lassen sich die Punkte M(X,Y, Z) und m(x, y) ineinander
u¨berfu¨hren. Es wird zwischen Parametern der inneren und a¨ußeren Orientierung unterschie-
den:
Innere Orientierung: Sie beschreibt die Eigenschaften der Kamera. Im idealen Lochkame-
ramodell sind dies die Kamerakonstante bzw. Brennweite (f) und der Bildhauptpunkt
(x0, y0). Bei realen Kameras daru¨ber hinaus noch Parameter, welche die Verzeichnung
des Bildes durch die Kameraoptik beschreiben. Die innere Orientierung ermo¨glicht eine
Transformation von Bildpunkten in ein kamerafestes Koordinatensystem und umge-
kehrt.
A¨ußere Orientierung: Sie beschreibt die Position des Projektionszentrums c(X0, Y0, Z0)
und Rotation (ω, ϕ, κ), d.h. Blickrichtung der Kamera in einem Weltkoordinatensystem.
Die Parameter ermo¨glichen eine Transformation von Kamera- in Weltkoordinaten und
umgekehrt.
Da bei der Projektion eines Objektpunktes auf die Bildebene eine Dimension verloren geht,
entsteht ein Informationsverlust. Aus einem einzigen Bild ist es auch mit Hilfe der Kamerapa-
rameter nicht mo¨glich, aus einem Bildpunkt den Objektpunkt zu berechnen. Die Umrechnung
von Bild- in Objektkoordinaten beno¨tigt daher zusa¨tzliche Informationen.
2.1.3 Homogene und normierte Bildkoordinaten
Unter Verwendung homogener Koordinaten fu¨r die Punkte m = (x, y) und M = (X,Y, Z),
d.h. ein Vektor x = (x1, ..., xn) wird durch Erweiterung mit 1 als x˜ = (x1, ..., xn, 1) darge-
stellt, ist die Projektion m˜ eines Raumpunktes M˜ auf die Kameraprojektionsebene durch die
Gleichung
z m˜ = P M˜ (2.8)
mit der Skalierung z und der 3×4-Abbildungsmatrix P darstellbar. Translation und Rotation
sind dabei im Gegensatz zur vorgestellten Gleichung der Zentralperspektive rein multiplikativ.
Die Abbildungsmatrix P bildet die Raumkoordinaten auf Kamerakoordinaten ab und la¨sst
sich zerlegen in
P = K[Rt]. (2.9)
Die Kameramatrix K beschreibt die innere Orientierung und die zusammengesetzte Matrix
[Rt], die aus der Rotationsmatrix R und dem Translationsvektor t besteht, die a¨ußere Ori-
entierung der Kamera.
Die Kameramatrix K ist
K =
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mit den Brennweiten fx und fy in x- bzw. y-Richtung, der Schiefe s und dem Bildhauptpunkt
(x0, y0) der aufgezeichneten Bildpunkte. Die Verwendung von fx 6= fy ermo¨glicht die Trans-
formation in eine Bildebene, in der die Einheiten in x- bzw. y-Richtung verschiedene Gro¨ßen
haben, bei s 6= 0 sind die Achsen nicht orthogonal.
Sind die inneren Parameter der Kamera nicht bekannt, la¨sst sich durch Festlegung der Brenn-
weite fx = fy = 1, der Schiefe s = 0 und des Bildhauptpunktes (x0, y0) = (0, 0) die Projektion

















Die Koordinaten dieser Punkte (x′, y′) sind im Vergleich zu den eigentlichen Bildpunkten
(x, y) verschoben und skaliert.
Umgekehrt ist mit Hilfe der inneren Parameter eine Normierung von Bildkoordinaten mo¨glich.
Durch Umkehrung der Gleichung 2.12 ko¨nnen aus aufgezeichneten Bildkoordinaten (x, y)
normierte Bildkoordinaten (x′, y′) erstellt werden. Bildpunkte in normierten Koordinaten4
entsprechen einer Projektion mit der Brennweite 1 und dem Bildhauptpunkt (0,0).
2.1.4 Verzeichnung
Die Verzeichnung der Kamera bedeutet, dass Bildpunkte nicht so auf die Bildebene proji-
ziert werden, wie es die Gleichungen der Zentralperspektive darstellen. Dort wird von einem
Lochkameramodell ausgegangen, bei dem Lichtstrahlen nicht gebrochen werden. Bei realen
Kameras fu¨hren Linsen im Objektiv zur Brechung der Lichtstrahlen, abha¨ngig von Abstand
zur optischen Achse, Einfallswinkel und Farbe. Je nach Kamera erscheinen die Bilder mehr
oder weniger stark verzerrt. Mit Hilfe von Kameramodellen la¨sst die Abweichung eines bei
der Aufzeichnung entstehenden, verzerrten Bildpunktes vom unverzerrten Bildpunkt mathe-
matisch und kameraspezifisch beschreiben.
Das Verzeichnungsmodell nach Brown [FB86] ist die Grundlage vieler Standardprogram-
me und wird auch von der verwendeten Software zur Bestimmung der inneren Kamerapa-
rameter verwendet. Es beschreibt die Zuordnung vom unverzeichnetem Bildpunkt (x′u, y′u)
4Sie werden auch als kalibrierte Bildpunkte oder Bildpunkte einer kalibrierten Kamera bezeichnet.
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??? ???
Abbildung 2.2: Aufgenommenes, verzeichnetes Bild (a) und ein mit Hilfe des vorgestellten Modells
daraus berechnetes, unverzeichnetes Bild (b) eines Kalibriermusters.
zum verzeichnetem Bildpunkt (x′d, y
′









′ und unterscheidet drei verschiedene Verzeichnungsarten.
Die Gesamtverzeichnungen ∆x′ und ∆y′ eines Bildpunktes lassen sich unterteilen in











Radiale Verzeichnung entsteht vor allem bei der Brechung der Lichtstrahlen durch die Linse.
Mit zunehmendem Abstand von der Linsenmitte werden Objekte kleiner, besonders im im
Randbereich des Bildes wird dies deutlich. Diese Art der Verzerrung macht bei gewo¨hnlichen
Kameras den gro¨ßten Anteil aus. Besonders stark tritt dieser Effekt bei der Verwendung von
Weitwinkelobjektiven mit kurzen Brennweiten auf (”Fischaugen-Optik“). Der symmetrische








u · (k1r2 + k2r4 + k3r6). (2.16)
Dabei bezeichnet r mit r2 = x′2u + y′2u den Abstand der unverzerrten Koordinaten vom Bild-
hauptpunkt.
Tangentiale Verzeichnungen resultieren beispielsweise aus Fertigungstoleranzen bei der Plat-
zierung der Linse. Dadurch trifft die optische Achse nicht exakt die Mitte des Bildsensors.
Zusammen mit der radial-asymmetrischen Verzeichnung und wird dies durch die Parameter
p1 und p2 beschrieben.
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2 + 2y′2u ). (2.18)
Unterschiede zwischen Breite und La¨nge verschiedener Bildsensorzellen erzeugen eine Affi-
nita¨t des Bildes. Zusa¨tzlich ko¨nnen Scherungen auftreten, sofern die Elemente nicht exakt








∆y′aff = 0. (2.20)
Dieses Verzeichnungsmodell hat sich in vielen Anwendungen bewa¨hrt und liefert recht gute
Ergebnisse, wobei teilweise auf einige Parameter verzichtet werden kann. Oftmals reichen die
Parameter k1, k2, p1 und p2 fu¨r eine akzeptable Genauigkeit aus. Ein geeignetes Verfahren
zur Scha¨tzung der Parameter dieses Modells wird von Heikkila¨ und Silve´n [HS97] vorgestellt.
Der Nachteil des Modells ist allerdings, dass eine Invertierung nicht mo¨glich ist. Die effizi-
ente Umrechnung von verzeichneten in unverzeichnete Punkte erfolgt daher durch iterative
Scha¨tzung.
Dazu wird um den verzeichneten Punkt (x′d, y
′
d) ein Bereich festgelegt, in dem der unverzeich-
nete Punkt gesucht wird. Durch Rasterung dieses Bereiches entsteht eine endliche Anzahl von
Scha¨tzpunkten, fu¨r die die verzeichneten Punkte berechnet werden. Derjenige Scha¨tzpunkt,
dessen verzeichneter Punkt den geringsten Abstand zu (x′d, y
′
d) aufweist, dient als Ausgangs-
punkt fu¨r den na¨chsten Iterationsschritt. Es wird ein neuer Suchbereich um diesen Punkt von
kleinerer Gro¨ße und Rasterweite zwischen den einzelnen Scha¨tzpunkten festgelegt – der Ab-
stand eines besten verzeichneten Scha¨tzpunktes zum gesuchten Punkt (x′d, y
′
d) ist demzufolge
geringer. Ist die gewu¨nschte Genauigkeit durch Unterschreiten eines bestimmten Abstandes
erreicht, so bricht die Iteration ab und der entsprechende unverzeichnete Scha¨tzpunkt wird
als (x′u, y′u) ausgegeben.
Neben diesem vorgestellten Kameramodell existieren weitere, unter anderem das von Tsai
[Tsa87], dessen Vorteil die problemlose Invertierbarkeit ist. Godding [God02] und Luhmann
[Luh00] verweisen daru¨ber hinaus auf Ansa¨tze, bei denen die Schra¨gstellung des Sensors
zur optischen Achse oder eine Verzeichnung in Abha¨ngigkeit von der Objektentfernung be-
ru¨cksichtigt wird. Kaufmann und Ladsta¨dter [KL05] stellen ein Verfahren zur Beseitigung
farbabha¨ngiger Projektionsfehler vor.
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2.1.5 Bestimmung der Kameraposition
Die in der Kollisionsvermeidung verwendete a¨ußere Orientierung der Kamera soll eine Zu-
weisung zwischen Bild- und Objektpunkten in der Art ermo¨glichen, dass der Abstand der
Objektpunkte zum Helikopter in allen drei Dimensionen ermittelt werden kann. Die Position
des Helikopters in erdfesten Koordinaten muss dazu nicht bekannt sein.
Um eine Verwechslung mit geoda¨tischen Weltkoordinaten auszuschließen, bezieht sich die
a¨ußere Orientierung der Kamera in dieser Arbeit auf ein flugko¨rperfestes Koordinatensystem5
und beschreibt das Boresight Alignment bzw. Misalignment zwischen Kamera und Helikop-
ter [Cra02]. Die Bezugskoordinaten werden im Folgenden als Helikopterkoordinaten mit den
Achsen xf , yf und zf bezeichnet.
Ohne Verwendung dieser a¨ußeren Orientierung erfolgt eine Festsetzung von Rotation und
Translation gleich null und dementsprechend eine Zuordnung von Punkten in einem kamera-
festen Koordinatensystem mit den Achsenbezeichnungen xc, yc und zc.
Da der Punkt des Kamerazentrums nicht mit dem Bezugspunkt des Helikopters u¨berein-
stimmen muss, ist eine Translation erforderlich. Die Verschiebung wird mit einem Vektor












Abbildung 2.3: Kamera- und Helikopterkoordinaten. Der Ursprung des Kamerakoordinatensystems ist
das linke Kamerazentrum. Das Helikopterkoordinatensystem ist zu diesem verschoben und rotiert.
Des weiteren sind die Systeme zueinander rotiert. Wa¨hrend in der Kamera die Achsen xc, yc
und zc nach rechts, unten, bzw. vorne (Entfernung) zeigen, gelten fu¨r den Helikopter andere
Achsen. In der Luftfahrt bezeichnen xf , yf und zf aus Sicht des Flugko¨rpers die La¨ngs(Roll)-,
5Als Ursprung des Koordinatensystems wird hier ein Punkt in der Mitte des Helikopters verwendet, um
Absta¨nde von Objekten in allen Richtungen gleich werten zu ko¨nnen. In anderen Anwendungen wie bei der
Aufzeichnung von Karten, ist es sinnvoller, Bezug auf die Position des GPS-Empfa¨ngers, bei der bildgestu¨tzten
Lagekorrektur Bezug auf das Inertialmesssystem (IMU) zu nehmen.
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Quer(Nick)- und Hoch(Gier)achse [Buc02, S. 86]. Koordinaten mit positiven Werten in diesen
Richtungen geben also die Entfernungen in die Richtungen nach vorne, rechts, bzw. unten an.
Ist die optische Achse der Kamera parallel zur Rollachse, zeigt die Kamera exakt nach vorne.
Das Kamerakoordinatensystem ist in diesem Fall um jeweils 90◦ in z- und x-Richtung gedreht.
Auch wenn in vielen Anwendungen, wie dem bildgestu¨tzten Landen [SMS03], die Annahme
getroffen wird, dass die Kameraposition am Helikopter exakt bekannt ist, muss bei dieser
Anwendung eine Untersuchung stattfinden, inwieweit dies zutrifft. Mo¨glicherweise la¨sst sich
die Lage der Kamera nicht pra¨zise genug ermitteln. Vor allem aber werden bei der Verwendung
einer Stereokamera die Bilder nachtra¨glich verdreht, deren Achsen weichen somit von der
Montagerichtung der Kamera ab. Gru¨nde und Berechnungsvorschriften werden in Abschnitt
2.2.2 ab Seite 19 erla¨utert. Aus den Bildern bekannter Objekte la¨sst sich die Position der
Kamera bestimmen.
Ein Algorithmus fu¨r die Positionsbestimmung, basierend auf der Arbeit von Sharp et al.
[SSS01], ist im ARTIS-Projekt bereits fu¨r andere Anwendungen in Verwendung. Dabei wird
die Translation und Rotation zu einem bekannten planaren Muster bestimmt, siehe Anhang
A.1 ab Seite 100. Ist die Position des Musters vom Helikopter aus gesehen durch Vermessen
bekannt und die Position des Musters bezu¨glich der Kamera aus den Bilddaten errechnet,
so la¨sst sich daraus die Position der Kamera ermitteln. Es ist allerdings zu beachten, dass
die Vermessung der Musterposition in Helikopterkoordinaten ebenfalls eine Ungenauigkeit
besitzt.
Es seien die Lagebeziehungen zwischen Punkten p in Kamerakoordinaten pc und Muster pm
errechnet worden, sowie die Beziehung zwischen Helikopter pf und Muster pm in der Form
bekannt. Punkttransformationen von Koordinatensystem a nach Koordinatensystem b seien
allgemein durch die Rotation Rab bzw. Translation tab beschrieben, wobei die Indizes m fu¨r
das Muster-, c fu¨r das Kamera- und f fu¨r das Helikopterkoordinatensystem verwendet werden.
Es sei
pf = Rmf · pm + tmf , bzw. pm = Rcm · pc + tcm. (2.21)
Durch Einsetzen folgt
pf = Rmf · (Rcm · pc + tcm) + tmf
pf = Rmf Rcm︸ ︷︷ ︸
Rcf
·pc +Rmf tcm + tmf︸ ︷︷ ︸
tcf
pf = Rcf · pc + tcf , (2.22)
womit durch Rcf und tcf eine Transformation von Punkten aus Kamera- in Helikopterkoor-
dinaten beschrieben ist.
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Umgekehrt ergibt sich pc = R
−1
cf ·(pf−tcf ). Da es sich bei Rotationsmatrizen um orthogonale
Matrizen handelt, giltR−1cf = R
T
cf . Die Transformation von Helikopter- in Kamerakoordinaten
kann demnach mit der transponierten Rotationsmatrix erfolgen, es ist
pc = R
T
cf · (pf − tcf ). (2.23)
Wie schon erwa¨hnt, mu¨ssen Bilder von einem bekannten Kalibriermuster fu¨r die Bestimmung
der Transformationsparameter aufgezeichnet werden. Deren Verwendung setzt eine konstante
Kameraposition wa¨hrend des Fluges voraus, da eine Messung nur am Boden vorgenommen
werden kann. Laufende Anpassungen, wie sie bei einer schwenkbaren Kamera vorkommen,
mu¨ssen daher gesondert betrachtet werden.
Alternativen zu dem verwendeten Algorithmus sind photogrammetrische Verfahren, die auch
zur Bestimmung der Kameraposition in erdfesten Koordinaten genutzt werden ko¨nnen. Die
Position wird beispielsweise mit der Direkten Linearen Transformation oder dem Location
Determination Problem gescha¨tzt, wobei letzteres nach Do¨ring [Do¨r05] genauere Werte liefert.
Mit Hilfe des Ra¨umlichen Ru¨ckwa¨rtsschnittes kann iterativ die Genauigkeit verbessert werden.
Diese Verfahren ermo¨glichen im Gegensatz zu dem hier verwendeten eine Positionsbestim-
mung auch dann, wenn das untersuchte Muster nicht planar ist. Ebenso ist die nachtra¨gliche
Positionsbestimmung aus den Bilddaten mo¨glich, so dass die Kameraposition in diesem Koor-
dinatensystem wa¨hrend eines Fluges nicht konstant sein muss. Einsatzzweck ist vor allem die
Vermessung von Geba¨uden oder Landschaften, wo eine sehr hohe Genauigkeit erforderlich ist
und die Positionsbestimmung nicht u¨ber ein ebenes Muster realisiert werden kann [Kra97].
2.2 Bilderzeugung mit zwei Kameras
Wird mit einer einzigen Kamera ein Bild aufgezeichnet, entsteht durch die Projektion ein
Informationsverlust durch die Verringerung der Punktdimension. Die Abbildung ist nicht in-
jektiv – ein Bildpunkt kann einem Objektpunkt nicht eindeutig zugeordnet werden. Allerdings
ist die Zuordnung zu einer Linie, auf der der Objektpunkt liegen muss, mo¨glich. Mit Hilfe
einer zweiten Linie aus einer anderen Perspektive, welche die erste schneidet, la¨sst sich der
Originalpunkt rekonstruieren.
Genau dies wird bei der Auswertung von Stereobildern ausgenutzt. Die Kameras sehen die 3D-
Umgebung aus verschiedenen Positionen und liefern dadurch unterschiedliche Projektionen.
Durch Kombination beider Bilder und dem Vergleich der Bildpunkte, die das gleiche Ob-
jekt darstellen, wird eine Berechnung der dreidimensionalen Koordinaten des Objektpunkts
mo¨glich. Insbesondere sind dadurch Tiefeninformationen verfu¨gbar.
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2.2.1 Epipolargeometrie
Die Geometrie der Projektion eines Punktes auf zwei Bildebenen wird als Kern- oder Epipo-
largeometrie bezeichnet [Luh00, S. 239]. Dabei ko¨nnen die Kameras beliebige Lagen besitzen,




















Abbildung 2.4: Epipolargeometrie. Die linke Kamera bildet den Punkt M auf m1, die rechte Kamera
auf m2 ab. Der Unterschied zwischen M und N ist von der linken Kamera aus nicht erkennbar, die
rechte Kamera bildet diesen Punkt auf n2 ab, welcher auf der Epipolarlinie e2m2 liegt. Die beiden
Epipole e1 und e2 entstehen durch die Projektion des jeweils anderen Projektionszentrums auf die
Bildebenen.
Der Punkt M wird auf die beiden Bildebenen abgebildet. Es fa¨llt auf, dass sich aus Sicht der
linken Kamera kein Unterschied zwischen M und einem anderen Punkt N auf der Geraden
zwischen M und dem Projektionszentrum c1 feststellen la¨sst. Allerdings ist der Unterschied
von der anderen Kamera feststellbar. Hier wird dieser Punkt auf einen anderen Bildpunkt
m′2 anstelle von m2 abgebildet. Allgemein wird die Linie c1M , welche im ersten Bild auf
den Punkt m1 zusammenfa¨llt, im zweiten Bild auf die Linie e2m2 := l2, eine so genannte
Epipolarlinie, abgebildet. Umgekehrt ist die Epipolarlinie e1m1 := l1 das Bild der Linie c2M
in der ersten Kamera. Die Punkte e1 bzw. e2 sind die Schnittpunkte der Linie zwischen den
beiden Projektionszentren mit den jeweiligen Bildebenen, genannt Epipole. Die Punkte c1, c2
und M spannen die Epipolarebene des Punktes M auf, alle Punkte dieser Ebene werden auf
die gleichen Epipolarlinien abgebildet. Alle Epipolarlinien schneiden den jeweiligen Epipol
[HZ00, Kap. 8] [MSK+04, Kap. 5,6].
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Die Beziehung zweier korrespondierender Punkte m1 und m2 ist durch die Fundamentalma-
trix F beschrieben. Fu¨r die beiden Punkte in homogenen Koordinaten m˜1 bzw. m˜2 ist
m˜T2 Fm˜1 = 0. (2.24)
Die Fundamentalmatrix ergibt sich aus der relativen Orientierung, d.h. der Translation und
Rotation der Kameras zueinander und den beiden Kameramatrizen. Eine ausfu¨hrliche Erla¨u-
terung findet sich in Anhang A.2, Seite 103. Ebenso definiert die Fundamentalmatrix die den
Punkten zugeho¨rigen Epipolarlinien auf der jeweils anderen Bildebene. Es ist
l2 = Fm˜1 , bzw. l1 = FT m˜2, (2.25)
wobei eine Epipolarlinie l = (a, b, c)T mit den Koeffizienten der Geradengleichung au+bv+c =
0 dargestellt wird.
Ist die Fundamentalmatrix bekannt, gestaltet sich die Suche nach einem korrespondierenden
Punkt in dem anderen Bild wesentlich einfacher – dieser muss zwangsla¨ufig auf der durch die
Fundamentalmatrix definierten Epipolarlinie liegen6. Der Suchbereich innerhalb der Bildebene
wird dadurch von zwei auf eine Dimension eingeschra¨nkt.
Das Prinzip zur Berechnung der Fundamentalmatrix basiert darauf, geeignete Punkte eines
Bildes im jeweils anderen Bild, so genannte Passpunktpaare, zu finden. Wie auch bei der
Aufzeichnung eines Musters bei der Positionsbestimmung sind dabei Ecken im Muster bzw. im
jeweiligen Bild, besonders geeignet. Mo¨glichkeiten zur Findung von Ecken werden in Abschnitt
2.4.1 ab Seite 25 genannt.
Die Korrespondenz der jeweiligen Punkte muss bekannt sein – in der Praxis la¨sst sich dies am
besten mit der Aufnahme eines bekannten Musters realisieren, bei denen die Features eindeu-
tig zugeordnet werden ko¨nnen. Die Verwendung spezieller Kalibrierbilder ist nicht erforderlich,
da es Verfahren zur Aussortierung falscher Zuordnungen gibt. Da Bildpunkte verrauscht sind
und die so errechnete Matrix eine Ungenauigkeit besitzt, la¨sst sich bei der Verwendung von ei-
ner hohen Anzahl von Passpunktpaaren eine gro¨ßere Genauigkeit erzielen. Es ist naheliegend,
ein Muster mit besonders vielen Ecken zu verwenden und mehrere Bilder aufzuzeichnen.
Fehlerhafte Berechnungen entstehen bei ungenauen Passpunkten sowie falschen Punktzuord-
nungen. Dies ist bei Bildern der Fall, aus denen keine oder nur wenige geeignete Punkte
extrahiert werden ko¨nnen. Solche Bilder entstehen bei allzu verschiedenen Blickrichtungen
der Kameras, kontrastarmen Motiven oder unscharfen Aufnahmen. Hartley [Har95a] zeigt
Beispiele korrekter und fehlerhafter Berechnungen. Bei weniger als sieben Punktpaaren ist
die Matrix nicht berechenbar. Algorithmen zur Errechnung der Fundamentalmatrix sind in
Anhang A.3 ab Seite 104 erla¨utert.
6Ist die Bildebene parallel zu dieser Epipolarebene, existiert fu¨r M keine Epipolarlinie in der anderen Bil-
debene und somit kein korrespondierender Punkt. Sind die Kamerazentren gleich, existiert fu¨r alle Punkte
keine Epipolarebene und damit keine Korrespondenz. Durch entsprechende Anordnung der Kameras wird
angenommen, dass diese Fa¨lle nicht eintreten.
18
Kapitel 2. Grundlagen 2.2. Bilderzeugung mit zwei Kameras
2.2.2 Rektifikation
Die Rektifikation ist eine Vorverarbeitung der Bilder mit dem Ziel, besonders gut vergleich-
bare Bilder zu produzieren. Die Bilder werden auf neue Bildebenen projiziert, die bestimmte
Eigenschaften erfu¨llen und fu¨r die weitere Verarbeitung eine Vereinfachung sind. Werden rek-
tifizierte Bilder ausgewertet, muss die Vera¨nderung der Projektionsebenen und damit die
vera¨nderte Blickrichtung der Kamera beru¨cksichtigt werden.
In diesem Fall wird eine standard-stereoskopische Anordnung der beiden Bilder erzeugt. Da-
bei werden beide Bilder auf eine neue, gemeinsame Bildebene projiziert, welche parallel zur
Verbindungslinie der beiden Kamerazentren ist. Die Bildachsen werden so gedreht, dass die
x-Achse parallel zu dieser Verbindungslinie und die y-Achse senkrecht zu dieser ist. Die beiden























Abbildung 2.5: Rektifikation. Es erfolgt eine Ru¨ckprojektion der Bildpunkte der urspru¨nglichen Bil-
debenen (blau) auf neue Bilder (schwarz), die auf einer gemeinsamen Ebene liegen. Sie ist parallel
zur Verbindungsgeraden der beiden Kamerazentren c1 und c2. Damit sind alle Epipolarlinien (gru¨n)
parallel zueinander und die Epipole befinden sich im Unendlichen.
Nach Ayache und Hansen [AH88] sei die Rektifizierung der Bildpunkte ausgehend von den
Kamerazentren c1 und c2 und den urspru¨nglichen perspektivischen Projektionsmatrizen P
und Q wie folgt zu berechnen: Es sei
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 (2.26)
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die Projektionsmatrix der linken Kamera mit den Zeilen7 pj = (pj1, pj2, pj3)T (mit j ∈
{1; 2; 3}). Analog sei die Schreibweise der Elemente von Q, der Projektionsmatrix der rechten





































 (c1 × c2)× c1)T(c1 × c2)T
((c1 − c2)× (c1 × c2))T
( p2 × p3 p3 × p1 p1 × p2 ) , (2.29)
bzw.
R2 =
 (c1 × c2)× c2)T(c1 × c2)T
((c1 − c2)× (c1 × c2))T
( q2 × q3 q3 × q1 q1 × q2 ) . (2.30)




die Punkte besitzen also keinen vertikalen Abstand zueinander.
Dieses Verfahren ist fu¨r die Bildrektifikation geeignet, sofern die inneren und a¨ußeren Orien-
tierungen der Kameras bekannt sind. Eine vorhergehende Kalibrierung der Kameras liefert
die notwendigen Orientierungsparameter. Die Anwendung eignet sich dann, wenn die Kame-
ras fest installiert sind, also deren Parameter sich nicht a¨ndern und eine Kalibrierung zur
Verfu¨gung steht, die die notwendigen Parameter liefert. Fusiello et al. [FTV97] geben eine
Erweiterung und Implementation dieser Rektifikationsmethode an.
Eine andere Methode zur Erstellung von rektifizierten Bildern ist die Verwendung von Ho-
mographien. Dabei werden die internen Kameraparameter nicht beno¨tigt, allerdings die La-
ge der Kameras zueinander in Form von der Fundamentalmatrix. Sind zwei Bilder rektifi-
ziert, entsprechen also einer standard-stereoskopischen Anordnung der beiden Kameras, so
hat die Fundamentalmatrix F¯ die Form der antisymmetrischen Kreuzproduktmatrix des Vek-
tors (1, 0, 0)T , also
F¯ =
 0 0 00 0 −1
0 1 0
 . (2.32)
7nur die jeweils ersten drei Elemente einer Zeile
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Werden die urspru¨nglichen Bildpunkte m˜1 und m˜2 mit den Homographien H1 bzw. H2 in
der Form
m¯1 = H1 m˜1 und m¯2 = H2 m˜2 (2.33)
rektifiziert, folgt
m¯T2 F¯ m¯1 = 0 (2.34)
(H2 m˜2)T F¯H1 m˜1 = 0 (2.35)
m˜T2 H
T
2 F¯H1 m˜1 = 0, (2.36)
und es ergibt sich die Faktorisierung der Fundamentalmatrix F in der Form
F = HT2 F¯H1. (2.37)
Mo¨glichkeiten, diese Homographien zu finden, werden unter anderem von Hartley [Har95b]
und Oram [Ora01] gezeigt.
Es ist offensichtlich, dass bei der Umrechnung der Bildkoordinaten nicht alle neu entstehen-
den Bildpunkte innerhalb der Begrenzung des neuen Bildes sein mu¨ssen. Ebenso kann es
vorkommen, dass nicht fu¨r alle Punkte des neuen Bildes Informationen aus dem unrektifi-
zierten Bild vorliegen, da die entsprechenden Koordinaten außerhalb des Bildbereiches liegen.
Diese Bereiche bleiben somit im rektifizierten Bild leer. In der Praxis entsteht dadurch oft ein
Informationsverlust im Randbereich des Bildes, wenn die Bildbegrenzung angepasst wird, ein
herein- oder herauszoomender Effekt entsteht und die Ra¨nder abgeschnitten werden.
Um den Informationsverlust bzw. die Abweichung von den urspru¨nglichen Bildern mo¨glichst
gering zu halten, sollte die Anordnung der Kameras entsprechend gewa¨hlt werden. Dies be-
deutet eine Montage mit lediglich horizontalem Abstand, parallelen optischen Achsen und
die Verwendung von Kameras mit gleichen Brennweiten. Die Rektifikation ist dann allerdings
immer noch notwendig, um Abweichungen durch ungenaue Anbringungsmo¨glichkeiten und
Fertigungstoleranzen ausgleichen zu ko¨nnen.
Die anschließende Diskretisierung der Bildkoordinaten zur Erstellung von Digitalbildern er-
zeugt ebenso Fehler im resultierenden Bild. Unter anderem entstehen Aliasing-Effekte bei
schra¨gen Kanten, Unscha¨rfen bei der perspektivischen Vergro¨ßerung und Informationsverlus-
te bei der Verkleinerung. Die Qualita¨t der rektifizierten Bilder ist dadurch verschlechtert, bei
der Auswertung von Stereobildern ist dies in vielen Fa¨llen jedoch hinnehmbar.
2.2.3 Der Idealfall: Achsparallele Stereogeometrie
Durch Entzerrung und anschließende Rektifikation werden Bilder geschaffen, die der standard-
stereoskopischen Anordnung entsprechen. Dadurch ist die Berechnung der Projektion stark
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vereinfacht. Wie in Abbildung 2.5 erkennbar ist, sind die Epipolarlinien parallel zueinander
und ebenfalls parallel zur x-Achse der Bildebenen. Dadurch wird ein Objektpunkt bei bei-
den Bildern auf die gleiche Zeile projiziert – zwischen den korrespondierenden Bildpunkten














Abbildung 2.6: Achsparalleles Lochkameramodell. Der Punkt M(X,Y, Z) wird auf die beiden Bilde-
benen, die jeweils den Abstand f zum Brennpunkt besitzen, projiziert. Der horizontale Abstand vom
Zentrum betra¨gt dl bzw. dr, d.h. fu¨r die Punkte m1(x1, y1) und m2(x2, y2) ist x1 − x2 = dl − dr
(Vektoraddition). Da die Kameras keinen vertikalen Abstand zueinander besitzen, ist der Abstand des
projizierten Punktes M in dieser Richtung bei beiden Bildern gleich, also y1 = y2.
Die Projektion eines Punktes M(X,Y, Z) im idealen Lochkameramodell folgt aus der Glei-
chung der Zentralperspektive. Bezogen auf das kamerafeste Koordinatensystem mit Ursprung
im linken Kamerazentrum ist die Rotation gleich null, d.h. die Rotationsmatrix ist die Ein-
heitsmatrix. Die Translation ist ebenfalls null, bis auf die x-Koordinate bei Abbildung in der
rechten Kamera. Unter Verwendung homogener Koordinaten ist die Abbildungsmatrix aus
Gleichung 2.8 (Seite 10) in diesem Fall
P =
 f 0 x0 b f0 f y0 0
0 0 1 0
 , (2.38)
sie ist das Produkt aus Kamera- und Projektionsmatrix. Dabei handelt es sich um Parameter
der Bilder, die dem achsparallelen und idealen Lochkameramodell entsprechen. Es bezeichnen
f die Brennweite oder Kammerkonstante und x0 bzw. y0 die Koordinaten des Bildhauptpunk-
tes. Fu¨r die linke (Referenz-) Kamera wird b = 0 gesetzt, bei der rechten Kamera ist b die
Basis, also der horizontale Abstand der beiden Kameras.
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2.3 Bestimmung der Orientierung
Die Kalibrierung der Stereokamera dient zur Ermittlung der inneren und a¨ußeren Parameter
jeder Kamera. Hierzu wird die Programmbibliothek Small Vision System [SVS] verwendet,
dort existiert das Programm smallvcal fu¨r diesen Zweck [KB04]. Dabei werden bis zu zehn
Stereobilder eines bekannten planaren Kalibriermusters aufgezeichnet. In dieser Arbeit wurde
ein Schachbrettmuster mit 6 × 8 inneren Ecken verwendet, pro Stereobild existieren also 48
Passpunktpaare. Der Abstand der Ecken betra¨gt 54 Millimeter.
Abbildung 2.7: Das Programm smallvcal zur Kalibrierung der Stereokamera. Aus den Positionen der
Ecken des Musters werden die inneren Orientierungen der beiden Kameras und die Lage zueinander
errechnet.
Der Programmablauf ist folgender:
• Bestimmung der inneren Parameter beider Kameras: Brennweiten, Bildhauptpunkt und
Verzeichnungsparameter. Es wird das in 2.1.4 vorgestellte Modell verwendet, allerdings
ohne die Parameter b1 und b2. Zusa¨tzlich kann die Verwendung der verbleibenden Pa-
rameter eingeschra¨nkt werden.
• Bestimmung der relativen Orientierung der beiden Kameras. Das Koordinatensystem8
ist so definiert, dass der Ursprung im linken Kamerazentrum liegt. Die Achsen x und y
entsprechen den Richtungen einer Bildzeile bzw. Spalte und z der optischen Achse. Die
8Dieses Koordinatensystem ist kamerafest und wird auch als Kamerakoordinatensystem bezeichnet.
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a¨ußeren Parameter der rechten Kamera in diesem System werden aus den vorhandenen
Bilddaten errechnet und geben somit dessen Position und Rotation bezogen auf die linke
Kamera an.
• Bestimmung der Rektifikations- und Projektionsmatrizen fu¨r jede Kamera. Die Projek-
tionsmatrizen beziehen sich auf die rektifizierten Bilder.
Das Ergebnis dieser Kalibrierung kann in einer Datei abgelegt und so fu¨r die Entzerrung und
Rektifikation spa¨terer Bildaufnahmen verwendet werden. Werden keine A¨nderungen an der
Stereokamera vorgenommen, lassen sich Bilder erzeugen, die dem achsparallelen Lochkame-
ramodell entsprechen.
Abbildung 2.8: Beispiel fu¨r ein aufgezeichnetes (oben) und idealisiertes Stereobildpaar (unten). Die
Verzeichnung der Linsen verursacht die Kru¨mmung der Linien in den oberen beiden Bildern, welche
durch die Entzerrung entfernt wird. Die Rektifikation kann aufgrund der Translation und Rotation
der Kameras zueinander eine Drehung der Bilder zur Folge haben, wodurch die Linien in den unteren
Bildern nicht exakt horizontal bzw. vertikal sind.
Die Bestimmung der Kameraposition erfolgt mit Hilfe eines eigens angelegten Programmes9
unter Einbeziehung des in Anhang A.1 (Seite 100) vorgestellten Algorithmus. Dieser bestimmt
die Lage des Musters bezogen auf die Kamera und rotiert die Koordinaten um 90◦ um die z-
und x-Achse. So la¨sst sich die a¨ußere Orientierung einer Kamera bezogen auf den Helikopter
bestimmen. Hierbei ist lediglich die Bestimmung der Orientierung der linken Kamera erfor-
derlich. Fu¨r die Positionsbestimmung wird das rektifizierte Bild verwendet, da das verwendete
Stereofilter (Kapitel 4, Seite 41ff.) die Tiefe der Punkte dieses Bildes liefert und aus diesem
die Helikopterkoordinaten einzelner Punkte ermittelt werden.
9Es handelt sich um ein Filter innerhalb des dip-Frameworks, das noch vorgestellt wird.
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Abbildung 2.9: Bestimmung der Position der Kamera (unten) durch Aufzeichnung eines bekannten
Musters (oben), dessen Lage zum Helikopter bekannt ist. Zur Positionsbestimmung werden die Ecken
des Musters verwendet, die im Bild blau gekennzeichnet sind. Die Rotationswinkel sind hier mit φ, θ
und φ bezeichnet.
2.4 Bildverarbeitung
Dieser Abschnitt ist ein Exkurs zu einigen Verfahren der digitalen Bildverarbeitung, die im
Rahmen dieser Arbeit verwendet werden. Es erfolgt eine Darstellung verschiedener Ansa¨tze,
bestimmte Aufgaben der Bildverarbeitung zu bewerkstelligen und die beispielhafte Erla¨ute-
rung einzelner Algorithmen.
2.4.1 Detektion von Features
Als Features werden all jene Punkte eines Bildes bezeichnet, in deren Umgebung sich signifi-
kante Grauwerta¨nderungen in mehr als einer Richtung feststellen lassen. Dies sind vor allem
Ecken und Schnittpunkte mehrerer Kanten. Das Ergebnis einer Erkennung von Ecken ist im
oberen Bild von Abbildung 2.9 zu sehen.
Solche Features lassen sich unter anderem mit dem Plessey Corner Detector von Harris und
Stephens [HS88], dem Operator von Fo¨rstner und Gu¨lch [FG87], dem von Shi/Tomasi vor-
gestellten Feature Tracker [ST94] oder dem SUSAN Two Dimensional Feature Detector von
Smith und Brady [SB95] finden. Letzterer sei hier exemplarisch erla¨utert. Es existieren viele
weitere Ansa¨tze zur Findung von Features, eine umfassende U¨bersicht befindet sich in der
Arbeit von Smith und Brady. Dort werden auch die Unterschiede zwischen dem Plessey- und
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dem SUSAN -Algorithmus bei der Erkennung von Ecken aufgezeigt. Daru¨ber hinaus existiert
unter anderem von Wang und Brady [WB92] ein Verfahren zur Verbesserung der Genauig-
keit vorhandener Eckpunkte auf Subpixelebene, Torr [Tor02, S. 8] stellt dazu ebenfalls eine
Mo¨glichkeit vor.
Der SUSAN-Algorithmus untersucht fu¨r jeden Pixel in einer Umgebung, ob es sich um einen
Eckpunkt handelt. Prinzipiell sind verschiedene Nachbarschaften der Bildpunkte als Umge-
bung denkbar, vor allem diejenigen, die nahezu kreisfo¨rmig sind. Fu¨r die Detektion hat sich
die 37er10 Nachbarschaft (nmax = 37) bewa¨hrt, welche einen Kreis vom Radius 3,4 anna¨hert,
siehe Abbildung 2.10.
??? ??? ??? ??? ???
Abbildung 2.10: Funktionsweise der SUSAN Corner Detection. Auswahl einer Nachbarschaft um einen
Pixel (a), Bestimmung der Region a¨hnlicher Pixel und dessen Gro¨ße (b) und U¨berpru¨fung der Linie
zwischen Zentrum (×) und Schwerpunkt (◦) (c). Resultat ist ein neues Bild, das die Sta¨rke der Ecken
repra¨sentiert (d), zusammengeho¨rige Regionen werden auf den Punkt mit dem Maximalwert reduziert
(e). Resultat sind die Eckpunkte des Ausgangsbildes.
In dieser Nachbarschaft wird das USAN11 bestimmt – das Segment, welches die dem Mittel-
punkt r0 ”a¨hnlichen“ Bildpunkte r entha¨lt. Eine einfache Mo¨glichkeit ist es, diejenigen Punkte
zu der Region zu za¨hlen, dessen absolute Grauwertdifferenz zu r0 einen bestimmten Schwell-
wert t erreicht bzw. unterschreitet. Allerdings wird eine unscharfe Zuordnung verwendet, die
durch die Gleichung







mit den Grauwerten I(r) bzw. I(r0) der Punkte r bzw. r0 beschrieben ist. Dabei wird c = 1
als die volle Zugeho¨rigkeit, c = 0 als vollsta¨ndiger Ausschluss eines Bildpunktes zu dem
Segment interpretiert. Als Schwellwert ist bei gewo¨hnlichen 8-Bit-Grauwertbildern ein Wert
von t = 25 geeignet, bei kontrasta¨rmeren Bildern auch geringere Werte. Allerdings erho¨ht
sich damit auch die Empfindlichkeit gegenu¨ber Rauschen. Die Gro¨ße n des USAN in einer






11Univalue Segment Assimilating Nucleus. Nucleus bezeichnet das Zentrum der untersuchten Region, also den
Pixel, fu¨r den die Eigenschaft untersucht wird, ob es sich um einen Eckpunkt handelt.
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U¨ber einen geometrischen Schwellwert g wird die Sta¨rke der Ecke bestimmt, es ist
R(r0) =
{
g − n(r0), falls n(r0) < g,
0, sonst,
(2.41)
mit dem Schwellwert g = nmax/2. Niedrigere Werte von g ermo¨glichen die Detektion aus-
schließlich ”scha¨rferer“ Ecken, ho¨here Werte lassen auch normale Kanten zu. Zur Unter-
dru¨ckung von Punkten, die aufgrund von Rauschen hier fa¨lschlicherweise als Ecke erkannt
werden ko¨nnen, wird u¨berpru¨ft, ob alle Punkte auf der Linie zwischen Zentrum und Schwer-
punkt des USAN innerhalb desselben liegen. Ist dem nicht so, wird die Ecke entfernt. Da es
vorkommt, dass zu einer eigentlichen Ecke mehrere benachbarte Punkte als solche identifiziert
werden, werden in jeder zusammenha¨ngenden Menge von Eckpunkten diejenigen Punkte r0
unterdru¨ckt, deren Wert R(r0) nicht dem Maximum entspricht. Somit wird pro Ecke nur ein
Punkt als Eckpunkt klassifiziert.
2.4.2 Vergleichsoperatoren
Fu¨r den Vergleich von A¨hnlichkeiten zwischen verschiedenen Bildregionen oder abgebildeten
Objektpunkten in mehreren Bildern ist es in den wenigsten Fa¨llen ausreichend, einfach die
Helligkeiten einzelner Pixel zu vergleichen. Es ko¨nnten rein zufa¨llige A¨hnlichkeiten auftreten
oder tatsa¨chliche Gemeinsamkeiten aufgrund von Rauschen nicht erkannt werden.
Haben zwei Pixel eine a¨hnliche Helligkeit, la¨sst dies also keine Schlussfolgerung zu, inwieweit
diese Bildpunkte das gleiche reale Objekt repra¨sentieren oder zu einem a¨hnlichen Muster
geho¨ren. Allerdings werden Objekte im Bild, sofern sie eine bestimmte Gro¨ße u¨berschreiten
und somit als Objekte identifizierbar sind, von vielen benachbarten Bildpunkten dargestellt.
Es ist daher naheliegend, die Umgebung des jeweiligen Bildpunktes fu¨r einen Vergleich zu
beru¨cksichtigen. Um einen Bildpunkt wird ein Fenster bestimmter Gro¨ße (m× n) festgelegt,
welches mit einem anderen Fenster gleicher Gro¨ße verglichen werden kann (Block Matching).
Es existiert eine Vielzahl von Abstandsmaßen, exemplarisch seien hier drei davon beschrieben.
Sie werden auch von Lucas und Kanade [LK81], sowie Scharstein und Szeliski [SS01] fu¨r den
Vergleich von Bildregionen genannt und kommen in vielen Verfahren zur Ermittlung von
Bewegungen oder Unterschieden zwischen den Bildern eines Stereobildes zur Anwendung.
Diese Maße fu¨r die A¨hnlichkeit zwischen den Blo¨cken p1 und p2 sind:
• Summe absoluter Differenzen: Der Betrag der Differenzen der einzelnen Elemente wird
aufsummiert. Das Maß fu¨r den Unterschied zwischen den Grauwerten der Pixel p(i, j)








|p1(i, j)− p2(i, j)|. (2.42)
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• Summe quadratischer Differenzen: Das Quadrat der Differenzen wird aufsummiert.
Große Differenzen haben damit einen sta¨rkeren Einfluss. Das Unterschiedsmaß (Sum








(p1(i, j)− p2(i, j))2. (2.43)
• Korrelationskoeffizient: Der Quotient aus Kovarianz und Varianzen mit den Mittelwer-





















Eine große Una¨hnlichkeit zeigt sich bei den Summen durch hohe Werte, beim Korrelations-
koeffizient durch Werte nahe null. Kleine Summen und Korrelation nahe 1 signalisieren hohe
A¨hnlichkeiten. Der Korrelationskoeffizient ermo¨glicht zusa¨tzlich eine Erfassung von umge-
kehrten A¨hnlichkeiten, die sich in negativen Werten zeigen.
Es ist offensichtlich, dass gro¨ßere Fenster eine ho¨here Toleranz gegenu¨ber Bildrauschen besit-
zen. Allerdings ko¨nnen sehr kleine Objekte damit schlechter verglichen werden, da benach-
barte Bildpunkte, die andere Objekte darstellen, nun einen viel gro¨ßeren Einfluss haben.
2.4.3 Bildpyramiden
Die grundlegende Idee der Bildpyramide ist es, die Auflo¨sung eines Bildes stufenweise zu re-
duzieren, um die Suche nach bestimmten Segmenten oder Mustern zu beschleunigen. Oftmals
sind bestimmte Muster auch in Bildern mit reduzierter Auflo¨sung wie in Abbildung 2.11 er-
kennbar. Die Mustererkennung erfolgt grob in einer hohen Ebene mit geringer Auflo¨sung
und wird anschließend in der darunter liegenden Ebene verfeinert, wobei durch die Vor-
ausscha¨tzung in der ho¨heren Ebene nicht das gesamte Bild durchsucht werden muss. In vielen
Anwendungen kann dadurch die Rechenzeit enorm verringert werden.
Die Verringerung der Auflo¨sung verursacht einen Informationsverlust und bedeutet eine Re-
duzierung der Abtastfrequenz, wodurch Alias-Effekte entstehen ko¨nnen [Ja¨h02, S. 143]. Die
Reduzierung der Auflo¨sung durch einfaches Weglassen bestimmter Bildpunkte ist daher meist
nicht geeignet.
Es existieren verschiedene Ansa¨tze, durch Filterung des Bildes bestimmte Informationen bei
der Auflo¨sungsreduzierung zu erhalten und den Alias-Effekt zu verringern. Ein einfacher An-
satz zur Erstellung einer Bildpyramide ist es, mit jeder Stufe die Auflo¨sung zu halbieren.
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Abbildung 2.11: Beispiel fu¨r eine Bildpyramide. Bilder ho¨herer Ebenen haben eine geringere Auflo¨sung
(hier jeweils um den Faktor 2 reduziert und zur besseren Darstellung gleich groß dargestellt). Fu¨r das
Finden von Objekten (z.B. dem Hubschrauber) ist eine reduzierte Auflo¨sung oft ausreichend (z.B.
Ebene 2), fu¨r die grobe Unterscheidung zwischen Himmel und Landschaft genu¨gt auch ein noch weiter
verkleinertes Bild. Allerdings ist in ho¨heren Ebenen ein gesuchtes Objekt oft nicht mehr erkennbar,
so dass es sinnvoll ist, die Erstellung der Pyramide auf eine maximale Ebene zu begrenzen oder die
Suche nicht in der ho¨chsten Ebene zu beginnen.
Dabei werden jeweils 4 Pixel (in einem 2× 2-Fenster) zu einem Bildpunkt der na¨chstho¨heren
Ebene zusammengefasst. Der Wert dieses Punktes ergibt sich dann z.B. aus dem Mittelwert
der vier Ausgangswerte.
Ebenso ist es mo¨glich, eine Umgebung eines Pixels zu betrachten und alle Punkte dieser Re-
gion mit in die Berechnung einfließen zu lassen, wobei sich Regionen durchaus u¨berschneiden
ko¨nnen. Typische Beispiele sind die 4er-, die 8er-Nachbarschaft oder auch gro¨ßere Nachbar-
schaften. Der Wert des resultierenden Bildpunktes kann wieder der Mittelwert sein.
Gute Resultate liefern Gauß- oder Laplacepyramiden, wie sie unter anderem von Adelson et
al. [Ade+84], Gonzalez und Wood [GW02, S. 351ff.] und Ja¨hne [Ja¨h02, S. 143ff.] vorgestellt
werden. Bei der Gaußpyramide bleiben durch Tiefpassfilterung gro¨bere Fla¨chen erhalten,
kleine Strukturen werden durch Gla¨ttung unterdru¨ckt. Im Gegensatz dazu werden bei der
Laplace-Pyramide durch Bandpassfilterung die Kanten versta¨rkt.
Ein Bildpunkt einer ho¨heren Ebene repra¨sentiert damit eine quadratische Region von Bild-
punkten der tiefer gelegenen Ebenen. Die Kantenla¨nge der einzelnen quadratischen Regionen
der L-ten Ebene ist bei Halbierung der Auflo¨sung mit jedem Schritt:
k(L) = 2L, (2.45)
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demnach sind die Absta¨nde zwischen Bildpunkten entsprechend gro¨ßer. Die zweidimensiona-
len Regionen, also die Pixel der L-ten Ebene, bestehen aus r(L) = k2(L) Bildpunkten des
Originalbildes, also
r(L) = (2L)2 = 22L = 4L. (2.46)





Ebene 0 bezeichnet das Ausgangsbild. Es wird deutlich, dass die Anzahl der Bildpunkte
exponentiell sinkt und Einzelheiten des Bildes mo¨glicherweise noch erkennbar bleiben. Die
Verwendung von Bildpyramiden ist daher sehr effizient. Die Pyramidenho¨he bzw. die Ebene,
in der die Suche nach Mustern beginnt, ha¨ngt vom Anwendungsgebiet ab, in Abbildung 2.11
wird dies deutlich.
2.4.4 Musterverfolgung
Bei der Musterverfolgung wird davon ausgegangen, dass ein und dasselbe Objekt in verschie-
denen Bildern auf a¨hnliche Weise dargestellt wird. Wird in einem anderen Bild dieses Muster
wiedergefunden, handelt es sich mo¨glicherweise um das gleiche Objekt. Mittels Block Mat-
ching wird das Bild nach Bereichen durchsucht, die dem gesuchten Muster a¨hnlich sind. Wird
eine mo¨glichst ”a¨hnliche“ Region in einem anderen Bild wieder gefunden, so wird sie als ”ge-
funden“ angesehen – es ist eine korrespondierende Region in einem anderen Bild und stellt
mit gewisser Wahrscheinlichkeit dasselbe Objekt dar. Anwendung ist unter anderem der Ste-
reobildvergleich zur Errechnung von Tiefenbildern und auch die Erkennung von Bewegungen
in einer Bildsequenz.
Bei der Bewegungserkennung werden zwei aufeinander folgende Bilder miteinander vergli-
chen. Wird ein gesuchte Muster in der Na¨he wieder gefunden, la¨sst sich aus dem dadurch
entstehenden optischen Fluss die Bewegung des Musters schließen. In der Praxis bedeutet
dies, dass einzelne Punkte anvisiert und innerhalb der Bildfolge wiedererkannt werden, um
daraus auf die Bewegung und die Geschwindigkeit von Objekten zu schließen.
Abbildung 2.12: Verfolgung eines Musters in einer Bildsequenz. Die gru¨n gekennzeichnete Ecke des
Fahrzeugs wird, einmal ausgewa¨hlt, in den Folgebildern wiedererkannt.
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Bewegungen ko¨nnen nicht unter allen Voraussetzungen erkannt werden. Ist ein Bildbereich
unstrukturiert, bewirkt die Bewegung des dargestellten realen Objekts keine Vera¨nderung
dieses Ausschnitts. Bei geraden Kanten sind Bewegungen senkrecht zum Helligkeitsgradien-
ten nicht feststellbar, da nur ein bestimmter Bereich um einen Punkt betrachtet wird. Es
ist offensichtlich, dass aufgrund dieses Blendenproblems nur signifikante Merkmale wie Ecken
verfolgt werden ko¨nnen, bei denen Farb- bzw. Helligkeitsverla¨ufe in mehreren Richtungen vor-
handen sind. Zusa¨tzlich kann ein Korrespondenzproblem auftreten, wenn bestimmte Muster in
einem Bild mehrmals vorkommen und zwischen den Bildern die falschen Muster miteinander
verknu¨pft werden [Ja¨h02, S. 399ff.], [SS00, S. 275ff.].
Bouguet [Bou00] beschreibt einen Algorithmus fu¨r eine Musterverfolgung, der in der Bildver-
arbeitungsbibliothek OpenCV enthalten ist und im Rahmen dieser Arbeit verwendet wird.
Basis dafu¨r ist der Feature Tracker von Kanade, Lucas und Tomasi [LK81], [ST94]. Dieser
wird mit einem Pyramidenansatz erweitert, d.h. es erfolgt zuna¨chst eine grobe Scha¨tzung
der Bewegung in einem geringer aufgelo¨sten Bild, welche anschließend verfeinert wird. Ist die
ungefa¨hre Bewegung bekannt, kann die genauere Suche nach der Musterposition in einem
eingeschra¨nkten Bereich erfolgen, woraus sich ein Geschwindigkeitsvorteil ergibt.
Der Vorteil der Methode von Lucas und Kanade ist, dass spezielle Punkte fu¨r die Bewegungs-
erkennung ausgewa¨hlt werden ko¨nnen. Uninteressante Bildbereiche bleiben unberu¨cksichtigt,
was zu einer schnelleren Berechnung fu¨hrt. Andere, ebenfalls in der Bibliothek enthaltene
Verfahren beziehen sich hingegen auf das Gesamtbild. Ein Blockmatching-Verfahren unter-
teilt das Bild in Bereiche gleicher Gro¨ße und errechnet Bewegungsvektoren fu¨r jeden Block.
Der Algorithmus nach Horn und Schunck [HS81] ermo¨glicht eine Bewegungsanalyse fu¨r je-
den Pixel. Diese Verfahren sind vor allem dann interessant, wenn die Kenntnis des optischen
Flusses aller Bildbereiche beno¨tigt wird. Eine ausfu¨hrliche U¨bersicht sowie der Vergleich ver-






Bevor mit Hilfe der in Kapitel 2 beschriebenen theoretischen Grundlagen aus Stereokame-
rabildern Tiefenbilder erzeugt und schließlich ausgewertet werden, wird in diesem Kapitel
die Software vorgestellt, die den Rahmen fu¨r die verwendeten und entwickelten Algorithmen
bildet.
Das dip1-Framework ist eine Software des DLR, die eine weiche Echtzeitverarbeitung von Bild-
sequenzen ermo¨glicht und fu¨r den mobilen Hubschrauber ARTIS konzipiert ist. Einsatzgebiet
ist die Verwendung unterschiedlichster Bildverarbeitungsalgorithmen auf dem Bildverarbei-
tungsrechner des Helikopters. Das vorhergehende Testen und die Erforschung neuer Methoden
am Boden ist ebenfalls mo¨glich.
Konzeptioniert und entwickelt wurde die Software von Goormann [Goo04] und Guth [Gut04]
am DLR. Dabei wird die objektorientierte Programmiersprache C++ verwendet. Vorteil
z.B. gegenu¨ber Java ist die hohe Hardwarena¨he und dadurch ho¨here Abarbeitungsgeschwin-
digkeit – allerdings ist das kompilierte Programm nicht auf verschiedenen Betriebsystemen
lauffa¨hig. Dieses Manko kann allerdings dadurch ausgeglichen werden, dass lediglich Biblio-
theken verwendet werden, die unter Linux und Windows verfu¨gbar sind und dadurch eine
Erstellung fu¨r diese beiden Systeme mo¨glich ist.
Das Konzept ist dabei so flexibel, dass eine Erweiterung der Software mit neuen Bildverar-
beitungsoperationen problemlos durchgefu¨hrt werden kann ohne vorhandene Komponenten
zu beeinflussen.
1Digital Image Processing (digitale Bildverarbeitung)
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3.2 Anwendungsumgebung
Das Framework selbst entha¨lt alle wesentlichen Algorithmen zur Bildverarbeitung. Fu¨r den
Anwender existieren zwei Softwareumgebungen, die das Framework verwenden. Die Interakti-
on erfolgt u¨ber eine grafische Oberfla¨che (GUI2). Beide Anwendungsumgebungen verwenden
den gleichen Quellcode des Frameworks fu¨r die Datenverarbeitung und es ist dadurch sicher-
gestellt, dass die Funktionalita¨t der Algorithmen in den Umgebungen gleich ist. Abbildung













Abbildung 3.1: Das dip-Framework fu¨r eine Testumgebung (links) und den Flugeinsatz (rechts). Die
orange gekennzeichneten Programme enthalten die gleichen Algorithmen zur Bildverarbeitung, Simu-
lation und Flugsteuerung die gleichen Schnittstellen fu¨r den Datenaustausch. Das Programm fu¨r den
Helikoptereinsatz wird vom Boden aus ferngesteuert.
Das Programm spice3 ist die Testumgebung fu¨r sa¨mtliche Bildverarbeitungsoperationen.
Zusa¨tzlich zu den vorgefertigten Operationen ist hier eine Verkettung von verschiedensten
Bildanalysen mo¨glich. Die Netzwerkkommunikation fu¨r die Fernsteuerung wird hier simuliert.
Daru¨ber hinaus ko¨nnen aufgezeichnete Bildsequenzen geladen werden.
Fu¨r den Flugeinsatz wird die zweite Umgebung verwendet, die aus den Programmen obdip
(on-board dip) und ogdip (on-ground dip) besteht. Das on-board dip ist die Software, die
auf dem Bildverarbeitungsrechner an Bord des Helikopters la¨uft. Die Bedienung erfolgt aus-
schließlich u¨ber Netzwerk, so dass keine Elemente zur Nutzerinteraktion beno¨tigt werden.
Theoretisch ließe sich dieser Teil als Konsolenanwendung implementieren. Allerdings wird es
ermo¨glicht, zur Kontrolle und Aufzeichnung Bilder an die Bodenstation zu senden. Aufgrund
der begrenzten Datenu¨bertragungsgeschwindigkeit des Funknetzwerks erfolgt dies analog u¨ber
eine Videofunkstrecke.
2Graphical User Interface: grafische Benutzerschnittstelle
3Small Program for Image Computing Experiments
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Die Bildverarbeitung auf dem Helikopter wird vom on-ground dip ferngesteuert. Hier sind
sa¨mtliche Bedienelemente enthalten, die fu¨r die Bildverarbeitung wa¨hrend eines Fluges erfor-
derlich sind. Im Wesentlichen ko¨nnen hier die Kameras gesteuert und vorgefertigte Bildana-
lysen aufgerufen werden.
Fu¨r den Test der Bildverarbeitung am Boden, d.h. ohne Helikopter, wird lediglich die spice-
Komponente beno¨tigt. Diese Arbeit bezieht sich auf diese Komponente, deren grafische Ober-
fla¨che ist in Abbildung 3.2 dargestellt.
Abbildung 3.2: Screenshot der spice-Bildverarbeitungsumgebung. Im oberen Bereich befindet sich links
und rechts jeweils ein Fenster zur Bildanzeige. Dort ist die Darstellung beliebiger geladener und ver-
arbeiteter Bilder mo¨glich. Im unteren Bereich erfolgt die Steuerung der Bildverarbeitungsoperationen.
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3.3 Funktionsweise
Die Funktion des Frameworks ist die Verarbeitung von Bildern. Ein Bild kann von einem
oder mehreren Filtern sequentiell bearbeitet werden, wobei ein Filter zuna¨chst beliebiger Art
sein kann. Ausgabe ist wiederum mindestens ein Bild und es besteht die Mo¨glichkeit, weitere
Ausgaben wie bestimmte Bildeigenschaften zu erzeugen [Goo04, Kap. 5].
3.3.1 Kameras und Bilder
Im Zusammenhang mit dem dip-Framework wird das Wort Kamera als eine Bildquelle defi-





Abbildung 3.3: Kamera erzeugt Bild.
Die Software unterstu¨tzt das Laden von Bildern aus folgenden Quellen:
• Digitalkamera mit FireWire-Schnittstelle (IEEE 1394). An den Bus angeschlossene Ka-
meras werden automatisch erkannt und sind nach dem Start des Programms sofort
verfu¨gbar, ohne dass sie gesondert geladen werden mu¨ssen.
• Bilddaten von einem Datentra¨ger. Die Formate .avi4 als einzelne Videodatei, sowie
.bmp5 als Folge von Einzelbildern mit durchnummerierten Dateinamen ko¨nnen aus-
gewa¨hlt werden. In beiden Fa¨llen sollte es sich um verlustfrei komprimierte Bildformate
handeln.
Eine Kamera stellt Bilder bereit und sorgt dafu¨r, dass der Inhalt der Bilder entsprechend ak-
tualisiert wird. Das Wort Bild bezeichnet im Gegensatz zu Kamera ein konkretes Bildobjekt,
das von den Kameras erstellt und weiteren Verarbeitungsschritten verwendet wird.
Bei der Aktualisierung des Bildinhaltes, d.h. wenn ein neues Bild der Sequenz geladen wird
oder eine echte Kamera ein neues Bild bereitstellt a¨ndert sich die Referenz auf ein Bild nicht,
4Audio-Video-Interleave. Containerformat fu¨r Videos. Es unterstu¨tzt mehrere Bild- und Tonspuren und die
Verwendung von Kompressionsverfahren.
5Bitmap. Bilddatenformat, welches fu¨r MS Windows und OS/2 entwickelt wurde. Lediglich die Kompression
mittels Laufla¨ngenkodierung (RLE) wird unterstu¨tzt.
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d.h. aus interner Sicht findet keine A¨nderung des Bildes statt. Spa¨tere Verarbeitungsoperatio-
nen beno¨tigen somit keine Kenntnis u¨ber die Aktualisierung des Inhaltes. Spa¨teres Abfragen
der Bilddaten liefert automatisch den aktuellen Inhalt.
Allerdings ist es manchmal erforderlich, dass eine Information daru¨ber beno¨tigt wird, ob ein
Bild tatsa¨chlich aktualisiert wurde. Daher besitzt jedes Bildobjekt einen Zeitstempel, der die
Systemzeit entha¨lt, bei der die Kamera die letzte Aktualisierung des Bildinhalts vorgenommen
hat. Werden zwei Bilder zu unterschiedlichen Zeiten abgefragt und miteinander verglichen,
kann somit eine Aussage daru¨ber getroffen werden, ob sich der Bildinhalt gea¨ndert hat, oh-
ne den Inhalt selbst vergleichen zu mu¨ssen. Durch die errechenbare Zeitdifferenz la¨sst sich
daru¨ber hinaus feststellen, ob ein Bild der Sequenz u¨bersprungen wurde oder nicht. Dies ist
bei der Echtzeitverarbeitung und bei einigen Bildverarbeitungsoperationen von Bedeutung.
Einige Algorithmen beno¨tigen zusa¨tzliche Informationen u¨ber die Eigenschaften der Kamera,
die das Bild aufgezeichnet hat. Daher erstellt jede Kamera ein Datenobjekt, welches an das
ausgegebene Bild u¨bergeben wird. Dieses Objekt entha¨lt spezifische Eigenschaften der Ka-
mera wie die innere Orientierung oder die Position am Hubschrauber. Ebenso stellt dieses
Objekt Operationen zur Verfu¨gung, die diese Parameter verwenden, wie beispielsweise die
Umrechnung zwischen Bild- und Helikopterkoordinaten.
Nicht alle Bilder werden von Kameras erzeugt. Es ist mo¨glich, Bilder zu kopieren oder Algo-
rithmen auf die Bilder anzuwenden, wodurch weitere Bilder entstehen und die urspru¨nglichen
Bilder erhalten bleiben. Sofern nicht anders angegeben, bekommen die Bilder den Zeitstem-
pel und die Kamerainformationen des Ursprungsbildes – unabha¨ngig von der Laufzeit des
Algorithmus oder den A¨nderungen, die am Bild vorgenommen wurden.
3.3.2 Filter
Die Verarbeitung von Bildern u¨bernehmen die Filter. Ein Filter bekommt ein Eingangsbild
und wendet auf dieses einen Algorithmus an. Ergebnisse ko¨nnen sowohl als Bild, als auch in







Abbildung 3.4: Filter verarbeitet Bild.
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Wird ein Bild ausgegeben, ist es anderen Filtern mo¨glich, dieses als Eingangsbild zu verwen-
den. Damit ist eine Hintereinanderausfu¨hrung verschiedener Bildverarbeitungsalgorithmen
mo¨glich.
U¨ber die grafische Oberfla¨che sind die von den Filtern verwendeten Parameter einstellbar, sie-
he Abbildung 3.2 auf Seite 34. Dies ko¨nnen Schieberegler, Checkboxen und weitere beliebige
Eingabefelder sein. Ausgaben der Filter wie resultierende Bilder oder spezielle Bildeigenschaf-
ten werden ebenfalls dort angezeigt. Die Speicherung spezieller Daten in Dateien ist zusa¨tzlich
mo¨glich.
Beispiele fu¨r typische Bildverarbeitungsfilter sind:
• Schwellwertoperatoren, z.B. zur Filterung bestimmter Helligkeiten oder Farben,
• Kantenerkennungsverfahren wie Sobel oder Canny-Filter,
• Hilfsoperatoren zum Kopieren, Skalieren oder Beschneiden von Bildern,
• komplexere Bildanalysen wie der Bewegungserkennung und der Suche nach Mustern.
3.3.3 Commander
Commander sind nutzerdefinierte Zusammenfassungen eines oder mehrerer Filter. Ein Com-
mander beinhaltet die Verarbeitung eines Bildstroms – von der Kamera bis zum endgu¨ltigen
Ausgangsbild. Es sind feste Commander verfu¨gbar, welche auf den Flugeinsatz optimierte










Abbildung 3.5: Commander enthalten mehrere Filter. Als Eingang kann direkt eine Kamera ausgewa¨hlt
werden.
Der Vorteil dieser vorgegebenen Commander ist, dass die Parameter der darin verwendeten
Filter auf den Einsatzzweck des Fluges optimiert sind und nicht bei jedem Programmstart
eine umfangreiche Einstellung der Filtereinstellungen erforderlich ist.
Daru¨ber hinaus gibt es den Experimental Commander. Dieser fu¨r Testzwecke vorgesehen und
ermo¨glicht die Hintereinanderausfu¨hrung von Filtern. Es ko¨nnen beliebige Filter ausgewa¨hlt
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und miteinander verkettet werden, wobei der gesamte Funktionsumfang eines jeden Filters
verfu¨gbar ist.
3.4 A¨nderungen fu¨r die Auswertung von Stereobildern
Fu¨r die Verarbeitung von Stereobildern in dieser Arbeit waren neben der Erstellung von
Filtern zur Bildverarbeitung einige Anpassungen der Software erforderlich. Urspru¨nglich ist
dieses System nur dafu¨r vorgesehen worden, eine einzige Kamera anzusteuern und deren Bilder
zu verarbeiten. Somit war die Funktionalita¨t auf die Verarbeitung einer Bildquelle beschra¨nkt.
Die wesentliche A¨nderung der Software im Rahmen dieser Arbeit ist die hinzugekommene
Fa¨higkeit, mehrere Kameras gleichzeitig ansteuern zu ko¨nnen.
Die Ansteuerung verschiedener Bildquellen gewa¨hrleistet allerdings noch nicht, dass die Bilder
zueinander passend sind. Werden beispielsweise zwei Filmsequenzen geladen, erfolgt das Ab-
spielen zuna¨chst unabha¨ngig voneinander. Davon ausgehend, dass eine Multibildsequenz aus
mehreren Einzelbildsequenzen besteht, die synchron aufgezeichnet sind, muss beim Abspie-
len, bzw. weiterem Verarbeiten, dafu¨r gesorgt werden, dass die aktuellen Bilder der einzelnen
Sequenzen auch zueinander geho¨ren.
Dazu wird eine Sequenz als Master definiert. Sie gibt mit Hilfe des Bildzeitstempels des
aktuellen Bildes vor, welche Bilder andere Kameras laden sollen. Ist eine Kamera mit dem
Master synchronisiert, so wird bei einer Aktualisierung das Bild geladen, dessen Zeitstempel
der vorgegebenen Zeit am na¨chsten kommt. So wird zwar gewa¨hrleistet, dass ein mo¨glichst
zeitgleiches Bild gefunden wird, die Zeiten mu¨ssen allerdings nicht exakt u¨bereinstimmen.
Dieser Fehler betra¨gt maximal eine halbe Bilddauer. Bei einer Bildwiederholrate von 25 Hz
sind dies 20 ms. Eine ho¨here Genauigkeit ist bei der Synchronisation aufgezeichneter Bildse-
quenzen nicht mo¨glich. Insbesondere bei der Aufzeichnung schneller Bewegungen liefert die







Abbildung 3.6: Synchronisation von zwei Bildsequenzen, die aufeinander folgenden Bilder sind hier
abwechselnd gelb bzw. rot dargestellt. Im Idealfall (oben) stimmen die Zeiten der Bilder exakt u¨berein,
im schlechtesten Fall (unten) existiert eine Abweichung von einer halben Bilddauer, dieser Fehler kann
durch Laden anderer Bilder nicht ausgeglichen werden. Bei ho¨heren Zeitdifferenzen werden Bilder nicht
aktualisiert oder u¨bersprungen.
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Werden keine aufgezeichneten Bildsequenzen, sondern reale Kameras verwendet, kann durch
hardwareseitige Synchronisation eine wesentlich ho¨here Genauigkeit erzielt werden. Dabei
wird nicht wie bei aufgezeichneten Sequenzen ein passendes Bild, z.B. aus einem Puffer,
ausgewa¨hlt, sondern es erfolgt eine Abstimmung der Sensorbelichtung. Die einzelnen Bilder
der verwendeten Stereokamera besitzen nach Angaben des Herstellers einen Zeitverzug von
etwa 60 µs [Vid04, S. 19], eigenen Untersuchungen zufolge ist allerdings mit Unterschieden von
bis zu 100 µs zu rechnen – diese Zeitdifferenzen gelten dann auch bei geladenen Bildsequenzen,





Abbildung 3.7: Hardwareseitige Synchronisation von zwei Kameras. Die Zeiten der aufgenommenen
Bilder stimmen nicht exakt u¨berein (Verzo¨gerung), die Bildzeiten ko¨nnen leicht variieren (Jitter). Eine
maximale Verzo¨gerung zwischen den beiden Kameras wird allerdings gewa¨hrleistet, sie ist wesentlich
geringer als die des oben beschriebenen schlechtesten Falls bei aufgezeichneten Bildsequenzen.
3.5 Verwendete Bibliotheken
Das Framework verwendet folgende externe Bibliotheken:
DC1394: Der DC1394-Treiber ist eine Schnittstelle fu¨r Linux zum Ansteuern von Kame-
ras, die an den IEEE 1394 (FireWire) Bus angeschlossen sind. Die Schnittstelle stellt
verschiedene Funktionen zur Bedienung der Kameras bereit, wie z.B. Start/Stop, Be-
lichtung, Bildwiederholrate, Auflo¨sung, uvm. [DC1394].
FLTK: Das Fast Light Toolkit ist eine Bibliothek zur Erstellung von grafischen Oberfla¨chen.
Im Gegensatz zu Bibliotheken wie z.B. MFC6 fu¨r Windows existieren Versionen fu¨r
verschiedene Betriebssysteme mit gleichen Schnittstellen. [FLTK].
OpenCV: Die Open Source Computer Vision Library ist eine quelltextoffene Schnittstelle
von Intel fu¨r die digitale Bildverarbeitung. Neben grundlegenden Funktionen wie Laden
und Speichern von Bildern und -Sequenzen verschiedenster Formate und dem Erstellen
von Zeichenelementen sind verschiedene Algorithmen der Bildanalyse wie z.B. Kante-
nerkennung, optische Flussberechnung und auch Tiefenberechnung von Stereobildern
enthalten [OpenCV].
6Microsoft Foundation Classes. Objektorientierte Programmierschnittstelle fu¨r die Erstellung von C++-
Applikationen unter Windows, u.a. zur Erzeugung von Benutzeroberfla¨chen.
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SVS: Das Small Vision System ist eine kommerzielle Software zur Ansteuerung von Kame-
ras, optimiert auf die verwendeten Stereokameras von Videre Design. Neben Funktio-
nen zum Laden von Bildern existiert eine umfangreiche Schnittstelle zur Kalibrierung
der Kameras und zur Entzerrung und Rektifizierung der Bilder. Des weiteren ist ei-






Die Berechnung der Tiefeninformation basiert auf dem Finden von Bildsegmenten, die sich
in beiden Bildern befinden und zu demselben aufgezeichneten 3D-Objekt geho¨ren. Anders
ausgedru¨ckt, ist die Tiefenscha¨tzung die Unterteilung eines Bildes in Muster und die Suche
dieser Muster im jeweils anderen Bild.
4.1.1 Finden von Korrespondenzen
In Abbildung 4.1 ist die Aufzeichnung von zwei Bildern in standard-stereoskopischer Anord-
nung der Kameras dargestellt. Ist ein Objektpunkt im Blickfeld beider Kameras, so existiert
auf jedem Bild ein entsprechender Bildpunkt. In Abschnitt 2.2.3 ab Seite 21 wurde dieses
Modell erla¨utert. Da beide Bildpunkte die gleiche y-Koordinate besitzen, mu¨ssen die ent-
sprechenden diskreten Pixel auf der gleichen Zeile liegen. Unterschiede existieren nur noch
in einer Dimension. Legt man beide Bildebenen u¨bereinander, ergibt sich ein horizontaler
Abstand zwischen den Punkten, genannt Disparita¨t.
Aufgabe der Tiefenbildberechnung ist es, fu¨r Punkte eines Bildes die korrespondierenden
Punkte des anderen Bildes zu finden bzw. diesen Abstand zu den entsprechenden Punkten zu
messen. Im Idealfall lassen sich fu¨r jeden Punkt eines Bildes zugeho¨rige Punkte im anderen
Bild in einem gewissen Abstand finden. Ergebnis ist eine zweidimensionale Funktion d(x, y),
welche die Disparita¨t zu jedem Bildpunkt eines der Ausgangsbilder liefert. Wird das linke
Bild als Referenzbild gesetzt und nach a¨hnlichen Mustern im rechten Bild gesucht, sind die
Disparita¨ten positiv1 – umgekehrt entsprechend negativ.
1inklusive Null
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Abbildung 4.1: Stereoskopische Sicht auf zwei ausgewa¨hlte Punkte. Wa¨hrend die Punkte M und N in
der linken Kamera auf denselben Bildpunkt abgebildet werden und dadurch mit dieser Kamera nicht
voneinander unterscheidbar sind, ist durch Zuhilfenahme einer zweiten Kamera mit Abstand b eine
eindeutige Zuordnung des Punktes mo¨glich. Die rechte Kamera bildet beide Punkte auf verschiedene
Bildkoordinaten ab. Die Disparita¨t d ist der horizontale Abstand beider Bildpunkte und ermo¨glicht
eine Zuordnung vom Bildpunkt nach M oder N .
Im ersteren Fall ist d(x, y) = d(x1, y1), zwischen zwei korrespondierenden Bildpunkten m1
(x1, y1) und m2 (x2, y2) gilt dann die Beziehung
x2 = x1 + d(x1, y1) und y2 = y1. (4.1)
Alternativ la¨sst sich auch eine weitere Sicht, beispielsweise zwischen beiden Ausgangsbildern,
generieren [SS01].
Wird dieser Abstand d in einem Grauwert g kodiert und fu¨r jeden Punkt des Ausgangsbildes
der Grauwert an entsprechender Stelle gesetzt, entsteht das Disparita¨tenbild g(x, y) – eine
visuelle Darstellung der Tiefeninformation2.
Ist die Disparita¨t d(x, y) eines Bildpunktes (x, y) bekannt, so la¨sst sich mit Hilfe des Strah-





mit dem Basisabstand b und der Brennweite f [KB05, S. 32]. Damit sind gro¨ßere Entfernun-
gen messbar, sofern Kameraobjektive mit ho¨heren Brennweiten oder ein gro¨ßerer Abstand
2Die Disparita¨t ist ein reziprokes Maß fu¨r die Tiefe bzw. Entfernung, die Begriffe Disparita¨ten- und Tiefenbild
werden hier synonym verwendet.
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zwischen beiden Kameras verwendet wird. Soll nur ein bestimmter Entfernungsbereich abge-
deckt werden, weil beispielsweise Hindernisse in anderen Entfernungen auszuschließen sind,
bietet es sich an, den Suchbereich fu¨r die Disparita¨tenscha¨tzung zu begrenzen.
Aus der Umkehrung der Kollinearita¨tsgleichungen 2.6 und 2.7 (Seite 9) ergibt sich die Bezie-
hung zwischen einem Bildpunkt (x, y) und dem Objektpunkt (X,Y, Z) im Kamerakoordina-
tensystem:
X = Z · (x− x0)
f
, bzw. Y = Z · (y − y0)
f
, (4.3)
mit dem Bildhauptpunkt (x0, y0) und der Brennweite3 f . Mit Hilfe von Gleichung 4.2 ist so
aus einem Punkt des Disparita¨tenbildes der Objektpunkt rekonstruierbar.
4.1.2 Vorstellung einiger Verfahren
Fu¨r Punkte eines Referenzbildes werden die korrespondierenden Punkte im jeweils anderen
Bild gesucht. Innerhalb eines bestimmten Bereiches wird mit Hilfe von Abstandsmaßen (sie-
he Abschnitt 2.4.2, Seite 27) nach a¨hnlichen Punkten gesucht, wobei die Umgebungen der
jeweiligen Punkte beru¨cksichtigt werden. Als korrespondierender Punkt wird der a¨hnlichste
Punkt ausgewa¨hlt, aus dessen Position ergibt sich die Disparita¨t. Gro¨ßere Vergleichsfenster
reduzieren das Rauschen im Disparita¨tenbild auf Kosten der Mo¨glichkeit, kleine Objekte zu
finden.
Neben merkmalsbasierten Verfahren wie der von Taylor [Tay03] vorgestellten Methode, ein-
zelne Features auszuwa¨hlen und aus deren Korrespondenz die Oberfla¨chen der Objekte zu
rekonstruieren, werden vor allem Algorithmen pra¨sentiert, die eine dichte Disparita¨tenkarte
erzeugen. Dabei wird versucht, fu¨r mo¨glichst jeden Punkt des Referenzbildes die Tiefe zu
ermitteln. Eine umfassende U¨bersicht liefert die Arbeit von Scharstein und Szeliski [SS01].
Neben dem Finden von Disparita¨ten ist die Optimierung der resultierenden Tiefenkarte von
großer Bedeutung. Wa¨hrend sich lokale Verfahren darauf beschra¨nken, das Tiefenbild zu
gla¨tten, um das Rauschen weiter zu minimieren, erfolgt bei globalen Ansa¨tzen eine Bewer-
tung des Gesamtbildes. Dazu wird eine Kostenfunktion erzeugt, welche die in einem Dispa-
rita¨tenbild gespeicherten Unterschiede beider Einzelbilder mit den tatsa¨chlichen Unterschie-
den fu¨r jeden Bildpunkt vergleicht und aufsummiert. Eine weitere Kostenfunktion bewertet
die Qualita¨t des Disparita¨tenbildes hinsichtlich gleichma¨ßiger Darstellung von Fla¨chen und
der Wiedergabe von Diskontinuita¨ten bei Objektkanten. Ziel ist es, die Summe beider Kosten-
funktionen zu minimieren – als Kompromiss zwischen exakter Wiedergabe der Korresponden-
zen und geringem Rauschen im Tiefenbild [SS01, S. 8f.]. Beispiele dafu¨r sind die Algorithmen
von Fua [Fua91] oder Scharstein und Szeliski [SS99].
3Die Brennweite zeigt hier in positive z-Richtung, bei den Kollinearita¨tsgleichungen wird von der entgegenge-
setzten Richtung ausgegangen [Luh00, S. 118].
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Daru¨ber hinaus stellen beispielsweise Birchfield und Tomasi [BT96], sowie Forstmann et al.
[For+04] eine Optimierungsmethode mit Hilfe dynamischer Programmierung vor. Wie bei den
anderen Verfahren ist der Grundgedanke der, dass sich Disparita¨ten benachbarter Bildpunkte
normalerweise nur geringfu¨gig unterscheiden. Ist die Disparita¨t eines Bildpunktes bekannt,
wird davon ausgegangen, dass bei der Darstellung von Fla¨chen die Disparita¨t eines benach-
barten Punktes a¨hnlich ist. Dadurch kann der Suchbereich einschra¨nkt werden und la¨sst eine
zeilenweise Kostenminimierung zu. Die zeilenweise Optimierung verursacht allerdings Fehler
in Form von horizontalen Streifen. Nach dem Vergleich in [SS01, S. 45ff.] sei dieses Verfahren
allerdings in etwa so schnell wie eine einfache Gla¨ttung und damit wesentlich effizienter als
eine globale Optimierung.
In dieser Arbeit wird die kommerzielle Software Small Vision System (SVS) von Konolige
und Beymer [KB05], [SVS] verwendet. Sie ist auf Geschwindigkeit optimiert und verwendet
keine globale Optimierung. Als Abstandsmaß fu¨r den Vergleich von Bildabschnitten wird nach
Hrabar [Hra06, S. 75] die Summe absoluter Differenzen verwendet.
??? ??? ???
??? ??? ???
Abbildung 4.2: Linkes Originalbild (a), reale Tiefen (b), die Tiefenbildberechnungen mit den Algorith-
men von Scharstein/Szeliski [SS99] (c), Forstmann [For+04] (d), Birchfield [BT96] (e). Zum Vergleich:
die verwendete SVS Stereo Engine [SVS] (f).
Abbildung 4.2 zeigt Tiefenbilder unter Verwendung verschiedener Algorithmen. Das verwen-
dete Stereobildpaar und die Bilder (b) bis (e) stammen von der Website von Scharstein und
Szeliski [SS03]. Das Vergleichsbild (f) ist mit dem Small Vision System erstellt. Zur besseren
Veranschaulichung sind diese und alle weiteren in dieser Arbeit vorkommenden Tiefenbilder
so eingefa¨rbt, dass die Farbskala zwischen gru¨n und schwarz die Disparita¨t darstellt, wo-
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bei hellere Farbto¨ne gro¨ßere Disparita¨ten und damit geringere Distanzen bedeuten. Fehlende
Tiefeninformationen werden durch weiße Bildpunkte repra¨sentiert.
Es ha¨ngt stark von den Umgebungsbedingungen und dem Bildinhalt ab, inwieweit die Su-
che nach a¨hnlichen Bildabschnitten erfolgreich ist und vor allem korrekte Ergebnisse liefert.
Unabha¨ngig von der aufgezeichneten Umgebung existiert Bildrauschen und ein mo¨glicher Un-
terschied bei der Helligkeit beider Bilder durch verschiedene Belichtungen. Dies reduziert die
A¨hnlichkeit derjenigen Bildpunkte, die das gleiche darstellen und deren Korrespondenz er-
kannt werden soll. Daru¨ber hinaus ist es am einfachsten, starke Grauwerta¨nderungen, also
Kanten, wiederzufinden. Beim verwendeten Algorithmus werden die Ausgangsbilder daher
mit einem Laplacian of Gaussian-Filter nach Marr und Hildreth [MH80] vorverarbeitet, es
versta¨rkt Kanten, verringert Rauschen und liefert durch die Anna¨herung an die 2. Ableitung
der Grauwerte keine absoluten Helligkeiten, sondern die Sta¨rke der Helligkeitsa¨nderungen.
Um die Genauigkeit bei der Berechnung der Disparita¨t zu erho¨hen, kann entweder mit ho¨herer
Bildauflo¨sung aufgezeichnet oder eine Interpolation bei der Scha¨tzung der Tiefe angewendet
werden [Wil98, S. 61]. Aufgrund der Unscha¨rfe der Bilder durch die Aufzeichnung und Vorver-
arbeitung ist die A¨hnlichkeit in Abha¨ngigkeit von der Verschiebung meist eine weiche Funktion
ohne allzu harte Spru¨nge. Mittels Interpolation ko¨nnen Disparita¨ten mit einer Genauigkeit
auf Subpixelebene gescha¨tzt werden.
Die Interpolation kann prinzipiell mit beliebigen Funktionen erfolgen, die ein lokales Extre-
mum besitzen. Als einfachste Funktion bietet sich eine Parabel an, die mit Hilfe der kleins-
ten Fehlerquadrate als kontinuierliche Scha¨tzung von beispielsweise 3 oder 5 Punkten um
das vorher gefundene Maximum der A¨hnlichkeiten verwendet wird. Der Scheitelpunkt der
Parabel liefert dann einen genaueren Wert fu¨r die beste U¨bereinstimmung zweier Bildab-
schnitte. Die verwendete svs-Bibliothek gibt eine Genauigkeit von 116 Bildpunkten bei der
Disparita¨tenscha¨tzung an [KB05].
4.2 Fehlerkorrektur
Idealerweise existiert fu¨r jeden Bereich des linken Bildes ein a¨hnlicher Bereich im rechten
Bild. Es existieren allerdings Situationen, in denen keine Region gefunden werden kann, die
als a¨hnlich zu betrachten ist. Ebenso kann es vorkommen, dass bestimmte Bereiche falsch
klassifiziert wurden, d.h. es werden Disparita¨ten errechnet, wo in in der Realita¨t keine Objekte
in entsprechender Entfernung zu finden sind.
Im allgemeinen markiert eine Fehlerkorrektur solche Punkte des Disparita¨tenbildes als ungu¨l-
tig, in Abbildung 4.2 (Seite 44) sind dies die weiß dargestellten Bereiche. Einige Algorithmen
wie der von Birchfield und Tomasi [BT96] ermo¨glichen auch die nachtra¨gliche Korrektur
dieser Disparita¨ten, der Wert wird aus den Umgebungswerten ermittelt. Dadurch ist das
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resultierende Tiefenbild weniger lu¨ckenhaft. Blaschek [Bla04] nennt ebenfalls eine Methode
zur Fu¨llung der Lu¨cken.
4.2.1 Erkennung und Beseitigung von Unsicherheiten
Eine Ursache fu¨r Fehlstellen im Tiefenbild ist fehlende Textur – fehlende Kanten, die als Ver-
gleichsmerkmal dienen ko¨nnen. Bei ebenen Fla¨chen ist dies der Fall. Hierbei korrespondieren
verschiedene Regionen gleich stark, so dass eine eindeutige Scha¨tzung der Disparita¨t nicht
mo¨glich ist. A¨hnliches gilt fu¨r sich wiederholende Muster, nur dass hier nicht alle Vergleichs-
regionen gut mit dem Ausgangsmuster korrespondieren, sondern nur diejenigen, in denen das
sich wiederholende Muster vorkommt.
Weiterhin ist es mo¨glich, dass einige Bildabschnitte von einer Kamera erfasst werden, aus der
Perspektive der anderen jedoch verdeckt sind (Okklusion). Geho¨rt ein gesuchtes Muster zu
einer solchen Region, wird es beim Durchsuchen des anderen Bildes nicht wiedergefunden.
? ?
Abbildung 4.3: Beispiel fu¨r eine Okklusion. Der Punkt, auf den Kamera B zeigt, ist von Kamera A aus
nicht sichtbar, da die Kameras das Bild aus einer unterschiedlichen Perspektive aufzeichnen. Solche
Verdeckungen treten vor allem bei Objektkanten auf.
Fehler, die aufgrund von fehlender Textur entstanden sind, zeichnen sich dadurch aus, dass
bei verschiedenen Disparita¨ten, also Verschiebungen des Vergleichsfensters, Gemeinsamkeiten
gefunden werden. Es existiert kein Wert, bei dem sich die A¨hnlichkeit der Regionen stark von
den anderen Werten abhebt. Ein solches Matching ist nur sehr unsicher. Es la¨sst sich ein Wert
fu¨r die Qualita¨t eines Matchings festlegen, der umso ho¨her ist, je sta¨rker die A¨hnlichkeit der
in Wirklichkeit korrespondierenden Regionen im Vergleich zu den anderen Regionen ist. Un-
terschreitet die Qualita¨t einen bestimmten Schwellwert, so wird die hier gescha¨tzte Disparita¨t
nicht akzeptiert.
Erkannt werden ko¨nnen diese und auch die durch Okklusion und Wiederholungen auftreten-
den Fehler zusa¨tzlich durch den links/rechts-Vergleich. Ein Abschnitt des linken Bildes wird
mit den Abschnitten der gleichen Zeile des rechten Bildes vergleichen und so eine Disparita¨t
gescha¨tzt. Ergibt der umgekehrte Vergleich zwischen einer Region des rechten Bildes mit ei-
ner Zeilenabarbeitung des linken Bildes den gleichen Wert, kann davon ausgegangen werden,
dass keine falsche Scha¨tzung aufgrund von Okklusionen erfolgte. Durch Wiederholungen oder
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Abbildung 4.4: Verschiedene Beispiele von Matchings. Im Idealfall wird das gesuchte Muster des
(hier: jeweils linken) Referenzbildes im anderen Bild wiedergefunden. Die horizontale Verschiebung
dieses Musters ist die gescha¨tzte Disparita¨t fu¨r den Pixel in der Mitte des Vergleichsfensters (a). Bei
gleichma¨ßigen Fla¨chen ist eine eindeutige Zuordnung nicht mo¨glich (b). Okklusionen sind verantwort-
lich dafu¨r, dass ein gesuchtes Muster nicht wiedergefunden werden kann (c). Bei sich wiederholenden
Mustern ist ebenfalls keine eindeutige Zuordnung und damit keine ”sichere“ Disparita¨tenscha¨tzung
mo¨glich (d).
fehlende Textur ko¨nnen ebenso unterschiedliche Werte beim Vergleich zwischen links und
rechts bzw. umgekehrt entstehen. Die gefundene Disparita¨t in beiden Bildern ist damit nur
im korrekten Fall einzigartig. Allerdings ist es sinnvoll, einen Toleranzbereich einzufu¨hren,
wie ihn Blaschek [Bla04, S. 57] vorschla¨gt. Dies bedeutet, dass die gefundenen Disparita¨ten
nicht exakt (vom Betrag her) gleich sein mu¨ssen, deren Differenz jedoch nicht zu hoch werden
darf. Andernfalls werden die Disparita¨ten dieser Bildpunkte ungu¨ltig.
Die verwendete Software unterscheidet zwischen Konfidenz - und Einzigartigkeitsfilterung zur
Beseitigung von Disparita¨ten, die durch eine nur schwach signifikante Punktkorrespondenz
bzw. Wiederholungen fehlerhaft sein ko¨nnen [KB05, S. 27].
4.2.2 Beseitigung kleiner Regionen
Obwohl durch die Beseitigung unsicherer Matchings viele Fehlinterpretationen ausgeschlossen
werden, zeigt sich in der Praxis, dass dennoch einige Fehlstellen im Disparita¨tenbild vorhan-
den sind. Oft sind dies kleine Regionen, die eine hohe Disparita¨t aufweisen und stark von
benachbarten Bereichen abweichen. Es ist anzumerken, dass bei einer Filterung bestimmter
Regionen stets die Gefahr besteht, sehr kleine reale Objekte fa¨lschlicherweise zu entfernen,
was fu¨r die Kollisionsvermeidung durchaus ein Problem darstellen kann.
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Zur Beseitigung solcher ”Zacken“ schla¨gt Blaschek [Bla04, S. 96ff.] eine Segmentierung des
Bildes vor. Im Disparita¨tenbild werden zusammenha¨ngende Pixel mit gleichem Grauwert zu
Segmenten zusammengefasst, allzu kleine Segmente werden entfernt. In [ML98, Abschnitt 4.2]
ist die gleiche Idee pra¨sent, allerdings sind geringe Intensita¨tsunterschiede durchaus erlaubt.
Birchfield und Tomasi [BT96] filtern Spalten und Zeilen des Tiefenbildes separat. Fehler sei-
en vor allem dadurch erkennbar, dass sie besonders stark von der Umgebung abweichen –
wa¨hrend reale Objekte nur leichte Grauwertverla¨ufe enthalten ko¨nnen. Neben der Beseiti-
gung von kleinen, sto¨renden Elementen ko¨nne ebenso eine Filterung du¨nner Strukturen, die
Teil von gro¨ßeren Bildsegmenten sind, vermieden werden.
Die hier vorgestellte Fehlerbehebung basiert auf der Segmentierung von Blaschek, allerdings
muss bei benachbarten Bildpunkten keine Gleichheit vorliegen, damit sie dem gleichen Seg-
ment zugeordnet werden. Es genu¨gt eine gewisse ”A¨hnlichkeit“, d.h. wenn der Grauwertun-
terschied zwischen einem Pixel und einem Nachbarn einen Schwellwert unterschreitet. Dabei
wird das Bild zeilenweise abgetastet und jeder Bildpunkt mit genau den Nachbarn verglichen,
die schon abgetastet wurden.
???
?
Abbildung 4.5: Untersuchung derjenigen Nachbarn, bei denen schon eine U¨berpru¨fung der Segmente
stattfand. Bei einer zeilenweisen Abarbeitung des Bildes sind das in einer 8er-Nachbarschaft diejenigen
Pixel, die oben-links, oben, oben-rechts und links vom aktuellen Bildpunkt liegen.
Jeder Bildpunkt erha¨lt zuna¨chst einen Verweis auf ein Segment, der zu Beginn leer ist. Bei
Abtastung wird dieser Zeiger auf ein neues Segment der Gro¨ße 1 gesetzt. Trifft dieser Pixel
nun auf einen a¨hnlichen Bildpunkt eines anderen Segments innerhalb der Nachbarschaft, so
wird die Regionengro¨ße um die des aktuellen Punktes erho¨ht und dessen Zeiger entsprechend
umgesetzt. Die von vorangegangenen Filterungen schon als Fehler klassifizierte Pixel werden
dabei ausgeschlossen. Sind alle Bildpunkte abgetastet, werden deren Zeiger auf die entspre-
chenden Segmente u¨berpru¨ft. Ist die Gro¨ße des Segments zu klein, auf die ein Pixel verweist,
so wird dieser und damit jeder Punkt dieses Segments als ungu¨ltig markiert.
Ein alternatives Verfahren, das von Jennings [Jen96] beschriebene, abgewandelte Medianfilter,
hat sich als nicht praktikabel erwiesen. Dort wird jeder Pixel in einem 3× 3-Fenster mit den
Nachbarn verglichen. Bei hinreichend vielen Pixeln (in diesem Fall 40 %), die zu stark von der
Mitte abweichen, wird diese als ungu¨ltig klassifiziert. Typisches Rauschen la¨sst sich damit un-
terdru¨cken, fehlerhafte Regionen ab einer gewissen Gro¨ße jedoch nur durch Vergro¨ßerung des
Vergleichsfensters. Korrekte, aber du¨nne Linien wu¨rden dann ebenfalls unterdru¨ckt werden,
was jedoch nicht gewu¨nscht ist.
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Abbildung 4.6: Berechnung von Segmentgro¨ßen. Zuna¨chst erha¨lt ein getesteter Pixel (gelb) die Seg-
mentgro¨ße 1. Existiert kein Pixel mit a¨hnlichem Grauwert in der Umgebung, wird der Pixel einer neuen
Region zugeordnet und diese Gro¨ße zugewiesen. Wird ein passender Pixel (rot) gefunden, so wird die
Regionengro¨ße des Pixels zu der passenden addiert und der Pixel dieser Region zugeteilt (a). Es wird
vermieden, dass die Pixelgro¨ße mehrmals addiert wird, indem Pixel nach erfolgreichem Zuordnen in
der gleichen Region liegen und ein weiterer Vergleich mit Pixeln dieser Region in der Umgebung nicht
stattfindet (b). Wird allerdings eine andere Region gefunden, so werden diese zusammengefu¨gt (c).
4.3 Himmelserkennung
Mittels Stereobildvergleich ist es aufgrund der Eigenschaften des Himmels kaum mo¨glich,
ihm die Information ”weit entfernt“ zuzuordnen. Es ist eher zu erwarten, dass aufgrund der
recht ebenen Fla¨che dort keine Disparita¨ten gescha¨tzt werden ko¨nnen. Spa¨tere Versuche zei-
gen dies. Allerdings ist die Information, ob sich in einer bestimmten Bildregion der Himmel
befindet, wa¨hrend eines Fluges unabdingbar, um diese Abschnitte als ungefa¨hrlich und damit
als mo¨gliches Flugziel zu klassifizieren.
Auch wenn der Himmel verschiedenste Farben und wetterbedingt auch Formen annimmt, kann
folgende Klassifikation in vielen Fa¨llen den Himmel von anderen Objekten wie dem Boden
und sonstigen Hindernissen unterscheiden. Einerseits ist eine hohe Helligkeit im Vergleich
zu anderen Objekten vorhanden, andererseits keine scharfen Kanten. Mit einer Farbkamera
kann das Vorkommen der normalerweise blauen Fa¨rbung mit einbezogen werden. Diese steht
allerdings nicht zur Verfu¨gung, eine farbbasierte Himmelserkennung entfa¨llt daher.
Hier wird ein einfaches und vor allem sehr schnelles Verfahren nach Cornall und Egan [CE04]
zur Segmentierung eines Bildes in zwei Klassen verwendet. Zwei Bedingungen mu¨ssen dafu¨r
erfu¨llt sein: hinreichend hohe Helligkeit und wenig Textur.
Eine gewisse Helligkeit ist genau dann vorhanden, wenn ein bestimmter Grauwert u¨berschrit-
ten wird. Das vorgestellte Verfahren verwendet den Schwellwert nach Otsu. Es wird aus dem
Bildhistogramm derjenige Schwellwert errechnet, der das Bild mo¨glichst gut in die beiden
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Klassen hell und dunkel unterteilt. Zu Testzwecken wird hier allerdings ein fester Wert ver-
wendet, der vom Benutzer verstellt werden kann.
Die Texturierung erfolgt hier nur durch Vergleich mit dem jeweils vorigen Bildpunkt der glei-
chen Zeile. Weicht dieser zu stark vom untersuchten Punkt ab, gilt dieser als texturiert. Dies
ist bei Kanten der Fall. Andernfalls wird ist die zweite Bedingung fu¨r die Himmelsklassifika-
tion erfu¨llt.
In der Anwendung wird aus dem linken Ausgangsbild ein Bina¨rbild errechnet, welches Auf-
schluss daru¨ber gibt, ob ein Punkt dieses Bildes zum Himmel geho¨rt oder nicht. Dieses wird
mit dem Disparita¨tenbild verrechnet. Ist fu¨r einen Punkt kein gu¨ltiger Disparita¨tswert vorhan-
den, wird dieser Wert gleich null gesetzt, sofern es sich um einen Punkt des Himmels handelt.
Nach Gleichung 4.2 entspricht dies der unendlichen Entfernung. Punkte des Himmels, denen
eine Disparita¨t zugeordnet werden kann, bleiben unberu¨cksichtigt.
??? ???
Abbildung 4.7: Segmentierung eines Bildes (a) in Himmel und Erde. Bildpunkte, die dem Himmel
zugeordnet werden, sind weiß dargestellt (b).
Cornall und Egan stellen eine weitere Methode zur Detektion des Himmels vor. Das k-means
Clustering unterteilt das Bild in k zusammenha¨ngende Bereiche, die mo¨glichst homogen sind
und sich von den anderen Bereichen stark unterscheiden. In Anwendungen wie der Horizonter-
kennung unter normalen Bedingungen liefert das Verfahren schon bei k = 2 bessere Ergebnisse
als die Verwendung von Schwellwert und Texturierung. Allerdings ist es rechenintensiver und
liefert unter besonderen Bedingungen, in denen sich das Bild nicht einfach in Himmel und
Erde unterteilen la¨sst, nur bei ho¨heren Werten fu¨r k akzeptable Ergebnisse [CE05].
Daru¨ber hinaus wird von Nechyba et al. [Nec+05] die Segmentierung mit Hilfe von Diskrimi-
nanzanalyse und Bayesschen Netzen pra¨sentiert, die auch unter komplizierten Bedingungen
wie Bewo¨lkung oder verschiedenen Farben bei Da¨mmerung funktionieren soll. Die Rechenzeit
ist allerdings fu¨r eine Zusatzfunktion der Stereobildanalyse ebenfalls zu hoch.
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4.4 Implementation eines Stereofilters
Als Voraussetzung fu¨r eine Kollisionsvermeidung wird ein Filter beno¨tigt, das aus einem
Stereobild ein Disparita¨tenbild erstellt. Die Ausgabe dieses Filters kann einem weiteren Filter
bereitgestellt werden, welches weitergehende Analysen an der Disparita¨tenkarte vornimmt.




















Abbildung 4.8: Aufbau des Filters zur Disparita¨tenscha¨tzung. Zur Erstellung der 16-Bit-Tiefenkarten
wird die svs-Bibliothek verwendet. Nach einer weiteren Filterung wird zusa¨tzlich ein 8-Bit-Bild zur
Ausgabe bereitgestellt. Dem Nutzer stehen innerhalb der Filterkette nur die orange dargestellten Bilder
zur Verfu¨gung – fu¨r die Verwendung der zusa¨tzlichen Informationen wie dem 16-Bit-Bild ist ein direkter
Zugriff auf das Filter innerhalb des Programms erforderlich.
Als Eingabe werden dabei zwei Bilder (d.h. Sequenzen) verwendet. Da das Konzept des dip-
Framework bei der Filterkette nur ein Eingangsbild zula¨sst, muss das zweite als zusa¨tzlicher
Parameter angegeben werden. Das linke Bild wird vom Commander bereitgestellt – die bil-
derzeugende Kamera kann unter ”Actual Camera Name“ angegeben werden. Der Commander
stellt dem Filter dann das – mo¨glicherweise noch mit vorherigen Filtern versehene – Bild zur
Verfu¨gung. Das rechte Bild kann innerhalb des Filterdialogs unter ”Right Image“ ausgewa¨hlt
werden.
Des weiteren werden Parameter zur Kalibrierung der Kameras beno¨tigt, die aus einer Datei
geladen werden. Dabei muss es sich um eine Kalibrierungsdatei der svs-Software handeln.
Daten zur Rektifizierung der Bilder und Kameraeigenschaften wie deren Brennweite und
Abstand sind dort vorhanden, so dass unter Verwendung von Gleichung 4.2 (Seite 42) die
Disparita¨t als konkrete Entfernung interpretiert werden kann.
Innerhalb eines Commanders ist allerdings nur die Verwendung von Grauwertbildern mit einer
Farbtiefe von 8 Bit mo¨glich. Da die svs-Software ein Tiefenbild mit 16 Bit pro Bildpunkt
errechnet, findet zur Anzeige und fu¨r eventuell folgende Filter eine Umrechnung auf 8 Bit
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Abbildung 4.9: Die Benutzeroberfla¨che des Disparita¨tenfilters. Hier lassen sich alle Eingabe- und Aus-
gabeparameter festlegen.
statt. Unter ”Distances“ ist eine Skala zu sehen, die dem Nutzer die Information zur Verfu¨gung
stellt, welcher Grauwert (im aufbereiteten 8-Bit-Ausgabebild) welcher Entfernung entspricht.
4.4.1 Verwendung des Small Vision Systems
Das Stereofilter des Small Vision Systems produziert vorzeichenbehaftete 16-Bit-Bilder. Dabei
haben die Pixel mit den Werten g16(x, y) folgende Kodierung:
• g16(x, y) ≥ 0: Disparita¨t. Auf 1/16 Subpixel genau. Es ist g16(x, y) = d(x, y) · 16 +
xOffset . Je gro¨ßer der Wert, desto na¨her ist das Objekt mit diesem Pixel des entzerr-
ten und rektifizierten linken Originalbildes vom Betrachtungspunkt aus gesehen. Der
negierte Offset ist der kleinstmo¨gliche Disparita¨tswert des gewa¨hlten Suchbereiches.
• g16(x, y) = −1: Fehler. Es konnte aufgrund fehlender Informationen keine Disparita¨t er-
rechnet werden oder die Filterung hat den Wert nachtra¨glich als ungu¨ltig klassiffiziert.
• g16(x, y) = −2: Fehler. Der rechts/links-Vergleich ergab eine Fehlzuordnung. Ab Version
4.1 der svs-Bibliothek wird dieser Wert nicht mehr verwendet. Der Vergleich ist dort
nicht abschaltbar und die ungu¨ltigen Disparita¨ten erhalten ebenfalls den Wert -1.
Fu¨r die Anzeige ist die Konvertierung in 8-Bit-Bilder ausreichend, allerdings gehen dadurch
Informationen verloren. Vor allem ko¨nnen bei der u¨blichen Verwendung des gesamten Wer-
tebereiches von 0 . . . 255 fu¨r Grauwerte die negativen Werte nicht dargestellt werden. Daher
wird es Filtern, die auf das Stereofilter zugreifen, ermo¨glicht, auf das 16-Bit-Bildobjekt zuzu-
greifen, anstatt wie sonst u¨blich einfach in der Kette eingeha¨ngt zu werden.
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Folgende Parameter lassen sich bei dem Stereofilter einstellen. Die Einstellung dieser Werte
hat Einfluss auf die von der svs-Bibliothek beno¨tigten Parameter:
• Confidence Threshold: Sicherheitsbegrenzung. Mit Hilfe dieses Schwellwertes lassen sich
Disparita¨ten ausblenden, deren Scha¨tzung nur sehr unzuverla¨ssig ist. Ein hoher Wert
unterdru¨ckt vor allem Rauschen im Disparita¨tenbild – vor allem punktweise falsche
Disparita¨tenscha¨tzungen.
• Uniqueness Threshold: Einzigartigkeitsbegrenzung. Wird im rechten Bild ein Muster
des linken gefunden, und im linken Bild dasselbe Muster im rechten, so mu¨ssen die da-
bei ermittelten Disparita¨ten einen betragsma¨ßig a¨hnlichen Wert aufweisen. Wird dieser
Schwellwert auf 0 gesetzt, la¨sst sich die U¨berpru¨fung abschalten. Ho¨here Werte erfor-
dern eine um so gro¨ßere A¨hnlichkeit der beiden Disparita¨tswerte, damit sie nicht gefiltert
werden.
• Number of Disparities: Die Gro¨ße des Suchbereiches, in dem nach korrespondierenden
Bildelementen gesucht wird.
• Correlation Window Size: Die Gro¨ße des Vergleichsfensters, welches fu¨r die Korrelati-
onsanalyse zwischen den beiden Bildern verwendet wird.
• Horopter Offset: Der Suchbereich fu¨r die Disparita¨tenscha¨tzung wird um diesen Wert
nach links verschoben, bei negativen Werten entsprechend nach rechts. Positive Werte
ermo¨glichen eine bessere Detektion weiter Distanzen, negative Werte die Erkennung von
nahen Objekten.
• Multiscale Processing: Ist dieser Knopf aktiviert, wird das Disparita¨tenbild zusa¨tzlich
mit verkleinerten Ausgangsbildern errechnet und mit den Ergebnissen des Originalbildes
kombiniert.
• Left/Right Check: Dieser Knopf aktiviert den links/rechts Vergleich der svs-Software zur
Detektion von Okklusionen. Ab Version 4.1 hat diese Einstellung keine Auswirkungen.
• Confidence Image: Es wird ein Sicherheitsbild errechnet und zusa¨tzlich zu dem Dispa-
rita¨tenbild ausgegeben. Die einzelnen Bildpunkte sind ebenfalls auf 16 Bit diskretisiert,
zur Ausgabe wird das Bild allerdings auf 8 Bit heruntergerechnet.
4.4.2 Weiterverarbeitung
Die verwendete Bibliothek bietet eine Reihe von Optionen zur Filterung der errechneten
Disparita¨tenbilder. Das in Abschnitt 4.2.2 vorgestellte Verfahren zur Beseitigung von klei-
nen Segmenten, die sich stark von der Umgebung unterscheiden, existiert dort nicht. Diese
Fehlerbehebung wird daher mit einer eigenen Implementation realisiert und verwendet die
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16-Bit-Bilddaten, die von der Disparita¨tenscha¨tzung errechnet wurden. Sie la¨sst sich u¨ber
folgende Parameter justieren:
• Minimal Segment Size: Die minimale Gro¨ße von Regionen. Kleinere Regionen werden
ausgeblendet, d.h. als Fehlstelle mit -1 belegt. Auf Bereiche, die gro¨ßer sind als der
eingestellte Wert, hat die Filterung keine Auswirkung.
• Maximal Neighbor Difference: Maximale Differenz zwischen Nachbarpixeln. Weicht der
Grauwert eines Pixels um diesen Betrag oder weniger von einem benachbarten Bildpunkt
ab, werden beide zu der gleichen Region zugeordnet.
• Sky Brightness: Helligkeitsschwellwert fu¨r die Himmelserkennung. Bildpunkte des Ori-
ginalbildes mit einem geringeren Wert gelten als zu dunkel.
• Sky Texture: Texturschwellwert der Himmelserkennung. Ist die Absolutdifferenz zwi-
schen einem Bildpunkt und seinem Nachbar geringer sind als der angegebene Wert, gilt
der Punkt als nicht strukturiert und ist damit ein mo¨glicher Punkt des Himmels. Mit
einem Wert von 0 gelten alle Punkte als strukturiert – die Erkennung des Himmels la¨sst
sich auf diese Art abschalten.
Fu¨r die Konvertierung der Bilder in 8 Bit zwecks Anzeige und Filterausgabe stehen ebenfalls
Optionen zur Verfu¨gung:
• White Fail Pixels: Pixel, denen keine Disparita¨t zugeordnet werden kann, werden im 16-
Bit-Bild mit negativen Werten belegt – im 8-Bit-Bild mu¨ssen diese einem nichtnegativen
Wert f ∈ [0; 255] zugeordnet sein. Hier kann ausgewa¨hlt werden, ob das ausgegebene
8-Bit Grauwertbild diese Pixel mit Wert f = 0 (schwarz) oder f = 255 (weiß) belegen
soll, da negative Werte nicht zula¨ssig sind.
• Rescale to 8 Bit: Das Stereofilter kann je nach Anzahl der durchsuchenden Disparita¨ten
bis zu 128·16 = 2048 Helligkeitsstufen ausgeben – ein 8-Bit Grauwertbild la¨sst allerdings
nur 28 = 256 verschiedene Werte zu. Ist die Option ausgeschaltet, ist:
g8(x, y) =

f, falls g16(x, y) < 0;
g16(x, y), falls 0 ≤ g16(x, y) ≤ 255;
255, sonst.
(4.4)
Ist die Option angewa¨hlt, wird das Bild auf den Bereich [0; 255] normiert. Es ist
g8(x, y) =
{
f, falls g16(x, y) < 0;
g16(x, y) · 256n , sonst.
(4.5)
wobei n die Anzahl mo¨glicher Werte fu¨r alle g16(x, y) ist. Bei svs entspricht n dem
16fachen der Disparita¨tenanzahl.
Bei ausgeschalteter Option erscheint das so entstehende Bild heller und die Entfer-
nungsmessung zu weiter entfernten Objekten ist auf dieser Basis genauer. Detaillierte
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Informationen u¨ber Objekte im Nahbereich gehen jedoch verloren – als nahe Objekte
sind sie allerdings noch identifizierbar.
Weitere Optionen:
• Fail Value Image: Ein Bina¨rbild mit allen Fehlpixeln, d.h. mit allen ungu¨ltigen Punkten
im 16-Bit-Bild, wird zusa¨tzlich ausgegeben. Dies kann sinnvoll sein, da im Ausgabebild
keine Informationen u¨ber ungu¨ltige Werte enthalten sind – aus der zugewiesenen Hel-
ligkeit la¨sst sich dies nicht ru¨ckwirkend schließen.
• Sky Image: Ausgabe eines Bina¨rbildes, welches die als Himmel erkannten Punkte des
rektifizierten linken Eingangsbildes weiß und die restlichen Punkte schwarz darstellt.
• Rectified Images: Die rektifizierten und entzerrten Eingangsbilder werden ausgegeben.
Dies la¨sst z.B. einen Vergleich zwischen Bildpunkten im Bild und im Disparita¨tenbild
zu, da sie das gleiche Objekt darstellen.
• Disable 8-bit image output: Es wird kein 8-Bit Bild erzeugt. Bei der Verwendung von
weiteren Filtern, die lediglich das 16-Bit Bild benutzen und bei denen keine 8-Bit-
Visualisierung desselben beno¨tigt wird, ist die Erzeugung dieses Bildes nicht erforderlich.
Dies bewirkt einen minimalen Geschwindigkeitsvorteil.
• Image Scaling: Wird hier der Wert k angegeben, wird die Auflo¨sung die Eingangsbilder
um den Faktor 2k verringert. Die Ausgabebilder sind damit entsprechend kleiner.
4.4.3 Ausgaben
Das Filter kann folgende Bildausgaben erzeugen, sie sind in Abbildung 4.10 dargestellt:
• Das 16-Bit-Tiefenbild. Eine Anzeige dieses Bildes ist nicht mo¨glich.
• Stereo Disparity: Das 8-Bit-Tiefenbild zur Anzeige.
• Rectified Left / Right Image: Die rektifizierten und skalierten Eingangsbilder.
• Sky Detection: Bild, das die Segmentierung in Himmel (weiß) und Erde (schwarz) dar-
stellt.
• Stereo Disparity Fails: Das Bild mit den ungu¨ltigen Werten (weiß) des Tiefenbildes.
• Stereo Confidence: Ein Bild mit den Konfidenzwerten der Disparita¨tenscha¨tzung.
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??? ??? ???
??? ??? ???
Abbildung 4.10: Eingaben und Ausgaben des Stereofilters. Linkes Eingangsbild (a), rektifiziertes Bild




Versuche haben gezeigt, dass auch bei offensichtlich nur seitlich verschoben angeordneten
Kameras eine Kalibrierung zur Herstellung eines achsparallelen Modells zwingend erforder-
lich ist. Ohne Entzerrung und Rektifikation sind die mit der svs-Software errechneten Dispa-
rita¨tenbilder unbrauchbar. Auch bei nur geringen A¨nderungen, wie beispielsweise der relativen
Lage der Kameras zueinander, muss eine Neukalibrierung erfolgen.
Die Verwendung nachtra¨glich skalierter Kamerabilder mit den gleichen Kalibrierungsinforma-
tionen ist hingegen mo¨glich. Bedeutung hat dies beispielsweise, wenn zur mo¨glichst schnellen
Bildverarbeitung die Bilder verkleinert werden. Eine Neukalibrierung ist dann nicht erforder-
lich.
Bei den entstandenen Tiefenbildern fa¨llt ebenfalls auf, dass im Randbereich keine Informa-
tionen verfu¨gbar sind. Bei einer getesteten Beispielsequenz sind die Ra¨nder oben 10, rechts
11, unten 11 Bildpunkte breit. Die Breite des linken Randes ist abha¨ngig von der Dispa-
rita¨tenanzahl 9+n, dabei ist n die Gro¨ße des Suchbereiches. Negative Horoptereinstellungen
ko¨nnen diesen Rand verschieben. Das bedeutet vor allem, dass bei einer ho¨heren Anzahl
gescha¨tzter Disparita¨ten der linke Rand breiter und der daraus resultierende Bereich, in dem
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prinzipiell Tiefeninformationen verfu¨gbar sind, umso kleiner ist. Bei gleicher Kamerakalibrie-
rung ist die Breite der Ra¨nder unabha¨ngig von der Bildauflo¨sung.
Die Erstellung von Disparita¨tenbildern erfolgt in Echtzeit, entsprechend schnelle Hardware
vorausgesetzt. Tabelle 4.1 listet die Bildwiederholraten des Stereofilters unter verschiedenen
Bedingungen auf.
Intel Celeron mit 1,7 GHz Taktfrequenz, 512 MB Arbeitsspeicher und Windows XP:
Anzahl Disparita¨ten 16 32 64 128
640× 480, keine Filterung 6,4 Hz 5,6 Hz 3,6 Hz 1,6 Hz
640× 480, Filterung 6,8 Hz 6,0 Hz 3,7 Hz 1,6 Hz
320× 240, keine Filterung 25,6 Hz 23,0 Hz 19,5 Hz 15,9 Hz
320× 240, Filterung 26,9 Hz 24,0 Hz 20,3 Hz 16,3 Hz
Intel Pentium 4 mit 3,0 GHz Taktfrequenz, 512 MB Arbeitsspeicher und SuSE Linux 9.3:
Anzahl Disparita¨ten 16 32 64 128
640× 480, keine Filterung 9,3 Hz 8,5 Hz 7,3 Hz 5,9 Hz
640× 480, Filterung 9,8 Hz 9,0 Hz 7,6 Hz 6,1 Hz
320× 240, keine Filterung 39,3 Hz 35,8 Hz 31,4 Hz 26,4 Hz
320× 240, Filterung 41,9 Hz 37,7 Hz 32,8 Hz 27,2 Hz
Tabelle 4.1: Ergebnisse einer Geschwindigkeitsmessung auf verschiedenen Rechnersystemen. Angege-
ben sind die Bildwiederholraten fu¨r mehrere Anzahlen zu durchsuchender Disparita¨ten bei unterschied-
lichen Bildauflo¨sungen mit und ohne der Filterung von Fehlstellen.
4.5.2 Genauigkeit
Aus Gleichung 4.2 folgt, dass die Entfernungsauflo¨sung, d.h. die geringste Differenz ∆Z der
Distanz zweier Objekte in einem bestimmten Entfernungsbereich Z umso gro¨ßer ist, je wei-
ter die Objekte vom Betrachter entfernt sind. Die gemessene Disparita¨t der beiden Punkte
unterscheidet sich um den kleinsten messbaren Wert ∆d, d.h. der Breite eines Bildpunktes
oder Subpixels bei der Verwendung von Interpolation. Bei Verwendung der svs-Bibliothek
entspricht dies 116 der Pixelbreite.
Auch wenn sich hier Disparita¨ten so genau darstellen lassen, wird diese Genauigkeit bei der
Auswertung von Stereobildern nicht erreicht. Williamson [Wil98] nennt einen mo¨glichen Wert
von 14 Pixel. Nach Messungen von Scharstein und Szeliski [SS01] sei die Genauigkeit noch
geringer, eine realistische Genauigkeit von 12 Pixel wird angegeben. Abbildung 4.11 zeigt die
Entfernungsauflo¨sung von zwei verschiedenen Kamerasystemen.
Es ergibt sich ein theoretischer Wert von
∆Z =
Z2
b · f ·∆d, (4.6)
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was unter anderem auch bedeutet, dass große Basisabsta¨nde und Brennweiten einen positiven
Einfluss auf die Entfernungsauflo¨sung haben. Im Fernbereich bei kleinen Disparita¨tswerten
ist die Genauigkeit sehr ungenau, was bei der Auswertung der gemessenen Entfernungen
beru¨cksichtigt werden muss [KB05, S. 37]. Bei nachtra¨glicher Verkleinerung der Eingangsbil-
der erho¨ht sich die Gro¨ße der Pixel, bzw. es verringert sich der in Pixel angegebene Wert der
Brennweite. Demzufolge verschlechtert sich die Entfernungsauflo¨sung.
















































Abbildung 4.11: Entfernungsauflo¨sung ∆Z bei Genauigkeiten ∆d von 1/16 (blau), 1/4 (gru¨n) und
1/2 Pixel (rot). Das linke Diagramm zeigt die Auflo¨sung fu¨r b = 150mm und f = 510 Pixel, das
rechte Diagramm fu¨r b = 300mm und f = 824 Pixel. Die Parameter stammen von der verwendeten
Stereokamera und den ermittelten Werten bei der Simulation in Kapitel 6.
Daru¨ber hinaus existiert durch Unscha¨rfe der Kamera und Rauschen ein Projektionsfehler,
d.h. eine statistische Abweichung der tatsa¨chlichen Position eines Bildpunktes von der mit
Hilfe der inneren und a¨ußeren Parameter der Kamera theoretisch errechneten Position. Laut
Hersteller [KB04, S. 12] sollte dieser Fehler zwischen 0, 05 und 0, 1 Pixel liegen. Bei der Kali-
brierung der Kamera fu¨r Außenaufnahmen sind allerdings Fehler von bis zu 0, 47 Bildpunkten
festgestellt worden.
4.5.3 Messbarer Entfernungsbereich
Der messbare Entfernungsbereich ist nach oben nicht begrenzt, da eine Disparita¨t von 0 rech-
nerisch eine unendliche Entfernung bedeutet. Durch die Ungenauigkeit bedeutet dieser Dis-
parita¨tswert allerdings lediglich, dass eine bestimmte Entfernung erreicht bzw. u¨berschritten
ist – ab dieser Entfernung ist eine unterschiedliche Projektion bei beiden Bildebenen nicht
mehr messbar. Bei der Auswertung der Tiefenbilder sollte daher eine Maximaldistanz Zmax
festgelegt werden. Gro¨ßere Entfernungen werden auf diesen Schwellwert gesetzt oder freie
Bereiche nur als frei bis zu diesem Wert angesehen.
Nach unten existiert allerdings eine Grenze. Sehr nahe Objekte werden nur von einer der
beiden Kameras erfasst und eine Entfernungsmessung ist damit nicht mo¨glich. Die maximal
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messbare Disparita¨t entspricht der Breite des Bildsensors, d.h. die Entfernung die zu diesem





woraus sich ein Wertebereich von [Zmin,∞) fu¨r die gemessenen Entfernungen ergibt. Mit der
Verwendung eines je nach Anwendung zu spezifizierenden Schwellwertes Zmax ist der Werte-
bereich dann [Zmin, Zmax]. In der Anwendung ist auch dmax durch die Gro¨ße des Suchbereiches






Abbildung 4.12: Sichtbare Bereiche von zwei Kameras. Nur der dunkel gefa¨rbte Bereich ist von beiden
Kameras zu sehen, er beginnt ab der Entfernung Zmin bei Punkt P . Dieser wird auf dem linken Bild
ganz rechts und auf dem rechten ganz links abgebildet. Die obere Grenze Zmax wird vom Benutzer
festgelegt.
Bei der Anwendung zeigt sich jedoch, dass gerade bei der Verwendung von sehr kleinen Ho-
ropteroffsets zwar ku¨rzere Entfernungen gemessen werden ko¨nnen, die Erkennung geringer
Disparita¨ten jedoch ausgeschlossen wird, da erst ab einer bestimmten Disparita¨t mit dem
Suchen von Korrespondenzen begonnen wird. Bei Außenanwendungen ist allerdings stets mit
weiten Entfernungen zu rechnen, wodurch Disparita¨ten ab null auch gescha¨tzt werden sollten.
Findet dies nicht statt, so wie in diesem Fall, werden entfernte Bereiche falsch interpretiert, da
ho¨chstens eine falsche Korrespondenz gefunden werden kann. Die dabei entstandenen Bilder
sind praktisch unbrauchbar – auf die Verwendung sehr kleiner Horopteroffsets sollte daher
verzichtet werden.
Große Werte hingegen ko¨nnen zumindest fu¨r eine bessere Visualisierung entfernter Regionen
verwendet werden. Fu¨r die Auswertung der Disparita¨tenkarten ergibt sich allerdings kein
weiterer Nutzen, denn statt des Suchbereichs [0;n− 1] wird nun der Bereich [0−Offset;n−
1 − Offset] fu¨r das Finden korrespondierender Bildregionen verwendet. Da im verwendeten
Kameramodell keine negativen Disparita¨ten entstehen ko¨nnen, schra¨nkt ein positiver Offset
nur den Suchbereich auf [0;n− 1−Offset] ein und bringt keine zusa¨tzlichen Informationen.
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Es ist zu empfehlen, die Einstellung bei 0 zu belassen. Die maximal messbare Disparita¨t ist
damit durch die Anzahl durchsuchender Disparita¨ten begrenzt und meist geringer als die
Bildbreite.
4.5.4 Untersuchung von Fehlstellen
Wie schon bei der Beschreibung des Stereofilters erwa¨hnt, ist eine Tiefenscha¨tzung textur-
schwacher bzw. kantenloser Regionen nur schwer mo¨glich. In Abbildung 4.13 ist das linke Bild
eines Stereobildpaares und dessen Faltung mit den Masken
MSobel =
 1 2 10 0 0
−1 −2 −1
 , bzw. MLaplace =
 0 1 01 −4 1
0 1 0
 (4.8)
dargestellt. Dies verdeutlicht den Zusammenhang zwischen Regionen schwacher Textur und
jenen Regionen, fu¨r die keine Tiefenscha¨tzung erfolgen kann.
??? ???
??? ???
Abbildung 4.13: Untersuchung von Bereichen eines Stereobildpaares (a, nur das linke dargestellt),
denen keine Disparita¨t zugeordnet werden kann. Im Tiefenbild (b) sind geringe Entfernungen gru¨n
und hohe schwarz dargestellt, fehlerhafte Bereiche weiß. Die beiden unteren Bilder sind Ergebnisse der
Ableitungen des Ausgangsbildes mit Hilfe eines horizontalen Sobel- (c) bzw. eines Laplace-Operators
(d).
Bei der Betrachtung des Tiefenbildes fa¨llt sofort auf, dass fu¨r einige Bereiche keine Tiefe exis-
tiert. Vom Randbereich abgesehen sind dies zumeist Stellen, in denen keine Kanten vorhanden
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sind. Zur Ermittlung dieser kantenlosen Bereiche wurden auf das Ausgangsbild Ableitungs-
operatoren angewendet, welche die Grauwerta¨nderung und damit die Kanten darstellen. In
diesem Bild ist vor allem der untere rechte Bereich sehr hell und wenig strukturiert. Dort
a¨ndert sich der Grauwert nur wenig, was in den gefilterten Bildern als durchga¨ngig dunkler
Bereich zu sehen ist. Die dort dargestellten dunklen Bereiche stimmen in etwa mit jenen im
Disparita¨tenbild u¨berein, bei denen keine Tiefe gescha¨tzt werden kann. Wird zusa¨tzlich Ab-
bildung 4.14 betrachtet, wird deutlich, dass die anderen weißen Bereiche, z.B. links neben
dem Baum, durch die Filterung von unzuverla¨ssigen Scha¨tzungen entstanden sind.
Bei anderen getesteten Bildern ergibt sich a¨hnliches. Es ist also zu erwarten, dass fu¨r Bildre-
gionen, in denen keine oder nur wenig Struktur vorhanden ist, keine Tiefenscha¨tzung erfolgen
kann. Da die Ursachen fu¨r solche Bildregionen ko¨nnen natu¨rlich gegeben sein ko¨nnen, wie es
z.B. bei einfarbigen glatten Wa¨nden oder dem Himmel der Fall ist, hilft eine nachtra¨gliche
Kontrastverbesserung nicht weiter. Die Erkennung naher und ferner Distanzen muss dort auf
andere Weise erfolgen.
Die vorhandenen Tiefeninformationen scheinen allerdings kaum noch fehlerbehaftet zu sein.
Mo¨gliche Fehlmessungen werden durch die Anwendung der vorhandenen Filter auf das Bild
so gut wie vollsta¨ndig beseitigt.
??? ??? ???
Abbildung 4.14: Tiefenbilder des gleichen Stereobildpaares ohne nachtra¨gliche Filterung (a), mit Fil-
terung von Bereichen geringer Konfidenz und Einzigartigkeit (b) und mit zusa¨tzlicher Filterung von
kleinen Segmenten (c).
In Abbildung 4.14 ist zu erkennen, dass bei fehlender Textur, hier unten rechts, keine Scha¨t-
zung der Tiefe erfolgen kann. Ausnahmen bilden sehr kleine Bereiche wie der Himmel zwischen
den Ba¨umen in der Mitte des oberen rechten Bildviertels. Die anderen fehlerhaften Bereiche
entstehen durch die nachtra¨gliche Filterung von Ergebnissen, die sehr wahrscheinlich falsch
sein ko¨nnten. Dies sind beispielsweise Bereiche mit geringer Texturierung wie der Hauswand
links. Das Konfidenzfilter beseitigt solche Bereiche, auch wenn die Gefahr besteht, korrekte
Ergebnisse ebenfalls als Fehler anzusehen.
Auffa¨llig sind die falschen Messungen durch Okklusionen. Links neben dem Baum werden
sehr nahe Entfernungen vermutet, die in der Realita¨t nicht vorhanden sind. Diese falschen
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Messungen ko¨nnen gut beseitigt werden. Im mittleren Bild ist das Ergebnis einer solchen
Filterung zu sehen. U¨brig bleiben gro¨ßere Fla¨chen a¨hnlicher Tiefe, die wahrscheinlich gro¨ßere
Objekte darstellen und kleinere Fehlstellen, die jedoch vom Tiefenfilter fa¨lschlicherweise als
sichere Scha¨tzung angesehen werden. Durch die Filterung kleiner Bereiche ko¨nnen diese Stellen
ebenfalls beseitigt werden – das Ergebnis ist im rechten Bild zu sehen.
Vergleicht man dieses Disparita¨tenbild mit dem Ausgangsbild (Abbildung 4.13a), so kann dies
durchaus als eine gelungene Messung angesehen werden. Der Baum als Hindernis im linken
Bereich (hellgru¨n) und ein freier, hindernisfreier Bereich (schwarz) im rechten Bereich sind
gut erkennbar. Wirklich ”falsche“ Entfernungen sind nicht vorhanden, allerdings Bereiche,
fu¨r die keine Aussage getroffen werden kann. Kleine Lu¨cken im Bild du¨rften fu¨r eine spa¨tere
Auswertung unproblematisch sein. Werden sie jedoch allzu groß, wie in diesem Beispiel links
oder unten rechts, kann dies durchaus bedeuten, dass ein mo¨gliches Hindernis u¨bersehen
wurde.
??? ??? ???
Abbildung 4.15: Linkes Bild des Stereobildpaares einer Außenszene (a), das Tiefenbild ohne (b) und
mit Himmelserkennung (c).
??? ??? ???
Abbildung 4.16: Linkes Bild des Stereobildpaares einer simulierten Außenszene (a), das Tiefenbild
ohne (b) und mit Himmelserkennung (c).
Mit der Himmelserkennung ko¨nnen Regionen als entfernt klassifiziert werden, u¨ber die bei
der Disparita¨tenscha¨tzung keine Aussage getroffen werden kann. Mo¨gliche Ergebnisse werden
in den Abbildungen 4.15 und 4.16 miteinander verglichen.
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Die Erkennung des Himmels in der vorgestellten Form bestimmt alle Bereiche die hell und un-
strukturiert sind. Dadurch ko¨nnen auch sonstige Bildabschnitte, die Hindernisse sein ko¨nnen
aber eben diese Eigenschaften aufweisen, fa¨lschlicherweise als weit entfernt angesehen wer-
den. Gerade bei sehr hellen bzw. stark belichteten Aufnahmen besteht diese Gefahr. Bei der
ebenen Fla¨che des Bauwagens auf der rechten Seite und der Straße in Abbildung 4.15 wird
eine solche Fehlklassifikation deutlich. Die Sta¨rken zeigen sich bei Aufnahmen, bei denen
Objekte vergleichsweise dunkel sind. In Abbildung 4.16 aus der Simulationsumgebung wer-
den die Hindernisse des Bildes erkannt, allerdings keine entfernten Bereiche. Mit Hilfe der





Dieses Kapitel bescha¨ftigt sich mit der Auswertung von Disparita¨tenbildern zur Erkennung
von Hindernissen und zur Kollisionsvermeidung. Ausgangspunkt fu¨r die Implementation ist
das dip-Framework, an dem beschriebene Erweiterungen vorgenommen wurden. Die Kame-
rabilder und das Ergebnis des Filters, das die Tiefenbilder errechnet, werden fu¨r die Kollisi-
onsvermeidung verwendet.
5.1.1 Grundlegende Ansa¨tze
Ergebnis der Bildanalyse soll einerseits die Aussage sein, ob sich vor dem Helikopter Hin-
dernisse befinden, die zur Kollision fu¨hren ko¨nnten. Andererseits sollen Mo¨glichkeiten zum
Ausweichen gefunden werden.
Im Tiefenbild sind nahe und entfernte Bereiche verzeichnet, aus Sicht der Kollisionsvermei-
dung kann dies als Sensorinformation angesehen werden. Es sind fu¨r die Auswertung zwei
verschiedene grundlegende Ansa¨tze denkbar:
1. Die Klassifikation von Hindernissen. Ein mo¨gliches Resultat sind Objektgro¨ßen und
deren Position in einem Weltkoordinatensystem. Es wird eine Karte erstellt und daraus
ein Pfad abgeleitet.
2. Die Klassifikation von Bereichen, in denen sich keine Hindernisse befinden und die Aus-
gabe von Zielpunkten, zu denen ein kollisionsfreier Flug mo¨glich ist.
Insbesondere die Robotik befasst sich ausfu¨hrlich mit der Thematik, Hindernisinformatio-
nen aus Sensordaten zu extrahieren. Dabei hat sich die Erstellung von Umgebungskarten als
nu¨tzlich erwiesen, da sie durch Integration der Sensordaten u¨ber die Zeit erlaubt und dadurch
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weniger anfa¨llig fu¨r Fehler ist. Beispiele dafu¨r sind Verfahren von Elfes [Elf87], bzw. Boren-
stein und Koren [BK91]. Dort werden zweidimensionale Karten mit Hilfe von Sonardaten
erstellt, die Karten sind gerastert und geben fu¨r jeden 2D-Punkt eine Art Sicherheitswert an.
Mit einem festzulegenden Schwellwert werden diese Punkte dann als Hindernisse bzw. freie
Bereiche gewertet.
Die Verfahren zur Erstellung von Rasterkarten sind prinzipiell auch auf andere Sensoren und
dreidimensionale Karten u¨bertragbar, allerdings ist die Datenmenge bei dreidimensionalen
Rasterkarten wesentlich ho¨her. Die Verwendung verschiedener Detailstufen oder Polygonen
zur Modellierung der Umgebung ist daher sinnvoll. Daru¨ber hinaus muss die Position bzw. bei
Integration u¨ber die Zeit auch die Bewegung des Sensors bekannt sein. Die Position aus GPS-
Daten ist eventuell zu ungenau, die Errechnung der Position mit Hilfe photogrammetrischer
Verfahren aus den Bilddaten sehr rechenintensiv.
Es existieren verschiedene Ansa¨tze zur Kollisionsvermeidung bzw. Wegplanung, die Karten
mit Hindernissen voraussetzen. Ein Ansatz von Minguez und Montano [MM04] ist das Finden
von besonders großen Lu¨cken zwischen den Hindernissen unter Beru¨cksichtigung des Lenkver-
haltens. Am DLR wurden graphentheoretische Modelle von Heitzmann-Gabrielli [Hei05] zur
Kollisionsvermeidung untersucht. Dabei wird von einem Polygonmodell der Umgebung ausge-
gangen. Sind genaue und vor allem fehlerfreie Karten vorhanden, ko¨nnen dort kollisionsfreie
Wege gefunden werden.
Einen anderen Ansatz wa¨hlt Hrabar [Hra06], [HSC+05] fu¨r die Kollisionsvermeidung eines
unbemannten Helikopters. Wegen der erforderlichen Bildauswertung in Echtzeit wird auf die
Positionsbestimmung und die Erstellung von Karten komplett verzichtet. Die Detektion von
Hindernissen verwendet nur die aktuelle Tiefeninformation und beru¨cksichtigt keine voran-
gegangenen Messungen. Allerdings erfolgt eine Fusion der Daten der Stereokamera mit den
Daten von zwei seitlich vorhandenen Einzelkameras, die die Entfernung zu Hindernissen mit
Hilfe des optischen Flusses bestimmen.
U¨ber Schwellwerte werden nur Hindernisse eines bestimmten Entfernungsbereiches als ge-
fa¨hrlich angesehen. Des weiteren werden unten liegende Hindernisse ignoriert, es wird davon
ausgegangen, dass der Helikopter daru¨ber hinweg fliegt. Objekte im betrachteten Bereich
werden zusammen als ein Hindernis angesehen, das Ausweichen erfolgt dann reaktiv in eine
andere Richtung.
Das Verfahren hat jedoch zwei grundlegende Schwachstellen. Mit der Zusammenfassung von
allen Objekten zu einem Hindernis wird dem Helikopter die Fa¨higkeit entzogen, Lu¨cken zwi-
schen mehreren Hindernissen zu erkennen und dort hindurchzufliegen. Durch die Beschnei-
dung des unteren Bildbereiches ist das Ausweichen nach unten nicht mehr mo¨glich.
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5.1.2 Eigener Ansatz
Die im Rahmen dieser Arbeit implementierte Kollisionsvermeidung fu¨r den ARTIS-Helikopter
ist wie der von Hrabar [Hra06] gewa¨hlte Ansatz ausschließlich reaktiv. Hintergrund ist vor
allem die begrenzte Rechenleistung, wegen der auf eine Aufzeichnung von Karten und der
Positionsbestimmung aus Bilddaten verzichtet wird. Die Positions- bzw. Bewegungsdaten des
GPS-Sensors werden ebenfalls nicht verwendet, um auch in sicherheitskritischen Situationen
wie dem Ausfall dieses Systems ein Umfliegen von Hindernissen zu ermo¨glichen.
Dabei werden folgende Annahmen gemacht:
• Die bildbasierte Kollisionsvermeidung funktioniert nur unter eingeschra¨nkten Flugbe-
dingungen. Es ist zwingend notwendig, dass die Flugbahn im Blickfeld der Kamera
liegt. Dies bedeutet zum einen, dass der Helikopter nur vorwa¨rts fliegen bzw. als Grenz-
fall sehr langsamer Geschwindigkeit eine Schwebefluglage einnehmen darf, zum anderen
wird zur Vereinfachung ein exakter Geradeausflug in xf -Richtung angenommen. Die
Mano¨vrierbarkeit beschra¨nkt sich dadurch auf die A¨nderung der Geschwindigkeit, einer
horizontalen und einer vertikalen Lenkbewegung.
• Die Stereokamera ist nah am Zentrum des Helikopters in Flugrichtung mit mo¨glichst
wenig Rotation angebracht. Die optische Achse (zc) der linken Kamera entspricht damit
in etwa der xf -Achse des Helikopterkoordinatensystems, geringfu¨gige Abweichungen
sind zula¨ssig.
• Aufgrund der Tatsache, dass die Sensorik nur bis zu einer bestimmten Distanz ver-
wertbare Ergebnisse liefert, wird eine maximale Entfernung festgelegt. Entferntere Ob-
jekte werden nicht als Hindernis klassifiziert. Die Maximalentfernung muss allerdings
so gewa¨hlt werden, dass innerhalb dieses Bereiches ein vollsta¨ndiges Abbremsen oder
Ausweichen des Helikopters mo¨glich ist. Andernfalls ko¨nnen Kollisionen mit zu spa¨t
erkannten Objekten nicht vermieden werden.
Der hier vorgestellte Ansatz betrachtet zwei verschiedene Arten von Reaktionen, die auch
Urmson [Urm05] und Hrabar [Hra06] zur Vermeidung von Kollisionen nennen – Ausweichen
und Bremsen. Das Ausweichen beno¨tigt einen Zielpunkt, zu dem der Helikopter sicher fliegen
kann. Zum Bremsen wird lediglich die Distanz zu mo¨glichen Objekten beno¨tigt, die sich in
der aktuellen Flugbahn befinden oder dieser zu nahe kommen.
Abbildung 5.1 verdeutlicht, auf welche Art von Tiefeninformation eine bestimmte Reaktion
stattfinden muss. Das linke Tiefenbild (a) entha¨lt kein nahes Hindernis in Flugrichtung, somit
ist keine Kursa¨nderung notwendig. Im mittleren Bild (b) wu¨rde das Beibehalten der Flug-
richtung zu einer Kollision fu¨hren. Allerdings ist auf der linken Seite ein freier Bereich zu
sehen, er ist rot markiert. Die Kursa¨nderung in diese Richtung vermeidet die Kollision mit
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??? ??? ???
Abbildung 5.1: Beispiele von Tiefenbildern der Umgebung, die verschiedene Reaktionen nach sich
ziehen. Der aktuelle Kurs ist mit einem gelben Fadenkreuz markiert, ein alternativer Kurs im mittleren
Bild mit einem roten Kreuz.
dem Hindernis in der Mitte. Im rechten Bild (c) fliegt der Helikopter auf eine Wand zu, hier
muss ebenfalls eine Bewegungsa¨nderung erfolgen. Da keine hindernisfreien Bereiche im Bild
detektiert werden ko¨nnen, muss ein Stopp erfolgen.
Im Idealfall sind alle Informationen, wo sich Hindernisse und hindernisfreie Bereiche befin-
den, im Tiefenbild enthalten. Dazu werden hier zwei verschiedene Auswertungen des Bildes
vorgenommen:
1. Die Entfernungsmessung zu dem Bildbereich, der sich direkt vor dem Helikopter bzw.
in Flugrichtung befindet.
2. Die Suche nach alternativen Flugzielen. Zuna¨chst kommen alle dunklen Bildbereiche
als Ziel infrage. Allerdings muss fu¨r diese Punkte wie bei 1. die Entfernung zu diesem
Bereich gemessen werden. Dies ist eine U¨berpru¨fung, ob der Helikopter gefahrlos zu
einem Zielpunkt fliegen kann.
In beiden Fa¨llen genu¨gt es nicht, lediglich einen Bildpunkt zu betrachten und aus dem Wert
dieses Punktes im Tiefenbild die Entfernung auszugeben. Stattdessen wird vom Betrachter
aus zu diesem Punkt ein Sicherheitskorridor festgelegt. Dieser muss so groß gewa¨hlt werden,
dass der Helikopter gefahrlos hindurchfliegen kann. Hier wird ein zylinderfo¨rmiger Korridor
verwendet, der durch den Radius und die Achse parametrisiert wird.
Fu¨r die Punkte des Tiefenbildes wird u¨berpru¨ft, ob deren 3D-Koordinaten innerhalb dieses
Korridors liegen. Findet sich kein Punkt in diesem Korridor, so gilt der Bereich als frei.
Finden sich dort Punkte, so wird die geringste Entfernung eines Punktes ausgegeben. Es ist
offensichtlich, dass die Information, ob ein Punkt innerhalb des Sicherheitskorridors liegt,
nicht nur von der Position im Bild, sondern auch von der Entfernung abha¨ngt. Beispielsweise
wu¨rden auch die am Rand liegenden Bildpunkte in Abbildung 5.2b und c bei geringer Distanz
zum Betrachter Objekte innerhalb des Sicherheitskorridors repra¨sentieren.
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Abbildung 5.2: Grundprinzip der Tiefenbildauswertung. Jeder Punkt des Tiefenbildes (a) repra¨sentiert
ein Objekt in bestimmter Entfernung und Gro¨ße. In (b) wird die Entfernung nach vorne gemessen,
es wird fu¨r alle Punkte u¨berpru¨ft, ob sie Hindernisse innerhalb eines Sicherheitskorridors (gelb) sind.
Im rechten Bild (c) passiert das gleiche fu¨r alternative Zielpunkte. Die Hindernisse sind dabei rot
markiert, die geringste Entfernung eines markierten Hindernisses ist die Entfernung eines Zielpunktes.
Die Bilder (b) und (c) sind eine vereinfachte Darstellung der aus dem Tiefenbild rekonstruierten Szene
von oben, das Verfahren rekonstruiert die Umgebung in drei Dimensionen.
5.2 Funktionsweise
Dieser Abschnitt beschreibt die Funktionsweise des implementierten Verfahrens zur Kollisi-
onsvermeidung, dessen Idee oben dargestellt ist.
5.2.1 Aufbau einer Bildpyramide
Ein trivialer Ansatz ist es, fu¨r jeden Bildpunkt der Tiefenkarte die Entfernung vom Betrachter
zu bestimmen, bzw. den Punkt in Kamera- oder Helikopterkoordinaten zu rekonstruieren.
Allerdings ist die U¨berpru¨fung von allen Pixeln sehr rechenintensiv und verlangsamt die
Detektion von Hindernissen deutlich. Es liegt nahe, Tiefenkarten von geringerer Auflo¨sung
zu verwenden. Die Information, ob in bestimmten Bereichen mit Hindernissen zu rechnen ist
oder nicht, ist in geringer aufgelo¨sten Tiefenkarten, die nach dem hier beschriebenen Verfahren
erstellt werden, ebenfalls enthalten.
Fu¨r die effiziente Lokalisation von Hindernissen bzw. hindernisfreien Bildabschnitten wird
eine Pyramide des Disparita¨tenbildes erstellt. Dabei werden jeweils 4 Pixel der Ebene L in
einer 2×2-Region zu einem Pixel in der na¨chstho¨heren Ebene (L+1) zusammengefasst. Dabei
entspricht die unterste (0.) Ebene dem eingehenden Disparita¨tenbild. Zeilen und Spalten von
Bildpunkten seien hier mit u bzw. v bezeichnet, deren Entsprechung in Kamerakoordinaten
mit x bzw. y.
Es ist
I0(u, v) = g16(u, v), (5.1)
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bzw.
IL(u, v) = max
{
IL−1(2u, 2v), IL−1(2u+ 1, 2v), IL−1(2u, 2v + 1), IL−1(2u+ 1, 2v + 1)
}
(5.2)
fu¨r L > 0. Nach dieser Methode entsteht in Ebene L ein gu¨ltiger Bildpunkt (IL(u, v) ≥ 0),
sofern mindestens einer der vier Ausgangspunkte der Ebene L− 1 gu¨ltig ist.
Es ist allerdings auch mo¨glich, diesen Punkt als ungu¨ltig zu klassifizieren, wenn eine bestimmte
Anzahl von fehlerhaften Ausgangspixeln erreicht ist, da es sich in einem solchen Fall um eine
generell falsch gescha¨tzte Region handeln ko¨nnte. Existieren unter diesen vier Punkten der
Ebene L − 1 mehr ungu¨ltige Werte (mit IL−1(u, v) < 0) als ein bestimmter Grenzwert, so
wird der entsprechende Punkt der daru¨ber liegenden Ebene ebenfalls als ungu¨ltig markiert –
in diesem Fall wird IL(u, v) = −1 gesetzt.
Bei der Generierung der Bildpyramide kann die maximale Ebene festgelegt werden, wobei die
Ho¨he prinzipiell nur so hoch sein kann, dass die Seitenla¨ngen des Bildes in der Ebene nicht
mehr durch 2 dividiert werden ko¨nnen. Beispielsweise lassen sich aus einem Bild der Gro¨ße
640×480 maximal fu¨nf Ebenen erstellen, das Bild der ho¨chsten Ebene hat dann die Gro¨ße von
20× 15 Bildpunkten.
Die Verwendung des Maximum-Operators fu¨r die Erstellung eines Punktes einer ho¨heren Ebe-
ne hat den Grund, dass dadurch aus einem Bildpunkt der Ebene L ersichtlich ist, dass in dieser
Region, d.h. den Pixeln der Ebene L− 1 und auch allen Ebenen darunter, keine Bildpunkte
ho¨heren Wertes befindlich sind. Dadurch kann in einer hohen Ebene eine Mindestabscha¨tzung
aller Hindernisse in diesem Bereich getroffen werden.
Die ansonsten u¨bliche Verwendung von beispielsweise gewichteten Mittelwerten bei der Ge-
nerierung von geringer aufgelo¨sten Bildern (siehe Abschnitt 2.4.3 auf Seite 28) ist hierbei un-
geeignet. Die Information, dass in einer Region alle Objekte im Durchschnitt eine bestimmte
Entfernung besitzen, ermo¨glicht eben keine Aussage daru¨ber, ob diese Region grundsa¨tzlich
von der Hindernislokalisation auszuschließen ist oder nicht.
5.2.2 Detektion von Hindernissen
Grundsa¨tzlich stellt ein Punkt des Tiefenbildes ein Objekt dar, das sich in einer bestimmten
Entfernung zum Betrachter befindet. Dabei muss festgestellt werden, ob dieser Punkt als
Hindernis zu betrachten ist.
Einem Punkt des Tiefenbildes mit einem bestimmten Grauwert la¨sst sich nach Gleichung 4.2
(Seite 42) eine Entfernung im Kamerakoordinatensystem zuordnen. Daru¨ber hinaus kann die
Gro¨ße eines Objektes mit der Gro¨ße von einem Pixel Breite bzw. Ho¨he ermittelt werden.
Ein Punkt des Tiefenbildes repra¨sentiert damit ein flaches Objekt, von dem nur die vordere
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Fla¨che zu sehen ist. Von dieser Fla¨che sind allerdings Position, Ho¨he, Breite und Entfernung
vom Betrachter bekannt.
Diese Fla¨che ist parallel zur xy-Ebene des Kamerakoordinatensystems. Die Ebene, in der sich
die Fla¨che befindet, wird im Folgenden Entfernungsebene genannt. Alle Punkte des Tiefen-
bildes mit gleichem Wert, also gleicher Entfernung zum Betrachter, repra¨sentieren Objekte
bzw. Fla¨chen dieser Ebene.
Wie schon erwa¨hnt, erfolgt die Feststellung, ob ein Punkt ein Hindernis darstellt oder nicht,
mit Hilfe eines Sicherheitskorridors. Dies erfolgt mit Hilfe des 3D-Punktes in der Entfernungs-
ebene und der Schnittmenge dieser Ebene mit dem Sicherheitskorridor.
5.2.2.1 Festlegung eines Sicherheitskorridors
Bezogen auf eine Achse, die eine na¨herungsweise Darstellung der aktuellen bzw. einer mo¨gli-
chen Flugbahn darstellt, sind Hindernisse all jene Objekte, die einen bestimmten Mindestab-
stand zu dieser Achse unterschreiten. Dadurch wird ein Zylinder um diese Achse aufgespannt –
ein Sicherheitskorridor, durch die der Helikopter kollisionsfrei fliegen kann, sofern sich in ihm
keine Objekte befinden. Alle Objekte außerhalb dieses Zylinders sind bezogen auf diese Flug-
bahn keine Hindernisse. Der Grundfla¨chenradius des Zylinders muss je nach Gro¨ße des Heli-

















Abbildung 5.3: Sicherheitskorridor. Dieser besitzt einen kreisfo¨rmigen Querschnitt und geht vom
Flugko¨rper aus in beliebige Richtungen. Der so entstehende Zylinder schneidet die Entfernungsebene
allgemein in einer Ellipse. Diejenigen Bildpunkte dieser Entfernungsebene, die sich innerhalb dieser
Ellipse befinden, stellen Objekte innerhalb des Korridors dar und sind bezogen auf diesen Korridor
damit Hindernisse. Bei weiter entfernteren Ebenen (blau) ist die Ellipse in Bildkoordinaten kleiner.
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Schneidet der Zylinder mit Grundfla¨chenradius r eine Entfernungsebene senkrecht, so ergibt
sich auf dieser Ebene ein ”Sicherheitskreis“ mit dem Radius r. Schneiden sich die Ebene und
die Achse nicht senkrecht, so wird der Kreis zu einer (gro¨ßeren) Ellipse, deren Halbachsen
hier mit ax und ay bezeichnet werden [Wre99].
Die La¨ngen der Halbachsen ax und ay der Ellipse ergeben sich aus dem Radius des Sicher-








Die Winkel ergeben sich aus der Koordinate des Schnittpunktes C(x, y, z) der Zylinderachse
mit der Entfernungsebene. Es ist
αx = atan2(z, x), bzw. αy = atan2(z, y). (5.4)
Die Funktion atan2(z, x) ist wie folgt definiert:
atan2(z, x) =

tan−1(xz ), falls z > 0;
tan−1(xz ) + 180
◦, falls z < 0 ∧ x ≥ 0;
tan−1(xz )− 180◦, falls z < 0 ∧ x < 0;
90◦, falls z = 0 ∧ x > 0;
−90◦, falls z = 0 ∧ x < 0;











Abbildung 5.4: Berechnung des Schnittwinkels, Draufsicht von oben. Es ist αx + 90◦ + β = 180◦
(Innenwinkelsumme des Dreiecks) und α′x + 90
◦ + β = 180◦ (Nebenwinkel), es folgt αx + β + 90◦ =
α′x + β + 90
◦ und somit αx = α′x. Im rechtwinkligen Dreieck gilt fu¨r die Ankathete r: cosαx = ax/r,
woraus Gleichung 5.3 folgt. Fu¨r den zweiten Winkel αy in der anderen Dimension analog.
Der Wert eines Bildpunktes gibt an, in welcher Entfernungsebene sich dieser befindet. Fu¨r die-
se Entfernung ist sowohl die Gro¨ße eines Pixels bekannt, als auch der Schnittpunkt zwischen
Entfernungsebene und Zylinderachse. Bei der Untersuchung der frontalen Entfernung eines
Hindernisses entspricht die Zylinderachse der x-Achse des Helikopterkoordinatensystems. Bei
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der Untersuchung eines alternativen Zielpunktes definiert dieser Zielpunkt den Schnittpunkte
zwischen Zylinderachse und Entfernungsebene – dessen Bildkoordinaten sind in allen Entfer-
nungsebenen gleich.
Der zu untersuchende Punkt mit den Absta¨nden ∆x und ∆y vom Zentrum der Ellipse in







nach der Ellipsengleichung [RW97, S. 81] gilt.
5.2.2.2 Entfernungsmessung im Tiefenbild
Zur flugbahnbezogenen Hindernisfindung ist die kleinste Entfernung eines Objektes gesucht,
das sich innerhalb des entsprechenden Zylinders befindet. Bezogen auf das Tiefenbild ist
dies ein Punkt mit gro¨ßtem Grauwert, dessen Kamerakoordinaten einen Punkt innerhalb des
Zylinders darstellen. Ist ein Startwert fu¨r diesen Grauwert gefunden, z.B. der Bildpunkt auf
dem Mittelpunkt des Kreises bzw. der Ellipse, ist die Entfernung von Hindernissen innerhalb
dieses Korridors kleiner oder gleich der diesem Bildpunkt entprechenden Entfernung.
Pixel des Tiefenbildes mit geringerem Grauwert sind damit uninteressant. Sie stellen Objekte
mit gro¨ßerer Entfernung als ein bereits gefundenes Hindernis dar und mu¨ssen nicht weiter
betrachtet werden.
Die Implementation ist folgendermaßen aufgebaut: Fu¨r einen Bildpunkt, der ein potentiel-
les Hindernis darstellt, wird innerhalb der Entfernungsebene dieses Punktes festgestellt, ob
es sich tatsa¨chlich um ein Hindernis handelt. Fu¨r diese Ebene wird der Schnittpunkt mit
der Zylinderachse berechnet. Liegt der Punkt innerhalb der Ellipse, handelt es sich um ein
Hindernis innerhalb des Flugbereichs (Zylinders). Allzu große Entfernungen werden mit Hilfe
eines Schwellwertes ignoriert.
Fu¨r eine schnelle Verarbeitung wird zuna¨chst das Bild mit der geringsten Auflo¨sung verwen-
det. Sind Punkte dieses Bildes komplett außerhalb des Sicherheitskorridors, kann es auch
in dieser Bildregion des am ho¨chsten aufgelo¨sten Bildes keinen Hindernispunkt geben. Sind
Punkte komplett innerhalb des Bereiches, ist ebenso ersichtlich, dass sich im Bereich ein Hin-
dernis befinden muss – eine Betrachtung ho¨her aufgelo¨ster Unterregionen ist auch hier nicht
erforderlich. Schneidet die Begrenzung des Zylinders die Bildregion, mu¨ssen ho¨her aufgelo¨ste
Bilder, also tiefere Pyramidenebenen, untersucht werden. Das Verfahren setzt voraus, dass
sich die Kamera innerhalb des Sicherheitskorridors befindet.
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?
Abbildung 5.5: Pyramidenbasierte Erkennung von Hindernispunkten. In einem gering aufgelo¨sten
Tiefenbild (a) repra¨sentieren die Bildpunkte Fla¨chen einer bestimmten Gro¨ße. Liegen diese Fla¨chen
vollsta¨ndig innerhalb (rot) oder außerhalb (gru¨n) des Sicherheitskorridors (gelb), so ist es eindeutig,
ob es sich um ein Hindernis handelt. Schneidet der Korridor die Fla¨chen (grau), wird das Hindernis
in einer tieferen Pyramidenebene (b) gesucht. Bei der untersten Ebene (c) sind Fla¨chen nicht mehr
unterteilbar, deren Mittelpunkt bestimmt, ob die dargestellten Objekte innerhalb oder außerhalb des
Sicherheitsbereiches liegen. Mit z ist hier die geringste Entfernung zu einem Hindernis dieses Korridors
gekennzeichnet.
Bei der U¨berpru¨fung der Punkte der Pyramidenebene L, d.h. der Fla¨chen, die die Punkte
darstellen, geschieht folgendes:
• Liegt ein Fla¨chenelement der Ebene L vollsta¨ndig außerhalb des Korridors, wird es
ignoriert.
• Liegt ein Element der Ebene L teilweise innerhalb des Korridors, werden alle vier
Teilfla¨chen der Ebene L− 1, aus der sich das Element zusammensetzt, u¨berpru¨ft.
• Liegt ein Element der Ebene L vollsta¨ndig innerhalb des Korridors, wird die Entfernung
die der Disparita¨t zugeordnet ist, als Objektentfernung ausgegeben.
Punkte der Ebene 0 ko¨nnen nicht weiter unterteilt werden und liegen entweder vollsta¨ndig
innerhalb oder außerhalb.
Abbildung 5.5 verdeutlicht die Suche nach Hindernissen in der Pyramide des Tiefenbildes.
Dabei wird fu¨r jeden Bildpunkt, d.h. jede Objektfla¨che nur die jeweilige Entfernungsebene
betrachtet. Gesucht ist damit, ob eine Fla¨che innerhalb der Ellipse liegt, die die Schnittmenge
zwischen Entfernungsebene und Sicherheitskorridor bildet.
Fu¨r die Feststellung, ob eine Fla¨che wie bei der Darstellung in Abbildung 5.6 innerhalb oder
außerhalb der Ellipse liegt bzw. die Ellipse schneidet, genu¨gt die Messung des Abstandes des
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Abbildung 5.6: Erkennung von Hindernissen innerhalb einer Entfernungsebene. In der Darstellung
besitzen alle Bildpunkte den gleichen Wert, repra¨sentieren also Objekte in gleicher Entfernung und
befinden sich somit in dieser Ebene. Es ist in (a) fu¨r alle gru¨n gekennzeichneten Punkte eindeutig, dass
sie außerhalb der Ellipse liegen. Alle roten Punkte liegen eindeutig innerhalb. Bei den grauen Punkten
muss eine ho¨her aufgelo¨ste Pyramidenebene (b) verwendet werden. In der untersten Pyramidenebene
(c) ist die Zugeho¨rigkeit durch Verwendung des Fla¨chenmittelpunkts eindeutig.
Fla¨chenmittelpunkts zur Ellipsenmitte nicht. Stattdessen werden Punkte der Fla¨che betrach-
tet, die am na¨chsten oder am weitesten entfernt vom Ellipsenmittelpunkt liegen. Abbildung
5.7 veranschaulicht dies.
??? ??? ???
Abbildung 5.7: Unterteilung von Regionen, die als Punkte in einer Bildpyramide dargestellt sind.
Sind der na¨chste (rot) und damit auch der entfernteste Punkt (gru¨n) außerhalb der Ellipse, die den
Sicherheitsabstand darstellt, ist kein Hindernis vorhanden (a). Liegt der na¨chste Punkt innerhalb, kann
erst in tieferen Ebenen festgestellt werden, ob sich ein Hindernis dort befindet (b, oben) oder eben
nicht (b, unten). Liegt allerdings der entfernteste Punkt ebenfalls innerhalb, so existiert in jedem Falle
ein Hindernispunkt, der in diesem Bereich liegt (c).
Dazu mu¨ssen fu¨r jeden Punkt einer ho¨heren Pyramidenebene, d.h. jede Fla¨che von Tiefenbild-
punkten, jene Punkte des hochaufgelo¨sten Tiefenbildes ermittelt werden, die sich innerhalb
dieser Fla¨che am na¨chsten oder am weitesten entfernt vom Ellipsenmittelpunkt befinden. Bei
der Errechnung der Distanz (in Pixeln) eines Bildpunktes C(uc, vc) (der Ebene 0) zu einem
Bildpunkt der Ebene L, also einer quadratischen Region der Seitenla¨nge 2L in Ebene 0, wird
jeweils die Distanz zum na¨chstgelegenen Punkt der Ebene 0 P (up, vp) innerhalb dieser Region
berechnet. Die Regionen haben als Einzelpunkte in der Ebene L die Koordinaten (uc,L, vc,L)
und (up,L, vp,L) – in Ebene 0 entsprechen die oberen linken Ecken (uc,0, vc,0) den Koordinaten
uc,0 = 2L · uc,L, vc,0 = 2L · vc,L, usw. .
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Liegt beispielsweise die Region oben-rechts vom anderen Messpunkt, ist der na¨chstgelegene
Punkt der der unten-links liegenden Ecke dieser Region. Liegt die Region auf der gleichen
Zeile und rechts davon, so ist es der linke Punkt der Region, der auf der gleichen Zeile wie
der Vergleichspunkt liegt (Abbildung 5.8).
Die Koordinaten der Punkte der Region, die dem Punkt C in Ebene 0 am na¨chsten sind (in
Abbildung 5.7 und 5.8 rot dargestellt) lassen sich wie folgt ermitteln:
up,0 =

2L · up,L + 2L − 1, falls up,L < uc,L;
uc,0, falls up,L = uc,L;





2L · vp,L + 2L − 1, falls vp,L < vc,L;
vc,0, falls vp,L = vc,L;
2L · vp,L, falls vp,L > vc,L.
(5.8)
Die Koordinaten der Punkte, welche vom Punkt C am weitesten entfernt sind, liegen stets
in den Ecken der Regionen. Ist die Region von Punkt P linksoben von C, so ist die linke
obere Ecke am weitesten entfernt, fu¨r die anderen drei Ecken analog. Ist eine Koordinate
jedoch gleich, muss die Ecke genommen, werden, die zu Punkt C (in Ebene 0) den gro¨ßten
Abstand besitzt, das ist z.B. eine untere Ecke, falls C in der oberen Ha¨lfte der Region liegt.
Die Differenz zwischen der oberen Kante der Region und der v-Koordinate des Punktes C ist
dort kleiner als die halbe Ausdehnung der Region.
??? ?? ?
? ???? ?? ?? ?
Abbildung 5.8: Berechnung der Distanz zu Regionen in einem geringer aufgelo¨sten Bild der Bildpy-
ramide. Liegt die aus mehreren Pixeln bestehende Region beispielsweise links-oben vom gesuchten
Punkt, wird die Distanz zum Pixel in der rechten unteren Ecke verwendet, bei anderen Ecken analog
(rot). Ist eine Koordinate gleich, erfolgt die Distanzmessung u¨ber die Berechnung der anderen Koor-
dinate, d.h. liegt die Region links vom Ausgangspunkt (v-Abstand = 0), wird die u-Koordinate eines
rechten Pixels zur Messung benutzt (rot).
75
Kapitel 5. Kollisionsvermeidung 5.2. Funktionsweise
Diese Ecken sind in Abbildung 5.7 bzw. 5.8 gru¨n dargestellt und lassen sich wie folgt ermitteln:
up,0 =
{
2L · up,L, falls up,L < uc,L ∨ (up,L = uc,L ∧ uc,L · 2L − uc,0 < 2L−1);





2L · vp,L, falls vp,L < vc,L ∨ (vp,L = vc,L ∧ vc,L · 2L − vc,0 < 2L−1);
2L · vp,L + 2L − 1, sonst.
(5.10)
Als Distanzen in Bildkoordinaten ergeben sich
∆u = |uc,0 − up,0| , bzw. ∆v = |vc,0 − vp,0|. (5.11)
Der reale Abstand zwischen den Punkten P und C ergibt sich aus der Gro¨ße, d.h. Ho¨he und
Breite eines Bildpunktes. Der variiert je nach Entfernungsebene. Zur Ermittlung der Distanz
wird diejenige Entfernungsebene verwendet, in der sich Punkt P befindet. Mit dieser Gro¨ße
la¨sst sich die reale Entfernung bestimmen.
Die Distanzen in Kamerakoordinaten sind
∆x = ∆u · z
f
, bzw. ∆y = ∆v · z
f
; (5.12)
mit der Breite eines Pixels, die zf durch Einsetzen des Wertes 1 fu¨r (x− x0) in Gleichung 4.3
(Seite 43) betra¨gt. Es bezeichnen z die aus dem Grauwert des Pixels g16(up,0, vp,0) resultie-
rende Entfernung und f die Brennweite in Pixeln. Zur Verbesserung der Laufzeit werden die
Zuordnungen zwischen dem Wert eines Punktes im Tiefenbild, der davon abha¨ngigen Ent-
fernung und der Gro¨ße eines 1 Pixel großen Objektes dieser Entfernung in Lookup-Tabellen
festgehalten.
Somit la¨sst sich u¨berpru¨fen, ob der na¨chste bzw. der entfernteste Punkt einer Region einen
bestimmten Abstand zum Schnittpunkt mit der Achse besitzt – also ob ein Punkt einer
ho¨heren Pyramidenebene vollsta¨ndig außerhalb, teilweise innerhalb oder vollsta¨ndig innerhalb
des Sicherheitsbereichs liegt.
Auf diese Art wird fu¨r alle Punkte des Tiefenbildes untersucht, ob sie Hindernisse innerhalb
des festgelegten Korridors darstellen. Die geringste Entfernung eines Objektes innerhalb dieses
Korridors wird somit als Entfernung ausgegeben. Praktisch bedeutet dies, dass sich innerhalb
des Korridors das na¨chste Hindernis in dieser Entfernung befindet. Entlang der Achse des
Zylinders ist ein kollisionsfreier Flug bis hin zu dieser Entfernung mo¨glich.
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5.2.3 Frontale Entfernung
Nach oben beschriebenem Verfahren wird zuna¨chst die kleinste Entfernung gemessen, die ein
Objekt besitzt, das sich direkt vor dem Flugko¨rper befindet. Ist kein Hindernis in diesem
Bereich, so ist ein problemloses Weiterfliegen mo¨glich. Wird eine nahe Entfernung gemessen,
so muss gebremst oder der Kurs gea¨ndert werden.
Dazu wird die Entfernung der Hindernisse gemessen, die innerhalb eines Sicherheitsabstandes
zur x-Achse des Helikopterkoordinatensystems liegen. Berechnet wird die Entfernungsebene,
in der sich das na¨chste Hindernis innerhalb des Korridors befindet, Ausgabe ist die Entfernung
xf des Ursprungs S dieser Ebene in Helikopterkoordinaten als Na¨herung fu¨r die tatsa¨chliche
Entfernung eines Hindernisses. In Abbildung 5.9 ist das Kamerakoordinatensystem um ϕ = 5◦
gedreht, bei einem Radius des Sicherheitskorridors von r = 2 m ist die maximale Ungenau-
igkeit daher ∆x = tanϕ · r ≈ 0, 17 m, unabha¨ngig von der absoluten Hindernisentfernung.
In der Praxis sind die Rotationswinkel geringer und damit auch ∆x. Dieser Wert wird bei
Hindernissen am Rand des Korridors (T ) erreicht und ist bei großen Entfernungen weitaus










Abbildung 5.9: Messung der frontalen Entfernung zum Flugobjekt (Draufsicht). Alle Objekte, die
außerhalb des Sicherheitsbereichs (gelb) liegen, sind uninteressant. Die geringste Entfernung xf zu
einem Objekt innerhalb des Korridors ist die Distanz, bis zu der ein kollisionsfreier Flug in dieser
Richtung mo¨glich ist. Sie ist damit relevant fu¨r die Entscheidung, ob die Flugrichtung beibehalten
werden kann.
Anwendung fu¨r die Messung der frontalen Entfernung ist eine sta¨ndige Kontrolle, ob der ein-
geschlagene Kurs auch kollisionsfrei ist. Teile des Sicherheitskorridores ko¨nnen bei geringen
Entfernungen außerhalb des sichtbaren Bereiches liegen, wodurch dort liegende Hindernisse
nicht erkannt werden. Bei A¨nderung des Kurses und damit auch der Sicht ko¨nnen diese dann
erkannt werden. Dazu kann je nach Abstand zum na¨chsten Hindernis eine Geschwindigkeits-
empfehlung gegeben oder im Zweifelsfall auch angehalten werden.
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5.2.4 Finden von Ausweichmo¨glichkeiten
Die Suche nach Ausweichmo¨glichkeiten ist zuna¨chst durch das Finden von Bildabschnitten
gekennzeichnet, in denen sich keine Hindernisse befinden. Im Disparita¨tenbild sind das all
jene, die dunkel und mo¨glichst weit von hellen Bereichen entfernt sind.
Gesucht werden diese Bereiche u¨ber die schon vorhandene Bildpyramide. In der ho¨chsten
Ebene werden die Punkte der Helligkeit nach sortiert. Eine bestimmte Anzahl der dunkelsten
Bereiche wird dann na¨her betrachtet.
??? ??? ???
Abbildung 5.10: Linkes Bild eines Stereobildpaares (a) und zugeho¨riges Tiefenbild (b). In Bild (c) sind
alle dunklen Bereiche und damit mo¨gliche Ziele gelb markiert. Fu¨r jeden Markierungspunkt wird die
Entfernung zu Hindernissen in einem Sicherheitsbereich um diesen Punkt bestimmt.
Zuna¨chst wird die dunkelste Stelle innerhalb eines jeden Bereiches gesucht, die Punkte sind
in Abbildung 5.10 gelb dargestellt. Fu¨r jeden Punkt wird nun der Abstand zum Helikopter
mit Hilfe des Sicherheitskorridors bestimmt. In diesem Fall wird ein Zylinder betrachtet,
dessen Achse im Gegensatz zur frontalen Entfernungsmessung das Kamerazentrum schneidet.
Vorteilhaft ist die schnellere Erkennung von Hindernissen in der Entfernungsebene, da der
Schnittpunkt in jeder Ebene die gleichen Bildkoordinaten besitzt. Da die Kamera nur gering
zum Ursprung des Helikopterkoordinatensystems verschoben ist, kann dieser Korridor als gute
Na¨herung zu einem Korridor betrachtet werden, der durch das Helikopterzentrum und einen
weit entfernten Zielpunkt geht.
Wie in Abbildung 5.11 dargestellt, ist die Ausgabe der Punkt S(xf , yf , zf ) im helikopter-
festen Koordinatensystem. Bis zu diesem Punkt kann ein kollisionsfreier Flug erfolgen. Es
kann in den Filtereinstellungen festgelegt werden, wie viele Punkte maximal zur Messung der
Entfernung letztendlich herangezogen werden und damit mo¨gliche Zielpunkte darstellen.
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Abbildung 5.11: Messung von Entfernungen zu alternativen Zielpunkten. Zu bestimmten Bildpunk-
ten werden die Entfernungen gemessen, die innerhalb des Sicherheitskorridors liegen, bzw. im Bild
innerhalb der Ellipse, die die Entfernungsebene und den zylinderfo¨rmigen Korridor schneidet. Helle
Punkte im Disparita¨tenbild werden von vornherein ausgeschlossen, da dort in jedem Fall Hindernisse
zu erwarten sind.
5.2.5 Kosten und Auswahl eines Ziels
Der Algorithmus zum Finden von Ausweichmo¨glichkeiten liefert lediglich alternative Ziel-
punkte und deren Koordinaten. Hier ist eine Mo¨glichkeit angegeben, aus dieser Menge von
Zielpunkten, deren Helikopterkoordinaten bekannt sind, den besten Punkt herauszusuchen.
Fu¨r die Auswahl eines geeigneten Ziels aus den gefundenen Punkten wird folgendes verlangt:
• Die Entfernung zu einem Hindernis innerhalb des Korridors soll mo¨glichst hoch sein.
Das bedeutet, Regionen mit nahen Hindernissen sollen keine Ziele darstellen.
• Es soll so wenig wie mo¨glich gesteuert werden. Sind mehrere Regionen ohne bzw. nur
mit entfernten Hindernissen erkannt worden, soll diejenige ausgewa¨hlt werden, die am
wenigsten Bahnabweichungen bzw. Lenkmano¨ver nach sich zieht.
• Die Mo¨glichkeit einer Richtungsanweisung kann gegeben werden, um eine Steuerung in
eine bestimmte Richtung zu erzielen.
Modelliert wird dies durch eine Kostenfunktion, die fu¨r jeden der gefundenen Zielpunkte
S(x, y, z) einen Wert berechnet. Abha¨ngig ist dieser von der Entfernung zum Hindernis und
einer Abweichung zu einem gewu¨nschten Wegpunkt. Die Linie zwischen Helikopter und Weg-
punkt, d.h. eine gewu¨nschte Flugbahn, sei hier in Form von Winkeln in horizontaler (γy)
bzw. vertikaler Richtung (γz) angegeben. Beim gewu¨nschten Geradeausflug sind diese Winkel
gleich null. Die Mo¨glichkeit zur Angabe von Winkeln la¨sst eine Bevorzugung von anderen
Richtungen zu.
Eine einfache Mo¨glichkeit ist ein lineares Kostenmodell mit der Kostenfunktion
K(x,∆αy,∆αz) = −kx · x+ ky ·∆αy + kz ·∆αz. (5.13)
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Dabei bezeichnen kx, ky und kz die Gewichtungen fu¨r die einzelnen Kostenfaktoren x-Ent-
fernung als La¨nge und y- bzw. z-Abweichung in Winkeln vom Idealwinkel, der durch eine
Zielkoordinate gegeben ist. Diese Abweichungen sind
∆αy = |atan2(x, y)− γy| , bzw. ∆αz = |atan2(x, z)− γz|. (5.14)
mit der Funktion atan2 nach Gleichung 5.5 (Seite 71).
Die negative Gewichtung der Entfernung x bevorzugt weit entfernte Bereiche. Bei gleicher
Entfernung haben Punkte mit geringen Bahna¨nderungen geringere Kosten. Die Mo¨glichkeit,
Bahnabweichungen in horizontaler und vertikaler Richtung unterschiedlich zu werten, erlaubt
beispielsweise eine Bevorzugung von vertikalem Ausweichen gegenu¨ber horizontalem. Dies ist
sinnvoll, da Flugko¨rper eine verschiedene Wendigkeit in der Nick- bzw. Gierachse besitzen.
Am Ende wird derjenige Punkt S als Ziel ausgewa¨hlt, der die geringsten Kosten besitzt.
5.2.6 Fixierung eines Punktes
Bei der Untersuchung von Tiefenbildsequenzen wurde festgestellt, dass die Koordinaten des
vorgeschlagenen Zielpunktes zum Ausweichen zwischen zwei aufeinanderfolgenden Bildern
sehr stark schwanken. Wird ein Punkt anvisiert und verfolgt (siehe Abschnitt 2.4.4, Seite 30),
stellt der in den Folgebildern wiedergefundene Punkt das gleiche Objekt dar, wodurch es zu
geringeren Schwankungen kommt.
Da die Texturierung des Tiefenbildes sehr schwach ist, la¨sst sich ein Punkt aufgrund des
Blendenproblems schwieriger wiederfinden als im Originalbild. Daher wird ein gefundener
Zielpunkt im linken Kamerabild verfolgt. Da das Kamerabild nicht entzerrt und rektifiziert
ist, wird die Position des zu verfolgenden Punktes entsprechend umgerechnet. Mit Hilfe des
Sicherheitskorridors wird a¨hnlich wie in Abschnitt 5.2.4 verifiziert, ob dieser verfolgte Punkt
eine geeignete Kursa¨nderung darstellt.
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??? ??? ???
??? ??? ???
Abbildung 5.12: Aufeinanderfolgende Bilder (a-c) und die zugeho¨rigen Tiefenbilder (d-f) dieser Se-
quenz. Der vorgeschlagene Ausweichpunkt (gelb) ”springt“ hin und her. Der rot dargestellte Punkt
wird im Originalbild verfolgt und springt dadurch nicht.
5.3 Steuerung des Helikopters
Die Analyse eines Tiefenbildes ermittelt die Distanz zu Hindernissen auf dem aktuellen Kurs
und liefert Zielkoordinaten zum Ausweichen. Die Steuerungslogik entscheidet mit Hilfe dieser
Informationen, welches Flugmano¨ver ausgefu¨hrt wird.
Aufgrund von Bildrauschen schwanken die Entfernungs- und Zielinformationen auch wenn
sich die Kamera bzw. der Helikopter nicht bewegt. Um starke Ausreißer bei Steuerungsan-
weisungen zu ignorieren, erfolgt eine Gla¨ttung mit Hilfe des Medians u¨ber die letzten drei
Werte.
Die fu¨r die Steuerung zum Zeitpunkt t verwendete frontale Entfernung xFront ist
xFront = median{xt, xt−1, xt−2} (5.15)
mit der zum jeweiligen Zeitpunkt t gemessenen frontalen Entfernung xt.
Der alternative Zielpunkt SAlt(x, y, z) zum Ausweichen besitzt die Koordinaten eines der
letzten drei mo¨glichen Ziele. Der ausgewa¨hlte Punkt erfu¨llt die Bedingung
SAlt = S ∈ {St, St−1, St−2} |x = median{xt, xt−1, xt−2}. (5.16)
Dabei ist St = (xt, yt, zt), sofern verfu¨gbar, der verfolgte Punkt zum Zeitpunkt t, ansonsten
der Punkt mit den geringsten Kosten.
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Daru¨ber hinaus wird ein Schwellwert xLenkung festgelegt, ab welcher Distanz zum Helikopter
ein Hindernis als gefa¨hrlich anzusehen ist und ein Ausweich- bzw. Bremsmano¨ver folgen muss.
Hindernisse in gro¨ßerer Entfernung werden als ungefa¨hrlich eingestuft und es wird ermo¨glicht,
auch in diese Richtung zu steuern. Das Flussdiagramm in Abbildung 5.13 verdeutlicht den
schematischen Ablauf der Kollisionsvermeidung. Letztendlich werden Kommandos zum Steu-































Abbildung 5.13: Flussdiagramm des Verfahrens zur Kollisionsvermeidung. Ist kein Hindernis auf dem
aktuellen Kurs, wird dieser beibehalten. Andernfalls wird ein Ausweichkurs angesteuert, wobei bevor-
zugt der mediangefilterte verfolgte Punkt SAlt das Ziel definiert. Befinden sich auf allen mo¨glichen
Ausweichkursen Hindernisse in zu geringer Entfernung, soll der Helikopter anhalten. Die Kommandos,
welche an die Helikoptersteuerung weitergegeben werden, sind blau gekennzeichnet.
Der genannte Schwellwert xLenkung muss so gewa¨hlt werden, dass der Helikopter innerhalb
dieser Distanz vollsta¨ndig abbremsen kann. Ermittelt werden kann eine minimale Ausweich-
distanz xˆLenkung u¨ber den Bremsweg bei einer klassischen Bewegungsgleichung1. Von Hrabar
[Hra06] wird die vorgestellte Distanz als minimale Sichtweite verwendet, fu¨r die eindeutige
1Zur Sicherheit wird davon ausgegangen, dass innerhalb der Distanz zum Lenken noch vollsta¨ndig gebremst
werden kann. Unter bestimmten Voraussetzungen, wie dem sta¨ndigen Vorhandensein oder der Annahme von
Ausweichmo¨glichkeiten, die nur wenige Kursa¨nderungen nach sich ziehen, kann die Hindernisdistanz wesent-
lich geringer sein. Andernfalls wa¨re beispielsweise das Autofahren mit hohen Geschwindigkeiten unmo¨glich.
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Klassifikation von hindernisfreien Bereichen zum Ausweichen muss die Sichtweite allerdings
ho¨her sein.
Es ist




mit dem Abstand zwischen Ursprung der Helikopterkoordinaten und der Spitze des Rotorkrei-
ses bzw. einem Sicherheitsabstand x, der Fluggeschwindigkeit v0, Verzo¨gerungszeiten durch
die Datenverarbeitung tc bzw. Tra¨gheit der Flugsteuerung ta und der Bremsbeschleunigung a.
Abbildung 5.14 veranschaulicht den Zusammenhang zwischen Fluggeschwindigkeit und der
minimalen Distanz von Hindernissen fu¨r kollisionsfreie Kursa¨nderungen.
Abbildung 5.14: Minimale Ausweichdistanz xˆLenkung bei x = 1m und den Beschleunigungswerten
a = 1m/s2 (blau), a = 2m/s2 (rot) und a = 3m/s2 (gru¨n). Die Werte der Verzo¨gerungszeiten seien
mit tc = 0, 3 s und ta = 0, 5 s realistische Werte fu¨r einen Helikopterflug.
5.4 Einbindung des Filters in das Framework
Das Verfahren zur Kollisionsvermeidung wurde ebenfalls als Filter fu¨r das dip-Framework
implementiert. Das Disparita¨tenfilter ist darin vollsta¨ndig enthalten. Eingang sind wieder zwei
Kamerabilder, als Standardausgabe wird das vom Disparita¨tenfilter erstellte 8-Bit-Grauwert-
bild verwendet, welches selbst unangetastet bleibt.
Die Berechnung von Entfernungen und Ausweichmo¨glichkeiten erfolgt aus dem 16-Bit-Dispa-
rita¨tenbild und einigen Metainformationen wie Pixelgro¨ßen, der Beziehung zwischen Grauwert
und Entfernung und der Kameraorientierung. Der Auswahlpunkt ”Collision Avoidance“ ruft
dieses Filter auf.
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Abbildung 5.15: Aufbau des Filters zur Kollisionsvermeidung. Er entha¨lt das Stereofilter. Das 8-Bit-
Disparita¨tenbild des Stereofilters wird zur Anzeige ausgegeben, jedoch nicht verwendet. Die Kollisions-
vermeidung verwendet das 16-Bit-Tiefenbild und Eigenschaften desselben wie der Zuordnung zwischen
Disparita¨t und Entfernung.
Erforderliche Eingaben sind zuna¨chst die gleichen, die auch das Disparita¨tenfilter verwendet:
linkes Bild, rechtes Bild und Kalibrierungsdatei. Zudem sollte sichergestellt werden, dass fu¨r
die Kameras selbst Orientierungsinformationen verfu¨gbar sind.
Abbildung 5.16: Die Benutzeroberfla¨che des Kollisionsfilters zur Festlegung der Parameter und zur
Anzeige der Entfernungen.
Als Ausgabe wird kein neues Bild generiert – dieses Filter ist lediglich eine Bildanalyse.
Ausgegeben werden die Entfernung des na¨chsten Hindernisses entlang der Flugko¨rperachse,
die Position eines Punktes, bei dem am wenigsten Hindernisse zu erwarten sind und die
Position eines verfolgten Punktes. Weiterhin ko¨nnen folgende Punkte visualisiert werden:
• Der Bildpunkt, der den Schnittpunkt der xf -Achse und der Entfernungsebene mit der
gro¨ßtmo¨glichen Distanz darstellt,
• alle gefundenen dunklen Regionen, d.h. Zielpunkte, die auf Hindernisfreiheit u¨berpru¨ft
werden,
• das Ziel mit den geringsten Kosten,
• der verfolgte Zielpunkt.
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Das Filter la¨sst folgende Optionen zu:
• Safety side distance: Der Radius des Sicherheitskorridors. Prinzipiell sind beliebige po-
sitive Werte denkbar – sinnvoll sind solche, die gro¨ßer als das Flugobjekt sind und noch
einen Minimalabstand zu den Hindernissen zulassen.
• Minimal front distance: Minimaldistanz. Werden sehr nahe Punkte unterhalb dieses
Wertes innerhalb eines Korridors gefunden, so bricht die Berechnung weiterer Punkte
in diesem Korridor ab. Sinn und Zweck ist, dass Punkte unterhalb dieses Wertes generell
als zu nah zu betrachten sind, so dass kein Ausweichen in diese Richtung mo¨glich ist
und bei frontaler Entfernung la¨ngst ein Bremsen oder Ausweichen ha¨tte erfolgen mu¨ssen.
Die Berechnung na¨herer Hindernisse bringt keinen Nutzen und wu¨rde Rechenleistung
vergeuden.
• Minimal track distance: Minimaldistanz fu¨r die Verfolgung eines Zielpunktes. Na¨here
Distanzen kommen als Zielpunkt nicht in Frage – nur ”sichere“ Punkte ohne nahe Hin-
dernisse sollen verfolgt und ausgegeben werden, da diese Richtung geflogen werden soll.
Daru¨ber hinaus wird die Verfolgung eines Punktes abgebrochen, wenn die Distanz unter
diesen Wert fa¨llt.
• Far pixel regions to search: Anzahl der dunklen Regionen, bei denen die entsprechenden
Korridore auf ihre Hindernisse u¨berpru¨ft werden. Kleine Anzahlen beschleunigen die
Berechnung, lassen aber auch zu, dass bestimmte geeignete Ziele u¨bersehen werden
ko¨nnten.
• Pyramid Level for Search: Die Pyramidenebene, bei der die Suche nach dunklen Regio-
nen begonnen wird.
• Fail value tolerance: Fehlertoleranz bei der Erzeugung der Bildpyramide. Existieren
mehr Fehler als dort angegeben bei der Reduzierung von jeweils vier Pixeln zu einem,
so wird dieser Punkt als Fehler klassifiziert.
• Maximal Distance: Maximaldistanz bei der Berechnung von Entfernungen, da deren
Scha¨tzung im weit entfernten Bereich nur sehr unzuverla¨ssig ist. Werden keine Hinder-
nisse gefunden, wird dieser Wert ausgegeben.
• Relative Waypoint Target: Angabe eines Wegpunktes (x, y, z) in Helikopterkoordinaten
zur Steuerung des Helikopters in eine bestimmte Richtung, falls mehrere hindernisfreie
Zielpunkte gefunden werden.
• Cost Function Weights: Wichtungsparameter fu¨r die Kostenfunktion bei der Bestim-
mung eines besten Zielpunktes. Gewichtet werden die Entfernung des Ziels (negative
distance) und die horizontale (yaw) bzw. vertikale Lenkbewegung (pitch).
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Ausgegeben und auf der Benutzeroberfla¨che angezeigt werden:
• Front Center Obstacle: Die Distanz (x) zu Hindernissen direkt vor dem Helikopter.
• Best Region Coordinates: Der Zielpunkt (x, y, z) mit den geringsten Kosten.
• Tracked Target Coordinates: Der verfolgte Zielpunkt (x, y, z).
Alle Werte sind in helikopterfesten Koordinaten. Sie werden mit jedem neuen Bild aktualisiert
und ko¨nnen von anderen Filtern und Anwendungen verwendet werden.
Fu¨r die Steuerung des Helikopters ko¨nnen folgende Einstellungen vorgenommen werden:
• Steering Distance: Die Maximaldistanz xLenkung fu¨r Lenkmano¨ver. Werden Hindernisse
mit geringerer Entfernung erkannt, werden Ausweich- bzw. Bremsmano¨ver eingeleitet.
• Send MCP2 Message: Ermo¨glicht das Senden von Steuerungsnachrichten an den Heli-
kopter. Die Frequenz, mit der aktualisierte Kommandos gesendet werden, kann festge-
legt werden. Sendevorga¨nge fu¨r Geradeausflug- bzw. Ausweichmano¨ver ko¨nnen separat
gesteuert werden, beispielsweise um das Netzwerk beim Nichtvorhandensein von Hin-
dernissen zu entlasten.
Abbildung 5.17: Die Benutzeroberfla¨che des Kollisionsfilters zur Steuerung des Helikopters. Angezeigt
werden der aktuelle Status (kein Hindernis, Ausweichkurs, Bremsen) und die aktuell gesendete Ziel-
koordinate. Daru¨ber hinaus ist die Speicherung der Daten mo¨glich.





Dieses Kapitel beschreibt die Erprobung der implementierten Kollisionsvermeidung in einer
Simulationsumgebung. Ziel der Simulation ist der Test von Hard- und Software fu¨r die Eignung
in der Realita¨t, in diesem Fall im Helikopterflug. Die Verwendung gleicher Gera¨te und Schnitt-
stellen, sowie die mo¨glichst realita¨tsgetreue Modellierung von Flugeigenschaften ermo¨glicht
die Untersuchung vieler Einzelkomponenten am Boden. Allerdings muss eine U¨berpru¨fung
stattfinden, inwieweit die Simulationsergebnisse auf einen Flug u¨bertragbar und was die Ur-
sachen fu¨r eventuelle Unterschiede sind.
6.2 Aufbau der Simulationsumgebung
Es handelt sich um eine Hardware-in-the-Loop-Simulation, d.h. es es wird mit Rechnersyste-
men, Protokollen und Sensoren gearbeitet, die auch im realen Flug verwendet werden. Dabei
bilden die Komponenten einen Regelkreis und beeinflussen sich gegenseitig. Abbildung 6.1
zeigt den Aufbau.
Die entwickelte Kollisionsvermeidung la¨uft auf einem Bildverarbeitungsrechner. Ausgabe ist
ein Punkt im helikopterfesten Koordinatensystem als Flugziel. Die Koordinaten ko¨nnen einen
Geradeausflug, einen Ausweichkurs oder ein Abbremsen auf die aktuelle Position bedeuten.
Wird ein Ziel an die Simulation u¨bermittelt, so nimmt der Helikopter Kurs auf diese Koor-
dinate. Diese Daten werden per UDP1 an den Bordrechner des ARTIS-Helikopters geschickt,
der auch bei Flugversuchen verwendet wird. In diesem Fall ist der Bordrechner allerdings nicht
1User Datagram Protocol. Dieses Netzwerkprotokoll ist verbindungslos, was eine hohe Geschwindigkeit oh-
ne Kollisionen ermo¨glicht. Allerdings erfolgt im Gegensatz zu TCP (Transfer Control Protocol) keine
U¨berpru¨fung der erfolgreichen U¨bertragung, wodurch es vorkommen kann, dass Datenpakete unbemerkt ver-
loren gehen oder nicht in der korrekten Reihenfolge ankommen.
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Abbildung 6.1: Schematischer Aufbau der Hardware-in-the-Loop-Simulation. Die Kollisionsvermeidung
ist die Bildverarbeitung des dip-Frameworks. Die Flugsteuerung la¨uft auf dem ARTIS-Bordrechner.
Simulation und Sichtgenerierung ist ein separates Rechnernetzwerk. Die Bildverarbeitung und die
Flugsteuerung besitzen keinerlei Informationen daru¨ber, ob es sich um einen Flug oder eine Simulation
mit ku¨nstlich erzeugten Sensordaten handelt.
an Sensoren, sondern an die Simulationsumgebung angeschlossen. Dort wird die aus Messun-
gen bekannte Flugdynamik des Helikopters beru¨cksichtigt und es erfolgt eine Emulation der
Sensoren, die der Bordrechner fu¨r einen Flug beno¨tigt.
Die Visualisierung der Simulation erfolgt u¨ber eine eigene Sichtumgebung. Position und Lage
des Helikopters sind bekannt, relativ dazu wird die Position und Lage von zwei Kameras
angegeben. Es werden zwei Sichten generiert und auf Bildschirmen angezeigt, die jeweils den
Blickpunkt einer Kamera darstellen. Bezogen auf den Helikopter kann jede Sicht beliebig
rotiert oder verschoben werden. Die beiden Monitorbilder werden von Kameras abgefilmt
und deren Bilder fu¨r die Stereobildverarbeitung verwendet. Die Bildschirme sind an eine
gemeinsame Grafikkarte angeschlossen, was eine gleichzeitige Bildgenerierung garantiert. Die
Synchronisation der Kameras erfolgt u¨ber den FireWire-Bus.
Die Kameras sind so u¨ber den Bildschirmen platziert, dass sie bei gleichem Bildschirmin-
halt mo¨glichst a¨hnliche Bilder liefern. Ermo¨glicht wird dies durch die Messung der Ho¨he der
Kamera u¨ber dem Bildschirm und der manuellen Justierung der Kameras. Die Gestelle er-
lauben die Montage der Kameras in beliebiger Position, siehe Abbildung 6.2. Die A¨hnlichkeit
der Kamerabilder la¨sst sich mit Differenzbildern feststellen. Folgende Einstellungen werden
verwendet:
• Bildschirme: Auflo¨sung 1600× 1200 Bildpunkte, 60 Hz Bildwiederholrate,
• Kameras: Auflo¨sung 640× 480 Bildpunkte, 15 Hz Bildwiederholrate.
Die Sichten werden so generiert, dass deren Blick in Richtung der xf -Achse des Helikopters
zeigt. Der Ursprung der linken Sicht entspricht dem Ursprung des Helikopterkoordinatensys-
tems, der Ursprung der rechten Sicht ist zu diesem Punkt um 0,3 m in yf -Richtung verschoben.
Bei der Erzeugung von Bildern durch 3D-Rendering und deren Aufzeichnung existieren aller-
dings einige Probleme, die bei der Aufzeichnung realer Szenen nicht vorkommen:
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Abbildung 6.2: Laboraufbau der Sichtsimulation. Es erfolgt eine Anzeige von zwei Sichten auf LCD-
Flachbildschirme. Die Kameras sind so positioniert, dass der Rand des Bildschirme nicht zu sehen ist
und die Bilder nicht verwackeln. Schutz vor Außenlicht wird u¨ber dunkle Abdeckungen realisiert, die
hier nicht zu sehen sind.
• Da die aufzuzeichnenden Bilder diskretisiert sind, treten Rundungen und damit Aliasing-
Effekte an den Kanten von Objekten auf. Der Vergleich zwischen den aufgezeichneten
Kanten wird durch die Treppenabstufung ungenauer.
• Auch exakt horizontale oder vertikale Kanten sind auf den na¨chsten Bildpunkt ge-
rundet. Bei den verwendeten Auflo¨sungen nehmen 640 Kamerabildpunkte maximal
1600 Bildschirmpunkte auf, also maximal 2,5 Bildschirmpunkte pro Pixel. Mit dieser
Auflo¨sung kann somit nur eine Genauigkeit von ho¨chstens 1/2,5 Subpixel bei der Dis-
parita¨tenscha¨tzung erfolgen – anstatt den theoretisch mo¨glichen 1/16. In der Praxis ist
dies noch weniger, da nicht alle 1600 Bildschirmpunkte im Blickfeld der Kamera liegen.
Nachtra¨gliche Verkleinerung der Kamerabilder erho¨ht hier die mo¨gliche Genauigkeit der
Interpolation.
• Ebenso werden durch die Rasterung vor allem entfernter Objekte nicht alle Bildpunkte
der verwendeten Texturen angezeigt. Unterscheiden sich die angezeigten Punkte zwi-
schen der linken und rechten Sicht, findet keine Zuordnung der angezeigten Bereiche
statt und es kann trotz gleicher und strukturierter Objekte keine passende Disparita¨t
gescha¨tzt werden.
• Die Bildwiederholrate der Kameras ist geringer als die der Bildschirme. Bei der Auf-
zeichnung von Bewegungen kommt es zur U¨berlagerung mehrerer Bilder – es besteht
die Gefahr, dass die zusa¨tzlichen Kanten fehlerhafte Korrespondenzen hervorrufen. Be-
wegungsunscha¨rfe entsteht nicht.
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• Generell werden in der Simulation sich wiederholende Strukturen, z.B. beim Boden,
verwendet. Die Regelma¨ßigkeiten ko¨nnen Fehlscha¨tzungen der Disparita¨t erzeugen.
• Sowohl die Bildschirme, als auch die Kamerasensoren bestehen aus diskreten Matrizen
mit entsprechenden Begrenzungen der einzelnen Elemente. Die U¨berlagerung der un-
terschiedlichen Rasterungen fu¨hrt zu sichtbaren Moire´-Effekten. Vor allem bei dunklen
Bildern wird dies in der Mitte deutlich. Die damit entstehenden Kanten ko¨nnen den
Vergleich der Bilder beeintra¨chtigen.
Bei den verwendeten LCD-Flachbildschirmen findet im Gegensatz zu Monitoren mit Katho-
denstrahlro¨hren kein zeilenweiser Bildaufbau statt. Es entsteht kein Flackern bei der Bildauf-
zeichnung.
6.3 Versuchsdurchfu¨hrung
6.3.1 Erzeugte Bilddaten und Kalibrierung
Fu¨r die erforderliche Kalibrierung der Stereokamera wird ein bekanntes Schachbrettmuster in
der Sichtsimulation erzeugt. Es wird ermo¨glicht, das Muster zu bewegen, wodurch beliebige
Ansichten aufgenommen werden ko¨nnen. Wie in Abschnitt 2.3 ab Seite 23 vorgestellt, werden
bis zu zehn verschiedene Ansichten zur Gewinnung der inneren Kameraparameter und der
relativen Lage zueinander erzeugt. Zur Kalibrierung werden die von den Kameras erzeugten
Bilder verwendet, die bei der Aufzeichnung der Monitorbilder entstehen.
Dabei sind nicht alle Bilder geeignet – ist das Muster zu weit entfernt und damit zu klein,
ko¨nnen die Eckpunkte nicht mehr eindeutig zugeordnet werden. Bei der Kalibrierung sind die
gemessenen Pixelfehler zwischen 0,08 und 0,13. Dieses Ergebnis ist wesentlich besser als die
Kalibrierung in realer Umgebung und erreicht fast die vom Hersteller angegebene Genauigkeit
von 0,05 bis 0,1 Bildpunkten.
Folgende relative Kameraorientierung wurde ermittelt:
Wert generiert gemessen
tx [mm] 300 299,45
ty [mm] 0 8,56
tz [mm] 0 3,29
ω [◦] 0 −0,26
ϕ [◦] 0 2,47
κ [◦] 0 0,015
Tabelle 6.1: Vergleich der relativen Kameraorientierungen bei der Bildgenerierung und der Messung der
Orientierung aus den Bildern der abgefilmten Monitore. Die Messungen wurden mit dem Programm
smallvcal der svs-Software [SVS] vorgenommen.
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Aus Tabelle 6.1 wird ersichtlich, dass die gemessene Kameraorientierung nicht exakt mit der
relativen Orientierung u¨bereinstimmt, die bei der Generierung der Sicht auf die beiden Bild-
schirme verwendet wurde. Ursache fu¨r die Abweichung ist neben geringfu¨gigen Unterschieden
der Kameras und der Monitore vor allem die ungenaue Positionierung der Kameras u¨ber den
beiden Bildschirmen.
6.3.2 Kameraposition
Fu¨r die Bestimmung der Kameraposition am Helikopter wird ebenfalls das Kalibriermuster
verwendet, welches in verschiedenen Entfernungen in xf -Richtung vor dem Helikopter ange-
zeigt wird. Die Translation des Musters in yf - und zf -Richtung sowie die Rotation ist null.
Aus bekannter Translation und Rotation zwischen Helikopter und Muster und der aus den
Bilddaten errechneten Verschiebung und Drehung der linken Kamera la¨sst sich die Abbil-
dung von Punkten von Kamera- in Helikopterkoordinaten und umgekehrt rekonstruieren. Die
Grundlagen dafu¨r liefert Abschnitt 2.1.5 ab Seite 14.
??? ??? ???
Abbildung 6.3: Bild des Musters in der Simulationsumgebung. Der Helikopter ist in 0,5 Meter (a), 1,0
Meter (b) und 3,8 Meter Entfernung (c) platziert, die hier dargestellte Kamerasicht ist zum Helikopter
weder verschoben, noch rotiert. Die dargestellten Bilder entsprechen den entzerrten und rektifizierten
Aufnahmen der linken Kamera. Da die Positionierung der Kameras u¨ber den Monitoren nicht exakt
gerade ist, entsteht bei der Rektifikation der Bilder eine leichte Drehung – auf den Bildschirmen sind
die Kanten der Schachbrettquadrate exakt horizontal bzw. vertikal.
Bei der Beziehung zwischen Kamera und Helikopter wird eine Translation von null und eine
Rotation von 90◦ um zf - und xf -Achse erwartet, da bei der Bildgenerierung die Koordinaten-
systeme bis auf die Verdrehung der Achsen u¨bereinstimmen. Gemessen wurde die Translation
und Rotation zwischen Kamera und Muster. In den Abbildungen 6.4 und 6.5 sind diese
Messungen, umgerechnet in die Lage des Helikopters, in Abha¨ngigkeit von der verwendeten
Musterdistanz xmf in xf -Richtung zu sehen.
Gu¨ltige Werte sind in diesem Fall fu¨r Musterentfernungen zwischen 0,5 und 3,8 Metern mess-
bar. Bei geringeren Distanzen sind nicht mehr alle Ecken des Schachbrettmusters im Blickfeld
der Kamera, bei zu großer Entfernung ist das Muster zu klein, um alle Punkte fehlerfrei zu er-
kennen. Ursache der großen Streuung der Messwerte insbesondere bei den Rotationen ko¨nnen
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Abbildung 6.4: Positionsbestimmung, Gemessene Translation von Kamera- in Helikopterkoordinaten
in Abha¨ngigheit von der Musterdistanz (blau) und der Mittelwert aller Messungen (rot).



































Abbildung 6.5: Positionsbestimmung, Gemessene Rotation von Kamera- in Helikopterkoordinaten in
Abha¨ngigkeit von der Musterdistanz (blau) und der Mittelwert aller Messungen (rot).
Bildrauschen und vor allem Aliasing-Effekte bei der Generierung gerasterter Musterbilder auf
den beiden Bildschirmen sein.
Fu¨r die Transformation von Kamera- in Helikopterkoordinaten in spa¨teren Versuchen wer-
den die Mittelwerte dieser Messungen verwendet. Es ist Rcf = R(ωcf , ϕcf , κcf ) und tcf =
(xcf , ycf , zcf ). Die konkreten Werte, in den Abbildungen 6.4 und 6.5 rot gekennzeichnet, sind
in Tabelle 6.2 dargestellt. Wie zu erkennen ist, stimmt die in der Sichtsimulation erzeugte
Rotation zwischen Kamera und Helikopter nicht exakt mit der gemessenen Rotation u¨berein,
bei der Translation fa¨llt auf, dass sich das ermittelte Kamerazentrum etwa 50 mm vor dem
Helikopterzentrum befindet. Die Unterschiede ergeben sich aus der ungenauen Positionierung
der Kameras u¨ber den Bildschirmen und die Drehung bzw. Vergro¨ßerung der Bilder durch
Entzerrung und Rektifikation.
Wert generiert gemessen
xcf [mm] 0 50,19
ycf [mm] 0 0,99
zcf [mm] 0 −1,23
ωcf [◦] 90 88,65
ϕcf [◦] 0 1,34
κcf [◦] 90 90,04
Tabelle 6.2: Von der Sichtsimulation erzeugte und mittlere gemessene Kameraposition am Helikopter.
Angegeben sind die Transformationsparameter von Kamera- in Helikopterkoordinaten.
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6.3.3 Entfernungsmessung
Die Entfernungsmessung zu potentiellen Hindernissen mit Hilfe der Disparita¨tenbilder setzt
eine Kamerakalibrierung und die Bestimmung der Kameraposition voraus.
Fu¨r die Messung von Entfernungen wird in der Simulation eine Umgebung erzeugt, die ledig-
lich einen Baum entha¨lt. In diese Umgebung wird der Helikopter auf verschiedene Positionen
so platziert, dass sich der Baum im sichtbaren Bereich der Kamera befindet. Die globalen
Koordinaten von Helikopter und Baum sind bekannt, woraus sich die Entfernung zwischen
Baum und Helikopter ergibt. Daru¨ber hinaus wird mit Hilfe der Tiefenbilder die Entfernung
zum Baum gemessen und mit der tatsa¨chlichen Entfernung verglichen.
??? ???
Abbildung 6.6: Objekt, welches fu¨r die Entfernungsmessung verwendet wird, hier im Abstand von 20
Meter. Linkes Originalbild (a), Disparita¨tenbild (b).
Die aufgezeichneten Kamerabilder haben eine Auflo¨sung von 640×480 Bildpunkten, zusa¨tzlich
werden verkleinerte Bilder fu¨r die Erstellung einer Tiefenkarte und damit einer Entfernungs-
messung verwendet.
In dem Versuch ist der Helikopter in verschiedenen Absta¨nden zum Baum positioniert. Bei
Werten zwischen 8,5 m und 77 m konnte dessen Entfernung mit Hilfe der Stereobildauswer-
tung gescha¨tzt werden. Bei Distanzen außerhalb dieses Bereiches wurde das Hindernis bei
allen Auflo¨sungen nicht korrekt erkannt. Ergebnisse mit verschiedenen Bildauflo¨sungen zeigt
Abbildung 6.7.
Grundsa¨tzlich kann hier die Entfernung des Hindernisses bei Bildauflo¨sungen von 640× 480,
320×240 und 160×120 Pixeln bis zu einer Entfernung von ca. 55 m in akzeptabler Genauigkeit
gemessen werden. Die unterschiedlichen Werte bei einer Entfernung entstehen durch Bildrau-
schen, da die Sicht bei der Entfernungsmessung eines konkreten Abstandes nicht vera¨ndert
wurde. Abweichungen sind vor allem nach unten zu beobachten und auf fehlerhafte Bild-
punkte mit hoher Disparita¨t zuru¨ckzufu¨hren. Die Mittelwerte der Messungen sind im linken
Diagramm von Abbildung 6.8 visualisiert.
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Abbildung 6.7: Entfernungsmessungen mit dem Disparita¨tenbild unter verschiedenen Auflo¨sungen. Die
gru¨ne Linie zeigt jeweils die tatsa¨chliche Entfernung z, die roten Linien begrenzen den Genauigkeits-
bereich z ±∆z/2 bei einer Genauigkeit von 1/2 Subpixel. Der Basisabstand betra¨gt 299,45 mm und
die Brennweite 824 Pixel bei einer Bildauflo¨sung von 640× 480.
Falsche Ergebnisse von 100 Metern sind keine Fehlmessungen in dem Sinne, sondern entspre-
chen der Aussage ”keine Information“, da die Maximaldistanz des Filters auf diesen Wert
gesetzt ist und dieser Wert ausgegeben wird, sofern keine gu¨ltigen Werte im entsprechen-
den Bereich des Tiefenbildes verfu¨gbar sind. Wie in Abbildung 6.6 zu sehen ist, ist nur der
Rand des Baumes kontrastreich genug, um eine Tiefenscha¨tzung zu ermo¨glichen. Dies kann
bei großen Hindernisobjekten zu Problemen fu¨hren, wenn der Rand nicht mehr sichtbar und
damit keine Entfernungsmessung mo¨glich ist. Bei der Bildauflo¨sung von 80× 60 Bildpunkten
ist dies im Gegensatz zu Bildern anderer Gro¨ße ab der Messung von 40 Metern stets der Fall.
Werden die Ausgangsbilder auf 40×30 Pixel herunter gerechnet, nimmt der Rand, in dem keine
gu¨ltigen Disparita¨ten verfu¨gbar sind, das gesamte Bild ein, was eine Entfernungsmessung nicht
ermo¨glicht. Die Ergebnisse der Entfernungsmessung sind in diesem Fall und auch bei noch
geringeren Bildauflo¨sungen komplett unbrauchbar und wurden daher nicht mit aufgezeichnet.
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Abbildung 6.8: Mittelwerte (links) und Standardabweichung (rechts) der Entfernungsmessungen, als
Kreuze markiert. Die verschiedenen Bildauflo¨sungen sind farblich gekennzeichnet: 640× 480 blau (+),
320 × 240 cyan (◦), 160 × 120 magenta (?) und 80 × 60 rot (×). Die farbigen Linien entsprechen der
echten Distanz (links) bzw. der jeweiligen Entfernungsauflo¨sung (rechts) bei einer Genauigkeit von 1/2
Subpixel.
Daru¨ber hinaus ist ersichtlich, dass die Streuung der Werte bei ho¨heren Auflo¨sungen entgegen
der theoretischen Vermutung nicht geringer ist, eine Veranschaulichung liefert Abbildung 6.8
(rechts). Die Verkleinerung der Bilder und die damit verbundene Gla¨ttung reduziert dort
das Rauschen der Stereobilder und damit den Anteil fehlerhafter Tiefenscha¨tzungen. Die
Genauigkeit ist oft sogar besser als bei ho¨heren Auflo¨sungen. Das Fazit der Messungen ist,
dass bei dieser Versuchsanordnung die Bilder mit 640×480, 320×240 und 160×120 Punkten
zur Kollisionsvermeidung herangezogen werden ko¨nnen. Bei einer Auflo¨sung von 320 × 240
Pixel ist die Streuung derjenigen Messwerte, deren Mittel in etwa der wirklichen Entfernung
entspricht, am geringsten.
6.3.4 Simulation eines Fluges
In diesem Versuch wird die gesamte Simulationsumgebung verwendet – es entsteht ein Regel-
kreis mit Kameras, Bildverarbeitung, Flugsimulation und der Erzeugung von Bildern. Dabei
wird in der Simulation eine Umgebungswelt erzeugt, die als Hindernis den oben dargestellten
Baum zeigt und ansonsten aus einer hindernisfreien Landschaft besteht.
Die Weltkoordinaten (xg, yg, zg) des Baumes sind (−60,−200, 0), die Startposition des Heli-
kopters ist (−60, 100, 0). Der Baum besitzt einen Durchmesser von 10 m. Bezugspunkt des
Koordinatensystems ist ein fest definierter Punkt der Simulationsumgebung, die xg-Achse
zeigt nach Norden. Die xf -Achse des Helikopters ist nach Westen ausgerichtet, ein Flug in
diese Richtung wu¨rde eine Kollision mit dem Hindernis verursachen.
Die Verwendung der in dieser Arbeit implementierten Kollisionsvermeidung ermo¨glicht die
Erkennung des Hindernisses und das Senden von Flugkommandos an den Helikopter. Funk-
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tioniert die Kollisionsvermeidung korrekt, wird der Kurs entsprechend gea¨ndert und der He-
likopter fliegt an dem Hindernis vorbei. In diesem Fall wird kein Kommando zur A¨nderung
des Steuerkurses (Azimut) erzeugt. Es ist demnach zu erwarten, dass bei Erkennung des
Hindernisses der Helikopter an diesem vorbei und in die gleiche Richtung weiter fliegt.
Bei der Simulation wurde der Radius des Sicherheitskorridors (Sicherheitsradius) und der
Schwellwert (Ausweichdistanz ) variiert, bis zu dem ein Ausweichen stattfinden soll. Ebenso
wurden die Kamerabilder auf verschiedene Auflo¨sungen skaliert. Die Maximalgeschwindig-
keit v0 des Helikopters ist in jedem Fall 5 m/s, die Bremsbeschleunigung a ist auf 2 m/s
2
begrenzt. Nach der beschriebenen Bewegungsgleichung 5.17 (Seite 83) mit den dort verwen-
deten Verzo¨gerungswerten kann der Helikopter innerhalb von 12,5 m anhalten – dies ist der
minimale Wert fu¨r die Ausweichdistanz. Ebenso mu¨ssen Hindernisse bis zu dieser Entfernung
erkannt werden ko¨nnen. In der verwendeten Sichtsimulation sind Entfernungsmessungen von
u¨ber 50 m mo¨glich, sie ist damit geeignet fu¨r Flu¨ge unter gegebenen Bedingungen.
Nr. Bildauflo¨sung Sicherheitsradius Ausweichdistanz Ergebnis
1 640× 480 1,0 m 30 m Hindernis umflogen
2 640× 480 1,5 m 30 m Hindernis umflogen
3 640× 480 2,5 m 30 m vor Hindernis angehalten
4 320× 240 1,5 m 30 m vor Hindernis angehalten
5 320× 240 1,0 m 30 m Hindernis umflogen
6 320× 240 2,0 m 50 m Hindernis umflogen
7 160× 120 2,0 m 30 m vor Hindernis angehalten
8 160× 120 1,0 m 30 m Hindernis umflogen
Tabelle 6.3: Ergebnisse des Simulationsversuchs mit verschiedenen Einstellungen der Kollisionsvermei-
dung.
Tabelle 6.3 zeigt die Ergebnisse von simulierten Flu¨gen mit verschiedenen Einstellungen. In
allen Flu¨gen konnte das Hindernis erkannt und eine Kollision vermieden werden. Allerdings ist
in einigen Fa¨llen ein Stopp vor dem Baum erfolgt, es konnte kein alternativer Ausweichkurs
gefunden werden. Abbildung 6.9 zeigt die Bahnen der einzelnen Simulationsflu¨ge.
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Abbildung 6.9: Flugbahnen des Helikopters beim Simulationsversuch. Hinderniserkennung bei Bild-
auflo¨sungen von 640 × 480 (blau), 320 × 240 (cyan) und 160 × 120 Pixel (gru¨n). Zum Vergleich:
Flugbahn ohne Hinderniserkennung (rot). In der Darstellung ist der Helikopter von rechts nach links
geflogen.
Gro¨ßere Sicherheitsradien und geringere Ausweichdistanzen fu¨hren dazu, dass der Helikopter
das Hindernis nicht umfliegt, sondern vorher anha¨lt. Bei großen Sicherheitsradien mu¨ssen freie
Bereiche entsprechend gro¨ßer sein und es ist damit wahrscheinlicher, dass kein freier Bereich
gefunden wird. Bei kleinen Ausweichdistanzen reagiert der Helikopter beim Heranfliegen zu
spa¨t auf das Hindernis, wodurch es in den Kamerabildern gro¨ßer ist und ebenfalls keine
Ausweichmo¨glichkeiten mehr gefunden werden. Ebenso zeigt sich, dass auch mit geringerer




Gegenstand dieser Arbeit ist die Entwicklung einer Strategie zur Kollisionsvermeidung unter
Verwendung von Kamerabildern. Sie ist insbesondere fu¨r den unbemannten Kleinhubschrau-
ber ARTIS gedacht.
Fu¨r die Kollisionsvermeidung sind einige Vorbetrachtungen erforderlich. Zuna¨chst mu¨ssen
aus Kamerabildern dreidimensionale Informationen der Umgebung entnommen werden. Da
dies aus einem Einzelbild nicht mo¨glich ist, wird eine Stereokamera verwendet. Zwei Kameras
erfassen die Umgebung aus verschiedenen Perspektiven und lassen so eine Rekonstruktion der
Umgebung zu, sofern die innere und a¨ußere Orientierung jeder Kamera bekannt ist.
Die Kalibrierung der Stereokamera ermo¨glicht eine genaue Messung der inneren Parameter
und der relativen Orientierung beider Kameras. Durch Entzerrung und Rektifikation wer-
den Bilder erzeugt, die der standard-stereoskopischen Anordnung entsprechen. Damit ist es
im Vergleich zu einer beliebigen Kameraanordnung relativ einfach mo¨glich, aus den beiden
Bildern die dreidimensionalen Koordinaten von Objektpunkten in einem kamerafesten Koor-
dinatensystem zu berechnen.
Fu¨r die Darstellung der Tiefeninformation wird ein Bild erzeugt, das fu¨r jeden Bildpunkt
ein Maß fu¨r die Entfernung des dargestellten Objektpunktes entha¨lt. Aus den Punkten die-
ses Tiefenbildes lassen sich unter Verwendung der Kameraparameter die Koordinaten der
dargestellten Objektpunkte berechnen.
Die Kollisionsvermeidung wertet die erzeugten Tiefenbilder aus. Hierbei wird die a¨ußere Ori-
entierung der Kamera, d.h. dessen Position am Helikopter, beno¨tigt. Damit lassen sich Ob-
jektkoordinaten mit Bezug zum Helikopter herstellen. Ziel der Tiefenbildauswertung ist die
Erkennung von Hindernissen, die sich direkt vor dem Helikopter befinden und bei angenom-
menem Geradeausflug zu einer Kollision fu¨hren wu¨rden. Werden nahe Hindernisse erkannt,
muss der aktuelle Kurs gea¨ndert werden. Naheliegend sind Ausweichmano¨ver mit mo¨glichst
wenig Richtungsa¨nderungen zum Umfliegen der Hindernisse. Dazu wird im Tiefenbild nach
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hindernisfreien Bereichen gesucht. Falls solche Bereiche gefunden werden, kann der Helikopter
dorthin fliegen und es wird eine Anweisung zur Kursa¨nderung an die Flugsteuerung gesendet.
Werden im Tiefenbild keine freien Regionen gefunden, muss der Helikopter an der aktuellen
Position anhalten – es wird ein entsprechendes Kommando gegeben.
In dieser Arbeit ist das entwickelte Verfahren zur Kollisionsvermeidung in einer Flugsimulati-
on erprobt worden. Es wurde die innere, relative und a¨ußere Orientierung der Stereokamera in
der Simulationsumgebung ermittelt und die Zuverla¨ssigkeit der Entfernungsmessung getestet.
Abschließend erfolgte ein simulierter Flug mit dem Ziel, die Kollision zu einem Hindernis zu
verhindern. Die Versuche zur Kollisionsvermeidung verliefen erfolgreich.
Die Arbeit hat gezeigt, dass die stereoskopische Tiefenscha¨tzung zur Findung von Hinder-
nissen und Ausweichmo¨glichkeiten geeignet ist. Die verwendete Software zur Berechnung von
Tiefenbildern ist dazu ausreichend schnell und genau, ebenso sind Bildauflo¨sung und -qualita¨t
der Kameras akzeptabel. Die nachtra¨gliche Filterung der Tiefenbilder kann einige Schwach-
stellen der verwendeten Software ausgleichen, das Resultat sind weniger fehlerhafte Bilder.
Allerdings entstehen optimale Tiefenbilder erst nach der manuellen Justierung der Parameter
des Tiefenfilters durch den Anwender. Das Finden von Regeln zur adaptiven Einstellung die-
ser Parameter und damit zur automatischen Optimierung der Tiefenbilder bietet ein hohes
Potenzial fu¨r zuku¨nftige Forschungen. Ziel kann beispielsweise die Entwicklung eines Filters
auf Basis der hier verwendeten Software sein, der in jeder Situation bestmo¨gliche Tiefen-
karten erzeugt und, im Gegensatz zu bereits vorhandenen globalen Optimierungsmethoden,
echtzeitfa¨hig ist.
Daru¨ber hinaus kann die in der Einfu¨hrung bereits erwa¨hnte Tiefenbilderzeugung auf einem
FPGA den Bildverarbeitungsrechner entlasten. Dadurch steht anderen Anwendungen, die
auf dem gleichen System laufen, wesentlich mehr Rechenleistung zur Verfu¨gung. Beispielswei-
se ha¨tte dann die Bildanalyse zur Kollisionsvermeidung eine ho¨here Bildwiederholrate und
ko¨nnte dem Helikopter in ku¨rzeren Intervallen Richtungsanweisungen geben.
Offen ist, inwieweit die Ergebnisse aus der Simulationsumgebung auf reale Flu¨ge u¨bertragbar
sind. Die Reaktion des Helikopters auf Steuerkommandos kann weitestgehend nachgebildet
werden, allerdings ist es nicht bekannt, ob dies auch auf die Bilderzeugung und -verarbeitung
zutrifft. Das Abfilmen von Bildschirmen, die eine gerenderte 3D-Landschaft zeigen, hat andere
Schwachstellen als die Aufzeichnung einer echten Umgebung. Erst die Flugversuche mit dem
ARTIS-Helikopter ko¨nnen die Funktionstauglichkeit der Kollisionsvermeidung unter realen
Bedingungen beweisen. Der Vergleich zwischen Flug und Simulation hinsichtlich Genauigkeit,






Ausgangspunkt fu¨r die Positionsscha¨tzung der Kamera ist ein Bild eines planaren Kalibrier-
musters, welches n signifikante Punkte, z.B. Ecken, entha¨lt. Die Lage der Punkte bezogen
auf den Ursprung des Kalibriermusters ist bekannt, ebenso die Lage der entsprechenden Bild-
punkte. Die Bildpunkte seien mit xi, die Objektpunkte des Musters mit qi bezeichnet, mit
i ∈ {1, ..., n}.
Die Beziehung zwischen Bild- und Objektpunkten ist unter Verwendung homogener Koordi-
naten
zixi = K[Rt]qi (A.1)
mit einer unbekannten Skalierung zi, der Kameramatrix K und der Projektionsmatrix [Rt],
die die Rotation zwischen Objekt- und Bildebene beschreibt. Unter Verwendung einer kali-
brierten Kamera sei die KameramatrixK die Einheitsmatrix – die gegebenen Bildkoordinaten
liegen entsprechend in normiertem Format vor. Damit ist zixi = [Rt]qi und die Skalierung
zi gegeben durch
zi = eTz [Rt]qi (A.2)
mit ez = (0, 0, 1)T . Es folgt
(xi eTz − I) [Rt]qi = 0 (A.3)
mit der gesuchten Kameraposition [Rt].
Bei der linearen Positionsbestimmung sei ohne Beschra¨nkung der Allgemeinheit das verwen-
dete Koordinatensystem so definiert, dass die Ebene der Objektpunkte qi durch die x- und
y-Achse aufgespannt wird. Die z-Komponente aller Objektpunkte ist unter dieser Vorausset-
zung gleich null. Es ist also eTz qi = 0 (∀i).
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Mit qi = (qix, qiy, qiz, 1)T und [Rt] = [r1 r2 r3 t] ergibt sich aus Gleichung A.3 unter der
festgelegten Bedingung qiz = 0 die Gleichung
(xi eTz − I)[r1 r2 t]
 qixqiy
1
 = 0. (A.4)
Dieses lineare Gleichungssystem la¨sst sich durch Anordnung der skalaren Elemente von r1, r2




 = 0 (A.5)
umstellen, mit der 2n× 9-Matrix
F =

q1x 0 −q1xx1x q1y 0 −q1yx1x 1 0 −x1x










qnx 0 −qnxxnx qny 0 −qnyxnx 1 0 −xnx
0 qnx −qnxxny 0 qny −qnyxny 0 1 −xny
 (A.6)
und den Bildpunkten xi = (xix, xiy, 1)T .
Es kann gezeigt werden, dass rang(F) = 8 gilt, sofern mindestens vier Punkte existieren,
von denen keine drei Punkte kollinear sind. Rauschen fu¨hrt allerdings zu Fehlern bei der
Erkennung der Bildpunkte, so dass F normalerweise vom Rang 9 ist.




)T , welcher Gleichung A.5
minimiert, la¨sst sich durch Singula¨rwertzerlegung1 finden.
Sei die Singula¨rwertzerlegung F = UDVT mit der Diagonalmatrix D = diag(d1, ..., d9) und
d1 ≥ . . . ≥ d9. Dann lo¨st der Singula¨rvektor (rˆT1 rˆT2 tˆT )T , der mit dem kleinsten Singula¨rwert
d9 korrespondiert, das Minimierungsproblem. Es ist also die letzte Spalte der Matrix V.
Falls no¨tig, wird der Ergebnisvektor negiert, um die Gleichung tˆz ≥ 0 zu erfu¨llen. Da sich das
Objekt vor der Kamera befinden muss, existiert eine positive Translation in z-Richtung, die
dadurch sichergestellt ist.
Die letztendlich ausgegebene skalierte Translation t ist
t =
2tˆ
(‖rˆ1‖+ ‖rˆ2‖) . (A.7)
1Jede komplexe Matrix M vom Rang r la¨sst sich in drei Matrizen U,D,V in der Form M = UDV∗ zerlegen.
V∗ bezeichnet die adjungierte Matrix von V, die im reellen Fall der transponierten Matrix VT entspricht.
Die Spaltenvektoren von U und V sind orthonormal und D eine Diagonalmatrix mit r positiven, der Gro¨ße
nach geordneten Singula¨rwerten [Wil03].
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Die Rotationsmatrix R la¨sst sich aus den Vektoren rˆ1 und rˆ2 errechnen. Sei die Singula¨rwert-
zerlegung (rˆ1 rˆ2 0) = UDVT , so ist R = UVT [Fo¨r99]. Um sicherzustellen, dass es sich um
eine Rotationsmatrix handelt, muss det(R) = 1 gelten. Falls sich eine Determinante von −1
ergibt, wird die letzte Spalte von R negiert.
Die so ermittelte Rotation und Translation ist aufgrund von Rauschen und der Tatsache,
dass 9 Parameter in einem System von 6 Freiheitsgraden gescha¨tzt werden, fehlerbehaftet.
Die ermittelte Genauigkeit ist fu¨r eine Positionsscha¨tzung mo¨glicherweise nicht ausreichend.
Allerdings existiert ein nichtlineares Verfahren, das die Genauigkeit iterativ erho¨ht. Als Start-
werte fu¨r dieses Verfahren sind die linear ermittelten Werte geeignet.
Die Ungenauigkeit sei dargestellt durch den Fehlervektor G = (GT1 . . . G
T
n ) mit den Elementen
Gi = (xieTz − I) [Rt]qi, (A.8)
wobei die letzte Zeile der Ergebnismatrix ignoriert wird. Die Rotationsmatrix R wird para-
metrisiert durch die Eulerwinkel ω, ϕ und κ Die sechs Scha¨tzparameter β fu¨r die nichtlineare
Optimierung sind damit β = (ω ϕκ tx ty tz)T .
Mit der mehrdimensionalen Newton-Raphson-Methode2 erfolgt die Approximation einer Null-
stelle von ‖G‖ und damit eine iterative Scha¨tzung von β. Es ist
βn+1 = βn − kn(DβG|βn)†G(βn) (A.9)
mit einer adaptiven Schrittweite kn, der Jacobimatrix DβG mit den Ableitungen von G nach
β und dem Moore-Penrose Pseudoinversen3 (DβG|β)† von DβG|β. Als Startwert β0 wird das
Ergebnis der linearen Scha¨tzung verwendet.
Mit diesem Verfahren erfolgt eine genauere Scha¨tzung der Rotation und Translation. Aufgrund
der Nichtlinearita¨t ko¨nnen weitere, falsche lokale Minima existieren. Daher muss der Startwert
ausreichend genau sein, damit die korrekte Nullstelle von ‖G‖ angena¨hert wird.
2Das Newton-Raphson-Verfahren dient zur iterativen Lo¨sung von nichtlinearen Gleichungen und Gleichungs-
systemen mit Hilfe der Differentialrechnung. Im eindimensionalen Fall ist die Nullstelle einer Tangente an
einem Punkt die Na¨herungslo¨sung bzw. Ausgangspunkt fu¨r den na¨chsten Iterationsschritt [Gou01].
3Ist mit M = UDV∗ die Singula¨rwertzerlegung der Matrix M gegeben, so ist das Pseudoinverse M† =
VD†U∗. Das Pseudoinverse der DiagonalmatrixD† ergibt sich aus den Reziproken aller von null verschiedenen
Diagonalelemente, sonstige Elemente sind null [Wil03]. Die Eigenschaften sind dem Inversen a¨hnlich, es ist
allerdings auch fu¨r nichtquadratische Matrizen definiert.
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A.2 Die Fundamentalmatrix
Die Fundamentalmatrix beschreibt die Beziehung zwischen zwei Bildpunkten auf verschie-
denen Bildebenen, die den gleichen Objektpunkt darstellen. Die beiden Bildpunkte sind mit
zwei Kameras aus verschiedenen Positionen und Blickwinkeln aufgezeichnet.
Prinzipiell ist die Lagebeziehung der Kameras so gegeben, dass die zweite Kamera bezogen
auf die erste verschoben und rotiert ist, beschrieben durch einen Translationsvektor t =
(tx, ty, tz)T und eine Rotationsmatrix R.
Zur Vereinfachung stellt die erste Kamera das Weltkoordinatensystem, d.h. die Translation
und Rotation bezu¨glich des ersten Kamerazentrums ist null. Nach der Projektion in homoge-
nen Koordinaten (Gleichung 2.9, Seite 10) ist damit
P1 = K1[I 0] , bzw. P2 = K2[Rt] (A.10)
mit der Einheitsmatrix I und dem Nullvektor 0 zur Beschreibung einer nicht vorhanden
Translation und Rotation. Eingesetzt in Gleichung 2.8 (Seite 10) ergibt sich
z1m˜1 = K1[I 0]M˜ , bzw. z2m˜2 = K2[Rt]M˜. (A.11)





1 m˜1 = 0. (A.12)
Dabei ist [t]× die antisymmetrische Kreuzproduktmatrix von t.
Die Fundamentalmatrix F ergibt sich aus der Substitution
F := K−T2 [t]×RK
−1
1 (A.13)
und es folgt aus Gleichung A.12 letztendlich
m˜T2 Fm˜1 = 0. (A.14)
Sind zusa¨tzlich die internen Parameter der Kamera bekannt oder die normierten Bildpunkte
m˜c1 := K−11 m˜1 bzw. m˜c2 := K
−1
2 m˜1 gegeben, la¨sst sich die Beziehung dieser beiden Punkte
durch die essentielle Matrix E von Longuet-Higgins [Lon81] beschreiben – es ist
E = [t]×R (A.15)
und
m˜Tc2Em˜c1 = 0. (A.16)
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Die Fundamentalmatrix F hat folgende Eigenschaften:
• Es ist det(F) = 0.
• Es ist rang(F) = 2.
• F ist skalierungsinvariant. F kann nur bis auf einen skalaren Faktor bestimmt werden,
jedes Element dieser Menge von Matrizen bildet einen Punkt m˜ auf die gleiche Linie l
ab.
• F besitzt 7 Freiheitsgrade.
• Fu¨r die beiden Epipole e1 und e2 gilt: Fe1 = FT e2 = 0.
• Die umgekehrte Beziehung zwischen zwei korrespondierenden Punkten ist durch die
transponierte Fundamentalmatrix beschrieben. Es gilt die Gleichung m˜T1 F
T m˜2 = 0.
A.3 Bestimmung der Fundamentalmatrix
Sei die Beziehung korrespondierender Punkte durch die Gleichung A.14 mit den Punkten
m˜ := m˜1 und m˜′ := m˜2 gegeben, welche die Elemente (x, y, 1)T bzw. (x′, y′, 1)T besitzen.
Die Fundamentalmatrix F besitzt die neun Elemente f11, ..., f33. Aus der Gleichung m˜′T Fm˜
folgt (
x′ y′ 1




 = 0. (A.17)
Sei f die Schreibweise der Matrix F in einer Spalte, also f = (f11, f12, ..., f33)T . Es folgt daraus(
x′x x′y x′ y′x y′y y′ x y 1
)
f = 0. (A.18)






















x′nxn x′nyn x′n y′nxn y′nyn y′n xn yn 1
 f = Af = 0. (A.19)
Gesucht ist eine Lo¨sung f 6= 0, welche die Gleichung bei gegebenen Punkten, also der Matrix
A, erfu¨llt. Eine Lo¨sung ist als eine unendliche Menge von Ergebnissen zu verstehen, die sich
nur durch einen skalaren Faktor unterscheiden – die Fundamentalmatrix ist skalierungsinva-
riant. Alle Elemente einer solchen Lo¨sungsmenge stellen die gleiche Abbildung zwischen zwei
korrespondierenden Bildpunkten dar.
Da f 7 Freiheitsgrade besitzt, kann die Gleichung ab einer Anzahl von 7 Punktpaaren gelo¨st
werden. In diesem Fall ist rang(A) = 7. Basierend auf der Annahme, dass sich mit Hilfe
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der Singula¨rwertzerlegung zwei Vektoren f1 und f2 finden lassen, die den Nullraum von A
aufspannen., d.h. die Gleichung Af = 0 lo¨sen. Dieser hat die Form
αF1 + (1− α)F2, (A.20)
mit den aus den Vektoren erzeugten Matrizen F1 und F2, sowie dem Skalar α. Wegen det(F) =
0 ist
det(αF1 + (1− α)F2) = 0, (A.21)
was bei Kenntnis von F1 und F2 in einem Polynom 3. Grades in α resultiert, mit einer oder
drei reellen Lo¨sungen. Sie ergeben somit maximal drei Lo¨sungen der Gleichung
F = αF1 + (1− α)F2, (A.22)
also bis zu drei mo¨gliche Fundamentalmatrizen. Falls mehr als eine Lo¨sung existiert, kann
diejenige Fundamentalmatrix als die geeignetste angesehen werden, dessen Epipolarlinien die
geringsten Absta¨nde zu den entsprechenden Passpunkten haben.
Da die verwendeten Passpunktpaare u.a. durch Rasterung und Bildrauschen eine Ungenau-
igkeit besitzen, hat die so errechnete Fundamentalmatrix F einen gewissen Fehler, der bei
nur 7 verwendeten Punktpaaren recht groß werden kann. Sind mehr als 7 Punkte, d.h. n ≥ 8
Punkte bekannt, lassen sich nach Zhang [Zha98b] die Gleichungen A.14 bzw. A.19 durch
anfa¨ngliches Ignorieren der Bedingung rang(F) = 2 in ein Minimierungsproblem zur Suche











Zusa¨tzlich wird ‖f‖ = 1 gefordert, um solche Ergebnisse, die sich nur um einen Faktor unter-
scheiden, auf eines zu reduzieren und bei der folgenden Eigenwertanalyse keines der Elemente
von F zu bevorzugen. Stellt man den Term des oben gesuchte Minimums um, ist
min
f
fT AT Af (A.24)
gesucht. Fu¨r einen Eigenvektor f der 9× 9-Matrix AT A ist
AT Af = λf, (A.25)
der Eigenvektor f mit dem kleinsten Eigenwert λ minimiert somit den Term.
Praktisch kann dieser Vektor mit Hilfe der Singula¨rwertzerlegung gefunden werden. In der
Zerlegung A = UDVT ist f ist die letzte Spalte der Rechtssingula¨rmatrix V.
Nach [Har95a] gibt es die Alternative, anstatt ‖f‖ = 1 das Matrixelement f33 = 1 zu setzen
und die Methode der kleinsten Quadrate anzuwenden, um das Minimierungsproblem zu lo¨sen.
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Die hierbei entstandene Lo¨sung ist ein Vektor f, dessen zugeho¨rige Fundamentalmatrix F
jedoch die Singularita¨tseigenschaft nicht besitzt, d.h. nicht vom Rang 2 ist. Die mit Hilfe
einer solchen Matrix ermittelten Epipolarlinien stellen zwar die Beziehungen der untersuchten
Punktpaare dar, mu¨ssen sich aber nicht in einem gemeinsamen Epipol schneiden. Dazu muss
eine Na¨herung gefunden werden, welche diese Eigenschaft besitzt.
Es wird eine Scha¨tzung F′ von F durchgefu¨hrt, die Rang 2 besitzt und die Bedingung
det(F′) = 0 erfu¨llt. Dabei soll die Frobeniusnorm ‖F−F′‖F minimal sein. Sei F = UDVT die
Singula¨rwertzerlegung von F mit der Diagonalmatrix D = diag(r, s, t) und r ≥ s ≥ t, so mini-
miert F′ = UD′VT mit D′ = diag(r, s, 0) die Abweichung ‖F−F′‖F . Die Fundamentalmatrix
F′ erfu¨llt nun die geforderten Eigenschaften.
Hartley [HZ00] nennt diesen 8-Punkte-Algorithmus eine einfache Methode, die Fundamen-
talmatrix zu berechnen. Dieses Verfahren wird auch Zhang und Luong et al. [Luo+93] als
geeignet pra¨sentiert. Allerdings existiert stets die Tendenz, dass die Epipole in die Na¨he der
Mitte des jeweiligen Bildes gesetzt werden. Die Normierung der Koordinaten nach Hartley
verhindert diesen Seiteneffekt. Daru¨ber hinaus existiert von Zhang [Zha98b] ein iteratives
Verfahren, das den Fehler der Fundamentalmatrix noch weiter minimiert, Vergleiche mit der
Normierung werden von Hartley [Har95a] durchgefu¨hrt. Die Scha¨tzung der Epipole nach Chen
et al. [Che+00] bringt ebenfalls optimierte Ergebnisse. Ebenso kann die Robustheit durch das
Aussortieren fehlerhafter bzw. ungenauer Passpunktpaare nach Torr und Murray [TM95] ver-




In der Arbeit werden, sofern nicht anders erwa¨hnt, folgende Formelzeichen verwendet:
x× y Kreuzprodukt der 3D-Vektoren x und y.
x˜ Punkt in homogenen Koordinaten.
[. . .]T Transponierte(r) Vektor bzw. Matrix.
[. . .]−T Transponierte inverse Matrix. Es ist [. . .]−T = ([. . .]−1)T = ([. . .]T )−1.
0 Nullvektor.
b Stereoskopische Basis. Horizontaler Abstand der beiden Kameras im idealen Mo-
dell.
b1, b2 Verzeichnungsparameter fu¨r Affinita¨t und Scherung.
d Disparita¨t. Der Abstand korrespondierender Punkte.
f Kamerakonstante bzw. Brennweite einer Kamera.
c, c1, c2 Kamerazentrum bzw. Zentren der linken und rechten Kamera.
F Die Fundamentalmatrix zur Projektion eines Bildpunktes auf die entsprechende
Epipolarlinie des anderen Bildes.
g8, g16 Disparita¨tenbild mit 8 bzw. 16 Bit pro Bildpunkt. g(u, v) bezeichnet den Wert
eines Bildpunktes des jeweiligen Bildes mit den Koordinaten (u, v).
I Einheitsmatrix.
IL Bild der L-ten Pyramidenebene des Tiefenbildes.
K Kameramatrix. Entha¨lt Brennweiten und Bildhauptpunkt einer Kamera.
k1, k2, k3 Radial-symmetrische Verzeichnungsparameter.




p1, p2 Radial-asymmetrische und tangentiale Verzeichnungsparameter.
R Rotationsmatrix.
[R t] Projektionsmatrix, zusammengesetzte Matrix aus R und t.
t Translationsvektor.
tx, ty, tz Elemente des Translationsvektors t.
[t]× Antisymmetrische Kreuzproduktmatrix von t. Es ist
[t]× = [(tx, ty, tz)T ]× =
 0 −tz tytz 0 −tx
−ty tx 0
 ,
die Matrix erfu¨llt fu¨r alle 3D-Vektoren x die Gleichung [t]×x = t× x.
u, v Koordinaten eines Bildpunktes. u ist die horizontale, v die vertikale Komponente.
x0, y0 Bildhauptpunkt.
x, y, z x-, y- und z-Koordinaten eines Punktes im dreidimensionalen Raum. Bei Bild-
koordinaten ist x die horizontale und y die vertikale Komponente. In Kamerako-
ordinaten ist z die Entfernung, in Helikopterkoordinaten wird die x-Komponente
als Entfernung betrachtet. Daru¨ber hinaus werden die Großbuchstaben X,Y, Z
zur Darstellung von 3D-Punkten verwendet.
xc, yc, zc Kamerafeste Koordinaten.
xf , yf , zf Helikopterfeste Koordinaten.
xg, yg, zg Erdfeste Koordinaten.
xLenkung Hindernisdistanz, bis zu der ein Ausweichen bzw. Anhalten kommandiert wird.
xˆLenkung Minimal mo¨gliche Hindernisdistanz zum kollisionsfreien Anhalten bzw. Auswei-
chen.
ω, ϕ, κ XY Z-Eulerwinkel, die die Rotation der Kamera beschreiben.
In der Regel sind Skalare mit kursiven Klein- oder Großbuchstaben, Punkte im Raum mit
Großbuchstaben bezeichnet. Halbfette Kleinbuchstaben bezeichnen ebenfalls Punkte (Vekto-
ren), halbfette Großbuchstaben Matrizen. Weitere, nur in einem konkreten Zusammenhang
verwendete Formelzeichen und Abweichungen von der hier aufgelisteten Darstellung sind im
Text erla¨utert, die Bezeichnungen sind an die verwendete Literatur angelehnt.
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