Many imaging problems, such as total variation reconstruction of X-ray computed tomography (CT) and positron-emission tomography (PET), are solved via a convex optimization problem with near-circulant, but not actually circulant, linear systems. The popular methods to solve these problems, alternating direction method of multipliers (ADMM) and primal-dual hybrid gradient (PDHG), do not directly utilize this structure. Consequently, ADMM requires a costly matrix inversion as a subroutine, and PDHG takes too many iterations to converge. In this paper, we present near-circulant splitting (NCS), a novel splitting method that leverages the near-circulant structure. We show that NCS can converge with an iteration count close to that of ADMM, while paying a computational cost per iteration close to that of PDHG. Through experiments on a CUDA GPU, we empirically validate the theory and demonstrate that NCS can effectively utilize the parallel computing capabilities of CUDA.
1. Introduction. Many imaging problems are solved via the optimization problem
where g is a convex function, A ∈ R m×n , b ∈ R m , and the variable x ∈ R n represents the (vectorized) image to reconstruct or restore. One popular method to solve (1.1) is alternating direction method of multipliers (ADMM) or equivalently Douglas-Rachford splitting (DRS)
which converges for any α > 0 [27, 28, 51, 22, 42, 36, 29, 12, 54] . (This is not the usual form of ADMM. We performed a few changes of variables, as shown in Section 7.) Here, (A T A) + denotes the pseudoinverse of A T A. When we can run ADMM, empirical evidence supports that it converges with relatively few iterations. However, we often cannot run ADMM, as (A T A) + is too expensive to (directly) compute when, say, n ≥ 256 2 . If A T A is circulant, we can compute (A T A) + efficiently with the fast Fourier transform (FFT), but this is not the case in the applications we consider. The cost of even a single iteration of ADMM is prohibitively expensive. While it is possible to solve the linear system iteratively with an inner loop, doing so raises the question of when to terminate the inner loop and under what condition can we theoretically ensure convergence of the approximate ADMM.
Another popular method to solve (1.1) is primal-dual hybrid gradient (PDHG), also known as the Chambolle-Pock method,
which converges for γ/α ≥ λ max (A T A) [69, 53, 23, 12, 13, 61] . The application of (A T A) + is the only difference between ADMM and PDHG. While PDHG has a low cost per iteration, the method often takes too many iterations, and empirically speaking the total cost, (cost per iteration) × (# of iterations), is large.
In the imaging applications we consider, the matrix A T A is not circulant, but near-circulant. Because A T A is big and not circulant, we cannot use ADMM. On the other hand, PDHG may take prohibitively many iterations. In this paper, we present near-circulant splitting (NCS), a splitting method that leverages the near-circulant structure of A T A. The method converges with an iteration count close to that of ADMM, while paying a cost per iteration close to that of PDHG.
1.1. Near-circulant matrices. We say A T A is near-circulant if there is a circulant matrix C such that C ≈ A T A. Near-circulant matrices arise in many imaging applications. Consider, for example, reconstruction of X-ray computed tomography (CT) with 2D parallel beam geometry under total variation penalty [34, 57] :
where g(y, z) = (1/2) y 2 + λ z 1 , R is the discrete Radon transform, and D is the finite difference operator. Sections 2 and 4 provide further details. With
we have an instance of (1.1). If R T R and D T D are near-circulant, then so is A T A. Let R denote the (continuous) Radon transform. Then R is a discretization of R. Write R * for the adjoint of R, which represents backprojection. Then R T is a discretization of R * and R T R is a discretization of R * R, a linear spatially invariant operator [20] . Since the Fourier transform operator F diagonalizes linear spatially invariant operators,
for somek : R 2 → C, wheref = F(f ). We can discretize in the Fourier domain and obtain an alternative discretization F −1 diag(h)F of R * R for some h ∈ R n , where F denotes the discrete Fourier transform matrix. We now have two discretizations of R * R that are not necessarily equal:
To put it differently, discretizing R into R and then forming R T R is not the same as forming R * R and then discretizing. See Figure 1 . However, the two are approximately equal, since both approximate the same continuous linear operator R * R. Therefore R T R is near-circulant. The matrix D T D is a discretization of the Laplacian operator ∇ 2 under the Neumann boundary condition and is not circulant. Discretizing ∇ 2 under the periodic Fig. 1 : Illustration of the two discretizations in consideration.
boundary condition gives us a circulant discretizationL, andL ≈ D T D. See Section 2 for details.
as a circulant approximation to A T A. We can efficiently compute the pseudoinverse of this circulant approximation using the FFT. So A T A is near-circulant, but why is A T A not actually circulant? The first of the two reasons is boundary conditions. The discretized operator, which represents a physical imaging setup, works on a bounded domain. Usually, periodic boundary conditions are not used since they would not represent the actual imaging setup. Without periodic boundary conditions, A T A fails to be circulant. However, this reason is less interesting since zero-padding provides an easy computational fix for this issue [2] . See [11, Section 2.2] for a detailed discussion on boundary conditions in imaging.
The more interesting reason is that the discretization does not preserve spatial invariance. The applications of R * R or R T R entail a Cartesian to polar to Cartesian change of coordinates. The continuous R * R is spatially invariant. However, this change of coordinates breaks spatial invariance in the discretization R T R.
The main method.
We present an algorithm that leverages the near-
which converges for M αA T A. We call this method near-circulant splitting (NCS). For the best performance, we choose M = γI + αC, where C is a circulant approximation to A T A and γ > 0 is small.
Since M is circulant, we can compute M + efficiently via the FFT. This makes the cost per iteration of NCS close to that of PDHG. As we discuss in Section 3, the number of necessary iterations of NCS is close to that of ADMM when M ≈ αA T A.
Remark. NCS (and ADMM) requires the computation of M + , which by itself may be numerically unstable. However, the u-iterates depend on M + A T u k through AM + A T u k , so the stability of NCS requires the computation of M + to result in AM + A T being stable, which holds in practice.
1.3. Prior work and contributions. ADMM and DRS were first presented in [27, 28, 51, 22, 42, 36] , and PDHG was first presented in [69, 53, 23, 13] . These methods have been successfully applied to medical imaging [61, 54] . There has been a large body of work analyzing the convergence of ADMM/DRS and PDHG. The analysis of Section 3 utilizes proof techniques developed in such past work [7, 18, 14, 49, 19] .
Circulant and Toeplitz structures arise in a wide range of contexts and therefore have been studied extensively throughout the numerical linear algebra literature [62, 15, 45, 31, 66] .
One can interpret NCS as applying a preconditioner to PDHG. The general idea of accelerating splitting methods with preconditioning is not new. Pock and Chambolle studied the use of diagonal preconditioners applied to PDHG in [52] . Bredies and Sun applied preconditioners inspired by PDEs to DRS, with a focus on denoising and deblurring problems [10, 9] . These works present algorithms different from ours, have different convergence analyses, and do not utilize the near-circulant structure of the problem. The modified linearized Bregman algorithm of Cai et al. [11] applied to image deblurring does utilize circulant preconditioners, but the algorithm and convergence analysis are different.
One can also interpret NCS as a partial "linearization" of ADMM. Deng and Yin briefly discussed this idea and suggested using it with the finite difference operator, but not an imaging operator, in a paragraph of Section 1.1 of [21] . They analyze the rate of linear convergence under stronger assumptions than ours, involving strong convexity and smoothness, but these assumptions are not met in the applications we consider as the total variation loss is neither strongly convex nor smooth. In the general case, Deng and Yin establish convergence but do not analyze the rate.
The notion of near-circulant systems has been considered before. Fessler and Booth in [25] considered second order methods for differentiable optimization problems originating from medical imaging applications and proposed approaches to overcome the fact that the Hessians are near-circulant and not circulant. The setup in this work is different, since we do not assume differentiability, and the viewpoint is different, since we utilize near-circulance as an advantageous property.
Ramani and Fessler [54] used ADMM to solve (1.1) and used preconditioned conjugate gradient (PCG) with circulant approximations as preconditioners for the subproblem of computing the inverse. (They use the terminology "nearly shift invariant" systems.) In other words, they perform PCG as an inner loop. In comparison, NCS is conceptually and practically simpler as it requires no consideration of when to terminate the inner loop. For the applications we, as well as Ramani and Fessler, consider, a single iteration of NCS has essentially the same computational cost as a single iteration of PCG, and a single outer loop of Ramani and Fessler's approach requires multiple PCG iterations.
Zhao et al. [67] used the discrete Fourier and cosine transforms to respectively solve the ADMM subproblems with periodic and Neumann boundary conditions for the hyperspectral imaging problem with sparse and total variation regularization. However, this approach of using fast transforms does not apply to the linear system of our setup given by the discrete Radon transform.
Zhao et al. [67] used the discrete Fourier and cosine transforms to respectively solve the ADMM subproblems with periodic and Neumann boundary conditions for the hyperspectral imaging problem with sparse and total variation regularization. Lee et al. [40] considered a similar approach to large-scale regression problems in statistics. However, these approaches of using fast transforms do not apply to the linear system of our setup given by the discrete Radon transform.
O'Connor and Vandenberghe [48, 47] presented splitting methods for imaging problems with linear systems of the form of circulant plus sparse, which are similar to, but not the same as, the near-circulant linear systems considered in this work. They presented several methods that utilize this problem structure and empirically compared their performances. Their algorithms are different from ours, and they do not provide a theoretical justification of any observed speedup.
The key theoretical contribution of this work is the analysis of the rate of convergence of NCS. The theory, presented in Section 3, informs us on how to choose M . Bredies and Sun in [10, 9] establish a O(1/k) rate on the "ergodic" iterates, but their work does not directly inform us of how to choose the preconditioner.
Another contribution of this work is identifying applications with near-circulant structures that NCS can leverage. Section 4 discusses medical imaging applications and provides circulant approximations to their linear systems. Section 5 experimentally demonstrates that NCS provides a significant speedup, which is consistent with the theory of Section 3. In these applications, the dominant cost of NCS is the application of A and A T , which is embarrassingly parallel. Section 5 also demonstrates that NCS can be computationally accelerated with GPUs.
2. Definitions and preliminaries. In this section, we set up the notation and review standard results. For details, we refer the readers to standard references on linear algebra [32, 30, 39] , Radon transform and tomographic imaging [20, 64] , and convex analysis [56, 55, 8, 58, 4] .
Given a symmetric matrix A ∈ R n×n , we write A 0 to denote that A is positive 
. . , n. Circulant matrices are the discrete analogue of spatially invariant linear operators. The one-dimensional (1D) finite difference matrix is
As a circulant approximation, we useL n ≈ L n , wherẽ
In 2D, we use the 2D finite difference matrix D 2,n and
The matrices L n andL n respectively arise in the discrete Poisson equation with Neumann and periodic boundary conditions. We can think ofL n as a circulant approximation to the Toeplitz system L n . Approximating a Toeplitz system with a circulant system is a technique that has been explored in other applications [62, 16, 15, 50] . SinceL n is circulant, the DFT basis diagonalizes it, and we havẽ
An analogous result holds in the 2D case. The 2D Radon transform Rf of a function f :
where δ denotes the Dirac delta function. The adjoint R * of the Radon transform operator R is the backprojection operator:
If g = Rf , it can be shown that [20] . Thus R * R is a linear spatially invariant operator that evaluates the convolution with the radial kernel k. Applying the Fourier transform operator F on both sides and then taking the inverse, we obtain
wherek = Fk andf = Ff are the Fourier transforms of k and f , respectively.
for all x, y ∈ R n and θ ∈ [0, 1]. The conjugate of g is
The proximal operator with respect to g is
where α > 0. For many interesting functions, the proximal operator has a closedform solution. If prox (1/α)g is easy to compute, then so is prox αg * . This follows from Moreau's theorem,
The primal problem (1.1) has the dual problem
We say strong duality holds between (1.1) and (2.5) if their optimal values are the same.
Douglas-Rachford splitting (DRS) solves the optimization problem of minimizing
where α > 0. DRS converges to a solution if a solution exists, a dual solution exists, and strong duality holds, where the dual problem is maximizing −f * (−ν)−g * (ν) over ν ∈ R n .
Convergence analysis.
In this section, we analyze the convergence of NCS under the following assumptions:
g is convex and prox αg * is well defined.
A primal-dual solution pair exists and strong duality holds. (A2)
Assumptions (A1) and (A2) are standard. Convexity of g is a strong assumption, but it holds in many applications of interest. The other parts of (A1) and (A2) are made to rule out pathologies. Assumption (A3) is strong as it requires the entire spectrum of M to dominate the spectrum of αA T A, but such assumptions are commonly required for preconditioned nonlinear iterations [11] .
We now state our main results. 
3.1. Discussion. Theorem 3.1 establishes convergence and Theorem 3.2 establishes a rate of convergence with the additional assumption of Lipschitz continuity, which holds locally around the solution for the CT imaging problem.
For a given α, the bound of Theorem 3.2 is minimized when M = αA T A, which corresponds to ADMM. When M ≈ αA T A, we can expect NCS to converge with a similar number of iterations compared to ADMM. Theorem 3.2 to a certain extent explains why ADMM tends to converge in fewer iterations than PDHG.
At the same time, we would like to point out that the rate of Theorem 3.2 should not be considered a tight estimate. The theoretical convergence rates of splitting methods like PDHG and ADMM are upper bounds, and they rarely track the empirical rate; the rates come from a worst-case analysis, and the worst case rarely occurs. Nevertheless, the qualitative message of Theorem 3.2 persists in experiments.
The rate of Theorem 3.2 is of order O(1/ √ k), rather than O(1/k), because we analyze convergence of the actual iterates, rather than the "ergodic" iterates. It is possible to perform a similar analysis with the ergodic iterates to obtain a O(1/k)-rate and have a constant depending on αM − α 2 A T A in a similar manner.
Proofs
. We now prove Theorems 3.1 and 3.2. Assume (A1), (A2), and (A3) throughout this section. In [49] , O'Connor and Vandenberghe presented a reduction of PDHG to DRS. Our proof relies on a similar reduction inspired by theirs.
We write x for a primal solution and u for a dual solution throughout. Define the seminorm D(x, u) :
To clarify, we mean D 2 (x, u) = (D(x, u)) 2 . Let B ∈ R n×n be the positive semidefinite matrix satisfying
i.e., B is the matrix square root of (1/α)M − A T A. For any set S, define the indicator function
We say a mapping T :
for any a, b ∈ R . Consider the primal-dual problem pair minimize z∈R m ,z∈R n
which are equivalent to the primal-dual problem pair (1.1) and (2.5). We apply DRS to the equivalent dual problem (3.2) to get
We can simplify this to
Note that (3.4) is NCS with the additional v k -andṽ k -iterates, which do not affect the x k -and u k -iterates. Proof. Although Fact 3.3 follows from standard arguments of DRS theory, we are not aware of a single theorem that we can directly cite for Fact 3.3. We therefore briefly lay out this standard argument.
By assumption (A2), the primal-dual problem pair (1.1) and (2.5) has a primaldual solution pair x and u and strong duality holds. The equivalent primal-dual problem pair (3.1) and (3.2) therefore has a primal-dual solution pair (Ax − b, Bx ) and (u , 0) and strong duality holds. Combining Theorem 7.1 of [3] , Fact 3.3 of [5] , and standard convex duality, while remembering that (3.3) is DRS applied to the equivalent dual problem (3.2), we arrive at the stated result.
Proof of Theorem 3.1. The DRS iteration represents a fixed-point iteration with respect to a firmly nonexpansive mapping; i.e., the mapping (v k ,ṽ k ) → (v k+1 ,ṽ k+1 ) is firmly nonexpansive. A fixed-point iteration with respect to a firmly nonexpansive mapping converges to a fixed point provided a fixed point exists [43, 37, 4] . So with Fact 3.3, we conclude
for some primal and dual solutions x and u .
Substituting this into (3.3), we get
Note that Ax = Ax , since
So if x is optimal for the primal problem, then so isx . Plugging these into (3.3), we get
Standard arguments from convex duality or Fact 3.3 tell us that
and we conclude u k → u .
In the proofs of Lemmas 3.4 and 3.5 we use the identities
Lemma 3.4. The two sequences
are nonincreasing with k = 0, 1, . . . .
which is the first stated result. Likewise, DRS maps (v k ,ṽ k ) → (v k+1 ,ṽ k+1 ) and (u − α(Ax − b), −αBx ) is a fixed point. With the same reasoning, we get the second stated result.
Lemma 3.5.
which we can rewrite as
Summing this, we get
The stated result follows from combining these inequalities.
Lemma 3.6. Define
Then
Proof. Since u k+1 is defined as a minimizer, we have
This implies z k+1 ∈ ∂g * (u k+1 ) and u k+1 ∈ ∂g(z k+1 ). This gives us the subgradient inequality
First, note that
The first equality follows from the x k+1 -update of (3.4). The second equality follows from the fact that (
Using this, we get
The first inequality is (3.5). The first equality follows from substituting the definition of z k+1 and reorganizing the terms. The second equality follows from (3.6) . The third equality follows from the definition of B. The second inequality follows from the Cauchy-Schwartz inequality. The third inequality follows from the triangle inequality and the fact that D(0, u ) = u . The finally inequality follows from Lemmas 3.4 and 3.5.
Lemma 3.7. Further assume g is L-Lipschitz. Then
Proof. Using the assumption that g is L-Lipschitz and Lemma 3.4, we have
Combining this with Lemma 3.6 gives us the stated result. 
Combining this with Lemma 3.7 gives us the stated result.
Applications.
In this section, we present applications that benefit from NCS.
Computed tomography.
In X-ray CT, X-ray beams are illuminated along multiple lines from a rotating source to a rotating set of detectors. When the beams pass through the object of interest, energy is absorbed, and the intensity of the beams reduces. This experimental setup corresponds to measuring b = Ex ∈ R m , where E ∈ R m×n is the measurement matrix induced by the geometry of the detector array, and x ∈ R n is the vectorized image of interest.
When the signal-to-noise ratio is poor or when there are fewer measurements than the number of unknowns, it is helpful to solve the least-squares problem with total variation regularization [57, 17, 6] 
where the optimization variable x ∈ R n represents the image (2D or 3D) to recover, D is the (2D or 3D) finite difference matrix, and λ > 0. This is equivalent to
for any α, β > 0.
NCS applied to this problem is 4.1.1. Parallel beam geometry. In CT with 2D parallel beam geometry, parallel X-rays are illuminated through the object and detectors measure their attenuation. The X-ray source and detectors circle around the object. Under this setup, E = R ∈ R m×n is the discretization of the Radon transform (2.2). For simplicity, we consider the 2D N × N grid, with N 2 = n. We choose M = F −1 diag(h) + F based on (2.1) and (2.3). We approximate
for j, k = 0, . . . , N −1, except for j = k = 0. The constant C R accounts for the scaling factor of the discrete Radon transform and backprojection. We separately tune the "DC component" (direct current) H 1,1 . We approximate D T D ≈ F −1 diag(h D )F , where we identify h D ∈ R N 2 with the N × N mask H D defined with (4.2) (H D ) (j+1),(k+1) = 4 sin 2 jπ N + sin 2 kπ N for j, k = 0, . . . , N − 1.
Remark. In the continuous space, before discretization, we have
Since the ζ 2 + ξ 2 factor vanishes at (0, 0), the DC component of the original image is lost. In the discretized space, however, the DC component is not fully lost, and approximating the DC component of R T R with 0, which corresponds to using (4.1) for H 1,1 , leads to poor results. In our experiments, we observed that tuning the value of H 1,1 separately resolved this issue.
Remark. The pseudoinverse of D T D, the discrete Laplacian operator with Neumann boundary conditions, can be efficiently computed with the discrete cosine transform (DCT), provided one uses a fast DCT algorithm [1, 63, 30, 46, 67] . However, this fact does not help us, since we need the pseudoinverse of R T R + D T D, and the DCT basis does not simultaneously diagonalize R T R and D T D.
Fan beam and cone beam geometry.
In CT with 2D fan beam geometry, X-rays emanate from a point and detectors on the other side receive beams within a certain angle (so the detected beams form a fan shape). The X-ray source and detectors circle around the object. The measurement operator is a discretization of the divergent beam transform, which is related to the Radon transform through reparameterization [44] .
In CT with 3D cone beam geometry, X-rays emanate from a point and detectors on the other side receive beams within a certain solid angle (so the detected beams form a cone shape). The X-ray source and detectors traverse an orbit in the 3D space. The extent to which the linear measurement operator leads to a near-circulant linear system depends on this orbit [35] .
If C is circulant with C = F −1 diag(h)F , then F Cv = diag(h)F v and
for i = 1, . . . , n for any v ∈ R n . Therefore, we approximate E T E ≈ F −1 diag(h E )F by taking the average of
where i represents all 2D or 3D indices, for many v ∈ R n . For D T D, we use the circulant approximation of (4.2) for the 2D fan beam geometry, and an analogous circulant approximation for the 3D cone beam geometry.
Positron emission tomography.
Positron emission tomography (PET) images positron-emitting isotopes placed within an object [34] . When a positron is emitted, it combines with a nearby electron to emit two gamma-ray photons in opposite directions with a uniformly random orientation. An array of detectors surround the object and detect the pair of gamma rays in coincidence. The emissions follow a Poisson process with intensity proportional to the concentration of the positronemitting isotopes, which, in turn, is proportional to the tissue's metabolic activity. The intensity is zero outside the object. The problem of reconstructing images corrupted by Poisson noise also arises in other setups as well [33] .
The region is discretized into a grid of n pixels. Let x j denote the intensity within pixel j for j = 1, . . . , n. The reconstruction problem estimates x ∈ R n from the observed data b ∈ N m , coincidence pair counts, where m is the number of detector pairs with which the lines of flight can be detected. Let e ij be the probability that a photon pair emitted from pixel j is detected by the ith detector pair. This quantity is determined by the geometry of the experimental setup. Each b i is a measurement of independent Poisson random variables with mean n j=1 e ij x j for i = 1, . . . , m. The maximum likelihood estimation of x is
and δ R+ (y) = 0 for y ≥ 0 ∞ otherwise.
For reference, see [60, 38, 65] . Again, we use total variation regularization to improve the reconstruction. This leads to the optimization problem
where λ > 0. Similar to before, NCS applied to this problem is
where α, β > 0 and S is evaluated componentwise with
By considering moment matching instead of maximum likelihood in the estimation of x, it can be shown that E is very close to the Radon transform [60, 65] . Therefore, E T E ≈ R T R, and we use the circulant approximation described in Section 4.1.1. For D T D, we use the circulant approximation of (4.2).
Remark. Although is a differentiable convex function, its domain is not closed and its gradient is not Lipschitz continuous. This makes gradient and projected gradient methods difficult to apply. NCS does not run into this difficulty since it relies on the proximal operator of .
Remark. Sometimes, one might want to incorporate a positivity constraint x ≥ 0. This can be done by using the linear system 
Experiments.
In this section, we present numerical experiments of NCS on a CUDA GPU. We compare the performance of NCS against PDHG and Ramani and Fessler's ADMM which uses conjugate gradient (CG) to solve the linear systems [54] . Code is available at https://github.com/kose-y/near-circulant-splitting
We observe that the matrix-vector multiplication with A and A T dominates the computational cost; the cost of the FFT in NCS and other operations is much smaller in comparison. Consequently, the costs of one iteration of NCS, one iteration of PDHG, and one CG iteration for ADMM are comparable. The convergence plots of Figure 2 show that NCS provides a speedup over PDHG and ADMM. Figure 3 shows reconstructed images. Table 1 shows the speedup of the GPU implementation over the CPU implementation. Time measurements were taken on a system with an Intel Core i7-990X CPU running at 3.47GHz and a Titan Xp GPU.
For parallel beam CT, we use real patient data provided by the Mayo Clinic (referenced in the acknowledgements). For fan beam and cone beam CT, we use the synthetic extended cardiac-torso (XCAT) data [59] and follow the setup of [68] . For PET, we use the data of [41] and follow its setup.
For all experiments, we roughly tuned the parameters of NCS and the other method at a resolution of powers of 3; i.e., we tested parameters 1 × 10 p and 3 × 10 p for p = 0, ±1, ±2, . . . . To get good performance, tuning the parameters well was important, but it was not a very difficult or sensitive process.
Parallel beam CT reconstructs a 512 × 512 image with λ = 10 0 . The discrete Radon transform computed 60 equiangular projections for a total of 729 × 60 = 43740 measurements. The matrix-vector multiplication with respect to R and R T were performed with the MATLAB GPU-accelerated radon and iradon functions. For NCS, we used α = 10 −2 , β = 10 −2 , γ = 10 0 , and H 1,1 = 10 −1 . For PDHG, we used α = 10 −2 , β = 3 × 10 −2 , and γ = 10 1 . For ADMM, we used α = 10 0 , β = 3 × 10 −3 , and 10 CG inner iterations per outer loop.
Fan beam CT reconstructs a 420 × 420 image with a sinogram of 11, 100 measurements and λ = 10 1 . The matrix-vector multiplications with respect to E and E T were performed with the MATLAB GPU-accelerated sparse matrices. For NCS, we used α = 3 × 10 −3 , β = 10 −2 , and γ = 10 0 . For PDHG, we used α = 10 −3 , β = 3 × 10 −3 , and γ = 10 2 . For ADMM, we used α = 10 −4 , β = 3 × 10 −2 , and 10 CG inner iterations per outer loop.
Cone beam CT reconstructs a 3D 420×420×96 image with a sinogram of 110, 208 measurements and λ = 10 0 . The matrix-vector multiplications with respect to E and E T were performed with Fessler's MIRT toolbox [24] . For NCS, we used α = 10 −3 , β = 10 −1 , and γ = 3 × 10 −2 . For PDHG, we used α = 10 −3 , β = 10 −1 , and γ = 10 0 . For ADMM, we used α = 10 0 , β = 10 −1 , and 10 CG inner iterations per outer loop. PET reconstructs a 128 × 128 image with the geometry of 128 equally spaced detectors on the unit circle and λ = 10 −3 . The matrix-vector multiplications with respect to E and E T were performed with MATLAB GPU-accelerated sparse matrices. For NCS, we used α = 10 −3 , β = 10 −3 , γ = 10 −4 , and H 1,1 = 10 −2 . For PDHG, we used α = 10 −2 , β = 10 −2 , and γ = 3 × 10 −2 . For ADMM, we used α = 3 × 10 −4 , β = 3 × 10 −1 , and 10 CG inner iterations per outer loop.
For parallel beam CT and PET, where we use circulant approximations based on the analytic formula (4.1), NCS consistently outperforms PDHG. For fan beam and cone beam CT, where we use circulant approximations based on the more ad hoc formula (4.3), NCS outperforms PDHG in specific regimes (in early iterations or later iterations). ADMM with CG performs well in early iterations but worse in later iterations.
Conclusion.
In this paper, we presented NCS, a splitting method that leverages the near-circulant structure present in certain imaging applications. For the problems we consider, ADMM/DRS requires an exact pseudoinverse, which is a significant computational burden. This requirement is relaxed for NCS; we only need to compute the pseudoinverse of an approximate linear system. We theoretically analyzed NCS, and the result informs us of the effect and the advantage of using an approximate pseudoinverse. We presented medical imaging applications that exhibit near-circulant structures, which provide computationally efficient approximate pseudoinverses. We apply NCS to these problems, and, through experiments, empirically validate the theory and demonstrate that the algorithm can effectively utilize the parallel computing capability of a CUDA GPU. The code used for our experiments is available at https://github.com/kose-y/near-circulant-splitting 7. Appendix. In this section, we quickly show how to obtain (ADMM) from ADMM and DRS. The two derivations are, in a sense, equivalent because ADMM and DRS are, in a sense, equivalent methods [26] . Rewrite this as
Rewrite this using (2.4) as The algorithm depends on x k only through the product Ax k . Therefore, we can write
