Introduction
Treating, in many cases, important signals as sinusoidal, we often apply a sinusoidal input to nonlinear (NL) equations (systems), for which, however, Fourier analysis does not have the constructive ability that it has for linear (especially linear time invariant, LTI) systems. While seeing the physical importance of the sinusoidal input, we would like to note that for analytical study, or a test, of NL systems, the sinusoidal input and the frequency response, i.e., spectrum studies may not be the best tool. A direct consideration of the waveform can be better for revealing the main features of the system. The present work discusses such a case, in which the features of some linear and NL forced oscillations are exposed and explained in a lucid manner.
Regarding works [1] [2] [3] [4] [5] that are important references here, published in Physics Letters, it has to be noted that, unfortunately, they were found in the electronic database of Elsevier with absolutely black oscilloscope pictures. Considering this and importance of the topic of the "pause response", we give here a simple overall (tutorial) introduction to this topic, with proper methodological stresses, and in the now readable references (see the Acknowledgements) [1] [2] [3] [4] [5] , some more details can be found. See also the (mathematically somewhat problematic, but including additional experimental material) initial work [6] , also [7] and the old conference presentations [8, 9] .
The main line of the work is the use of the symmetry argument, even though this use is in an asymptotic sense. We see in this use an aesthetic contribution to circuit (system) analysis.
Throughout the main text we assume a unique solution of the system under study. A non-unique case is described in Appendix A.
It was also found useful (Appendix B) to slightly extend the formal frame of the consideration by comparing the analysis of a scalar equation to the analysis of the associated state equations. Purely mathematical aspects of such a comparison are well known, and we stress some physical advantages of the state-equations approach, hoping to encourage a researcher (or a student) to formulate and treat the present problem in the state-space.
Some of the "Comments" relate to the properties of ferroelectric capacitors used in the experiments. Since today, one would prefer numerical simulations, these comments merely have historical interest that is important for me. In the same sentimental spirit, I kept some my original proofs. For instance, the result that the average of a periodic function is zero, is derived from the fact that the global average of the derivative of a bounded function is zero. Thus it is stressed that the voltage on a capacitor is always bounded.
The points of reflection symmetry of a periodic function: mathematical preliminaries
Considering a given time function, or an established steady-state response of a system to this function, as some wave(s) in −∞ < t < ∞ (and not just in 0 < t < ∞), we directly speak about the points of global reflection-symmetry, i.e. either of evenness or oddness. The global symmetry implies the respective local symmetry, which will also often be our focus. That a function f (t) is symmetric with respect to a point t * (see Fig. 1 ), is observed via comparing the function's values at the points t * − Δ and t * + Δ
placed symmetrically with respect to the "center" t * . and if t * is the center of oddness, then
Following [1] [2] [3] [4] [5] [6] , we shall denote the points of evenness using capital 'o', i.e. as O k , and the points of oddness as A p (or A k ). Thus, (3) and (4) become
and
For the time average, "<>", over the whole time axis, of a function possessing a point A, we have (for an increasing symmetric interval) < f(t) >= 0. For a (T -)periodic function, for which t * is repeated periodically, this is clear from considering one period in which the local average must be zero.
The A-points can be easily eliminated by adding to f (t) a constant term (a vertical shift) that does not influence evenness of the function. Thus, if the O-points are present, it may be preferable to work with them. However, because of the series capacitor in our circuit below, the constant term in a voltage function is physically effective only when this capacitor is nonlinear.
The reflection symmetry and periodicity
If a wave f (t) has two points, O 1 and O 2 , then it has the period
Indeed, using (3a) first for O 1 and then for O 2 we obtain
It is similarly proved, using (4a), that if f (t) possesses points A 1 and A 2 , then it has the period
If there are two points of the different symmetries, then f (t) has the period
Indeed, using (3a) and (4a) in turn, we have
If a T -periodic wave has one point of symmetry in its period, then it necessarily has another one, of the same or the opposite kind, in the period. For example, since 2O
If a function f (t) possesses A-points, and if f (t + T/2) = −f (t) (this alternating symmetry is relevant to many engineering problems) then for any interval (A k , A k+1 ) there is an O-point precisely central in this interval. Indeed, since, in terms of the A points,
, and it appears that
Since the O-points are present in the period in pairs, (7) follows from (5) most simply in view of the equality (A is between O 1 and O 2 )
The sinusoidal, symmetric triangular, and square waves, all having zero average, are the simplest examples of the waves having both O and A points. The simplest rectangular (but not square) wave has only O-points. The saw (not the triangular) wave has only A-points. More complicated periodic waves having points of symmetry can be easily suggested.
Since while considering the global symmetry we require periodicity in both directions, if T is period, then −T is also period, and the same regarding kT where k = ±1, ±2, ±3, . . . . The signs of absolute values in (5)- (7) can be omitted; however, as is common, we shall mean below by T the smallest positive period.
If in a symmetric finite interval around a point of symmetry, a function is identically zero, then, locally, it is both odd and even. Below, the case of a function that is identically zero in an interval appears in the context of idealization, associated with an asymptotic state, of a pause in an oscillatory response-function.
In general, a periodic f (t) can have only O-points, or only A-points, or not any points of reflection symmetry at all. When this function is a physical system response, the presence of the points of symmetry depends on the given input and the system equation. We shall analyze, using the symmetry argument, a simple, but basic structure, with rather arbitrary nonlinearity of an element.
A comment regarding the terminology: when speaking about "blocks" composing the input rectangular wave, we shall count in the period not only "upward" oriented blocks, but all the blocks where the function is constant. Thus, for instance, the square wave has two blocks (and not one) per period. (The number of blocks per period must be even for the wave to return to the same polarity.) This terminology is dictated by the need to see all of the points of reflection symmetry. Thus, in fact, we count not the blocks which are the visual features of the waveform (as some "buildings"), but the intervals of the constancy of the function.
3. The periodically forced oscillatory system with weak losses, and the "pause states"
As was said, we demonstrate that for study of periodic oscillations spectral analysis need not be the best tool. For a NL version of the circuit in focus, this insistence could be expected by one since for NL circuits, generally, spectral analysis has not the constructive ability that it has for linear systems. However, since the symmetry argument is similarly applied to both linear and NL versions of the circuit, also for linear circuit we do not need spectral analysis for seeing the possible, interesting us, pauses in the system response. That the application of symmetry argument stays, as an analytical tool, in itself, and similarly for linear and NL cases, is a heuristic and aesthetical point, strongly supporting the symmetry analysis. Consider the oscillatory equation
describing the electrical charge function q(t) of the NL capacitor having the volt-coulomb characteristic v c (q), in a series LCR circuit that includes also linear inductor and linear resistor. Our v c (q) is such that the differential capacitance dv c /dq decreases with increase in v c (this is clear from the sharpening of the oscillations in Fig. 4 below) , and v c (−q) = −v c (q). The oddness of v c (.) is satisfied approximately for the actually used ferroelectric capacitor whose v−q characteristic is a narrow loop [10] [11] [12] , i.e. has some weak hysteresis. Quite similarly to ferromagnetic materials, when nonlinearity is exposed, some hysteresis must appear. As the ferromagnetic hysteresis, the ferroelectric hysteresis means some power losses that we assume here to be small when compeared, e.g., to the also inevitable ohmic losses in the windings of the inductor.
The linear version of the circuit, including a usual linear (as precise as it is wanted) capacitor will be often considered before the NL version.
The fact that we employ singular (jumpy) v(t) allows us to obtain a very interesting non-resonant response waveform (the "pause state") that visually-well reveals the basic circuit features that usually are associated with resonance.
When studying usual resonance, it is common to start from an imaginable lossless circuit and thus to have an infinite amplification, even though the obtaining of the infinite response requires an infinite time [13] . In our case, it is also suitable to start the studying of the periodic responses from the limit of R → 0 in the equation, obtaining resonantly suppressed, smaller and smaller, oscillations in the pauses of the circuit's electrical current response to some periodic rectangular v(t).
Comment 1: Since for R = 0 the time needed for establishing the steady state is infinite, we must, in principle, observe the steady state responses for smaller and smaller R, thus concluding about the limiting case. This (never clearly formulated) point of view of a limit process underlines the studies of the usual resonance in textbooks. The final state to be approached is guessed by the continuity of the waveform. In our problem, with the decrease in R the sensitivity of the response waveform to that of the input is increased, and thus the difficulty to "catch" the "pause state". In fact, the same occurs with the catching of the usual resonant state, because the "bandwidth" Δω is directly proportional to the damping factor, i.e. to R. In this sense, the "pause-state" has a deep connection with the usual resonant state, and in the sequel of the work, we explain both, using the symmetry argument.
Since, as we shall see, the symmetry argument is universal for NL and linear circuits, it is easier to start from respective linear versions of (10) and (11), namely from
We will focus, for both (11) and (13), on the "inducing" of the "O" or "A" points of v(t) on q(t) and on the electrical current function i(t) = dq dt .
As well, we shall be focused, for both (10) and (12), on the role of the term R dq dt = Ri(t) in breaking the "induced" symmetry, i.e. on precision of the "inducing".
Since d dt is an LTI operator, i(t) has the period of q(t). Since q(t) is a bounded function, the time
Since for a T -periodic f (t), for the average over the period, < · > T , we have < f > T =< f > , the zero average can be observed over one period disregarding its starting point.
That the average value of the current is zero, means that in the long time scale, in the oscillatory process, electrical charge is not accumulated in the circuit, and, of course, is not lost.
The response i(t), shown in the oscilloscope pictures of Figs. 2-4, is easily experimentally obtained even in the NL case, while in the linear case the laboratory experiment does not require high voltage as in the NL case. Computer simulations, e.g. using PSpice, should also be easy.
In Fig. 2 , the i(t) "pause state" response to a periodic 2-block v(t), described by (12) , is shown together with the input rectangular v(t). That this is a linear circuit, is seen both from the sinusoidal form (with the natural weak damping) of the local oscillations, and from the equality of the periods of the local oscillations in the different blocks.
Fig. 2. The rectangular, 2-block v(t)
, and the oscillating circuit response i(t) described by Eq. (12) (that can be differentiated), having "pauses" where the current is very small (resonantly suppressed). That the oscillations in the pauses are caused by symmetry breaking is clear from considering the local or global reflection symmetry of i(t) with respect to the centers of the "blocks". The symmetry breaking is caused by the term Ri = Rdq/dt in (12) . If the system is (as here) not close to resonance, then the damping term is relatively very small, because of the smallness of R. We have the centers of the blocks as the O-points of v(t), and as R → 0 they are also the O-points of q(t), that is, the A-points of i(t). Figure 3 shows the case of a 4-block v(t) for the linear circuit, in which the resistance was increased in order to make the losses close to those in the NL circuit (see Fig. 4 ). In general, for complicated v(t), the quality of the pauses is not a simple point. Experiments show that some of the pauses can be very good, and the others bad. See for such a case Fig. 3 in [7] . That Fig. 4 relates to the (strongly) NL circuit described by (10) is obvious because the oscillations are not sinusoidal, and the periods of the local oscillations, related to the different "blocks" of v(t), are strongly different.
It is obvious that the amplitude (height) of v(t) influences the values of the periods of the local oscillations, which expresses the known fact that in NL systems some amplitude-time relations are always observed.
Comment 2: It is important for the experiment that the rated voltage of the ferroelectric capacitor is not defined by its breakdown voltage, but by the need to guarantee the value of the capacitance with reasonable precision. Nevertheless, the strong exceed of the voltage, revealing the strong nonlinearity that interests us is a bit risky for such capacitors. (See in [11] about the features of the capacitors.) Experimentation with linear circuit is thus easier not only because in the NL case it is somewhat more difficult to "catch" the pause state, also because of the danger of electrical breakdown of the ferroelectric capacitor.
The period of the almost sinusoidal (despite the strong nonlinearity of the circuit!) oscillations in a pause is an easily measured characteristic of the actually obtained nonlinearity.
Despite the noted distinctions, both Figs. 3 and 4 well demonstrate the "pauses" that are caused, in both cases, by the reflection symmetry of v(t), and that these pauses are similarly "spoiled" (the breaking of the symmetry) by the small power losses.
It is useful to observe the breaking of the symmetry for both the global symmetry and the local symmetry with respect to each O-point of v(t), thus noticing that for both the pause and the non-pause intervals, the internal and the framing oscillations are of opposite symmetry with respect to this point. Roughly speaking, for the pause-state responses, the action of the damping term and the non-damping terms of the equation are visually separated between the pause and non-pause oscillations.
Regarding the small pause oscillations, we shall use (Section 8) the known from functional analysis [14, 15] concept of Gateaux (or Freshet) derivative associated with small changes in NL operators, defining "Gateaux frequencies" as the frequencies of the small oscillations. This "fixes" the specialty of the mathematical situation.
The mapping ("inducing") of the reflection symmetry of the v(t) on q(t) and i(t)
In order to justify the analysis of the pauses in terms of the symmetry argument, let us start from the case of the input square wave that has two points (mod T ) of the O-type and two points of the A-type, and then make some small deviations of the waveform. The latter means changing the ratio of the durations of the intervals, which could be interpreted as a nonlinear transformation of the time axis, meaning the periodically repeated transformation of the period-interval. For the square wave, such transformation eliminates the A-points, but not the O-points. As a remarkable feature of the oscillatory response, the O-points of v(t) become, as R → 0, the
then the left-hand side of the identity (11), also have to posses the O-symmetry, i.e. the replacement
Since
then the whole expression (14) is indeed even with respect to the same O, as it is for v(t). Thus, assuming that (11) has a unique solution, we accept (15) as correct. Since, furthermore,
the O-points of v(t) and q(t) become (in the lossless case absolutely precisely) the A-points of i(t). Turning now to (10) , and considering the reflection symmetry of each term, one sees that the presence of the damping term with R, even a small one, does not allow q(t) to be precisely even (and thus i(t) to be precisely odd) at the O-point of v(t). That is, power losses break the "induced" symmetry. This is well demonstrated by Figs. 2-4.
Comment 3: In the conclusions regarding (14) and (15), we did not use that v c (q) is an odd function, but we generally assume existence of a unique solution (the response) for the forced equation. However, for a NL circuit, two 2T -periodic solutions ("jumping" from one to the other, see Appendix A) instead of one T -periodic, were sometimes observed. Consideration of the symmetry remains useful also for the subharmonic states. Note that if q(t) and v(t) have the same period T , then the instan-
is T -periodic, and possibly T/2-periodic. However, Appendix A will
show the case of a 2T -p(t).
Observe also that addition of a constant term to v(t), does not change the value (see (10) and (11))
and that for the linear case of (12) and (13) this value does not influence the conditions for pauses that we study below. Figure 5 is helpful now. 
Actual obtaining the pauses

(t), v(t + T/2) = −v(t) , is observed in i(t).
Comment 4: For the LTI circuit, the alternating symmetry of i(t) is obvious from the convolution representation of i(t), however one can come to this conclusion also via the reflection-symmetry operations, and thus the fact of the alternating symmetry is true also for the NL version of the circuit, for which convolution does not exist.
In order to obtain the pauses, we first adjust the period of v(t) so that there is an integer number of the oscillations, in each block, and then slightly lengthen (or shorten) one of the intervals of the initially square v(t). Then, the conditions for i(t) permit solution in which in the changed interval we have pause, while in the other interval the oscillations remain, being increased in the amplitude/height (twice in the linear case) in order (16a) to be satisfied.
However, in the NL case the durations of the periods of the local oscillations are changed in both of the intervals, and in order to catch the pause state, we have to simultaneously change both of the intervals. This makes the "catching" of the pause states not so simple.
On the intensity of i(t)
Since v c (t) and Ri(t) cannot have jumps (because v c is associated with the capacitor's energy, and i(t) with the energy of the indictor), it is obvious from (10) 
dt 2 "jumps" together with v(t), while the conditions for the jumps are:
where t m are the jump-points of v(t), and v oo is the whole height of the jump of v(t), i.e.
(in the previous case, it was v oo = v o ). Importance of (16) According to (16) , no one of the t m can be the point of (smooth) maximum of the oscillatory i(t), because then the expression in the left-hand side of (16) would become zero. Thus, if for the symmetry relevant to Figs. 2-5, we gradually decrease the period of v(t), which should lead to such prohibited placement of the maxima of i(t), then the assumption of this symmetry becomes incorrect, that is, the resistive term, breaking the assumed symmetry, must become dominant, disregarding however small R is. The appearance of resonance (Section 9) is explained in such a way, and, as one of the remarkable points, -also absolutely similarly for the linear and NL cases.
For the situations of Figs. 2-4 , we approximately have at the start of the pause interval
and at its end
which allows us to estimate the intensity of the non-pause oscillations of i(t) that are "framing" the pause intervals, if the period of these oscillations would be estimated or measured.
The asymptotic (for R → 0) period of the non-pause oscillations and an estimation of i max
In the non-pause interval of Figs. 3 and 4 we have v(t) ≡ 0, and (10) becomes
Setting R = 0, we obtain the period of the non-pause, strongly NL, oscillations by considering for the monotonous part of q(t), the inverse function t(q).
That is, we use the front of the local pulse q(t) whose lowest point is q min , and the highest q max . For R = 0, because of the symmetry of the pulse, integration of the (local) inverse function t(q) gives half of the period. For R small this asymptotic period is a sufficiently precise estimation. Thus, after multiplying
Since at the extreme of q(t)
and finally (factor 2 in the following equality is immediate, and the bounds of the integration are also clear):
For v c (q) = q/C, (19) gives T = 2π √ LC, as it has to be. For small power losses, one can find a correction to (19) by iteratively estimating the term R · i, using (17) .
Using (16a), we can estimate the amplitude (height) of the non-pause oscillations as
and we have
We shall not complete here the analytical investigation by estimating dependence q max (v o ), just suggest to use (20) directly, as if the length of the non-pause interval, associated with T , is known a priori. That is, we suggest estimating i max using an easily measurable time parameter.
The method of "special function"
When seeking the precise analytical description of the nonlinear oscillations, one has to enlarge the set of the tools involved. The following suggestion originates from the analysis of the linear case where one uses the standard special function, i.e. the exponentially damping sine, in the expressions of the type
(indeed, the damping sine is just a "special function" for y + 2γy + ω 2 y = 0) in which the constants K k and ϕ k are found from the condition of sewing at the points t k ; that is, from continuity of q(t) and its derivative, or continuity of i(t) and the given jump of its derivative. In this way, solving the linear differential equation is reduced to solving some algebraic equations for the constants. If one could find, by means of some "subprogram", the special for the NL equation function, ξ(v o , t), describing, -just as the damping sine does in the linear case, -the form of the local (self-) oscillations, then one could quite similarly employ the shifted ξ(t),
with constants K k and t ϕ k that have to satisfy the absolutely similar conditions of sewing at {t k }, and reduce the problem to an algebraic one. (Generally, in the NL case, the constants can be included in the function in a more complicated manner, see [3] .)
The connection of such a method with the above consideration of symmetry is via the local symmetry of the self-oscillations.
The pause oscillations and the power losses in the circuit
One of the interesting analytical properties of the pause responses is the role of the pause oscillations in the power losses of the circuit, and the easiness in observing this role. Remaining with Figs. 3 
and 4, consider that because of the form of v(t) the instantaneous input power p(t) = v(t)i(t)
is nonzero only in the pauses. That is, despite their damping, the non-pause oscillations do not contribute immediately to the power losses, i.e., the energy losses per period. Obviously, the losses, occurring in the pauses, equal the area under one of the half-period spikes of i(t) multiplied by v o , are the total losses.
Notice that for a lossless circuit, the mapping O → A, occurring with v(t) → i(t), can be suggested by the condition of the losslessness: < v(t)i(t) >= 0. Of course, it is not immediately seen whether or not O → A, that is a sufficient condition for the orthogonality of v(t) and i(t)
, is also a necessary condition, but for any lossless LTI circuit, sinusoidal input causes cosinusoidal steady-state response.
Employing the general expression for the average power P , we have for the energy losses per period, W T :
where p(t) is the instantaneous power, and a is any time instant (most suitably, beginning of a pause)
In view of the discrete values of v(t), (22) yields
where t k are the jump-points of v(t), and v k is the value of v(t) in the interval (t k , t k+1 ).
Considering that, because of the symmetry, in the pause interval there is an odd number of the local oscillatory half-period spikes (in Figs. 3 and 4, we have five) , we conclude from (23) that since for the case of Figs. 3 and 4, v(t) is nonzero only in the pause, we have for these cases
where the charges q 1 and q 2 are the areas under half wave of i(t), one for each of the two pause intervals, which can be easily estimated since, as we shall soon see, the pause oscillations are almost sinusoidal even in the NL case. That is, q 1(2) = 2
terms of the parameters of the local oscillations. When comparing the pause and non-pause oscillations, one should consider not only W T , also the fact that the average current is zero, i.e. that the total area under the curve i(t), over the whole period, is zero.
Because of the breaking of the symmetry due to R, which causes the small pause oscillations of i(t), it is clear that q 1 and q 2 are directly proportional to R, and thus
as could be expected.
The local Gateaux frequencies
A more precise estimation of W T , will be obtained after we shall introduce, following the old conference presentation [8] , the concept of "Gateaux frequencies". We associate this concept with the concept of "Gateaux derivative" known from functional analysis. This "derivative" is [14, 15] a linear operator obtained by a linearization of a NL operator, i.e. we deal with some small changes of the latter operator. (This is not a "small signal analysis", since the input v(t) is not small.) Using that the inverse of a linear operator is also a linear operator [14, 15] , we can conclude about linearity of "solution operator" from the linearity of the equation being solved. Because of the singular form of v(t) and the fact that (10) is an identity, we can linearize (10) in the pause intervals, obtaining Gateaux derivative and the local sinusoidal oscillations with their "Gateaux frequencies", in these intervals.
Thus, we shall speak about "local Gateaux frequencies". Introducing the differential capacitance
and finding (using the inverse function) from the given monotonic characteristic v(q) of the capacitor the value
we approximately present the (local, in the pause interval) voltage difference,
that is relevant to (10), as
where δq(t) is the small ripple (oscillations) of q(t) around the level q o , in the pause interval.
We thus obtain from (10), for the pause interval, the homogeneous LTI equation for δq(t):
having weakly damping sinusoidal solution with the cyclic (local) frequency that is very close to
This frequency of the pause oscillations is the (cyclic) local Gateaux frequency. According to (27), the half period of the local oscillations, relevant to the power losses, is
The length of the pause intervals has to be equal mT /2 with m = 1, 3, 5, . . . . Since T pause depends on v o , (28) is one more simple example for the "amplitude-phase" relations generally typical for NL systems.
Considering the role of the local period of i(t) in the power losses (Figs. 3, 4) , we see that W T given by (23) or (24) depends on v o according to:
Since for the actual ferroelectric capacitors dq dv c (v o ) is a decreasing function, we see that in the NL case, W T is increased with increase in v o weaker than in the linear case.
We turn now to another important application of the symmetry argument to the oscillatory circuit.
The usual resonance as the necessity in making the symmetry of the damping-term dominant
The input square wave is very useful also for explaining (usual) resonance in the oscillatory circuit. In this application of the symmetry argument, we change the period of the square-wave v(t), observe what happens to the waveform of i(t), and thus come to understanding of the usual resonance without any use of Fourier series.
Comment 5: In [13] , graphical convolution is also used for explaining the resonance caused by the square wave in a linear circuit, without using Fourier series. However, the present proof is simpler and relevant also to a NL circuit.
Equation (16) now will be of great help to the symmetry consideration. Again, we start from the linear case. Referring to the state shown in Fig. 6 , which is expected by the symmetry reasons, and for which the period of v(t) (and of i(t)) strongly differs from that of the self-oscillations of the circuit, i.e. of the local oscillations, we have (meanwhile!) that the positions of the maximum of the current is not close to the jump points of v(t). Thus condition (16) can be (meanwhile!) satisfied without problems.
See now Fig. 7 in which the ratio of the periods is strongly changed. It is obvious from the figure that when we gradually decrease the period of v(t), making it closer and closer to the period of the self-oscillations (which in Fig. 7 is denoted as T o ) , then the assumption of the symmetry, based on the ignorance of R, requires the maximum (extreme) of i(t) (t in the figure) be closer and closer to a jump point of v(t). Since with the nearing of the spike of i(t) to Fig. 7 ), which is problematic as regards (16) . This problem, and its "solution", obtained by the appearance of the resonant state, with the opposite symmetry, is similar for the linear and nonlinear cases. such point, di/dt at this point is quickly decreasing, the necessity to provide (16) obviously requires the amplitude (height) of the oscillations to become quickly increasing (in the NL case, the pulses of i(t) thus also become higher and sharper). Indeed, with the increase in the amplitude (height) of the oscillations, the maximal value of their derivative is also increased (in the linear case, proportionally).
Because of the increase of i(t), and the boundedness of the whole left-hand side of (12), the role of the term Ri in (12) becomes more and more important. When we come to the equality of the period of v(t) to that of the local oscillations, then, disregarding how large the oscillations of i(t) are, (16) cannot be satisfied, and the assumption of the symmetry, which is based on the ignorance of R, becomes obviously wrong. Only the ability of R to break the symmetry can change this situation, and we must come to what is shown in Fig. 8, i .e. to the opposite symmetry when the very large oscillations of the function i(t), included in the damping term Ri(t), are coherent with the v(t).
In the very resonant state, our conclusion that the oscillations of i(t) must be very large, directly follows from the necessity to satisfy (16) when the symmetry of the mapping v → i is close to "O → O".
In the coherent resonant steady state, the averaged input power supply (equal the averaged power losses) is obviously very significant.
All of the "algorithmic" steps of the argument explaining resonance in the linear case in terms of Fig. 7 , relate also to a NL case, even though the analytical comparison of the periods becomes then difficult, because the period of the self-oscillations is changed. Figure 8 indeed shows the resonance for the case when the capacitor is NL.
In this way, the resonance caused by the square wave is explained in terms of symmetry. Quite similarly, one can explain the resonance caused by the square wave when the period of v(t) is three times larger than that of the self-oscillations. Indeed then just the number of the internal (in the Fig. 8 . The resonance in the NL circuit, explained absolutely similarly to the explanation of the resonance in linear circuit (see the main text). Because of the intensity of i(t) and large inductance used in the experiment, the inflections of i(t) at the jump points of v(t) even are not seen in this figure. block) oscillations is increased (consider Fig. 7 with such a change) , but the problem appearing with the coincidence of extreme of i(t) with the jump points of v(t) remains in the same terms. (See also another "discovery" of the Fourier series of the square wave also in [13] , which treats only the linear curcuit). We shall not dwell here into such an extension of the application of symmetry argument, which is calculationally difficult in the NL case, though it is "algorithmically" obvious, that also in the NL case the resonance will occur for different periods of v(t).
Observe , further more, that in the resonant state, v(t) = v o sign[i(t)], and for the T/2-periodic p(t) = v(t)i(t) = v o |i(t)| , we have
Between the instants where the capacitor's voltage v c (t) possesses its extreme values, first (v c ) min , and then (v c ) max , |i(t)| = i(t), and thus, for such an interval of the duration T/2
If v c (t) = −v c (t + T/2), then q min = −q max , and P = 4v o q max T −1 , and it is possible, for any unique nonlinearity of the capacitor, to measure the power consumed in the resonance state by measuring (v c ) max , i.e. by sampling v c (t) at some of the zero-crossings of i(t), which are (Fig. 8 ) some of the jump points of the resonant v(t) that is a quite suitable triggering function for performing the sampling. This use of sampling is a remarkable possibility of measuring the power of the circuit having a singular-wave input, important for an engineer. Even though we did not obtain analytical expression for the height of the resonant oscillations (compare to [16] where sinusoidal input is always used), since the quantitative requirements, associated with the strong change in the symmetry, have to be formulated, via (10) , to Ri(t), and thus to Ri max , it is clear that i max ∼ 1/R, as it is in [16] . This is the simplest possible explanation of the NL resonance, which further supports the opinion that for their characterization, the forced NL circuits should not be studied only for sinusoidal input. The heuristic value of the symmetry argument seems to be significant, relevant both to a scientist and a teacher.
Conclusions and final remarks
We have presented a coherent overview of some results spread in pieces in numerous old publications, some of which existed, for many years, in a damaged form in the electronic database. These results relate to explanation of the pause states and resonance, in a linear and a NL oscillatory circuits, in terms of the asymptotically precise symmetry argument.
It is concluded that it is important to study forced NL systems, using a singular-wave input. The pause state itself, with its resonantly suppressed oscillations and clear separation of the roles of the different terms of the equation in the different time intervals, should be known to scientists and teachers, and included in basic textbooks. One can find here a good material for students projects at different levels. In particular, the observation (see the References) that if (for a complicated-form v(t)) there are more than one pause, the amplitude of the oscillations in a pause can be ∼ R 2 , and not ∼ R, is a challenge for an analyst. Presumably, the concept of Gateaux frequencies, associated here with the local in time linearization of the NL equation, can be used also in other applications of linearization of NL equations. It seems that this concept was not introduced before our works, because the popular study of stability of oscillations related (and still relates) to autonomous generators. However, forced systems are sufficiently interesting in many physics and circuit problems.
The given explanation of pauses in the non-resonant response and the explanation of resonance show the usefulness of the symmetry argument. Together with the present explanation, there are three possibilities for a simple explanation of resonance:
1. Fourier analysis;
2. The graphical-convolution approach of [13] ;
3. The symmetry-points analysis.
Regarding possible applications, it can be noted that, in principle, a singular in time oscillatory response f (t) with pauses can imitate propagation of some physical pulses in space if we replace f (t) by f (x − vt), which means that we create the signal f (t) at the beginning of a long/chain line, or a nerve, in which the signal f (.) propagates with velocity v. (In [17] , the replacement t → x − vt is thus used for an analysis of the form of a propagating soliton).
Last but not the least, as is suggested in Appendix 2, the discussion should motivate one to reformulate the symmetry argument also in terms of the state variables [18] and limit cycles, making the analysis more modern and presumably using group theory [19, 20] that is proved to be useful in analyzing any symmetry. This should be especially important for oscillatory systems that are more complicated than the simple R-L-C structure. Observe that in both cases a and b, the average power consumption is very small (thus, the states are not close to any resonance). However, in case a the instantaneous power p(t) = v(t)i(t) oscillates more intensively, being mostly positive in an upward oriented block, and mostly negative in the next such block; that is, the 2T -periodic p(t) is (mostly) positive in some of the periods of v(t) and negative in the others, in turn.
B. On the desirability of formulating the oscillatory problem in the state space: a pedagogical extension.
The following semi-pedagogical comments, purposed to better define the place of the present research in a simple dynamic theory frame, encourage a researcher to analyze the pause oscillations in the state space, and to note a general axiomatically important aspect related to system definition.
B.1 On the physical sense of the initial conditions in a dynamic problem
Wishing to see the place of the present results in the frame of system theory, let us compare the scalar equation of n th order to the respective system of n first-order equations i.e. the state equations. For this comparing, it is useful to see a scalar variable as one of the outputs of a complicated system whose full description is given by the (vector) solution of the state equations.
Newton did not write the equation of the dynamic law
with the given initial conditions,
as the system of two first order equations (x 1 = x):
for which x 1 (0) and x 2 (0) are given. Since (B-1) is an equation of only second (i.e. very low) order, conditions (B-2) are natural, -the initial position of a particle (or the center of gravity of a body) and its initial velocity. Theory of relativity that makes the mass dependent on the velocity, i.e. makes it a NL parameter, does not change this situation, because no additional differentiation is introduced. However, if the dynamic law would appear to be given by a differential equation of, say, fourth order (this degree also permits the here important possibility of time reflection t → −t), then the initial
, not having direct physical meaning, would be involved. One wishing not to be limited by purely mathematical formalism, finds the description when the initial conditions have direct physical sense preferable.
For any order n, any scalar differential equation for a single variable can be presented using state equations, and for n not small, the physical situation with initial values has clear advantage in the case of the state equations. Thus, if Newton, who always was applying mathematics to the real problems ("Hypotheses non fingo"), would deal with high-order differential equations, he could be the first to come to the necessity of using the state equations.
The physical meaning of the initial conditions for a scalar variable (say, voltage drop on a certain capacitor included in a circuit with many capacitors and inductors):
is problematic, and these values have to be expressed via the physically given, well-defined initial voltages of the capacitors and currents of the inductors. In order to find values (B-5), one has to employ (such examples can be found in textbooks) the same Kirchhoff's equations that are used for derivation of the very n-order scalar equation for solution of which the values (B-5) have to be known. Contrary to that, since the state equations are naturally written in the physical terms of all of the capacitors' voltages and inductors' currents, all the associated initial conditions
automatically have direct physical sense. Thus, when seen against (B-6), conditions (B-5) are too formal, that is, for sufficiently big differential order, the state equations are more physical than the scalar equation. In other words, complete description of the system in the state space is more physical (and in this sense simpler) than description of only one of the system outputs, even when we formally need only this output. This conclusion is not trivial, because it is not immediate that by introducing more unknowns it is easier to find the unknown that interest us.
The comparison of the state space and scalar approaches, even leads us in the next subsection to an axiomatic observation, namely to a principle related to the way of giving the input functions when a system is being formulated (defined). To be prepared for this point, let us consider, remaining with LTI systems, the n-order scalar equation
where D = d dt , and Q n (·) and P m (·) are some polynomials. Such equation is often employed for determination of the impulse response of the system, 8) using the inverse Laplace transform L −1 .
Comment A1: The way to h(t) via (B-7) and (B-8) very poorly reflects the structure of the system. It is just seen that if m < n, i.e. h(t) does not include the δ-function, then there is no direct resistive path connecting the input and the output in the system. It is better to all the time directly consider the system's structure, i.e. to use Laplace transform for transferring all of the capacitors and inductors in the circuit to their s-plane form, and then apply to the circuit (its topology) any of the numerous methods known from the resistive (algebraic) circuits as, e.g., the nodal voltages analysis, thus finding H(s) = P m (s)/Q n (s). Here also, it is seen that it is better to use methods that give full description of the system.
B.2 A comment on giving the system inputs (an axiomatic aspect)
When assuming nonzero initial conditions for f output (t) and solving (B-7) for any f input (t) (thus obtaining ZIR + ZSR) we employ these initial conditions in the one-directional Laplace transform of (B-7), and it is not immediately clear why the initial conditions for also f input (t) are not given, to be similarly employed by the Laplace transform. In principle, initial conditions for the input function can be given, or found by continuity, and then the Laplace transform would have to employ them. Satisfactorily answer to this question is obtained only when we consider the respective state equations, in which all the input functions appear without any derivative. In order to obtain (B-7) from the state equations, we must perform substitutions of some of the first-order derivatives of the unknown variables, from some equations into the others, which requires differentiation of the equations into which we substitute the derivatives. These differentiations are the cause for the derivatives to appear in the right hand side of (B-7) and thus for the seeming (formal) necessity in the initial conditions for f input (t), when the Laplace transform is applied.
Observe that though we would obtain the correct result also when giving zero initial conditions for f input (t) and for its derivatives of orders up to m − 1, not to define something at all, or define it as a zero, i.e. to give it, is not the same. That one never speaks about the initial conditions for f input (t), has to be understood in view of (B-7).
The fact that we give all of the "controls" not as time-derivatives is thus seen as a principle related to formulation of a "system" with inputs. Whether this principle has some deep physical sense, or is just a mathematical tradition (to be recalled when solving (B-7)) requires further consideration, which cannot be done here. (See, however, [21] for some other logical/axiomatic points related to system definitions.)
The advantages of the use of the state space are associated, however, not only with the problems of initial conditions and giving input functions. The state-space approach has impressively (quite formally) shown its mathematical suitability in oscillatory problems with steady-state stable limit cycles and chaotic attractors. Initial conditions need not be considered in such problems; the process can be steady state, even when it is a statistical one.
Formulating the present results and conclusions in terms of limit cycles is left to the specialists of state-space analysis, such as specialists in chaos theory. This is the more justified because, in its NL version, the experimental system sometimes indeed demonstrated unexpected, not understood responses, as the 2T -states touched in Appendix A.
Regarding the presumably thematically close chaotic processes, it has to be noted that the dominant in modern theory of dynamic systems theory of chaos was a giant jump over numerous interesting NL problems, including our problem. By heuristic, aesthetical, and application reasons, it is unjustified to miss these "small" problems, and it is also true that finding more connections between clear classical and very difficult chaotic situations (as here via the subharmonic states) is pedagogically useful. At present, the chaos theory is too detached from the classical education, and, hopefully, the symmetry consideration can be helpful in finding the needed connections.
