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Abstract
Two popular approaches for efficiency measurement are a non-stochastic approach
called data-envelopment analysis (DEA) and a parametric approach called stochastic
frontier analysis (SFA). Both approaches have modeling difficulty, particularly for rank-
ing firm efficiencies. In this paper, a new parametric approach using quantile statistics is
developed. The quantile statistic relies less on the stochastic model than SFA methods,
and accounts for a firm’s relationship to the other firms in the study by acknowledging
the firm’s influence on the empirical model, and its relationship, in terms of similarity
of input levels, to the other firms.
1 Introduction
An important problem for benchmarking and productivity measurement is the determina-
tion of how well a firm or decision making unit (DMU) uses inputs such as capital and
labor to achieve outputs such as units produced. We will refer to such a problem as effi-
ciency measurement. Two basic approaches have been developed to address this problem:
stochastic frontier analysis (SFA) and data envelopment analysis (DEA).
DEA is a deterministic method that compares a reference DMU to an aggregate or
virtual DMU constructed from the other DMUs in the data set. DEA was developed
by Charnes et al. [5] based on work by Farrell [8]. While there have been many DEA
formulations (see for instance [4]), a basic linear programming formulation is:
min θo (1)
subject to
?
i
λixi,j ≤ θoxo,j ∀j
?
i
λiyi,j ≥ yo,j ∀j
λi ≥ 0 ∀i
1
where xi,j is the value of input j for the i
th DMU (denoted Di), yi,j is the value of output
j for Di, λi is the proportion of DIis input needed for the construction of the virtual DMU,
and θo is the efficiency measure for firm Do. The value of θo will range from 0 to 1 with
1 being “efficient”. In this formulation, constant returns to scale (CRS) is assumed (i.e. if
all inputs are multiplied by a constant c, then the output will change by that same factor),
and an efficient firm is one that could not achieve any additional outputs for its mix of
inputs. We can change this to a variable returns to scale (VRS) formulation by adding the
constraint that
?
i λi = 1.
SFA is a statistical approach that assumes that the form of the production function
which describes the relationship between a DMU’s inputs and outputs is known. The goal
of a typical SFA analysis is finding the best model that links outputs to inputs in a simple
mathematical relationship, usually via regression analysis. Typical examples include the
Cobb-Douglas or Translog functions which are easily linearized. The basic SFA model is an
econometric approach developed by Aigner et al. [1]. In this case, the model specification
is:
yi = βxi + 6i. (2)
In this model, yi is the output of Di, xi is a k × 1 vector of the input quantities of Di
(which is usually transformed into a linear form), β are the unknown coefficients, and 6i is
the residual error:
6i = vi − ui.
As seen, 6i is partitioned into two components representing variability from two sources:
vi represents unmodeled noise and is assumed to be symmetrically distributed (e.g. i.i.d.
N(0,σv)), and ui is a non-negative value representing the inefficiency of Di. If ui is modeled
as a half-normal or exponential random variable, Banker [2] shows that DEA estimators of
the production frontier also serve as least square estimators in a basic stochastic model.
There are important advantages and disadvantages of DEA versus SFA. As an advantage
of DEA, the form of the relationship between inputs and outputs need not be specified. That
is, the analysis is based entirely on the data. DEA is a straightforward method for evaluating
industries that have been modeled with both multiple inputs and multiple outputs. While
some techniques have been developed for multi-input/multi-output models in SFA [9], they
are applied more naturally with DEA. Compared to DEA, the outcome of a SFA analysis
can be misleading because the regression used to link the inputs with the outputs is no more
than an empirical approximation of a true model, and generally cannot help to determine
any causal relationship between a firm’s inputs and outputs. DEA models, on the other
hand, are used primarily to investigate the relationship between firms, in terms of this
model of inputs and outputs, rather than characterizing the actual model. This represents
a distinct advantage for DEA.
There are, however, important advantages of SFA over DEA. Because the regression
function in SFA depends on all the data, the empirical model allows DMUs to share infor-
mation more easily than a deterministic technique, thus comparisons between DMUs can
be modeled more explicitly. In DEA, dissimilar DMUs are generally not comparable. The
SFA regression model that links the DMUs also acknowledges the disparity between unlike
firms by attaching an element of uncertainty corresponding to their “uniqueness” within
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the set of data. While SFA techniques can be criticized for the liberal use of assumptions
regarding the distributions of 6i and ui, DEA results are pinned to narrow assumptions such
as constant returns to scale and that the data are representative of the complete industry.
Both techniques suffer from other drawbacks. In many examples, we might find that
a high proportion of the DMUs are classified as efficient (i.e. have an efficiency score of
1). This makes ranking of the DMUs difficult. Our ability to compare firm efficiencies
is hindered because neither technique accounts for the distribution of DMU values in the
input/output space that typically distinguish smaller firms from larger ones. Efficiency
scores for all DMUs are stated with equal confidence, even if some of the DMUs are highly
dissimilar in terms of input and output values.
In this paper we present a quantile-based approach for efficiency measurement. Like
the SFA approach, a parametric model which describes the relationship between inputs
and outputs is assumed. However, the method uses a deleted residuals approach in order to
compute a quantile for the reference DMU compared to the others. The primary advantages
of this approach to other techniques are: i) it accounts for the distribution of the input data
and does not treat all data as equally reliable, ii) it allows for easy ranking of the data, iii)
it does not rely heavily on the stochastic model assumptions (as do other techniques), and
iv) it does not assume that the data completely characterizes the entire industry (as does
DEA).
The quantile-based approach is introduced in Section 2. The method is illustrated with
efficiency data from British rate departments [7] in Section 3. A discussion of the properties
of this approach is provided in Section 4.
2 Quantile-Based Model
Like SFA, the quantile-based efficiency model described in this section is based on statistical
regression. However, unlike SFA, the link that relates inputs to outputs in a regression model
will be used more directly to acknowledge apparent disparity between unlike observations.
The regression does this by attaching an element of uncertainty to any firm that is unlike
the other firms in terms of input and output values. If a firm has inputs unlike all the
others, it is termed an outlier. Each observation in a regression analysis has some amount
of influence on the computed regression model. Influence of a firm is a measure of how
much the regression model would change if that firm were removed from the data. Clearly
outlying firms tend to have more influence on the regression model than those non-outlying
firms.
To measure the influence a single firm has within the data set, we first delete it from
the data, and compare its actual output with the predicted output from the empirical
model based only the remaining n−1 firms. Influence is determined by taking the absolute
difference between these values. These differences are sometimes called deleted residuals.
This represents a standard diagnostic technique in linear regression [15].
We can also compare the actual output to the distribution of predicted output from
the reduced model. If we observe output yi from Di, then the firm’s quantile efficiency
can be estimated as the probability of generating output y ≤ yi from the same set of
inputs, using the empirical model based on the other n − 1 observations. These quantile
statistics represent an effective and objective way to compare outputs between firms. While
SFA methods depend heavily on the stochastic model that links inputs and outputs, this
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regression model serves only to characterize a firm’s relationship to the remaining firms in
terms of output efficiency. The model is not used to predict a firm’s output, and in this
sense quantiles are less dependent on stochastic model assumptions. Compared to standard
SFA techniques, quantiles provide a more robust way of comparing firm efficiencies.
Accordingly, quantiles offer important information about a firm’s efficiency that DEA
methods cannot provide. Deterministic methods in DEA are distribution-free in the sense
that error and intra-model variability are not acknowledged in the predictive model; dif-
ferences in the data must be accounted by each firm’s technical efficiency rating. The
stochastic model assumptions used in computing estimated quantiles are less crucial than
other stochastic model techniques, and quantiles are computed without rigid assumptions
about trade-offs between inputs and outputs (e.g., returns to scale).
A final note must be made about the quantile method. The quantiles define how a firm
compares to other firms in the same industry. However, these values are relative measures
of performance. For instance, if firm A has a quantile score of 0.8 and firm B has a quantile
score of 0.6 it can be concluded that A is in the top 20% of firms and B is in the top 40%
of firms. This does not mean, however, that A is 33% more efficient that B. Therefore
the quantile score does not allow for direct efficiency comparison between firms, but it does
provide more information than a simple ranking.
An analysis based on estimating quantile values does not require repeated regressions.
For n firms, suppose we model a single output as a function of k inputs using the linear
regression model Y = Xβ + e, where Y is an n × 1 vector of outputs, X is a n × k
matrix of input vectors, β is a k × 1 vector of regression coefficients, and e is an n × 1
vector of independent normal errors with an unknown, but constant variance. Of course,
the relationship between inputs and outputs is not assumed to be strictly linear. It is
assumed this model might be achieved after some transformation of the data; e.g., natural
log transformations will produce the Cobb-Douglas production model.
The least squares estimates of the unknown regression coefficients are computed by
solving the normal equations X IXβ = X IY , and the fitted values of the output values are
computed as Yˆ = Xβˆ = X(X IX)−1X IY = HY , where H = X(X IX)−1X I is defined as the
projection matrix. The deleted residual is the computed difference between a firm’s output
and the estimated output from the regression model constructed by first deleting that firm
from the data. The ith deleted residual is computed as e(i) = ei/(1− hi,i), where ei is the
(standard) computed residual of the ith firm using the full regression model, and hi,i is the
ith diagonal observation of the projection matrix. This helpful result can be proven using
matrix algebra; see, for instance, [13, Chapter 9].
It is assumed that the set of n deleted residuals are distributed multivariate normal, ac-
cording to the stochastic model. However, the deleted residuals approach tends to be robust
in that statistics based on deleted residuals are typically effective even when the normal as-
sumptions are violated mildly [6]. The deleted residual corresponds to the prediction error
for a new observation (opposed to the other n− 1 observations) and the variance of e(i) is
inflated compared to the variance of a regular residual statistic: s2(i) = s
2
i /(1− hi,i), where
i = 1, ..., n. The term s2i is the estimated variance (or mean squared error) from the partial
regression that is based on deleting the ith firm from the data set. The error term s2i is
sometimes called the jackknife variance estimate. Beckman and Trussel [3] showed that the
mean squared error (MSE) for the full regression model can be simply expressed as a linear
function of any jackknife variance estimate: (n − k)MSE = (n − k − 1)s2i + e2i /(1 − hi,i).
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¿From this equation, the deleted residual can be fully standardized by dividing by its stan-
dard error to obtain the standardized (or studentized) deleted residual
t(i) = (Yi − e(i))/s(i) = ei
?
n− k − 1
SSE(1− hi,i)− e2i
, i = 1, ..., n. (3)
Here, k represents the number of terms in the linear regression model, and SSE is the
regression sums of squares for error from the full regression model, which has n− k degrees
of freedom. From each reduced model, the standardized deleted residual has a t-distribution
with n− k− 1 degrees of freedom, thus we compute the corresponding quantile statistic for
the deleted residual as:
pˆ(i) = Φn−k−1(t(i)) (4)
where Φj denotes the cumulative distribution function for the t-distribution with j degrees
of freedom.
Unlike the deleted residual, the estimated quantile pˆ(i) is unit-free and leads to a straight-
forward interpretation regarding a firm’s output efficiency, relative to the other n− 1 firms
in the analysis. According to the best fitting model based on the data from the other n− 1
firms, pˆ(i) is defined as follows.
The quantile pˆ(i) represents the estimated proportion of the general population
of firms that would produce no more output than the ith firm, given the same set
of input values are applied.
Quantiles around 0.5 represent average firms, and quantiles over 0.9 represent the best ten
percent of firms, based on output efficiency.
Quantile statistics are especially useful in applications involving multiple inputs and het-
erogeneous firms. In these settings, DEA typically produces too many technical efficiency
ratings of 1.0 (indicating perfect efficiency) only because many of the firms are deemed
incomparable with respect to one or more input and output levels. Quantile values span
the range of (0,1), and rarely approach the boundary values. In general, ties do not occur
between quantile estimates, thus a natural ranking scheme can be constructed using the
vector pˆ(i), i = 1, ..., n. However, the quantile statistics are not an independent set, thus
direct comparisons between quantile estimates (i.e., measuring the quantile difference be-
tween two firms) can lead to inferences with underestimated uncertainties. This is discussed
further in Section 4.
3 Properties of Quantile-Based Technique
The quantile statistic is computed as a standardization of the deleted residual, based on
an inflated prediction error, so the quantile statistic corresponds to a p-value for the t-
test of hypothesis of Ho : the firm operates according to the (empirical) stochastic model
constructed from the remaining n− 1 firms, vs Ha : the firm operates below the level of the
stochastic model.
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The deleted residual statistics, on which all quantile statistics are based, do not form
an independent set, thus multiple comparisons within the group of n firms would be inap-
propriate. For a specific firm, we can generate a confidence interval for the deleted residual
(and thus the firm’s quantile) using the t-statistic in (3).
For any two firms of interest, a comparison can be made between the respective quantile
values. A conservative interval can be constructed based on adding the individual prediction
errors corresponding to the deleted residuals. The true error would involve subtracting a
covariance term, which is a simple function of the projection matrix
Covariance(e(i), e(j)) = σ
2 1− hi,j
(1− hi,i)(1− hj,j)
, (5)
which is always positive. A two sided confidence interval for the difference in firm outputs
can be approximated using
(e(i) − e(j))± t1−α2 (n− k − 1)
?
s2i + s
2
j (6)
where t1−α
2
(n − k − 1) is the 1 − α2 quantile of the t-distribution with n-k-1 degrees of
freedom. If the confidence interval contains zero, the two selected firms can be considered
equivalent.
4 Example
The example used to motivate the quantile statistic in this section originally appeared in
[7] and compares rate departments for Metropolitan and London Boroughs. For this model
there is one input: total cost of rates collection (TC); and four outputs: i) non-council
hereditaments (NH), ii) rate rebates granted (RG), iii) summonses issued and distress
warrants obtained (SIDW ), and iv) net present value of non-council rates collected (NPV ).
The data for 62 firms are listed in [7] and the summary of firm efficiencies they obtained is
listed in Table 1.
The first step in applying the quantile-based technique involves specifying the rela-
tionship between the inputs and outputs. The production function was assumed to be
of Cobb-Douglas form and was therefore linearized. A linear model (using least squares
regression) yields an adjusted R2 = 0.75 and gives the following estimates:
Parameter Value p-value
NH 0.435 0.008
RG 0.085 0.006
SIDW 0.174 0.006
NPV 0.171 0.028
Intercept 0.693 0.47
Statistical tests of the model parameters reveal that each output is significant in the model,
but that the constant term is not. This was also shown in [7]. We therefore used the
following model which forces the regression equation through the origin (which yielded an
adjusted R2 = 0.938, SSE = 562.37, and MSE = 9.696):
TC = 0.504NH + 0.078RG+ 0.177SIDW + 0.194NPV.
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All of the parameters are significant at the 99% level.
Once the model has been specified, the next step is to compute the predicted values of
input for each unit using only the other n − 1 observations. The corresponding quantile
statistics for the deleted residuals are computed using equations 3 and 4.
We compare the results to three well-known techniques: data envelopment analysis (as-
suming variable returns to scale, i.e. equation 1), stochastic frontier analysis (i.e. equation
2), and a weight restricted DEA (R-DEA) model developed in [7] and briefly described
belod. The DEA results were computed using the two-dimensional section method of [10].
The SFA results were computed using the model developed by Jondrow et al. [11]. After
each efficiency score, the firm’s corresponding rank is given in parentheses.
Before presenting the results, we first describe the R-DEA technique developed by Dyson
and Thonassoulis [7]. A common criticism of DEA is that it allows for total weight flexibility
in that some DMUs will be assessed on a small subset of their inputs and outputs while
the other inputs and outputs are ignored. Dyson and Thonassoulis proposed a techniqe to
restrict the weights in DEA assessments of single inputs and multiple outputs by placing a
lower bound ki on the the weights so that the constraint λi ≥ ki for all i is added to [1].
The technique which they use is to regress the input x of the DMU on their outputs (clearly
an assumption must be made on the model initially such as Cobb-Douglas or Translog):
xˆ = β +
?
i
αiyi
If β is either not significant of zero, then the coefficients αi can be interpreted directly as
resource units used on an average per unit of output i. In order to compute the lower bound
for the data presented in this section, it was assumed that no department could support a
unit of output at an input level of less than half of the lower cost. The Cobb-Douglas form
on the production function was assumed.
The results for all four models are presented in Table 2. As can be seen from the table,
analyses for DEA, SFA and R-DEA include multiple firms that are “efficient”. This is espe-
cially true of the SFA analysis which attributed a large amount of the observed differences
between firms to noise, which makes ranking firms difficult. However, the analyses based
on the quantile technique pose no such problems.
Naturally, the competing efficiency measures are positively correlated. Because of the
numerous ties in the efficiency ratings from DEA and SFA, we compare the four methods
using the Spearman’s Rho nonparametric rank statistic. The (Spearman’s Rho) correlation
coefficient is highest (0.886) between the quantile statistic and weight-restricted DEA effi-
ciencies. Correlations between the quantile statistic and the other methods are also high:
0.780 for DEA and 0.845 for SFA. The decreased correlation with SFA is due in part to the
high proportion of firms with SFA efficiency of 1.00.
We further examine those firms where the methods disagree most. Firm D12 was the
highest ranked firm in the quantile technique (and was also efficient in the SFA model). It
was only in the top 15% in the DEA and R-DEA models, however. The reason is due to the
distribution of firms. If we look at firms which use near the same input (say within plus or
minus 15% of the input for D12 this includes D8, D16, D22, D26, D30, D34, D41, D44, D56
and D57. With the exception of D8 (which had a quantile score of 0.92), all of these firms
had a fairly low quantile score. Since there were several firms near D12 in input then there
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was less shrinkage toward the mean and the superior performance of D12 over these firms
was enhanced.
Firm D9 achieved an average ranking from the quantile technique, but a high rating
from the other three methods. There were few firms with the same input/output mix as
this firm, which leads the quantile method to assign greater uncertainty to this firm, and
this causes the score to “shrink” toward the mean. In addition, D9 achieved relatively low
outputs.
Firm D51 is another firm of interest. This firm did much worse when evaluated using
the quantile method than by the other techniques. The reason is that it was an outlier
in that it was the highest by far of any of the firms in the outputs and input. This firm
then, has a large influence on the full regression model. Because the quantile method uses
a deleted-residual method, this undeserved influence was taken away in the analysis. A
similar example is firm D24 which also did much worse under the quantile method. It is an
outlier in the sense that it was lower in values for its outputs and input.
A final note of interest is the range of efficiency values under each of the four techniques.
The scores under DEA, SFA and R-DEA are all skewed towards 1. The quantile technique,
by definition, makes full use of range between 0 and 1. This explains why the poorest firms
have such lower scores under the quantile-based approach than any of the other methods.
5 Conclusions
In this paper we have presented a novel way for comparing firms within an industry. The
quantile method developed in Section 2 has several important advantages shared by some
existing methods such as DEA and SFA. It allows the user to rank firms according to
efficiency, but it also mitigates the effects of outliers while it includes the distributional
effects of the data. The method is also straight forward to implement.
A limitation of the technique is that there can be only one dependent variable in the
study. Of course, weighting techniques can be used to aggregate multiple dependent vari-
ables into a single one. The results for the quantile-based efficiency measurements, however,
tend to be sensitive to the weighting scheme that is chosen.
We should mention in closing that there do exist robust SFA alternatives that require
fewer model assumptions relating a firm’s outputs to its inputs [12]. However, such models
are identifiable only with repeated observations over time (e.g., panel data) for each firm in
the study, and cannot be considered for more general problems.
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Table 1. Results for example from [7].
Firm DEA Efficiency SFA Efficiency Restricted DEA Efficiency Quantile Efficiency
1 1.000 (1) .970 (9) .827 (10) .969 (3)
2 1.000 (1) .830 (30) .743 (16) .974 (2)
3 1.000 (1) 1.000 (1) 1.000 (1) .952 (4)
4 1.000 (1) 1.000 (1) .999 (4) .869 (8)
5 1.000 (1) 1.000 (1) 1.000 (1) .859 (9)
6 1.000 (1) 1.000 (1) 1.000 (1) .798 (10)
7 1.000 (1) 1.000 (1) .796 (14) .745 (13)
8 1.000 (1) 1.000 (1) .861 (7) .920 (6)
9 1.000 (1) .920 (14) .849 (8) .657 (18)
10 1.000 (1) 1.000 (1) .890 (6) .878 (7)
11 .951 (16) 1.000 (1) .834 (9) .782 (11)
12 .960 (15) .921 (13) .801 (13) 1.000 (1)
13 1.000 (1) .938 (10) .917 (5) .766 (12)
14 .909 (20) .928 (11) .827 (10) .722 (14)
15 .952 (17) .919 (15) .818 (12) .676 (17)
16 .880 (22) .843 (27) .710 (19) .624 (20)
17 1.000 (1) .791 (34) .644 (33) .622 (22)
18 .803 (28) .872 (18) .713 (18) .707 (15)
19 .920 (19) .753 (38) .641 (34) .543 (26)
20 .801 (29) .842 (29) .686 (27) .705 (16)
21 .852 (25) .899 (17) .756 (15) .933 (5)
22 .844 (26) .846 (25) .705 (20) .568 (25)
23 .913 (21) .842 (28) .694 (24) .624 (21)
24 1.000 (1) .843 (26) .692 (25) .472 (31)
25 .870 (24) .869 (19) .718 (17) .587 (23)
26 .773 (32) .770 (37) .617 (37) .473 (30)
27 .752 (34) .899 (16) .697 (23) .634 (19)
28 .820 (28) .854 (22) .687 (26) .446 (32)
29 .700 (41) .927 (12) .702 (21) .516 (28)
30 .772 (33) .866 (20) .698 (22) .405 (40)
31 .721 (36) .846 (24) .672 (30) .394 (42)
32 .712 (39) .857 (21) .677 (29) .415 (39)
33 .729 (35) .852 (23) .682 (28) .379 (43)
34 .778 (31) .786 (35) .621 (36) .252 (52)
35 .717 (37) .828 (31) .652 (31) .402 (41)
36 .716 (38) .710 (43) .587 (40) .308 (47)
37 .680 (42) .813 (33) .645 (32) .541 (27)
38 .654 (44) .739 (40) .604 (38) .373 (44)
39 .829 (27) .815 (32) .638 (35) .422 (36)
40 .928 (18) .709 (44) .526 (47) .422 (35)
41 .711 (40) .752 (39) .590 (39) .416 (38)
42 .642 (45) .223 (58) .468 (54) .315 (46)
43 .597 (49) .659 (47) .562 (43) .421 (37)
44 .678 (43) .774 (36) .587 (40) .576 (24)
45 .595 (49) .639 (48) .529 (46) .368 (45)
46 .583 (51) .714 (41) .567 (42) .509 (29)
47 .613 (46) .711 (42) .549 (44) .424 (34)
48 .569 (54) .671 (46) .545 (45) .271 (48)
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Firm DEA Efficiency SFA Efficiency Restricted DEA Efficiency Quantile Efficiency
49 .582 (52) .631 (49) .520 (49) .251 (53)
50 .581 (53) .573 (51) .524 (48) .233 (54)
51 1.000 (1) .073 (62) .500 (51) .263 (50)
52 .532 (56) .551 (52) .512 (50) .191 (55)
53 .520 (57) .382 (56) .470 (53) .156 (57)
54 .875 (23) .683 (45) .487 (52) .266 (49)
55 .548 (55) .262 (57) .420 (58) .175 (56)
56 .597 (50) .593 (50) .465 (55) .091 (59)
57 .606 (47) .524 (53) .426 (57) .027 (60)
58 .477 (60) .534 (54) .433 (56) .001 (62)
59 .508 (58) .397 (55) .410 (59) .011 (61)
60 .488 (59) .116 (59) .373 (60) .107 (58)
61 .414 (61) .107 (60) .331 (61) .439 (33)
62 .372 (62) .092 (61) .302 (62) .260 (51)
11
