Abstract-The localization of a mobile robot in a real environment is a complex task. In this paper, an algorithm that solves the global localization is presented. The proposal is based on a merit function that ranks different possible poses obtained from the acquired image, together with an iterative process for the minimization of that function using a particle filter. Landmark detection has been done with an omnidirectional camera pointing to the ceiling, combined with an infrared passband filter which extracts the lights. Several real experiments, both for global localization and the kidnapped robot problem, have been done in a museum. Results show a high accuracy, robustness, and real-time execution in this complex and crowded environment.
I. INTRODUCTION
L OCALIZATION is one of the most important tasks in the field of autonomous mobile robotics. Determining the location of a mobile robot means finding the Cartesian coordinates and angular orientation relative to an external frame. A localization algorithm must be reliable, robust and executable in real time.
Different types of sensors have been used for localization: laser [16] , [9] , ultrasonic, or infrared sensors, and vision. Nowadays, cameras are widely used in robotics. The main advantages of these sensors are the quantity of information that can be extracted from one acquisition. This is particularly interesting for localization, as different types of landmarks can be detected using information of shape, color, etc. Also, cameras have a good performance independently of the materials objects are made off.
Popular vision approaches are feature-based [5] , [13] , which exploit typical properties of the environment or any distinctive and recognizable objects (landmarks), and pixel-based techniques [1] , [12] , that compute the correlation between images, in order to estimate the mobile robot pose.
In this paper we present an approach based in a map of landmarks and an artificial vision system to estimate the pose of the robot. We use the omnidirectional camera shown in Fig.  1 . It provides a very wide field of vision (FOV of about 185 o ) which covers half the space of the environment and, therefore, it can get a high amount of information in one acquisition. The camera is pointing to the ceiling and elevated 1.5 m over the robot (1.8 m over the ground) (Fig. 1) . Thus its movements are restricted to the x-y plane and the noise or occlusion generated by moving people is minimized.
The landmarks that have been used are the lights placed on the ceiling of the environment (Fig. 3) . These are easy to detect, repetitive and usually visible for long trajectories. On the other hand, all the buildings have these kind of landmarks, so there is no need for prior adaptation of the environment in order to use the proposed localization method. The main problem is their individual identification, because they usually are identical, enhancing the difficulties for data association.
The key point of our solution is a function that evaluates the similarity among the positions of the landmarks detected in the image acquired with the camera and the theoretical position of the landmarks projected according to the camera model. We present experiments in a dynamic museum environment (Fig  2) which show that our algorithm can estimate the global robot pose even in situations where odometry suffers from serious noise and, also, when the robot is kidnapped.
The paper is organized as follows. Section II contains an overview of related work. The next two sections describe in detail the omnivision and localization systems. Section V presents the experimental results in a real environment and, finally, the last section points out the conclusions and future work.
II. RELATED WORK
In the last years, several vision-based algorithms have been developed as solution to the localization problem. Techniques vary substantially, depending on the sensors, their geometric models, and the representation of the environment.
The probabilistic approach is the most widely used in recent publications. For example, in [16] a Monte Carlo localization algorithm is presented to solve the global localization problem using a camera. They used a visual map of the ceiling, obtained by mosaicing, and localized the robot using a simple scalar brightness measurement as the sensor input. Nervertheless, this system is sensitive to bumps and, as a result of the small FOV of the camera, at some time instants none or few lights can be seen. This provokes more uncertainty in the knowledge of the pose of the robot. A similar approach is presented in [12] . They use an omnivision camera oriented to the ceiling too, but it is based on information theory to get the global trajectory. The main problem of this work is the high computational cost.
In [1] , [14] , [11] a Monte Carlo localization is used, but they create a database with images of every route and their poses. The robot can be localized by correlation between the captured images and the database images on real time. These systems have the drawback that they cannot work in other routes of the environment. Menegatti et al. [10] have developed a system which uses a chromatic map of the floor to compute the robot pose. They obtained similar results to other proposed algorithms, but their system is limited to environments with natural color transitions and it is also light-sensitive.
The first work that used omnidirectional vision to localize a mobile robot was published in 1986 by Cao et al. [4] . Nevertheless, few related studies were published before the end of the nineties. Nowadays, such systems have become popular due to their low cost in addition to the benefit of having a very wide field of vision. There are two types of omnidirectional vision configurations: catadioptric (as in [3] , [7] , [13] , [12] ), where the camera images are obtained through a conic mirror and dioptric, where images are captured through a lens [11] .
Other implementations use landmarks (beacons) of the environment to get the pose of the robot. For instance, in [13] the goals of a RoboCup field are used as marks and [3] , [16] are based on features of the environment (corners, walls, lights . . . ) which were previously mapped.
Our model is similar to these ones but, in addition, we do not have the occluded landmarks problem and our process to discover landmarks is simple, fast and efficient. A similar approach (omnivision camera oriented to the ceiling) is used in [12] , but it is based on information theory to get the global trajectory.
III. VISUAL SYSTEM The vision system consists of a color digital camera MDCS2, with a fish-eye lens FE185CO46HA-1 and a passband infrared filter (IRP) type HOYA IR85.
The fish-eye lens has a high resolution and a wide angle of view (185 o degrees), so that the amount of information captured at a time instant is high. Due to this wide field of view, the number of landmarks in an environment can be reduced because each of them can be detected from a higher number of places (Fig. 4(b) ).
The infrared passband filter IRP dims the light visible components and only allows to pass the components near to the IR range (Fig. 4(c) ) which makes simpler the landmarks detection.
A. Camera Model The camera model describes how a 3D scene is transformed into a 2D image (Fig. 6 ). The standard model is the Pin-Hole, which projects the scene on a flat retina (Fig. 5 ), but it is limited to cameras with F OV << 180 0 . The other cameras require a model based on a spherical retina (Fig. 5) . In our system, we have used a projection model developed by Pajdla and Bakstein [2] that describes the relation between the angle (θ) formed between the optical axis and the light ray, and the distance r from the image center (u 0 , v 0 ) to the projection point of B (u B , v B ) in the image (Fig. 6 ):
where a, b, c, and d are parameters of the model. This function makes it possible to calculate the coordinates of the image (u,v) depending on the azimuth (ϕ) and the elevation (θ) (Fig.  6 ):
where β is the ratio between the width and the height of a pixel. A Landmark projection is the calculation of the image coordinates (u B , v B ) for a landmark i (B in Fig. 6 ) in the world, given its coordinates in the world (B W i ) and the coordinates of the camera (C W ). First, we have to change the landmark coordinates (B W i ) to the camera reference system (B C i ) with the rotation matrix R C between the camera and the world:
B. A Landmark Projection
From B C i , we obtain the elevation (θ) and the azimuth (ϕ) angles by applying the traditional Euclidean transformations (Fig. 6 ). Finally to get the landmark projection (P roj(B C i )) represented as (u B , v B ) in Fig. 6 , we apply Eqs. 1 and 2:
C. Ceiling Map Projection Ceiling map projection, M ap(P ), is an image that has been generated based on the theoretical camera model described in Sec. III-A. It is composed of a set of points {(u Bi , v Bi ), . . . } that correspond with the coordinates of each landmark in the image reference system when the robot is placed at pose P. The process is detailed in Alg. 1, and a graphical example is shown in Fig. 7 .
Algorithm 1 Calculate M ap(P ).
for all Landmarks B i W in the map (in world Cartesian reference system) do
D. Landmark detection
The process for detecting landmarks consists of 5 phases: acquisition, preprocessing, segmentation, recognition and features extraction. The output of the system is an array of features for each landmark. In the preprocessing phase, the image ( Fig. 8(a) ) is transformed to facilitate the processing in the next stages. The techniques that have been used are binary thresholding (Fig. 8(c) ) and morphological filtering (dilation) (Fig. 8(d) ).
As segmentation techniques, the system uses a Canny filter and contour extraction (Fig. 8(e) ). The next step is to extract the characteristics of each region:
• Ratio: number of pixels in the perimeter.
• Centroid: coordinates of the center of gravity.
• Radio: centroid distance to the center of the image. • Azimuth: orientation of an object in the image with respect to the x axis (ϕ in Fig. 6 ). If a light is pointing directly to the camera, then the acquired image will be saturated ( Fig. 9(a) ). In such cases, a big blob can be detected and the image has to be processed again using a higher threshold (Fig. 9(b) ). This situation is very frequent in the region labelled as B (Fig. 2) because lights can be very close to the camera. IV. GLOBAL LOCALIZATION The localization algorithm for omnidirectional vision is based on a merit function that evaluates each proposed pose and an iterative process (based on a particle filter) for minimizing that function. The algorithm follows the same idea of a particle filter but it does not use any motion model. For each pose (particle) we build its ceiling map projection (M ap(P )) using Alg. 1, and compare it with the detected landmarks in the image. The general scheme of the method is shown in Fig.  11 .
A. Merit Function
Algorithm 2 Calculate the Merit Function (N P and ε P ) M ap(P ) for all Beacons j in the image do for all Beacons i in Map(P) do The Merit Function estimates the similarity between the image acquired with the camera and one ceiling map projection (M ap(P )). It is defined as:
where N P , is the number of landmarks that have been matched between the image and M ap(P ), and ε P is the accumulated error for these associations, i.e., the sum of the errors among each of the detected landmarks on the image and M ap(P ) at one pose (see Fig. 12 ). Before the calculation of the Merit Function, a matching process has to be implemented. This matching process establishes the correspondence among the landmarks detected in the real image (B j ) and the theoretical pose of landmarks into the ceiling map projections (P roj(B P i )). It is based on minimum distance, and an example is show in Fig. 12 . The conditions that have to be fullfilled for an association between B j and P roj(B P i ), represented by B ij , are:
B. Minimization Process
The minimization process (Alg. 3) tries to find the pose that Fig. 11 . General scheme of the global localization system for an omnivision image and a map of landmarks.
Algorithm 3 Minimization of the Merit Function.
Initialize set of particles ζ repeat for all P in ζ do Calculate M ap(P ) (Alg. 1) Calculate N P and ε P (Alg. 2) Calculate M(P) (Eq. 5) Resample ζ end for until N iter < 0 produces the minimum value of the merit function. To explore all possible poses we use a particle filter, defining a particle as a pose in the environment. The algorithm has two stages, initialization and resampling: 1) Initialization: A set of particles (ζ) is uniformly distributed in the environment. Each particle represents a pose of the robot.
2) Resampling: This stage is executed iteratively until the particle set is stabilized. For each pose P , its merit function value (M (P )) is calculated applying Alg. 2. Then, the best particles of the set ζ are selected to pass to the next stage and the others are discarded. The lower the value of the Merit Function, the better the particle.
With this reduced set of particles, a subset of them is selected, random Gaussian noise is added to each of them, and the resulting particles are added to the particle set. In our experiment we have generated 5 new poses, from each pose which belongs to the 15% best particles of set ζ. From each of the next 25% best particles, a new particle is added in the same way. Figure 10 shows the evolution of the set of particles for two images captured from different poses at the Domus Museum. In the last row (Figs. 10(i) and 10(j) ) the poses with the best values of the merit function are shown. In Fig. 10(j) particles are grouped in two sets which means that there is a symmetry in the poses of the landmarks.
The pose of the camera is the one that gets the minimum value of the Merit Function. This happens when the number of identified landmarks (N P ) is the largest and the estimated error (ε P ) is the smallest:
V. EXPERIMENTAL VALIDATION
The localization system has been tested using data acquired from an omnidirectional camera mounted on a the Pioneer 2-AT robot in an exposition hall (Fig. 2 ) of the Domus Museum (A Coruña, Spain). The set of images were acquired each second and labeled with the corresponding pose determined with a localization system that uses laser range data. This position information has been used as the ground truth in order to measure the errors of the proposed localization algorithm. We are going to describe two experiments: the first one is a global localization task, and the second one is a kidnapping problem. The experiments were executed using 200 particles and Niter was set to 6.
A. Global localization
The experiment was built with a set of 60 images captured in a path of 24 meters long, and the robot moved along that path with a speed of up to 40 cm/s. Fig. 13(a) shows the estimated poses and the ground truth for the experiment.
The localization error ( Fig. 14(a) ) was calculated as the Euclidean distance between the pose of the robot given by the laser and the pose obtained by the proposed localization algorithm. The maximum error in the experiment was 2.42 m and the average error was 0.53 m.
The orientation error ( Fig. 14(b) ) was estimated from the absolute error in degrees between the orientation of the laser and the orientation obtained from the localization algorithm. Although the maximum achieved error was of 15 degrees, on average the error was of only 3 degrees. The time required for the computation of the algorithm for each image (Fig. 14(c) ) depends on the total number of poses checked and the number of iterations. In the experiment, the total number of particles was 702 in the initial phase and 200 for the next iterations. This means 2502 calculations of the Merit Function for each image, requiring 300 ms on average on a Pentium 4 3.06 GHz. Fig. 14(d) shows the number of matched landmarks (N p ) and the value of the Merit function (M (P )) for each pose. We have to highlight that the localization system only needs a reduced number of landmarks for an accurate pose estimation. Moreover, the error in localization does not depend on the number of matched landmarks.
B. Kidnanapped robot
The second experiment was carried out to demonstrate that our system is be able to overcome kidnapping situations. We have used a sequence of images that represent jumps of about 400 cm between them in a path of more than 40 m. The estimated trajectories are shown in Fig. 13(b) . In this experiments the maximum pose error was 2.59 m and 16 degrees (Fig 15) .
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a localization algorithm using omnivision. The algorithm is based on the minimization of a Merit Function through a particle filter. As the environment is too much crowded in normal conditions, the use of laser or sonar for localizing the robot is not possible. The use of an onmidirectional camera pointing to the ceiling solves this problems. However, irregularities on the floor produce swing movements in the camera, enhancing the difficulties. Nevertheless, and taking into account the experimental results, we can conclude that our system can solve the global localization problem and the kidnapping problem with an average pose error of 0.6 m and 3 degrees.
The most important problem of the system is the symmetry problem. It can produce errors because there are some poses in the environment from which the view of the landmarks configurations is similar, misleading the system. Moreover, the processing time for each image is quite low and, therefore, the system can be executed on real time. In summary, the system can localize the robot in a robust and accurate manner. As future work, we are planning to reduce the localization error adding the robot action model used in the probabilistic algorithms ( [15] , [6] ). Also, the fusion of information from other sensors like laser or odometry can help in this error reduction. The final objective is to produce a SLAM [8] system for omnivision that allows the localization in any environment without the restriction of having a previous map.
