Point clouds have been gaining importance as a solution to the problem of efficient representation of 3D geometric and visual information. They are commonly represented by large amounts of data, and compression schemes are important for their manipulation transmission and storing. However, the selection of appropriate compression schemes requires effective quality evaluation. In this work a subjective quality evaluation of point clouds using a surface representation is analyzed. Using a set of point cloud data objects encoded with the popular octree pruning method with different qualities, a subjective evaluation was designed. The point cloud geometry was presented to observers in the form of a movie showing the 3D Poisson reconstructed surface without textural information with the point of view changing in time. Subjective evaluations were performed in three different laboratories. Scores obtained from each test were correlated and no statistical differences were observed. Scores were also correlated with previous subjective tests and a good correlation was obtained when compared with mesh rendering in 2D monitors. Moreover, the results were correlated with state of the art point cloud objective metrics revealing poor correlation. Likewise, the correlation with a subjective test using a different representation of the point cloud data also showed poor correlation. These results suggest the need for more reliable objective quality metrics and further studies on adequate point cloud data representations.
INTRODUCTION
The significant growth of interest in adopting 3D imaging modalities in modern information technologies and communication systems, indicate the need for advanced content representations. Among the alternatives, point clouds have been gaining a large interest from the technological market, as a result of the efficiency and simplicity they offer in capturing, storing and rendering of 3D objects. Considering the current availability of several existing solutions for acquisition and display, a wide range of applications and use cases can benefit from this type of data representation. In particular, a well-documented list has already been identified, and detailed in the JPEG Pleno Point Clouds -Use Cases and Requirements. 1 In this document, the following major classes have been defined: 1) Rendering of content for virtual, augmented and mixed reality technologies; 2) 3D content creation; 3) Medical applications; 4) Construction and manufacturing; 5) Consumer and retail; 6) Cultural heritage; 7) Remote Sensing, GIS; 8) Autonomous vehicles, drones; and 9) Surveillance.
Point clouds are typically represented by huge amounts of data. Thus, efficient and reliable compression solutions are essential. However, the identification of best approaches, or even their improvement, is limited by the lack of adequate solutions for evaluation of the visual quality of a point cloud content. The latter, is currently one of the major challenges and open problems in point cloud imaging. Independently of the type of data representation, the visual quality of a content is typically evaluated through either subjective or objective quality assessments. Objective quality assessment is performed through computer algorithms that are designed to estimate signal distortions. Subjective quality assessment involves the participation of subjects in experiments in which distorted objects are visualized and their quality is rated. Such experiments are expensive in terms of both cost and time. Thus, the objective quality metrics are frequently used instead, especially, for real-time quality assessment, which is typically part of advanced compression schemes. However, subjective evaluations are necessary to provide the ground truth, against which the objective scores are calibrated and benchmarked.
In this paper we report the results of point cloud subjective evaluation experiments, that took place in three different test laboratories. The point clouds were compressed by octree pruning 2 using the Point Cloud Library (PCL) v1.8.0. 3 The processed point cloud stimuli were then presented and assessed by the subjects after 3D rendering using Screened Poisson surface reconstruction, 4 and displayed as a 3D sequence showing the object from changing point of views. Three different 3D monitors were used according to each testing laboratory availability. The dataset proposed in a previous work 5 was employed to facilitate a comparison between previous work, on our aim to identify statistical differences that may occur by different point cloud rendering and representation approaches.
RELATED WORK
Recently, a significant amount of work has been reported in the literature for subjective and objective quality assessment of point clouds. In particular, several objective quality metrics have been proposed and their correlation with subjective quality scores has already been investigated. However, in most such studies, point clouds were displayed as sets of points without applying any surface reconstruction algorithm before the final rendering; notice that the latter reflects a rather common way to consume 3D contents nowadays. In particular, Zhang et al. 6 performed subjective assessment of raw point clouds degraded by geometry and color, after applying uniform noise. However, this type of degradation is not realistic neither for color nor for geometry artifacts. Mekuria et al. 7 proposed a generic and real-time time-varying point cloud codec for 3D immersive video. The subjective quality of the codec performance was evaluated in a realistic 3D tele-immersive system in a virtual 3D room scenario where users are represented and interact as 3D avatars (synthetic content) and/or 3D PC (naturalistic content). Different aspects of the quality were tested, including overall quality of the 3D human rendition, the quality of the colors, the perceived realism of the point cloud, the motion quality, the near/far quality, and the level of immersiveness with the observer comparing the avatar and the point cloud representations. Mekuria et al. 8 provides bitrate results and objective scores for their proposed point cloud codec, 7 which was assessed in the framework of the recent activities of the MPEG standardization committee. The selected data set consists of colored objects and different encoding strategies were considered, providing bitrate results and objective scores. For the subjective evaluations, a passive approach was adopted by obtaining a video from a point cloud renderer using a predefined path for the virtual camera. Raw point clouds were visualized, with each point being displayed as a cube of a fixed size. Although the point size was allowed to be configured, a fixed value was set per content. However, in these studies, no correlation between the subjective and objective scores is reported.
In, 9 point cloud denoising algorithms were subjectively evaluated and the test contents were visualized after applying the Screened Poisson surface reconstruction. 4 A passive assessment was adopted and 2D video sequences were formed, after capturing the resulting mesh objects from different viewpoints by vertical and horizontal rotation. However, the impact of visualizing reconstructed meshes instead of raw point clouds was not investigated. In, 10 subjective quality assessment of colored point clouds was conducted, subject to simple octree and graph-based encoding algorithms. To render the point cloud data, primitive cubes were employed, whose size was adjusted based on the local neighborhood. The resulting test contents were captured from different viewing angles with the virtual camera following a spiral path. The subjects visualized animated 2D video sequences to provide their scores. In 2 and, 11 an interactive approach to subjectively assess geometry-only point clouds in a typical desktop setup was proposed, using the Double-Stimulus Impairment Scale (DSIS) and the Absolute Category Rating (ACR) evaluation methodologies, respectively. In the latter study, the correlation between these two tests was also investigated. The contents under evaluation were degraded after applying Gaussian noise, and octree-based compression. The test contents were presented to the subjects as sets of points. In,
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a subjective methodology for point clouds using head mounted displays in an augmented reality scenario was proposed. The subjects visualized raw point clouds and their interaction with the 3D models was performed by physical movements in the virtual reality world environment. More recently, 5 a subjective evaluation in five different independent laboratories with visualization of surface reconstructed point clouds using the Screened Poisson surface reconstruction algorithm. 4 The point clouds were shown to subjects as a video sequence showing an horizontal rotation followed by a vertical rotation around the rendered surface. Several conclusions were reached: the subjective results reveal poor correlation with the most well-known metrics, visualization using a point cloud representation or after surface reconstruction leads to poorly correlated results, and finally, the subjective results were strongly correlated between different laboratories, although different visualization equipment was used. In the current work, we are extending this work 5 by using 3D visualization.
SUBJECTIVE ASSESSMENT
In this section the preparation of test contents is described, followed by the design of the subjective evaluations. 
Content Preparation
In this experiment, a dataset of 7 geometry-only point clouds was used. In particular, bunny and dragon were selected from the Stanford 3D Scanning repository * . Egyptian mask is a content used in the recent activities of the MPEG standardization committee, 13 and vase is an object captured by Intel RealSense R200 in. 2 Cube and sphere were synthesized using corresponding mathematical formulas, while torus was artificially produced in MeshLab † . To ensure that the number of points of every model is in the same order of magnitude, corresponding releases (i.e., dragon vrip res3 ) were selected, or sub-sampled versions (i.e., vase and egyptian mask ) were generated without modifying the original coordinates, thus, maintaining the original geometric structure of the test contents.
The original PCs were compressed by octree pruning, as described in, 11 PCL v1.8.0. To briefly describe this type of degradation, a content is enclosed in an octee structure and by modifying the size of the leaf nodes, which is referred as Level of Details (LoD), the geometric resolution is correspondingly adjusted. For instance, after increasing the LoD, the number of points of the output model naturally decreases. Considering that the octree is the basis for the majority of point cloud compression schemes, this is a simplified approach to produce artifacts after octree-based encoding. To account for a wide range of visible distortions, the target percentages (p) of remaining points after octree pruning were selected as: 90%, 70%, 50% and 30%, allowing a deviation of ±2%. For torus, an additional version with 98% of points was also prepared to be used in the training. The number of points for every reference and distorted content, along with the LoD values that were used, can be found in Table 1 . More details about the point cloud dataset can be found in. The original raw point clouds were initially scaled to fit in a bounding box of size 1 and translated at the origin (0, 0, 0). Then, the distorted versions were produced following the aforementioned procedure. The Screened Poisson surface reconstruction algorithm 4 was selected to be used as a pre-rendering approach in order to generate the objects. The CloudCompare ‡ implementation was employed setting an octree depth of 8 and default parameters. To apply this algorithm, normal vectors should exist along with the coordinates of every content. As normal vectors were absent, they were estimated using CloudCompare with default settings, i.e., the radius to identify nearest neighbors was selected automatically and a plane was used as the local surface model. ‡ https://www.danielgm.net/cc/ Then, on the same tool, the normals were oriented using a Minimum Spanning Tree of 6 nearest neighbors. In order to obtain 3D video sequences for further subjective assessment, Blender § was used with different parameters, to produce stereoscopic or texture-plus-depth based rendering. Every object was centered (set origin -geometry to origin). The camera and illumination source (lamp) were set at the position (x, y, z) = (0, 0, 4). The properties of the camera setup can be found in Table 2 . The lamp properties were: point type source; only diffuse shading; energy 1.7; inverse square falloff; falloff distance equal to 30. For the generation of still images to form the 3D video sequences, we used an empty object attached to a point cloud (empty is child object and point cloud is parent object), while the camera and the lamp were attached to an empty object (camera and lamp are child objects and empty is parent object). The empty object was rotated with linear rotation speed around Y -axis of 1°per frame (360 frames for a total rotation), and afterwards around X-axis with −1°per frame (360 frames for a total rotation), producing 720 frames overall. The reference meshes of every selected content are shown in Figure 1 , whilst in Figure 2 the egyptian mask is presented for every degradation level. Different setup for camera produces different final 3D videoframe, Figure 3 . Since each participating laboratory had different types of 3D displays, contents were generated for the three corresponding display types: texture-plusdepth, stereoscopic and Nvidia stereoscopic setups. Furthermore, interocular distance parameter or disparity between left and right view was set to 2 different values, giving smaller or bigger parallax, as per Table 2 . The methodology and the display types and specifications that were used in every test laboratory are described in Section 3.2. Finally, the sequences of 720 frames per object were encoded at 30 fps, which gives 24 second-long video sequences. Finally, the 3D video sequences were encoded with H.264/AVC lossless compression, in an .mp4 container using FFmpeg tool.
Evaluation Methodology
The subjective experiments were conducted in three laboratories: University of Beira Interior (UBI), Covilhã, Portugal; University of Coimbra (UC), Coimbra, Portugal; and University North (UNIN), Varaždin, Croatia. The conditions of every test environment were adjusted to follow the ITU-R Recommendation BT.500-13.
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The equipment used in each laboratory is described in Table 3 . A passive subjective methodology was followed, with the subjects visualizing the generated 3D video sequences in a customized video player, and providing their scores using a customized interface, either during or after finishing observing each individual test stimulus.
The DSIS simultaneous test method was adopted with a 5-level impairment scale (1 -very annoying, 2 -annoying, 3 -slightly annoying, 4 -perceptible, but not annoying, 5 -imperceptible), including a hidden reference for sanity check. Thus, both the reference and the degraded stimuli were simultaneously shown to the observer side-by-side, and every subject rated the visual quality of the distorted with respect to the reference stimulus, which were clearly annotated. To avoid biases, in half of the individual evaluations, the reference was placed on the right and the degraded content on the left side of the screen, and vice-versa for the remaining half of the evaluations.
The evaluation protocol allowed a free viewing (FV) scenario. That is, after the initial position, every subject was free to move closer or further from the screen in a pre-determined range. This approach was established to allow for compensation of perspective effects, as different objects could be perceived as having different volume. For instance, from a fixed distance between the observer and the screen, the dragon appears to be smaller than Table 3 . It should be also noted that in the texture-plus-depth evaluation methodology, observers had to be static, due to the used auto-stereoscopic 3D display which has defined distance from the screen, 2.15m in tested case, as well as 28 different views that can generate unnatural 3D view if the observers are wrongly placed.
At the beginning of each individual evaluation, a training session took place in order to familiarize the subjects with the visual representations under assessment. The torus was selected for this purpose and, hence, it was excluded from the actual testing. The training was performed using 3 animated video sequences that represented 3 different levels of degradation in order to indicatively illustrate the range of visible distortions.
An overall of 30 scores were obtained per evaluation session, considering that each subject assessed 6 test contents degraded in 4 distinct levels along with the hidden references. An outlier detection algorithm based on ITU-R Recommendation BT.500-13
14 was applied to the collected scores, and the ratings of the identified outliers were discarded. Then, the mean opinion scores (MOS) and the 95% Confidence Intervals (CIs), assuming a Student's t-distribution were computed. In Table 3 , equipment details, observer information and the number of outliers per test laboratory are reported.
RESULTS
In Figure 4 , the MOS of the test contents are presented as a function of the level of degradation. The caption of each sub-figure indicates the test laboratory where the subjective scores were obtained. As can be observed, the subjective ratings for the cube remain high, independently of the distortion level. For the majority of the rest of the contents, the MOS is increasing as the degradation level is decreasing, excluding the lowest value (p = 30%) where we observe stable or even higher ratings. This comes as a result of the working principle of the selected surface reconstruction algorithm. In particular, due to the significant reduction of points of the distorted contents, smoother functions were automatically employed by the algorithm to reconstruct the corresponding meshes. Note, also, that octree pruning leads to structural point removal without considering the underlying characteristics of the objects. By applying smoother fitting functions, although there is fidelity loss, the visual degradations that correspond to the geometric artifacts introduced by the octree structure are decreasing, which is preferred by the subjects. An example can be seen in Figure 2 , where the impairment of the content of Figure 2 (e) can be considered as visually less annoying with respect to the content of Figure 2 (d) . Finally, for sphere, we observe an increase in MOS values from p = 30% to p = 50% and a decrease at p = 70%. This is because surface smoothing was observed for p ≤ 50% for this content.
Correlation between Subjective and Objective Scores
In this section we present the results of benchmarking of the state-of-the-art objective quality metrics for point clouds. In particular, the current objective quality metrics can be distinguished into two classes: (i) point-topoint (p2point), and (ii) point-to-plane (p2plane). The first class is based on the geometric distance between a reference and a distorted point, while the second, is based on the error obtained after projecting a reference point to the normal vector that corresponds to a distorted point. For both objective metrics, the algorithm to compute the total error of a point cloud is identical. In particular, for every point of the content under assessment, a nearest neighbor is identified in the reference point cloud and an individual error is computed, based on the selected metric. Then, the Mean-Squared-Error (MSE), or the Hausdorff distance are typically applied to the individual errors to get a total degradation value. This procedure is commonly repeated by setting both the distorted and the original contents as a reference. The maximum error value is kept, which is referred to as the symmetric error. Finally, the Peak-to-Signal Noise Ratio (PSNR) values were also computed as defined in, 15 using a factor of 1 in the numerator. The PSNR is defined as the maximum distance of the nearest neighbors of the reference content divided by the squared error value (MSE, or squared Hausdorff). Considering every combination of (a) objective quality metrics, (b) approaches to compute the total geometric error, and (c) PSNR values, we have a total of 8 objective metrics that were used in this study. The objective scores were computed using the software v.0.11.
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Similarly to, 5 the objective scores are computed on the point clouds before and after the surface reconstruction, given that a polygonal mesh is a list of vertices with associated faces. In addition, due to the outlier behavior of cube which can be seen in Figure 4 , we present the performance of metrics after including and excluding the scores of this content. Finally, to use the p2plane metric, the existence of normal vectors is required. For point clouds before surface reconstruction, the estimated normal vectors that were used to reconstruct the corresponding meshes were employed, as described in Section 3.1, while for point clouds after surface reconstruction, the normal vectors that are naturally associated to the produced mesh, were used.
For the benchmarking of objective quality assessment tools, the subjective ratings are commonly set as the ground truth. Let us define the result of execution of a particular objective metric as a Point cloud Quality Rating (PQR). A predicted MOS for a test content is obtained after a fitting function on every [PQR, MOS] pair. In this study, the monotonic cubic function was selected for regression analysis. Then, following the Recommendation ITU-T P.1401, 16 to assess the performance of every objective metric, the Pearson Correlation Coefficient (PCC), the Spearman Rank Order Correlation Coefficient (SROCC), the Root-Mean Squared Error (RMSE) and the Outlier Ratio (OR) are computed between the subjective and the predicted MOS, to account for linearity, monotonicity, accuracy and consistency, accordingly. In Table 4 , the objective quality metrics with better performance are presented per test laboratory and tested case. As can be observed, the performance indexes are generally low and the correlation is improved when the ratings for cube are excluded from the computations. Furthermore, by computing the objective scores before surface reconstruction leads to better correlation results. In Figure 5 , we present the best-performing objective metric per laboratory; that is obtained before surface reconstruction and excluding cube.
Comparison between Subjective Scores from different Labs
In this section we study and analyze inter-laboratory correlation results. In particular, following the Recommendation ITU-T P.1401, 16 several fitting functions were applied to compute the PCC, SROCC, RMSE and OR coefficients. Specifically, no fitting, linear fitting and monotonic cubic fitting functions were applied as regression models. Furthermore, to determine whether statistically equivalent subjective scores are obtained in the three labs, the Correct Estimation (CE), Under Estimation (UE), and Over Estimation (OE) percentages were calculated after a multiple comparison test at a 5% significance level. Finally, to identify if a pair of data points can lead to different conclusions, the False Ranking (FR), False Differentiation (FD), False Tie (FT) and Correct Decision (CD) percentages were computed, based on the Recommendation ITU-T J.149. 17 Notice, that, since the scores of a particular laboratory cannot be used as the ground truth, for every pair of universities (X, Y ), we set the subjective scores of university X as the ground truth benchmarking the scores of university Y , and vice versa. The performance indexes were very similar for every regression model we tested, but slightly better for cubic function. Thus, the latter was used to compute the coefficients reported in Table 5 . Moreover, in Figure 6 , we present scatter plots along with every type of fitting, that indicate the correlation between every pair of universities. Note that for the same pair, the corresponding sub-figures are arranged vertically.
Based on our results, strong correlation is noted for every combination of different laboratories. In general, the PCC and SROCC coefficients are high, whilst the RMSE and OR values remain low, indicating high accuracy and consistency of the ratings, respectively. The False Ranking, which is the most severe type of error remains 0%, while the Correct Decision is above 85%, which indicates that for a big percentage of pairs of contents, the same conclusions can be drawn by two test labs. In UNIN we observe higher CIs with respect to the other two test laboratories; specifically, the CIs in UNIN are on average 12.30% and 8.63% larger than UBI and UC, respectively. This explains why the False Tie percentages are high when the UNIN scores are set as ground truth. Based on the performance indexes, there is a small percentage of contents that is under-estimated in UBI when compared to the corresponding scores in UC. However, the highest deviation in terms of rating behavior is observed between UNIN and UC. In particular, when the UC scores are set as ground truth, the linear fitting function achieves an angle of 48.05°with a Y -intercept of −0.38, while by setting the UNIN scores as ground truth, an angle of 38.71°and a Y -intercept of 0.62 is achieved. This, essentially, indicates that in UNIN lower visual quality objects are consistently rated higher, while higher visual quality objects are rated lower with respect to UC. It should be considered, though, that except of the different 3D setup that was adopted, in this pair of universities we have the most diverse display specifications. Specifically, in UNIN a 50" display with 4K resolution was used, whilst in UC a 27" monitor with FHD resolution was installed.
Comparison between Subjective Scores for Mesh visualization in 2D and 3D monitors
The subjective scores collected in this experiment were compared to ratings obtained from a previous experiment, which is described in.
5 Specifically, the same set of test contents was assessed using typical 2D displays in five test laboratories. The size of the displays used varied from 28" to 50", and the resolution from FHD to 4K. To compare our results, the performance indexes described in Section 4.2 are employed. In this study, we compute and present the performance indexes between every set of scores that was obtained for mesh visualization in 2D displays against every set of scores acquired using 3D displays, which leads to 15 possible combinations. Furthermore, for every pair that is formed, by alternating the set of scores that is considered as ground truth, we get 30 sets of correlation coefficients for the corresponding comparisons, which are reported in Table 6 . In Figure 7 , scatter plots between various pairs are indicatively presented, including every fitting function. Please note that in order to report the results, the following naming convention was used: Rendering-University (laboratory) Based on our results, the correlation is relatively strong for every combination, which is confirmed by the high PCC and SROCC values, which are above 0.94 and 0.8, respectively. The RMSE and OR vary, but lie at low levels. The False Rating is 0%, while high percentages are observed for Correct Estimation and Correct Decision (i.e., above 95.8% and 79%, respectively). Another remark is that the False Tie percentages are consistently high when the UP is set as the ground truth. This is observed because the CIs in UP are very small due to the high number of participated subjects (i.e., 44).
In Figure 7 (a) and (d), we compare the subjective scores obtained in UNIN using 3D rendering against the scores collected in UP using 2D rendering. When the scores of UNIN are set as the ground truth, the linear fitting function achieves a Y -intercept of 0.74 with an angle of 39.17°. By setting the UP scores as the ground truth, we have a Y -intercept of −0.73 with an angle of 49.36°, showing that the subjects in UP tended to rate lower and higher, the more and less severely degraded contents, respectively. Similar conclusions are draw from the Figures 7 (b) and (d) . For both pairs, although different rating tendencies are observed, the performance indexes indicate that the discrimination of contents is consistent and highly correlated in different setups. In Figure 7 (c), by setting the EPFL scores as the ground truth, a Y -intercept of −0.07 and an angle of 44.28°is achieved, whilst in Figure 7 (e), by setting the UBI scores as the ground truth, the Y -intercept and the angle of the linear fitting function is 0.36 and 42.33°, respectively. Thus, no obvious tendencies are observed. In this case, the correlation coefficients show that in UBI there is a small percentage of Under Estimation of the visual quality of contents. Furthermore, the RMSE and OR values are among the highest between all combinations, revealing lower consistency and accuracy. In general, though, based on our analysis we may conclude that subjective quality assessment of this visual modality does not strongly depend on the specifications of the display, as shown in Section 4.2, or the rendering methodology, as presented in this Section.
Comparison between Subjective Scores after PC and Mesh visualization
Finally, the subjective scores of this experiment were compared to ratings obtained in a previous experiment, where the visual quality of the same degraded point clouds (excluding Egyptian mask ) was assessed without enabling any intervening reconstruction algorithm before rendering. 11 The performance indexes described in Section 4.2 are used to compare subjective scores obtained from every test laboratory for mesh visualization in 3D monitors, and the subjective scores for point cloud visualization in 2D monitors. No fitting, linear and cubic fitting functions were tested, with the latter providing better fitting results that are used to report the performance indexes of Table 7 . In Figure 8 , we provide scatter plots indicating the correlation between the two experiments, including every fitting function. Based on the performance indexes, the correlation between these two tests is poor, which is in agreement with the results of our previous work. 5 The outcome of this analysis is that using a surface reconstruction technique as a pre-rendering step to consume 3D objects leads to differently rated visible distortions in both 2D and 3D display setups, with respect to visualization of raw point cloud contents.
CONCLUSIONS
In this work was conducted a subjective evaluation of octree-based compression artifacts of PCs, rendered as mesh objects in 3D displays, a stereo with passive technology, a stereo with active technology and a auto-stereoscopic.
The experiment was performed on three independent laboratories and results reveal high correlation among test labs, although different displays were used. The results using 3D displays reveal a very high correlation with previous results using 2D visualization of the same content. However, the results reveal a poor correlation with a subjective test where data was shown as a set of points, without any surface reconstruction. Hence, the surface reconstruction algorithm influences the perception of quality.
Finally, a comparison of the subjective scores of every laboratory with the state-of-the-art PC objective metrics shows that the visual quality cannot be sufficiently predicted for every type of content.
