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Abstract

The semantic relatedness of words has two key dimensions: it can be based on taxonomic
information or thematic, co-occurrence-based information. These are captured by different
language resources—taxonomies and natural corpora—from which we can build different
computational meaning representations that are able to reflect these relationships. Vector
representations are arguably the most popular meaning representations in NLP, encoding
information in a shared multidimensional semantic space and allowing for distances between
points to reflect relatedness between items that populate the space. Improving our understanding of how different types of linguistic information are encoded in vector space can provide
valuable insights to the field of model interpretability and can further our understanding of
different encoder architectures.
Alongside vector dimensions, we argue that information can be encoded in more implicit
ways and hypothesise that it is possible for the vector magnitude—the norm—to also carry
linguistic information. We develop a method to test this hypothesis and provide a systematic
exploration of the role of the vector norm in encoding the different axes of semantic relatedness across a variety of vector representations, including taxonomic, thematic, static and
contextual embeddings.
The method is an extension of the standard probing framework and allows for relative
intrinsic interpretations of probing results. It relies on introducing targeted noise that ablates
information encoded in embeddings and is grounded by solid baselines and confidence
intervals. We call the method probing with noise and test the method at both the word and

sentence level, on a host of established linguistic probing tasks, as well as two new semantic
probing tasks: hypernymy and idiomatic usage detection.
Our experiments show that the method is able to provide geometric insights into embeddings and can demonstrate whether the norm encodes the linguistic information being probed
for. This confirms the existence of separate information containers in English word2vec,
GloVe and BERT embeddings. The experiments and complementary analyses show that
different encoders encode different kinds of linguistic information in the norm: taxonomic
vectors store hypernym-hyponym information in the norm, while non-taxonomic vectors do
not. Meanwhile, non-taxonomic GloVe embeddings encode syntactic and sentence length
information in the vector norm, while the contextual BERT encodes contextual incongruity.
Our method can thus reveal where in the embeddings certain information is contained.
Furthermore, it can be supplemented by an array of post-hoc analyses that reveal how
information is encoded as well, thus offering valuable structural and geometric insights into
the different types of embeddings.
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Chapter 1
Introduction
Computational semantics studies how to automate the process of constructing and reasoning
with meaning representations of natural language expressions, be it words, phrases, sentences
or even entire documents. It consequently plays an important role in computational linguistics
as well as the discipline of natural language processing (NLP). One of the most popular
and successful ways of creating meaning representations is to train a neural network that
produces distributed representations called embeddings—vector representations of meaning
embedded in a shared multidimensional semantic space.
In the past decade there has been an abundance of work that utilises neural networks for
learning meaning representations for NLP (for example Mikolov et al. (2013a,b); Socher
et al. (2013); Kalchbrenner et al. (2014); Kim (2014), to name but a few). These types of
representations are automatically learned from a natural language corpus and are able to
simultaneously encode multiple linguistic features of words. Moreover, the development
of techniques such as Skip-Thought Vectors (Kiros et al., 2015) and Sent2vec (Pagliardini
et al., 2018) have yielded approaches to learn distributed representations of sentences in an
unsupervised manner. In the latter part of the decade, the landscape of the field has been
terraformed with the release of the so-called “Muppet” models—the LSTM-based ELMo
(Peters et al., 2018b) and transformer-based BERT (Devlin et al., 2018)—which were able
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to generate contextualised embeddings, thus addressing the problem of polysemy. These
models and their derivatives have rapidly surpassed the state of the art in all popular NLP
tasks and, in doing so, have marked a new era in NLP.
Concurrently, an important discussion began permeating the public discourse on AI,
namely the issue of AI ethics and, more specifically, explainable and interpretable AI
(Whittlestone et al., 2019). Due to the non-transparent, or rather, human-uninterpretable
way that neural networks build representations and make decisions, a subfield of explainable
AI has begun to emerge across all AI disciplines, including NLP. A series of workshops
started in 2018 called BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP
(Alishahi et al., 2019) showcases NLP researchers’ efforts to better understand the inner
workings of neural network models, as they develop methods to more precisely pinpoint
what these systems encode (tentatively, “learn” and “know”) in terms of human-interpretable
information. These efforts are aimed at various applications such as text classification
(Jacovi et al., 2018), machine translation (Stahlberg et al., 2018), computational reasoning
(Sommerauer et al., 2019) and many others. Interpretability efforts have also gripped the
field of computational semantics, with a focus on better understanding embedding models
and distributed meaning representations.
To this end the notion of probing (Ettinger et al., 2016; Veldhoen et al., 2016; Adi et al.,
2017) has gained considerable traction in the area of interpretability of NLP models. Probing
is used to analyse an embedding model’s encoding of linguistic information: the core idea
is that, by using embeddings produced by a pretrained embedding model as the sole input
for a machine learning classifier (which in this case is called the probe) which is trained to
predict a linguistic task, we can consider the probe’s performance on the task as a proxy
for assessing the extent of task-relevant linguistic knowledge the embedding model encodes
in its embeddings. To give a concrete example, if we can train a machine learning model
to predict whether a sentence is in the active or passive voice based only on the sentence’s
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embedding, this provides evidence that the embedding model is encoding voice information
somewhere within the embeddings it generates. In other words, the underlying assumption
is that, if a probe is able to successfully classify candidates, then the probed information
must be contained in the embeddings themselves. It is particularly interesting to use probing
to study linguistic properties that are encoded by embedding models which have not been
explicitly designed to encode those linguistic properties, thus revealing emergent structures
in embeddings. In theory, probing can be used to assess any property of language contained
in a linguistic segment (word, phrase, sentence) that can be expected to be encoded by an
embedding model, and has been used to probe for linguistic properties such as word order
and sentence length, morphology, syntax, and to a degree even semantics and discourse
structure. As such, the probing framework will form the methodological backbone of this
thesis.

1.1

Research Questions and Proposed Research

Though it is still in its early stages, research on probing is rapidly developing. While its
potential for application is broad, there are many NLP tasks that have not yet been explored
with the probing framework. Specifically, it seems the majority of impactful probing work
focuses on analysing syntactic properties encoded in language representations, yet the rich
and complex field of semantics is comparably underrepresented. One particular semantic
problem that has not been explored at all in the context of probing is the distinction between
the taxonomic and thematic dimensions of semantic relatedness (Kacmajor and Kelleher,
2019): words or concepts which belong to a common taxonomic category share properties or
functions, and such relationships are commonly reflected in knowledge-engineered resources
such as ontologies or taxonomies. On the other hand, thematic relations exist by virtue of
co-occurrence in a linguistic context where the relatedness is specifically formed between
concepts performing complementary roles in a common event or theme. Modelling both
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kinds of relationships is important for building AI with comprehensive natural language
understanding abilities, however, by default, the vast majority of pretrained language models
are trained solely on natural language corpora. This means that they mainly encode thematic
relations, even though both types of information can be encoded by language representations.
Consequently, most probing work is applied to thematic embeddings, while taxonomic
embeddings remain unexplored. We wish to foreground this distinction and use the probing
framework to study and compare the different types of representations, applied to two newly
developed semantic probing tasks.
While using the probing framework to peek into language representations and uncover
the encoding of specific types of information is an invaluable tool for the area of model
interpretability, at its core the insights provided by the typical probing pipeline are somewhat
limited, simply revealing whether the relevant information is contained within a language
representation. Yet it would be of great interest to take the investigation further and examine
the structural and geometric properties of language encodings. For example, one aspect
of embeddings that has not received much attention is the contribution of the vector norm
to encoding certain linguistic information. Further developing the probing methodology
and adapting it would allow us to identify where and how exactly the relevant information
is encoded within a representation and what the role of the vector norm is in storing this
information.
Generally, our goal in this thesis is to learn more about how different types of linguistic
information are encoded in embeddings. Explicitly, our overarching research questions are:
• How are different types of linguistic information encoded in embeddings?
• Is the vector norm of embeddings capable of encoding certain linguistic properties?
• What is the interaction between different types of embeddings and the way they encode
linguistic properties?
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In order to answer these questions and obtain geometric insights into how embeddings
store linguistic information, we require a probing method that accounts for the role of the
vector norm in encoding information. This means the method needs to be able to provide
an intrinsic evaluation of an individual embedding representation, while simultaneously
allowing for a relative interpretation of results in order to isolate the role of the vector norm
relative to the vector dimensions. However, the typical probing pipeline is not designed to
provide this type of insight, as it can only tell us how well an embedding encodes some type
of linguistic information when compared to another embedding model.
We thus propose an extension to the existing probing framework: first we apply the
standard probing pipeline to a given task by training a probing classifier to predict linguistic
features based solely on embeddings as input. We then add a further step and introduce
targeted random noise into the embeddings, followed by retraining the classifier. This allows
us to examine how the added noise impacts the probe’s evaluation scores—if the probe’s
performance drops, this means informative features have been removed from the embedding.
Essentially, we examine whether the noise disrupted the information in the embedding
being tested, and the right application of noise enables us to determine which embedding
component the relevant information is encoded in, by ablating that component’s information.
In turn, this can inform our understanding of how certain linguistic properties are encoded
in vector space: while the standard probing framework enables us to examine how well a
vector representation encodes some type of linguistic information, our extended method
enables us to examine where in the embedding this information is encoded. This allows
us to perform an intrinsic evaluation of a single encoder and provides geometric insights
into the encoder’s embeddings. We call the method probing with noise and in this thesis we
demonstrate its applicability to taxonomic and thematic embeddings, as well as contextual
and static encoders, by using it to intrinsically evaluate English SGNS, GloVe and BERT
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embeddings on ten established linguistic probing tasks, as well as two newly developed
semantic probing tasks that represent taxonomic and thematic aspects of meaning.

1.2

Contributions

The major research contributions arising from the PhD research as presented in this thesis
are as follows:
1. a methodological extension of the probing framework: probing with noise, which
provides structural insights into embeddings
2. an array of experiments validating the probing with noise method and demonstrating
its generalisability to a range of encoders and probing tasks
3. the identification of a gap in the probing literature regarding a lack of study of semantic
tasks, and the consecutive development of two new semantic probing tasks: hypernymhyponym and idiomatic usage prediction
4. the development and publication of a large set of taxonomic word embeddings and
pseudo-corpora
5. a systematic exploration of the importance of the vector norm in encoding different
types of linguistic phenomena in different embedding models, which shows that the
norm is able to encode different types of linguistic information, with the particular
information being dependant on the embedding model
6. a comparative analysis of taxonomic and thematic embeddings that reveals only taxonomic embeddings carry taxonomic information in their norm, indicating that the
role of the norm can be determined by the embedding training data, i.e. the underlying
distribution, rather than the model architecture
6
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7. a comparative analysis of contextual and static embeddings that reveals significant
structural differences in their respective vector spaces and shows that contextual
embeddings partially encode contextual incongruity information in their vector norm.

1.2.1

Other Contributions

During the course of this PhD program, additional research contributions, including a number
of accompanying publications, have been made on various topics on embeddings as well as
other areas in NLP. These will not not be presented in any of the chapters as they fall outside
the scope of the main strand of the research presented in the thesis. Some initial publications
describe work that was carried over from past projects, like the work on a reference corpus of
Croatian (Ljubešić et al., 2018), research on manual evaluation of neural machine translation
systems (Klubička et al., 2018b) completed during a master’s program, as well as research
on hate speech detection on Twitter conducted during an Erasmus internship (Klubička and
Fernández, 2018).
During the course of the PhD we first explored the practical implications of using
certain evaluation metrics for selection of machine learning models (Klubička et al., 2018a),
with a case study on the task of idiom token identification, which led us into the space of
semantics and figurative meaning. We initially participated on a shared task on hypernym
discovery (Maldonado and Klubička, 2018), which led us to exploring the applications
of word embeddings to encode taxonomic knowledge. We invested considerable effort
developing experiments that allowed us to gain a more in depth understanding the WordNet
random walk as an algorithm for generating a pseudo-corpus which is used to train word
embeddings that encode taxonomic information. During the course of our research we
performed extensive experiments trying to answer the question of how large a pseudo-corpus
should be to encode useful amounts of taxonomic knowledge when combined with thematic
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embeddings. We have found that there is a sweet spot that can be struck in the balance
between taxonomic and thematic information (Maldonado et al., 2019).
On the thematic side of things, we have done additional research on using BERT to
perform idiom token classification based on an existing verb-noun multiword expression
dataset. One of the main contributions of the paper is our use of the game theory concept of
Shapley Values to rank the usefulness of individual idiomatic expressions for model training
and using this ranking to analyse the type of information that the model finds useful in making
a prediction in a typical probing setting. We find that a combination of idiom-intrinsic and
topic-based properties contribute to an expression’s usefulness in idiom token identification.
We also show that BERT outperforms Skip-Thought sentence representations, which held
the previous state of the art on that particular dataset (Nedumpozhimana et al., 2022).
It is also worth noting that during the latter half the PhD programme, a number of
contributions have been made towards collecting, cleaning and processing Croatian-English
parallel corpora for the PRINCIPLE project (Way et al., 2020)1 . The project’s main aim
was to identify, collect and process high-quality language resources for four under-resourced
European languages with the aim of developing machine translation systems for these
languages. A large amount of parallel data was collected, with a focus on the eProcurement
and eJustice domains. Most of the collected corpora for Croatian have been published and
are freely available on the ELRC-SHARE repository2 (Klubička et al., 2022).
Here we provide a full, chronological list of work published during the course of the
programme:
• 2018
1. Filip Klubička, Antonio Toral, Victor Manuel Sánchez-Cartagena. Quantitative
fine-grained human evaluation of machine translation systems: a case study on
English to Croatian. Machine Translation. 32, 195–215.
https://doi.org/10.1007/s10590-018-9214-x
1 PRINCIPLE

stands for Providing Resources in Irish, Norwegian, Croatian and Icelandic for Purposes of
Language Engineering. More information can be found here: https://principleproject.eu
2 The resources can be accessed here: https://elrc-share.eu/repository/search/?q=&selected_
facets=projectFilter_exact%3APRINCIPLE%20-%20Evaluated
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2. Filip Klubička, Giancarlo D. Salton, John D. Kelleher. Is it worth it? Budgetrelated evaluation metrics for model selection. Proceedings of the 11th International Conference on Language Resources and Evaluation. ELRA. 2014-2021.
3. Filip Klubička, Raquel Fernández. Examining a hate speech corpus for hate
speech detection and popularity prediction. Proceedings of 4REAL: Workshop on
Replicability and Reproducibility of Research Results in Science and Technology
of Language. 16-23.
4. Alfredo Maldonado, Filip Klubička. ADAPT at SemEval-2018 Task 9: SkipGram Word Embeddings for Unsupervised Hypernym Discovery in Specialised
Corpora. Proceedings of The 12th International Workshop on Semantic Evaluation. 924-927.
5. Nikola Ljubešić, Željko Agić, Filip Klubička, Vuk Batanović, Tomaž Erjavec.
hr500k–A Reference Training Corpus of Croatian. Language Technologies and
Digital Humanities Conference (JT-DH 2018). 154-161.
• 2019
1. Alfredo Maldonado, Filip Klubička, John D. Kelleher. Size matters: The impact
of training size in taxonomically-enriched word embeddings. Open Computer
Science. 9:252-267. https://doi.org/10.1515/comp-2019-0009
2. Filip Klubička, Alfredo Maldonado, Abhijit Mahalunkar, John D. Kelleher.
2019. Synthetic, yet natural: Properties of WordNet random walk corpora and
the impact of rare words on embedding performance. Proceedings of the 10th
Global Wordnet Conference 2019. 140-150.
• 2020
1. Filip Klubička, Alfredo Maldonado, Abhijit Mahalunkar, John D. Kelleher.
English WordNet Random Walk Pseudo-Corpora. Proceedings of The 12th
Language Resources and Evaluation Conference. ELRA. 4893-4902.
• 2022
1. Vasudevan Nedumpozhimana, Filip Klubička, John D. Kelleher. Shapley Idioms:
Analysing BERT Sentence Embeddings for General Idiom Token Identification.
Frontiers In Artificial Intelligence.
https://doi.org/10.3389/frai.2022.813967

2. Filip Klubička, Lorena Kasunić, Danijel Blazsetin, Petra Bago. Challenges of
Building Domain-Specific Parallel Corpora from Public Administration Documents. Proceedings of the 15th Workshop on Building and Using Comparable
Corpora (BUCC 2022) @LREC2022. ELRA. 50–55.
3. Petra Bago, Sheila Castilho, Edoardo Celeste, Jane Dunne, Federico Gaspari,
Níels Rúnar Gíslason, Andre Kåsen, Filip Klubička, Gauti Kristmannsson,
Helen McHugh, Róisín Moran, Órla Ní Loinsigh, Jon Arild Olsen, Carla Parra
Escartín, Akshai Ramesh, Natalia Resende, Páraic Sheridan, Andy Way. Sharing
high-quality language resources in the legal domain to develop neural machine
translation for less-resourced European languages: best practices, challenges
and applications. Special Issue of the Journal of Language and Law. (Awaiting
Publication).
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1.3 Thesis Summary and Structure
Most of the work presented in this thesis currently remains unpublished, however Chapter
4 is based on research that has been published in relevant venues, presenting work from
two first-author papers (Klubička et al., 2019; Klubička et al., 2020). While the work
presented in other chapters is not based on any currently published work, we do acknowledge
a number of collaborative publications that are topically related to Chapter 4 (Maldonado
et al., 2019), Chapter 5 (Maldonado and Klubička, 2018) and Chapter 6 (Nedumpozhimana
et al., 2022). However, the work presented in these papers does not contribute significantly to
their respective chapters as the findings are tangentially related to the work presented in the
thesis. We only mention them in the relevant related work sections, as their results otherwise
fall out of scope.

1.3

Thesis Summary and Structure

• Chapter 1 provides a general introduction to the topics studied in this thesis, as well as
the research questions that motivate the work. It also outlines all research contributions
made by the author during the course of the PhD programme.
• Chapter 2 provides a comprehensive literature overview of the three core facets of this
thesis: (1) semantics, (2) embeddings and (3) probing, introducing the foundational
concepts that will be studied in the thesis.
• Chapter 3 describes the proposed probing with noise method in detail. It introduces the
concept of information containers which motivates the exploration of the different kinds
of noising functions that can be used to study the structural properties of embeddings.
• Chapter 4 describes the creation, validation and evaluation of the taxonomic embeddings to which our method will be applied.
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• Chapter 5 introduces the hypernym-hyponym prediction probing task and the first batch
of probing with noise experiments, applied to taxonomic and thematic embeddings.
It contains descriptions of the dataset, models, evaluation metrics and results. It also
presents supplementary post hoc experiments that provide additional insights into
taxonomic embeddings.
• Chapter 6 introduces the idiomatic usage probing task and the thematic batch of
probing with noise experiments, applied to contextual and static embeddings. It
contains descriptions of the dataset, models, evaluation metrics and results, with a
detailed elaboration on the motivation for the choice of train and test data split. It also
discusses the limitations of the dataset used in the experiments.
• Chapter 7 presents a large suite of experiments applying the probing with noise method
to ten established probing task datasets that test for a variety of linguistic information,
on contextual and static embeddings. It also includes extensive supplementary post hoc
analyses and experiments that provide further structural insights into the embeddings.
• Chapter 8 contains a synthesis of all the results and develops a discussion around the
experimental findings. It also discusses possible limitations and fruitful avenues for
future work.
• Chapter 9 summarises the findings and contributions made by the work.
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Chapter 2
Background
The work presented in this thesis lies at the intersection of three broad topics: semantics,
embeddings and probing. These topics permeate the text and will be making appearances
in most chapters, so rather than introducing them as required on a per-chapter basis, here
we provide a dedicated introduction to the general background knowledge that forms the
foundation of the thesis, specify the subfields that we will inhabit and introduce relevant
concepts and models that will be referenced throughout the thesis. In addition to the literature
presented in this chapter, some chapters will also contain a more fine-grained related work
section that discusses relevant work relating to the specific topic studied in that particular
chapter.

2.1

Semantics

In its broadest sense, the linguistic domain of semantics is concerned with studying meaning.
It is a rich field with a number of dominant and often competing theories, but one of the
crucial questions which unites the different approaches is that of the relationship between
form and meaning. Hence, in a narrower sense, semantics is concerned with the inherent
meaning of linguistic structures, such as words and sentences, as linguistic expressions in
12
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and of themselves. This is distinguished from meaning as studied in pragmatics, which
is concerned with those aspects of meaning that derive from the way in which words and
sentences are used (Kroeger, 2019).
Two of the most prominent issues in the field of semantics are those of lexical semantics—
studying the nature of the meaning of words—and compositional semantics—studying how
smaller parts, like words, combine and interact to form the meaning of larger expressions,
such as phrases or sentences (Bender and Lascarides, 2019). In this thesis we will touch
upon both lexical and compositional semantics, as we will be dealing with modelling the
meaning of, and relationships between, words, multi-word expressions and sentences. We
will do so studying examples of different dimensions of semantic relatedness, in large part
using a distributional semantics lens.
Distributional semantics is founded on the distributional hypothesis (Harris, 1954; Firth,
1957), which broadly states that words which occur in the same contexts tend to have
similar meanings. Based on this notion, the primary focus of distributional semantics is to
develop and study theories and methods for quantifying and categorising semantic similarities
between linguistic items based on their distributional properties in large samples of language
data (Goldberg, 2017). In other words, its goal is to identify words/phrases/sentences that
are similar to each other. However, given that semantic similarity encompasses a variety of
different lexico-semantic and topical relations (Weeds et al., 2004), this raises the question
of what kind of similarity is being measured, represented and ultimately evaluated in the
distributional semantics literature. In fact, Kacmajor and Kelleher (2019) have found that
related work on semantic relatedness and similarity often does not specify what kind of
similarity is being modelled or evaluated.
While semantic relatedness is often treated as a single concept in the literature on lexical
semantics, in reality there are at least two key dimensions of semantic relationships between
words or concepts: taxonomic and non-taxonomic. Taxonomic relations are based on a
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Figure 2.1 Subsets of semantic relatedness. Pairs marked [1] and [2] are examples of the same
concept pairs being linked by two different relatedness types. Image originally published by
Kacmajor and Kelleher (2019) as Figure 1, licensed under CC BY 4.0.
comparison of the concepts’ features, meaning that concepts which belong to a common
taxonomic category share properties or functions (consider table and desk). On the other
hand, non-taxonomic relations exist by virtue of co-occurrence of concepts in any sort of
context, for example temporal, spatial or linguistic context. An example of this would be
thematic relations (Lin and Murphy, 2001), where the relatedness is specifically formed
between concepts performing complementary roles in a common event or theme, which often
implies having different features and functions which are complementary (compare table
and chair). In the domain of distributional semantics, thematic relations can be considered
to describe relationships between words that frequently co-occur in the same linguistic
context—in the same sentence, for example. Kacmajor and Kelleher (2019) have explored
this distinction between taxonomic and thematic relations in depth and have found that when
“similarity” is used in the distributional semantics literature it most often refers to taxonomic
similarity. They provide an informative illustration of the distinct similarity categories, as
shown in Figure 2.1, and highlight the importance of this distinction, arguing that the ability
to differentiate between taxonomic and thematic relations can lead to enhanced statistical
language models. Each type of relation has the ability to contribute in different ways:
taxonomic relations indicate which words can be replaced by other words, while thematic
14
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relations express high-probability co-occurrences and thus help in tasks such as language
modelling.
In this sense, the concepts of taxonomic and thematic relations roughly correspond to the
Saussurean concepts of paradigmatic and syntagmatic relations between linguistic elements
(De Saussure, 2011). Paradigmatic relations can be conceived as vertical, as they pertain to
a relationship among linguistic elements that can substitute for each other in a given context.
Given an example sentence such as The Sun is shining, this is the relationship of Sun to other
nouns, such as Moon, star, or light, that could substitute for it in that sentence. On the other
hand, syntagmatic relations can be conceived as horizontal, as they pertain to relationships
among linguistic elements that occur sequentially in a chain of speech or text. Given the same
example sentence, there is a syntagmatic relationship between The Sun and is shining. Thus,
syntagmatic relations reflect co-occurrences in a given context. In other words, syntagmatic
relations concern positioning, while paradigmatic relations concern substitution. This aligns
well with the notion that modelling taxonomic relations can help indicate which words can
be replaced by other words, while taxonomic relations help in tasks such as predicting the
next word in a sequence.
While this particular issue is beyond the scope of this thesis, it is worth noting that there
is also discussion on whether both kinds of relations can be shared by the same pair of
words. An article by Chiu and Lu (2015) analyses the relationship between paradigmatic and
syntagmatic relations, with results suggesting that syntagmatic and paradigmatic relations
between the same two words can coexist. Kacmajor and Kelleher make the same observation
for taxonomic and thematic relations: although they are different and separate types of
relatedness, the same pair of concepts can be connected by two different types of relatedness.
An example of this is included in Figure 2.1, where knife and fork are taxonomically related

15

2.2 Embeddings
because they both belong to the category of cutlery, and are also thematically related because
they perform complementary roles, for example in scenarios involving dinner1 .
In more practical terms, when it comes to modelling the two dimensions of semantic
relationships, as a rule of thumb they are reflected in two different kinds of language resources:
a natural language corpus primarily reflects thematic relationships between words by way
of word co-occurrence, as they only provide linguistic context. Taxonomic relations, on the
other hand, are rarely overtly expressed in examples of natural language. Though research
has shown that such relationships can be automatically extracted from natural language
corpora (Hearst, 1992), they are more accessible and more commonly modelled in the
form of knowledge-engineered language resources such as thesauri, knowledge bases,
ontologies, taxonomies and similar semantic networks, where relationships are reflected via
explicit links between entities in the knowledge graph.
This distinction between taxonomic and thematic relatedness, as well as the different
language resources they are reflected in, informs the theoretical basis of our work. It also
informs some of the motivation behind our work, as we wish to explore the tension between
different types of semantic information encodings by examining how the two different axes
of semantic relations can be encoded in an embedding representation.

2.2

Embeddings

While general approaches to distributional semantics have historically been quite varied, the
past decade has seen a convergence towards leveraging vector space models. First proposed
by Salton et al. (1975), they truly began dominating the field of NLP around the early 2010’s
1 We

acknowledge that this proposed mapping from taxonomic to paradigmatic and thematic to syngtagmatic
is not perfect, and there is a more nuanced discussion to be had about the extent of the overlap in the terminology.
However, we judge that the resemblance is sufficient for our purposes, as we simply use this as an analogy to
further illustrate the concepts of taxonomic and thematic relatedness. Delving deeper into the terminological
differences between these pairs of concepts falls beyond the scope of this thesis, and henceforth we shall
exclusively rely on the terms taxonomic and thematic.
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and have become the prevalent solution for representing the semantics of linguistic units. In
a vector space model the meaning of a word is represented by a set of coordinates (i.e. a
vector) that positions the word in a space, such that the relative location of the word with
respect to other words reflects linguistic relationships between the words. In these models,
words that have similar meaning have similar coordinates (i.e. vector representations). In
essence, the contemporary approach to learning the appropriate coordinates for words in a
vector space is to use neural network language models (NNLMs) trained on natural language
corpora to produce the vector representations. Typically, NNLMs are constructed and trained
as probabilistic classifiers with the goal of predicting probability distributions in a vocabulary.
In other words, given some linguistic context, the neural network is trained to predict the
probability of each word appearing in the sequence.
To make their probability predictions, such models use vector representations of words
which they generate using standard neural network training algorithms such as stochastic
gradient descent with back-propagation. These word representations are then obtained by
first generating a vector representation with random values for each word, and then letting
the algorithm update the values in the vectors during training with the goal of modelling the
probability distribution of words in a corpus. This results in words that often occur together,
or in similar contexts, having similar embeddings. However, instead of using NNLMs to
produce actual probabilities, it is common to instead use the distributed vector representation
encoded in the network’s hidden layers as representations of words. Each word is then
mapped onto its corresponding vector representation (Bengio, 2008).
In other words, based on the distributional hypothesis, the model maps words onto
dense low-dimensional vectors by inferring the relative position of each word in a shared
multidimensional semantic space from its context of use in the training corpus. The created
continuous representations of words are then embedded in a shared vector space, hence
why they are usually referred to as embeddings. The process of constructing embeddings

17

2.2 Embeddings
has undergone significant changes in the past decade with a myriad of new approaches
continuously being developed. However, their fundamental property has remained unchanged:
distance in the vector space denotes a notion of (semantic) relatedness (Schütze, 1993).
Generating embeddings results in a vector space that often contains meaningful substructures, as illustrated in Figure 2.2. For example, the vector representations for European
capital cities can be found in a localised area of the space. Similarly, some models use
the vector space to position the word vectors in such a way that meaningful relationships
can be reflected via mathematical functions. Thus, they model semantic relations between
words as linear combinations, capturing a form of compositionality that reflects the relational
similarity between words. For example, some models allow for operations like the following:
if the vector for France is subtracted from the vector for Paris, and then the vector for Poland
is added, the resulting vector will be positioned nearby the vector for Warsaw. Similarly, if
the vector for car is subtracted from the vector for cars, adding the vector for apple to the
result will yield a vector that almost matches the vector for apples (Vylomova et al., 2016).
Most often, the sole source of embedding training data is a natural language corpus,
meaning that embedding algorithms model their representations based on co-occurrence and
positioning. It can thus be said that they are designed to model thematic relations. Indeed,
many word embeddings have been shown to perform well on thematic similarity benchmarks
(Baroni et al., 2014; Camacho-Collados and Pilehvar, 2018). On the other hand, taxonomic
relations are not explicitly contained in natural language corpora and as such are not typically
modelled by embedding algorithms, which show less success on stricter taxonomic and
synonymic benchmarks (Hill et al., 2015; Kacmajor and Kelleher, 2019).
Evidently, learning word embeddings from only one of the two kinds of language resources provides an incomplete representation of the word as it models only one aspect of its
meaning. Even though it is not difficult to argue that modelling both kinds of relationships is
important for building AI with comprehensive natural language understanding abilities, most
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Figure 2.2 An illustrative example of how embedding models can, in principle, group
semantically related words in close proximity in the vector space.
NLP models and systems, especially language embedding models, solely rely on natural
corpora as their training resource. To remedy this, efforts have been made to transfer and
integrate taxonomic information encoded in knowledge resources into distributed vector
representations. We will elaborate on this in more detail in Chapter 4.
Finally, it is worth noting that within the vast amount of existing work related to vector
space models there is also some variation in the terms that are used to refer to embeddings
and related concepts. While a given author’s choice might sometimes depend on the work’s
perspective and focus of interest, in the majority of cases the different terms are synonymous,
or near-enough to make little difference, as ultimately the referent is always the same—a
multidimensional real-valued vector generated by some kind of statistical or machine learning
model. Hence in this thesis we will be using a number of terms interchangeably to refer
to embeddings and the models that generate them. While we will most often use the term
embeddings, on occasion we might resort to terms such as encodings, dense low-dimensional
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vectors, dense embeddings, distributed representations, distributed vector representations,
distributed word representations or distributed meaning representations. Similarly, we will
most often refer to the models that generate them as embedding models, however sometimes
we might also use the terms embedding algorithms or encoders.
It is also important to highlight some terminological nuances which might otherwise be
taken for granted. The concept of dense vectors contrasts with the concept of sparse vectors.
Sparse vector representations derive their name from the fact that they are sparsely populated
with information. Typically they would have a high number of dimensions where most
of the dimension values would be set to zero, with only a handful containing informative
values. An example of this is a one-hot encoding vector, which can be used to represent a
sentence: given a vocabulary of words, it encodes words that appear in the sentence with 1
and words that do not with 0. Thus the number of dimensions in the vector are equal to the
size of the vocabulary, which is typically in the range of tens of thousands, while the number
of informative vector dimensions matches the size of the sentence. In contrast, NNLMs
generate dense vectors, where there are far fewer dimensions (e.g. only 300 or 768) and
each dimension holds relevant information, and in principle no dimension value is ever set
to 0. Furthermore, a common property of dense vectors generated by NNLMs is that the
semantics assigned to each of their dimensions is opaque; in fact, the encoding of a single
concept is often distributed across multiple dimensions, and a single dimension is capable of
representing more than one concept. This distributed 2 property of the vector representation
is in contrast with a localist representation: in a sparse one-hot-encoding vector, there is a
one-to-one correspondence between concepts and dimensions, as each dimension encodes a
single piece of information, e.g. the presence or absence of one word from the vocabulary
2 Not to be confused with distributional representations, which can be considered a subset of distributed
representations (Ferrone and Zanzotto, 2020), as they only refer to language vectors that are based on the
distributional hypothesis, describing information related to the contexts in which they appear. Whereas
distributed representations can be used to encode extra-linguistic information and thus have no relation to the
distributional hypothesis of language, but are a more general type of vector representation.
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(Kelleher, 2019, page 129). With that in mind, in this thesis we will be working exclusively
with dense distributed vectors.
Having established the core terminology and theory behind it, we now take the opportunity
to introduce three influential thematic embedding models that will be used throughout the
thesis.

2.2.1

word2vec

One could argue that the publication of word2vec (Mikolov et al., 2013a,b) has most strongly
impacted the landscape of distributional semantics in NLP. As one of the earlier examples of
a distributed word representation model that learns representations using a neural network, it
became widely popular upon its release and has shaped the trajectory of the field, inviting
comparisons to this day, even while far superior models have been developed since. Word2vec
is based on a feedforward neural architecture which is trained with a language modelling
objective. Mikolov et al. proposed two different but related word2vec models: CBOW
(Continuous Bag of Words) and SGNS (Skip-Gram with Negative Sampling). We provide an
illustration of the different word2vec architectures, as shown in Figure 2.3, given the example
sentence The chef prepared the meal.

Figure 2.3 Learning architecture of the CBOW and Skipgram models of word2vec. The
illustration is based on Figure 1 in (Mikolov et al., 2013a).
CBOW is designed so that it would predict a target word using the input of its context
words within a sliding window of n words. So in our example sentence, to predict the
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word prepared, it uses its immediate context words The, chef, the and meal. Architecturally,
CBOW is similar to a feedforward NNLM, where the non-linear hidden layer is removed
and the projection layer is shared for all words in the context window, thus all words are
projected into the same position (their vectors are averaged). The objective function is a
log-linear classifier which predicts the middle word given the past n/2 history words and
n/2 future words at input (empirically, it seems the best results are obtained by using n = 8).
It is called a bag-of-words model as the order of words in the history does not influence the
projection—there is no relevance of the position of the word in determining the vector of the
middle word.
In a sense, the SGNS model is an inverted version of CBOW (as illustrated in Figure
2.3), where instead of predicting the middle word based on the context, it tries to predict the
word’s context words using the target word as input. So in our example sentence, the model’s
input would be the vector for the word prepared, and its goal would be to predict the context
words The, chef, the and meal. Note that SGNS assumes that a focus word occurring in a text
depends on the words the focus word co-occurs with inside a fixed-sized context window, but
that those context words occur independently of each other. This conditional independence
assumption in the context words makes computation more efficient and produces vectors that
work well in practice. SGNS uses the current word as an input to a log-linear classifier with
a continuous projection layer, which predicts words within the window before and after the
current word.
The negative sampling aspect of the SGNS algorithm is a way of producing “negative”
context words for the focus word by simply drawing random words from the corpus. These
random words are assumed to be incorrect context words for the focus word. The positive and
negative examples are used by an objective function that seeks to maximise the probability
that the positive examples came from the corpus whilst the negative examples did not. In our
experiments we will use the SGNS word2vec architecture, as it has been shown to outperform
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CBOW on a number of relevant tasks and seems to be more consistently used in the literature,
likely due to the benefits of using negative sampling.

2.2.2

GloVe

Another prominent word embedding architecture we will employ in our work is GloVe
(Pennington et al., 2014), which stands for Global Vectors. GloVe is an unsupervised
log-bilinear regression model trained to learn word representations on aggregated global
word-word co-occurrence statistics from a natural language corpus, which yields a vector
space with meaningful sub-structures. GloVe differs from both word2vec architectures in
that, instead of predicting a target word or its context, it is designed to predict a given word’s
global co-occurrence statistics from the training corpus. The architecture essentially combines
features of global matrix factorisation and local context window methods. Pennington et al.
claim that both families suffer significant drawbacks individually and point out that methods
like SGNS poorly utilise corpus statistics on a global level, which is the type of information
that GloVe is designed to leverage.
The main idea behind GloVe is that the ratio of co-occurrence probabilities of two words,
wi and w j , with a third probe word wk , i.e., P(wi , wk )/P(w j , wk ), is more indicative of their
semantic association than a direct co-occurrence probability, i.e. P(w j , w j ). Using these
global co-occurrence statistics, they propose an optimisation problem which aims at fulfilling
the following objective:

wTi wk + bi + bk = log(Xik )

(2.1)

where bi and bk are bias terms for word wi and probe word wk , and Xik is the number of
times wi co-occurs with wk . Fulfilling this objective minimises the difference between the dot
product of wi and wk and the logarithm of their number of co-occurrences. This optimisation
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results in the construction of vectors wi and wk whose dot product provides a good estimate
of their transformed co-occurrence counts.
Pilehvar and Camacho-Collados (2020) highlight that, while GloVe does not make use
of neural networks, it is still considered to be a predictive model, rather than a count-based
model. Its architecture is different from conventional count-based models in that it starts
with a randomly initialised vector and uses stochastic gradient descent to update the vector
based on the error in predicting co-occurrence, optimising a non-convex objective so that
words that co-occur often end up with similar vectors. In this sense, GloVe also significantly
diverges from word2vec, and their difference is additionally compounded by the fact that,
while GloVe still uses context windows, it does so globally, rather than individually, and does
not rely just on local statistics, i.e. local word context information, like word2vec does, but
also incorporates global statistics, i.e. word co-occurrence statistics across all words in the
corpus.
An important aspect of pretrained word embedding models such as word2vec and GloVe
is that they provide a single, static embedding for each word in a vocabulary. The word
representation is then fixed and is essentially independent from the context in which the
word appears, thus conflating all possible alternate meanings into one representation. This
has always been one of the biggest criticisms of these approaches, as they completely
disregard phenomena like homonymy and polysemy, where the same surface form can take
on multiple, sometimes completely disparate meanings depending on the context. In addition
to ignoring the role of a word’s context in shaping its meaning, restricting the representations
to individual words makes it difficult to represent higher order semantic phenomena such as
compositionality and long-distance dependencies.
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2.2.3

BERT

Fortunately, it only took about half a decade since embeddings gained universal prominence
for these issues to be resolved, ushering in another significant paradigm shift in NLP:
contextual embeddings. In contrast to static word embeddings, contextual word embeddings
are dynamic in the sense that the same word can be assigned different embeddings if it
appears in different contexts. This is possible because contextual embeddings are assigned
to tokens as opposed to types. Instead of receiving words as distinct units and providing
independent word embeddings for each, contextual models receive the whole text span (the
target word along with its context) and provide specialised embeddings for individual words
which are adjusted to their context. While there had been earlier attempts at addressing the
issue of meaning conflation via building contextual embeddings (Li and McCallum, 2005;
Melamud et al., 2016), including a number of prominent LSTM-based architectures (Peters
et al., 2017; McCann et al., 2017; Peters et al., 2018b), the true turning point came with the
advent of the novel transformer architecture (Vaswani et al., 2017).
The transformer model is an auto-regressive sequence transducer: its goal is to convert
an input sequence to an output sequence, while the predictions are done one part at a
time, consuming the previously generated parts as additional input. Similarly to most
other sequence-to-sequence models, the transformer employs an encoder-decoder structure.
However, unlike previous models, the transformer forgoes the recurrence of recurrent neural
networks (RNNs) for a fully feedforward attention-based architecture. Self-attention is
a special attention mechanism which looks for relations between positions in the same
sequence. Its goal is to allow the model to consider the context while “reading” a word.
According to Pilehvar and Camacho-Collados (2020), transformers come with multiple
advantages over RNNs, which were previously the dominant models: (1) compared to RNNs,
which process the input sequentially, transformers are parallel which makes them suitable
for GPUs and TPUs which excel at massive parallel computation; (2) unlike RNNs, which
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have memory limitations and tend to process the input unidirectionally, thanks to the selfattention mechanism transformers can attend to contexts relating to a word from distant
parts of a sentence, both before and after the words appearance, in order to enable a better
understanding of the target word without any locality bias.
This new model architecture showed much promise and was soon applied to many ML
domains, including sequence encodings, and a number of modified versions of the transformer
have been developed since, specifically applied to language modelling. Alongside OpenAI’s
GPT model (Radford et al., 2018), which has the limitation of only attending to previously
seen tokens in the self-attention layers, arguably the most prominent transformer-based
language model is BERT (Devlin et al., 2019), which almost instantly spawned the rapidly
growing field with a tongue-in-cheek name, BERTology (Rogers et al., 2020). BERT’s
essential improvement over GPT is that it provides a solution for making transformers
bidirectional. This addition enables it to perform a joint conditioning on both left and right
context in all layers. This is achieved by changing the conventional next-word prediction
objective of language models to a modified version, called masked language modelling,
where instead of predicting the next token, the model is expected to guess a token that is
randomly masked from the input seqence, using information from the unmasked remainder
of the sentence. This allows the model to have conditioning not only on the right (next token
prediction) or left side (previous token prediction), but on context from both sides of the
token being predicted.
There is an additional aspect to BERT that further distinguishes it from conventional
static word embedding models such as word2vec and GloVe: while these static embeddings
take whole words as individual tokens and generate an embedding for each token, usually
resulting in hundreds of thousands or millions of token embeddings, BERT segments words
into subword tokens and generates embeddings for these subword units instead. Segmenting
words into subword units offers a number of advantages: (1) it drastically reduces the
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vocabulary size, from millions of tokens to dozens of thousands; (2) it provides a solution for
handling out-of-vocabulary words as any unseen word can theoretically be re-constructed
based on its subwords (for which embeddings are available); (3) it allows the model to share
knowledge among words that have similar surface structures, with the assumption that they
have a shared semantics (Pilehvar and Camacho-Collados, 2020).
In our work we use BERT as a representative of contextual language models. This
allows us to consider three different types of predictive embedding models: word2vec as
an example of the standard NNLM architecture, GloVe as a log-bilinear regression model
and BERT as an example of a transformer-based contextual model. Studying three different
types of embeddings will make comparisons more valuable, as their differences can inform
our result interpretation. Notably, one characteristic that the models do share is that their
resulting embeddings are not human-interpretable. This is symptomatic of all deep learning
models, which are widely known to be black boxes (Alishahi et al., 2019), as it is difficult to
investigate the “reasoning” behind their decisions. This is why, in parallel to the staggering
developments in machine learning models, the field of model interpretability has developed
alongside it, working towards explaining the decisions the models make. In the case of
distributional semantics, the pertinent topic is interpreting vector representations and the
types of information they might be capturing. This forms the third aspect of our work,
providing us with a methodological framework, as well as informing the questions that shape
our hypotheses.

2.3

Probing

With the aim of interpreting embedding models and distributed meaning representations, the
notion of probing has gained considerable traction in the NLP community. Intriguingly, it
seems the framework has been concurrently, yet independently proposed by different groups
of researchers: Ettinger et al. (2016) presented proof-of-concept preliminary experiments
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that propose a diagnostic method for probing specific information captured in vector representations at the sentence level. They describe their method as “linguistically-motivated and
computationally straightforward”, directly testing for extractability of semantic information
that is being captured in sentence representations by using them as training data for a classifier.
Similarly, Veldhoen et al. (2016) developed a tool called diagnostic classifiers, the goal of
which is to read out whether certain information is present in the hidden representations of a
neural network and make a prediction about the hierarchical semantics in the sentence being
represented. Finally, Adi et al. (2017) introduced what they call auxiliary prediction tasks, a
framework that can facilitate a better understanding of encoded sentence representations. By
defining prediction tasks around isolated aspects of sentence structure (such as length, word
content, and word order) they score representations by the ability of a classifier to solve a
given task when using the representation as input.
Functionally, the proposed approaches are almost identical, with only minor implementation and application differences. Generally, the common thread between them can be
described as: training a classifier over embeddings produced by a pretrained model, and
assessing the embedding model’s knowledge encoding via the probe’s performance. Given
this framing, it is worth noting that around the same time similar diagnostic work was being
carried out by a number of other researchers, though they did not explicitly name their framework. For instance, Köhn (2016) used the performance of a simple linear classifier trained on
embeddings as a proxy for how well those embeddings will perform when used in a syntactic
parsing task. Similarly, Shi et al. (2016) tested whether different sequence-to-sequence
machine translation systems learn to encode syntactic information about the source sentence
in English, by using the model’s hidden states to predict syntactic labels of source sentences
via a logistic regression classifier. Finally, while Salton et al. (2016) did not overtly apply the
diagnostic framework to their work, they employed the same pipeline: they used a classifier
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trained on sentence embeddings to predict figurative usage in the sentence, making inferences
about what kind of information is encoded within the representations.
However, a crucial difference between the early work that overtly names the framework
and work that does not, is in the intention—Köhn (2016) wished to simplify a computationally
expensive syntactic parsing task, while Salton et al. (2016) aimed to build an idiom token
identification model, and the revelation about linguistic information being encoded in the
embeddings was incidental. Another difference is that the early probing work emphasises that
a meticulous construction and curation of the probing task dataset is necessary to facilitate
an unambiguous interpretation of what might be encoded in the embeddings. Ettinger et al.
(2016) describe their sentence datasets as “controlled and annotated as precisely as possible
for their linguistic characteristics”. The same sentiment is echoed by Conneau et al. (2018),
who posit that a probing task should ask a simple, unambiguous question in order to minimise
interpretability problems. If constructed with the goal of simplicity, it is easier to control for
biases in probing tasks than it is in downstream tasks.
The work by Conneau et al. (2018) gained a lot of traction as they applied the probing
framework to a large number of models, as well as developed and released a large set of
diverse probing tasks, making it more accessible for researchers to enter this research space.
Arguably, it was the popularity of their work that made probing language representations a
commonplace interpretability technique in NLP, as it has since gained significant momentum
and has been used to explore many different aspects of text encodings (e.g. Hupkes et al.
(2018); Giulianelli et al. (2018); Krasnowska-Kieraś and Wróblewska (2019); Tenney et al.
(2019a); Lin et al. (2019); Şahin et al. (2020); Voita and Titov (2020); Garcia et al. (2021)).
A significant contributor to its popularity is also the inherent modularity of the probing
pipeline: it is agnostic with respect to the encoder architecture, or indeed any other one of its
required elements. This makes it attractive and easy to work with, as it can be applied to a
large number of varying scenarios—it is a simple matter of plugging various components into
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the pipeline, be it different embedding models, different probes or different linguistic tasks.
In theory, the probing framework can be used to assess any property of language contained in
a linguistic unit representation (word, phrase, sentence) that can be expected to be encoded
by an embedding model. And indeed, much related work has been done studying the types
of linguistic information that can be encoded in language representations: probes trained on
various embeddings have been used to successfully predict surface properties of sentences
(Adi et al., 2017; Conneau et al., 2018), part of speech and morphological information
(Belinkov et al., 2017a; Liu et al., 2019a), as well as syntactic (Zhang and Bowman, 2018;
Peters et al., 2018a; Liu et al., 2019a; Tenney et al., 2019b), semantic (Belinkov et al., 2017b;
Ahmad et al., 2018), and even number (Wallace et al., 2019), discourse structure (Chen et al.,
2019) and world knowledge information (Ettinger, 2020), among others (Belinkov and Glass,
2019).
Seemingly more studies have been devoted to probing for syntactic than semantic phenomena, especially in BERT, which is often the prime suspect in the majority of recent
studies (Rogers et al., 2020). This lack of focus on semantics is likely due to the fact that it is
difficult to narrowly define a simple, unambiguous semantic probing task and curate a dataset
that would facilitate a straightforward interpretation within the probing framework. Granted,
while underrepresented, some semantic probing work has been done: BERT has been shown
to encode information about entity types, relations and semantic roles (Tenney et al., 2019b),
and has demonstrated the ability to prefer the incorrect fillers for semantic roles that are
semantically related to the correct ones, over those that are unrelated; for example to tip a
chef is preferred over to tip a robin, but not as desirable as to tip a waiter (Ettinger, 2020).
Additionally, the survey by Belinkov and Glass (2019) does highlight a number of studies
which, while they do not all use the probing framework explicitly, are semantics-related. This
includes work on emotions (Qian et al., 2016), lexical semantics (Belinkov et al., 2017b),
and word sense disambiguation (Ahmad et al., 2018). The aforementioned work by Salton
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et al. (2016) also operated in the domain of semantics, showing that Skip-Thought vectors
can be used to predict idiomatic usage, indicating they encode some representation of idiomaticity. Nedumpozhimana and Kelleher (2021) use the probing framework to show that
BERT’s idiomatic key is primarily found within an idiomatic expression, but also draws
on information from the surrounding context. However, conversely, Garcia et al. (2021)
claim in their work that contextual embeddings like BERT and ELMo do not yet accurately
represent idiomaticity. We discuss this further in Chapters 6 and 8, where we highlight our
own contribution to the space of probing for semantic information and figurative language.

2.3.1

Categories of Probing Work

With the rapidly growing body of work in the field of probing, a number of dichotomies
have begun to emerge relating to the ways that probing research is being done. Though all
the work inherently belongs to the area of interpretability, with the general aim of better
understanding embedding models, there are also some nuances in the starting positions of
research that rely on slightly different presuppositions.
For instance, Ravichander et al. (2020) distinguish different points of view on what
embeddings are, highlighting a difference between work that is instrumentative and work
that is agentive. The instrumentative perspective treats embedding models as tools used to
mine or store linguistic knowledge from text. When viewed as such, the primary purpose of
probing work is to identify effective techniques to extract information from these embeddings
so that they can be used in downstream NLP pipelines. In contrast, a significant amount of
research adopts an agentive perspective, where embedding models are treated as AI agents
that have certain linguistic competencies and world knowledge that can be analysed through
tasks such as natural language inference or story completion.
Meanwhile, Vig et al. (2020) consider probing to be a method of analysis and distinguish
two different types of analysis methods: structural and behavioural. Structural analyses
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aim to shed light on the internal structure of a neural model through probing classifiers that
predict linguistic properties using representations from trained models. Behavioural analyses,
on the other hand, aim to assess a model’s behaviour via its performance on constructed
examples in tasks such as natural language inference. Note the similarities between structural
and instrumentative analysis, as well as behavioural and agentive—while they do not map
perfectly to one another, the two distinctions are analogous to a degree. For example, both
the behavioural and agentive perspectives seem to rely on a more cognitive-science-based
approach to studying the behaviours of NNLM embedding models, treating them as agents
whose performance can be examined on experimental tasks borrowed from psycholinguistics
and cognitive science literature. The same tasks are also used for experiments involving
human participants, thus agentive and behavioural probing work, explicitly or implicitly,
draws comparisons with human language competencies and performance.
Finally, we have identified another such dichotomy in the literature, though it is more
implicit. The perspective relates to the nature of the linguistic information encoded in a
representation: there is a tension between identifying the mere presence of information,
versus its extractability. This tension exists because the probing framework relies on two
separate sets of models: the encoder which creates the language representation, and the probe
which is expected to be able to read this information and use it to make predictions. However,
even if an encoder does read some linguistic information from its input and stores it in its
embedding, it does not necessarily follow that this information will be easily recoverable by
another system. In addition, the recoverability of the information depends on the quality of the
probe, but also on the way the encoder has structured the information in the representations.
This issue of ease of extraction has been discussed by Pimentel et al. (2020) and Voita
and Titov (2020), who propose different flavours of information-theoretic approaches to
probing that measure the “amount of effort” needed to train a successful probe. They
argue that “better” representations should make their respective probes easily learnable, and

32

2.3 Probing
consequently make their encoded information more accessible. So if the research goal is to
show the presence of some information in a representation, then the results will allow for
inferences on the embedding model, rather than the probe. On the other hand, if the goal is to
leverage this information in downstream tasks, then the relevant property of the information
itself is its ease of extraction, rather than its presence, and inferences will be more dependent
on the probing classifier that is used. Also note that this tension could be considered a subset
of the structural approach, as it considers the question of whether information is structured in
such a way that it can be easily leveraged by downstream users of embeddings. In that sense,
it is also instrumentative, as it considers embeddings to be tools that store information in a
certain way.
In this chapter we have cited a mix of work representing each of these types of approaches,
however we do not attempt to categorise all related work nor do we go into much more detail
on this, but rather simply highlight that these differences exist and take the opportunity to
explicitly state which of the possible perspectives we take in our work. Indeed, while there
are a number of available perspectives and avenues to pursue, in our case we position our
work within the existing literature as being instrumentative, i.e. we view embeddings as
tools that extract and store knowledge from text; we consider our probing method to be
structural, i.e. it provides insight into how information is encoded within the representation
and the vector space; and the goal of our work is to identify the presence of information
in embedding components, rather than its extractability. Signposting this also allows us to
better define the scope of the thesis: for example, while we acknowledge the importance of
the questions raised by Pimentel et al. (2020) and Voita and Titov (2020) and their findings,
we do not adopt their information-theoretic perspective as their work is more concerned with
extractability, whereas we attempt to identify presence, for which our framework is sufficient.
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2.3.2

Limitations of Current Probing Methods

While work in area of probing flourishes, it does not come without its limitations. We
highlight that it is easy to misconstrue the basic inference that the framework rests on,
which often seems to be: “if the probe performs well on the probing task, this indicates that
the relevant knowledge is encoded in the probed representation”. If this were the case, it
would raise several questions, not least of which is: “How does one determine if the probe
performs well?” It is not feasible to expect that any given probe’s evaluation score will
provide valuable insights about the embedding based solely on the one accuracy value, as
it is not possible to decouple the contribution of the representation and the contribution of
the classifier. Thus the prototypical probing pipeline is insufficient to provide any tangible
insight into one embedding model alone and, at the very least, two different representations
are needed to make viable inferences. Though this does not seem to be explicitly stated
anywhere, probe interpretations such as made by Conneau et al. (2018) are in fact relative
and dependent on differences between representations, so the basic inference would have to
be “if the same probe predicts the task better using representation A than using representation
B, this indicates that representation A is better at encoding the relevant knowledge.”
While probe interpretations rely on differences in representations, there is evidence that
some probes fail to adequately reflect such differences: Zhang and Bowman (2018) used
probes to compare pretrained representations with randomly initialised ones and in some
cases had to reduce the amount of probe training data in order to observe differences in the
probe’s accuracy with respect to the random baselines. A related result was found by Hewitt
and Liang (2019), who include a “control task” setting in the probing pipeline by probing for
labels randomly associated to word types, which has shown that under certain conditions,
above-random probing accuracy can be achieved even when the information that one probes
for is linguistically-meaningless noise. Additionally, Ravichander et al. (2021) show that text
encoders can learn to encode linguistic properties even if they are not needed for the task on
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which the model was trained. Through a set of controlled synthetic tasks, they demonstrate
that embedding models can encode these properties considerably above chance-level even
when distributed in the data as random noise, further challenging the common interpretation
of probing.
Furthermore, given this reliance on multiple encoders, most probing evaluations are, in a
sense, extrinsic, as most related work compares a number of different embedding models and
then draws conclusions based on their differences. Work concurrent with ours (Torroba Hennigen et al., 2020) highlights a distinct lack of an intrinsic probe evaluation setting, as result
interpretations are always relational and dependant on differences between different encoders.
Certainly, if the goal is to compare different encoders, then the probe’s performance can
inform which model is better than others at storing the information. However, if the goal is
to examine whether a particular representation encodes some information at all, to perform
an intrinsic evaluation, then the single evaluation provided by the probe is not sufficient to
give a reliable answer.
Recent work addresses some of the above problems. Torroba Hennigen et al. (2020)
develop an intrinsic probe that is focused on isolating the dimensions that encode relevant
information in the embedding vectors. Furthermore, Feder et al. (2020) construct counterfactual representations in order to compare the performance of the probe with and without
the pertinent information. Similarly, Elazar et al. (2020) use Iterative Null-space Projection
(Ravfogel et al., 2020) to remove the relevant information from the representation, allowing a
comparison of probe performance with and without the removed information, thus allowing
to measure the effects of confounding factors. In essence, these recent efforts address the
issue of relativising probe interpretations by removing information from the encoding. Note
that in this case, rather than referring to interpretations of differences between other model
architectures, the term relative interpretation refers to an intrinsic evaluation, comparing the
model to altered versions of itself.
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In that sense, this thesis finds its place alongside this body of work, as our method allows
for an intrinsic evaluation of a single embedding model while still allowing for a relativised
probe interpretation. We describe the method in detail in the following chapter, where we
will also highlight differences between our work and a number of related methods.
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Chapter 3
Method: Probing With Noise
Probing in NLP, as defined by Conneau et al. (2018), is a classification problem that predicts
linguistic properties using dense embeddings as training data. The framework rests on the
assumption that the probe’s (relative) success at a given task indicates that the encoder is
storing readable information on the pertinent linguistic properties. With the ability to provide
such insight into embeddings, probing has quickly become an essential tool for encoder
interpretability.
The typical probing pipeline is as follows:
1.
2.
3.
4.
5.
6.

Choose a probing task (e.g. predicting the voice of the main verb in a sentence)
Choose or design an appropriate dataset (e.g. a set of sentences with active/passive labels)
Choose a word/sentence representation (i.e. the embedding)
Choose a probing classifier (the probe)
Train the probe on the embeddings as input
Evaluate the probe’s performance on the task

The final step is an evaluation of the probe’s performance, based on which inferences
can be made regarding the presence of the probed information in the embeddings. The main
inference is that if the probe performs well on the probing task, this is an indication that
the relevant knowledge might be encoded in the probed representation. This way, different
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encoders can be compared and the probe’s relative performance can inform which model
stores the information more saliently.
However, if the goal is to examine properties of a particular representation, to perform a
kind of intrinsic evaluation, then the probe’s accuracy alone cannot provide such insight. At
best, it indicates that the encoding might contain non-zero amounts of information on the
relevant property, but still does not distinguish between what comes from the probe and what
comes from the embeddings. Yet there is a range of possible insights that can be gleaned
by delving a little deeper. With the goal to better understand embeddings and how they
encode information, we investigate their geometric properties, with a focus on the role of
the norm, and ask the questions: Where in an embedding can information be contained? In
what way are linguistic properties encoded in vector space? Are different properties encoded
differently? Do different encoders store information in different places?
To address these questions, in this chapter we first analyse the geometric structure of embeddings and identify components which can encode information, which we call information
containers. We then use this understanding to extend the existing probing framework so that
it can identify which information container encodes the pertinent information. We do this
by employing an ablation method using targeted noise injections into the embeddings that
disrupt each information container. Finally, we walk through a hypothetical application of
the method to give an example of what kinds of results and insights this method can provide,
before applying it to real datasets in Chapters 5, 6 and 7.

3.1

Information Containers

In essence, embeddings are just vectors positioned in a shared multidimensional vector space.
Vectors, as opposed to scalars, are geometrically defined by two aspects: having both a
direction and magnitude (Hefferon, 2018, page 36). Direction is the position in the space
that the vector points towards (expressed by its dimension values), while magnitude is a
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vector’s length, defined as its distance from the origin of the space (expressed by the vector
norm) (Anton and Rorres, 2013, page 131). Individual dimensions can be considered local
properties of vectors, while the norm can be considered a distributed property, a function of
the full set of dimensions.
Modelling linguistic items by assigning them vectors allows us to use a geometric
metaphor for meaning, as “vector similarity is the only information present in Word Space:
semantically related words are close, unrelated words are distant” (Schütze, 1993, page 896).
While more recent work has found that it is possible for additional meaningful substructures
to be found in vector space (Hernandez and Andreas, 2021), Schütze’s statement still forms
the foundation of our understanding that distance in a geometric vector space model can be
interpreted as analogous to (semantic) relatedness.
Most commonly, the cosine similarity measure is used as a proxy for similarity between
two vectors (Widdows and Cohen, 2015). It normalises vector length and compares the
cosine of the angle between two given vectors to determine whether they are pointing in
roughly the same direction. If two vectors have a high cosine similarity, this is interpreted as
the units they represent being similar as well.
However, Karlgren and Kanerva (2021) point out that when calculating cosine similarity,
due to the prerequisite step of vector normalisation, the points of interest in the highdimensional space are scaled to fall on the surface of a hypersphere. This means that a search
for structure (i.e. similarity) in high-dimensional space is actually a search for structure
as it is projected on to the surface of a hypersphere. The issue is that, when the space
has high dimensionality, an increasing majority of the points lie far from the surface of the
hypersphere. Consequently, any structure in the original space that depends on the differences
in distance from the origin is lost in the projection. In other words, if the vector norm were
to carry any meaning itself, then calculating a cosine similarity measure does not account
for this information at all. In fact, Goldberg (2017, page 117) mentions that for many word
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embeddings normalising the vectors removes word frequency information, noting that “this
could either be a desirable unification, or an unfortunate information loss”.
One could easily argue that this is not a major concern: it is well understood that information contained in a vector representation is encoded in its dimension values, primarily
the vector direction, rather than magnitude. This is corroborated by the majority of interpretability research focused specifically on dimensions, where a number of probing studies
research their role as carriers of specific types of information (e.g. Karpathy et al. (2015);
Qian et al. (2016); Bau et al. (2019); Dalvi et al. (2019); Lakretz et al. (2019)). Work by
Torroba Hennigen et al. (2020) shows that most linguistic properties are reliably encoded
by only a handful of dimensions. This finding is consistent with the results of Durrani et al.
(2020), who analysed individual neurons in pre-trained language models and also found that
small subsets of neurons are sufficient to predict certain linguistic tasks, with lower-level
tasks (i.e. morphology) localized in fewer neurons, compared to a higher-level syntactic task.
However, information can be encoded in a representational vector space in more implicit
ways, and relations can be inferred from more than just vector dimension values. Embedding
vectors have varying magnitudes and can be scattered around the vector space at different
distances from the origin. While the norm is a distributed property of a vector’s dimensions,
it not only relates the distance of a vector from the origin, but indirectly also its distance
from other vectors. In fact, two vectors could be pointing in the exact same direction, but
their distance from the origin might differ dramatically1 . We suspect that in semantic vector
spaces, vectors which are closer to the origin might have properties in common compared to
vectors that are far away from it. Hence, analogously to the angle between vectors reflecting
their relationships, it should be possible for the vector magnitude—or norm—to act as an
implicit container of information as well.
1 Mathematically,

two vectors can only be considered equal if both their direction and magnitude are equal
(Anton and Rorres, 2013, page 137).
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While it is underrepresented relative to research on vector dimensions, the effect of the
norm encoding certain types of information has occasionally been observed in the literature:
as noted earlier, according to Goldberg (2017), for many word embedding algorithms the
norm of the word vector correlates with the word’s frequency. For example, in fastText
embeddings (Mikolov et al., 2018) the vectors of stop words (the most frequent words in
English) are positioned closer to the origin than content words (Balodis and Deksne, 2018).
Though this was not the focus of their work, Adi et al. (2017) briefly examined the relationship
between sentence length and norm and have found that in sentence representations derived
from averaged word2vec word vectors the embedding norm decreases as sentences grow
longer. Additionally, Hewitt and Manning (2019) investigated structural properties of the
word representation space, with a sole focus on how syntactic information is encoded in
vector space, and found that the structure of syntax trees emerges through properly defined
distances and norms in BERT and ELMo’s word representation spaces. Recent research
(Kobayashi et al., 2020) also highlights the relevance of the norm during the embedding
training process, demonstrating that it plays an integral part in BERT’s attention layer,
controlling the levels of contribution from frequent, less informative words, such as stop
words, by controlling the norms of their vectors.
Taken together, these findings seem to indicate that vector magnitude is a vector property
which could be leveraged by embedding models to encode linguistic information. However,
it seems that these results have not been followed to their logical conclusion, which we argue
here explicitly as: a vector representation has two separate information containers—vector
dimensions and the vector norm.
This prompts the question: if the norm can encode word frequency, sentence length, and
syntactic tree structure, which other linguistic properties of words or sentences can be stored
there? In this thesis we test the hypothesis that the two containers can be used to encode
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different types of information, and offer a systematic and comprehensive exploration of the
types of information a vector norm can encode across different encoders.
To study this, we require a probing method that provides an intrinsic evaluation of
any given embedding representation, for which the typical probing pipeline (as described
above) is not suited. We thus extend the existing probing framework by introducing random
noise into the embeddings. This enables us to intrinsically evaluate a single encoder by
testing whether the noise disrupted the information in the embedding being tested. The
right application of noise enables us to determine which embedding component the relevant
information is encoded in, by ablating that component’s information. In turn, this can inform
our understanding of how certain linguistic properties are encoded in vector space, providing
novel geometric insights into embeddings2 .

3.2

Probing with Noise

Our addition to the probing pipeline is incorporated as steps 7 and 8:
1.
2.
3.
4.
5.
6.
7.
8.

Choose a probing task
Choose or design an appropriate dataset
Choose a word/sentence representation
Choose a probing classifier (the probe)
Train the probe on the embeddings as input
Evaluate the probe’s performance on the task (vanilla baseline)
Introduce systematic noise in the embedding
Repeat training, evaluate and compare

Though this may seem like a minor addition, it changes the approach conceptually. Now,
rather than providing the final answer, the output of step 6 establishes an intrinsic, vanilla
baseline. After each iteration of noise, the embeddings with noise injections can be compared
2 It

is important to note that even if there is a distinction between information encoded in the dimension and
norm containers, in order to successfully probe for it, this information needs to be accessible to the probing
classifier when doing a probing task. This requires the probe in question to be able to take a global view of the
input features: e.g. decision trees test elements one at a time and so would not have access to the norm, but a
fully-connected MLP would.
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against the vanilla embeddings in steps 7 and 8, which offers a relative intrinsic interpretation
of the evaluation. In other words, using relative information between a vector representation
and targeted ablations of itself allows for inferences to be made on where information is
encoded in embeddings.
The method relies on three supporting pillars: (a) random baselines, which in tandem
with the vanilla baseline provide the basis for a relative evaluation; (b) statistical significance
derived from confidence intervals, which informs the inferences we make based on the relative
evaluation; and (c) targeted noise, which enables us to examine where the information is
encoded. We describe them in the following sections, starting with the noise.

3.3

Choosing The Noise

The nature of the noise is crucial for our method, as the goal is to systematically disrupt
the information containers in order to identify which information the disrupted container is
related to. We use an ablation method to do this: by introducing noise into either container
we “sabotage” the representation, in turn identifying whether the information we are probing
for has been removed. It is important that the noising function applied to one container leaves
the information in the remaining component intact, otherwise the results will not offer insight
into which container the information is in.

3.3.1

Ablating the Dimension Container

The noise function for ablating the dimension container needs to a) remove its information
completely, while not modifying the norm in any way; and b) should also not change the
dimensionality of the vector, in order to control for the confounding factor of overfitting—it
is possible that as the dimensionality of a feature space increases, the chance of the probe
finding a random or spurious hyper-plane that performs well on the data sample also increases
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(Hewitt and Liang, 2019). Maintaining the dimensionality ensures that the probability of the
model finding such a lucky split in the feature space remains unchanged.
There are a number of ways to directly intervene in a vector’s dimensions: we could simply delete a number of dimensions and their values from the vector. However, this reduces the
dimensionality of the vector space and changes the norm of the vectors, making comparisons
to an unmodified baseline embedding problematic. We could retain the dimensionality of
the vector space while still removing information from specific embeddings by changing the
dimension values to zero, rather than removing them altogether. However, any change in
values also modifies the vector’s norm, so such a modification is not an appropriate candidate
to probe this information container.
One option that circumvents this conundrum is to apply a transformation to the vector by
shuffling the values in any given vector, randomly reassigning them to different dimensions.
Applying a different random shuffle to each vector would dissociate any individual vector
dimension from any particular type of information. This would invalidate any semantics
assigned to a particular dimension, as dimension values become inconsistent across different
vectors, while the actual values, as well as the norm as a distributed property, remain
unchanged.
In principle, we expect this approach would suffice to fully and exclusively remove
dimension information. However, the approach does not generalise well, nor is it particularly
rigorous: the actual dimension values are still present in the vector and, while it is unlikely, it
is still possible that given a powerful enough probe and a high enough number of samples
and epochs, a signal might still be extractable from the randomised values.
Instead, we apply a different function that satisfies the above constraints, and also
completely changes the vector values: for each embedding in a dataset, we generate a
new, random vector of the same dimensionality. We then scale the new dimension values
to match the norm of the original vector. This completely replaces the dimension values
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with meaningless noise, invalidating any semantics assigned to a particular dimension, but
specifically retains the norm values from the original vectors.

3.3.2

Ablating the Norm Container

As noted by Goldberg (2017), normalising vectors removes word frequency information,
so presumably normalising all vectors in the dataset would also remove any information
encoded in the norm. Normalisation equalises the magnitude of the vectors by scaling the
values in each vector’s dimensions in such a way that all vectors end up having the same
norm, yet the dimensions’ relative sizes remain unchanged.
However, we are conscious that vectors have more than one kind of norm, and can thus
be normalised in different ways. Hence, we would need to choose a normalisation algorithm
to match the norm that we wish to ablate, as a vector can only be normalised according to
one norm at a time (e.g. either L1 or L2, not both). Unfortunately, given that there is a very
high correlation between information in both norms3 , this means that if we perform an L1
normalisation, the information encoded in the L2 norm might remain, meaning the vector’s
norm information will not be completely removed4 .
Instead, we can apply a noising function analogous to the dimension ablation function:
for each embedding in the dataset we generate a random norm value, then scale the vector’s
original dimension values to match the new norm. This randomises vector magnitudes, while
the relative sizes of the dimensions remain unchanged. In other words, all vectors will keep
pointing in the same directions, and the angle between any two vectors will remain the
same—vectors that would be considered similar to each other in this way will continue to be
3 The

Pearson correlation coefficient between the L1 and L2 norms ranges between 0.96 and 0.97 on the
different datasets used in later chapters of this thesis, showing very high correlation. Still, the correlation does
not equal 1, also indicating there is a slight difference in the information encoded by the two norms.
4 In a brief supplementary analysis we have found that normalising to one of the norms indeed removes the
information encoded in that respective norm, but retains, or in some cases even amplifies the information in
the remaining norm, indicating that this is not a viable way to ablate information from the norm information
container. We present these supplementary results in Appendix A, see Table A.1.
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similar after normalisation. However, any information encoded by differences in magnitude
will be removed and replaced with random noise. In short, this function removes information
potentially carried by a vector’s norm, while still retaining dimension information5 .

3.3.3

Ablating Both Containers

Notably, these two approaches are not mutually exclusive, and as such can be combined. The
vectors can be modified with both noising functions—ablating both the norm and dimensions
should have a compounding effect, in essence sabotaging both information containers. In
theory, we expect this would ablate all information encoded in the vector, as it essentially
generates a completely random vector with none of the original information. As such,
any probe trained on these vectors would have nothing to learn from and should preform
comparably to random baselines.
Not only is it compelling to explore whether this would actually happen, but is actually a
necessary step in the method, as it can confirm the ablative effect of the noising functions and
allows us to check for redundancies between them. Indeed, our noise injections are meant to
be interpreted sequentially and ablating both containers after ablating each one individually
also acts as a sanity check that can inform our inferences. We illustrate this in Section 3.7.

3.4

Random Baselines

Even when no information is encoded in an embedding, a probe can learn the distributions of
data and labels, especially if the train set contains class imbalance. There is also the possibility
of a powerful probe detecting an empty signal (Zhang and Bowman, 2018; Hewitt and Liang,
5 Given

that vectors have more than one kind of norm, choosing which norm to scale to might not be
inconsequential. We have explored this in additional experiments and found that in our framework there is no
significant difference between scaling to the L1 norm vs. L2 norm. In other words, applying our norm ablation
noise function to scale to the L2 norm removes information from both norms (evidence of this is presented as
part of a post hoc analysis in Chapter 7, Table 7.7, as well as in Appendix A, Table A.1).
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2019). We need to account for these variations as our method relies on relative evaluations,
so we need to be able to account for these possible differences. To this end, we establish
informative random baselines against which we can compare the probe’s performance.
We employ two flavours of random baselines: (a) we assert a random prediction onto
the test set, negating any information that a classifier could have learned, class distributions
included; and (b) we train the probe on randomly generated vectors, establishing a baseline
with access only to class distributions.

3.5

Confidence Intervals

Generally, recent work has called for greater rigour in evaluation approaches in NLP (McCoy
et al., 2020; Sadeqi Azer et al., 2020), advocating for more widespread use of statistical tests
and estimating the statistical power that tests on common benchmarks can provide (Card
et al., 2020). With this in mind, we must account for the degrees of randomness in our
method, which stem from two sources: (1) the probe may contain a stochastic component,
e.g. a random weight initialisation; (2) the noise functions are highly stochastic (i.e. sampling
random norm/dimension values). Due to this, evaluation scores will differ to varying degrees
each time the probe is trained, making relative comparisons of scores problematic. To
mitigate this, we retrain and evaluate each probing model a multitude of times (the total
number of runs depending on dataset size and likely degrees of randomness) and report the
average evaluation score of all runs, essentially bootstrapping over the random seeds.
However, when comparing mean scores of different models there might still be minor
differences. In order to obtain statistical significance for the differences in averages, we
calculate the confidence interval (CI). The CI provides a range of estimates for the true mean
of a population, centred on the sample mean, and is defined as an interval with a lower bound
and an upper bound. The interval is computed at a designated confidence level: while the
95% confidence level is most common, we opt for the 99% confidence level. The confidence
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level represents the long-run frequency of confidence intervals that contain the true value of
the parameter. In other words, 99% of confidence intervals computed at the 99% confidence
level contain the true population mean.
Given a sample mean value m, the sample standard deviation s and the sample size n,
the confidence interval is defined by the following equation:
s
CI = m ± Z p
n

(3.1)

where Z is the critical value, which depends on the desired confidence level, e.g. for a
99% confidence level it is 2.576, as provided by a Z table6 . Note that the factors affecting
the width of the CI include the confidence level, the sample size, and the variability in the
sample. Larger samples produce narrower confidence intervals when all other factors are
equal. Greater variability in the sample produces wider confidence intervals when all other
factors are equal. A higher confidence level produces wider confidence intervals when all
other factors are equal.
Thus, calculating the CI for a single mean will provide a range within which the true
mean can be found. When comparing multiple means with a hypothesis that they might
belong to different distributions, their CIs can provide statistical significance by confirming
that observed differences in the averages of different model scores are significant. In practice,
when comparing evaluation scores of probes on any two noise models, we use the CI range to
determine whether they come from the same distribution: if there is overlap in the CI of two
averages they might belong to the same distribution and there is no statistically significant
difference between them. Using CIs in this way gives us a clearly defined decision criterion
on whether any compared model performances are different. It also controls for dataset size,
6Z

tables differ on usage, but essentially, the table tells us what the critical value is for many common probabilities. An example in the context of confidence intervals can be found here: https://www.mathsisfun.
com/data/confidence-interval.html
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meaning that this relative approach can work across different datasets, making comparisons
between small and large datasets more principled.

3.6

Comparison to Other Methods

Our method accounts for the following criticisms of the probing framework, which we have
presented in Section 2.3.2, as well as the introduction to the current chapter: (a) the need for
intrinsic evaluations and (b) relative interpretations of results, (c) a grounding in statistical
methods and (d) an emphasis on the importance of the norm, offering geometric insights into
how embeddings store linguistic information. Some of these criticisms have already been
raised by the community and efforts have been made to address them.
Intrinsic Evaluation: Torroba Hennigen et al. (2020) highlight the need for an intrinsic
probe of embedding models and propose a novel framework based on a decomposable
multivariate Gaussian probe that allows them to determine whether the linguistic information
encoded in the dimensions of word embeddings is dispersed or focal. In contrast, our method
focuses on the role of the vector norm, rather than dimensions, and can provide relevant
intrinsic insights into the structure of an embedding model.
Relative Interpretation: Feder et al. (2020) construct counterfactual representations in
order to compare the performance of the probe with and without the pertinent information,
showing that by carefully choosing auxiliary adversarial pre-training tasks, language representation models such as BERT can effectively learn a counterfactual representation for a
given concept of interest, and be used to estimate its true causal effect on model performance.
In a related fashion, Elazar et al. (2020) directly remove relevant information from the
representation, which allows for a comparison of probe performance with and without the
removed information, in turn allowing them to measure the effects of confounding factors.
In essence, these efforts address the issue of relativising probe interpretations by removing
information from the encoding; in that sense, our work finds its place alongside them.
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However, our method is not designed to remove specific, pre-defined information, but is rather
more exploratory in nature, with a focus on understanding where within an embedding certain
information is encoded, achieved by a targeted disruption of embedding components. This
type of analysis can improve our understanding of how an embedding encodes information,
and, potentially, thereby provide insight into the signals within language that the embedding
models use to recognise the presence of linguistic phenomena.
Statistical Method: the findings provided by our method are contingent on the use
of confidence intervals and random baselines in order to establish statistical significance
of results, which is not the focus of any existing methods. This gives us a way to claim
statistically significant differences in evaluation results, offering a more principled basis
for result interpretation. Our method thereby combines calls for more widespread use of
statistical tests in NLP evaluation approaches (McCoy et al., 2020; Sadeqi Azer et al., 2020;
Card et al., 2020) with findings on the importance of including baseline representations
(Zhang and Bowman, 2018; Hewitt and Liang, 2019). Furthermore, our method opens the
door for targeted post hoc statistical and experimental analyses, thereby offering a reframing
of work in the related literature (we expand on this in Section 3.8).
Geometric Insights: in terms of obtaining insights into the structure of the representation
space and the role of the norm, work by Hewitt and Manning (2019) is arguably most
closely related to ours. The essence of their work is an investigation of structural properties
of the word representation space, which finds that the norm plays a significant role in
encoding information. Specifically, they designed a structural probe for finding syntax
in word representations and performed experiments that provide insights into how a lowrank transformation recovers parse tree information from ELMo and BERT representations,
finding that the depth of a sentence’s parse tree is encoded by the vector norm.
In other words, their structural probe tests the concrete claim that there exists an inner
product on the representation space whose squared distance—a global property of the
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space—encodes syntax tree distance. This can be interpreted as finding the part of the
representation space that is used to encode syntax. Given that they make a claim about
the structure of the representation space and the role of the norm within it, our work is
complementary to theirs.
One of the key differences between our work and that of Hewitt and Manning (2019) was
expressed well by Elazar et al. (2020), whose approach also intervenes on the representation
layers, which contrasts with related work that focuses on intervening in the input space (Goyal
et al., 2019; Kaushik et al., 2020), or in specific parameters (Vig et al., 2020). This makes
their approach easier than changing the input (which is non-trivial) and more efficient than
querying millions of parameters. This observation holds for our method as well, given that
our noise injections are applied at the representation layer. Additionally, this differentiates
our method from the work of Hewitt and Manning (2019), as they do not intervene at the
representation level, but rather at the probe level: they design a structural probe which is
trained to recreate the syntax tree distance between all pairs of words in all sentences in the
training set of a parsed corpus. Their probe also seems to only be applicable to contextual
embeddings, as their findings depend on having varying word representations for different
contexts.

3.7

Experiment Interpretation Guide

Having thus developed the method, we walk through the expected result interpretation
process. Given that the method relies on a relative intrinsic comparison of different versions
of a model, there will always be a number of results to consider, which might seem daunting
at first glance, especially when applying the method to multiple models at a time. To help
progress the results discussions in the later chapters, here we present a hypothetical example
to serve as a basis for our experimental results interpretation. These faux-results are presented
in Table 3.1.
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For each model evaluation there will be 6 results presented: rows 1 and 2 will contain
results of the two random baselines (random prediction and random vector respectively),
while row 3 will contain the vanilla baseline result. After applying the various ablations and
obtaining evaluations for the three ablated models, these results will be presented in rows
4, 5 and 6, respectively as ablated norm, ablated dimensions, and ablated both norm and
dimensions.
For each model evaluation there will be two result columns, one presenting the classifier’s
average evaluation score (in this case accuracy, but it could be any other metric), and the other
presenting the confidence interval (CI) for the average of all the training runs. As these will be
average performance scores, we will use CI to establish statistically significant differences. If
the interval ranges do not overlap this means they belong to different distributions, indicating
that different amounts of information have been lost.
Cells will be shaded to indicate statistically significant differences in results: light grey
if they belong to the same distribution as random baselines (i.e. no statistically significant
difference from random); dark grey if they belong to the same distribution as vanilla baseline
(i.e. no statistically significant difference from vanilla); and unshaded cells will contain
scores that are significantly different from both the random and vanilla baselines.
As this is an intrinsic evaluation, results are interpreted vertically from top to bottom.
However, in this fictional example, we will be examining four different models (M-1, M-2,
M-3 and M-4) side by side, and their faux-results will illustrate the different conclusions we
can draw from them. M-1 and M-2 will illustrate scenarios where no pertinent information
is found in the norm, while M-3 and M-4 will show two scenarios that indicate that some
pertinent information is stored in the norm.
M-1: We first examine the faux-results of model M-1. The random baselines establish a
bottom performance below which no other model should be dropping. Meanwhile, unless
the embeddings do not store any task-relevant information whatsoever, we expect the vanilla
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M-1
M-2
M-3
M-4
ACC
±CI
ACC
±CI
ACC
±CI
ACC
±CI
1 rand. pred. .5000 .0015 .5004 .0019 .4997 .0009 .5002 .0008
2 rand. vec.
.5001 .0012 .4995 .0025 .5005 .0011 .4997 .0016
3 vanilla
.8561 .0027 .8789 .0022 .9153 .0031 .8988 .0028
4 abl. N
.8555 .0035 .8667 .0018 .8967 .0027 .8978 .0021
5 abl. D
.5011 .0028 .5001 .0008 .5314 .0017 .5402 .0022
6 abl. D+N
.4998 .0015 .4989 .0025 .5002 .0018 .4999 .0017
Table 3.1 Hypothetical experimental results for four different embedding models evaluated
with the probing with noise method. Reporting fictional average accuracy scores (ACC) and
confidence intervals (CI) of the average accuracy of all training runs. Cells shaded light grey
belong to the same distribution as random baselines, dark grey cells share the vanilla baseline
distribution, while scores significantly different from both the random and vanilla baselines
are unshaded.
row

model

model to significantly outperform the random baselines. We would also expect it to outperform the ablations, as the essence of the method is a systematic removal of information from
the representations, so all ablation scores should be lower than vanilla7 .
After establishing the baselines, given that our focus is to gain insights on how information
is stored in the norm, we first look at norm ablations. While this result is slightly lower, it
shows no statistically significant difference compared to vanilla. Ablating the norm from
this representation does not decrease the score, which would indicate that no task-relevant
information has been removed.
Certainly with our current understanding of language embeddings, we know that dimensions typically encode the bulk of the information, hence we would expect that in a setup
where dimensions are ablated and no information is encoded in the norm, the model will
significantly underperform when compared to the vanilla baseline. In this case, ablating the
dimensions drops the scores quite low and makes them comparable to the random baselines.
Finally, ablating both norms and dimensions also causes a performance drop which makes
the score comparable to random, indicating no difference between this setting or the pure
dimension ablation setting. We consider this to be the prototypical scenario which shows
7 We

assume that these baseline considerations hold for all 4 models.
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that absolutely no task-relevant information is encoded in the norm, as all results indicate
that all the relevant information is stored in the dimension container.
M-2: The model M-2 scenario is slightly different—when just ablating the norm, the
performance drop is statistically significant when compared to the vanilla baseline. However,
when just the dimensions are ablated the performance immediately becomes comparable to
random baselines and does cause a further significant drop when ablating both norm and
dimensions.
Given our understanding of the underlying mechanics, we do not consider this sufficient
evidence that the norm encodes the relevant information: even though the norm ablation
causing a performance drop should indicate that some relevant information has been removed,
if that were true, then having only that information available in the dimension ablation setting
should yield above random performance. Seeing as it does not, the evidence for the norm’s
role is inconclusive; we suspect it is more likely an indicator of an interaction between the
encoding and the noise function, or perhaps of some kind of interdependence of information
between the norm and dimensions—the information in the norm supplements the dimension
information for an increased performance score, but on its own is not sufficiently informative
to beat random scores.
M-3: On the flip side, we consider the faux-results of model M-3 as the prototypical
example that indicates there is at least some information encoded in the norm: when performing a norm ablation, the score drops significantly compared to vanilla. When performing a
dimension ablation, the score drops further, but remains above random performance. When
both norm and dimensions are ablated together, the score is not different from random
baseline performance.
This is a strong indicator that the norm encodes some information independently from
the dimensions: even with absolutely no dimension information, the probe can still learn
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some information relevant to the task just based on the vector norms. The representation only
reaches a state of no relevant information when both norm and dimensions are ablated.
M-4: Model M-4 differs from M-3 as just ablating the norm does not cause a significant
performance drop compared to vanilla. However, this does not necessarily indicate that the
norm does not contain any task-relevant information at all—looking at M-4 with ablated
dimensions shows that it still outperforms random baselines. This means that the norm on its
own is sufficient to help the probe solve the task, indicating that it does carry some relevant
information.
Somewhat analogously to M-2, where we suspect a kind of information supplementation
between the norm and dimensions, in M-4 we suspect the lack of a significant drop when
ablating the norm to be due to some kind of information redundancy between the norm
and dimensions: the information in the norm could also be present in the dimensions, so
when only the norm is ablated we observe no performance drop, as no information was lost.
However, ablating the dimensions removes most of the information from the embedding, but
the probe can still learn some task-relevant information from the residual information in the
norm. While in the analogous scenario we consider model M-2 as not providing sufficient
evidence that the norm encodes relevant information, we consider that the results in scenario
M-4 do. Though the information might be redundant with the dimensions, this result still
demonstrates that the norm is capable of encoding information regardless of what is in the
dimensions.
Generally, models M-2 and M-4 show that just ablating the norm is not necessarily
sufficient to establish whether the norm encodes task-relevant information or not. As a rule
of thumb, we can say that the most important indicator of the norm’s importance is the
comparison of results in row 5 and row 6 (and random baselines): if for a particular task
performance remains above random after ablating dimensions, but drops to random when
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ablating both dimensions and norms, this is a strong indicator that the norm is encoding the
relevant information.
These are only fictional results, but they illustrate the type of insights that our method
can provide. Certainly, our real experimental results might not always be as straightforward
as these, but we consider them as the general guiding principle when interpreting our probing
results.

3.8

Post Hoc Analyses

As exemplified by the above hypothetical scenarios, our method allows us to discriminate
whether the information is encoded in the norm, dimensions or both. It can decouple the
two information storage containers and in doing so opens the door for further, more specific
insights. Having knowledge of which container encodes the relevant information allows us to
perform additional targeted experiments or statistical tests that can deepen our understanding
of how the information is encoded in a particular container.
This is akin to the way post hoc tests are sometimes applied in statistics. For example,
post hoc tests are an integral part of ANOVA: when using ANOVA to test the equality of at
least three group means, obtaining statistically significant results only indicates that not all
of the group means are equal, but it does not identify which particular differences between
pairs of means are significant. This can only be revealed by using post hoc tests to explore
differences between multiple group means.
In the case of our method, once we know which information container encodes the
relevant information, we can follow up on our line of questioning by trying to understand
how the information is encoded in a given container. Such post hoc testing can then be
done either on the dimension container, or the norm container. In order to better understand
where in the dimensions relevant information is encoded, the post hoc analysis can include
techniques such as principal component analysis, performing additional dimension ablation
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experiments or any approaches related to the work done by Torroba Hennigen et al. (2020)
and others. Meanwhile, post-hoc analysis on the norm container can include correlation
studies between the norm and other vector features, or a study of the norm’s correlation with
the class labels, among other examples.
Certainly, this raises the question of why our method is necessary, when we could
potentially gain the same insights by, for example, just performing a correlation study. To
illustrate why this would be insufficient, we offer another hypothetical example: given a
dataset of vector representations with assigned class labels, we wish to find out whether the
vector norm encodes some of the relevant information. To test this, we perform a correlation
analysis between the norm values and the class labels. This can give us one of two results:
(a) it can reveal that there is no correlation between the class labels and the norm, or (b), as
long as the correlation coefficient is non-zero, this could be taken as an indicator that some
amount of relevant information is encoded in the norm8 .
We cannot take finding (a) as definitive proof that there is no information in the norm.
In part, this is because many typical correlation coefficients test for a linear relationship,
while the relationship between the two variables might be non-linear and would be more
aptly represented by a non-linear model. Certainly, this could be avoided by employing the
correct tests, however such tests are not common and the choice of the correct test is not
trivial, which still leaves us with the risk of obtaining a false negative result.
Furthermore, by only relying on a correlation coefficient, we also run the risk of (b), a
false positive result. Even if some non-zero correlation is detected, this is too weak of a
signal to be considered definitive, as confounding factors could be at play and the relationship
between the norm and labels might be spurious9 .
In the case where there are no confounders, this still leaves room for an occurrence
similar to the M-2 scenario laid out in the previous section: in M-2 the information encoded
8 Whether
9 Indeed,

the correlation is weak or strong is not relevant in this example.
we will encounter such examples on real data, and discuss this in Chapter 7.
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in the norm is only complementary with dimension information, supplementing it for an
increased performance score, but on its own is not sufficiently informative to beat random
scores. We cannot reach this sort of conclusion by studying the norm in isolation. In fact, as
a more general principle, in the previous section we have established that ablating the norm
itself cannot provide a clear-cut answer. We thus posit that an analysis that does not rely on
our full method cannot provide a complete picture of this relationship.
However, when used in conjunction with our method, it can provide valuable additional
insight into the way information is encoded in an information container. For example,
the correlation coefficient being positive or negative can reveal the relative distance of the
vectors in question from the origin of the space. Similarly, the right post hoc analysis of
the dimension container can reveal whether information is localised or distributed across
dimensions, or can perhaps reveal which subset of dimensions is relevant for encoding a
given linguistic property.
That said, we do not insist that any post hoc analysis is a necessary step in our method,
nor do we prescribe the type of tests that should be done, as this is contingent on the research
interests. Rather, we simply highlight that such post-hoc tests can be done but leave the
choice up to the researcher.
More importantly, positioning such experiments as post hoc analyses offers a slight
reframing of the way we think about prior work in this space, most of which makes an
implicit assumption that the information is either in dimensions (most often) or norm, without
first testing this assumption. Yet a necessary prerequisite for doing any embedding analysis
is to affirm this presupposition that whichever container is being tested or experimented on
is the only relevant source of information, and if not, making considerations about how the
applied analysis impacts the remaining container. Our method provides this kind of insight
and allows for a more principled application of such tests and experiments. We demonstrate
some post hoc experiments and analyses in Chapters 5 and 7.
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Having established the core method, we apply it to a range of linguistic probing tasks.
We begin with a taxonomic hypernym-hyponym classification probing task in Chapter 5.
However, in order to probe encodings of taxonomic information, we must first create them.
We describe the creation of our taxonomic representations in the following Chapter 4, and
then probe them in Chapter 5.

59

Chapter 4
Creating Taxonomic Representations
One of the aims of this thesis is to apply the probing with noise method to different kinds of
embeddings on a large variety of probing tasks to see which linguistic information, if any,
is encoded in their norm. We begin this exploration with taxonomic embeddings: they are
particularly interesting for this application as we suspect that the hierarchical structure of
a taxonomy is well suited to be encoded by the vector norm—given that the norm encodes
the vector’s magnitude, or distance from the space’s origin, it is possible that the depth of a
tree structure, such as a taxonomy, could be mapped to the vector’s distance from the origin
in some way. Applying our method to taxonomic embeddings on a taxonomic probing task
could shed some light on this relationship.
Probing word embeddings for taxonomic information naturally requires taxonomic word
embeddings. Rather than use pretrained taxonomic embeddings, which are not commonly
available, we instead elected to train our own ones. Upon considering the available options
(see Section 4.1), we settled on using the random walk algorithm over the WordNet taxonomy,
inspired by the work of Goikoetxea et al. (2015). We made this choice as it allows us to be
methodologically consistent, making our model and result comparisons less prone to certain
types of confounders; it allows us to create taxonomic embeddings while using the same
architectures used to obtain thematic embeddings (more on this in Sections 4.1 and 4.5).
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In short, the approach is to generate a pseudo-corpus by crawling the WordNet structure
and outputting the lexical items in the nodes visited, and then running the word embedding
training on the generated pseudo-corpus. Naturally, the shape of the underlying knowledge
graph (in terms of node connectivity: i.e. tree, fully-connected, radial etc.) affects the
properties of the generated pseudo-corpus, while the types of connections that are traversed
will affect the kinds of relations that are encoded in this resource. Developing a better
understanding of the relationship between the shape of a knowledge graph, the properties
of the resulting pseudo-corpora, and the properties of the resulting embeddings, has the
potential to inform how the walk over a given knowledge graph should be tailored to improve
taxonomic encodings, and will help us decide how to best generate the embeddings for our
taxonomic probing task.
This chapter describes in detail the creation of our WordNet random walk taxonomic
word embeddings and the accompanying evaluation of the embeddings on the task of word
similarity. Note that we do not yet apply our probing with noise method to evaluate the
taxonomic embeddings in this chapter. Rather, we first validate that they have been correctly
generated and that they encode taxonomic information at all: we do this by applying existing
evaluation frameworks which allow for comparability to related work on taxonomic embeddings. We also need to examine the properties of the generated pseudo-corpora in order to
obtain a better understanding of the impact of their features and possible confounding factors
on the resulting embeddings. Once the resources have been understood and the validity of
the embeddings has been established, we move on to applying the probing with noise method
in Chapter 5.
Finally, as outlined in Chapter 1, while a number of publications have arisen from the
work done on this chapter, here we only present results published in first-author papers
(Klubička et al., 2019; Klubička et al., 2020), and do not present the sister-publication on
retrofitting taxonomic word embeddings (Maldonado et al., 2019) beyond the overlap in
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related work, as our involvement in those experiments was more collaborative and the results
are outside the scope of this thesis.

4.1

Taxonomic Representations

Research on building embeddings from knowledge resources can be broadly categorised into
three approaches: (1) taxonomic enrichment approaches that seek to augment the similarity
of words in pretrained embeddings, based on their taxonomic relationship as expressed by
a knowledge resource (this is in addition to the thematic relations already learned through
their original corpus training), (2) semantic specialisation techniques that modify pretrained
vectors in such a way so that their cosine similarity ends up measuring a specific semantic
relation, and (3) knowledge-resource encoding methods that directly learn knowledge
resources.
Both enrichment and specialisation modify pre-computed, corpus-based word embeddings with information from a knowledge resource to either augment them (enrichment)
or to fit them onto the specific semantic relation described by that knowledge resource
(specialisation). Retrofitting (Faruqui et al., 2015) is an example of enrichment: it modifies
corpus-based embeddings by reducing the distance between words that are directly linked in
resources like WordNet (Fellbaum, 1998), MeSH (Yu et al., 2016) and ConceptNet (Speer
and Havasi, 2012). In our own related work, we have explored the impact of corpus size on
vector enrichment (Maldonado et al., 2019).
On the other hand, specialisation involves fitting pre-computed corpus-based word embeddings onto a specific semantic relation described by a knowledge resource. Examples of
this include PARAGRAM (Wieting et al., 2015), Attract-Repel (also called counter-fitting)
(Mrkšić et al., 2016), Hypervec (Nguyen et al., 2017), as well as the work of Nguyen et al.
(2016) and Mrkšić et al. (2017) on synonyms and antonyms. By applying different modifications to the objective function, the aim of such research is to convert the cosine similarity into
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a function that measures the specific type of semantic relation that is learned, while weighting
down the thematic relationship originally learnt during pretraining on a text corpus. More
recently, Vulić et al. (2018) and Ponti et al. (2018) have introduced global specialisation
models where vectors for words that are missing in the knowledge resource are also updated.
Our work is more related to approaches to learn directly from knowledge resources. An
example of this is creating non-distributional sparse word vectors from lexical resources
(Faruqui and Dyer, 2015), with each dimension representing whether a word belongs to a
particular synset, holds a particular taxonomic relation, etc. According to Hamilton et al.
(2017), to embed a graph is to learn a vector representation of each node such that geometry
in the vector space—distances and norms—approximates geometry in the graph: examples
of this include building Poincaré embeddings that represent the structure of the WordNet
taxonomy (Nickel and Kiela, 2017), and building embeddings that encode all semantic
relationships expressed in a biomedical ontology within a single vector space (Cohen and
Widdows, 2017). These two methods encode the semantic structure of a knowledge resource
in a deterministic manner, while Agirre et al. (2010) follow a stochastic approach based on
Personalised PageRank: they compute the probability of reaching a synset from a target
word, following a random-walk on a given WordNet relation.
Instead of computing random-walk probabilities, Goikoetxea et al. (2015) use an off-theshelf implementation of the word2vec Skip-Gram algorithm to train embeddings on WordNet
random walk pseudo-corpora, changing neither the embedding algorithm nor the objective
function1 . The resulting embeddings encode WordNet taxonomic information rather than
natural word co-occurence. A characteristic of WordNet random-walk embeddings is that they
are of the same “kind” as typical word embeddings, in the sense that both are distributional
and are trained to satisfy the same objective function. If settings and hyperparameters are
kept the same, as far as the embedding model is concerned, the only difference between the
two sets of vectors is that they were trained on different corpora. As such, this gives them
1 http://ixa2.si.ehu.eus/ukb/
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the advantage that they can either be used as is, or can be combined with natural-corpus
embeddings in order to accomplish enrichment or specialisation (Goikoetxea et al., 2016;
Maldonado et al., 2019). Still, it is important to note that the contexts for target words in both
embedding types are categorically different: contexts in natural text are made of naturally
co-ocurring words, reflecting non-taxonomic and thematic relationships. In contrast, contexts
in WordNet random-walks are words that are taxonomically related to the target word.
Finally, Simov et al. (2017b) build directly on the work of Goikoetxea et al. (2015) and
explore how various different varieties of the random walk algorithm impact performance
of trained word embeddings, similar to our own work on the topic (Klubička et al., 2019).
They pour significant effort into techniques for enriching WordNet’s graph structure and
populating it with as many additional semantic connections as possible (Simov et al., 2015,
2016a,b), leveraging all available relationships between WordNet synsets, as well as adding
and inferring more from external resources (Simov et al., 2017a,b).

4.1.1

Evaluation Benchmarks

The quality of vectors produced by knowledge-resource encoding, semantic specialisation
and taxonomic enrichment have been evaluated through diverse semantic similarity benchmarks. These benchmarks include WordSim-353 (Finkelstein et al., 2002), which conflates
taxonomic similarity with thematic similarity; SimLex-999 (Hill et al., 2015) which focuses
on taxonomic similarity; and SemEval-17 (Camacho-Collados et al., 2017), which considers
thematic and taxonomic similarity as two points on a scale of degrees of similarity. See
Section 4.5 for more details on these benchmarks.
Table 4.1 shows Spearman correlation scores on WordSim-353, SimLex-999 and SemEval17 of example systems from the literature that implement the three approach families mentioned earlier. In general, performance tends to be worse on SimLex-999 than on SemEval-17
and WordSim-353. However, notice that Attract-Repel (Mrkšić et al., 2017) has obtained
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scores as high as 0.71 on SimLex-999, likely as it specialises in learning (and distinguishing between) synonymic and antonymic relations and incorporates information from rich
knowledge sources.
Of special note in these results is that Goikoetxea et al. (2016) found that simple vector
concatenation (RW+SG in Table 4.1) performs better than retrofitting (and other more
complex methods of vector combination) on WordSim-353 and SimLex-999. The original
retrofitting method Faruqui et al. (2015) used the Paraphrase Database (Ganitkevitch et al.,
2013), WordNet and FrameNet (Baker et al., 1998) ontologies. They achieve a Spearman
score of 0.70 on the WordSim-353 dataset. However, their work is focused only on using
synonyms derived from synsets, and they do not make use of other types of relations found
in knowledge bases, such as hypernymy and hyponymy.
The original winners of the SemEval-17 competition employed retrofitting in their system
(Speer and Lowry-Duda, 2017). They perform what they call “expanded retrofitting”, which
means that they use a union of the vocabularies from the corpus embeddings and semantic
network, as opposed to regular retrofitting where the vocabularies are intersected. In addition,
they use ConceptNet (Speer and Havasi, 2012) instead of WordNet, and employ heuristics to
handle out-of-vocabulary words, such as averaging the vectors of the neighbours of a given
out-of-vocabulary word in the semantic network. With this system, they achieve a Spearman
score of 0.80 (Table 4.1).
Despite the appealing simplicity and strong performance of the embeddings resulting from
the concatenation of random-walk and natural corpus embeddings (RW+SG in Table 4.1),
they have received little attention in the literature. One exception is our sister-experiments
(Maldonado et al., 2019), where we set up a vector enrichment scenario and performed and
in-depth exploration of how the relative sizes of the thematic and taxonomic corpora used to
train embeddings affect the performance of the resulting representations. This is an important
consideration as typically the quality of vectors increases in proportion to the size of training
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Method Type
Text
Encoding
Encoding
Enrichment
Enrichment
Specialisation

Method
SG
PPR/WN
RW/WN
RW+SG
Retrofitting
Attract-Repel

Ref.
Goikoetxea et al. (2015)
Agirre et al. (2010)
Goikoetxea et al. (2015)
Goikoetxea et al. (2015)
Faruqui et al. (2015)
Mrkšić et al. (2017)

WS
.69
.72
.70*
.80
.70
--

SL
.44
-.52
.55
.44*
.71

SE
.57*
-.50*
.72*
.80**
--

Table 4.1 Spearman scores of a selection of methods on three benchmarks: WordSim-353
(WS), SimLex-999 (SL) and SemEval-2017 (SE). Highest value in each benchmark column
is state of the art for that benchmark. Abbreviated methods are:
SG: text embeddings trained via Skip-Gram.
PPR/WN: Personalised Page-Rank over WordNet.
RW/WN: Random-Walk over WordNet.
RW+SG: RW/WN vectors concatenated to SG vectors.
* Evaluated in our sister experiments (Maldonado et al., 2019).
** Evaluated by Speer and Lowry-Duda (2017) in their experimental reproduction.

data, yet given that the WordNet structure is finite, doing very extensive random walks,
potentially revisiting the full structure more than once and thus overfitting over the topology
of the knowledge graph, may not actually be so beneficial. Our results have shown that there
is a “sweet spot” in terms of adding more taxonomic data versus more natural corpus data:
taxonomic enrichment does not always improve the performance of the embeddings, and
where performance does increase, only medium sizes of random walk corpora are required,
i.e. in an enrichment scenario there is little benefit to training vectors on very large random
walks.
However, even with these findings, there has been no work on analysing the properties of
the corpora generated by random-walk processes. In particular, there has been no work on
comparing their statistical properties with those of natural corpora, nor a study on the impact
of confounding factors on the performance of the resulting embeddings. We address these
questions as part of the embedding validation process in this thesis, and the results of the
work have been published in related venues (Klubička et al., 2019; Klubička et al., 2020).
Additionally, with the recent prominence of probing techniques, it seems very few have been
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applied to any kinds of taxonomic embeddings, so there is untapped potential in applying
the probing framework to these embeddings as well, in addition to the usual thematic ones.
After generating our WordNet random walk taxonomic embeddings, we apply our probing
with noise method to them and perform an intrinsic evaluation in Chapter 5.

4.2

Random walk pseudo-corpus generation

Our pseudo-corpus generation process is inspired by the work of Goikoetxea et al. (2015). The
core idea of the corpus generation algorithm is that it generates a ‘sentence’ by performing
a random walk over the taxonomic graph of WordNet (Fellbaum, 1998). By randomly
walking the WordNet knowledge graph and choosing words from each synset that has been
traversed, a pseudo-corpus is generated and used for training word embeddings, in the same
way one would train on a natural language corpus. The reasoning behind this approach
is that the distributional hypothesis should also apply in this scenario, in the sense that
co-occurrence within local contexts in the pseudo-corpus will reflect the connections between
words connected in the WordNet graph. In other words, using this approach flattens out the
WordNet taxonomy, turning it into a sequential format similar to a natural corpus, where
the same implicit connection, i.e. co-occurrence, reflects taxonomic relations, rather than
thematic ones.
A random walk begins at a randomly selected synset in the WordNet graph and randomly
moves to an adjacent synset. Each time the walk reaches a synset, a lemma belonging to the
synset is emitted. When the random walk terminates, the sequence of emitted words forms a
pseudo-sentence of the pseudo-corpus. This process repeats until a predetermined number of
sentences have been generated.
We use three hyperparameters to control the random walk over the graph: (i) a dampening
hyperparamter a, (ii) a directionality hyperparameter, and (iii) a minimum sentence length
hyperparameter.
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(i) The dampening factor (a)

is used to determine when to stop the walk, so that at

each step the walk might move on to a neighbouring synset with probability (a), or might
terminate with the probability (1

a). Goikoetxea et al. also used a dampening factor and

found the best practice is to set it to 0.85. We briefly experimented with slightly higher
or lower values, but found it had relatively little impact on pseudo-sentence length when
compared to the impact of the other hyperparameters, hence we set ours to 0.85 and did not
change it further. While the dampening parameter was introduced by Goikoetxea et al., the
directionality hyperparameter and the minimum sentence length hyperparameter represent
extensions that we have introduced ourselves.
(ii) The directionality parameter

constrains the permissible directions that the walk can

proceed along as it traverses the taxonomic graph (e.g., only up, only down, both). We
can do this because we exclusively traverse the WordNet taxonomy, i.e. we only consider
hypernym/hyponym connections, which have an inherent directionality to them. This allows
us to consider the graph’s edges as directed, rather than, as Goikoetxea et al. did, treat them
as undirected (due to considering a variety of connections that are not all directional). The
motivation for introducing this hyperparameter is that it permits us to explore the relationship
between variations in the random walk algorithm, variations in the shape of the underlying
graph and the varying properties of the generated corpora.
(iii) The minimum sentence length parameter enables us to filter the sentences generated
by the random walk algorithm by rejecting any sentence that is shorter than a prespecified
length n. This allows us to explore the impact of different sentence lengths on the resulting
corpora and embeddings, but also doubles as a filtering mechanism that allows us to filter
out words which are not well connected to the taxonomy. Given that we allow our algorithm
to start the random walk anywhere in the graph, if not for this constraint, the walk would
often begin, and end, at a disconnected node. The taxonomic graph is quite sparse—if
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we only walk along the taxonomic edges, a lot of nodes present in WordNet will end up
disconnected, as some synsets are not part of the taxonomy, but are connected via other,
non-taxonomic relations. If no minimal sentence length constraint is imposed, this leaves
the synthesized pseudo-corpus containing many one-word pseudo-sentences, which are not
informative in terms of their taxonomic relationships to other words. In this sense, minimal
sentence length is a necessary hyperparameter if the goal is to constrain the vocabulary of the
random walk pseudo-corpus to only the taxonomic graph of WordNet and discard all words
that are not connected to it via a hypernym or hyponym relation. However, even if this is not
a concern, the parameter also enables us to generate a corpus of sentences of any minimal
length, allowing for a study of different pseudo-corpora properties.
More on all three hyperparameters is explained in Section 4.3.
Controlled by these hyperparameters our random walk algorithm progresses as follows:
The random walk starts at a random synset and chooses a lemma corresponding to that
synset based on the probabilities in the inverse dictionary (the mapping from synsets to
lemmas) provided by WordNet. However, these are expressed as frequencies, rather than
explicit probabilities, so we choose one based on the probability distribution derived from
the frequency counts. Once the lemma has been emitted, the algorithm stochastically
decides whether the walk should be terminated or not, controlled by the hyperparameter a.
Terminating the walk determines the end of the pseudo-sentence, which is then added to the
pseudo-corpus and a new random walk is initiated. If the walk is not terminated we check
if the synset has any hypernym and/or hyponym connections assigned to it (depending on
the direction constraint). If it does, we choose one at random with equal probability and
continue the walk towards it, choosing a new lemma from the new synset. This process
continues until one of two conditions are met: (a) the dampening factor (a) terminates the
process, or (b) there are no more connections to take. We then restart the process and create
a new pseudo-sentence. This pseudo-sentence generation process is repeated until we have
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generated the required number of sentences. One important thing to note is that we allow our
algorithm to go back to a node that has already been visited, but we do not allow it to choose
a lemma that has already appeared in the sentence we are generating at the time.
While our pseudo-corpus generation process is based on the work of Goikoetxea et al.
(2015), there are a number of important differences between the two algorithms. First,
Goikoetxea et al. performed random walks over the full WordNet knowledge base as an
undirected graph of interlinked synsets, making use of all available connections in the graph,
whereas we only traverse the hypernym/hyponym relationship and ignore non-taxonomic
relationship types such as gloss, meronym and antonym relations. This effectively allows
us to traverse the taxonomic graph of WordNet exclusively. The main motivation behind
this decision is that primarily, we are interested in embedding taxonomic relatedness from
the generated corpus, and constraining the random walk to the taxonomic relationships is
the most explicit way of doing so. This restriction to the taxonomic components of the
graph has two important implications: (i) it permits us to consider the graph as directed
(hypernym/hyponym!up/down), and (ii) it makes the full graph quite sparse. These implications have allowed us to further diverge from Goikoetxea et al.’s work and implement the directionality and minimal sentence length hyperparameters as described above. In addition, as
opposed to Goikoetxea et al. who produce multiword terms, such as Victrola_gramophone,
telephone_call and shatterproof_glass essentially treating them as words with spaces,
in our corpora we divide these terms up into their individual constituent words (e.g. Victrola
gramophone, telephone call and shatterproof glass). Though this is not the traditional approach to handle multi-word terms, we do so to make them more compatible for
retrofitting with natural corpora, which we took advantage of in our related research (Maldonado et al., 2019)2 . With that in mind, the following are examples of typical pseudo-sentences
2 However,

our implementation also allows for the option of generating pseudo-sentences where multi-word
expressions are not split. It also allows generating sentences that include words found in synsets that are
disconnected from the taxonomy, which results in better vocabulary coverage, but potentially poorer taxonomic
representation. We make our implementation publicly available on GitHub (see Section 4.6)
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that can be found in our pseudo-corpora, containing only words with taxonomic relations
between them:
• measure musical notation tonality minor mode
• decouple tell dissociate differentiate know distinguish
• vocalizer castrato vocaliser rapper vocalist caroler
• call-back call call-in telephone call trunk call
• meeting place facility station first-aid station aid station

4.3

Pseudo-corpora properties

Using the approach outlined in Section 4.2, we generated taxonomic pseudo-corpora for the
following combinations of hyperparameters:
1. Size. We define corpus size in terms of the number of pseudo-sentences generated. We
generate pseudo-corpora of sizes 1k, 10k, 100k, 500k, 1m, 2m and 3m sentences.
2. Direction. As we are only walking the WordNet taxonomy, we define direction as
allowing the walk to either only go up the hierarchy, down the hierarchy, or both ways.
3. Minimum sentence length. We impose a constraint on minimal sentence length and
generate corpora with a 1-word, 2-word and 3-word minimum sentence length.
Combining these hyperparameters yielded a total of 63 pseudo-corpora of varying sizes,
directions and minimal sentence lengths. Additionally, for the purpose of the taxonomic
enhancement set of experiments (Maldonado et al., 2019), we also generated an additional
18 corpora without direction or sentence length constraints (i.e. allowing the walk to traverse
both directions and allowing 1-word sentences). These additional corpora are much larger,
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upwards of 468 million sentences. We have publicly released all of the generated corpora;
however, due to the fact that the larger corpora were generated with constant hyperparameters,
in this chapter we only discuss statistical data and analyses of the corpus groups of up to
3 million sentences. Furthermore, because the corpora that contain 1-word sentences by
definition contain words found outside the taxonomic graph of WordNet, they are not strictly
taxonomic and reflect a graph structure that is not a tree—a distinction that informs the
discussion and analysis of our work. As such, they fall outside the scope of this chapter and
we thus exclude corpora with 1-word sentences from the discussion in this section, as well as
the evaluation in Section 4.5. Still, we have released them together with all other corpora
(see Section 4.6), and their statistics are included in Tables 4.2 and 4.3.
Having generated WordNet random-walk corpora, before we use them to train embeddings, it is pertinent to examine their properties. This will allow us to establish a better
understanding of their nature and the impact of possible confounding factors such as rare
words. More generally, given that these are synthetic corpora used as training data for
algorithms that were designed with natural corpora in mind, it would be wise to examine
their statistical features and compare them to properties of natural corpora. Such insight
could deepen our understanding of the resulting embeddings and could help inform the
interpretation of our results.
Starting with descriptive statistics, for each generated pseudo-corpus we measure the
following: total number of tokens, average sentence length (average tokens per sentence),
percentage of identical sentences, size of vocabulary, and percentage of rare words in the
vocabulary. This data is presented in Tables 4.2 and 4.3.
Token count and sentence length. From the tables it is clear that the total number of
tokens grows with the size in terms of number of pseudo-sentences in a corpus. Interestingly,
however, although the average sentence length correlates with absolute number of tokens,
it stays constant regardless of the number of sentences, all other things being equal. For
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size
1k
1k
1k
1k
1k
1k
1k
1k
1k
10k
10k
10k
10k
10k
10k
10k
10k
10k
100k
100k
100k
100k
100k
100k
100k
100k
100k
500k
500k
500k
500k
500k
500k
500k
500k
500k

direction
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both

min.sent.len. token count avg.sent.len. %same sents vocabulary %rare words
1w/s
4,921
4.92
0.10
2189
84.74
1w/s
1,603
1.60
0.50
1425
60.28
1w/s
3,378
3.38
0.20
2540
88.62
2w/s
7,013
7.01
0.00
2569
96.77
2w/s
2,918
2.92
1.00
2280
99.91
2w/s
4,691
4.69
0.00
3212
99.47
3w/s
7,957
7.96
0.10
2621
96.26
3w/s
4,216
4.22
1.70
2895
99.79
3w/s
5,519
5.52
0.30
3671
99.48
1w/s
48,990
4.90
1.90
12643
77.93
1w/s
16,009
1.60
5.87
10810
55.62
1w/s
35,085
3.51
2.13
16830
84.34
2w/s
70,433
7.04
0.62
12929
93.74
2w/s
29,537
2.95
7.18
13943
97.66
2w/s
48,022
4.80
0.85
18972
96.37
3w/s
80,351
8.04
0.62
13231
93.33
3w/s
41,987
4.20
12.40
13857
94.41
3w/s
55,988
5.60
0.43
21038
95.91
1w/s
492,133
4.92
12.92
51900
68.49
1w/s
159,533
1.60
33.03
51412
50.13
1w/s
351,970
3.52
13.24
62699
74.28
2w/s
705,977
7.06
5.30
44482
87.25
2w/s
295,042
2.95
38.56
39999
83.49
2w/s
479,014
4.79
6.57
56358
85.43
3w/s
804,104
8.04
4.79
44899
86.89
3w/s
419,782
4.20
45.70
33118
72.31
3w/s
564,113
5.64
3.39
58743
83.68
1w/s
2,459,643
4.92
31.66
84842
59.18
1w/s
798,474
1.60
68.06
84727
48.95
1w/s
1,761,568
3.52
32.71
88707
47.84
2w/s
3,515,524
7.03
18.50
64,257
67.35
2w/s
1,475,336
2.95
68.56
55,508
53.35
2w/s
2,401,498
4.80
20.06
67,049
39.86
3w/s
4,011,247
8.02
17.06
63,923
66.48
3w/s
2,097,641
4.20
71.01
46,701
52.33
3w/s
2,822,171
5.64
12.22
67,353
33.30

Table 4.2 Statistics of generated random walk pseudo-corpora ranging from 1k to 500k
pseudo-sentences in size. Statistics are presented in groups based on hyperparameters: we
first present size, then minimal sentence length, then direction. Rows presenting data on
corpora with a 1-word sentence minimum are shaded cyan, 2-word sentence minimum are
shaded magenta and 3-word sentence minimum are shaded orange.
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size
1m
1m
1m
1m
1m
1m
1m
1m
1m
2m
2m
2m
2m
2m
2m
2m
2m
2m
3m
3m
3m
3m
3m
3m
3m
3m
3m

direction
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both
up
down
both

min.sent.len. token count avg.sent.len. %same sents vocabulary %rare words
1w/s
4,924,245
4.92
41.38
90731
46.38
1w/s
1,596,776
1.60
79.75
90494
43.93
1w/s
3,515,489
3.52
42.32
91958
25.68
2w/s
7,041,365
7.04
27.93
66,840
41.84
2w/s
2,947,657
2.95
78.57
59,894
40.81
2w/s
4,802,354
4.80
28.49
67,647
15.82
3w/s
8,032,165
8.03
26.31
66,401
40.52
3w/s
4,195,458
4.20
79.46
51,310
43.91
3w/s
5,636,469
5.64
18.88
67,683
11.31
1w/s
9,828,501
4.91
51.55
92773
25.68
1w/s
3,195,186
1.60
87.63
92682
34.02
1w/s
7,031,643
3.52
51.29
93119
9.92
2w/s
14,079,962
7.04
39.56
67,587
19.32
2w/s
5,898,583
2.95
85.91
63,089
30.03
2w/s
9,602,490
4.80
37.66
67,756
3.88
3w/s
16,061,599
8.03
37.65
67,081
18.20
3w/s
8,389,396
4.19
85.92
55,314
35.99
3w/s
11,274,757
5.64
26.99
67,757
2.34
1w/s
14,767,000
4.92
57.37
93,187
15.32
1w/s
4,790,103
1.60
90.78
93,140
27.18
1w/s
10,554,177
3.52
56.17
93,366
4.35
2w/s
21,131,926
7.04
46.67
67,714
9.48
2w/s
8,849,429
2.95
89.16
64,416
24.56
2w/s
14,402,423
4.80
43.00
67,772
1.41
3w/s
24,084,882
8.03
44.78
67,198
8.93
3w/s
12,580,624
4.19
88.89
57,499
31.67
3w/s
16,918,222
5.64
32.14
67,776
0.82

Table 4.3 Statistics of generated random walk pseudo-corpora ranging from 1m to 3m
pseudo-sentences in size. Statistics are presented in groups based on hyperparameters: we
first present size, then minimal sentence length, then direction. Rows presenting data on
corpora with a 1-word sentence minimum are shaded cyan, 2-word sentence minimum are
shaded magenta and 3-word sentence minimum are shaded orange.
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example, the average sentence length for the 500k.both.2w/s is 4.8, and the average sentence
length for the 2m.both.2w/s corpus is also 4.8 tokens per sentence. This holds for any
other analogous combination, which strongly suggests that there is a common underlying
distribution affecting these pseudo-corpora, which is not affected by their size (in terms of
pseudo-sentences, i.e. random restarts), but rather by other parameters such as the dampening
factor (a), the minimum sentence length and the shape of the graph (i.e. directionality).
Furthermore, the number of tokens also varies largely depending on the latter two
hyperparameters. Not surprisingly, we see that in corpora with a higher sentence length
minimum the number of tokens is consistently larger than in corpora with a lower sentence
length minimum. However, most interestingly, both average sentence length and absolute
number of tokens are strongly impacted by the hyperparameter of direction. Regardless of
the number of sentences, the corpora generated by only walking up the taxonomy create
the longest sentences on average and have the largest number of tokens, while exclusively
walking down the taxonomy generates the shortest sentences and the lowest number of
tokens, and allowing both directions during the walk creates a sort of middle ground where
the corpora are slightly larger than only going down, but much smaller than only going up.
Such behaviour is a direct consequence of the shape of the WordNet taxonomy and the
distribution of edges between nodes, as shown in Figure 4.1. The taxonomy is a tree structure
with the majority of nodes positioned near the bottom of the tree. Consequently, as there are
only a handful of nodes near the top, each time the random walk restarts, it is far more likely
to start the random walk at a leaf node somewhere at the bottom of the taxonomy, rather than
at the top. Therefore, if the walk is only allowed to go up, on the majority or restarts it will
be able to traverse the taxonomy for a comparatively larger number of nodes before either a
kicks in, or it reaches the top and has nowhere to go. Conversely, if the walk is constrained to
only move down the taxonomy then on most restarts the walk will only be able to take a few
steps before it has nowhere to go and is forced to terminate. Finally, the reason that allowing
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(a) Hypernym edge distribution

(b) Hyponym edge distribution

Figure 4.1 Distribution of hypernym/hyponym edges between all synsets in WordNet.
both directions in the walk generates shorter sentences than going only up is because almost
by definition, a synset can have only 1 hypernym, but several hyponyms. This is seen in
Figure 4.1a where most synsets have only one or even zero hypernyms, while larger numbers
of hypernyms are much rarer and do not go beyond 5. Contrasting this with Figure 4.1b
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which shows that, while most synsets have zero hyponyms, the number of possible hyponyms
a synset can have is as high as 398, and there are thousands of nodes that can have up to 20
hyponyms. This means that at a point in the walk where the algorithm is at anode which
has both a hyponym and hypernym connection, it is more likely to choose a node that is
directed downward for the next step in its walk. In doing so, it behaves more similarly to the
algorithm that only goes down and generates shorter sentences than the upward one.
Repeated sentences. Tables 4.2 and 4.3 also present statistics on the amount of repetition
in the corpora, in terms of identical sentences. We define identical sentences as two sentences
whose bags of words contain the same words (effectively disregarding word order). Given
that the vocabulary is limited by what can be found in WordNet, the more we walk the graph,
the bigger the chance that the same nodes will be visited, likely via the same paths, and
thus identical sentences will be generated. Indeed, the data shows that the more sentences
there are in the corpora, the more repeated sentences they have. We hypothesised that this
would be beneficial for the eventual taxonomic embeddings, as a certain amount of repetition
should reinforce the connections between words, separating information from noise. Our
in-depth research on pseudo-corpus sizes has confirmed this hypothesis (Maldonado et al.,
2019), but with the caveat that there is a plateau after which growing the size of the random
walk pseudo-corpus yields no additional benefits.
However, the number of sentences is not the only factor controlling the amount of
repetition in the corpora: the directionality and minimum sentence length hyperparameters
also have a strong impact on the percentage of repeated sentences. Regardless of the number
of restarts, when looking at corpora with a 3-words per sentence minimum (shaded orange),
the highest percentage of repeated sentences appears in corpora generated by walking down
the hierarchy, and allowing both directions generates the lowest percentage, whereas corpora
generated going up fall somewhere in the middle. Given that the “down” corpora have the
shortest sentences, as well as the lowest number of words, it is much more likely for their
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sentences to be the same, as any variation between the sentences generally arises from the
random restart, rather than the path of the random walk. Meanwhile, corpora that allow both
directions have the most options with regards to the path of the random walk, resulting in
high sentence variability and a low percentage of repeated sentences.
Interestingly, the above observation regarding repetition in 3-word sentence minimum
corpora does not hold consistently for corpora with a 2-word sentence minimum. Walking
down does generate the highest percentage of repeated sentences for both the 2w/s and
3w/s hyperparameter. However, in the 1m 2w/s corpora the lowest percentages of repeated
sentences are found in corpora generated from only walking up the taxonomy, and it is only
in the 2m corpus that lowest percentage comes from both directions being allowed. This
switch between 1m and 2m 2w/s corpora in terms of which direction constraint generates
the least number of repeated sentences is peculiar, but given how small the differences are,
it is likely that there are confounding effects at play here. We suspect that with the 2w/s
corpora allowing both directions makes them more similar to the random walk down, which
generates a higher number of short sentences that are then repeated. Once the corpus becomes
large enough, this effect is then mitigated and the true effect of the variability comes to the
fore. Meanwhile, this effect is not present in the 3w/s corpora because eliminating 2-word
sentences compensates for that effect.
Vocabulary. Tables 4.2 and 4.3 also present statistics on vocabulary size. Naturally,
the larger the corpus (both in terms of sentences and tokens), the larger the vocabulary.
When comparing the impact of minimal sentence lengths, the vocabulary covered is overall
slightly lower in corpora with a 3-word sentence minimum than ones with a 2-word sentence
minimum. This difference is small in corpora going up and in both directions, but the
difference is quite stark when comparing vocabularies of corpora generated going down (a
difference of roughly 8,000-10,000 words). Similarly, when comparing directions, going
down produces corpora with the least WordNet coverage, and going in both directions yields
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the highest coverage. Again, this is a directly related to the number of tokens and average
sentence length. Due to the nature of the random walk going downward the paths are short
and there is not much variety, so the vocabulary coverage is significantly lower. Interestingly,
allowing for both directions yields a corpus that consistently has almost full coverage, even
in the medium-sized corpora, whereas only going up produces a smaller vocabulary in the
smaller corpora, but soon catches up as the size increases.
Rare words. Finally, we consider rare words in the generated pseudo-corpora, as previous
research has highlighted difficulties in training embeddings for rare words in natural corpora
(Lazaridou et al., 2017; Pilehvar and Collier, 2017; Pilehvar et al., 2018; Khodak et al.,
2018; Schick and Schütze, 2020) and we suspect they could play an important role in
embeddings trained on pseudo-corpora as well. We define a word type as rare if it appears in
the pseudo-corpus less than 10 times in a sentence with at least one other word in context3 .
We calculate the percentage of rare words versus the full vocabulary. Values are presented
in Tables 4.2 and 4.3, and their plots in Figure 4.2. Overall, the percentage of rare words gets
smaller as corpus size increases, as more and more words appear over 10 times. However
the hyperparameters seem to have different effects on this value depending on corpus size as
well. For the 500k corpora, the highest percentage of rare words are in corpora generated
by only going up, while the lowest percentage are in corpora generated when the walk is
allowed to proceed in both directions. All percentages are slightly lower for corpora with
a 3-word sentence minimum when compared to corpora with a 2-word sentence minimum.
The percentage of rare words drops off much quicker for corpora generated by only going
3 The requirement of at least one other word in context for an instance of a word to be counted towards its rare

word frequency extends the standard definition of rare words, which generally just considers word occurrences
without considering the context of these occurrences. This extension is necessary with our pseudo-corpora
because, unlike natural corpora, 1-word sentences occur quite frequently if the random walk is allowed to
traverse a disconnected graph. Instances of words in 1-word sentences should not count towards the word
frequencies considered for the definition of rare words for word embedding because these isolated instances
provide no contextual information for the word and hence are of no use towards modelling a good taxonomic
representation for that word. (Note that for corpora generated with a minimum sentence length hyperparameter
> 1 this definition of rare words becomes simply: words which occur less than 10 times in the pseudo-corpus.)
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(a) Direction: up

(b) Direction: down

(c) Direction: both

Figure 4.2 Percentage of rare words plotted against the different sizes of pseudo-corpora.
Each graph represents corpora generated in one direction (up, down and both respectively)
and displays 3 curves for corpora with a 1-, 2- and 3-word sentence minimum (respectively
shaded purple, orange and blue)
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up compared with corpora generated by only going down. Consequently, even though the
up direction generates corpora with the highest percentage of rare words in the smaller
sizes, this percentage quickly drops as the corpus size increases. Hence, corpora of 3m
sentences generated by only going up have a smaller percentage or rare words compared
with the 3m corpora generated by only going down. This is a consequence of the much more
drastic increase in number of tokens between the two corpus varieties. The upward corpora
consistently have roughly twice as many tokens as the downward corpora of the same number
of sentences. Overall, the corpus with the smallest percentage—only 0.82% of rare words in
the vocabulary—is the one generated with 3m sentences, a 3 word-sentence minimum and
allowing the walk to move in both directions. Likely, this is because it is generated from
the graph with the most connections, and hence an overall higher coverage; at the size of 3
million sentences, it would have traversed most of the taxonomy several times over, thereby
significantly reducing the number of rare words.
These are all properties that arise as a consequence of these corpora being artificially
generated. They are all stem from the graph structure of the WordNet taxonomy and from the
way the random walk algorithm has traversed this graph. However, we also looked at word
distributions and noticed interesting trends that seem to indicate similarities with natural
corpora, so we investigate this further.

4.4

Scaling Linguistic Laws of Natural Languages

Regularities in the frequency of text constituents have been summarized in the form of
linguistic laws (Gerlach and Altmann, 2014; Altmann and Gerlach, 2016). Linguistic laws
provide insights on the mechanisms of text production, which can, in a limited sense, also be
understood as a proxy for language or thought production.
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(a) Direction: up

(b) Direction: down

(c) Direction: both

Figure 4.3 Zipf distributions of two natural corpora (shaded black) and all our pseudo-corpora
grouped according to the direction parameter.

4.4.1

Zipf’s Law

One of the best known linguistic laws is Zipf’s Law (Zipf, 1949). It states that the frequency
F of the rth most frequent word (i.e. the fraction of times it occurs in a corpus) scales as

Fr µ r

l

,8 r

1

(4.1)

Zipf’s Law is approximated by a Zipfian distribution which is related to discrete power
law probability distributions. Here, l is the scaling exponent and it has been found to be
⇡ 1.0 for natural languages. In other words, in a natural language corpus, the frequencies of
words are inversely proportional to their ranks in the frequency table, i.e. the most frequent
word will occur about twice as often as the second most frequent word, three times as often
as the third most frequent word, etc.

4.4.2

Heaps’ Law

Heaps’ Law is another linguistic law, also a scaling property of language, which describes
how vocabulary grows with text size. Consider n be the length of a text and v(n) be its
vocabulary size. Then Heaps’ law is formulated as follows:
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(a) Direction: up

(b) Direction: down

(c) Direction: both

Figure 4.4 Heaps’ law of two natural corpora (shaded black) and all our pseudo-corpora
grouped according to the direction parameter.

v(n) µ nb , 8 n

1

(4.2)

where the exponent for the Heaps’ law for natural languages is found to be 0 < b < 1. In
other words, Heaps’ law means that as more instances of natural text are gathered, there will
be diminishing returns in terms of discovery of the full vocabulary from which the distinct
terms are drawn, i.e. as the text gets bigger, there will be less and less new additions to the
vocabulary4 .

4.4.3

Ebeling’s Law

We also consider Ebeling’s Law, which studies the growth of variance of individual components (e.g. letters or words in text) in relation to the subsequence length l. Described
by Takahashi and Tanaka-Ishii (2019), for a set of words W , let y(k, l) be the number of
occurrences of word wk 2 W for all subsequences of length l of the original dataset. Then,
m(l) =

|W |

Â m2(k, l) µ l h

(4.3)

k=1
4 In

natural language the vocabulary is theoretically infinite, so gathering more text should never reach
100% coverage, however the vocabulary in WordNet is finite and will eventually reach a saturation point, given
enough repeated random walks. Still, we consider the possibility that the distributions might be similar before
reaching the finite vocabulary limit.
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(a) Direction: up

(b) Direction: down

(c) Direction: both

Figure 4.5 Ebeling’s law of two natural corpora (shaded black) and all our pseudo-corpora
grouped according to the direction parameter.
m2 (k, l) is the variance of y(k, l). Here, m(l) relates to l with a power-law relationship
with exponent h. Ebeling and Pöschel (1994) showed that the Bible has h = 1.69. In other
words, there is a specific relationship between the size of a sequence of natural text and the
variance of words that occur in that sequence. It can be understood as describing the variety
of words found in a text, which becomes higher as the subsequence size increases.
Taking these natural linguistic laws into account, we test whether our pseudo-corpora
uphold such laws, so as to investigate their own naturalness. We have compared the Brown
corpus (Francis, 1964) and a relatively small chunk of wikitext-2 (Merity et al., 2016) with
all our generated pseudo-corpora. Figures 4.3, 4.4 and 4.5 display the plots of Zipf’s, Heaps’
and Ebeling’s laws respectively for the two natural corpora (shaded black) as well as all
our generated pseudo-corpora. In addition to plotting the individual curves, we employed
Kolmogrov-Smirnov (KS) Distance to compare the pseudo-corpora against the natural corpora.
The Kolmogorov-Smirnov statistic quantifies a distance between the empirical distribution
function of the sample and the cumulative distribution function of the reference distribution,
or between the empirical distribution functions of two samples. In our case, we check KS
distance between the natural and pseudo-corpora for Zipf’s, Heap’s and Ebeling’s law.
Our analysis revealed that the KS distance between our 2 natural corpora is consistent
with the distance between the natural and synthetic corpora, indicating consistent variations
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for Zipf’s, Heaps’ and Ebeling’s law. For both our natural and synthetic corpora, l ⇡ 1.1 and
b ⇡ 0.9. In this case, it is fair to assume that our pseudo-corpora maintain these properties
of natural language. This finding is important because it indicates that word representations
derived from taxonomic pseudo-corpora would have similar limitations to representations
derived from natural text. For example, previous research has shown that learning good
embeddings for rare words in natural corpora can be a challenge (Lazaridou et al., 2017;
Pilehvar and Collier, 2017; Pilehvar et al., 2018; Khodak et al., 2018; Schick and Schütze,
2020). We explore the impact of rare words in the pseudo-corpora on embedding performance
in Section 4.5.
Though our test of KS distance confirms that all the pseudo-corpora follow certain
natural distributions, it is still interesting to note the slight variations in the generated
plots. Uniformly, the ‘up’ pseudo-corpora most closely match the natural corpora, the
‘down’ pseudo-corpora do so to a much lesser degree, while ‘both’ fall somewhere in the
middle. This indicates that the directionality hyperparameter also enables us to simulate
slightly different underlying graph structures, accounting for the variation in the statistical
distributions. These figures reinforce the fact that the nature of the random walk algorithm,
the structure of the graph and the paths that are walked do have an impact on the resulting
pseudo-corpus. They might not impact the fact that they reflect scaling laws found in natural
language, but they still have an impact on the distributions of the words in the generated text,
which can propagate down the line if integrated into various machine learning and language
modelling pipelines.

4.5

Training, validation and analysis

After generating all the corpora, we train word embeddings and validate them by evaluating their performance on word similarity benchmarks. To validate that training on our
pseudo-corpora can generate taxonomic embeddings, and for the purpose of methodological
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consistency with Goikoetxea et al. (2015) and comparability with their work, in this section
we only evaluate and discuss embeddings obtained from the word2vec SGNS encoder. However, in our probing experiments in Chapter 5 where we compare taxonomic and thematic
embeddings, we also train taxonomic embeddings using the GLoVe encoder for a more
comprehensive comparison.
Additionally, as this evaluation serves more as validation of the taxonomic embeddings,
we do not perform it for all the generated pseudo-corpora described in Section 4.3, but
only for a subset of them. Specifically, we evaluate embeddings trained on pseudo-corpora
between 500 thousand (500k) and 2 million (2m) pseudo-sentences, and we do not evaluate
embeddings trained on pseudo-corpora that contain 1-word pseudo-sentences. These choices
are motivated by the findings of our sister-experiments (Maldonado et al., 2019), which
have already extensively evaluated corpora with 1-word sentences, and have shown that
the amount of taxonomic information begins to saturate between 500k and 2m sentences.
We also exclude 1-word-sentence corpora from the evaluation because we wish to be more
strict in our definition of taxonomic embeddings, restricting it to only words with taxonomic
connections in WordNet.

4.5.1

Training word2vec taxonomic embeddings

We trained our taxonomic embeddings using the 2017 version of Pytorch SGNS, a publicly
available off-the-shelf implementation5 of the skip-gram with negative sampling (SGNS)
algorithm, introduced by Mikolov et al. (2013a). We only made minor data-handling optimisations, but the objective function is not modified in any way.
The vectors were computed with SGNS using a window of five words on both sides of
a sliding focus word, without crossing sentence boundaries. Twenty words were randomly
selected from the vocabulary based on their frequency as part of the negative sampling step
5 https://github.com/theeluwin/pytorch-sgns
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of the training. The frequencies in this weighting were smoothed by raising them to the
power of

3
4

before dividing by the total. All vectors produced by the SGNS system have 300

dimensions and trained for 30 epochs. We trained separate embeddings on each combination
of the three hyperparameters and report evaluations of the best performing epoch.

4.5.2

Validation

We evaluate the performance of our embeddings on five different benchmarks:
• SimLex-999 (Hill et al., 2015). It consists of 999 word pairs whose similarity judgements emphasise taxonomic and synonymic similarity over all other semantic relations,
which receive very low similarity scores. Semantic similarity systems tend to perform
much worse on SimLex-999 than on mixed thematic-taxonomic benchmarks such as
WordSim-353 and SemEval-17.
• WordSim-353 (Finkelstein et al., 2002)6 . It consists of 353 word pairs and is an older
and more established semantic similarity dataset that conflates thematic and taxonomic
similarities.
• SemEval-17 (Camacho-Collados et al., 2017). The English7 test set from the SemEval
2017 Task 2 challenge. It consists of a set of 500 pairs of words, multiword expressions
and entities from a wide range of domains. These 500 pairs are uniformly distributed
across a scale of five degrees of similarity that range from total dissimilarity to complete
synonymy, with thematic and taxonomic similarities falling at different points along
this scale. Notably, thematic similarity is considered to be at a lower scale than
taxonomic similarity.
• Princeton evocation dataset (Boyd-Graber et al., 2006). It consists of 13,176 word
pairs which have been human-annotated and assigned a value of “evocation” repre6 http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
7 Though

other languages are available, we only focus on the monolingual similarity task in English.
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senting how much the first concept brings to mind the second. Though this is not
really a word similarity task as it does not directly test for either thematic or taxonomic
knowledge, it can be approached with the same methodology, so we include it in our
evaluation as a sanity check, fully expecting our embeddings to underperform on it.
• WordNet-paths. We suspect none of the above benchmarks are ideally suited to
evaluating our taxonomic embeddings, as they are all based on human judgements
on a sometimes broad idea of word similarity, which often confounds taxonomic and
thematic relations (Kacmajor and Kelleher, 2019), yet we are modelling taxonomic
information specifically. For this reason, in addition to the above benchmarks, we
develop another test set, inspired by the work of Pedersen et al. (2004):8 we take the
word pairs from SimLex, and replace the human similarity judgements with a WordNet
similarity measure (based on the distances in the graph). We refer to this benchmark
as WordNet-paths. It serves as another sense check and an appropriate test set for our
taxonomic embedding model, ensuring that the evaluations are comparing like for like.
As is common practice, we evaluate our model by computing a Spearman correlation
score between the cosine similarity of the word vectors from our model and the scores in our
benchmarks (be it human judgement or WordNet distance). Table 4.4 presents the results
alongside the percentage of rare words in a given benchmark.

4.5.3

Results

The aim of this experiment is not to beat state of the art scores on these benchmarks, but
rather to investigate different WordNet taxonomic structures generated by the random walk
hyperparameters and their impact on rare words and performance of word embeddings trained
on the pseudo-corpora. Our main hypothesis is that the direction constraint of the random
8 http://wn-similarity.sourceforge.net
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simlex
ws353
semeval
evoc
wn-paths
corpus
%rare score %rare score %rare score %rare score %rare score
500k-up-2w/s
2.63 39.03
8.01 39.24 11.81 37.23
5.26 7.93
2.63 52.89
500k-down-2w/s
2.53 19.22
6.86 21.23 10.47 20.46
3.72 4.46
2.53 41.86
500k-both-2w/s
1.14 32.56
2.97 42.76
4.83 38.12
1.31 9.87
1.14 56.31
500k-up-3w/s
2.92 37.07
7.09 34.65 11.60 35.70
4.71 8.61
2.92 50.60
500k-down-3w/s
2.97 31.26
8.70 33.34 10.06 27.51
5.26 4.13
2.97 49.12
500k-both-3w/s
1.04 34.84
2.75 45.53
4.72 40.36
1.10 10.61
1.04 57.00
1m-up-2w/s
1.24 41.73
3.20 43.34
5.85 39.56
2.08 8.61
1.24 53.44
1m-down-2w/s
1.09 30.46
3.43 41.69
6.26 35.09
2.08 6.90
1.09 47.56
1m-both-2w/s
0.50 40.55
0.92 48.25
1.75 40.93
0.44 11.14
0.50 57.60
1m-up-3w/s
1.19 42.28
2.75 39.75
5.85 40.51
2.19 9.75
1.19 54.15
1m-down-3w/s
1.93 36.37
5.03 42.65
8.11 36.19
4.05 5.48
1.93 51.15
1m-both-3w/s
0.35 42.13
0.69 46.59
1.33 39.16
0.33 10.93
0.35 57.73
2m-up-2w/s
0.59 42.58
1.14 44.38
2.77 39.61
0.77 8.63
0.59 53.52
2m-down-2w/s
0.69 34.87
1.14 41.79
4.00 36.75
0.99 5.62
0.69 47.67
2m-both-2w/s
0.15 43.28
0.46 47.03
0.41 40.48
0.22 10.95
0.15 58.00
2m-up-3w/s
0.50 43.40
1.14 43.97
2.46 39.71
0.77 9.65
0.50 54.01
2m-down-3w/s
1.04 36.80
3.43 44.29
5.44 35.17
2.41 4.85
1.04 49.47
2m-both-3w/s
0.05 43.28
0.46 47.51
0.31 40.35
0.22 11.14
0.05 56.55

Table 4.4 Results for all embeddings trained on various corpora, showing Spearman correlation scores for best epoch per corpus trained on, as well as the percentage of rare words in a
given benchmark. Cells shaded green represent the lowest percentage of rare words and the
highest Spearman score obtained in the given group of embeddings on a given benchmark.
Cells shaded red represent the highest percentage of rare words and the lowest Spearman
score on the given group.

89

4.5 Training, validation and analysis
walk has an effect on the percentage of rare words in the resulting corpus, which in turn
affect the performance of the trained embeddings.
With that in mind, we examine Table 4.4. Our results interpretation examines models
in groups of three: for each benchmark we compare correlation scores and percentage of
rare words between corpora of the same size and minimum sentence length, but different
direction constraints (up, down or both). Cells shaded green represent the lowest percentage
of rare words and the highest Spearman score obtained in the given group of embeddings on
a given benchmark. Cells shaded red represent the highest percentage of rare words and the
lowest Spearman score on the given group.
Our highest correlation scores come from the WordNet-paths benchmark, which is not
surprising as this dataset reflects most closely what our models have learned: taxonomic
relations in WordNet. The highest overall score comes from the largest corpus, but looking
at the different groups of different-sized corpora, the best performing model is always the
one allowing both directions in the random walk, which generates the lowest percentage of
rare words. Our hypothesis is clearly confirmed on this benchmark, where all the best scores
come from corpora with the lowest percentage of rare words, while the lowest scores come
from corpora with the highest percentage of rare words in two out of six cases.
In contrast with WordNet-paths, our worst performance is achieved on the evocation
benchmark. This is also expected, as the evocation benchmark models a relationship between
words that is very different in nature from the purely taxonomic relationship that we model
here. This, together with the fact that our best correlation scores come from the WordNet
paths benchmark, supports the evidence that our embeddings do indeed contain a taxonomic
representation of words. Yet in spite of the correlation scores being so low, our hypothesis
holds here as well: in each group of comparable embeddings, the highest score comes from
pseudo-corpora that traversed both directions, and generated the fewest rare words. The
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lowest scores stem from corpora with the highest percentage of rare words in five out of six
cases.
As expected, we achieve much higher correlation scores on the remaining three benchmarks. Though the highest scores are achieved on WS-353, the overall performances between
benchmarks are comparable insofar as they all model word similarity and relatedness. Our
hypothesis holds just as consistently when examining the results on SemEval-17 and WS-353,
where five out of six times and six out of six times respectively, the best performing model
stems from a corpus that yields the lowest percentage of rare words, while the inverse holds
four out of six times.
SimLex-999 seems to be somewhat of an outlier among these benchmarks. This is
peculiar because, though it is more similarity-focused, the nature of the relations should
not be that different from the one in WS-353 and SemEval-17. Our hypothesis still holds
in the larger corpora (2m-2w/s, 2m-3w/s and 1m-3w/s), but in the smaller ones the lowest
percentage of rare words is produced by the corpora allowing both directions, yet the highest
scores actually come from the corpora produced going up. Given that the inconsistencies
happen in the smaller corpora, it is possible that this is just an unlucky sample, or that the
interplay of confounding factors has a stronger effect in the smaller corpora and negatively
affects the performance of the corpora allowing both directions.
Overall, the distribution of best-worst models is fairly consistent across the 5 benchmarks.
The best models are those going in both directions, and 2-word sentence minimum models are
usually slightly outperformed by 3-word sentence models, though the differences are marginal.
Unsurprisingly, models trained on corpora allowing both directions also consistently produce
the lowest percentage of rare words, and more often than not these models have the best
scores.

91

4.6 Resource publication

4.6

Resource publication

Goikoetxea et al. provide an implementation of their pseudo-corpus generation algorithm9 .
However, due to the significant differences our algorithm has introduced, as outlined in
Section 4.2, and the the special use cases required for our research which focused on
analysing how the shape of knowledge graph affects the properties of the synthesized corpora,
we reimplemented the algorithm using NLTK’s Python version of WordNet (Bird and Loper,
2004)10 . We have also made our random walk code publicly available via GitHub11 , and
have included a detailed guide on how to use the provided scripts. In addition to a script for
generating pseudo-corpora with varying hyperparameters, there is also a script for calculating
basic corpus statistics, and a script for calculating a word similarity score using word
embeddings and cosine similarity.
As far as our corpora, we have published all resources related to our research on Arrow@TUDublin12 , which is Technological University Dublin’s official archive and data
repository. This includes an archive of all 81 pseudo-corpora that were generated for our
research (Klubička et al., 2020). They are published in the form of a compressed archive of
text files, and once extracted each individual pseudo-corpus can be used with our statistics
script, or as training corpora for any word embedding system13 .
Additionally, we have also used the data repository as an archive for our taxonomic word
embeddings, which we trained on the above pseudo-corpora (with some exceptions). This
includes a total of 72 pretrained taxonomic word embedding models that were trained for the
purposes of our research (Maldonado et al., 2019; Klubička et al., 2019)14 .
9 http://ixa2.si.ehu.eus/ukb/

10 http://www.nltk.org

11 https://github.com/GreenParachute/wordnet-randomwalk-python
12 https://arrow.dit.ie

13 https://arrow.dit.ie/datas/9/

14 https://arrow.dit.ie/datas/12/
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Conclusion

In this chapter we have expanded our understanding of the random walk algorithm using the
WordNet taxonomy as a case study. We examined the relationship between the structure of
the underlying knowledge graph, the properties of the pseudo-corpora generated from the
graph, and the performance of the embeddings trained on these pseduo-corpora. We found
that the pseudo-corpora derived from WordNet’s taxonomy are not as artificial as one might
expect, as they resemble natural corpora at a statistical level. We attribute these properties
to the underlying tree structure of the graph from which the pseudo-corpora are built. We
also train word embeddings on these corpora to study the impact of these properties on the
embedding performance on word similarity evaluation tasks. Our evaluations confirm a
successful modelling of taxonomic relations, and on most benchmarks our data supports the
hypothesis that the ratio of rare words in a pseudo-corpus affects embedding performance.
Understanding the properties of the pseudo-corpora generated from a knowledge graph
structure can inform how the random walk should be designed and run for any graph.
For example, knowing that a tree-like graph structure results in pseudo-corpora exhibiting
Zipfian properties is useful as it highlights the presence of rare words in the corpora. As the
vocabulary of the lexical resource is finite, the problem of rare words within the generated
pseudo-corpora can be addressed by ensuring that the pseudo-corpus is large enough so that
even the relatively rare words appear frequently enough to learn adequate embeddings. This
perspective helps in answering questions such as: how large should a pseudo-corpus be and
which combination of hyperparameters will provide the best taxonomic embeddings for a
taxonomic probing task?
Though this might seem obvious, an important takeaway is that the properties of any
pseudo-corpus generated from a knowledge graph will be affected by the properties of that
graph: its structure and node connectivity will be reflected by the word distributions in the
generated corpora, thus impacting the resulting embeddings. We do not claim that any graph
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structure will exhibit the exact properties we found, but rather that this kind of analysis
should be considered when using a random walk algorithm.
Taking a step back, we acknowledge a possible limitation of this work, which ties into
a more general consideration about any vector space model: Karlgren and Kanerva (2021)
argue that while local subspaces in a semantic space are well-defined and can represent
commonalities between words located within, the global structures of the vector space are
arbitrary and any meaningful relationship that might be ascribed to the distance between
words in subspaces that are far apart are only spurious. From this follows that for any given
word or subspace in a semantic space there is a horizon of interest beyond which drawing
connections to other words does not allow for any salient inference of meaning or relatedness.
This consideration is even more pertinent when it comes to our taxonomic embeddings,
which only reflect the hypernymy relationship and are built on a sparsely connected graph.
This likely gives them a limited ability to model relationships between words that are far
apart from each other in the taxonomy. Certainly, the presupposition is that, to a certain
degree, the embedding models are able to encode the distance (i.e. the number of edges)
between words that have no immediate taxonomic relationship but are connected via other
nodes, and we see some evidence of this in our results. However, due to the nature of the
random walk algorithm, the pseudo-sentences often end up being short, even with a high
sentence-length limit, so the most accurate word representations will likely reflect contexts
of words that are closely linked, rather than words which are taxonomically far apart. Hence,
evaluating these embeddings on the task of word similarity, as captured by word similarity
benchmarks and measured via cosine similarity, might not be the best tool for measuring
the taxonomic knowledge encoded in them. Especially when some of the word pairs in
these benchmarks are so far apart that they may as well belong to separate taxonomies,
e.g. brainstorming and telescope, or elementary school and forest. It is not entirely fair to
examine a notion of relatedness between these word pairs using embeddings that mainly
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encode immediate hyponym-hypernym relationships; in such a scenario, the cosine similarity
measure is arguably not an adequate indicator of the nature of their taxonomic relationship,
when there is barely one to speak of.
To obtain more direct assessment of whether these embeddings encode the relationships
they were trained on—hypernym-hyponym relations—we need to evaluate them on a more
appropriate task using a more suitable evaluation framework. We thus develop a hypernymhyponym probing task and apply our probing with noise method to our favoured taxonomic
embeddings in Chapter 5, in order to examine how well they encode direct taxonomic
information compared to thematic embeddings, and to explore where in the embeddings this
information is contained.
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Chapter 5
Probing Taxonomic vs Thematic
Embeddings
Having trained word embeddings on WordNet random walk pseudo-corpora as described in
Chapter 4, our evaluations indicate that these embeddings encode taxonomic information,
and allow us to make some relative inferences on which pseudo-corpora yield embeddings
that are better at encoding such information, in turn allowing us to make an informed decision
on which embeddings are best suited for a taxonomic probing task. In this chapter we
examine their behaviour on a probing task more suitable than word similarity: given that our
taxonomic embeddings most explicitly encode a hypernym-hyponym relationship between
words, we design a hypernym-hyponym classification task and apply our probing with noise
method (as described in Chapter 3) to perform an intrinsic, relative evaluation. In order to
draw broader comparisons, we apply the same evaluation framework to our taxonomic SGNS
embeddings and to pretrained thematic SGNS embeddings. To confirm whether the findings
will hold on a different encoder, we run the same set of experiments on GLoVe embeddings.
Narratively, the experiments described in this chapter serve as a simple, focused example
of the application of our probing with noise method and illustrate the types of insight it can
provide, before moving on to a larger suite of experiments in Chapters 6 and 7.
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Hypernym-Hyponym Prediction

While hypernym detection is not the focus of the thesis, we still present an overview of some
notable work on this topic in order to establish a context and connect our work with the wider
literature.
Hypernymy, understood as the capability to relate generic terms or classes to their specific
instances, lies at the core of human cognition and plays a central role in reasoning and
understanding natural language (Wellman and Gelman, 1992). Two words have a hypernymic
relation if one of the words belongs to a taxonomic class that is more general than that of the
other word. For example, the word vehicle belongs to a more general taxonomic class than
car does, as car is a type of vehicle. Hypernymy can be seen as an IS-A relationship, and more
practically, hypernymic relations determine lexical entailment (Geffet and Dagan, 2005) and
form the IS-A backbone of almost every ontology, semantic network and taxonomy (Yu et al.,
2015). Given this, it is not surprising that modelling and identifying hypernymic relations has
been pursued in NLP for over two decades (Shwartz et al., 2016), and successfully doing so
has proven useful in downstream tasks and applications such as question answering (Prager
et al., 2008; Yahya et al., 2013), textual entailment and semantic search (Hoffart et al., 2014;
Roller et al., 2014; Roller and Erk, 2016), web retrieval, website navigation and records
management (Bordea et al., 2015).
That being said, while research on hypernym detection has been plentiful, work that
applies any probing framework to identify taxonomic information in embeddings is scarce,
and the existing work does nor probe for it directly, but rather infers taxonomic knowledge
from examining higher-level tasks. For example, Ettinger (2020) identified taxonomic
knowledge in BERT, but rather than probing BERT embeddings using a probing classifier,
BERT’s masked-LM component was used instead and its performance was examined on a
range of cloze tasks, where the goal was to fill an incomplete sentence with the missing word.
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One of the relevant findings was that BERT can robustly retrieve noun hypernyms in this
setting, demonstrating that BERT is very strong at associating nouns with their hypernyms.
Ravichander et al. (2020) build on Ettinger’s work and investigate whether probing
studies shed light on BERT’s systematic knowledge, and as a case study examine hypernymy
information. They devise additional cloze tasks to test for consistency in predictions, and
demonstrate that BERT often fails to consistently make the same prediction in slightly
different contexts. They conclude that BERT’s ability to correctly retrieve hypernyms in
cloze tasks is not a reflection of larger systematic knowledge, but possibly an indicator of
lexical memorisation (Levy et al., 2015).
Aside from this recent focus on BERT, not much other work has been done in the
space of probing embeddings for taxonomic information, or specifically hypernymy probing.
However, work on modelling hypernymy has a long history that stretches back before BERT
and pretrained language models.
Traditionally, identifying hypernymic relations from text corpora has been addressed with
two main approaches: pattern-based and distributional (Wang et al., 2017). Pattern-based
methods exploit the co-occurrence of a hyponym and its hypernym in a textual corpus (Hearst,
1992; Navigli and Velardi, 2010; Boella and Di Caro, 2013; Flati et al., 2014, 2016; Gupta
et al., 2016; Pavlick and Paşca, 2017). Earlier work was mostly unsupervised and leveraged
various interpretations of the distributional hypothesis. One such interpretation is the concept
of distributional generality (Weeds et al., 2004; Clarke, 2009), based on the observations
that more general words tend to occur in a larger variety of contexts than more specific
words. For example, it should be possible to replace any occurrence of cat with animal
and so all of the contexts of cat must be plausible contexts for animal. However, not all
of the contexts of animal would be plausible for cat, e.g., “the monstrous animal barked
at the intruder”. Lenci and Benotto (2012) took this notion further and hypothesised that
more general terms should have high recall and low precision, which would thus make it
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possible to distinguish them from other related terms such as synonyms and co-hyponyms.
Based on this reasoning, they developed a variant of the distributional generality measure that
allowed them to identify hypernyms. Other measures for identifying hypernyms have also
been developed: for example, SLQS (Santus et al., 2014) is an entropy-based measure based
on the hypothesis that the most typical linguistic contexts of a hypernym are less informative
than the most typical linguistic contexts of its hyponyms.
Conversely, distributional approaches rely on a distributed representation for each observed word, capable of identifying hypernymic relations between concepts even when they
do not co-occur explicitly in text. Some distributional approaches leverage similarities between vectors to model a hypernymy relationship. As briefly discussed in Section 4.1, cosine
measures on word embeddings pairs give an indication of the overall semantic relatedness of
the word pairs they represent (Turney and Pantel, 2010), without specifying the type(s) of
semantic relation(s) the two words hold. There have been endeavours to modify the similarity
function or train word embeddings that emphasise one semantic relation over another in order
to facilitate better hypernymy models. For example, Rei and Briscoe (2013) experimented
on parser lexicalisation and found that a WeightedCosine directional similarity measure
performs well on the task of detecting hypernyms. In a similar vein, Nguyen et al. (2017)
developed the Hypervec algorithm by adapting the skip-gram objective function to emphasise
the asymmetric hypernym-hyponym relations. In essence they convert the similarity function
into a hypernym-relation function, resulting in a cosine similarity measure that does not
reflect word “similarity”, but rather that one word is the hypernym of the other.
However, most distributional hypernymy models have been supervised, mainly based on
using word embeddings as input for classification or prediction (Baroni et al., 2012; Santus
et al., 2014; Fu et al., 2014; Espinosa-Anke et al., 2016; Ivan Sanchez Carmona and Riedel,
2017; Nguyen et al., 2017; Pinter and Eisenstein, 2018; Bernier-Colborne and Barrière, 2018;
Nickel and Kiela, 2018; Cho et al., 2020; Mansar et al., 2021).
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Interestingly, Roller et al. (2018) studied the performance of both pattern-based and
distributional approaches on several hypernymy tasks and found that simple pattern-based
methods consistently outperform distributional methods on common benchmark datasets,
showing that pattern-based models provide important contextual constraints which are not
captured in distributional methods. Finally, Shwartz et al. (2016) have shown that patternbased and distributional evidence can be effectively combined within a neural architecture to
improve prediction results.
We highlight the work of Weeds et al. (2014), who also used a supervised approach and
demonstrated that it is possible to predict whether or not there is a specific semantic relation
between two words given their distributional vectors. Their work is especially relevant to ours
as it shows that the nature of the relationship one is trying to establish between words informs
the operation one should perform on their associated vectors: e.g. using the difference
between the vectors for pairs of words is appropriate for an entailment task, whereas adding
the vectors works well for a co-hyponym task. This is a consideration we need to take into
account in the construction of our hypernym-hyponym probing task.
In terms of evaluation benchmarks for modeling hypernymy, they have generally been
designed such that in most cases they are reduced to binary classification (Baroni and Lenci,
2011; Snow et al., 2005; Boleda et al., 2017; Vyas and Carpuat, 2017), where a system
has to decide whether a hypernymic relation holds between a given candidate pair of terms.
Criticisms to this experimental setting point out that supervised systems tend to benefit from
the inherent modeling of the datasets in the hypernym detection task, leading to lexical
memorization phenomena (Levy et al., 2015; Santus et al., 2016; Shwartz et al., 2017). In
this respect, there has been work attempting to alleviate this issue by including a graded scale
for evaluating the degree of hypernymy on a given pair (Vulić et al., 2017).
In an alternative approach to the problem, Espinosa-Anke et al. (2016) proposed to frame
it as Hypernym Discovery: rather than a binary classification of the relationship, given the
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search space of a domain’s vocabulary, and given an input term, discover the term’s best
(list of) candidate hypernym(s). This addressed one of the main drawbacks of the earlier
evaluation criterion and inspired Camacho-Collados et al. (2018) to construct a full-fledged
hypernym discovery benchmark covering multiple languages and knowledge domains. The
dataset was released as a shared task in SemEval-2018 Task 9: Hypernym Discovery, with
the goal of expanding the research in hypernymy modelling.
Indeed, in some of our earlier work we participated in this shared task. We trained
thematic SGNS embeddings on in-domain corpora and used a standard cosine similiarity
calculation to output hypernym candidates (Maldonado and Klubička, 2018), which made
for a competitive unsupervised system. However, we do not report on this work in the thesis
beyond its mention here in related work, due to it falling out of the scope of the thesis: we
did not employ probing and did not use taxonomic embeddings to solve the shared task. Still,
having engaged with hypernyms in the past has informed some of the research directions and
the design of the task and dataset presented in this chapter.
While we acknowledge the hypernym discovery task as introduced by Camacho-Collados
et al. (2018) as an important hypernymy benchmark, and the cloze tasks used by Ettinger
(2020) as an enlightening probing scenario, we suspect neither is suitable for our probing
experiments, for which we require a simpler task that is better at teasing out the hypernymhyponym relationship we wish to probe for. Specifically, rather than an open-ended hypernym
discovery task, or even a binary relationship prediction task, we opt to construct a more direct
taxonomic task: predicting which word in a pair is the hypernym, and which is the hyponym.
This approach is informed by the work of Weeds et al. (2014), as our setup implicitly takes
into account the asymmetric nature of the hypernym-hyponym relationship.
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Hypernym-Hyponym Probing Task Dataset Creation

As stated by Conneau et al. (2018), a probing task needs to ask a simple, non-ambiguous
question, in order to minimise interpretability problems and confounding factors. Hence,
for our experiments we needed a probing task that does not just use hypernym-hyponym
taxonomic knowledge to solve an unrelated or semi-related classification task, but rather a
task that probes for taxonomic knowledge directly. To this end, we constructed a dataset that
is derived from WordNet (Fellbaum, 1998), comprised of all of its hypernym-hyponym pairs.
That way each word pair shares only an immediate hypernym-hyponym relationship between
the candidate words: a word in a pair can be either a hyponym or a hypernym of the other,
there is no other option. This dataset contains a total of 329,396 hypernym-hyponym pairs.
However, in our experiments we wish to apply our method to both taxonomic and thematic
encoders. Given that the vocabulary coverage of our taxonomic embeddings is constrained to
WordNet, and the probing task dataset was also derived directly from WordNet, the pretrained
thematic embeddings which were trained on natural corpora may not have the same coverage,
which would give our taxonomic embeddings and advantage. Additionally, the pretrained
GloVe and SGNS embeddings also have different coverage between them, as they were
not trained on the same corpora. We wish to mitigate confounders as much as possible by
comparing like for like, so to retain a high integrity of interpretation when comparing models,
we opted to filter down the dataset and only evaluate on the intersection of vocabularies of
the four models—we only include word pairs that have a representation for both words in all
four embedding models. This step reduced the dataset size to 246,747 word pairs.
Note here that one of the goals of our work is to use our probing with noise method to
learn about embeddings and the way they encode different types of information in vector
space. We assert that a prediction of the relationship between a pair of words cannot be
fairly done without the classifier having access to representations for both words in the pair.
Yet, our probe is a classifier which can only take a single vector as input (see Section 5.3).
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Informed by the work of Weeds et al. (2014) we considered options such as averaging or
summing the individual word vectors, but found that these were not suitable to our framework
as they muddled the notion that the classifier is receiving two separate words as input. We
instead opted to concatenate the word vectors in question and pass a single concatenated
vector to the classifier (similar to approaches used by Adi et al. (2017)). Though even in this
scenario the classifier has no explicit indication that it is receiving a representation of a pair
of words as input, if there is a signal in the individual word vectors that differentiates the
hypernyms from the hyponyms, and the probe is powerful enough, then it should be able to
pick up on it. This approach allows us to formulate the task as a positional classification task:
given a pair of words, is the first one the hypernym or the hyponym of the other? We can
then assign each instance in the corpus a binary label—0 or 1—representing the class of the
first word in the pair. The probe can then predict if the left half of the vector is the hyponym
(0) of the right half, or whether it is its hypernym (1).
Finally, given the imbalance in the distributions of hypernyms and hyponyms in WordNet
(see Section 4.3), a smaller number of words will be hypernyms, while a larger number will
be hyponyms. We want to avoid the probe memorising the subset of words more likely to
be hypernyms, but rather to learn from information encoded in the (differences between)
vectors themselves. In an attempt to achieve this, we balance out the ratio of class labels by
duplicating the dataset and swapping the hypernym-hyponym positions and labels. Before
duplicating, we also define a hold-out test set of 25,000 instances, so as to exclude the
possibility of the same word pair appearing in both the train and test split—thus, the probe
will be evaluated only on unseen instances. This duplication resulted in a final dataset of
493,494 instances, of which 50,000 comprise the test set and 443,494 comprise the training
set. Here are some example instances from the dataset:
• 0, north, direction
• 1, direction, north
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• 0, hurt, upset
• 1, upset, hurt

5.3

Experimental Design

Having established a dataset, we can test the proposed method of probing with noise, as
described in Chapter 3, and compare the evaluations of taxonomic and thematic embeddings,
as well as different encoders.

5.3.1

Embedding Models

In our experiments we compare our taxonomic SGNS embeddings to pretrained thematic
SGNS embeddings, as well as make an analogous comparison of newly trained taxonomic
GloVe embeddings and pretrained thematic GloVe embeddings.
word2vec (SGNS)

For taxonomic SGNS representations we use the embeddings described

in Chapter 4. We opt for embeddings trained on the pseudo-corpus that yielded the highest
Spearman correlation score on the wn-paths benchmark (see Section 4.5), i.e. the corpus with
2 million sentences, with the walk going both ways and with a 2-word minimum sentence
length. The lack of a directionality constraint provides higher vocabulary coverage and a
smaller proportion of rare words, while the 2-word minimum sentence length limit ensures
that we only have representations for words that are part of WordNet’s taxonomic graph and
have at least one hypernym-hyponym relationship, which makes them suitable for this task.
For the thematic embeddings we use a pretrained SGNS model, and opt for the gensim1
word2vec implementation which was trained on a part of the Google News dataset (about
100 billion tokens) and contains 300-dimensional vectors for 3 million words and phrases2 .
1 https://radimrehurek.com/gensim/
2 word2vec-google-news-300
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GloVe

To train taxonomic GloVe embeddings, we use a popular Python implementation

of the GloVe algorithm3 and apply it to the same 2m-both-2w/s pseudo-corpus to obtain
taxonomic embeddings, using the same approach as described in Section 4.24 .
For the thematic GloVe embeddings we use the original Stanford pretrained GloVe
embeddings5 , opting for the larger common crawl model, which was trained on 840 billion
tokens and contains 300-dimensional embeddings for a total of 2.2 million words.
Note that when we concatenate the two word embeddings required for an instance in the
train or test set, they become a 600-dimensional vector which is then passed on as input to
the probe.

5.3.2

Probing Classifier and Evaluation Metric

In all our probing experiments (Chapters 5, 6 and 7), the embeddings are used as input to a
Multi-Layered Perceptron (MLP) classifier, which predicts their class labels. We used the
scikit-learn MLP implementation (Pedregosa et al., 2011) using the default parameters6 .
The choice of evaluation metric used to evaluate our probes is not trivial, as we want
to make sure that it is reliably reflecting a signal captured in the embeddings, especially in
an imbalanced dataset where the probe could learn the label distribution, rather than detect
a true signal related to the probed phenomenon. As some of the datasets that we use in
our experiments do have an imbalanced distribution (e.g. the hypernym-hyponym dataset
in Chapter 5 or the idiomatic usage dataset in Chapter 6), it is crucial to select a suitable
performance metric.
3 https://github.com/maciejkula/glove-python
4 We

used the following training parameters: window=10, no_components=300, learning_rate=0.05,
epochs=30, no_threads=2. Any other parameters are left as default.
5 https://nlp.stanford.edu/projects/glove/
6 activation=’relu’, solver=’adam’, max_iter=200, hidden_layer_sizes=100, learning_rate_init=0.001,
⇣ p
⌘
batch_size=min(200,n_samples), early_stopping=False, weight init. W ⇠ N 0, 6/( f anin + f anout ) (scikit
relu default). See: https://scikit-learn.org/stable/modules/generated/sklearn.neural_
network.MLPClassifier.html
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Due to its intuitiveness, accuracy would be anyone’s first port of call, but it is not suited
for imbalanced datasets: a model could report high accuracy by blindly labelling every
sample as positive or negative if the imbalance was too high. This could be accounted
for by establishing all-yes or all-no performance baselines, but there are more appropriate
evaluation metrics to use in such cases. The F1 score and Area Under Precision Recall
curve (AUC-PR) are both suitable for the standard imbalanced scenario where the positive
class is in the minority, as both focus on the identification of positive samples. However,
in our experiments on idiomatic usage (see Chapter 6), the positive class (idiomatic usage)
is actually the majority class, which makes metrics like F1 and AUC-PR less than ideal.
Meanwhile, metrics like AUC-ROC (Area Under Receiver Operating Characteristic Curve)
and Matthews correlation coefficient (MCC) reflect the classifier’s performance on both
positive and negative classes and are also suitable for imbalanced datasets. Furthermore, an
empirical comparative study by Halimu et al. (2019) showed that both AUC-ROC and MCC
are statistically consistent with each other, however, AUC-ROC is more discriminating than
MCC. Therefore we selected the AUC-ROC score7 as the metric for our probe evaluations.
We use it consistently throughout our cohort of experiments, even in cases where the label
distributions are balanced, in order to facilitate consistency and comparability between
datasets and results.
A receiver operating characteristic curve, or ROC curve, is a graphical plot that illustrates
the diagnostic ability of a binary classifier system as its discrimination threshold is varied.
The ROC curve is created by plotting the true positive rate (TPR, also known as sensitivity
or recall) against the false positive rate (FPR) at various threshold settings. When using
normalised units, the area under the curve (often referred to as simply the AUC) is equal to
the probability that a classifier will rank a randomly chosen positive instance higher than a
7 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_auc_score.

html
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randomly chosen negative one (assuming ’positive’ ranks higher than ’negative’). Hence, the
AUC-ROC metric varies between 0 and 1, with an uninformative classifier yielding 0.5.
Finally, as mentioned in Section 3.5, to address the degrees of randomness in the method,
we train and evaluate each model 50 times and report the average score of all the runs,
essentially bootstrapping over the random seeds (Wendlandt et al., 2018). Additionally, we
calculate a confidence interval to make sure that the reported averages were not obtained by
chance, and report it alongside the results.

5.3.3

Chosen Noise Models

As described in Section 3.3.2, we remove information from the norm by sampling random
norm values and scaling the vector dimensions to the new norm. However, considering that
vectors have more than one calculable norm, the scaling can be done to match more than one
norm value. While we have examined the effects of scaling to both the L1 and L2 norms,
which are most widely used in NLP, in order to streamline the results presentation, henceforth
when discussing norm ablations we only report results pertaining to scaling to the L2 norm.
Specifically, we sample the L2 norms uniformly from a range between the minimum and
maximum L2 norm values of the respective embeddings in our dataset8 .
To ablate information encoded in the dimension container, we randomly sample dimension values and then scale them to match the original norm of the vector (see Section 3.3.1).
Specifically, we sample the random dimension values uniformly from a range between the
minimum and maximum dimension values of the respective embeddings in our dataset9 . We
8 Thematic

SGNS: [0.6854, 9.3121]
Taxonomic SGNS: [2.1666, 7.6483]
Thematic GloVe: [3.1519, 13.1196]
Taxonomic GloVe: [0.0167, 6.3104]
9 Thematic SGNS: [-1.5547, 1.7109]
Taxonomic SGNS: [-1.8811, 1.7843]
Thematic GloVe: [-4.2095, 4.0692]
Taxonomic GloVe: [-1.3875, 1.3931]
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expect this to fully remove all interpretable information encoded in the dimension values,
making the norm the only information container available to the probe.
Applying both noise functions together on the same vector should remove any information
encoded in it. In this case, the probe should have no signal in the actual embeddings to learn
from, which would be akin to training it on random vectors.
Finally, we use the vanilla SGNS and GloVe word embeddings in their respective evaluations as vanilla baselines against which all of the introduced noise models are compared.
Here, the probe has access to both information containers—dimension and norm—as well as
class distributions from the training set. However, it is also important to establish the vanilla
baseline’s performance against the random baselines: we need to confirm that the relevant
information is indeed encoded somewhere in the embeddings.

5.4

Experimental Results

Detailed experimental evaluation results for taxonomic and thematic embeddings on the
hypernym-hyponym probing task are presented in Tables 5.1 and 5.2. Note that all cells
shaded light grey belong to the same distribution as random baselines on a given task, as
there is no statistically significant difference between the different scores; cells shaded dark
grey belong to the same distribution as the vanilla baseline on a given task; and all cells
that are not shaded contain a significantly different score than both the random and vanilla
baselines, indicating that they belong to different distributions.

5.4.1

SGNS

Starting with the results of the pretrained, thematic SGNS embeddings (THEM), Table 5.1
shows that the random baselines perform comparably to each other, as would be expected,
and their score indicates no ability to discriminate between the two classes. We can see that
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

SGNS
THEM
TAX
auc
±CI
auc
±CI
.5000 .0009 .4997 .0009
.5001 .0012 .5001 .0011
.9163 .0004 .9256 .0003
.9057 .0004 .9067 .0005
.5039 .0008 .5294 .0010
.4998 .0010 .5002 .0009

Table 5.1 Experimental results on word2vec SGNS models and baselines. Reporting average
AUC-ROC scores and confidence intervals (CI) of the average of all training runs. Cells
shaded light grey belong to the same distribution as random baselines, dark grey cells share
the vanilla baseline distribution, while scores significantly different from both the random
and vanilla baselines are unshaded.

the vanilla representations significantly outperform the random baselines, indicating that at
least some taxonomic information is encoded in the embeddings. Having established the
vanilla results as a baseline for the ablations, we can examine which information container
encodes the relevant information: dimension or norm.
The norm ablation scenario causes a statistically significant drop in performance when
compared to the vanilla baseline. In principle, this indicates that some information has been
lost. If instead of the norm, we ablate the dimension container, we see a much more dramatic
performance drop compared to vanilla, indicating that much more information has been
removed. Unsurprisingly, the probe’s performance in the scenario where we apply both
noising functions drops to ⇡0.5, and the difference in its performance when compared to
random baselines is not statistically significant, so there is no pertinent information left in
these representations.
Notably, once just the dimension container is ablated from these vectors, its performance
drops to extremely low levels and approaches random baseline performance, yet it does
not quite reach it—as small as it is, the difference is statistically significant, indicating that
not all information has been removed. Arguably, given how minor this difference is, while
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significant, it is not a very convincing argument in favour of the norm’s role in encoding
taxonomic information.
However, we detect a stronger signal when examining our taxonomic SGNS embeddings
(TAX). Yet again, the random baselines perform comparably, while the vanilla baseline
significantly outperforms them. Not only that, but it also significantly outperforms the
THEM vanilla baseline, confirming that our WordNet random walk taxonomic embeddings
encode more taxonomic information than thematic embeddings.
In terms of the container ablations, we observe similar behaviour as in the THEM
example: the norm ablation scenario causes a statistically significant drop in performance
when compared to the vanilla baseline; ablating the dimension container yields a larger
performance drop compared to vanilla, but does not quite reach the random-like performance
achieved when ablating both containers.
Here the difference in scores between ablating just the dimensions and ablating both
dimensions and norm is also significantly different from random, but notably also an order
of magnitude larger than in the THEM example. This indicates that our taxonomic SGNS
embeddings use the norm to encode taxonomic information more so than the pretrained thematic embeddings. To confirm this finding, we examine the behaviour of GloVe embeddings
in the analogous experiments.

5.4.2

GloVe

First looking at the pretrained, thematic GloVe embeddings (THEM) in Table 5.2, we see
yet again that the random baselines behave as expected. The vanilla GloVe performance
dramatically outperforms the baselines, but the scores drop when the norm is ablated. After
ablating the dimension container, there is a substantial drop in the probe’s performance and it
is immediately comparable to random baselines with no statistically significant difference.
Furthermore, performance does not significantly change after also ablating the norm.
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

GloVe
THEM
TAX
auc
±CI
auc
±CI
.4999 .0011 .4998 .0010
.5001 .0010 .5001 .0008
.9327 .0004 .8824 .0005
.9110 .0004 .8435 .0008
.5002 .0008 .6621 .0008
.5000 .0011 .5006 .0011

Table 5.2 Experimental results on GloVe models and baselines. Reporting average AUC-ROC
scores and confidence intervals (CI) of the average of all training runs. Cells shaded light
grey belong to the same distribution as random baselines, dark grey cells share the vanilla
baseline distribution, while scores significantly different from both the random and vanilla
baselines are unshaded.

Meanwhile, the taxonomic GloVe embeddings tell a different story. Firstly, while the
vanilla embeddings outperform the random baselines, they perform much worse than THEM
vanilla GloVe, indicating an inferior representation for the hypernym-hyponym prediction
task, even though they were trained on WordNet random walk pseudo-corpora (we discuss
this further in Section 5.6). Ablating the norm causes a significant drop in performance,
but it is nowhere near the random performance reached when ablating both dimensions and
norm. This is a really strong signal that indicates the norm is at least partially responsible
for encoding some hypernym-hyponym information. This also confirms the same finding in
SGNS, demonstrating that our taxonomic embeddings use the norm to encode taxonomic
information more so than pretrained thematic embeddings.

5.5

Post Hoc Experiment: Dimension Deletions

One of the expectations which guided our experimental design was that providing the probe
with a concatenated vector of two word embeddings would allow it to infer the asymmetric
relationship between the two candidate words and use that as a signal to make its prediction.
To ensure this, we have taken some steps to mitigate lexical memorisation (see Section 5.2).
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We would also expect memorisation to already be hampered by the nature of the probing task
itself, given that, aside from the root and leaf nodes, many words in the taxonomy take on
the role of both hypernym and hyponym. In other words, it is never the case that e.g. dog is
always a hyponym or always a hypernym—the word can take on either role across different
candidate pairs in the dataset.
Still, there is a concern that the models could have memorised other regularities encoded
in the individual word representations and used that information to make predictions. For
example, while many candidate words can indeed be both hyponyms or hypernyms, given the
tree structure of the taxonomy and the distribution of edges (see Figure 4.1), the frequencies
at which a word takes on a hypernym or hyponym role are still skewed. It is thus more
likely that any given word will be a hyponym than a hypernym, and it is possible that the
embeddings implicitly encode the frequency at which a word takes on a hypernym role,
versus a hyponym role.
To account for this confounding factor and to measure its impact, we run an additional
batch of probing experiments to establish another set of baselines that help compare against
this confounder, which is specific to this particular probing task. In staying consistent with
the ablational nature of the probing with noise method, in this post hoc batch of experiments
we examine the impact of two scenarios on the probe’s performance: a) what if the probe’s
input was only one word, and b) what if the probe’s input was only half of each word vector
in the pair?
We denote this line of enquiry as post hoc deletion experiments, given that in practice
a) can be considered as deleting half of the concatenated vector, and b) as deleting one
half each vector before concatenating. The crucial difference between the two scenarios
is that in a) the probe can only learn from the one word vector without having any access
to a representation of the other word, meaning it cannot infer a relationship between the
two candidate words and can only predict whether the candidate word is a hyponym or a
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hypernym by relying on the probability derived from its frequency. Conversely, in b) the
probe is given a representation for both vectors, meaning if there is a relationship between
them it could be leveraged, however the individual vectors are truncated, meaning that half
of the dimension information is lost from both words, making the representations inferior to
the vanilla setting10 .
We ran these experiments for both the taxnonomic and thematic SGNS and GloVe
embeddings and when performing deletions assessed the impact of both halves of the vectors.
All dimension deletion results are included in Tables 5.3 and 5.4, where scenario a) is denoted
as del.ct.1h/2h (deleted 1st/2nd half of concatenated vector) and scenario b) is denoted as
del.ea.1h/2h (deleted 1st/2nd half of each vector). When comparing the deletions of the
different halves, in cases where there is a statistically significant difference between their
scores, the lower of the two scores is marked with an asterisk. Examining the results provides
some relevant insights.

5.5.1

SGNS

Unsurprisingly, deleting half of the vector in either scenario causes a statistically significant
drop in performance when compared to vanilla. We also observe a larger drop in both del.ct.
settings versus the del.ea. settings, which confirms that predicting a word’s relationship to an
“imaginary” other word is the more difficult task.
However, strikingly, the performance is also significantly above random, which indicates
that the probe likely did learn some frequency distributions from the graph, as it has nothing
else to learn from. It is possible that this is a reflection of the inherent imbalance in the
dataset, as there is a large number of leaf nodes in the taxonomic graph, which can only be
hyponyms.
10 This

choice is motivated by a desire to make this setting comparable to a) in terms of dimensionality—had
we simply compared it to vanilla, it would have the advantage of having access to twice as many dimensions.
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Model
rand. pred.
rand. vec.
vanilla
del. ea. 1h
del. ea. 2h
del. ct. 1h
del. ct. 2h

SGNS
THEM
TAX
auc
±CI
auc
±CI
.5000 .0009 .4997 .0009
.5001 .0012 .5001 .0011
.9163 .0004 .9256 .0003
.8929 .0004 .8998* .0005
.8927 .0004 .9039 .0004
.8496 .0004 .8525 .0004
.8495 .0004 .8523 .0003

Table 5.3 Experimental results on SGNS deletions models and baselines. Reporting average
AUC-ROC scores and confidence intervals (CI) of the average of all training runs. Cells
shaded light grey belong to the same distribution as random baselines, dark grey cells share
the vanilla baseline distribution, while scores significantly different from both the random
and vanilla baselines are unshaded.

Even still, the significant difference in scores between the two settings demonstrates
that having access to both words, even at the cost of half the information in each word’s
dimensions, is more informative than having a full representation of a single word, indicating
that the probe is inferring the relevant relationship between them.
Additionally, it is worth noting that the performance is not always comparable between
each respective vector half: in the case of TAX del.ea.1h/2h, though small, the difference in
scores between the two halves is statistically significant, whereas this is not the case in the
three remaining settings where there are no significant differencese between deleting the 1st
half of the vector, versus the 2nd half.

5.5.2

GloVe

In terms of deletions, the GloVe results echo the findings on SGNS in most settings. Deleting
half of the vector in either scenario causes a significant performance drop, which is largely
above random performance, and the drop is larger in the del.ct. setting versus the del.ea. setting, providing further indication that, while there is an inherent imbalance in the underlying
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Model
rand. pred.
rand. vec.
vanilla
del. ea. 1h
del. ea. 2h
del. ct. 1h
del. ct. 2h

GloVe
THEM
TAX
auc
±CI
auc
±CI
.4999 .0011 .4998 .0010
.5001 .0010 .5001 .0008
.9327 .0004 .8824 .0005
.9120* .0003 .8727 .0005
.9179 .0004 .8730 .0006
.8522 .0004 .8405 .0004
.8522 .0004 .8406 .0004

Table 5.4 Experimental results on GloVe deletions models and baselines. Reporting average
AUC-ROC scores and confidence intervals (CI) of the average of all training runs. Cells
shaded light grey belong to the same distribution as random baselines, dark grey cells share
the vanilla baseline distribution, while scores significantly different from both the random
and vanilla baselines are unshaded.

data, the probe is inferring the relevant relationship between the candidate words when given
a concatenation of two word vectors.
Similar to SGNS, the performance is not always comparable between each respective
vector half, however in the case of GloVe it is the THEM del.ea. where the difference in
scores between the two halves is statistically significant. That said, in both SGNS and GloVe
this difference is very small.

5.6

Discussion

There are a number of points to take away from the experimental results presented in this
chapter. Firstly, and most importantly for this thesis, they provide strong evidence that
embedding models can use the norm to encode taxonomic information.
Note, however, that while ablating just the norm causes a drop in performance, we are
conscious that this also happens fairly consistently in all of our experiments involving SGNS
and GloVe embeddings. As described in our fictional example in Section 3.7, we are wary
of taking this result on its own as a strong indicator that the norm itself encodes some of
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the task-relevant information. It seems that this drop is relatively small regardless of task
or encoder (<0.1 in most cases11 ), so it is likely to be an artefact of a particular interaction
between information encoded in the dimensions and the norm, or one between the noising
function and the embeddings12 , rather than a reflection of the norm encoding task-specific,
in this case taxonomic, information.
While we believe norm ablation results on their own should not be considered conclusive
evidence of the norm encoding taxonomic information, the remaining scenarios can be
considered as a sequence of related ablations and as such can offer more reliable indications.
The dimension ablation scenario in tandem with the dimensions and norm ablation scenario
provides the relevant insight. Notably:
i) in cases where just the dimension container is ablated from the vectors and its performance drops to above-random, this indicates that the taxonomic information is not contained
only in the dimension container; ii) furthermore, when the dimension and norm ablation
functions are then applied together, which induces a further performance drop comparable
to random baselines, this can be taken as evidence that the vectors with ablated dimension
information still contain residual information relevant to the task, which is removed when
also ablating the norm. We provided an example of this in Section 3.7, but it is important to reiterate the result here: when both i) and ii) hold, this strongly suggests that the
norm contains some of the relevant information regardless of what is encoded in the vector
dimensions.
We observe a strong example of this in the case of the taxonomic GloVe embeddings,
where the AUC-ROC score after ablating the dimension information is still as high as ⇡0.66,
meaning that the difference of 0.16 points is solely due to the information in the norm. We
consider this a very large difference given our understanding of the underlying mechanics,
11 See

also Table 7.1 for additional examples.
given the relatively low dimensionality of the SGNS and GloVe vectors, the introduction of
random noise in the norm container disrupts even dimension information sufficiently to cause this slight drop in
performance, even though the norm itself does not carry much relevant information.
12 Perhaps,
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where it is well known that dimensions typically contain most, if not all information relevant
for a task—as an inverse example, in thematic GloVe embeddings, no discernible task-specific
information is found in the vector norm, but rather all the information is contained in the
dimensions.
It is also worth noting that in taxonomic GloVe embeddings, ablating the norm causes the
most significant drop in performance, much larger than in any analogous scenarios (dropping
from ⇡0.88 to ⇡0.84). In fact, this is the only case in our experiments where we found that
deleting half of each word vector before training yields a significantly higher score (⇡0.87)
than ablating the norm (⇡0.84). In tandem, these findings suggest that more information is
lost when the norm is ablated than when half of the dimensions are removed. This is a strong
indicator that in this case the norm encodes information that is not at all available in the
dimensions. Certainly, the majority of the information in an embedding is and will always be
encoded in the dimensions, but it is striking how much of it is present in the norm in this
case.
Generally, when it comes to dimension deletion experiments, it is expected that the
performance would drop dramatically in comparison to vanilla embeddings. However, an
important takeaway is that in all settings the drop is much smaller than might be expected,
being quite close to vanilla performance and largely above random performance. This points
to a redundancy within the dimensions themselves, seeing as either half of the vector seems
to carry more than half the information required to model the task, indicating that not many
dimensions are needed to encode specific linguistic features. This is consistent with the
findings of Durrani et al. (2020), who analysed individual neurons in pretrained language
models and found that small subsets of neurons are sufficient to predict certain linguistic
tasks. Our deletion results certainly corroborate these findings, given how small the drop in
the probe’s performance is when half the vector is deleted.
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Another finding concerns the scores being lower in the setting where half the concatenated
embedding is deleted, or rather, when the probe is predicting based on only one word vector.
This demonstrates that the probe benefits significantly from having access to a representation
of both words, or even just two halves of each word representation, even when it is not
explicitly told that it is actually getting two inputs. This indicates that giving the probe
access to both allows it to extrapolate a relation between them, which informs the probing
classifier’s decisions. It is able to pick up on the fact that there is a difference between them
which can be helpful in deciding on a label. In the case of our taxonomic embeddings, this
difference may very well be the difference in their norms.
To confirm this finding, we investigate the norm differences and find that this interpretation is supported by the actual values of the vector norms in our dataset. We calculate the
norms of the individual hypernym and hyponym word vectors in our dataset and present
the results in Figure 5.1. Calculating the median norm shows that the difference between
hypernym and hyponym norms seems to be minor in both thematic embeddings (GloVe: 6.26
and 6.24; SGNS: 2.78 and 2.76), whereas the difference is an order of magnitude larger in
both taxonomic representations (GloVe: 2.03 and 2.67; SGNS: 5.64 and 5.80). The difference
is also quite large between taxonomic GloVe and SGNS, and it seems to be what is reflected
in our experimental results, which show that GloVe stores the most hypernym-hyponym
information in the norm.
These measurements also align with the interpretation that the depth of the taxonomic
tree would be mapped to the vector’s distance from the origin of the space. Surprisingly,
however, it is the opposite of what we would expect. Based on the fact that more frequent
words tend to be positioned closer to the origin (Goldberg, 2017), one intuition would be
that words positioned higher up in the taxonomy, i.e. words belonging to root nodes, might
be positioned closer to the origin of the space, as according to the notion of distributional
generality (Weeds et al., 2004) they might be more frequently used in language. On the flip
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(a) Taxonomic GloVe

(b) Taxonomic SGNS

(c) Thematic GloVe

(d) Thematic SGNS

Figure 5.1 Box plots depicting the median values of the L2 norm in the different sets of word
vectors, split by whether the word is a hyponym or hypernym. There is a marked difference
observed between hyponym and hypernym norms in taxonomic GloVe and SGNS, but not in
thematic.
side, words much deeper in the taxonomy, e.g. words belonging to leaf nodes, have far fewer
connections and appear in much more specific contexts, which makes them far less frequent
in natural language. Hence we would expect them to be positioned further away form the
origin, in order to denote this separation and specificity of context.
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However, the median norm measurements show that, on average, the norm of hypernyms
is larger than the norm of hyponyms. This means that hypernyms, which are higher up in
the tree, are positioned further away from the origin than hyponyms, which are positioned
lower in the tree, and are closer to the origin. Additionally, this is only true for our taxonomic
embeddings, but not the thematic ones, where the median norm values are comparable, with
no statistically significant differences.
We suspect that the unintuitiveness of this measurement, which appears only in the
taxonomic embeddings, is related to the fact that the taxonomic tree is, in a sense, “bottomheavy”. While according to the notion of distributional generality, hypernyms might occur
more frequently than hyponyms in natural language, when it comes to a taxonomy, due to
the distributions of hypernym-hyponym edges in the graph, the most frequent words are
likely positioned at the lower-middle end, and as such are quite numerous (recall Figure
4.1). It is possible that due to the fact that these bottom-adjacent nodes can act as both
hypernyms and hyponyms, they invert the seemingly intuitive relationship between frequency
and norm. Given that the hypernyms positioned at the very top of the tree would be less
frequently traversed by the random walk (which is more likely to go downhill than uphill),
they would thus appear less frequently in the pseudo-corpus, and as such seem to end up
further away from the origin. This reasoning could also explain the many outliers visible in
Figure 5.1. Still, the indication that in taxonomic embeddings there is a mapping between
the taxonomic hierarchy and distance from the origin is an important finding that warrants
more examination.
Admittedly, we are somewhat puzzled by the unintuitiveness of the measurement. Finally,
having confirmed that our method is able to successfully identify the separate information
containers, we abstract away from the methodological specifics and turn the discussion
to differences between the different embeddings—both in terms of architecture and taxonomic/thematic information.

120

5.6 Discussion
First, we see that the vanilla thematic embeddings, both SGNS and GloVe, encode
taxonomic information, and the GloVe model significantly outperforms the SGNS model.
This is at least partially due to the fact that the pretrained SGNS and GloVe embeddings were
trained on unrelated corpora (Google News vs common crawl respectively), which differ
both in terms of size, topic and coverage. The word representations derived from them are
likely very different: the corpus that GloVe was trained on is over 8 times larger than the one
used to train the SGNS model, and belongs to a different, much more varied genre of text
data. It is possible that due to the broader scope and much larger size, these representations
reflect more taxonomic knowledge.
Further, these encoders exhibit the opposite behaviour when trained on the same WordNet
random walk pseudo-corpus. The scores of the vanilla taxonomic SGNS scores improve
upon its thematic version, which is to be expected. Yet the vanilla taxonomic GloVe scores
significantly underperform compared to thematic, and are in fact the worst-performing vanilla
model in this set of experiments. We would expect it to mirror what was observed in the
SGNS experiments and have the taxonomic GloVe outperform the thematic one. Given that
both taxonomic SGNS and GloVe were trained on the same random walk corpus, it is possible
that this difference in behaviour is due to an interaction between the model architecture and
the training data, and we speculate that a range of factors could be at play.
As described in Section 2.2.2, GloVe is trained on a global word-word co-occurrence
matrix within a context window, whereas SGNS is trained by predicting the context based on
an input word. While neither model’s context window crosses sentence boundaries when
training embeddings, it is still possible that there is an interaction between certain properties
of the pseudo-corpora and the way the embeddings are generated. We suspect that the
boundaries between contexts are more strict in the taxonomic corpora than in natural corpora.
The generated pseudo-sentences are quite short (5.64 tokens on average) compared to natural
sentences, and there is only the small local context to learn from.
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Meanwhile, GloVe being a global model uses aggregate co-occurrences from the whole
corpus for each occurrence of a target word within a context window. As the target window
is set to 10, it is longer than most pseudo-sentences in the corpus and thus in reality takes the
full sentence into account as a target word’s context. As such it is designed to benefit from
being trained on a much larger and more diverse resource. It is likely that the short sentences
and limited vocabulary in our pseudo-corpora make GloVe’s word-word co-occurrence matrix
relatively sparse: most words in the corpus only co-occur with a very small number of other,
similarly frequent words in the taxonomy.
In contrast, SGNS only ever takes individual instances of local context into account when
generating embeddings, which is precisely what our taxonomic pseudo-corpus offers. We
expect that this makes the pseudo-corpus a resource better suited to the architecture of SGNS
as it lends itself to its approach of extracting meaningful relationships between words.
All that being said, while the above factors could be influencing this behaviour, we suspect
that the answer is much simpler: the dominant factor is training corpus size. The random
walk pseudo-corpus used for training taxonomic embeddings was only about 9 million
tokens in size, whereas SGNS’s training data had 100 billion tokens, and GloVe’s had 840
billion. Hence it is not surprising that a GloVe model trained on a small and relatively sparse
pseudo-corpus underperforms when compared to one trained on a 840-billion-token natural
corpus. If anything, it is encouraging that training an SGNS model on a 9-million-token
pseudo-corpus improves vanilla performance scores over one trained on a 100-billion-token
natural corpus.
Overall, in spite of the fact that the worst-performing vanilla model is taxonomic GloVe, it
is important to highlight that out of the 4 types of embeddings, taxonomic GloVe also encodes
the most taxonomic information in the norm. We base our interpretation of this result on the
following: i) in many embeddings there is a high correlation between the norm and word
frequency (Goldberg, 2017), and ii) WordNet pseudo-corpora reflect hypernym-hyponym
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frequencies and co-occurrences. We suspect the principal signal that plays a role in the way
taxonomic embeddings encode taxonomic knowledge is precisely these word co-occurrences,
which GloVe is designed to capture. In turn, the norm can be seen as analogous to the
hierarchical nature of taxonomic relationships and becomes the most accessible place to
store this information. The thematic corpora reflect thematic co-occurrences and frequencies
and hence GloVe does not store taxonomic information in the norm, as such relations are
not hierarchical in nature. We suspect that thematic embeddings will store other types of
linguistic information in the norm, and explore this in Chapters 6 and 7.

5.7

Conclusion

In this chapter we tested our hypothesis that the norm can be a carrier of certain types
of information. To answer this question, we applied our probing with noise method to
two different types of word representations—taxonomic and thematic—each generated by
two different embedding algorithms—SGNS and GloVe—on a newly-designed taxonomic
probing task of hypernym-hyponym classification.
The most relevant findings for the overall thesis are that (a) the norm is indeed a separate
information container, (b) the norm can carry some information pertinent to the hypernymhyponym probing task, (c) different encoders utilise the norm to varying degrees, (d) the
norm container can sometimes be “empty”, (e) the majority, but not all, of the task-relevant
information is encoded in the dimensions, and (f) while in some cases there can be redundancy
between the information encoded in the norm and dimensions, other times the norm can
encode information that is not at all available in the dimensions. Jointly, all these findings
validate our probing with noise method as a viable approach in identifying where in an
embedding certain information is encoded.
In addition, our results show that all the tested embeddings, even thematic ones, contain
taxonomic information, as they can be used to predict the task well, and we have found
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evidence that the probe is, at least to some degree, using the relationship between the
candidate words as a predictive feature, even in spite of possible lexical memorisation. We
also show that in the case of SGNS, taxonomic embeddings outperform thematic ones on
the task, demonstrating the usefulness of taxonomic pseudo-corpora in encoding taxonomic
information. Indeed, our method has shined a light on the importance of the norm, showing
that the taxonomic embeddings use the norm to supplement their encoding of taxonomic
information. In other words, random walk corpora can improve taxonomic information in
representations, which is not the case for natural corpora.
But even thematic embeddings trained on natural corpora still encode taxonomic information in the dimensions quite well, especially in the case of GloVe, even though this was not
its explicit training goal. However, the fact that it does not use the norm to do so raises the
question of whether its norm encodes some type of thematic information instead. Naturally,
we would like to know what other kinds of insights our method can provide beyond just a
hypernym-hyponym probing task.
Having exhausted the insights obtainable in taxonomic embeddings and taxonomic
information, and intrigued by the high performance of GloVe embeddings on the taxonomic
task, we are motivated to explore the other end of the semantic spectrum and investigate more
broadly the many types of non-taxonomic information that might be encoded by thematic
embeddings. We explore this research direction in the following chapters.
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Chapter 6
Probing Static vs Contextual
Embeddings: Idiomatic Usage
In the previous chapters we have explored taxonomic embeddings in detail and have shown
that even thematic GloVe embeddings are good at encoding taxonomic information. We
have also shown that the GloVe model has the capability of encoding information in the
norm, as seen in taxonomic GloVe embeddings. However, its thematic version does not
do this, raising the question of whether there is perhaps some non-taxonomic information
that thematic GloVe does use the norm for. This line of reasoning motivates us to move
away from taxonomic information and to investigate non-taxonomic probing tasks in order
to identify what other kinds of linguistic information might be encoded in the norm.
Since we are now shifting the focus towards thematic representations, we cannot omit
contextual encoders such as BERT from our study, given their current prominence. BERT also
captures thematic information, but is more advanced than GloVe and is able to generate different, contextualised representations for each word. Context is important for non-taxonomic
and thematic relations and so a contextual encoder like BERT is an obvious choice for the
application of our method. Hence, in addition to GloVe, we run the same sets of experiments
on the transformer-based BERT. In addition to providing an intrinsic evaluation of each of the
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models, this also allows us to draw a contrastive comparison between contextual and static
encoders, providing insight into both models and demonstrating the method’s generalisability
to different types of encoders.
With regard to the types of linguistic information that we probe for, in this chapter we
explore a semantic probing task, in an effort to investigate what we consider to be the opposite
end of the taxonomic—thematic spectrum: a probing task on idiomatic usage. Idioms and
multiword-expressions are non-compositional and determining whether the meaning of a
phrase is idiomatic or literal is highly dependent on context. We suspect this task to be
an example of a semantic problem that is in a sense orthogonal to hypernym-hyponym
prediction. As little work has been done on probing idioms, and off-the-shelf idiomaticity
probing datasets are not readily available, we leverage an existing idiomatic usage dataset
and repurpose it for an idiomatic usage probing task.
It is important to note that in the previous chapter we demonstrated that our method
works at the word level. However, many linguistic phenomena, including ones such as
idiomatic usage or syntax, are only discernible at the sentence level, with a more complete
representation of the context. Hence many existing probing tasks are designed at the sentence
level in order to probe for sentence-level information. We highlight that the idiomatic usage
task which we explore in this chapter requires our probing experiments to be performed at
the sentence level1 .

6.1

Idiomatic Usage Prediction

We first discuss some notable work on modelling idiomaticity to relate the experiments in
this chapter to literature on the broader topic of idiomatic usage prediction.
1 We

are conscious that, given that we will be averaging word embeddings to obtain sentence representations,
the impact of the information encoded in the norm might be diluted. However, as long as there is a detectable
signal, we can claim that the finding is significant.
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Multi-Word Expressions (MWEs) are idiomatic phrases, or idioms2 , which are commonly
used in all natural languages and text genres (Sag et al., 2002) and are characterised by
features such as discontinuity, non-compositionality, heterogeneity and syntactic variability.
The dominant view is that idiomatic phrases fall onto a continuum of idiomaticity (Sag et al.,
2002; Fazly et al., 2009; King and Cook, 2017), as their meanings are indirectly related to
the meanings of their individual constituents (note, for example, the different degrees of
semantic opacity in the phrases kick the bucket vs. elephant in the room vs. hit the road
vs. salt and pepper). Additionally, according to Baldwin and Kim (2010), five sub-types of
idiomaticity are recognised: lexical, syntactic, semantic, pragmatic and statistical.
As such, idiomatic phrases are a complex phenomenon, which has been studied with great
interest and has been shown to be essential to improving performance of NLP applications
such as sentiment analysis (Williams et al., 2015; Spasić et al., 2017), machine translation
(Villavicencio et al., 2005; Salton et al., 2014), parsing and word-sense disambiguation
(Constant et al., 2017). However, idiomatic phrases still present issues in NLP systems and
successfully modelling them has remained an open problem for over a decade.
One reason that the task is so challenging is that new idiomatic expressions can emerge
at any time as they are an open set, ruling out any notion of creating an exhaustive list of
all expressions for a given language (Fazly et al., 2009). Furthermore, not all occurrences
of idiomatic word combinations need to present idiomatic meaning—in certain contexts
an idiom can be used in its literal, rather than figurative sense. Studies have shown that
literal usage of idiomatic expressions is not uncommon, and disambiguating the usage of
an idiomatic expression is not a straightforward task (Fazly et al., 2009; Peng et al., 2014;
Salton et al., 2016).
2 The

term MWE frequently encompasses a wide variety of linguistic phenomena such as idioms, compound
nouns, verb particle constructions, institutionalized phrases, etc. While the precise definition sometimes differs
depending on the community of interest (Constant et al., 2017), in this chapter we use the terms MWEs, idioms
and idiomatic phrases somewhat liberally, to mean any construction with idiomatic or idiosyncratic properties.
We do not go into too much detail regarding the fine-grained distinctions, as our experiments presented in
Section 6.4 are constrained to only one subtype of MWE.
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The task of predicting idiomatic usage is typically referred to as idiom token identification
(Fazly et al., 2009) and it is closely related to the task of word sense disambiguation, as
it tackles this problem by aiming to distinguish between figurative and literal instances of
potentially idiomatic phrases, given a specific context. Historically, a range of approaches
have been developed to model the phenomenon, and the literature reveals a split between
research on features that are intrinsic to idioms and more general approaches. Most previous
work on idiom token identification deals with building separate models for each given
expression, rather than a single general model that could handle all expressions. This is
mainly due to the fact that for a long time general solutions were not empirically feasible,
given the tandem of limited processing power and the complexity of idioms as a linguistic
category.
The earliest per-expression literature explored non-distributional approaches, and initial
models were built to leverage features intrinsic to the idiomatic expressions. While work on
Japanese idioms showed that features normally used in word sense disambiguation worked
well and idiom-specific features were not as helpful (Hashimoto and Kawahara, 2008, 2009),
concurrent work on English idioms (Fazly et al., 2009) argued that idioms have distinct
canonical forms that distinguish the idiomatic instances of a phrase from its literal instances.
These canonical forms were defined in terms of local syntactic and lexical patterns, and could
be leveraged for idiom token identification.
Rather than employing idiom-specific features, a significant body of research leveraged
discourse and topic-based features. Approaches based on how strongly an expression is
linked to the overall cohesive structure of the discourse (Sporleder and Li, 2009) showed that
figurative language exhibits less cohesion with the surrounding context than literal language
(Li and Sporleder, 2010a,b). Underpinned by this theory, related approaches to the task have
explored modelling the behaviour of individual phrases with a focus on discourse and topic
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models (Feldman and Peng, 2013; Peng et al., 2014), by framing idiomatic expressions as
semantic outliers, thus leveraging an idiom’s incongruity with its context.
Some of the per-expression literature also describes work using distributed representations.
Peng and Feldman (2017) use word embeddings to analyse the context that a particular
expression is inserted in, and predict if its usage is literal or idiomatic, reporting significant
improvements over their previous work. Meanwhile, Salton et al. (2016) use Skip-Thought
Vectors to create distributed sentence representations and show that classifiers trained on
these representations have competitive performance compared with the state of the art
per-expression idiom token classification.
However, while effective, modelling the behaviour of individual expressions has its
drawbacks: expression-specific models have narrow applicability and aggregating individual
models makes systems cumbersome, while providing limited capacity to deal with the
problem of disambiguation, and not at all addressing the problem of detecting unknown
idiomatic expressions. The preferred approach would certainly be to build a general model,
i.e. a single idiom token identification model that can work across multiple idioms, as well
as generalise to unseen idioms.
Limited work has been done on such a model: Li and Sporleder (2010a), alongside
building their per-expression models, also investigated general models, and found that global
lexical context and discourse cohesion were the most predictive features. More recent work
(Salton et al., 2017) demonstrated the viability of building a generic idiomaticity model using
features based on lexical fixedness. In addition, Salton et al. (2016) also showcased early
attempts at addressing some of the issues of per-expression models by demonstrating the
feasibility of an approach based on sentence embeddings. Similar to their per-expression
models, they use distributed sentence representations generated by Skip-Thought to train a
general classifier that can take any sentence containing a candidate expression and predict
whether its usage is literal or idiomatic. Their work demonstrated that sentence embeddings

129

6.1 Idiomatic Usage Prediction
can greatly reduce the amount of discourse history and context required to identify idiomatic
usage. By using distributed representations it becomes feasible to build a general classifier
with the ability to discriminate idiomatic from literal usage, and the classifier was reported to
be as effective as the state of the art data-driven approach at the time.

6.1.1

Probing for Idiomatic Usage

Given that the probing framework forms the methodological basis of this thesis, research
most relevant to ours includes work on probing for idiomaticity directly. However, as probing
is a relatively recent framework and idioms are a difficult phenomenon to model, little work
has been done in this space.
In Section 2.3 we have observed that, while the focus of Salton et al. (2016) was to
build an idiom token identification classifier, their pipeline is identical to a typical probing
pipeline: sentence embeddings are used as input to a binary classifier that predicts whether
the sentence contains a literal or figurative use of a multi-word expression. Salton et al. do
not overtly apply the probing framework to their work, yet alongside building a successful
idiom identification model, their work undoubtedly shows that an idiom probing task can be
successful, indicating that sentence embeddings contain information on the idiomaticity of a
sentence—providing the type of inference that is usually drawn from probing work.
More recent work (Nedumpozhimana and Kelleher, 2021) builds upon this notion and
reports a set of contextual word-level probing experiments on BERT. The experiments combine a probing methodology with input masking to analyse where in a sentence idiomatic
information is taken from, and what form it takes, with results indicating that BERT’s idiomatic key is primarily found within an idiomatic expression, but also draws on information
from the surrounding context. In addition, there are indications that BERT can distinguish
between the disruption in a sentence caused by missing words and the incongruity caused by
idiomatic usage.
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Meanwhile, Garcia et al. (2021) propose probing measures to assess if some of the
expected linguistic properties of idiomatic noun compounds and their dependence on context
and sensitivity to lexical choice can be extracted from contextual word representation models
like ELMo, BERT and their derivatives. Their probing results on idiomatic noun compounds
indicate that idiomaticity is not yet accurately represented by contextual models: while they
might be able to detect idiomatic usage, they may not detect that idiomatic noun compounds
have a lower degree of substitutability of their individual components when compared to
more compositional phrases.
Finally, in our own work (Nedumpozhimana et al., 2022) which is tangentially related to
the work presented in this chapter, we have performed sentence-level probing for idiomaticity
in BERT. One of our initial observations showed that BERT outperforms Skip-Thought
embeddings as used by Salton et al. (2016). In an effort to identify the types of signal that
BERT captures in modelling idiomaticity, we used the game theory concept of Shapley Values
(Shapley, 1953) to rank the usefulness of individual idiomatic expressions for model training.
We found that this metric provides a very good estimate of a given expression’s usefulness
on the idiom identification task, revealing which idioms are most useful for inclusion in the
training set. To better understand the features that make a given expression more or less
useful, we have explored idiom-intrinsic properties like fixedness (Fazly et al., 2009), as
well as topic-based properties, and have found that providing training data that maximises
coverage across topics is the most useful form of topic information. However, our results
indicate that there is no one dominant property that makes an expression useful, but rather
both fixedness and topic features in combination contribute to an expression’s usefulness.

6.1.2

Idiom Benchmarks

In terms of probing for idiomatic usage, popular probing benchmarks such as the ones
developed by Conneau et al. (2018) do not include idiomaticity datasets, nor indeed any
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kind of explicitly semantic task, as the domain of semantics generally seems somewhat
underrepresented in probing work. To our knowledge, only Garcia et al. (2021) have
developed a curated idiomaticity probing dataset: they constructed the Noun Compound
Senses Dataset for assessing the ability of vector space models to retain the idiomatic
meaning of noun compounds in the presence of lexical substitutions and different contexts.
The dataset contains a total of 9,220 sentences in English and Portuguese, including variants
with synonyms of the noun compound and of each of its components. Other idiom probing
work (Salton et al., 2016; Nedumpozhimana and Kelleher, 2021; Nedumpozhimana et al.,
2022) relies on existing MWE and idiom datasets, specifically the VNC-tokens dataset (Cook
et al., 2008). We present this dataset in detail in Section 6.2.
In addition, several working groups have been established, dedicated to identifying and
interpreting MWEs. One of them is PARSEME, with the aim of improving cross-lingual
processing of MWEs. While our focus in this thesis is on the English language, it is
worth noting that the PARSEME shared task on automatic identification of verbal MWEs
(Savary et al., 2017; Ramisch et al., 2018) has had three iterations, offers clear guidelines on
annotating verbal MWEs3 , and the group has developed annotated verbal MWE datasets for
27 languages. Among them is also the PARSEME English VMWE dataset, which contains
fine-grained word-level verbal MWE annotations on 7,437 sentences (Walsh et al., 2018).
A dataset that has originally been developed outside of PARSEME is STREUSLE
(Schneider and Smith, 2015), which stands for Supersense-Tagged Repository of English
with a Unified Semantics for Lexical Expressions. The corpus incorporates comprehensive
annotations of MWEs and semantic supersenses for lexical expressions. It contains 3,812
sentences and the verbal MWEs in the dataset have recently been additionally annotated for
their subtypes, in accordance with the PARSEME guidelines.
3 https://parsemefr.lis-lab.fr/parseme-st-guidelines/1.1/?page=010_Definitions_

and_scope/020_Verbal_multiword_expressions
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Another dataset developed outside of the PARSEME working group was developed by
Kato et al. (2018), who conducted full-scale verbal MWE annotations on the Wall Street
Journal portion of the English Ontonotes corpus (Pradhan et al., 2007), which resulted in
a resource containing 7,833 sentences annotated for verbal MWE occurrences, with 1,608
MWE types.
Most recently, the 2022 edition of SemEval introduced a shared task on Multilingual
Idiomaticity Detection and Sentence Embedding4 . The task is aimed at detecting and
representing multiword expressions (MWEs) which are potentially idiomatic phrases across
English, Portuguese and Galician. They did not constrain the set of phrases to any particular
part of speech or syntactic construction, and as such this constitutes a general idiomaticity
benchmark. As part of the shared task, training and evaluation datasets have been constructed
for each language, containing example sentences with idiomatic and literal usage of the given
phrases. The English training set contains 3,328 annotated sentences, however as the shared
task has not been completed at the time of writing we cannot refer to any emerging results or
findings.
In choosing a dataset for our idiomatic usage probing task, we considered available
datasets and tried to establish which one would best lend itself to a probing task. We also
hoped to build on related work, aiming to be able to relate our findings to previous work
that used these datasets. As the Noun Compound Senses Dataset was not yet available
when we started our experiments, we instead opted for one of the verbal MWE datasets. As
Conneau et al. (2018) emphasise that a probe should answer a simple, unambiguous question,
we required sentence-level annotations with the least amount of ambiguity. We ultimately
settled on the VNC-tokens dataset (Cook et al., 2008), which allowed us to keep our framing
simple: “does this sentence contain idiomatic usage of a VNC”? To our knowledge this is the
only available dataset that exclusively contains VNCs, so in order to preserve the specificity
of our experimental analysis, we constrained our experiments to this particular subset of
4 Task

2: https://sites.google.com/view/semeval2022task2-idiomaticity
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expressions, which also allowed us to compare to previous work that used the same dataset
in their experiments.

6.2

Idiomatic Usage Dataset

We repurpose an existing dataset to serve as data for a new idiomatic usage probing task. Our
Idiomatic Usage (IU) task is based on the VNC-Tokens dataset (Cook et al., 2008), which
is a collection of English sentences containing multi-word expressions called Verb-Noun
Combinations (VNC), which can be used either idiomatically or literally. In the cases where
these expressions are used idiomatically, they are called Verb-Noun Idiomatic Combinations
(VNIC). This includes expressions such as hit road, blow whistle, make scene and make mark.
Here are some example sentences from the dataset:
• Bourne made a mark on the map .
• It is very difficult to make a mark in experimental physics these days unless you are
already at the top !
• As soon as he was out of the bathroom he put on his tracksuit and hit the road .
• The bullets were hitting the road and I could see them coming towards me a lot faster
than I was able to reverse .
The VNC-tokens dataset contains a total of 2,984 sentences with 56 different expressions,
with each sentence containing one expression. Each sentence in the dataset is labelled as
Idiomatic usage, Literal usage, or Unknown. However, the related literature only makes use
of a subset of the full dataset. For consistency and comparability with related work (Peng
et al., 2014; Salton et al., 2016; Nedumpozhimana and Kelleher, 2021) we apply the same
filtering heuristics: we remove all sentences labelled as Unknown from the dataset before
running experiments. Furthermore, out of the 56 different idiomatic expressions, only 28 are
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Expression
#samples #idiomatic ratio
see star
61
5
0.08
hit wall
63
7
0.11
pull leg
51
11
0.22
hold fire
23
7
0.30
make pile
25
8
0.32
blow whistle 78
27
0.35
make hit
14
5
0.36
get wind
28
13
0.46
lose head
40
21
0.53
make hay
17
9
0.53
make scene
50
30
0.60
hit roof
18
11
0.61
blow trumpet 29
19
0.66
make face
41
27
0.66
pull plug
64
44
0.69
take heart
81
61
0.75
hit road
32
25
0.78
kick heel
39
31
0.79
pull punch
22
18
0.82
pull weight
33
27
0.82
blow top
28
23
0.82
cut figure
43
36
0.84
make mark
85
72
0.85
get sack
50
43
0.86
have word
91
80
0.88
get nod
26
23
0.88
lose thread
20
18
0.90
find foot
53
48
0.91
TOTAL:
1205
749
0.62
Table 6.1 VNCs ordered by % of idiomatic usage: number of samples (#samples), number of
idiomatic uses (#idiomatic) % of idiomatic usage (ratio).
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considered to have a balanced ratio of idiomatic and literal usage in the example sentences,
while the remaining 28 idiomatic expression have a skewed ratio. As such, the latter samples
are not considered suitable for experiments in the literature. We thus use the subset of 28
VNCs considered to have a balanced ratio, where roughly 60% of instances across the dataset
are labelled as idiomatic. After these data preparation steps, the final dataset that we use in
our experiments contains a total of 1,205 sentences, of which 749 are labelled as Idiomatic
usage and 456 are labeled as Literal usage, allowing for straightforward binary classification.
A breakdown of each expression in the used dataset is displayed in Table 6.1. The
expressions are ordered by increasing order of percentage of idiomatic usage: see star is
the expression with the lowest percentage of idiomatic usage (8.20%) and find foot is the
expression with the highest percentage of idiomatic usage (90.57%). The overall percentage
of idiomatic instances (regardless of the expression) is 62%.

6.2.1

Choosing the right train and test split

The idiomatic usage task is new to the context of probing, so here we describe the details of
how we prepared this dataset for our experiments. In establishing a train and test split we
initially considered following the approach of Salton et al. (2016), who aimed to maintain
the same ratio of idiomatic and literal usage in both the train and test set for each expression.
They split the full dataset into a training set containing roughly 75% of the data and a test
set containing roughly 25% of the data, while maintaining the ratio of idiomatic labels and
ensuring that instances of each of the 28 VNCs are represented in both the train and test split.
This is a fairly standard approach to evaluating ML systems. However, though the model
is not tested on the exact same sentences it is trained on, such a setup still allows it to
make predictions on sentences containing phrases it has already seen—which opens up the
risk of encountering lexical memorisation (Levy et al., 2015). The presupposition here is
that the surface form of a given idiom might carry a signal or informational value for the
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classifier. Additionally, as previous work has shown, individual idiom models can be quite
successful—once an individual idiomatic phrase’s idiomatic behavior has been modeled, it
should be fairly easy to disambiguate its usage in new sentences. That being the case, it is
quite possible that testing a model on the same VNCs it has seen in training might prime the
model to rely on its memory of examples it has already encountered. A powerful classifier
would certainly be able to learn individual models of the phrases it has seen in the training
data and use that knowledge to classify those same phrases in the test set.
This is not much of an issue if the goal is to evaluate the performance of a VNC classifier.
However, our goal here is much more nuanced. We wish to ensure that the probe only learns a
general, high-level representation of idiomaticity, that is unrelated to any particular idiomatic
phrase, which means we need to remove any confounding factors. With that in mind it
becomes clear that the above is not an appropriate way to split our train and test samples.
In order for the evaluation results to reflect the probe’s model of idiomaticity, rather than
its model of any particular VNC, the train and test sets need to be carefully curated. The
goal is to probe for the model’s idiomaticity information in such a way that, while making
a prediction, it would not be able to fall back on its memory or prior knowledge of a given
phrase, but would only rely on VNC-independent features to make a prediction. We tackle
this issue from two fronts, both the train and test set.
(a) While choosing the test set, we need to consider that different VNCs differ in terms of
surface forms, context clues and varying degrees of syntactic flexibility (Fazly et al., 2009).
In order to test a general notion of idiomaticity, the probe would need to be tested on a subset
of VNCs that it has not seen in training. Having it predict the usage status of only unfamiliar
idiomatic phrases would likely force the model to fall back on its general knowledge of what
makes an idiomatic phrase, rather than rely on a memory of any specific VNC’s property.
(b) In choosing the train set, we also need to ensure that the model attends to general
properties of idiomaticity, rather than phrase- or token-specific ones. The surface form of
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verb
noun
make face, pile, hay, scene, mark, hit
pull
leg, weight, plug, punch
blow whistle, top, trumpet
hit
wall, roof, road
get
wind, sack, nod
lose
head, thread
Table 6.2 Groups of VNCs based on verb constituent overlap.

a given idiom likely has significant informational value for either the encoder or the probe
and it is possible that specific constituents of the VNCs might be interpreted as some sort of
signal. We have thus inspected the candidate phrases and found that many of the 28 VNCs
in the dataset share the same verb constituent, as shown in Table 6.2. In fact, the dataset
contains only 7 VNCs that contain “unique” verb constituents: hold fire, have word, take
heart, kick heel, see star, cut figure, find foot.
This verbal overlap might be interpreted as a signal—were we to include different VNCs
containing the same verb in both the train and test set, the probe might recognise the verb
and yet again rely on its similarity with what it has encountered during training to make a
prediction.
We attempt to mitigate the verbal overlap by populating the train set exclusively with
phrases with overlapping verbs, while placing the phrases with unique verbs in the test
set. This way the importance of verbs is reduced: an individual verb should not carry as
much weight during training because it appears multiple times with different nouns. As
such, it does not constitute a strong signal and should not nudge the classifier in either
direction. Consequently, more of the representation will be devoted to modelling an abstract
idiomaticity, rather than a specific verbal cue.
Coincidentally, satisfying condition (b) also satisfies condition (a), so no additional
filtering is needed: the VNCs from the test set do not appear in the training set, and the usage
of verbs in the training set is diverse with multiple different VNCs in the train set having the
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same verb constituent. We are confident that this is an adequate setup to facilitate the probe
extracting a general representation of idiomaticity on both ends (train and test), and so we
opt for this split.
As such, our test set includes 7 VNCs, while the remaining 21 are used in training.
While this split is not focused on the ratio of training instances, but rather subsets of training
instances containing the same VNC, this does mirror the 25%/75% data split employed by
Salton et al. (2016). Table 6.3 displays the final train and test split we use in our experiments,
as well as a breakdown of specific phrases and their labels in both sets, sorted according to
the verbal constituent. Though the 68% ratio of idiomatic phrases in the test set is slightly
higher than maintained in previous work (⇡68%), we expect the specific choices of VNCs
will have a positive effect overall in priming the classifier to use its knowledge of idiomaticity
to make predictions.
Additionally, to confirm whether the chosen train and test split is viable and representative
of VNC idiomaticity, in parallel with experiments using the train and test split described
above, we also perform a second experiment using a form of bootstrapping where we resample
the train and test split multiple times by randomly choosing 7 VNCs to be used in the test set,
and using the remaining 21 phrases for training. This violates the above-established principle
(b) as verbal constituents might be mixed between train and test sets, but still conforms to
principle (a), as the model will always be tested on a set of 7 phrases that were not seen
during training. Additionally, as we are not fixing the number of samples in the train and
test sets, but rather the number of idiomatic phrases (with a varying number of sentences
containing each phrase), there will also be slight differences in the ratio of the train and test
sample sizes between different runs. However, we find that when the multitude of runs are
averaged the true effect comes to the fore—the bootstrapped results mirror the results of the
fixed setting, confirming the chosen split5 . For transparency and completeness, in Section
5 In

fact, a Pearson correlation analysis between the train and test sample sizes and the obtained evaluation
scores yields a coefficient no higher or lower than +/- 0.026, showing no correlation.
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VNC
blow top
blow trumpet
blow whistle
get sack
get nod
get wind
hit road
hit roof
hit wall
lose head
lose thread
make face
make hay
make hit
make mark
make pile
make scene
pull leg
pull plug
pull punch
pull weight
Total:
Ratio:

Train set
Total Idiomatic
28
23
29
19
78
27
50
43
26
23
28
13
32
25
18
11
63
7
40
21
20
18
41
27
17
9
14
5
85
72
25
8
50
30
51
11
64
44
22
18
33
27
814
481
0.5909

VNC

cut figure
find foot
have word
hold fire
kick heel
see star
take heart

Test set
Total Idiomatic

43
53
91
23
39
61
81

36
48
80
7
31
5
61

391

268
0.6854

Table 6.3 A breakdown of VNCs and idiomatic instances in the train and test split.

6.4 we report results for both setups: Idiomatic Usage Fixed data split (IUF ) and Idiomatic
Usage Resampled data split (IUR ).

6.3

Experimental Design

Having established the idiomatic usage dataset and a motivation for the train and test split,
we apply the probing with noise method analogously to the experiments in Section 5.3, with
some modifications. Specifically, we compare the evaluations of thematic GloVe and BERT
sentence embeddings.
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Applying our method to thematic GloVe and BERT allows us to draw a contrastive
comparison between a contextual and static encoder. This provides insight into each model
individually, can highlight differences in behaviour, and demonstrates the method’s generalisability to additional encoders.

6.3.1

Embedding Models

As highlighted at the beginning of this chapter, the probing tasks we use are framed as
classification tasks at the sentence level (see Sections 6.2 and 7.1), so for our experiments
we require sentence representations. We use pretrained versions of BERT and GLOVE
to generate embeddings for each sentence by averaging the word vectors in the sentence.
Despite its apparent obliviousness to word order, this is a common approach to generating
sentence representations, is easy to compute and has proven useful in different tasks (Hill
et al., 2016).
GloVe As in Chapter 5, for the thematic GloVe embeddings we use the original Stanford
pretrained GloVe embeddings6 , opting for the larger common crawl model, which was trained
on 840 billion tokens and contains 300-dimensional embeddings for a total of 2.2 million
words.
To generate an embedding for the whole sentence we average the word embeddings in the
sentence, which yields a 300-dimensional sentence embedding for each sentence. In the rare
instance of encountering an out-of-vocabulary word, we generate a random word embedding
in its stead7 .
6 https://nlp.stanford.edu/projects/glove/
7 We

have identified 481 unique tokens in the VNC-tokens dataset that do not have a representation in GloVe,
300 of which are relatively infrequent named entities such as Animorphs, Havilland, MathWorks, Trivers,
Xiaolong, which arguably should not have much impact on the task of idiomatic usage.
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BERT

For our contextual encoder, we used we use an off-the shelf pretrained version of

BERT, specifically the bert-base-uncased model from the pytorch_pretrained_bert library8
(Paszke et al., 2019).
This model generates 12 layers of embedding vectors for each sentence with each layer
containing a separate embedding for each individual word in a sentence. To generate an
embedding for the whole sentence, our model takes the last layer of the embeddings and
averages the word embeddings in that layer. This results in a 768-dimensional embedding for
each sentence, which is then used as input to a Multi-Layered Perceptron (MLP) classifier,
which labels the input embedding as idiomatic or literal. Note here that we have not
specifically fine tuned the BERT embeddings to the idiom token identification problem, but
use them as is.

6.3.2

Probing Classifier and Evaluation Metric

As highlighted at the beginning of this chapter, we average the word embeddings in each
given sentence. These sentence embeddings are used as input to a Multi-Layered Perceptron
(MLP) classifier, which predicts their class labels, and its performance is evaluated using
the AUC-ROC score9 . This evaluation metric is particularly appropriate for this set of
experiments as the labels in the VNC-tokens dataset are imbalanced in favour of the positive
class (see Section 5.3).
However, referring back to previous literature (Salton et al., 2016), given that we are
reporting average scores on the dataset with an awareness of the different VNC’s, there is an
additional consideration that needs to be made regarding whether to calculate the probe’s
macro average or micro average evaluation score.
8 https://pypi.org/project/pytorch-pretrained-bert/

9 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_auc_score.

html
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To calculate a macro average AUC-ROC score we would first calculate it for each VNC
and then average these AUC-ROC scores. We had considered using macro average scores
because (a) Salton et al. (2016) also reported macro average scores, and (b) macro averaging
has the advantage that each expression type will have an equal impact on the overall score,
irrespective of the number of instances in the test set that contain that expression. However,
its disadvantage is that it does not weight each example in the test set equally. For example,
if the expression make scene appears in 10 sentences and the expression hit roof only appears
in 5 sentences in the test set, the performance of a model on a test sentence with hit roof will
have a bigger impact on the overall AUC-ROC score than the performance of the model on a
sentence containing make scene.
To account for this, we opt to use a micro average AUC-ROC score. In micro averaging,
instead of separately calculating per-expression scores and averaging them, we calculate a
score for the full set of sentences in the test set (irrespective of expression). As a result, all
test instances have equal weighting towards the final score regardless of the expression in the
sentence. We find the micro average score more reliable and relevant to our work, as each
test sentence equally contributed in its calculation, further reducing the impact of evaluating
performance over individual expressions. We thus only report the micro average AUC-ROC
scores for each of the models.
Finally, just like in Section 5.3, to address the degrees of randomness in our method
we bootstrap over the random seeds and report the average score of all runs. In the case
of our idiomatic usage task, given that the dataset is two orders of magnitude smaller than
the dataset in Chapter 5 (as well as datasets to be introduced in Chapter 7), we increase
the number of training runs by two orders of magnitude. Specifically, we train the various
models 2,000 times where the VNC’s in the hold-out test set are fixed (IUF ) and 4,000 times
where they are resampled each time (IUR ), and calculate a confidence interval to make sure
that the reported averages were not obtained by chance.
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6.3.3

Chosen Noise Models

As described in Section 3.3.2, we remove information from the norm by sampling random
norm values and scaling the vector dimensions to the new norm. Recall that we only report
results pertaining to scaling to the L2 norm. Specifically, we sample the norms uniformly from
a range between the minimum and maximum L2 norm values of the respective embeddings
in the dataset10 .
To ablate information encoded in the dimension container, we randomly sample dimension values and then scale them to match the original norm of the vector (see Section 3.3.1).
Specifically, we sample the random dimension values uniformly from a range between the
minimum and maximum dimension values of the respective embeddings in the dataset11 . We
expect this to fully remove all interpretable information encoded in the dimension values,
making the norm the only information container available to the probe.
Applying both noise functions together on the same vector should remove any information
encoded in it. In this case, the probe should have no signal in the actual embeddings to learn
from, which would be akin to training it on random vectors.
Finally, we use the vanilla GloVe and BERT sentence embeddings in their respective
evaluations as vanilla baselines against which all of the introduced noise models are compared.
Here, the probe has access to both information containers—dimension and norm—as well as
class distributions from the training set. However, it is also important to establish the vanilla
baseline’s performance against the random baselines: we need to confirm that the relevant
information is indeed encoded somewhere in the embeddings.
10 Thematic GloVe: [2.2634,4.2526]
Thematic BERT: [7.4844,11.1366]
11 Thematic GloVe: [-1.7866, 2.8668]
Thematic BERT: [-5.0826, 1.5604]
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

GloVe
IUF
auc
±CI
.4994 .0015
.4997 .0015
.7485 .0003
.7445 .0006
.5012 .0018
.4991 .0018

IUR

auc
.4998
.5
.7717
.7687
.4993
.5005

±CI
.0013
.0013
.0022
.0021
.0015
.0015

Table 6.4 Idiomatic Usage task experimental results on GloVe, both with fixed (F) and
resampled (R) test set. Reporting average AUC-ROC scores and confidence intervals (CI)
of the average of all training runs. Cells shaded light grey belong to the same distribution
as random baselines, dark grey cells share the vanilla baseline distribution, while scores
significantly different from both the random and vanilla baselines are unshaded.

6.4

Experimental Results

The experimental evaluation results for the GloVe and BERT idiomatic usage probing task
are presented in Tables 6.4 and 6.5. The tables include results for both the setting where
the VNC’s in the hold-out test set are fixed (IUF ) and the setting where they are resampled
each time (IUR ), though this is essentially the same probing task. Recall that all cells shaded
light grey belong to the same distribution as random baselines on a given task, as there is
no statistically significant difference between the different scores; cells shaded dark grey
belong to the same distribution as the vanilla baseline on a given task; and all cells that are
not shaded contain a significantly different score than both the random and vanilla baselines,
indicating that they belong to different distributions.
The results interpretation here is quite straightforward. In both GloVe and BERT the
random baselines behave as expected, with comparable performance in all settings. We can
also establish that both GloVe and BERT encode some notion of idiomaticity, as the vanilla
baseline significantly outperforms the random baselines in both models.
Comparing IUF and IUR : In the idiomatic usage set of experiments it is important to
validate our chosen train and test split (see Section 6.2.1) by comparing the respective vanilla
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

BERT
IUF
auc
±CI
.4997 .0015
.4997 .0015
.8411 .0002
.8413 .0003
.4991 .0019
.4999 .0018

IUR

auc
.4998
.5013
.8524
.8532
.4978
.5004

±CI
.0013
.0013
.0016
.0016
.0015
.0015

Table 6.5 Idiomatic Usage task experimental results on BERT, both with fixed (F) and
resampled (R) test set. Reporting average AUC-ROC scores and confidence intervals (CI)
of the average of all training runs. Cells shaded light grey belong to the same distribution
as random baselines, dark grey cells share the vanilla baseline distribution, while scores
significantly different from both the random and vanilla baselines are unshaded.

performances of IUF and IUR . Given that our goal is not to achieve the highest score on this
benchmark, but rather to nudge the probe to model a representation of idiomaticity that is
unrelated to any given phrase, we expect that this should make the task more difficult for the
classifier—allowing it to just memorise the phrases would increase scores, but would not tell
us much about the model’s encoding of idiomaticity itself.
With that in mind, the results show that in both GloVe and BERT vanilla IUR significantly
outperforms vanilla IUF . Evidently, the prediction on the task is made more difficult on the
curated test split compared to the average of the all resampled splits. Idiomaticity is by no
means a simple feature to predict, so we consider this lower performance of IUF to be a good
indicator that the the model is forced to rely on VNC-independent features.
Other than that, in their respective intrinsic evaluations, IUF and IUR exhibit the same
behaviour in BERT, while there is only one difference in GloVe, namely that ablating just
the norm causes a statistically significant drop in performance in IUF , while this is not the
case in IUR . However in both cases the overarching conclusion about the role of the norm
remains the same.
Idiomaticity and the norm: One of the goals of this experiment was to investigate
whether the norm encodes any information relevant to the IU task. Based on these results, in
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both GloVe or BERT there is no conclusive indication that the norm encodes idiomaticity
information on this dataset: in all four scenarios ablating only the dimensions already makes
the probe’s performance comparable to random. With regard to the lower score when ablating
the norm in GloVe IUF , we suspect this is likely a feature of this particular data split, as
the signal is not mirrored in the IUR . Still, as established in Section 3.7, this is insufficient
evidence to infer that the norm encodes the relevant information. While this result leaves us
with a number of open questions (see Section 6.5), it is good to confirm that our method is
also capable of producing a negative result. It demonstrates that the method does not provide
a guarantee that a signal will be detected, but even in this case can prove informative in terms
of motivating a post hoc investigation and prompting further questions.
Comparing GloVe and BERT: In terms of differences between encoders, the results
show that vanilla BERT significantly outperforms vanilla GloVe in both the IUF and IUR
scenarios. Evidently, BERT is much better at encoding idiomaticity than GloVe. We suspect
this is due to two factors: (a) BERT is a contextual encoder and as such is better suited to
modelling the local context necessary to accurately represent idiomaticity in the sentence,
and (b) it has a much higher dimensionality, meaning it has the potential to devote more
representation space to more complex phenomena.

6.5

Limitations and Conclusion

It is worth noting that while constructing and experimenting with the VNC-tokens dataset we
have become aware of some of its shortcomings in the context of our work.
Our main concern is that the dataset is two orders of magnitude smaller than the dataset
used in Chapter 5, as well as other typical probing datasets (as used in Chapter 7). While
we addressed this by increasing the number of training runs and resampling the train and
test set, the preferred scenario is to simply have a larger dataset. Unfortunately, in dealing
with an intricate phenomenon such as idioms, considerably-sized corpora are few and far
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between. Creating a new dataset from scratch was not feasible given time constraints, but a
possible solution we had considered was expanding the dataset by collating additional similar
resources. We ultimately decided to forego this step for a number of reasons.
Expanding the VNC-tokens dataset would come with a trade-off in terms of specificity:
in its unaltered form, it contains only a single type of verbal multi-word expression, while
other available datasets include a wider variety of verbal expressions (Schneider and Smith,
2015; Walsh et al., 2018; Kato et al., 2018) or contain no verbal expressions at all, but
e.g. noun compounds (Garcia et al., 2021) instead. Using a broader sample of idiomatic
expressions would introduce confounding factors, as not all idiomatic expressions have the
same properties (Fazly et al., 2009), have highly varying likelihoods of idiomaticity, and
some are exclusively used non-compositionally. Thus, constructing a larger dataset that
includes these additional types of expressions would inevitably broaden the probe’s search
space and complicate the abstraction12 .
Additionally, at this stage this is a relatively older benchmark and there are some indications that it has not been as meticulously crafted as the more recent datasets developed
by the PARSEME working group. The dataset also does not control for sentence length,
which is a possible confounder13 , but further filtering the dataset to unify sentence lengths
would likely render it unusable in its current state. We feel that aligning the dataset with
the PARSEME annotation guidelines, cleaning up some of the annotations and updating
it with additional examples of sentences containing VNCs in order to better balance the
idiomaticity labels would certainly improve its quality. Overall, in spite of our best efforts at
mitigating confounders and constructing the right train and test split for our task, we still
wonder whether the dataset is simply too small and too imbalanced to truly be useful in a
probing scenario.
12 Note

also that due to the difficulty of curating and annotating multi-word expressions, existing resources
are within the same size range as the VNC-tokens dataset; concatenating them would certainly increase the
absolute size of the dataset, but it would still not even approach the size of the datasets used in Chapters 5 and 7.
13 While the Pearson correlation coefficient between sentence length and idiomaticity class labels is 0.098,
which is quite low, it would still be prudent to only include sentences of comparable length in the dataset.
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On the other hand, given that the scope of idiomatic expressions studied is so narrow,
the findings may not generalise to other types of expressions beyond VNCs, meaning that
the question whether idiomaticity can be encoded in the norm remains an open one. A
more exhaustive dataset would have to be curated for a more thorough and general analysis
of idiomaticity as such, rather than just idiomaticity of VNCs. We thus emphasise the
importance of expanding this work to a wider category of idiomatic phrases and folding in
the datasets mentioned above—applying our method to the datasets individually as well as
an amalgamation of datasets would provide a more comprehensive and systematic analysis
of general idiomaticity encoding and could provide interesting insights. We are committed
to exploring this in future work, as well as applying the framework to additional semantic
probing tasks.
However, before taking that step, we need to make a final consideration: as opposed
to our experiments in Chapter 5 which were performed at the word level, the idiomatic
usage experiments have been performed at the sentence level. Given that we simply average
word embeddings to obtain sentence representations, it is possible that there might be a
signal in the relevant word embeddings, but the move to a higher-order linguistic structure
has diluted it enough so as to not be detectable by our method. In other words, we cannot
rule out the possibility that perhaps our method does not generalise to the sentence level.
Additionally, even if it does, it seems that neither GloVe nor BERT use the norm to encode
idiomaticity, which leaves us with an unanswered question: “which information do these
thematic encoders store in the norm?” We further pursue this in the following chapter
and run additional experiments on the same encoders, but sample a much wider range of
sentence-level probing tasks. This allows us to test both whether our method is applicable at
the sentence level and whether thematic GloVe or BERT encode any linguistic information
in their norm.
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In addition, in order to better understand the IU task and dataset, we have run a set of
post-hoc experiments and analyses on the IU task. However, we present the results of this
analysis alongside post-hoc analyses of the datasets presented in the following chapter. This
will allow us to comparatively interpret the findings in relation to the other datasets, and will
allow for a more streamlined discussion of the results.
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Chapter 7
Probing Static vs Contextual
Embeddings: Non-Semantic Tasks
Analogously to experiments in the previous chapter, here we apply our probing with noise
method to ten existing probing task datasets, as developed by Conneau et al. (2018). The
tasks test for different types of linguistic information that span a range of domains such as
morphology, syntax and contextual incongruity. This cohort of experiments will provide
more general insight into the different types of linguistic information beyond semantics that
can be encoded by the norm in thematic embeddings, both contextual and static. Additionally,
this allows us to validate that certain types of sentence-level linguistic information can be
encoded in the norm of sentence embeddings.
Note that this will make for a comparably short chapter, as all of the necessary groundwork
has already been laid: (a) due to the broad nature of these linguistic probing tasks, related
work in this space has already been covered in detail in Chapter 2. (b) Given that we use
already existing datasets that have been developed specifically for the purpose of probing
and have thus been extensively evaluated within this framework and widely adopted by the
community, there is no need for any data wrangling nor do there seem to be any intricacies
or pitfalls arising from these datasets. (c) Finally, with respect to the application of our
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method, the experimental setup is almost identical to what was presented in Section 6.3, with
only minor differences in terms of the number of experiments and training runs. Thus, to
avoid unnecessary repetition, most of the contents of this chapter will be streamlined and the
majority of the focus will be dedicated to the exposition and interpretation of the probing
with noise results. In addition, here we will also present the subsequent post hoc analysis and
experiments, which will include all the datasets presented in this chapter, as well as the IU
dataset from Chapter 6.

7.1

Datasets

In our final set of probing experiments we use 10 established probing task datasets for the
English language developed by Conneau et al. (2018). In order to inform a discussion
on the types of linguistic information that we probe for, we consider these datasets to
represent examples of different language domains and group them accordingly. This level of
abstraction can lend itself to interpreting the experimental results, as there may be similarities
between embeddings trained on tasks belonging to the same domain, which could allow for
more general inferences to be made (note that Durrani et al. (2020) follow a similar line of
reasoning). The datasets we use are presented below.
• Surface information
– Sentence Length (SL) A multi-class classification task where the goal is to predict
the length, i.e. number of tokens in the sentence as binned into 6 discreet
categories. This is the only one of the 10 dataset where sentences significantly
vary in length.
– Word Content (WC) A multi-class classification task with 1000 words as targets,
with the goal of predicting which of the target words appears in a given sentence.
The data was constructed by choosing the first 1000 lower-cased words occurring
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in the source corpus vocabulary ordered by frequency rank from position 2k+1
onwards, and having length of at least 4 characters. Each sentence contains a
single target word, and the word occurs exactly once in each sentence.
• Morphology
– Subject Number (SN) A binary classification task that predicts the grammatical
number of the subject of the main clause as being singular or plural. Only
common nouns are considered and only target noun forms with corpus frequency
between 100 and 5,000 are considered, and noun forms are split across the train
and test partitions.
– Object Number (ON) A binary classification task that predicts the grammatical
number of the object of the main clause as being singular or plural. Again, only
target noun forms with corpus frequency between 100 and 5,000 are considered,
and noun forms are split across the train and test partitions.
– Tense (TE) A binary classification task predicting whether the main verb of the
sentence is in the present or past tense. Only sentences where the main verb has
a corpus frequency of between 100 and 5,000 occurrences are considered. More
importantly, a verb form can only occur in the train or test set, never both.
• Syntax
– Parse Tree Depth (TD) A multi-class classification task where the goal is to
predict the maximum depth of the sentence’s syntactic tree, with possible values
ranging from 5 to 12. Since parse tree depth naturally correlates with sentence
length, Conneau et al. de-correlated the variables through a structured sampling
procedure1 .
1 They

obtained a de-correlated sample by “defining a target bivariate gaussian distribution relating sentence
length and sentence depth, setting the co-variance to be diagonal, and sampling a subset of sentences to match
this distribution” (Conneau et al., 2018).
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– Top Constituents (TC) A multi-class classification task where the goal is to predict
one of 19 most common top-constituent sequences, plus a 20th category for all
other structures of the most common syntactic top-constituent sequences.
– Coordination Inversion (CIN)2 A binary classification task predicting whether
the order of two coordinated clausal conjoints in the sentence has been inverted
or not. All the sentences in the dataset have coordinated clauses, half are inverted,
half are not. The sentences are balanced by the length of the two conjoined
clauses, that is, both the original and inverted sets contain an equal number of
cases in which the first clause is longer, the second one is longer, and they are of
equal length. Also, no sentence is presented in both original and inverted order.
• Contextual incongruity
– Bigram Shift (BS) A binary classification task where the goal is to predict whether
two consecutive tokens in the sentence have been inverted. The data was constructed by choosing two random consecutive tokens in the sentence, excluding
beginning of sentence and punctuation marks.
– Semantic Odd-Man-Out (SOMO) A binary classification task where the goal is to
predict whether a sentence occurs as-is in the source corpus, or whether a (single)
randomly picked noun or verb was replaced with another word with the same part
of speech. The original word and the replacement have comparable frequencies
for the bigrams they form with the immediately preceding and following tokens.
Both target and replacement were filtered to have corpus frequency between
40 and 400 occurrences3 . For the sentences with replacement, the replacement
2 We

acknowledge that our categorisation here is somewhat fuzzy as this might not be as directly a syntactic
task as the other two. Upon considering the alternatives, syntax seemed like the best fit, though we are conscious
that the CIN task could be considered an outlier to a degree.
3 This range is considerably lower than for the other datasets. The authors motivate this decision with the
fact that “very frequent words tend to have vague meanings which are compatible with many contexts”. This
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words only occur in one partition (i.e. train and test). Moreover, no sentence
occurs in both the original and changed versions.
We emphasise that these are 10 separate datasets specifically curated for each task and
each of them contains 100,000 annotated sentences in the training set and another 10,000 in
the hold-out test set. In all cases, the datasets are balanced across the target classes. We use
the datasets as published in their totality, with no modifications4 .

7.2

Experimental Design

7.2.1

Models and Evaluation

As in Section 6.3, we apply the probing with noise method to thematic GloVe and BERT
sentence embeddings, obtained by averaging the word embeddings in the sentence. The
averaged sentence embeddings are used as input to a Multi-Layered Perceptron (MLP)
classifier, which predicts their class labels, and its performance is evaluated using the AUCROC score. In the case of a multi-class classification task (SL, WC, TD and TC), we calculate
the macro average score.
Analogously to Section 5.3, we train the various models 50 times and calculate a confidence interval to make sure that the reported averages were not obtained by chance.

7.2.2

Chosen Noise Models

Yet again, we remove information from the norm by generating random norm values and
scaling the vector dimensions to the new norm. We sample the random norms uniformly from
relates to a discussion we covered earlier in the thesis in Section 5.1 relating to distributional generality and the
relative frequencies and occurrences of hypernyms and hyponyms.
4 Full datasets and additional details can be found here: https://github.com/facebookresearch/
SentEval/tree/master/data/probing

155

7.3 Experimental Results
a range between the minimum and maximum L2 norm values of the respective embeddings
on all 10 datasets5 .
To ablate information encoded in the dimension container, we randomly generate dimension values and then scale them to match the original norm of the vector. The random
dimension values are sampled uniformly from a range between the minimum and maximum
dimension values of the respective embeddings on all 10 datasets6 .

7.3

Experimental Results

Detailed experimental evaluation results for GloVe and BERT on each of the 10 probing
tasks are presented in Tables 7.1 and 7.2 respectively. Recall that all cells shaded light grey
belong to the same distribution as random baselines on a given task, as there is no statistically
significant difference between the different scores; cells shaded dark grey belong to the same
distribution as the vanilla baseline on a given task; and all cells that are not shaded contain
a significantly different score than both the random and vanilla baselines, indicating that
they belong to different distributions. Our random baselines behave as expected, having
comparable performance across all tasks in both GloVe and BERT. We highlight that in these
experiments the random vector baseline (rand.vec.) is equivalent to the scenario where both
dimensions and norm are ablated (abl. D+N). Indeed, we have observed this same behaviour
in all of the probing experiments reported in the thesis regardless of the encoder architecture.
While the two scenarios are arguably the exact same condition, we include both of them
in the results presentation, as it demonstrates a consistent application of our methodology,
wherein we consider the rand.vec. to be a baseline, and the abl. D+N a sense-check of our
ablation functions.
5 Thematic

GloVe: [2.0041,8.0359]
Thematic BERT: [7.1896,13.2854]
6 Thematic GloVe: [-2.5446,3.1976]
Thematic BERT: [-5.427,1.9658]
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N
Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

Key

GloVe
WC
SN
ON
TE
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5006 .0013 .4995 .0010 .4996 .0020 .4999 .0023 .4981 .0022
.4999 .0011 .5006 .0009 .4990 .0022 .4998 .0024 .4997 .0024
.9475 .0005 .9974 .0001 .8114 .0014 .7805 .0013 .8632 .0014
.9384 .0005 .9940 .0001 .8058 .0016 .7743 .0018 .8594 .0013
.5481 .0013 .5040 .0011 .5003 .0022 .4994 .0024 .5013 .0025
.5001 .0011 .4999 .0008 .4987 .0024 .4994 .0020 .4998 .0021
CIN
TD
TC
BS
SOMO
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5004 .0022 .5005 .0012 .5005 .0009 .4998 .0022 .4999 .0026
.4993 .0022 .5002 .0014 .5004 .0009 .4989 .0023 .4991 .0023
.5493 .0019 .7799 .0012 .9512 .0004 .5017 .0021 .5291 .0021
.5437 .0020 .7689 .0010 .9438 .0004 .5034 .0024 .5235 .0020
.5003 .0023 .5137 .0012 .5331 .0013 .4990 .0026 .5005 .0021
.5004 .0021 .5010 .0013 .4996 .0011 .4996 .0024 .5007 .0019
Surface Information
Morphology
SL: Sentence Length
SN: Subject Number
WC: Word Content
ON: Object Number
Syntax
TE: Tense
CIN: Coordination Inversion
Incongruity
TD: Parse Tree Depth
BS: Bigram Shift
TC: Top Constituents
SOMO: Semantic Odd-Man-Out
SL

Table 7.1 Experimental results on GloVe models and baselines. Reporting average AUC-ROC
scores and confidence intervals (CI) of the average of all training runs. Cells shaded light
grey belong to the same distribution as random baselines, dark grey cells share the vanilla
baseline distribution, while scores significantly different from both the random and vanilla
baselines are unshaded.
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GloVe results: The vanilla GloVe vectors outperform the random baselines on all tasks
except BS. While this is not surprising, as BS is essentially a local-context task and GloVe
does not encode context in such a localised manner, it is still valuable to experimentally
confirm that this is the case. In all other tasks, even in cases where evaluation results are quite
low when compared to the random baselines, the difference between vanilla and random
baseline is still statistically significant, indicating that at least some task-relevant information
is encoded in the embeddings.
Having established the vanilla results as a baseline for the ablations, we examine which
information container encodes the relevant information: dimension or norm. Generally, the
results show that the answers are task-dependent. When it comes to SN, ON, TE, CIN and
SOMO, there is a substantial drop in the probe’s performance after ablating the dimension
container and it immediately becomes comparable to random baselines. Furthermore, performance does not significantly change after also ablating the norm, indicating that no pertinent
information is stored in the norm container for these tasks, and that all the information the
probe uses is stored in the dimension container.
However, the results for the surface form information probes SL and WC, as well as the
syntactic TD and TC probes tell a different story. Once the dimension container is ablated
from these vectors, although the performance drops markedly compared to vanilla, it does
not quite reach the random baseline performance as observed in the above tasks7 . These
results indicate that for these tasks the relevant information is not contained only in the
dimension container. Furthermore, when the dimension and norm ablation functions are
applied together, this induces a further performance drop, and the resulting performance
scores are not significantly different from the random baselines. This indicates that the
vectors with ablated dimension information still contain residual information relevant to the
7 This is true even in the case of WC, where the difference is really quite small, yet still statistically significant.

Note that the WC task is a particularly unusual classification task, as there are 1000 possible classes to predict,
which could explain the statistical significance of such a small difference.
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task, which is removed when ablating the norm, pointing to the fact that the norm contains
some of the relevant information regardless of what is encoded in the vector dimensions.
We can observe here that in all tasks where at least some task-relevant information is
encoded by the vectors (i.e. excluding BS) ablating the norm alone causes a statistically
significant drop in performance. Given that we have already encountered this behaviour in
Section 5.4 on the hypernym-hyponym results and Section 6.4 with the IUF results, seeing
the same result here further reinforces our interpretation that this finding on its own should
not be taken as an indicator that the norm encodes task-relevant information. Given how
consistently small the drop is regardless of the task (never larger than 0.1), and given that it
does not appear as consistently in the BERT results, this leads us to believe this behaviour is
somehow specific to GloVe, perhaps due to an interaction with the noising function.
BERT results: The vanilla BERT vectors outperform random baselines across all tasks,
including the BS task, for which GloVe encodes no information, indicating BERT does model
word order and takes it into account.
When ablating the dimensions on the SL, WC, SN, ON, TE, CIN and TD tasks, the
probe’s performance drops dramatically and is comparable to random baselines. It does
not change after also ablating the norm, indicating that no pertinent information is stored
in BERT’s norm container for these tasks. Furthermore, the contexual incongruity tasks
(BS and SOMO) show that some of the task information is stored in BERT’s norm, as the
performance drop when ablating dimensions is not comparable to random baselines, and
only reaches baseline performance once the norm is also ablated. The same is true for the
syntactic TC task, which is also the only BERT finding that overlaps with the GloVe results,
though it seems that BERT stores far less TC information in the norm than GloVe does.
Finally, when ablating just the norm container, only the WC, TD and TC tasks exhibit
the small drop in performance observed on most tasks in the analogous GloVe setup. In
BERT’s case, on the remaining tasks there is no statistically significant drop in performance
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Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N
Model
rand. pred.
rand. vec.
vanilla
abl. N
abl. D
abl. D+N

Key

BERT
WC
SN
ON
TE
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5002 .0006 .4996 .0012 .4995 .0021 .4988 .0022 .5007 .0021
.5003 .0004 .4997 .0009 .5006 .0020 .4996 .0024 .4993 .0021
.9733 .0011 .9820 .0003 .9074 .0008 .8674 .0019 .9135 .0008
.9730 .0008 .9783 .0003 .9078 .0008 .8658 .0017 .9118 .0012
.5047 .0008 .5013 .0011 .4992 .0021 .5004 .0023 .5007 .0019
.4997 .0008
.500
.0013 .5006 .0024 .4994 .0024 .4983 .0021
CIN
TD
TC
BS
SOMO
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5007 .0022 .4999 .0012 .5001 .0013 .5011 .0020 .4990 .0018
.5014 .0019 .4999 .0012 .5001 .0013 .5005 .0024 .5001 .0021
.7472 .0016 .7751 .0016 .9562 .0002 .9382 .0006 .6401 .0013
.7492 .0018 .7709 .0016 .9547 .0004 .9371 .0010 .6396 .0017
.5049 .0021 .5004 .0013 .5093 .0019 .5560 .0025 .5272 .0020
.5015 .0035 .5000 .0012 .5001 .0010 .4972 .0035 .4997 .0020
Surface Information
Morphology
SL: Sentence Length
SN: Subject Number
WC: Word Content
ON: Object Number
Syntax
TE: Tense
CIN: Coordination Inversion
Incongruity
TD: Parse Tree Depth
BS: Bigram Shift
TC: Top Constituents
SOMO: Semantic Odd-Man-Out
SL

Table 7.2 Experimental results on BERT models and baselines. Reporting average AUC-ROC
scores and confidence intervals (CI) of the average of all training runs. Cells shaded light
grey belong to the same distribution as random baselines, dark grey cells share the vanilla
baseline distribution, while scores significantly different from both the random and vanilla
baselines are unshaded.
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compared to vanilla, even in the BS and SOMO tasks where the norm does seem to encode
information independent from the dimensions. This shows that there is a certain degree
of redundancy between the information in the norm and the dimensions, as even when the
pertinent information from the norm is ablated, the information in the dimensions can make
up for it.
Ultimately, our experimental results allow us to make a number of general inferences
about the norm encoding linguistic information at the sentence level: (a) the norm is indeed a
separate information container, (b) on most tasks the vast majority of the relevant information
is encoded in the dimension values, but can be supplemented with information from the
norm, (c) though the information contained in the norm is not always very impactful, it is not
negligible, (d) different encoders use the norm to carry different types of information, (e)
specifically BERT stores information pertinent to the BS, SOMO and TC tasks in the norm,
(f) while GloVe uses it to store SL, WC, TC and TD information.

7.4

Post-Hoc Analyses and Experiments

Finally, we perform an additional set of supplementary experiments and analyses that
improve our understanding of the results and help shape our overall findings. Specifically, we
investigate the role of the dimension container by performing a dimension deletion experiment
(similar to what was done in Section 5.5), as well as a comprehensive norm correlation study.
Note that we perform the post hoc experiments on the 10 probing datasets discussed in this
chapter, as well as the idiomatic usage (IU) dataset from Chapter 6. We are able to do this
as the tasks are structurally comparable—they are all based on sentence embeddings and
probe for sentence-level phenomena. Presenting them as part of the same set of post hoc
experiments allows for a streamlined, yet comprehensive analysis, and considering the IU
post hoc results in the context of more established datasets with fewer limitations helps us
ground and “calibrate” our interpretation of the results.
161

7.4 Post-Hoc Analyses and Experiments

7.4.1

Dimension Deletion

While the findings that the norm can be used as a carrier of certain types of information
are really interesting, our experimental results also show that it is still the case that most
of an embedding’s information is encoded in the dimensions. With this in mind, we take
our experimentation a step further: partially inspired by the work of Torroba Hennigen et al.
(2020) who found that most linguistic properties are reliably encoded by only a handful
of dimensions, and partially by the intriguing findings from our deletion experiments in
Section 5.5, we attempt to roughly identify the degree of localisation of information in the
vector dimensions. In staying consistent with the ablational nature of our method and our
previous post hoc experiments in Section 5.5, we run another batch of experiments on all
our probing task datasets, including the IU task, where we simply delete one half of the
vector’s dimensions and retrain the probe on the truncated vectors, repeating the process for
the remaining half.
It is worth noting here that we are conscious that deleting dimensions reduces the
dimensionality of the vector space and inherently changes the norm of the vectors. This
serves as an good example for why framing this analysis as a post hoc experiment is important
to explicitly acknowledge: it allows us to consider any analysis of dimension deletions and
any comparisons with the vanilla baseline as a separate issue from information container
ablation analyses. While the ablation functions are used to identify which information
container the information is encoded in, doing dimension deletion presupposes that the
information is encoded in the dimension container and functions as a test that helps pinpoint
where in the dimension container the information is encoded.
The dimension deletion results for the general linguistic probing tasks are included in
Tables 7.3 and 7.5, while results for idiomatic usage dimension deletion probing tasks are
included in Tables 7.4 and 7.6. In these tables the row denoted del. 1h reports the results for
deleting the 1st half of an embedding vector, and del. 2h reports results for deleting the 2nd
162

7.4 Post-Hoc Analyses and Experiments

Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h
Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h

Key

SL

WC

GloVe

SN
ON
TE
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5006 .0013 .4995
.001
.4996
.002
.4999
.0023
.4981
.0022
.4999 .0011 .5006 .0009
.499
.0022 .4998
.0024
.4997
.0024
.9475 .0005 .9974 .0001 .8114 .0014 .7805
.0013
.8632
.0014
.9134* .0006 .9936* .0001 .7985* .0019 .7606* .0019 .8466* .0016
.9244 .0005
.994
.0001 .8054
.002
.7684
.0021
.8579
.0013
CIN
TD
TC
BS
SOMO
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5004 .0022 .5005 .0012 .5005 .0009 .4998 .0022
.4999
.0026
.4993 .0022 .5002 .0014 .5004 .0009 .4989
.0023
.4991
.0023
.5493 .0019 .7799 .0012 .9512 .0004 .5017
.0021
.5291
.0021
.5352* .0018 .7722* .0006 .934* .0003
.501*
.0014 .5273* .0021
.5437 .0017
.774
.0007
.936
.0003 .5056
.0022
.5321
.0019
Surface Information
Morphology
SL: Sentence Length
SN: Subject Number
WC: Word Content
ON: Object Number
Syntax
TE: Tense
CIN: Coordination Inversion
Incongruity
TD: Parse Tree Depth
BS: Bigram Shift
TC: Top Constituents
SOMO: Semantic Odd-Man-Out

Table 7.3 Experimental results on GloVe dimension deletion models and baselines. Reporting
average AUC-ROC scores and confidence intervals (CI) of the average of all training runs.
Cells shaded light grey belong to the same distribution as random baselines, dark grey cells
share the vanilla baseline distribution, while scores significantly different from both the
random and vanilla baselines are unshaded. In the dimension deletion experiments the
significantly lower score is marked with an asterisk, while the scores marked in bold show an
improvement in performance compared to vanilla baseline.

half. When comparing the two deletion conditions for an embedding, in cases where there is
a statistically significant difference between them the lower of the two scores is marked with
an asterisk. Examining the results reveals some interesting insights.
GloVe deletions: Unsurprisingly, deleting half of the vector generally causes a statistically significant drop in performance when compared to vanilla on most tasks (with some
exceptions). However, the drop is also much smaller than might be expected, often very
close to vanilla performance. This points to redundancies within the dimensions themselves,
indicating that not many dimensions are needed to encode specific linguistic features.
It is to be expected that there would be a drop in evaluation scores regardless of which half
of the vector is deleted. However, the observed performance loss is not always comparable
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Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h

GloVe
IUF
auc
±CI
.4994 .0015
.4997 .0015
.7485 .0003
.7737 .0005
.7043* .0005

IUR

auc
.4998
.5
.7717
.7553
.7545

±CI
.0013
.0013
.0022
.0023
.002

Table 7.4 Idiomatic Usage task experimental dimension deletion results on GloVe, both with
fixed (F) and randomised (R) test set. Reporting average AUC-ROC scores and confidence
intervals (CI) of the average of all training runs. Cells shaded light grey belong to the same
distribution as random baselines, dark grey cells share the vanilla baseline distribution, while
scores significantly different from both the random and vanilla baselines are unshaded. In
the dimension deletion experiments the significantly lower score is marked with an asterisk,
while the scores marked in bold show an improvement in performance compared to vanilla
baseline.

between each respective vector half: on all probing tasks except IU, there is a significantly
larger drop in performance when deleting the 1st half of the vector, versus the 2nd half.
Typically, we would expect the indices of informative dimensions to be arbitrary, yet this
result seems to indicate that GloVe localises the information it encodes in favour of placing
more informative dimensions at the beginning of the vector.
However, more surprisingly, in some tasks the deletion causes a statistically significant
improvement when compared to the vanilla baseline (marked in bold). To be fair, this
improvement is quite small in both the BS task, where vanilla GloVe does not actually encode
any statistically significant information, and the SOMO task, where the vanilla performance
is low to begin with. In the IUF setup the deletion causes a comparatively large performance
spike, but this is not mirrored in the IUR scenario, so it is possible that it is just a strange
artefact of the particular IUF data split, though it does further reinforce our suspicion that
the dataset we used for the IU task has a number of limitations, which makes us question its
applicability in this setting.
BERT deletions: Similar to GloVe, deleting half the dimensions causes a significant
performance drop in most tasks (except IU). Yet again, the drop is small and quite close
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Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h
Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h

Key

SL

WC

BERT

SN
ON
TE
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5002 .0006 .4996 .0012 .4995 .0021 .4988
.0022
.5007 .0021
.5003 .0004 .4997 .0009 .5006
.002
.4996
.0024
.4993 .0021
.9733 .0011
.982
.0003 .9074 .0008 .8674
.0019
.9135 .0008
.9385* .0013 .9757* .0003 .8728* .0012 .8319
.0009
.9035 .0008
.948
.0009 .9769 .0003 .8763
.001
.8305
.0009 .9017* .0007
CIN
TD
TC
BS
SOMO
auc
±CI
auc
±CI
auc
±CI
auc
±CI
auc
±CI
.5007 .0022 .4999 .0012 .5001 .0013 .5011
.0020
.499
.0018
.5014 .0019 .4999 .0012 .5001 .0013 .5005
.0024
.5001 .0021
.7472 .0016 .7751 .0016 .9562 .0002 .9382
.0006
.6401 .0013
.7085
.002
.7699 .0011
9495
.0005
.916
.0006 .6189* .0017
.708
.0017 .7711 .0012 .9504 .0005 .9116* .00073
.623
.002
Surface Information
Morphology
SL: Sentence Length
SN: Subject Number
WC: Word Content
ON: Object Number
Syntax
TE: Tense
CIN: Coordination Inversion
Incongruity
TD: Parse Tree Depth
BS: Bigram Shift
TC: Top Constituents
SOMO: Semantic Odd-Man-Out

Table 7.5 Experimental results on BERT dimension deletion models and baselines. Reporting
average AUC-ROC scores and confidence intervals (CI) of the average of all training runs.
Cells shaded light grey belong to the same distribution as random baselines, dark grey cells
share the vanilla baseline distribution, while scores significantly different from both the
random and vanilla baselines are unshaded. In the dimension deletion experiments the
significantly lower score is marked with an asterisk, while the scores marked in bold show an
improvement in performance compared to vanilla baseline.

Model
rand. pred.
rand. vec.
vanilla
del. 1h
del. 2h

BERT
IUF
auc
±CI
.4997 .0015
.4997 .0015
.8411 .0002
.8668 .0002
.8137* .0003

IUR

auc
.4998
.5013
.8524
.8576
.8368*

±CI
.0013
.0013
.0016
.0016
.0016

Table 7.6 Idiomatic Usage task dimension deletion experimental results on BERT, both with
fixed (F) and randomised (R) test set. Reporting average AUC-ROC scores and confidence
intervals (CI) of the average of all training runs. Cells shaded light grey belong to the same
distribution as random baselines, dark grey cells share the vanilla baseline distribution, while
scores significantly different from both the random and vanilla baselines are unshaded. In
the dimension deletion experiments the significantly lower score is marked with an asterisk,
while the scores marked in bold show an improvement in performance compared to vanilla
baseline.
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to vanilla performance, but its behavior is less predictable than in the case of GloVe. On
the ON, CIN, TD and TC tasks, there is no significant performance difference between
deleting the 1st or 2nd half of the vectors. The SL, WC, SN and SOMO tasks exhibit a
larger performance drop when the 1st half is deleted, whereas the TE, BS and IU task suffer
a stronger information loss when deleting the 2nd half. This indicates that there is some
localisation happening in BERT as well, but it is not as systematic as it is in GloVe, and it
seems to only apply to certain types of information. Peculiarly, the significant performance
improvement when deleting the 1st half of the embeddings is repeated in BERT as well,
this time in both the IUF and IUR splits. Whether this is a genuine reflection of how BERT
encodes idiomaticity or just an unusual property of this particular dataset certainly warrants
further consideration, and we expand on this in Chapter 8.
A general finding that can be drawn from these experiments is that both GloVe and
BERT exhibit a certain degree of information localisation, wherein information seems to
be distributed in different ways in the dimension container, with a possible preference for
certain dimensions to hold certain information. A logical extension of this line of enquiry is
to identify specific dimensions as carriers of specific kinds of information, rather than infer
an approximate localisation property. Some work in this direction has already been done
(e.g. Karpathy et al. (2015); Qian et al. (2016); Bau et al. (2019); Dalvi et al. (2019); Lakretz
et al. (2019); Torroba Hennigen et al. (2020); Durrani et al. (2020)). Our deletion results are
certainly consistent with the findings of Torroba Hennigen et al. (2020) and Durrani et al.
(2020), who have found that morphosyntactic properties are localised in embeddings, with
lower level tasks such as morphology localised in fewer neurons, compared to the higher
level task of predicting syntax. In our experiments, we see evidence of localisation in the
morphological tasks of TE and SN. Additionally, given how small the drop in the probe’s
performance is when half the vector is deleted, this indicates these linguistic properties are
encoded across a small number of dimensions. In other words, there seems to be a high
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degree of information redundancy distributed across the dimensions in a vector, not just
between the dimensions and the norm.

7.4.2

Norm Correlation Analysis

While our probing with noise experiments have demonstrated which types of information
can be encoded in the norm, we wish to better understand the relationship between the norms
and the probed information. To this end, we run a post hoc analysis on the norm container.
We investigate both the L1 and L2 norms of our embeddings using a Pearson correlation
analysis: on each probing task dataset we test the correlation between each vector’s norms
and the sentence’s label. We apply the test to both GloVe and BERT vectors and run it on
both the vanilla embeddings and embeddings with an ablated norm container.
This choice does however come with some considerations: the Pearson test is designed
to only test correlations between continuous variables, but most of the variables in our
experiments are categorical. That said, it is still possible to calculate a correlation coefficient
for categorical variables if they are binary, by simply converting the categories to 0 and
1. While we cannot do this in cases such as WC and TC, where there are more than
two categorical variables to predict, we can still determine whether there is a statistically
significant difference between the categories by using a Kruskal-Wallis test. Unfortunately,
this does not quantify the difference in the same way as a Pearson test does, as it does not
reveal which of the categories are correlated, nor to what degree, but rather only determines
whether any differences in results are significant (similar to an ANOVA test). Hence in Table
7.7 we present the Pearson correlation results, but omit the Kruskal-Wallis results for WC
and TC, instead discussing them in the text where appropriate.
We examine the correlation coefficients in light of our probing with noise experimental
results and find that they support most our findings from Sections 6.4 and 7.3, but notably not
all of them. First of all, we must emphasise the finding here that applying our norm ablation
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Task

SL
SN
ON
TE
TD
CIN
BS
SO
MO
IU

Vectors
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm
Vanilla
Abl. norm

GloVe
L1
L2
-0.7278 -0.3758
-0.1893 -0.0025
0.0360 0.0268
0.0036 -0.0033
0.0013 0.0008
0.0009 0.0013
-0.1152 -0.0571
-0.0317 -0.0007
-0.0817 0.1908
-0.0665 0.0016
-0.0019 -0.0094
0.0029 0.0018
0.0040 0.0002
0.0022 0.0006
-0.0464 -0.0222
-0.0105 0.0000
-0.2231 -0.1786
-0.0074 0.0276

BERT
L1
L2
-0.1564 -0.1039
-0.0417 -0.0013
0.0071 0.0146
-0.0035 -0.0021
-0.0736 -0.0583
-0.0181 -0.0010
-0.0542 -0.0413
-0.0116 0.0010
-0.0415 -0.0251
-0.0163 -0.0045
-0.0755 -0.0638
-0.0152 -0.0015
-0.3866 -0.3238
-0.0978 -0.0005
-0.2414 -0.2305
-0.0420 0.0021
-0.1490 -0.1756
-0.0397 -0.0167

Table 7.7 Pearson correlation coefficients between the class labels and vector norms for
vanilla vectors and vectors with ablated norms.

noise function seems to fully remove the information from both the L1 and L2 norm: the
correlation between either norm and the class labels drops to ⇡0.8 This is in spite of the fact
that we have only scaled the vectors to randomly generated L2 norms, yet the information is
also removed from the L1 norm. This provides further support to our initial assumption, as
well as our experimental findings, that applying our noising function successfully removes
information encoded in the norm along with any distinguishing properties it may have had.
As far as the correlations between the norms and target labels, the data shows that in
vanilla GloVe neither norm (L1 or L2) correlates with the task labels for SN, ON, TE, CIN,
BS or SOMO, while both norms have a strong negative correlation with SL, and a weak
negative correlation with IU labels. Additionally, there is a weak positive correlation between
TD and the L2 norm, but not the L1 norm, and a weak positive correlation between TE and
the L1 norm, but not the L2 norm. The most highly correlated is SL, confirming that the
8 Except

correlated.

in GloVe-SL-L1 where the coefficient “only” drops from quite strongly correlated to weakly
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vector norm is used to encode sentence length, as also seen in our experiments in Section 7.3.
Finally, the Kruskal Wallis test showed a statistically significant relationship between the
labels and the norm for both WC and TC.
When it comes to vanilla BERT, there is no correlation between the norms and labels for
SN, ON, TE, TD or CIN. However, both norms have a weak negative correlation with SL and
IU, and a moderate negative correlation with BS and SOMO. The latter two are most highly
correlated with BERT’s norms, and we can take this as an indicator that the vector norm
might be responsible for encoding contextual incongruity. Given that this also aligns with
our experimental findings in Section 7.3, this is gives further credence to our interpretation
that the norm is an information container for these tasks. Regarding WC and TC, the Kruskal
Wallis test confirmed a statistically significant relationship between the labels and the norm.
These results align with many of the experimental findings produced by our method.
Specifically, in GloVe our method has shown that the norm contains some relevant information
for the SL, TD, WC and TC tasks, while for BERT we have found this for TC, BS and
SOMO; in our correlation analysis we observe non-zero correlations for these tasks, which
aligns with our method’s findings.
That being said, there are exceptions, and yet again they center around the IU task. In
the case of IU (both GloVe and BERT) the norm exhibits a weak (but non-zero) correlation
with the idiomaticity labels, yet our probing method does not provide evidence that the norm
encodes idiomaticity information. What makes this unusual is that the correlations with the
IU labels, while weak, are comparable to correlations with TD or SOMO, which do produce a
signal when examined by our method. This could potentially indicate that the relevance of the
correlation strength is task-dependent—while for certain tasks fairly weak correlations align
with a signal in our method, in others this correlation is too weak to translate into a detectable
signal. On the other hand, this could be a sign that other factors are at play—we suspect that
in this case this misalignment between our method and the correlation results further hints at
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the imbalanced nature of the IU dataset and its limitations, where the correlation between
the norm and IU labels is possibly spurious. If this is the case, it shows that our method is
more robust than the correlation analysis alone, as it is not so “easily fooled” by this spurious
correlation.
However, beyond simply confirming observations we have already made in previous
experiments, this post hoc correlation analysis can also help us better understand how the
respective linguistic phenomena are encoded in vector space. This is revealed by interpreting
the positive or negative sign in front of the correlation values of the vanilla embeddings. We
interpret them as follows: for the binary classification tasks, a positive correlation coefficient
means that a longer norm indicates the positive class, while a negative correlation means that
a longer norm indicates the negative class. For example, on the SOMO task in BERT, the
negative correlation coefficient means that sentences containing an out of context word (here
considered the positive class) are positioned closer to the origin relative to sentences that do
not contain it. In multi-class tasks such as SL or TD, which have an ordinal variable as their
target class, a positive correlation coefficient means that a longer norm indicates a larger
target level, while a negative correlation means that a shorter norm indicates a smaller target
level. For example, the negative correlation coefficient on the SL task in GloVe indicates that
the norm of longer sentences is shorter, meaning they are positioned closer to the origin.
Based on this principle, examining the GloVe column in Table 7.7 shows a negative
correlation between the norm and the IU, SL and TE labels, meaning that the norm of
longer sentences is shorter, that the norm of sentences containing idiomatic usage is shorter,
and that the norm of sentences containing a verb in past tense is shorter, positioning them
relatively closer to the origin. Conversely, the positive correlation in TD indicates the opposite
relationship, meaning that the deeper the syntactic parse tree, the further away the sentence
is positioned from the origin. On the other hand, the BERT column contains no notable
positive correlations, but only shows negative correlations for the SL, BS, SOMO and IU

170

7.5 Conclusion
task, meaning that, for example, sentences containing words with swapped positions or an
odd-man-out are found closer to the origin.

7.5

Conclusion

In this chapter we have applied our probing with noise method to 10 existing sentencelevel probing task datasets that belong to a number of linguistic domains. Generally, our
findings offer both negative and positive results, confirming that our method is applicable
at the sentence level and that the norm of thematic embeddings can encode certain types of
linguistic information in the norm.
More specifically, we have found that, while both encoders store the majority of sentencelevel linguistic information in their dimension containers, they sometimes supplement that
encoding by storing information in their norms, but the type of information differs depending
on the encoder. Specifically, BERT seems to mostly store information pertinent to contextual
incongruity in the norm (with some syntactic information included), while GloVe mainly
uses it to store syntactic and surface level information.
We also note that, while the differences in the scores of the various probes do not seem
as impactful as what we have observed on the word-level task in Chapter 5, given that here
the probing was done at the sentence level, we suspect the signal would likely have been
stronger if examined at the word level, where it would not be diluted by averaging.
In addition to the results showing which dimension container encodes which linguistic
information, our post hoc analysis has supplemented our interpretation of these results and
has given us a better understanding on how the information is encoded in each respective
container: the deletion experiments have revealed that relevant information tends to be
localised in the dimension container, with GloVe exhibiting a blanket preference for the first
half of the vector dimensions, and BERT showing localisation tendencies only for certain
language tasks. Furthermore, our norm correlation analysis has shown that BERT sentence
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7.5 Conclusion
vectors are positioned relatively closer to the origin of the space if they contain contextual
incongruity or idiomaticity. GloVe also positions sentence vectors with idiomaticity closer to
the origin, but positions sentences with deeper syntactic parse trees further from the origin. It
also seems that in both GloVe and BERT longer sentences are positioned closer to the origin.
In the following chapter we build a discussion around these findings, as well as all the
other findings presented throughout this thesis. We will take a step back and examine them
in their totality, in order tie together any loose threads and build a more coherent narrative
within the larger context of the thesis.
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Chapter 8
Discussion
Given the large number of results obtained across the experiments and post hoc analyses
presented throughout this thesis, specifically Chapters 5, 6 and 7, a large number of variables
have been introduced and explored, resulting in a lot of moving parts. In this chapter, we take
a moment to tie together relevant findings and ponder their implications. One of the driving
hypotheses of our work was that the norm of different encoders can carry different types
of linguistic information. Our experiments have provided a number of insights into which
encoders encode which types of information in the norm, and in what way the information is
encoded. In this chapter we will first discuss these findings in more detail and relate them to
existing findings in the literature. We will then take a broader look back at the thesis and
discuss differences we have observed between contextual and static encoders, as well as
differences between the taxonomic and thematic embeddings. To close out the chapter, we
will discuss the limitations of our research and lay out plans for future work.
Sentence Length (SL)

Both our probing with noise experimental results and the norm

correlation analysis in Section 7.4.2 have uncovered a very strong signal that GloVe’s
norm encodes sentence length. However, given that we obtain sentence representations by
averaging the word embeddings of words in the sentence, there is no way an encoder such as
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GloVe could be directly encoding a sentence length property when its goal is to produce wordlevel representations. Yet given how strong the signal is, it cannot be dismissed as an outlier.
For an explanation, we look for support in related literature: Adi et al. (2017) have also
examined the relationship between sentence length and the norm of word2vec embeddings.
They have shown that the embedding norm decreases as sentences grow longer, which is
consistent with our findings. They suspect this plays a role in the high evaluation scores of
their sentence length probing tasks, and offer a mathematically-informed interpretation of
this unexpected correlation:
Consider the different word vectors to be random variables, with the values
in each dimension centered roughly around zero. Both central limit theorem
and Hoeffding‘s inequality tell us that as more samples are added, the expected
average of the values will better approximate the true mean, causing the norm of
the average vector to decrease. We expect the correlation between the sentence
length and its norm to be more pronounced with shorter sentences (above some
number of samples we will already be very close to the true mean, and the norm
will not decrease further), a behavior which we indeed observe in practice. (Adi
et al., 2017, pages 6-7)
This tendency of the decreasing norm of the averaged vector is a logical explanation of
why the norm of a sentence representation derived from averaged word2vec word vectors
correlates with sentence length. Our experiments and norm analysis on the SL task confirm
that these findings hold on GloVe: the negative correlation shows that the longer sentences
have shorter norms and vice-versa. However, we note that this is not a property that is
inherently encoded by the embedding models, as the word embeddings have no way of
extracting and storing the sentence length of a test sample based on the data from their
original training corpora. Rather, this is a property of the averaging approach to generating
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sentence embeddings, and as such does not reflect information stored in these particular
embeddings during their training.
Still, this fact does not undermine the inference that the norm is capable of encoding
some kind of information about the representation, nor does it undermine the fact that our
experiments demonstrate that a probing classifier can access this information and use it to
make predictions, even when the norm value is not explicitly provided, both of which are
important findings to take away from our results.
That being said, our results do not show that sentence length being stored in the norm
of averaged word embeddings generalises to BERT embeddings: the correlation between
SL labels and the norm is much weaker in BERT, to the point where our probe is not able to
detect a significant signal—ablating the dimensions achieves results comparable to random,
even though the correlation between SL labels and the norm is non-zero. Given that Adi
et al.’s explanation is mathematically grounded, it should hold regardless of which type of
encoder is used to produce the averaged sentence embeddings. However, the correlation
between sentence length labels and BERT’s norm is dramatically weaker that the same
correlation in GloVe, indicating that this mathematical reasoning does not apply to BERT.
The most likely explanation for this would be due to BERT using the GELU activation
function (Hendrycks and Gimpel, 2016), which results in vector values that are not centred
around zero, meaning that adding more samples (words) to the calculation of the averaged
sentence representation won’t push the values towards zero, thus weakening the correlation
between the sentence length and norm.
Syntactic Information (TD and TC)

We observe another strong signal in GloVe em-

beddings, which indicates that GloVe’s norm encodes syntactic information. Interestingly,
while the correlation between the TD labels and the L1 norm is negligible, the TD labels’
correlation with the L2 norm is stronger by two points. Our probing experiment supports
this finding, as ablating the dimensions does not cause a drop to random-like performance,
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indicating that the probe is learning the TD information from the norm1 . While less pronounced, we observe the same matching signal on the TC task, where our dimension ablation
experiments show above-random performance, and our Kruskal-Wallis test indicates that the
relationship is statistically significant.
This is another finding that, in principle, finds support in the literature: recall that Hewitt
and Manning (2019) have investigated in detail how syntactic parse trees are encoded in
vector space. Their findings demonstrate that it is possible to recover parse trees from
contextual sentence representations, showing that the squared L2 norm corresponds to the
depth of the word in a parse tree. However, an important aspect of their work does not align
with our findings: they performed their experiments on BERT and ELMo embeddings, and
while we can see that GloVe encodes the same syntactic information in the L2 norm, we do
not detect the same signal in BERT.
Our correlation study does not indicate a correlation between the TD labels and either
of BERT’s norms, nor is our probe able to achieve above-random performance when the
dimensions are ablated, indicating that TD information is not encoded in BERT’s norm. We
suspect that the findings of Hewitt and Manning (2019) are dependent on the particular probe
they use, whereas we employ an altogether different probe in our experiments. While our
probe is able to detect the norm’s relevance to encoding tree depth in GloVe embeddings, it
might not be capable of recovering the encoding of the parse tree in the norm of contextual
embeddings as identified by Hewitt and Manning. However, we suspect the more salient
difference is that they predict the depth of an individual word in a sentence given a contextual
word embedding as input, while in the TD task our goal is to predict the maximum depth
of a sentence’s tree using an averaged sentence embedding as input. We suspect that this
difference in the pipeline is the main reason we are not able to reproduce their result, as it is
1 Recall

that the TD dataset is decorrelated in terms of sentence length and tree depth, meaning that any
sentence length information encoded in the norm of GloVe sentence vectors should not affect the norm’s
correlation with the TD labels.
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likely that, even if the norms of individual word embeddings did encode their depth in the
parse tree, this effect is lost when the vectors are averaged to obtain a sentence embedding.
Given this discrepancy, another question naturally arises: would Hewitt and Manning’s
probe lead to the same result in GloVe embeddings? They themselves do not provide an
answer as, while they do compare against certain baselines, none of them include GloVe
or similar architectures. Yet we suspect their work would not be reproducible in a setting
such as ours—their probe requires the input of a contextual embedding, which generates
a different word representation for the same word in different contexts. Given that GloVe
cannot provide such representations, it is highly unlikely that their word-level probe would
uncover the word’s depth in the parse tree.
Contextual Incongruity (BS and SOMO) When it comes to contextual incongruity
information, we observe a strong signal in BERT, but not in GloVe. BERT’s norm contains
information relevant to the BS and SOMO tasks—correlations are considerable and the
probing experiments reveal a significant amount of information is left over after dimensions
are ablated.
It is notable that specifically BS and SOMO exhibit this signal—we see these as related
tasks, given that both violate the local context of the affected words. To expand on this,
consider a hypothetical scenario where an LSTM language model encounters two words
with swapped positions, or a word that is an odd-man-out: it is likely that at that time-step it
would measure high perplexity, though the overall context of the sentence would likely be
fine—in other words, these tasks capture local contextual incongruity. We know that BERT
is a contextual encoder which is known for its capacity to accurately model short-distance
dependencies and word co-occurence probabilities, concepts which strongly relate to local
contextual incongruity. We also know that BERT’s self-attention uses the vector norm to
control the levels of contribution from frequent, less informative words (Kobayashi et al.,
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2020). We suspect that this ability is related to the fact that BERT’s norm encodes some
contextual incongruity as well.
If word co-occurrence frequencies are indeed the signal that BERT is capable of encoding,
it is undoubtedly using the norm to supplement its encoding of contextual incongruity. This
is evocative of how some embedding models position stop words near the origin. As stop
words co-occur with everything, and are not sensitive to context or topic, they need to be
more or less equidistant to everything else in the space. Analogously, when it comes to
sentences that contain contextually incongruous phrases, it seems BERT is unable to position
them close to existing contexts. These phrases violate the local context and so BERT cannot
predict which context they belong to, falling back to positioning them closer to the origin,
to be closer to all contexts. Hence, BERT sentence embeddings with a bigram shift or an
odd-man-out end up distinguished in vector space by their relative distance from the origin.
Idiomatic Usage (IU) Our findings on the IU task in Chapter 6 demonstrate a similar
effect as in the SL task: while the correlation coefficients between both GloVe’s and BERT’s
norm and the IU labels are considerable (they are in the same order as, for example, TC in
GloVe, or SOMO in BERT), our probe does not seem to be able to leverage this information
from the norm, as ablating dimensions immediately yields random-like results. This scenario
serves as another example of why the post hoc analyses are complementary to our method: it
demonstrates that a correlation analysis on its own would not be a good indicator of whether
the norm actually encodes information relevant to the task. In isolation, the correlation
coefficient would have led us to believe that there may be some idiomaticity information
encoded in the norm. However, this has not been confirmed by our probing with noise method,
which when used in conjunction with the correlation analysis can offer more nuanced insight.
Admittedly, we are somewhat puzzled by the result that our probe cannot retrieve the IU
information seemingly stored in the norm, due to our understanding of the nature of idiomatic
phrases. As outlined in related literature (see Section 6.1), many researchers agree that
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idiomatic phrases are at least partially defined by how strongly they are linked to the overall
cohesive structure of the immediate discourse. Based on this understanding, our intuition
is that the IU task should behave similarly to the BS and SOMO tasks which deal with
contextual incongruity: using a phrase such as spill the beans in a sentence that in no way
relates to food, cooking, kitchens or shops would surely have a similarly confounding effect
on the word co-occurrence statistics of the sentence as any example of an odd-man-out from
the SOMO dataset. Indeed, this reasoning aligns with the findings of Nedumpozhimana and
Kelleher (2021), who found indications that BERT can distinguish between the disruption in
a sentence caused by missing words and the incongruity caused by idiomatic usage. Based on
this, we would be inclined to consider that the IU task might also be a contextual incongruity
task, yet our results indicate the opposite. We question whether BERT truly does not encode
idiomaticity information in the norm or if there are other factors at play. In search of answers,
we consider our dimension deletion results (see Section 7.4.1) for further insight.
The dimension deletion post hoc experiment on the IU task shows that deleting half the
vector in both GloVe and BERT causes a significant performance spike. This is baffling
in and of itself, especially given the significant differences between the GloVe and BERT
architectures. These differences are also most evident when observing their respective
performance on the BS and SOMO tasks—GloVe does not perform well at all on contextual
incongruity and does not use the norm to encode this information. However, interestingly,
these two tasks in GloVe are also the only other scenarios where we observe a statistically
significant performance spike when deleting one half of the vectors. This could possibly
hint at a relationship between the incongruity and idiomaticitiy tasks, at least in GloVe.
However, if a relationship were there and the IU task were truly also a contextual incongruity
task, then vanilla GloVe should arguably be much worse at encoding it than it is; we would
expect it to be closer in performance to BS and SOMO. Meanwhile, vanilla BERT strongly
outperforms vanilla GloVe on the IU task, which lends some credence to the interpretation
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that the contextual awareness and the ability to model incongruity, which GloVe lacks but
BERT excels at, is what improves the model. However, if we accept that premise, then we
are left with the question of why this does not apply to the IU task as well in the sense that
the information is not at least partially reflected in the vector norm.
It is also worth considering the findings from our related work (Nedumpozhimana
et al., 2022) which indicate that there is no one dominant property that makes an idiomatic
expression useful for the probe, but rather that both intrinsic and topic features in combination
contribute to an expression’s usefulnesss. This speaks to the complexity of idiomatic usage
in language, and suggests that BERT achieving state-of-the-art performance on the task of
general idiom token identification could be attributed to its ability to combine multiple forms
of information (syntactic, topic, contextual incongruity, and so on) rather than simply focus
on a specific information type as the explanatory signal for idiomatic usage behaviour across
all expressions.
Given that we cannot find an answer without further research, we take a step back and
consider our experimental results: compared to all other tasks, most of the results we have
observed on the IU dataset behave like unusual outliers that are difficult to explain. This
can either be due to strong confounding factors at play that we are not aware of, or, perhaps
significantly more likely, this is further evidence of our suspicion that the dataset is just not
well-suited for this type of analysis (as already discussed in Section 6.5). And while we have
learned that vanilla BERT—a contextual encoder—is better at the task than GloVe—a static
encoder—the question whether idiomaticity can be encoded in the norm remains an open
one.
Differences Between Contextual and Static Embeddings

In Chapters 6 and 7 we applied

our method to two thematic encoders and tested them on a thematic semantic task (IU) as well
as other, non-semantic linguistic tasks. While our results have provided insight into which
types of linguistic information can be encoded by the norm, they have also revealed some
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notable differences between static and contextual encoders. Here we shift our perspective and
focus on discussing our results in light of the differences found between contextual and static
embeddings, as exemplified by BERT and GloVe.
In terms of the types of linguistic information that are captured by the norms of the
different encoders, it seems that they are both capable of capturing surface-level information
like sentence length and word content. However, that claim is far better supported by our
results for GloVe than for BERT, which only shows such indications in the post hoc analyses,
rather than our main experiments. They also seem to both encode a degree of syntactic
information in the norm, although it seems BERT also stores less of it when compared
to GloVe2 . They both produce the same result on the idiomatic usage task, displaying an
above-zero correlation with the class labels, but do not produce a signal when probed with
our method. The clearest difference between them is the difference in encoding contextual
incongruity information. The GloVe model is not really designed to capture this type of
information at the sentence level, and thus not even its vanilla iteration achieves above
random baselines. While there is a statistically significant improvement over the baselines
on the SOMO task, the improvement is still quite minor. In comparison, vanilla BERT is
quite capable of encoding both these tasks, and also shows indications that this information
is partially encoded in its norm.
These differences are likely due to a combination of factors: a contributor is the fact
that the sentence representations are an average of individual word embeddings, which
could be diluting the signal to a degree. Additionally, it is possible that BERT’s higher
dimensionality provides it with additional capacity to store certain types of information
directly in its dimensions, while reserving the norm for higher-level information types such
as contextual incongruity. In contrast, GLOVE is a static encoder and exhibits no indication
2 Recall

that both our method and post hoc correlation analysis supports the finding that GloVe encodes TD
and TC information in the norm, for BERT we only find such evidence for TC, but not TD.
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that it stores this information in the norm, or indeed any real ability to accurately model these
phenomena at all, and instead uses the norm to store surface-level and syntactic information.
Additional differences are revealed by our post-hoc deletion experiments, which show that
the two types of encoders differently localise the information in their dimension container3 .
GloVe exhibits an overall tendency for storing more pertinent information in the first half
of its vector on all tasks (except IU), meaning that the information loss is less severe if the
second half of the vector is deleted. BERT does not follow a similar pattern, nor really any
pattern at all. It seems that in BERT this localisation property is task-dependent, as it is
not exhibited on all tasks (only in SL, WC, SN, TE, BS, SOMO and IU). BERT also does
not seem to have a tendency towards storing relevant information within either half of the
embedding—in cases where there is a significant difference, in four tasks the 1st half stores
more information (SL, WC, SN, SOMO), while in three tasks the 2nd half stores more (TE,
BS and IU). There also does not seem to be a relationship between BERT’s localisation
tendency and whether the task-relevant information is stored in the norm—there are cases (a)
where there is a significant difference between deletion scores and information is stored in
the norm; (b) where there is a significant difference and information is not stored in the norm;
and (c) where there is no significant difference and information is not stored in the norm.
The observed localisation properties of BERT embeddings are within the boundaries
of the expected. Recall our consideration of the impact of dimension shuffling in Section
3.3.1: in principle, dimension “semantics” are arbitrarily assigned, so there is no reason
why dimension 1 would need to contain a specific type of information, when it could just
as well be dimension 257, as long as all the values within the vector remain the same and
their indices consistent throughout a dataset. In fact, given this arbitrariness, it is quite
possible that the splits we have observed in BERT are indeed there just by chance. Were the
BERT model retrained we might observe significant differences on different halves, or even
3 Recall

that we interpret the results as: if there is a statistically significant difference between deleting the
half or the 2nd half of the vector, this indicates that information might be localised. If the difference is not
statistically significant, then information is likely not localised.

1st
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on different probing tasks. And while more research is needed to confirm this property in
BERT, our work does reveal somewhat surprising regularities in how GloVe encodes this
information. It seems that GloVe consistently places more informative dimensions in the
first half of the embedding. It is likely that, given the large number of experiments, the
most likely reason for this pattern is that it is caused by experimental variation and is simply
accidental. However, given that it is a consistent and statistically significant signal across
all our deletion experiments, it does makes a potentially interesting topic for future analysis.
A potential hypothesis to explore in future work is that this might be a consequence of the
matrix factorisation methods specific to calculating the GloVe embeddings, which are not
featured in BERT’s architecture.
Finally, while these are significant differences in how BERT and GloVe store information
in their dimension container, this is overall insufficient evidence to claim that these findings
would generalise to other static and contextual encoders, and more research is needed to
confirm such a relationship.
Differences Between Taxonomic and Thematic embeddings In addition to thematic
GloVe and BERT embeddings, in Chapter 5 we have also applied our method to taxonomic
SGNS and GloVe embeddings, and tested them on the taxonomic probing task of hypernymhyponym detection. Having thus examined both ends of the taxonomic—thematic semantics
spectrum to some degree, we shift our perspective again towards a joint discussion of their
differences.
In terms of our semantic probing tasks, our hypernym-hyponym probing experiment has
shown that taxonomic embeddings—both SGNS and GloVe—contain a significant amount
of hypernym-hyponym information in their norms, while their thematic versions do not.
Meanwhile, our IU experiments have shown that thematic embeddings—both GloVe and
BERT—exhibit some correlation between the norm and idiomaticity labels, but our method
cannot confirm that their norm does encode this semantic feature.
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In terms of our non-semantic probing experiments, we have answered a question posed in
Section 5.7: what other types of information are encoded in thematic GloVe embeddings? We
now know that thematic GloVe mainly encodes syntactic information, as well as some word
content information, while BERT on the other hand encodes mainly contextual incongruity
information, as well as some syntactic information.
This seems to suggest that the norm of specialised embeddings can be leveraged to encode
the specialised property—e.g. taxonomic embeddings encoding taxonomic information in
the norm. Meanwhile, given that the thematic embeddings we have used were not in any
way specialised for a specific type of information, the norms of thematic embeddings have
been shown to contain a variety of non-taxonomic information, spanning from surface level,
through syntactic and contextual, with an inconclusive hint of idiomaticity4 .
Notably, the impact of the information present in the norms of thematic embeddings
seems to be far weaker than in taxonomic embeddings5 . Granted, it is likely that this is simply
due to the jump from word-level to potentially less precise sentence-level representations.
However, we ponder the possibility that it might be due to the lack of specialisation in the
thematic embeddings we have used. “Generic” embeddings such as BERT often achieve
state of the art results on many tasks, with no in-domain specialisation. As such, it is possible
that their norm cannot be dedicated to encoding one type of information really well, but is
rather spread more thinly across language domains. Then, instead of a collection of generic
non-taxonomic information, idiomatic usage might be more saliently encoded in the norm
of embeddings that were somehow specialised to encode this type of semantic information.
Analogously, perhaps an encoder specialised to retrieve a sentence’s syntactic structure might
4 With the caveat that the IU results might require a replication experiment based on different datasets to
confirm the finding, we are careful about making sweeping statements here, but consider this to be a sound
basis for further research.
5 Recall that, even while results are statistically significant, there are large differences between the performances of embeddings without any dimension information: taxonomic GloVe achieves an AUC-ROC score
of ⇡0.66 on the hypernym-hyponym task, while the best performing thematic model reaches a score of only
⇡0.56, indicating that more pertinent information is stored in the taxonomic model’s norm.

184

be more inclined to store this information in its norm than a generic BERT or GloVe model
would.
If we accept this as a likelihood, then presumably the opposite should also be true—
specialised embeddings would not use the norm to store information that falls outside of
their domain of “expertise”. Following this reasoning, it would be interesting to investigate
additional questions: Is any general sentence-level linguistic information encoded in the norm
of taxonomic GloVe embeddings? Do they encode the same information as thematic GloVe,
some other information, or none at all, instead focusing on encoding hyponym-hyponym
relations? How do their vanilla iterations perform on general linguistic tasks, compared to
non-specialised embeddings?
While it may seem that we have all the necessary ingredients to perform such a study, we
expect that using the WordNet random walk embeddings created in Chapter 4 to study these
questions would be futile. Given the way they were trained—using pseudo-corpora obtained
via random walks of the WordNet taxonomy—there would be no way for the encoders to
extract any kinds of sentence-level linguistic information, as the pseudo-corpora feature no
natural language morphology or syntax. Performing an evaluation of embeddings on a task
based on predicting linguistic properties of natural sentences would be a misguided attempt
at judging how well apples compare to oranges.
Admittedly, we do acknowledge this as merely an educated guess and cede that empirical
proof is needed to confirm that this would be the case, though we would be quite surprised to
see any additional type of information encoded in the norm of our WordNet random walk
taxonomic GloVe or SGNS embeddings. That said, this is a key dimension we are missing
here in order to make a full empirical comparison of taxonomic and thematic embeddings.
We consider this to be one of a number of limitations of our work, which we discuss in
Section 8.1.
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Probing with noise While the probing with noise method and supplementary analyses have
provided a number of insights into embeddings, most notably that the norm of embeddings
can encode certain types of linguistic information, a common criticism often aimed at
exploratory empirical work, which applies here as well, is one concerning the impact of the
findings. Having shown that some amount of information can be encoded by the vector norm,
the question that often follows is: How is this knowledge relevant to the wider community
and what is the applicability of these findings? While not all, some of the signals discovered
in our work could be considered relatively weak, and given that there also seems to be some
redundancy between dimension and norm information, this rightly puts into question the
relevance and applicability of the results. While they are valid concerns, here we wish to
expand on this discussion and clarify certain finer points.
Most importantly, we reiterate that this is an exploratory, empirical study of the geometric
properties of different types of embeddings. We have extended the existing probing framework and devised a method that allows us to peek deeper into the black box of language
representations, with the goal of expanding our understanding of the way certain models encode information. We believe our results have improved our understanding of the mechanics
of vector space models and provided insights relevant to the domain of model interpretability.
Just as importantly, it has allowed us to reframe our understanding of work in this space,
showing that identifying the information containers relevant for the target information is a
necessary prerequisite step to doing any research on embeddings, whether it be a post hoc
analysis or further experimentation involving one of the information containers.
Following this framework allows us to determine possible confounders and allows for an
awareness of the impact of performing certain operations on vectors, if such operations are a
part of the research. For example, without this awareness, any work involving operations
where vectors are normalised—such as when employing cosine similarity, as discussed in
Section 3.1—could result in unwanted information loss. With our method, it is easier to

186

identify what information is lost, which allows for an informed decision regarding whether
the information loss is relevant to the research at hand. Furthermore, performing research
on things like dimension selection or analysing individual neurons to explore information
encoding in the dimension container, without allowing for this prerequisite step of identifying
where the information is encoded, gives no consideration to the fact that the pertinent
information could be located outside of the studied container. Indeed, certain findings in
related work claim that (morpho)syntactic information is encoded in a subset of dimensions
(Torroba Hennigen et al., 2020; Durrani et al., 2020), but do not give due consideration to the
norm in their settings. With our newfound understanding of the norm’s relevance in encoding
(morpho)syntactic information, it is important to ask whether the information encoded in
this subset of dimensions is the same information that is encoded in the norm. If it is, it
might be possible that there are dependencies between the information containers and that
the performance of the dimensions relies on information encoded in the norm. We caution
that this is a prudent consideration to make, and possibly control for, as not distinguishing
the contribution of the different information containers runs the risk of simply ignoring the
contribution of the norm container, leading to incomplete results interpretation. Even worse,
any novel probe that modifies the dimension container might have a negative impact on the
encoding of information in the norm container, resulting in information loss.
That being said, some might argue that, while significant, some of the signals we have
uncovered are quite weak to be truly relevant and the impact of the information loss would
likely be negligible. However, we argue that finding any recoverable information in the norm
is actually a strong and relevant result, no matter how weak the signal might be. It is a well
known fact that most of the information in an embedding is encoded in the dimensions—
indeed, we have shown that for many tasks all the information is encoded exclusively in
the dimension container and the norm holds no extractable information pertinent to the
task. This is to be expected as this is how vector representations of linguistic units were

187

8.1 Limitations
envisaged in the early days, as each dimension representing some kind of information,
with no consideration for the norm (consider the logic behind one-hot encodings). Next to
anything between 300 and 700 dimension values, there is no reason why the norm should
have to be a relevant property, when we could simply add 1 more dimension if we wished to
expand the capacity of the encoder; in comparison, the contribution of this one additional
norm value seems insignificant. Yet it seems the norm does play at least a subtle role in
encoding information, in spite of the fact that none of the contemporary encoding algorithms
are explicitly designed to store information there. We have shown that a signal can be stored
there, and the way it is used as a storage container seems to depend on an interaction between
the encoder architecture and the type of information that is being encoded. This is a valuable
interpretability finding, regardless of whether it has further applicability.
Regarding the question of applicability, aside from (a) the method offering valuable
interpretability insights and (b) its aforementioned impact on reframing existing and future
research, (c) the finding that the norm is an information container could have relevant applications on model design in the future. There is certainly potential to leverage the knowledge
that embeddings have this seemingly inherent capability of encoding information not just
in dimensions, but also in the norm. We can envisage an application where new encoders
can be designed, or existing encoders modified, to explicitly store suitable information in the
norm container which best corresponds to the linear nature of the norm. This might benefit
embeddings in the sense that it would free up representation space in the dimension container,
in turn making the encodings more streamlined and efficient.

8.1

Limitations

The research presented in this thesis has yielded many insights into how different types of
linguistic information are encoded in embeddings. While valuable on their own merit, our
findings also serve the purpose of validating the newly proposed probing with noise method,
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demonstrating that it can produce relevant insights and can generalise to a number of different
types of embeddings, encoders and probing tasks. To this end, we have cast a wide net and
favoured a broad approach rather than diving too deep into any of the topics presented in the
thesis. All the topics covered here can be pursued in more depth and the research can be
taken further, and as such our work comes with certain limitations, which we acknowledge
and address here.
It is always possible to expand and extend any line of work, and while it is true that
“we could have done more experiments” is not a valid limitation or criticism, it does evoke
an inherent limitation of our research, which suffers from the general limitations of any
empirical work: the work in this thesis measures behaviours on a large number of data points
and attempts to draw conclusions from these measurements. With this always comes the
risk that our conclusions hold only for the datasets on which we measured or the models
which were used to measure, be it embeddings, probes or probing tasks. While our research
scope has been quite broad, encompassing examples of taxonomic, thematic, contextual and
static embeddings, as well as probing for different linguistic domains, there is still a distinct
possibility that our findings might not generalise to other settings. While this issue is more
epistemological in nature than it is specific to our work, it is still worth considering what
other avenues could have been explored, if for no other reason than to inspire new directions
for future work.
Encoders We have only explored some of the historically most popular language encoders.
While we purposefully chose embeddings that represent encodings of different types of
information (i.e. taxonomic vs thematic, contextual vs. static), to truly be able to draw
general conclusions about the way any of these types of embeddings encode information, a
much more comprehensive study would be needed with a sole focus on each encoding type.
The same criticism can be applied to our choice of taxonomic embeddings, which was
anything but trivial. Our experiments examined only one type of taxonomic embeddings—
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ones trained on a pseudo-corpus generated from a WordNet random walk. A number of
variables could have been different in this scenario: we could have chosen a different
algorithm than the random walk, we could have applied the random walk to a different
underlying taxonomy, we could have used a different encoding model other than SGNS
or GloVe, or we could have used any of the other pseudo-corpora that were generated in
Chapter 4 using different hyperparameters, or any combination of the above. Each one of
these variables could have an impact on the experimental results, and all of them are options
that exist in addition to the alternative approach of foregoing the random walk algorithm
completely and instead examining other types of taxonomic embeddings.
As a fortunate consequence of our decision to use only one type of taxonomic embedding
algorithm, our SGNS and GloVe taxonomic embeddings were both trained on the same
pseudo-corpus, meaning that we have controlled for the training data, which gives us confidence that the observed differences are a product of the different encoder architectures. This,
however, cannot be said for our usage of thematic off-the-shelf SGNS, GloVe and BERT
embeddings. A limitation that arises when considering the performance of our thematic
embeddings, which has in part been already discussed in Section 5.6, is that they have been
trained on completely different datasets of dramatically varying sizes and content. To truly
test the impact of their architectures on the probing tasks, the training data based upon
which their word embeddings are generated should be identical between all three encoders.
Certainly, implementing this was not feasible in practice, and using off-the-shelf varieties
provided insight into the functioning of well-known and commonly used embeddings, but it
consequently limits the comparability of their results as we cannot confidently distinguish
whether differences in performance are due to differences in architecture or training data.
Another source of uncertainty stems from the way we generate the sentence embeddings
needed to probe for sentence-level information. All the encoders we have used, be it
taxonomic, thematic, contextual or static, generate word-level embeddings. In Chapters 6 and
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7 we opted for averaging the word embeddings in each sentence, also known as mean pooling,
as this is one of the most popular ways to generate sentence representations. However, there
are other known approaches available to choose from, such as max pooling and min pooling,
where we extract the most salient features from every word embedding dimension by taking
the maximum or minimum value along each dimension of the word vectors in the sentence
to generate a sentence representation (Shen et al., 2018). When it comes to BERT, additional
options are available, such as taking the CLS token representation, which is BERT’s own
sentence representation. Finally, in BERT we averaged the representations from the final
layer, but we could have taken embeddings obtained from other layers as well.
Probes

Throughout our host of experiments, we have consistently used only one probing

classifier, an off-the-shelf MLP implementation using its default parameters. This was done
consciously, in order to avoid adding another variable to our experimentation and thereby
increasing the complexity of our experiments. However, as already pointed out in Section
3.1, the probe used for our method needs to be able to take a global view of the input features
in order to have access to the norm container. When applying our method, we need to
remain conscious that not all probes will be able to distinguish between the two information
containers. This might be especially important in light of the ongoing discussion about
information extractability in the literature as presented in Chapter 2, which aims to judge a
probe’s ability to extract information from an encoding. As we have not tested whether our
method is able to provide a stronger or weaker signal using other kinds of probing classifiers,
or whether it would provide a signal at all, we cannot claim that our method generalises to
other probes. However, even in the case where the probe cannot inherently access the norm
container, this can be worked around by simply adding the norm value to the vector explicitly,
before giving it to the probe for training. In any case, a relevant avenue of research would be
to explore different probing classifiers, or to design different probes altogether.
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Tasks

In our work we have sampled a wide array of probing tasks that represent a number

of language domains, in an attempt to identify the types of linguistic information that can
be encoded in the norm. However, the same criticism that applies to our choice of encoders
can be applied to our chosen set of probing tasks: for our results to truly be representative
of any given language domain, we would need a comprehensive study with a sole focus
on syntax, semantics, morphology etc. But even beyond such deep dives into the distinct
language domains, the probing tasks that we have introduced ourselves also come with certain
limitations, which we have in part discussed previously, but reiterate here for completeness.
The hypernym-hyponym probing task introduced in Chapter 5 was constructed to represent the underlying taxonomy and the relations between hypernym-hyponym pairs. However,
WordNet’s vocabulary, on which the probing dataset is based, is indeed quite small, and an
MLP is a powerful probe with the capability to memorise data points. Even though we have
gone to some lengths to avoid possible confounders and the risk of lexical memorisation,
given the generally high performance of the vanilla classifiers we wonder whether there is still
a chance that the probe might have simply memorised the individual word embeddings, rather
than learning the hypernym-hyponym relations between word pairs. There is not much more
we could have done, aside from hand-picking the candidates and making sure that a given
lemma never appears in both the train and test set to avoid memorisation. However, even if
we had done this, it is not clear whether that would have helped or created an unnecessarily
biased dataset: given that the probe’s inputs are made up of hypernym-hyponym pairs, many
lemmas will be co-appearing in both the hypernym and hyponym role. Cleanly separating
the dataset using this criterion might create a severely skewed train and test sample, where a
balanced split might not even be impossible to achieve.
Meanwhile, the limitations of the idiomatic usage probing task have been discussed at
length in Section 6.5. When taken together with the post hoc analysis, the findings from this
dataset seem confusing and inconsistent with the findings observed on other datasets. Even if
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the results were not inconclusive, they might not generalise to other idiomatic expressions
that are not verb-noun combinations. Of course, it is easy to say in hindsight that we should
have chosen a more suitable dataset. However, at the conception of this work not as many
datasets were freely available—several of the larger datasets mentioned in Chapter 6 have
been released in the past 2 years, when our work was already underway—and we chose this
particular subset of idiomatic expressions because we wanted to work on an existing dataset
already used in the literature so that we had previous work to compare against. Yet there exist
many other types of verbal multi-word expressions, let alone non-verbal idiomatic phrases. A
more exhaustive dataset would have to be curated for a more thorough and general analysis
of idiomaticity as such, rather than just idiomaticity of VNCs.
Post hoc analysis When it comes to our probing with noise method, it offers a clear starting
point from which further expanded and more targeted post hoc experiments can be done.
We have exemplified this with dimension deletion experiments and a Pearson correlation
study, which was an obvious first choice for the post hoc analysis of the norm. However, it is
important to be aware that the Pearson test comes with the limitation of only describing linear
relationships, whereas it is possible that connections between variables can be non-linear.
Fortunately we have not encountered instances where this would be the case in any of our
experiments (i.e. a scenario where the MLP probe detects a signal in the norm, but the
Pearson correlation on the same task is ⇡0), but we do acknowledge that more appropriate
statistical tests can be performed. While we have shown that even this limited correlation
test, as well as a coarse-grained dimension deletion experiment can provide valuable insights,
so much more can be done to study both the norm and the dimension container, and here we
have just barely scratched the surface.
Finally, we stress that we stand by all the choices we have made, as they have all been
made in a sound, informed and methodologically consistent manner, and all the resulting
experiments have significantly contributed to the thesis as a whole. However, we did wish
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to highlight just how many choices have been made along the way, and how the number of
alternative paths grows exponentially the further back up the decision tree we look. While
there is nothing fundamentally wrong about the work that has been carried out, each choice
could have made for a drastically different suite of experiments and could potentially have
yielded different results. In fact, we find this to be a very strong and exciting motivator for
future work, as this long list of “missed opportunities” only goes to show how young and
rich this research area still is and how many more avenues there are to explore, with new
insights waiting to be uncovered.

8.2

Future Work

While the research presented in this thesis has provided many insights into how different
types of linguistic information are encoded in embeddings, certain questions still remain
open. The high modularity of our probing with noise method and its proven applicability
to a wide array of different probing tasks suggests a high likelihood that swapping in other
models and tasks would produce valid results and provide the types of insights we have
presented in the thesis. Rather than lamenting what could have been, we take inspiration
from the limitations section and consider a number of potentially fruitful avenues that can
be pursued in future work, suggesting a series of experiments that will test how our method
applies to a number of different permutations of its pipeline.
1. A host of studies focused on embedding algorithms

As stated in the previous section,

a comprehensive study with a sole focus on a given encoding type is needed to make general
conclusions about how a certain type of embedding encodes information. Given their current
prominence, a study of contextual encoders would be an appropriate starting point, for
example comparing different architectures such as BERT, ELMo and XLNet. Another
pertinent research direction is to be even more fine-grained and run a study comparing a
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number of BERT’s direct derivatives like ALBERT (Lan et al., 2019), BART (Lewis et al.,
2020), DistilBERT (Sanh et al., 2019) and RoBERTa (Liu et al., 2019b), among others, thus
contributing novel insights to the growing field of BERTology (Rogers et al., 2020).
On the other hand, we would also be keen to study other types of taxonomic embeddings
that are not based on a WordNet random walk (such as Poincaré embeddings (Nickel and
Kiela, 2017), Embedding of Semantic Predications (Cohen and Widdows, 2017) or Personalised PageRank-based algorithms (Agirre et al., 2010)). Measuring their performance on
our hypernym-hyponym probing task would provide solid insight into how taxonomic information can be encoded in embeddings. Furthermore, while we do not expect groundbreaking
results, we are keen to complete the missing puzzle piece and apply our method to taxonomic
embeddings on the non-taxonomic linguistic probing task datasets introduced by Conneau
et al. (2018), to see whether any non-taxonomic sentence-level information is present in their
norm, or indeed anywhere in the vectors at all.
On a related note, we are also interested in investigating the performance of thematic
embeddings on word-level probing tasks, as well as devising a sentence-level taxonomic task
on which we can evaluate our taxonomic embeddings. This brings us to the next general line
of work we would like to see studied in the future: expanding the application of our method
to a wider variety of tasks.
2. A host of studies focused on other semantic probing tasks Given that the question
whether idiomaticity can be encoded in the norm remains open, we are quite keen to find an
answer. To begin improving the work in this space, we propose starting with updating the
VNC-tokens dataset for idiomatic usage, which has proven to be a somewhat underwhelming
resource for idiomaticity probing. What is needed is a deep review and cleaning of the
existing annotations, aligning the dataset with the PARSEME annotation guidelines and
sourcing additional examples of sentences containing idiomatic and literal examples of the
VNCs in the dataset, with the aim of improving the balance of idiomaticity labels. If at all
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possible, it would be wise to also attempt to control for sentence length, as this could be a
confounding factor. This line of work would certainly improve the quality of the dataset,
which could be released as version 2.0, specially curated to be a probing task dataset.
Furthermore, we would be very interested in widening the scope of idiomatic expressions
that are studied in the probing literature. To this end, we can do two things: (a) create
an amalgam of all existing idiom datasets in order to increase training size and apply our
method to probe for a very general encoding of idiomaticity, or (b) apply our method to
different datasets individually in order to see whether there are any regularities or perhaps
differences in the ways different kinds of idiomatic phrases are encoded in vector space. To
take this a step further, we would be interested to expand the use and availability of semantic
probing tasks beyond idiomaticity or taxonomic information. Avenues are plentiful, while
more interesting ones include tasks like metaphor prediction, polysemy detection and word
association datasets.
It is also worth considering that most encoders are trained on standardised corpora, often
web content and news text (e.g. the Google News dataset used to train the word2vec model
described in Section 5.3), where the frequency of idiomatic language use is relatively low.
However, many natural language texts come from the domain of fiction, where the literary
language is highly poetic, idiomatic and often allegorical. In such texts, the frequency of
idiomatic language use is significantly higher, yet most dataset and models do not explicitly
account for this. Thus another research avenue presents itself in training embeddings on
literary texts and probing them on a multitude of idiomatic usage and metaphor prediction
datasets, comparing their behaviour and performance to embeddings trained on more standard
corpora.
Finally, as part of our efforts to include other datasets, we consider the merits of adding
another dimension to our line of work by adopting a cross-lingual perspective. So far we
have only applied our method to English datasets, yet it would be extremely informative and
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beneficial to study its application to probing datasets in other, more typologically diverse
languages (Bender, 2019). This includes using existing multilingual embeddings and probing
datasets, as well as developing and publishing new ones. The latter would especially benefit
the NLP landscape of low-resourced languages like Croatian and Irish, which we take
personal interest in. Findings based on cross-lingual comparisons would certainly bring more
complexity to the table, but would also result in valuable and more nuanced insights.
3. Additional post hoc analyses There are further post hoc analyses we can run based
on the datasets we have presented in this thesis, mainly focused on identifying where in
the dimension container the relevant information is encoded, with an aim of being more
precise and less coarse-grained than our dimension deletion experiments have shown to be.
We propose a series of post hoc analyses in order to achieve this: by considering vector
dimensions as being feature vectors, we can perform statistical analyses typical for standard
machine learning pipelines to check whether certain dimensions are correlated.
This includes tests such as collinearity analysis which can help determine correlations
between individual dimensions. We can also perform clustering over the feature vectors, in
an attempt to identify which dimensions correspond to the class labels and whether there
might be any outliers (particularly relevant for the dubious idiomatic usage dataset). We can
also quantify such differences by calculating pairwise cosine similarity scores6 for instances
in our dataset to measure the similarities between idiomatic and literal instances. Finally,
we can apply dimensionality reduction techniques and principal component analysis to help
identify relevant dimensions, and we can train a new probing classifier on the resulting
representations in order to examine how such changes impact the probe’s performance. Such
exploratory approaches would allow us to more precisely identify where in the embedding
idiomaticity is encoded and how it affects the various aspects of the feature vectors.
6 As

here we would be interested only in information encoded in the dimension container, a cosine similarity
calculation is appropriate. If we wished not to lose the information encoded in the norm, then we would need to
forego the normalisation step and just calculate the dot product.
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We note that this line of work is parallel to the research of Torroba Hennigen et al. (2020)
and Durrani et al. (2020), among others, and we suspect that adopting their approaches and
applying it to our datasets would also yield relevant insights. Indeed, this would make for an
interesting replication experiment, and a comparison of results obtained in this replication
study with the statistical analyses described in the previous paragraph would help validate
the findings.
Furthermore, we can design probing with noise scenarios that are specialised for diagnosing linguistic confounding factors. Framing a subsequent iteration of probing with noise
experiments as a post hoc analysis could help us determine, for example, whether information
encoded in the norm of idiomatic and literal sentence embeddings indeed corresponds to
idiomaticity, or perhaps some other linguistic signal. To obtain this insight, we can annotate
sentences from the IU dataset for some other linguistic property and use the sentences with
idiomatic phrases as training data for this other linguistic probing task. As an example, the
simplest one to execute would be sentence length—we can automatically attach sentence
length annotations to each sentence in the VNC tokens dataset and then use the IU sentence
embeddings to predict their length. Then we can see if any of them reveal that sentence
length information is encoded in the norm of the vectors. If found to be true, this might help
us identify that particular type of linguistic information as a confounder of idiomatic usage
information. With some additional annotation work, we could perform the same study for
any of the other linguistic categories. While this is mainly useful for the idiomatic usage and
hypernym-hyponym datasets, as the datasets published by Conneau et al. are decorrelated
and have accounted for most confounders, conceptually it is a useful tool to keep in our
arsenal.
4. Identifying the linguistic signal Finally, we would like to pursue the line of work we
have set up earlier in this chapter: after running further idiomaticity experiments, regardless
of whether idiomaticity turns out to be encoded in the norm or not, what we can already
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state with certainty is that our experiments and related literature indicate that embeddings
do contain some notion of idiomaticity, however imperfect (Garcia et al., 2021). On a more
abstract level, we would be interested to use our framework to identify the linguistic signal
that the encoders use to model this semantic phenomenon.
We plan to implement a series of experiments that will help us identify which linguistic
signal is contained in the input sentences that is being encoded in the sentence embeddings
and in turn picked up by the probe to classify sentences with idiomatic or literal usage. In
staying true to our method, we would approach this issue by introducing noise into the
pipeline. Rather than introducing it into the embeddings, we will introduce noise into the
dataset.
Based on the assumption that there is a quantifiable linguistic signal present in a sentence
containing an idiomatic phrase that indicates whether there is idiomatic usage or not, we
hypothesise on what that signal might be, and then modify the sentence to introduce noise in
such a way as to disrupt that signal. We would train sentence embeddings and probe them on
the same task to see whether their performance drops. If it does, this means we have identified
a type of linguistic noise that interferes with the model’s encoding of idiomaticity, in turn
identifying what the signal actually is. While our interests are in the space of semantics,
so naturally we choose a semantic task for this, conceptually this approach can be applied
to any type of linguistic information, all it requires is a good set of adversarial, disruptive
interventions in the datasets.
Similar work in this direction has already been done: Nedumpozhimana and Kelleher
(2021) run a set of masking experiments on BERT, testing the assumption that the surface
form of idiomatic phrases is the signal for predicting idiomaticity—by masking the surface
forms, they remove this signal, and use the results to analyse where in a sentence idiomatic
information is taken from. Similarly, we offer another noise candidate: artificial perplexity.
Our experiment would be based on the assumption that, rather than surface forms, contextual
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incongruity7 is the relevant signal for encoding idiomaticity. If we replace idiomatic phrases
with highly infrequent non-idiomatic words that are simply out-of-context, this could impact
contextual incongruity in a similar fashion an idiomatic phrase does. If introducing such
noise does not have an effect on the performance of the probe, then that confirms that the
embedding models can pick up on contextual incongruity and directly encode that in the
representations.

7 Assuming

that incongruity can be measured as high perplexity, hence the name “artificial perplexity”.
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Chapter 9
Conclusion
We have stated a number of research questions in the introduction to the thesis, as our aim
during the course of the PhD was to address the following issues:
• Q1: How are different types of linguistic information encoded in embeddings?
• Q2: Is the vector norm of embeddings capable of encoding certain linguistic properties?
• Q3: What is the interaction between different types of embeddings and the way they
encode linguistic properties?
Notably there is significant overlap between the three questions and many of our individual efforts to answer them often address more than one issue at a time. Hence, in
order to provide the insights necessary to answer these questions, we have made a number of compounding research contributions that fall on the intersection of three fields of
study—semantics, embeddings and probing.
One of the main contributions of this thesis is the development of a methodological extension of the probing framework which we call probing with noise. An extensive experimental
evaluation provides evidence that supports the viability of the method, showing that it can
generalise to a number of different types of embeddings, encoder architectures and probing
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tasks. The method reveals the existence of separate information containers in embeddings at
both the word and sentence level, demonstrating that linguistic information encoded between
the dimensions and the norm can be redundant, but also supplementary, and, most strikingly,
that the norm is able to contain information that the dimensions do not. We also show that the
method can act as a kind of presupposition test for any structural investigation of embeddings,
as it provides insight into where in the embeddings certain linguistic information is contained.
Once this is established, it can facilitate a number of post hoc experiments and analyses can
be performed to better understand the nature of information encoded in embeddings.
The development of the method thus answers Q1 as it helps us understand how different
types of linguistic information are encoded in embeddings. In showing that the norm is able
to contain information that the dimensions do not, our work answers Q2. The method also
offers a framing of targeted structural analyses as post hoc experiments, which allow for a
better understanding of the nature of information encoded in embeddings, thus opening the
door towards addressing Q3, showing that different encoders use the norm to store different
amounts of information, as well as that a certain amount of redundancy exists between norm
and dimensions, as well as within the dimensions themselves.
In addition to structural properties of embeddings, all three research questions are concerned with the types of linguistic information and linguistic properties that embeddings can
encode. We have made a number of contributions that illuminate these issues by studying the
taxonomic and thematic dimensions of semantic information. To facilitate this comparison
we have trained taxonomic word embeddings that are trained on WordNet random walk
pseudo-corpora. This has allowed us to expand our understanding of the random walk
algorithm and the relationship between the structure of the underlying knowledge graph,
the properties of the pseudo-corpora generated from the graph, and the performance of the
embeddings trained on these pseduo-corpora, showing that some pseudo-corpora derived
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from WordNet’s taxonomy resemble natural corpora at a statistical level. In addition, the
pseudo-corpora and embeddings have also been made publicly available.
We also used our probing with noise method to study the differences between our taxonomic embeddings and off-the-shelf thematic embeddings, and for this purpose developed
a new semantic probing task for hypernym-hyponym prediction. Applying our method on
this dataset has shown that, while the majority of the relevant information is encoded in
the dimensions of both taxonomic and thematic embeddings, only taxonomic embeddings
carry the information pertinent to the hypernym-hyponym task in their norm, indicating
that the role of the norm can be determined by the embedding training data, rather than the
embedding model architecture. In terms of additional structural insights into embeddings, we
have found that when it comes to the vector space of our taxonomic embeddings, hypernyms
are positioned further away from the origin of the space than hyponyms are.
In order to also study differences between two different types of thematic embeddings—
contextual and static—we repurposed an existing idiom dataset for a probing task of idiomatic
usage prediction to be used as a thematic semantic probing task. We have found that a probe
trained on a contextual encoder is better than a static encoder at predicting the task. However,
our method indicates that idiomaticity is not encoded in either of the encoders’ norms, in
spite of the fact that a post hoc analysis shows that the norm of sentences containing idiomatic
usage is shorter, meaning they are located closer to the origin of the space relative to sentences
with literal usage. Compounding these inconsistent results, we have observed a number of
inconsistent and unexpected behaviours on this task that indicate that the dataset itself has
some limitations that might affect our probe’s performance. However, in repurposing the
dataset to be used as a probing task, we have established a number of strong guidelines as
to what properties a general idiomatic usage probing task train and test split should reflect,
which can inform future work on the topic.
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Finally, we have applied our method to ten additional tasks that represent a wider selection
of language domains beyond semantics, such as surface information, morphology, syntax and
contextual incongruity. We have found that on most language tasks the vast majority of the
relevant information is encoded in the dimension values, but can sometimes be supplemented
with information from the norm. Which type of information is encoded in such a way seems
to be dependent on the encoder, as different encoders have been shown to store different
types of information in the different containers. We have thus learned that, true to its name, a
contextual encoder mainly encodes contextual incongruity information in the norm, while
a static encoder mainly uses it to store syntactic and surface level information. We have
also learned about the ways these properties are encoded in the vector space: the deeper
the syntactic parse tree, the further away the sentence is positioned from the origin by a
static encoder, while in a contextual encoder sentences containing contextual incongruity are
located closer to the origin.
In terms of differences between contextual and static encoders, in addition to identifying
which types of information they encode in which container (i.e. syntactic vs contextual),
we have also found that there are differences in how information tends to be localised in
their respective dimension containers: both encoders exhibit a certain degree of information
localisation in their dimension container, with a possible preference for certain dimensions
to hold certain information, and there seems to be a high degree of information redundancy
across the dimensions in a vector, not just between the dimensions and the norm. GloVe
exhibits a blanket preference for the first half of the vector dimensions, and BERT shows
localisation tendencies only for certain language tasks.
In conclusion, we have performed an exploratory, empirical study of the geometric properties of different types of embeddings. We have extended the existing probing framework and
devised a method that allows us to peek deeper into the black box of language representations.
By performing a systematic exploration of the importance of the vector norm in encoding
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different types of linguistic phenomena in different embedding models, we have expanded
our understanding of the structural properties of certain models and the way they encode
information. While our findings contribute to insights relevant to the domain of model
interpretability, an equally relevant takeaway is that our method provides the type of insight
that can facilitate more principled approaches to structural research on embeddings. By
identifying the information containers that are relevant for encoding the target information,
the method allows us to explicitly test our presuppositions regarding the location of the
relevant information in embeddings, thus making our method a necessary prerequisite step to
doing structural analysis, and allowing us to make considerations about how a given vector
modification might impact the information containers.
Probing with noise can provide new perspectives and broaden our understanding of
embeddings. However, our work is by no means exhaustive: further, deeper and expanded
applications of the method, such as exploring a host of other representations, different
pooling strategies or tracking behaviour across embedding layers, exploring word-level tasks
or folding in additional datasets, are all fruitful avenues for future work. Fortunately, the
method is robust enough to be applied to any encoder and any dataset, whether it is at the
word or sentence level, which will allow for streamlined and systematic further study. This
type of analysis can lead us towards providing insight into the language signals that the
encoders use to recognise the presence of linguistic phenomena, informed by the different
types of information that different encoders store in their respective geometric components.
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Appendix A
Pearson Correlation Analysis of L1 and
L2 Normalised Embeddings
Table A.1 presents an extended Pearson correlation analysis that includes correlations between
class labels and the norms of L1- and L2-normalised vectors, in addition to vanilla vectors
and vectors with ablated norm information using our noising function as described in Section
3.3.2.
As supported by Goldberg (2017, page 117), the results show that normalising the vectors
removes information encoded in the norm. This does seem to come with a caveat, though:
normalisation only removes information from the same order norm as the normalisation
algorithm. We can observe this in the table: applying an L1 normalisation algorithm to
the vectors seems to completely remove any information encoded in the L1 norm, as the
correlation drops to ⇡ 0. The same happens to the correlation with the L2 norm when
applying L2 normalisation. However, surprisingly, it seems that a given normalisation
algorithm impacts the other norm as well. For example, in the BS task L2 normalisation
nullifies the L2 norm’s correlation with the class labels, but in turn strengthens that correlation
for the L1 norm, which intensifies from -0.39 to -0.44. On the other hand, L1 normalisation
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causes the same strengthening of correlation in the L2 norm, but also changes the sign—the
L2 norm’s correlation with BS class labels increases from -0.32 to 0.43.
Additionally, the L1 norm has a stronger correlation with the class labels than the L2
norm in all tasks except IU for BERT, and CI and TD for GLOVE, where the opposite is
true. This shows that while both norms correlate with some class labels, the degree in which
they do differs, indicating the information they encode is slightly different, and that there is
incomplete overlap between what, or how much, the two norms encode.
This shows that on certain tasks, not only is the other norm unaffected by a normalisation
procedure, but its correlation with the task labels increases. We observe this to varying
degrees in SL, ON, TE and BS. Furthermore, while the correlation weakens in SOMO and IU,
it still exhibits the latter behaviour—the sign changes when the vectors are L1 normalised,
but not when they are L2 normalised. This is prevalent across all datasets, even in cases
where the correlation between norm and class labels is ⇡0.
This analysis supports our decision from Section 3.3.2 to use a different noising function
to remove information from the norm container, as only the vectors with fully ablated norms
have an ⇡0 correlation with both the L1 and L2 norms.
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Task

SL

SN

ON

TE

TD

CIN

BS

SO
MO

IU

Vectors
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm
Vanilla
L1 Normalised
L2 Normalised
Abl. norm

GloVe
L1
L2
-0.7278 -0.3758
-0.0013 0.7161
-0.7027 0.0001
-0.1893 -0.0025
0.0360 0.0268
0.0028 -0.0228
0.0255 -0.0019
0.0036 -0.0033
0.0013 0.0008
-0.0016 0.0048
-0.0004 -0.0015
0.0009 0.0013
-0.1152 -0.0571
-0.0020 0.1040
-0.1071 -0.0006
-0.0317 -0.0007
-0.0817 0.1908
0.0005 0.3133
-0.3159 -0.0026
-0.0665 0.0016
-0.0019 -0.0094
0.0000 -0.0062
0.0065 0.0064
0.0029 0.0018
0.0040 0.0002
-0.0015 -0.0048
0.0056 -0.0019
0.0022 0.0006
-0.0464 -0.0222
0.0031 0.0401
-0.0392 -0.0014
-0.0105 0.0000
-0.2231 -0.1786
-0.0019 0.1540
-0.1317 0.0137
-0.0074 0.0276

BERT
L1
L2
-0.1564 -0.1039
0.0032 0.2195
-0.2223 0.0001
-0.0417 -0.0013
0.0071 0.0146
-0.0010 0.0087
-0.0086 -0.0003
-0.0035 -0.0021
-0.0736 -0.0583
-0.0015 0.0892
-0.0901 0.0037
-0.0181 -0.0010
-0.0542 -0.0413
-0.0023 0.0659
-0.0691 -0.0018
-0.0116 0.0010
-0.0415 -0.0251
0.0021 0.0645
-0.0652 0.0000
-0.0163 -0.0045
-0.0755 -0.0638
-0.0047 0.0846
-0.0850 0.0034
-0.0152 -0.0015
-0.3866 -0.3238
0.0004 0.4333
-0.4357 0.0024
-0.0978 -0.0005
-0.2414 -0.2305
0.0035 0.2213
-0.2219 0.0023
-0.0420 0.0021
-0.1490 -0.1756
-0.0241 0.0932
-0.0924 0.0125
-0.0397 -0.0167

Table A.1 Pearson correlation coefficients between the class labels and vector norms for
vanilla vectors, L1 and L2 normalised vectors, as well as vectors with ablated L2 norm
containers.
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