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Abstract—We analyze the performance of a linear-equality-
constrained least-squares (CLS) algorithm and its relaxed 
version, called rCLS, that is obtained via the method of 
weighting. The rCLS algorithm solves an unconstrained least-
squares problem that is augmented by incorporating a weighted 
form of the linear constraints. As a result, unlike the CLS 
algorithm, the rCLS algorithm is amenable to our approach to 
performance analysis presented here, which is akin to the energy-
conservation-based methodology. Therefore, we initially inspect 
the convergence properties and evaluate the precision of 
estimation as well as satisfaction of the constraints for the rCLS 
algorithm in both mean and mean-square senses. Afterwards, we 
examine the performance of the CLS algorithm by evaluating the 
limiting performance of the rCLS algorithm as the relaxation 
parameter (weight) approaches infinity. Numerical examples 
verify the accuracy of the theoretical findings. 
 
Index Terms—Adaptive signal processing; linearly-constrained 
adaptive filtering; method of weighting; performance analysis; 
recursive least-squares. 
 
I. INTRODUCTION 
INEARLY-CONSTRAINED adaptive filtering, whereby the 
adaptive filter coefficients are estimated subject to linear 
equality constraints, finds application in a wide range of areas 
such as spectral analysis, antenna array processing, spatial-
temporal processing, blind multiuser detection, and linear-
phase system identification. The constraints are generally 
deterministic and usually stem from prior knowledge of the 
underlying system, e.g., directions of arrival in array 
processing, spreading codes in blind multiuser detection, and 
linear phase in system identification. Moreover, in some 
applications, imposing particular linear equality constraints on 
the parameter estimates can provide specific advantages such 
as improving robustness of the estimates and obviating a 
training phase [1]-[3]. 
In [4], the first linearly-constrained adaptive filtering 
algorithm, called constrained least mean-square (CLMS), was 
proposed. It was initially conceived as an adaptive linearly-
constrained minimum-variance filter for antenna array 
processing [2]. The CLMS algorithm is a stochastic-gradient-
descent algorithm. It is simple and has a relatively low 
computational complexity [31]-[35]. However, it converges 
slowly, especially with correlated input. The constrained fast 
least-squares (CFLS) algorithm proposed in [5] converges 
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faster than the CLMS algorithm but at the expense of 
increased computational complexity. A reduced-complexity 
but relaxed-constrains equivalent version of this algorithm has 
been proposed in [6], [7]. A recursive linearly-constrained 
total least-squares algorithm has been proposed in [8]. The 
constrained conjugate gradient, constrained affine projection, 
and constrained line-search algorithms, proposed in [9], [10], 
and [11], respectively, are also among other important 
linearly-constrained adaptive filtering algorithms. 
An alternative way of realizing adaptive linear-equality-
constrained estimation is to use the generalized sidelobe 
canceler (GSC) in conjunction with a conventional adaptive 
filtering algorithm [12]. This method requires multiplication 
of the input vector by a blocking matrix that is orthogonal to 
the constraint matrix, at each iteration. As a result, it is 
computationally more demanding than the direct-form 
linearly-constrained adaptive filtering algorithms, e.g., CLMS 
and CFLS, which have the constraints integrated into their 
update equations. Householder-transform constrained adaptive 
filtering [13] is an efficient implementation of the GSC that 
takes advantage of the efficiency of the Householder 
transformation to alleviate the computational complexity. It is 
shown in [14] that the GSC using the recursive least-squares 
algorithm is in fact mathematically equivalent to the CFLS 
algorithm. 
Update equations of the linearly-constrained adaptive 
filtering algorithms are typically much more complicated than 
those of their unconstrained counterparts. Therefore, analyzing 
the performance of linearly-constrained adaptive filters is 
often very challenging. In [7], we applied the method of 
weighting [15] to convert the constrained least-squares (CLS) 
estimation problem to a new least-squares problem that is 
seemingly unconstrained while embedding the constraints in a 
relaxed manner. We achieve this by introducing a relaxation 
parameter (weight) and incorporating the constraints into the 
constraint-free form of the original least-squares problem. The 
solution of the resultant least-squares estimation problem is a 
relaxed CLS (rCLS) estimate that can be made arbitrarily 
close to the CLS estimate by increasing the weight. The CLS 
estimate is derived from the original CLS problem by applying 
the method of Lagrange multipliers. In [7], we also developed 
a low-complexity implementation of the rCLS algorithm 
employing the dichotomous coordinate-descent (DCD) 
iterations [16]-[18]. 
The rCLS algorithm in fact treats the equality constraints as 
extra measurements with certainty quantified by the weight. 
Such a treatment can be of practical significance, particularly 
when the parameters of the equality constraints are not 
precisely known [30]. The rCLS algorithm can be considered 
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as a generalized case of the CLS algorithm in the sense that it 
turns into the CLS algorithm when the weight tends to infinity. 
Moreover, the update equation of the rCLS algorithm is 
substantially more tractable than that of the CLS algorithm or 
any variant of it such as the CFLS algorithm, as far as 
performance analysis is concerned. 
In this paper, we analyze the performance of the rCLS 
algorithm by adopting an approach motivated by the energy 
conservation arguments [19]-[21]. Then, we study the 
performance of the CLS algorithm by examining the analysis 
results of the rCLS algorithm when the value of the weight is 
sufficiently large to make the rCLS and CLS estimates 
identical. This is theoretically accomplished by computing the 
limits as the weight goes to infinity. In consequence, we gain 
valuable insights into the performance, i.e., convergence 
properties and estimation accuracy, of the CLS algorithm in an 
indirect way while any direct way appears to be formidable. 
The presented analysis also sheds light on the useful trade-offs 
offered by the rCLS algorithm in terms of convergence speed, 
estimation accuracy, and satisfaction of the constraints. 
II. ALGORITHMS 
Consider a linear system with an unobservable parameter 
vector 𝐡 ∈ ℝ𝐿×1 that at each time instant 𝑛 ∈ ℕ relates an 
input vector 𝐱𝑛 ∈ ℝ
𝐿×1 to an output scalar 𝑦𝑛 ∈ ℝ through 
 𝑦𝑛 = 𝐱𝑛
⊤𝐡 + 𝑣𝑛 (1) 
where 𝑣𝑛 ∈ ℝ is noise and 𝐿 ∈ ℕ is the system order. A least-
squares adaptive finite-impulse-response filter whose tap-
coefficients are denoted by 𝐰𝑛 ∈ ℝ
𝐿×1 is used to estimate 𝐡 
from the observable input-output data. Additionally, at every 
iteration, 𝐰𝑛 is required to satisfy a set of 1 < 𝐾 < 𝐿 linear 
equality constraints such that 
 𝐂⊤𝐰𝑛 = 𝐟 (2) 
where 𝐂 ∈ ℝ𝐿×𝐾 is the constraint matrix and 𝐟 ∈ ℝ𝐾×1 is the 
response vector. 
Formally, we have 
 
𝐰𝑛 = arg min
𝐰
‖𝐲𝑛 − 𝐗𝑛
⊤𝐰‖2 
subject to 𝐂⊤𝐰 = 𝐟 (3) 
where 
𝐗𝑛 = [𝜆
(𝑛−1) 2⁄ 𝐱1, 𝜆
(𝑛−2) 2⁄ 𝐱2, … , 𝜆
1 2⁄ 𝐱𝑛−1, 𝐱𝑛], 
𝐲𝑛 = [𝜆
(𝑛−1) 2⁄ 𝑦1, 𝜆
(𝑛−2) 2⁄ 𝑦2 , … , 𝜆
1 2⁄ 𝑦𝑛−1, 𝑦𝑛]
⊤
, 
‖∙‖ denotes the Euclidean norm, and 0 ≪ 𝜆 < 1 is a forgetting 
factor. Define the exponentially-weighted input covariance 
matrix as 
 
𝚽𝑛 = 𝐗𝑛𝐗𝑛
⊤ 
= 𝜆𝚽𝑛−1 + 𝐱𝑛𝐱𝑛
⊤ 
(4) 
and the exponentially-weighted input-output cross-covariance 
vector as 
 
𝐩𝑛 = 𝐗𝑛𝐲𝑛 
= 𝜆𝐩𝑛−1 + 𝑦𝑛𝐱𝑛. 
(5) 
Solving the constrained minimization problem in (3) using the 
method of Lagrange multipliers results in [5] 
 𝐰𝑛 = 𝚽𝑛
−1𝐩𝑛 + 𝚽𝑛
−1𝐂(𝐂⊤𝚽𝑛
−1𝐂)−1(𝐟 − 𝐂⊤𝚽𝑛
−1𝐩𝑛). (6) 
We call (4)-(6) the constrained least-squares (CLS) 
algorithm. In [5], a low-complexity recursive implementation 
of this algorithm, termed the CFLS algorithm, is devised 
utilizing the Sherman-Morrison formula [22] and the 
stabilized fast transversal filter of [23]. 
Relaxing the constrained optimization problem of (3) using 
the method of weighting [15], yields 
𝐰𝑛 = arg min
𝐰
‖[
𝐲𝑛
𝜇1/2𝐟
] − [
𝐗𝑛
⊤
𝜇1/2𝐂⊤
] 𝐰‖
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where 𝜇 ≫ 1 is the relaxation parameter that we will refer to 
as the weight. As a result, 𝐰𝑛 can alternatively be computed as 
 𝐰𝑛 = (𝚽𝑛 + 𝜇𝐂𝐂
⊤)−1(𝐩𝑛 + 𝜇𝐂𝐟). (7) 
We call (4), (5), and (7) the relaxed CLS (rCLS) algorithm. 
Using the matrix identities [27], [28] 
 
(𝕬 − 𝕭𝕯−1𝕮)−1 = 𝕬−1
+ 𝕬−1𝕭(𝕯 − 𝕮𝕬−1𝕭)−1𝕮𝕬−1 (8) 
and 
(𝕬 + 𝕭𝕮)−1𝕭 = 𝕬−1𝕭(𝐈 + 𝕮𝕬−1𝕭)−1 
along with considering that 
lim
𝜇→∞
𝜇−1𝐈 + 𝐂⊤𝚽𝑛
−1𝐂 = 𝐂⊤𝚽𝑛
−1𝐂, 
we have 
 
(𝚽𝑛 + 𝜇𝐂𝐂
⊤)−1𝐩𝑛 
       = [𝚽𝑛
−1 − 𝚽𝑛
−1𝐂(𝜇−1𝐈 + 𝐂𝑇𝚽𝑛
−1𝐂)−1𝐂𝑇𝚽𝑛
−1]𝐩𝑛 
= [𝚽𝑛
−1 − 𝚽𝑛
−1𝐂(𝐂𝑇𝚽𝑛
−1𝐂)−1𝐂𝑇𝚽𝑛
−1]𝐩𝑛 
(9) 
and 
 
(𝚽𝑛 + 𝜇𝐂𝐂
⊤)−1𝜇𝐂𝐟 = 𝜇𝚽𝑛
−1𝐂(𝐈 + 𝜇𝐂⊤𝚽𝑛
−1𝐂)−1𝐟 
= 𝚽𝑛
−1𝐂(𝐂⊤𝚽𝑛
−1𝐂)−1𝐟. 
(10) 
Summation of (9) and (10) confirms that the rCLS estimate of 
(7) converges to the CLS estimate of (6) as 𝜇 approaches 
infinity. 
The computational complexity of (7) is 𝒪(𝐿3). However, 
one can find 𝐰𝑛 by solving the following system of linear 
equations utilizing the DCD algorithm: 
 (𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐰𝑛 = 𝐩𝑛 + 𝜇𝐂𝐟. (11) 
This reduced the computational complexity of the rCLS 
algorithm significantly, as detailed in [7]. In Table I, we 
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present the total number of multiplications and additions per 
iteration required by the CFLS algorithm of [5], which is a fast 
version of the CLS algorithm, and the rCLS algorithm 
implemented using the DCD iterations, called the DCD-rCLS 
algorithm. We consider both cases of non-shift-structured and 
shift-structured input [7]. The DCD algorithm exercises 
maximum 𝑁 iterations and uses 𝑀 bits to represent each entry 
of the solution vector as a fixed-point word [16]-[18]. 
III. PRE-ANALYSIS 
In this section, we state the assumptions, define the 
performance measures, and derive the relevant recursive 
update equations to be used in our analysis. 
A. Assumptions 
We adopt the following assumptions, which are commonly 
used to facilitate the analytical studies [19], [24]: 
A1: The input vector 𝐱𝑛 is temporally independent with 
𝐸[𝐱𝑛] = 𝟎,  𝐸[𝐱𝑛𝐱𝑛
⊤] = 𝐑 ∈ ℝ𝐿×𝐿 
where 𝟎 denotes the 𝐿 × 1 zero vector and 𝐑 is 
symmetric positive-definite. 
A2: The noise 𝑣𝑛 is temporally independent with 
𝐸[𝑣𝑛] = 0,  𝐸[𝑣𝑛
2] = 𝜂 ∈ ℝ≥0. 
In addition, it is independent of the input data. 
A3: When 𝜆 is close to 1, for a sufficiently large 𝑛, we can 
replace 𝚽𝑛 with its asymptotic expected value that, 
under A1, is calculated as 
lim𝑛→∞ 𝐸[𝚽𝑛] = (1 − 𝜆)
−1𝐑. 
The following corollary is deduced from (4)-(7) and A1-A2: 
C1: The rCLS estimate of (7) at time instant 𝑛 − 1, i.e., 
𝐰𝑛−1, is independent of the input vector and noise at 
time instant 𝑛, i.e., 𝐱𝑛 and 𝑣𝑛. 
B. Recursive Update Equation: Deviation 
At time instants 𝑛 − 1, (11) can be written as 
 (𝚽𝑛−1 + 𝜇𝐂𝐂
⊤)𝐰𝑛−1 = 𝐩𝑛−1 + 𝜇𝐂𝐟. (12) 
Multiplying (12) by 𝜆 and substituting (4) and (5) into the 
resulting equation gives 
 (𝚽𝑛 − 𝐱𝑛𝐱𝑛
⊤ + 𝜆𝜇𝐂𝐂⊤)𝐰𝑛−1 = 𝐩𝑛 − 𝑦𝑛𝐱𝑛 + 𝜆𝜇𝐂𝐟. (13) 
Subtracting (13) from (11) yields 
 
(𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐰𝑛 = (𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐰𝑛−1 
                     −(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)𝐰𝑛−1 + 𝑦𝑛𝐱𝑛 + ?́?𝜇𝐂𝐟 
(14) 
where 
?́? = 1 − 𝜆. 
Under A1-A2, the optimal constrained least-squares solution 
is given as [1] 
 𝐠 = 𝐡 + 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1(𝐟 − 𝐂⊤𝐡). (15) 
Thus, we define the deviation vector as 
𝐝𝑛 = 𝐰𝑛 − 𝐠. 
Subtracting (𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐠 from both sides of (14) together 
with using (1) gives 
 
(𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐝𝑛 = (𝚽𝑛 + 𝜇𝐂𝐂
⊤)𝐝𝑛−1 
            −(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)𝐝𝑛−1 − (𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)𝐠 
            +𝐱𝑛𝐱𝑛
⊤𝐡 + 𝑣𝑛𝐱𝑛 + ?́?𝜇𝐂𝐟. 
(16) 
Using A3 and considering that 𝐂⊤𝐠 = 𝐟, (16) becomes 
 
(𝐑 + ?́?𝜇𝐂𝐂⊤)𝐝𝑛 = (𝐑 + ?́?𝜇𝐂𝐂
⊤)𝐝𝑛−1 
                                     −?́?(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)𝐝𝑛−1 
                                     +?́?[𝐱𝑛𝐱𝑛
⊤(𝐡 − 𝐠) + 𝑣𝑛𝐱𝑛]. 
(17) 
Defining 
 𝐀 = (𝐑 + ?́?𝜇𝐂𝐂⊤)
−1
 (18) 
and 
 𝐞 = 𝐡 − 𝐠 (19) 
and multiplying (17) by 𝐀 from the left, we arrive at 
 
𝐝𝑛 = [𝐈 − ?́?𝐀(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)]𝐝𝑛−1 
           +?́?𝐀(𝐱𝑛𝐱𝑛
⊤𝐞 + 𝑣𝑛𝐱𝑛) 
(20) 
where 𝐈 is the 𝐿 × 𝐿 identity matrix. 
C. Recursive Update Equation: Mismatch 
To gauge the satisfaction of the constraints, we define the 
mismatch vector as 
𝐦𝑛 = 𝐂
⊤𝐰𝑛 − 𝐟. 
This vector is not necessarily zero at all iterations of the rCLS 
algorithm. Therefore, it is useful to study its dynamics and 
dependence on different variables and parameters. 
Substituting (1) into (14) and multiplying it by 𝐂⊤𝚽𝑛
−1 from 
the left gives 
 
(𝐈 + 𝜇𝐂⊤𝚽𝑛
−1𝐂)𝐂⊤𝐰𝑛 = (𝐈 + 𝜆𝜇𝐂
⊤𝚽𝑛
−1𝐂)𝐂⊤𝐰𝑛−1 
                            −𝐂⊤𝚽𝑛
−1𝐱𝑛𝐱𝑛
⊤𝐰𝑛−1 + 𝐂
⊤𝚽𝑛
−1𝐱𝑛
⊤𝐱𝑛𝐡 
                            +𝐂⊤𝚽𝑛
−1𝑣𝑛𝐱𝑛 + ?́?𝜇𝐂
⊤𝚽𝑛
−1𝐂𝐟. 
 
(21) 
Subtracting (𝐈 + 𝜇𝐂⊤𝚽𝑛
−1𝐂)𝐟 from both sides of (21) results in 
 
(𝐈 + 𝜇𝐂⊤𝚽𝑛
−1𝐂)𝐦𝑛 = (𝐈 + 𝜆𝜇𝐂
⊤𝚽𝑛
−1𝐂)𝐦𝑛−1 
                            −𝐂⊤𝚽𝑛
−1𝐱𝑛𝐱𝑛
⊤𝐰𝑛−1 + 𝐂
⊤𝚽𝑛
−1𝐱𝑛
⊤𝐱𝑛𝐡 
                            +𝑣𝑛𝐂
⊤𝚽𝑛
−1𝐱𝑛. 
 
(22) 
Using A3 and approximating 𝐱𝑛𝐱𝑛
⊤ with its expectation, i.e., 𝐑, 
(22) can be approximately written as 
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(𝐈 + ?́?𝜇𝐂⊤𝐑−1𝐂)𝐦𝑛 = 𝜆(𝐈 + ?́?𝜇𝐂
⊤𝐑−1𝐂)𝐦𝑛−1 
                                         +?́?(𝐂⊤𝐡 − 𝐟) + ?́?𝑣𝑛𝐂
⊤𝐑−1𝐱𝑛. 
(23) 
Defining 
 𝐁 = (𝐈 + ?́?𝜇𝐂⊤𝐑−1𝐂)
−1
 (24) 
and 
𝐫 = 𝐂⊤𝐡 − 𝐟 
and multiplying (23) by 𝐁 from the left, we get 
 𝐦𝑛 = 𝜆𝐦𝑛−1 + ?́?𝐁𝐫 + ?́?𝑣𝑛𝐁𝐂
⊤𝐑−1𝐱𝑛. (25) 
IV. PERFORMANCE OF RCLS 
In this section, we analyze the mean and mean-square 
performance of the rCLS algorithm. 
A. Mean Deviation 
Taking the expectation on both sides of (20) with A2 and 
C1 in mind gives 
 𝐸[𝐝𝑛] = 𝜆𝐸[𝐝𝑛−1] + ?́?𝐀𝐑𝐞. (26) 
As 𝜆 < 1, (26) converges and the asymptotic bias of the rCLS 
algorithm is given by 
 lim
𝑛→∞
𝐸[𝐝𝑛] = 𝐀𝐑𝐞. (27) 
B. Mean-Square Stability 
Taking the expectation of the squared Euclidean norm on 
both sides of (20) with C1 in mind gives 
 
𝐸[‖𝐝𝑛‖
2] = 𝐸[𝐝𝑛−1
⊤ 𝐒𝐝𝑛−1] 
             +?́?2𝐸[(𝐞⊤𝐱𝑛𝐱𝑛
⊤ + 𝑣𝑛𝐱𝑛
⊤)𝐀2(𝐱𝑛𝐱𝑛
⊤𝐞 + 𝑣𝑛𝐱𝑛)] 
             +2?́?𝐸[(𝐞⊤𝐱𝑛𝐱𝑛
⊤ + 𝑣𝑛𝐱𝑛
⊤)𝐀 
                           × {𝐈 − ?́?𝐀(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)}]𝐸[𝐝𝑛−1] 
(28) 
where 
𝐒 = 𝐸[{𝐈 − ?́?(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)𝐀}{𝐈 − ?́?𝐀(𝐱𝑛𝐱𝑛
⊤ + ?́?𝜇𝐂𝐂⊤)}]. 
Using the Isserlis’ theorem [25] and A1, we have 
 
𝐸[𝐱𝑛𝐱𝑛
⊤𝐀2𝐱𝑛𝐱𝑛
⊤] = 𝐸[𝐱𝑛
⊤𝐀2𝐱𝑛]𝐸[𝐱𝑛𝐱𝑛
⊤] 
                                     +2𝐸[𝐱𝑛𝐱𝑛
⊤]𝐀2𝐸[𝐱𝑛𝐱𝑛
⊤] 
= tr{𝐀2𝐑}𝐑 + 2𝐑𝐀2𝐑 
(29) 
hence 
 
𝐒 = (2𝜆 − 1)𝐈 
       +?́?2(tr{𝐀2𝐑}𝐑 + ?́?2𝜇2𝐂𝐂⊤𝐀2𝐂𝐂⊤ + 𝐑𝐀 + 𝐀𝐑). 
(30) 
The variance relation (28) is stable if the spectral radius of 𝐒 
is less than one, i.e., 
 
𝜌{𝐒} = 2𝜆 − 1 
               +?́?2𝜌{tr{𝐀2𝐑}𝐑 + ?́?2𝜇2𝐂𝐂⊤𝐀2𝐂𝐂⊤ + 𝐑𝐀 + 𝐀𝐑} 
< 1. 
Therefore, considering the sub-additive inequality of the 
spectral radius for any two multiplication-commutative 
matrices [26], i.e., 
𝜌{𝕬 + 𝕭} ≤ 𝜌{𝕬} + 𝜌{𝕭}, 
where 𝕬𝕭 = 𝕭𝕬, the mean-square stability of the rCLS 
algorithm requires 
?́?(tr{𝐀2𝐑}𝜌{𝐑} + ?́?2𝜇2𝜌{𝐂𝐂⊤𝐀2𝐂𝐂⊤} + 2𝜌{𝐀𝐑}) < 2. (31) 
C. Steady-State Mean-Square Deviation 
Using the Isserlis’ theorem and A1, we have 
 
𝐸[𝐱𝑛𝐱𝑛
⊤𝐞𝐞⊤𝐱𝑛𝐱𝑛
⊤] = 𝐸[(𝐞⊤𝐱𝑛)(𝐱𝑛
⊤𝐞)𝐱𝑛𝐱𝑛
⊤] 
= 𝐸[(𝐞⊤𝐱𝑛)(𝐱𝑛
⊤𝐞)]𝐸[𝐱𝑛𝐱𝑛
⊤] 
                                       +2𝐸[(𝐱𝑛
⊤𝐞)𝐱𝑛]𝐸[(𝐞
⊤𝐱𝑛)𝐱𝑛
⊤] 
= (𝐞⊤𝐑𝐞)𝐑 + 2𝐑𝐞𝐞⊤𝐑. 
(32) 
Using (29) and (32) in (28) and ignoring the second additive 
term on the right-hand side of (30) due to the small value of ?́?2 
as 𝜆 is set close to one, we obtain 
 
𝐸[‖𝐝𝑛‖
2] = (2𝜆 − 1)𝐸[‖𝐝𝑛−1‖
2] 
                   +?́?2tr{𝐀2[(𝐞⊤𝐑𝐞 + 𝜂)𝐑 + 2𝐑𝐞𝐞⊤𝐑]} 
                   +2?́?𝐞⊤𝐑[𝜆𝐀 − ?́?(tr{𝐀2𝐑}𝐈 + 𝐀2𝐑)]𝐸[𝐝𝑛−1]. 
(33) 
Since 𝜆 < 1, we have (2𝜆 − 1) < 1. Thus, (33) converges 
and, using (27), the steady-state mean-square deviation (MSD) 
of the rCLS algorithm is given by 
lim
𝑛→∞
𝐸[‖𝐝𝑛‖
2] =
𝜆
2
́
tr{𝐀2[(𝐞⊤𝐑𝐞 + 𝜂)𝐑 + 2𝐑𝐞𝐞⊤𝐑]} 
                                +𝐞⊤𝐑[𝜆𝐀 − ?́?(tr{𝐀2𝐑}𝐈 + 𝐀2𝐑)]𝐀𝐑𝐞. 
(34) 
D. Mean and Mean-Square Mismatch 
Taking the expectation on both sides of (25) while 
considering A2 gives 
𝐸[𝐦𝑛] = 𝜆𝐸[𝐦𝑛−1] + ?́?𝐁𝐫. 
Therefore, we have 
 lim
𝑛→∞
𝐸[𝐦𝑛] = 𝐁𝐫. (35) 
In view of A2 and C1, taking the expectation of the squared 
Euclidean norm on both sides of (25) results in 
𝐸[‖𝐦𝑛‖
2] = 𝜆2𝐸[‖𝐦𝑛−1‖
2] + ?́?2𝐫⊤𝐁2𝐫 
                   +?́?2𝐸[𝑣𝑛
2𝐱𝑛
⊤𝐑−1𝐂𝐁2𝐂⊤𝐑−1𝐱𝑛] + 2𝜆?́?𝐫
⊤𝐁𝐸[𝐦𝑛−1]. 
Consequently, considering (35), the steady-state mean-square 
mismatch (MSM) of the rCLS algorithm is given by 
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lim
𝑛→∞
𝐸[‖𝐦𝑛‖
2] = (
1 − 𝜆
1 + 𝜆
) 𝜂 tr{𝐑−1𝐂𝐁2𝐂⊤} + 𝐫⊤𝐁2𝐫 
= tr {𝐁2 [(
1 − 𝜆
1 + 𝜆
) 𝜂𝐂⊤𝐑−1𝐂 + 𝐫𝐫⊤]}. 
(36) 
V. PERFORMANCE OF CLS 
In this section, we study the mean and mean-square 
performance of the CLS algorithm and calculate its 
performance metrics by letting the weight 𝜇 go to infinity in 
the performance analysis results derived for the rCLS 
algorithm in the previous section. 
A. Mean Deviation 
Applying (8) to (18) gives 
𝐀 = 𝐑−1 − 𝐑−1𝐂(?́?−1𝜇−1𝐈 + 𝐂⊤𝐑−1𝐂)
−1
𝐂⊤𝐑−1. 
Subsequently, we have 
 lim
𝜇→∞
𝐀 = 𝐑−1 − 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤𝐑−1. (37) 
Thus, (27), (15), (19), and (37) lead to 
 
lim
𝑛,𝜇→∞
𝐸[𝐝𝑛] = [𝐈 − 𝐑
−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤] 
                             × 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1(𝐂⊤𝐡 − 𝐟) 
= 𝟎. 
(38) 
This indicates that the CLS algorithm is asymptotically 
unbiased. 
B. Mean-Square Deviation 
Using (37), we have 
 lim
𝜇→∞
𝐀𝐑 = 𝐈 − 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤ (39) 
and 
 lim
𝜇→∞
𝐀2𝐑 = 𝐑−1 − 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤𝐑−1. (40) 
Using the identities [27], [28] 
𝕭𝕮(𝕬 + 𝕭𝕮)−1 = 𝕭(𝐈 + 𝕮𝕬−1𝕭)−1𝕮𝕬−1 
and 
(𝕬 + 𝕭𝕮)−1𝕭𝕮 = 𝕬−1𝕭(𝐈 + 𝕮𝕬−1𝕭)−1𝕮, 
we also have 
?́?𝜇𝐂𝐂⊤𝐀 = ?́?𝜇𝐂(𝐈 + ?́?𝜇𝐂⊤𝐑−1𝐂)
−1
𝐂⊤𝐑−1 
and 
?́?𝜇𝐀𝐂𝐂⊤ = ?́?𝜇𝐑−1𝐂(𝐈 + ?́?𝜇𝐂⊤𝐑−1𝐂)
−1
𝐂⊤ 
hence 
 lim
𝜇→∞
?́?𝜇𝐂𝐂⊤𝐀 = 𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤𝐑−1 (41) 
and 
 lim
𝜇→∞
?́?𝜇𝐀𝐂𝐂⊤ = 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤. (42) 
Substituting (39)-(42) in (31) gives 
 ?́?(tr{(𝐈 − 𝐆)𝐑−1}𝜌{𝐑} + 𝜌{𝐆⊤𝐆} + 2𝜌{𝐈 − 𝐆}) < 2 (43) 
where 
𝐆 = 𝐑−1𝐂(𝐂⊤𝐑−1𝐂)−1𝐂⊤. 
The matrix 𝐆 is idempotent as 𝐆2 = 𝐆. Therefore, 𝐈 − 𝐆 is 
also idempotent and has a unit spectral radius [29]. 
Consequently, (43) can be written as 
tr{(𝐈 − 𝐆)𝐑−1}𝜌{𝐑} + 𝜌{𝐆⊤𝐆}
tr{(𝐈 − 𝐆)𝐑−1}𝜌{𝐑} + 𝜌{𝐆⊤𝐆} + 2
< 𝜆 < 1, 
which presents a lower bound on 𝜆 for ensuring mean-square 
stability of the CLS algorithm. 
Substituting (38) and (37) into (34) yields the steady-state 
MSD of the CLS algorithm as 
lim
𝑛,𝜇→∞
𝐸[‖𝐝𝑛‖
2] 
             =
𝜆
2
́
tr{[(𝐈 − 𝐆)𝐑−1]2[(𝐞⊤𝐑𝐞 + 𝜂)𝐑 + 2𝐑𝐞𝐞⊤𝐑]}. 
(44) 
C. Mean and Mean-Square Mismatch 
Using (8) in (24) gives 
𝐁 = ?́?−1𝜇−1(𝐂⊤𝐑−1𝐂)−1 
         × {𝐈 − ?́?−1𝜇−1[𝐈 + ?́?−1𝜇−1(𝐂⊤𝐑−1𝐂)−1]
−1
(𝐂⊤𝐑−1𝐂)−1}. 
Moreover, we have 
lim
𝜇→∞
[𝐈 + ?́?−1𝜇−1(𝐂⊤𝐑−1𝐂)−1] 
                                 = lim
𝜇→∞
[𝐈 − ?́?−1𝜇−1(𝐂⊤𝐑−1𝐂)−1] 
= 𝐈 
and 
lim
𝜇→∞
?́?−1𝜇−1(𝐂⊤𝐑−1𝐂)−1 = 𝐎 
where 𝐎 denotes the 𝐿 × 𝐿 zero matrix. Therefore, it holds that 
 lim
𝜇→∞
𝐁 = 𝐎. (45) 
Using (45) with (35) and (36), we get 
lim
𝑛,𝜇→∞
𝐸[𝐦𝑛] = 𝟎 
and 
lim
𝑛,𝜇→∞
𝐸[‖𝐦𝑛‖
2] = 0. 
This means that at the steady state, unlike the rCLS algorithm, 
the CLS algorithm strictly fulfills the constraints in both mean 
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and mean-square senses. 
VI. SIMULATIONS 
We consider a problem of linearly-constrained system 
identification where the system order is either 𝐿 = 7 or 31 and 
the number of linear equality constraints is 𝐾 = (𝐿 − 1)/2. 
We choose the parameters, 𝐡, 𝐂, 𝐟, and 𝐑, arbitrarily with the 
condition that 𝐡 has unit energy, 𝐂 is full-rank, and 𝐑 is 
symmetric positive-definite with tr{𝐑} = 𝐿1. The input vector 
is drawn from a zero-mean multivariate Gaussian distribution 
in the scenario of 𝐿 = 7 and from a zero-mean multivariate 
uniform distribution in the scenario of 𝐿 = 31. The noise is 
zero-mean Gaussian and independent of the input vector. We 
obtain the experimental results by calculating ensemble 
averages over 104 independent trials and compute the steady-
state quantities by averaging over 103 steady-state values. 
In Figs. 1-4, we plot the steady-state MSD and MSM of the 
rCLS algorithm, i.e., (34) and (36), respectively, versus 𝜇 for 
different values of 𝜆 when 𝜂 = 0.1. In Figs. 5 and 6, we plot 
the steady-state MSD of the CLS algorithm, i.e., (44), as a 
function of 𝜂 for different values of 𝜆. Figs. 1-6 show both 
theoretical and experimental results for the considered 
scenarios and indicate a good match between theory and 
experiment verifying the analytical performance results 
established in this paper. Expectedly, the steady-state MSD 
levels to which the rCLS algorithm converges in Figs. 1 and 3 
as 𝜂 increases perfectly match the steady-state MSDs for the 
CLS algorithm in Figs. 5 and 6, respectively, for 𝜂 = 0.1 
(−10 dB). 
VII. CONCLUSION 
We have presented the performance analysis of a relaxed 
linearly-constrained least-squares (rCLS) algorithm that is 
formulated utilizing the method of weighting. This algorithm 
is mathematically equivalent to the constrained least-squares 
(CLS) algorithm, derived from the method of Lagrange 
multipliers, when the relaxation parameter (weight) 
approaches infinity. Therefore, to project the analytical results 
obtained for the rCLS algorithm to the CLS algorithm, we 
took the limits as the weight goes to infinity. This in fact 
enabled us to ultimately accomplish a rigorous performance 
analysis for the CLS algorithm, which is otherwise intractable 
to direct analytical approaches due to its complicated update 
equation. We considered two performance measures, namely, 
deviation and mismatch vectors. The former is the difference 
between the current estimate and the optimal CLS solution and 
the latter represents the error in satisfaction of the constraints 
by the current estimate. We studied mean and mean-square 
behavior of both performance measures for the rCLS and CLS 
algorithms and calculated their steady-state values. 
Simulations demonstrated an excellent match between the 
theoretical predictions and the experimental results. 
 
1 The explicit values of 𝐡, 𝐂, 𝐟, and 𝐑 along with the MATLAB source 
code to regenerate the simulation results have been provided as the 
supplementary material. 
REFERENCES 
[1] P. S. R. Diniz, Adaptive Filtering: Algorithms and Practical 
Implementations, 4th ed., Boston: Springer, 2013. 
[2] H. L. Van Trees, Detection, Estimation, and Modulation Theory Part IV: 
Optimum Array Processing, New York: Wiley, 2002. 
[3] M. L. R. de Campos, S. Werner, and J. A. Apolinário Jr., “Constrained 
adaptive filters,” in Adaptive Antenna Arrays: Trends and Applications, 
S. Chrandran, Ed. New York: Springer-Verlag, 2004. 
[4] O. L. Frost III, “An algorithm for linearly constrained adaptive array 
processing,” Proc. IEEE, vol. 60, no. 8, pp. 926–935, Aug. 1972. 
[5] L. S. Resende, J. M. T. Romano, and M. G. Bellanger, “A fast least-
squares algorithm for linearly constrained adaptive filtering,” IEEE 
Trans. Signal Process., vol. 44, no. 5, pp. 1168–1174, May 1996. 
[6] R. Arablouei and K. Doğançay, “Low-complexity implementation of the 
constrained recursive least-squares adaptive filtering algorithm,” in 
Proc. Asia-Pacific Signal Inform. Process. Assoc. Annu. Summit Conf., 
Hollywood, USA, Dec. 2012, paper id: 10. 
[7] R. Arablouei and K. Doğançay, “Reduced-complexity constrained 
recursive least-squares adaptive filtering algorithm,” IEEE Trans. Signal 
Process., vol. 60, no. 12, pp. 6687-6692, Dec. 2012. 
[8] R. Arablouei and K. Doğançay, “Linearly-constrained recursive total 
least-squares algorithm,” IEEE Signal Process. Lett., vol. 19, no. 12, pp. 
821-824, Dec. 2012. 
[9] J. A. Apolinário Jr., M. L. R. de Campos, and C. P. Bernal O. “The 
constrained conjugate gradient algorithm,” IEEE Signal Process. Lett., 
vol. 7, no. 12, pp. 351-354, Dec. 2000. 
[10] S. Werner, J. A. Apolinário Jr., M. L. R. de Campos, and P. S. R. Diniz, 
“Low-complexity constrained affine-projection algorithms,” IEEE 
Trans. Signal Process., vol. 53, no. 12, pp. 4545–4555, Dec. 2005. 
[11] R. Arablouei and K. Doğançay, “Linearly-constrained line-search 
algorithm for adaptive filtering,” Electron. Lett., vol. 48, no. 19, pp. 
1208-1209, 2012. 
[12] L. J. Griffiths and C. W. Jim, “An alternative approach to linearly 
constrained adaptive beamforming,” IEEE Trans. Antennas Propag., 
vol. AP-30, no. 1, pp. 27–34, Jan. 1982. 
[13] M. L. R. de Campos, S. Werner, and J. A. Apolinário Jr., “Constrained 
adaptation algorithms employing Householder transformation,” IEEE 
Trans. Signal Process., vol. 50, no. 9, pp. 2187–2195, Sep. 2002. 
[14] S. Werner, J. A. Apolinário Jr., and M. L. R. de Campos, “On the 
equivalence of RLS implementations of LCMV and GSC processors,” 
IEEE Signal Process. Lett., vol. 10, no. 12, pp. 356–359, Dec. 2003. 
[15] C. Van Loan, “On the method of weighting for equality-constrained 
least-squares problems,” SIAM J. Numer. Anal., vol. 22, pp. 851–864, 
Oct. 1985. 
[16] Y. V. Zakharov and T. C. Tozer, “Multiplication-free iterative algorithm 
for LS problem,” Electron. Lett., vol. 40, no. 9, pp. 567–569, Apr. 2004. 
[17] Y. Zakharov, G. White, and J. Liu, “Low complexity RLS algorithms 
using dichotomous coordinate descent iterations,” IEEE Trans. Signal 
Process., vol. 56, no. 7, pp. 3150–3161, Jul. 2008. 
[18] J. Liu, Y. V. Zakharov, and B. Weaver, “Architecture and FPGA design 
of dichotomous coordinate descent algorithms,” IEEE Trans. Circuits 
Syst. I, vol. 56, no. 11, pp. 2425–2438, Nov. 2009. 
[19] A. H. Sayed, Adaptive Filters, Hoboken, NJ: Wiley, 2008. 
[20] N. R. Yousef and A. H. Sayed, “A unified approach to the steady-state 
and tracking analyses of adaptive filters,” IEEE Trans. Signal Process., 
vol. 49, pp. 314–324, Feb. 2001. 
[21] M. Rupp and A. H. Sayed, “A time-domain feedback analysis of 
filtered-error adaptive gradient algorithms,” IEEE Trans. Signal 
Process., vol. 44, pp. 1428–1439, Jun. 1996. 
[22] G. H. Golub and C. F. Van Loan, Matrix Computations, third ed., 
Baltimore, MD: Johns Hopkins Univ. Press, 1996. 
[23] D. T. M. Slock and T. Kailath, “Numerically stable fast transversal 
filters for recursive least-squares adaptive filtering,” IEEE Trans. Signal 
Process., vol. 39, pp. 92–114, Jan. 1991. 
[24] S. Haykin, Adaptive Filter Theory, 4th ed., Upper Saddle River, NJ: 
Prentice-Hall, 2002. 
[25] L. Isserlis, “On a formula for the product-moment coefficient of any 
order of a normal frequency distribution in any number of variables,” 
Biometrika, vol. 12, no. 1/2, pp. 134–139, Nov. 1918. 
[26] P. R. Halmos, A Hibert Space Problem Book, 2nd ed., New York: 
Springer-Verlag, 1982. 
[27] H. V. Henderson and S. R. Searle, “On deriving the inverse of a sum of 
matrices,” SIAM Review, vol. 23, no. 1, pp. 53–60, Jan. 1981. 
7 
 
[28] D. J. Tylavsky and G. R. L. Sohie, “Generalization of the matrix 
inversion lemma,” Proc. IEEE, vol. 74, no. 7, pp. 1050–1052, Jul. 1986. 
[29] R. A. Horn and C. A. Johnson, Matrix Analysis, New York: Cambridge 
Univ. Press, 1990. 
[30] B. O. S. Teixeira and L. A. Aguirre, “Using uncertain prior knowledge 
to improve identified nonlinear dynamic models,” J. Process Control, 
vol. 21, no. 1, pp. 82–91, Jan. 2011. 
[31] R. Arablouei, K. Doğançay, and S. Werner, “On the Mean-Square 
Performance of the Constrained LMS Algorithm,”  arXiv:1412.2424. 
[32] L. C. Godara and A. Cantoni, “Analysis of constrained LMS algorithm 
with application to adaptive beamforming using perturbation 
sequences,” IEEE Trans. Antennas Propag., vol. AP-34, no. 3, pp. 368–
379, Mar. 1986. 
[33] M. H. Maruo, J. C. M. Bermudez, and L. S. Resende, “Statistical 
analysis of a jointly optimized beamformer-assisted acoustic echo 
canceler,” IEEE Trans. Signal Process., vol. 62, no.1, pp. 252-265, Jan. 
1 2014. 
[34] S. A. Vorobyov, “Principles of minimum variance robust adaptive 
beamforming design,” Signal Process., vol. 93, pp. 3264-3277, Dec. 
2013. 
[35] M. Yukawa, Y. Sung, and G. Lee, “Dual-domain adaptive beamformer 
under linearly and quadratically constrained minimum variance,” IEEE 
Trans. Signal Process., vol. 61, no. 11, pp. 2874-2886, Jun. 1 2013. 
 
 
 
 
TABLE I 
COMPUTATIONAL COMPLEXITY OF THE CFLS AND DCD-RCLS ALGORITHMS IN TERMS OF THE NUMBER OF REQUIRED MULTIPLICATIONS AND ADDITIONS PER 
ITERATION. 
 × + 
 non-shift-structured input 
CFLS 4𝐿2 + (3𝐾2 + 5𝐾 + 4)𝐿 + 𝐾2 + 2𝐾 3𝐿2 + (3𝐾2 + 4𝐾 + 1)𝐿 − 𝐾2 + 𝐾 
DCD-rCLS 
1
2
𝐿2 + (2𝐾 +
5
2
) 𝐿  
3
2
𝐿2 + (2𝐾 + 2𝑁 +
11
2
) 𝐿 + 𝑁 + 𝑀  
 shift-structured input 
CFLS (3𝐾2 + 5𝐾 + 9)𝐿 + 𝐾2 + 2𝐾 + 16 (3𝐾2 + 4𝐾 + 8)𝐿 − 𝐾2 + 𝐾 − 1 
DCD-rCLS (2𝐾 + 3)𝐿 
1
2
𝐿2 + (2𝐾 + 2𝑁 +
13
2
) 𝐿 + 𝑁 + 𝑀  
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Fig. 1. Steady-state MSD of the rCLS algorithm versus 𝜇 for different 
values of 𝜆 when 𝜂 = 0.1 and 𝐿 = 7. 
 
 
 
Fig. 3. Steady-state MSD of the rCLS algorithm versus 𝜇 for different 
values of 𝜆 when 𝜂 = 0.1 and 𝐿 = 31. 
 
 
 
Fig. 5. Steady-state MSD of the CLS algorithm versus 𝜂 when 𝐿 = 7. 
 
Fig. 2. Steady-state MSM of the rCLS algorithm versus 𝜇 for different 
values of 𝜆 when 𝜂 = 0.1 and 𝐿 = 7. 
 
 
 
Fig. 4. Steady-state MSM of the rCLS algorithm versus 𝜇 for different 
values of 𝜆 when 𝜂 = 0.1 and 𝐿 = 31. 
 
 
 
Fig. 6. Steady-state MSD of the CLS algorithm versus 𝜂 when 𝐿 = 31. 
0 10 20 30 40 50
-35
-30
-25
-20
-15
-10
-5
weight (dB)
st
ea
d
y
-s
ta
te
M
S
D
(d
B
)
 
 
theory
experiment
6 = 0:999
6 = 0:997
6 = 0:99
6 = 0:97
0 10 20 30 40 50
-25
-20
-15
-10
-5
weight (dB)
st
ea
d
y
-s
ta
te
M
S
D
(d
B
)
 
 
theory
experiment
6 = 0:997
6 = 0:99
6 = 0:97
6 = 0:999
-30 -25 -20 -15 -10 -5 0
-35
-30
-25
-20
-15
-10
noise variance (dB)
st
ea
d
y
-s
ta
te
M
S
D
(d
B
)
 
 
theory
experiment
6 = 0:999
6 = 0:997
6 = 0:99
6 = 0:97
0 10 20 30 40 50
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
weight (dB)
st
ea
d
y
-s
ta
te
M
S
M
(d
B
)
 
 
theory
experiment
6 = 0:999
6 = 0:97
6 = 0:997
6 = 0:99
0 10 20 30 40 50
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
10
weight (dB)
st
ea
d
y
-s
ta
te
M
S
M
(d
B
)
 
 
theory
experiment
6 = 0:999
6 = 0:97
6 = 0:997
6 = 0:99
-30 -25 -20 -15 -10 -5 0
-30
-25
-20
-15
-10
-5
noise variance (dB)
st
ea
d
y
-s
ta
te
M
S
D
(d
B
)
 
 
theory
experiment
6 = 0:999
6 = 0:997
6 = 0:99
6 = 0:97
