We introduce a methodology for efficiently computing a lower bound to empowerment, allowing it to be used as an unsupervised cost function for policy learning in real-time control. Empowerment, being the channel capacity between actions and states, maximises the influence of an agent on its near future. It has been shown to be a good model of biological behaviour in the absence of an extrinsic goal. But empowerment is also prohibitively hard to compute, especially in nonlinear continuous spaces. We introduce an efficient, amortised method for learning empowermentmaximising policies. We demonstrate that our algorithm can reliably handle continuous dynamical systems using system dynamics learned from raw data. The resulting policies consistently drive the agents into states where they can use their full potential.
Introduction
Sequential decision-making is one of the key problems in machine learning: an agent interacting with an environment tries to optimise its behaviour based on accumulated cost or reward over time. The framework is powerful due to its generality. A wide range of problems can be formalised, such as robot control [Kober and Peters, 2012] , stock trading [Li et al., 2009 , Tsitsiklis and Van Roy, 1999 , 2001 ], targeted marketing [Abe et al., 2004] , learning to play games [Silver et al., 2016 , 2007 , Tesauro, 1994 , predictive maintainance [Gosavi, 2004] , process automation [Zhang and Dietterich, 1995] or electrical power systems [Ernst et al., 2005] .
Despite recent successes in finding policies for increasingly hard tasks, substantial engineering effort is invested into the proper design of cost functions. Finding a cost function that encourages a robot to walk is all but trivial. Typically, we fall back to rewarding the consequences of the desired behaviour, such as moving fast. And even if a cost function might appear obvious in some cases (e.g. profit in the case of stock trading), it often has to be regularised to be, e.g., risk-averse. This leads to an alternating process of reviewing the behaviour of an agent and adapting the cost function accordingly to achieve the desired behaviour.
There are various reasons for this. For one, the problem is often ill-posed in the sense that it has many solutions: unconstrained degrees of freedom lead to behaviour that does not reflect the user's intent, even when a cost is minimised. Further, some cost functions-such as using the Euclidean distance to a goal state that a robot arm is supposed to reach-do not reflect the dynamics of the system.
In this work we advocate the use of unsupervised control techniques: each state's value is based solely on the system dynamics, without the notion of an agent or an externally supplied reward function. In particular, we opt for empowerment [Klyubin et al., 2005 , Salge et al., 2014 , an information-theoretic formulation of the agent's influence on the near future. The value of a state, its empowerment value, is given by the maximum mutual information between a control input and the successor state the agent could achieve.
For instance, when balancing an inverted pole, states with high empowerment are those where the pole is standing upright. For a biped, standing upright leads to highest empowerment. States of low empowerment are those where the action has no effect on the state, and should be avoided. Links to biological behaviour have been shown [Klyubin et al., 2005 [Klyubin et al., , 2008 ].
Yet empowerment is known to be notoriously hard to calculate. Among other reasons, it requires integrating over all possible actions at all states, which is particularly difficult in continuous systems. Most known methods circumvent these issues by operating in discrete action state spaces and only few works manage to scale to high-dimensional continuous state spaces [Gregor et al., 2016 , Karl et al., 2015 .
The contribution of this paper is an efficient, amortised method to estimate a lower bound to the empowerment of states in arbitrary continuous high-dimensional Markovian systems via variational methods. In practice, we also illustrate the behaviour of policies maximising empowerment in non-Markovian systems. We experimentally verify the method on a range of tasks, leveraging a recent method for unsupervised learning of system dynamics from data via Deep Variational Bayes Filters (DVBF) [Karl et al., 2017] . This allows for effective model-based learning of policies driven by empowerment, using unsupervised approaches only.
Methods
We consider a dynamical system over sequences z 1:T subject to control inputs u 1:T . The first state z 1 is drawn from the initial state distribution ρ; subsequently control inputs and successor states are drawn alternatingly from some policy π(u t | z t ) and the transition distribution p(z t+1 | z t , u t ). The complete likelihood is hence given as
(1) Note that we consider the state transition to be Markovian, i. e., z t+1 is conditionally independent of z 1:t−1 and u 1:t−1 given z t and u t . In the following we also use z and z to denote z t and its successor state z t+1 respectively.
A bound on empowerment
The empowerment value of a state z has been defined as the channel capacity between the action u and the following state z [Klyubin et al., 2005] ,
Here, I is the mutual information. In this context ω is a policy, a source distribution. It is distinct from the empowerment-maximising policy π. By definition, empowerment is the maximum information (measured in nats) an agent can emit to its environment by changing the state through its actions. We will refer to the maximising policy ω = arg max ω I(z , u | z) as the optimal source. Note that this problem can be interpreted as a stochastic optimal-control problem [Stengel, 2012] , where we are trying to find a control policy that maximises an information-theoretic quantity of the environment.
To tackle empowerment, consider the mutual information in eq. (2). It is defined as
where we use a source distribution ω as policy. The intractability of eq. (2) is due to the marginal transition
We avoid the integral over all actions by switching to the planning distribution p(u | z , z):
While the planning distribution is equally intractable, it is easier to employ a variational approximation q(u | z , z). This leads to the bound introduced by Barber and Agakov [2003] :
The gap in eq. (3) can be expressed as
cf. appendix A.1 for details. Hence, as I is constant w. r. t. q, maximising the boundÎ w. r. t. q and ω simultaneously maximises the mutual information while keeping the variational approximation q(u | z , z) close to the true planning distribution p(u | z , z).
If the variational approximation is learnt well and chosen to be sufficiently expressive to represent the true planning distribution, the bound will be tight. Quite a few means to improve upon variational approximations have been proposed recently, e.g. by Burda et al. [2015] , Kingma et al. [2016] , Rezende and Mohamed [2015] .
Replacing I withÎ, we achieve a lower bound on empowerment:
2.2 Efficient mutual information optimisation Equation (5) establishes a lower bound on empowerment which relies on the estimatorÎ from eq. (3) for mutual information. This section provides a new, efficient method to exploit this bound.
The key assumption is that we can efficiently compute
where θ denotes the joint of parameters ω and q.
If both the system dynamics and the source can be sampled efficiently, we can estimate the gradients of the mutual information bound via Monte-Carlo sampling and the reparametrisation trick Welling, 2014, Rezende et al., 2014] , i. e., Mohamed and Rezende [2015] report a model-free optimisation of the same boundÎ. In this case optimisingÎ for ω collapses to maximising the entropy of ω, which requires them to constrain said entropy. In contrast, our sampling process couples q and ω: the samples used to evaluate q are drawn using ω and system dynamics-in particular no rollouts-and the entropy of ω is balanced by the negative entropy of q. Mohamed and Rezende [2015] create this coupling by minimising a squared error containing q and the approximation of ω.
Our methodology allows for principled joint optimisation of planning and source distribution via backpropagation [Rumelhart et al., 1986] , for which, to the best of our knowledge, no experimental results have been reported previously.
Exploiting empowerment
The findings of the previous section allow for efficient learning of the optimal source ω , which in turn allows us to estimate empowerment. The main goal of this is not to obtain a certain policy, but to estimate the empowerment value of states. As the empowerment value can be perceived as an unsupervised value of each state, it can be used to train agents which proceed towards empowering states. We hence use negative empowerment as a cost function in a stochastic optimalcontrol framework [Stengel, 2012] . Let such an agent be represented by a policy π with parameters χ. We then train it to minimise the cost function
The right-hand side approximation of C(π) is computed by a two-stage sampling process: the samples z according to section 2.2, we take z (m) t as a seed for further sampling one step according to the source distribution ω. For protecting the policy from getting stuck at suboptimal solutions we introduce a KL divergence between the policy π and a standard normal distribution. A parameter β weights the cost against this regulariser. The procedure is summarised in algorithm 1. The assumptions of section 2.2 allow us to efficiently estimate all gradients of C(π) via, e.g., reparametrisation.
We want to stress two properties where our method differs. Firstly, the availability of a differentiable model lets us propagate through the transitions, enabling the agent to trade short term cost for future reward. Secondly, the time horizon T is a hyper-parameter only of the training of π, and setting it to a different value does not require re-estimation of q(u | z , z) andÊ.
This allows us to amortise the exploitation of empowerment over an arbitrary horizon into a single, fixedcomputation time policy π, granting real-time applicability.
Learning Markovian and differentiable models from data
The methods presented so far build on a key assumption: the availability of a high-quality Markovian system dynamics model that (i) is differentiable, and (ii) can be evaluated efficiently.
In cases where any of these assumptions is not met, we learn the required model
from a data set of observations and controls through a slight modification of the recently proposed Deep Variational Bayes Filters (DVBF; Karl et al. [2017] ); for details we refer to appendix A.3.2. This model has been shown to discover physically plausible system dynamics from raw sensor readings through the maximisation of the evidence lower bound (ELBO) on the log-likelihood,
By design, the learnt transition distribution can be reparametrised, as is necessary in section 2.2.
When evaluating the learnt empowerment-maximising policy π from section 2.3 in the real environment we Algorithm 1 Joint training of policy π, source ω and approx. planning distribution q(u | z , z)
Require: dynamics p(z t+1 | z t , u t ), cumulation horizon T , initialisations for π, ω, and q repeat for m = 1 : M do Estimate cumulated empowerment C, eq. (6) π-step: Sample dynamics with policy π: z
Sample one step with policy ω:
One-shot MI, eqs. (3) and (5) 
Cost and KL towards policy prior π 0 θ ← θ + λ θ ∇ θ C gradient ascent in ω and q with some learning rate λ χ ← χ + λ χ ∇ χ C gradient ascent in π with some learning rate λ until convergence make use of the observations and the recognition network q(z |x,ū) from above. This network acts as a filter for the latent state and keeps it from diverging from the true state of the environment. This recognition network has the same complexity as the policy thus does not influence its real-time applicability.
n-step empowerment
Empowerment can also be computed over a horizon of actions and transition steps, it is then called nstep empowerment. Instead of maximising the mutual information between the taken action u t and the next state z t+1 given the current state z t , we maximise the mutual information between the sequence of n actions u t:t+n−1 and the consequential state z t+n , given the starting state z t . We can apply the same methodology as in the last section: we simply switch from a singlestep variational planning distribution q(u t | z t , z t+1 ) to an n-step planning distribution q(u t:t+n−1 | z t , z t+n ).
When experimenting n-step empowerment in section section 4, we keep the source distribution parametrised by one fully connected network, whereas we factorise the planning distribution, similarly to Mohamed and Rezende [2015] :
Related work
Since empowerment has been introduced [Klyubin et al., 2005 , Salge et al., 2014 , several works have attempted to provide a concrete and scalable implementation.
The mutual information component is notoriously hard to calculate. Among other reasons, it requires integrating over all possible actions at all states, which is particularly difficult in continuous systems. The early literature [Klyubin et al., 2005 [Klyubin et al., , 2008 circumvents these issues by operating in discrete-action state spaces and using the Blahut-Arimoto algorithm [Blahut, 1972] which extensively samples action and state space and uses a iterative scheme to update the source distribution. Jung et al. [2011] take one step further by fitting the transitions with Gaussian processes and approximating empowerment by Monte-Carlo integration. They introduce empowerment for continuous state spaces but still needs discrete actions and furthermore requires a large sample size to provide satisfactory solutions. Salge et al. [2013] solve the intractability by linearising the dynamic systems which enables the use of well-known closed-form solutions. More recently, Mohamed and Rezende [2015] proposed a scalable approach by maximising a lower bound on the mutual information. Their work does not assume or learn a model of the environment and is restricted to an open-loop setting. The term unsupervised control was recently used by Gregor et al. [2016] , who also resorted to an information-theoretic reward. Unlike Mohamed and Rezende [2015] , the authors targeted closed-loop policies with two algorithms. The first, based on options [Sutton et al., 1999] , is hard to train according to the authors and is restricted to linear function approximation. The second algorithm drops the option framework in order to overcome the aforementioned limitations. It is important to note that both algorithms are model-free, which constitutes the main difference with our approach.
Empowerment can be perceived as a member of a greater family of reward functions, reassembling intrinsic motivations [Singh et al., 2004] . We refer the reader to an excellent discussion on intrinsic motivation and a more thorough overview from Oudeyer and Kaplan [2008] ; here we present a few notable works. Often the goal is to trigger explorative behaviour in the agent. Schmidhuber [1991, 2010] proposed to use a formalised notion of interestingness and curiosity. Bellemare et al. [2016] show that increasing the value of under-visited states is related to information gain. It has also been shown that a notion of surprise, quantifying the degree to which an agent is observing something unexpected, can improve reinforcement learning [Achiam and Sastry, 2017, Itti and Baldi, 2006] . One central notion in our work, the mutual information, has also been used to estimate information gain by Houthooft et al. [2016] which is then integrated with the task-specific reward function. Artificial creativity has been used to create games that aim to make an agent improve upon its current capabilities [Schmidhuber, 2013 , Sukhbaatar et al., 2017 .
Experiments
We conduct four experiments to examine the method presented in section 2. The two first experiments (sections 4.1 and 4.2) verify the applicability of empowerment, even when (i) state and action are continuous, and (ii) the dynamics are unknown. Moreover, we discuss the learnt behaviour when maximising empowerment. Sections 4.3 and 4.4 examine two more complicated scenarios. We determine whether the behaviour empowerment induce in simple environments consistently transfers to more interesting scenarios.
For reproducibility, the interested reader is referred to the appendix for details on the environments, system dynamics and computational architectures.
Pendulum
Prior work investigated empowerment in a pendulum environment. In particular, Jung et al. [2011] discretise the action space; Salge et al. [2013] linearise pendulum dynamics to make empowerment tractable. We hence conducted an experiment in a continuous, torquecontrolled pendulum environment as a proof of concept for our extended method. The observation space is twodimensional-angle and angular velocity-and equal to the state space, with a one-dimensional torque control input. The system dynamics are differentiable and explicitly known, cf. appendix A.2.2. Figure 1a shows the empowerment landscape. An intriguing property of this landscape is the crossdependency between angle and angular velocity: at the goal state, we want low velocity. At intermediate steps, however, we need almost maximum velocity. This would be particularly hard to model by hand-and impossible to generalise to other environments.
As the superimposed state-space walk of a swing-up from rest shows this simplifies finding optimal trajectories. Figure 1b visualises the same swing-up. We observe that the learnt policy reliably swings up the pendulum. This is in accordance with the aforementioned prior work on empowerment [Jung et al., 2011 , Salge et al., 2013 : in the upright position, we have most influence over the state.
Single ball in a box
Next, we study a ball-in-a-box environment, which has been studied in previous literature [Wissner-Gross and Freer, 2013] . The system dynamics are continuous but simple; the two-dimensional controls are directly added to the two-dimensional position, which serves as the observation. At a wall, any control perpendicular to that wall is absorbed. In contrast to the pendulum experiment we do not assume the dynamics to be known and learn them according to section 2.4.
We compare the behaviour of the empowermentmaximising policy π, depicted in fig. 2e with a uniform policy in figs. 2b and 2c. We observe that the ball is controlled towards the centre of the bounding box in the former case. In contrast, behaviour is suboptimal in the uniformly controlled case, as the ball tends to get stuck at the walls due to the absorption of control.
The policy plateaus in the centre of the box: empowerment is constant within the region where the the ball cannot reach the wall within the horizon of eq. (6)-as long as it avoids getting stuck, the policy is unbiased.
Multiple balls in a box
In the multi-agent ball-in-a-box experiment, four balls interact in a bounding box. Observation space and control of the balls are more complex compared to the previous environment. Each has a continuous 44-dimensional observation space: two position, two velocity, and 40 laser range (LIDAR) measurements. Typical LIDAR distance signals for one ball are visualised in fig. 3a as red lines.
A ball can be controlled with a two-dimensional force vector (proportional to acceleration), so the control is more intricate than in the previous environment with one ball. Again, the walls are absorbing perpendicular forces. Each ball has its own internal, 16-dimensional latent state-space model, as well as a filter and a policy. its action locally and independently.
The learnt policy π, fig. 3b , shows interesting properties. Consider fig. 3c . Compared to uniform sampling of actions, we observe that the balls try to avoid the walls. This is expected from our previous experiment: if a ball is close to a wall, all forces pointing towards the walls lead to negligible changes in its state: empowerment decreases. Figure 3d shows that this in turn leads to a decreased distance between balls. On top, proximity by itself is beneficial to empowerment: the changes in the LIDAR measurements are larger if the balls are closer to one another. On closer observation of the histogram in fig. 3d , we also find that they are less likely to bump into each other, for similar reasons as they avoid the walls.
The learnt policy hence consists in moving towards the centre of the box while avoiding collisions with the other balls. Since the policy is shared, we can marginalise the effect of the other three balls by looking at the average action taken at a certain position. The result is depicted in fig. 3b . It shows the action taken at each position in the box, averaged over all balls. This marginalises the effect of the relative position towards the other balls and allows us to compare this policy to the single-ball policy in fig. 2e . We see that we learn essentially the same policy-in an environment where the agent loses control over parts of the dynamics.
It should be stressed that the results given here are gathered after training. This implies that empowerment is no longer evaluated. It is amortised into a comparably small policy, cf. appendix A.2.4.
Bipedal balancing
In this environment, we control the two-joint legs of a biped robot. Snapshots of the environment are visible in fig. 4 . The robot's leg joints are torque-controlled.
Observations include a total of 24 measurements provided by the environment: full state of the head, full state of each leg including ground contact, global velocity, and LIDAR rangefinder measurements. Again, we assume no prior knowledge on the dynamics; instead it is learnt with DVBF.
This environment is of particular interest due to inbuilt cost function in Brockman et al. [2016] : the original goal is some sort of fast horizontal movement, a proxy to walking. On top of rewarding forward movement, reward shaping is performed to punish (i) not keeping the head horizontal, (ii) falling, and (iii) excessive torque control. These hard-coded and fine-tuned heuristic constraints tackle the problem that some form of balancing is a necessary prerequisite skill for walking.
Our experiments show that balancing can be unsupervisedly learnt via empowerment: if the agent trips, it can henceforth only move its legs with no other effectthe influence on the environment is low, empowerment is decreased.
n-step empowerment
We repeated two of the experiments with n-step empowerment to validate that the accumulated single-step rewards in eq. (6) can result in the same behaviour and the same cost landscape. In the single ball experiment, we trained a policy to exploit 10-step empowerment and the accumulated single-step empowerment. Figures 2c and 2d show the very similar distributions of the ball location when following the respective exploiting policies.
In the pendulum experiment, we used 5-step empowerment and compared it to the ordinary empowerment results from section 4.1. The 5-step empowerment landscape can be seen in fig. 5 . The results for both versions show a highly empowered state when the pendulum is standing upright and a path with monotone increas- ing empowerment towards this maximum. Figure 1a shows a swing-up trajectory greedily following such a path. The colors of fig. 1a show accumulated one-step empowerment, eq. (6), averaged over multiple rollouts, whereas the colors in fig. 5 directly show n-step empowerment. In both cases, the peak corresponds to a balanced pendulum.
Conclusion and future work
Our experiments on unsupervised control in highdimensional continuous dynamic systems demonstrate that empowerment leads to sensible basic behaviour, such as swinging up and balancing an inverted pendulum; distributing moving balls in a box; or balancing a biped.
The method is efficient in two ways. First, its training procedure relies on stochastic gradient descent, which is known to gracefully scale with the amount of model parameters and problem size. Second, the result of the method-a policy maximising empowerment over a given time horizon-can be evaluated in constant time. This makes the method real-time capable, a prerequisite for the deployment in many scenarios including robotics.
The flexibility of the model is inherited from its neuralnetwork building blocks, where e.g. the statistical assumptions are encoded in the likelihood functions used. Further, since training is done with gradient-based methods, the only requirement here is the differentiability of the loss functions. We have proposed and shown that the major cause of inflexibility-the requirement for a differentiable, Markovian model of the system-can be overcome by the estimation of a nonlinear Bayes filter from data only.
Future work includes the deployment of the method to physical systems as well as the integration of taskbased reward functions, such as distance to a goal, with empowerment.
Parameters
Number of action dimensions n u = 4 Number of latent dimensions n z = 64
• Policy π(u t | z t ): 128 tanh + {n u identity, n u exp}
• Source ω(u t | z t ): 128 tanh + {n u identity, n u exp}
• Planning π(u t | z t , z t+1 ): 128 tanh + {n u identity, n u exp}
• Recognition model q meas (z t | x t ): 128 relu + {n z identity, n z square}
A.3 Details on the models A.3.1 Parametrisation of source and planning distributions Throughout this paper we chose ω and q to be from restricted sets parameterised by φ and ψ, respectively: both are represented by Gaussian distributions of which the mean and the variance are parameterised by deep neural networks µ φ , σ 2 φ , µ ψ and σ 2 ψ :
where φ and ψ are the respective weights. We denote the combination of φ and ψ as parameters θ.
A.3.2 Modifications to DVBF
We have used the Deep Variational Bayes Filter (DVBF; Karl et al. [2017] ) in many of the experiments described in Sec. 4. Its deployment is explained here.
The initial state distribution ρ(z 1 ) is represented by a variational autoencoder, which we train along with the same objective. The latent state w 1 of this initial autoencoder is created by a recognition model conditioned on the the first K observations. This sample w 1 is then transformed with another nonlinear function into the first latent state z 1 . The prior for this initial autoencoder is a standard Normal distribution.
The recognition model q is implemented through two separate models which are applied at each time step t: q(z t | z 1:t−1 , x 1:t , u 1:t ) ∝ q meas (z t | x t ) × q trans (z t | z t−1 , u t ), where the belief over the current latent state given the last observation and the state history are implemented as the product of two distinct distributions, q trans and q meas , respectively. Both are implemented as Gaussian distributions. As the product of their densities is a Gaussian density as well, arriving at q is possible in closed form. The exact implementation relies on parameter sharing with the prior: q trans (z t | z t−1 , u t−1 ) = N µ trans (z t−1 , u t−1 ),σ 2 trans (z t−1 , u t−1 ) , q meas (z t | x t ) = N µ meas (x t ), σ 2 meas (x t ) .
Note that µ trans is shared with the prior: p(z t+1 | z t , u t ) = N µ trans (z t , u t ), σ 2 trans (z t , u t ) , whileσ 2 trans is not. The resulting model then follows a Gaussian distribution [Murphy, 2012] : q(z t | z t−1 , x t , u t−1 ) = N (µ q , σ This allows the model to decide whether it should base its belief about z t on z t−1 and u t or on x t instead. All the mappings µ trans , σ wherep is the empirical distribution from which our data set D is obtained. Estimation of the gradient is performed via backpropagation through time [Werbos, 1990] , which lets us perform gradient descent on L MODEL in λ.
