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“It’s not about where your starting point is, but your end goal and the journey that will
get you there.”
“Success isn’t about being the best. It’s about always getting better.”

Abstract
The purpose of a Conversational Recommender System is to help the users achieve their
recommendation specific goals using a multi-turn dialogue. In recent years, numerous
studies are conducted on improving the quality attributes of a conversational recommender
system. Multiple conversational movie recommender systems are proposed. However,
there is a need for a conversational system for a movie recommendation, which can be
used for research purposes.
The main goal of this thesis is to create Jarvis, an open-source, rule-based conversational
movie recommendation system focusing on understanding the users’ goals and adapting to
their changing requirements. In order to understand the users’ goals, a database is created,
which contains the attributes with higher coverage of possible users’ goals. A multi-model
chat interface is designed for Jarvis. This interface introduces the components for better
user interaction and providing users a guide during the conversation.
The success of a conversational system is measured in terms of the quality of the
conversation and the satisfaction of the users. To guarantee the success of Jarvis, the
conversation of the system with different users is recorded. Moreover, the users are
requested to rate their conversation and give feedback about the system. The behavior
of the system during the conversation and user feedback is studied to improve Jarvis.
The results have shown that conversational data and users’ feedback plays an essential
role in improving the performance of Jarvis. The users’ satisfaction has improved, and the
system adapts better to the previously unknown scenarios in the conversation. However,
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Recent technological advancements in Natural Language Processing (NLP) and Dialogue
Systems lead to state-of-the-art conversational human assistants like Microsoft Cortana,
Google Assistant, and Apple Siri. A dialogue system, also known as a conversational
agent, is a machine that interacts with the users in their language for either a regular
conversation or help the users reach their goals. Therefore, a dialogue system can be
categorized as goal-driven (task-oriented conversational agents) and non-goal-driven
(chatbots) systems. The goal-driven dialogue systems help the users accomplish a specific
goal (for example, finding a movie, booking tickets, etc.). Their efficiency is measured in
terms of how many conversational turns the system takes to reach a user-defined goal.
The non-goal-driven systems are created as human companions that converse with a
human on regular-life topics. Their efficiency is measured in terms of user engagement,
i.e., how long the users stay in the conversation. ELIZA [1] and PARRY [2] are famous
non-goal-driven rule-based dialogue systems.
The conversational recommender systems (CRS) are a type of goal-driven systems that
make recommendations based on the users’ goals. CRS focus on guiding the users
through a natural conversation to collect their preferences [3] instead of asking them to
list all at once. This process can be done via text-based conversation and speech, or
both. Many end-to-end open-source conversational agents are developed for research
purposes. PyDial [4] and OpenDial [5] are multi-domain frameworks for both written
and spoken dialogue systems. Google Dialogflow is an online platform providing limited
free functionalities. Although Dialogflow is widely used for dialogue systems, it does not
provide a room for customization of the agent. It can only be used for designing and
training the intents for the agent. ParlAI [6] is an open-source framework by Facebook
AI Research for only speech-based dialogue systems. Plato [7] is also a multi-agent
open-source framework providing a basic structure of a task-based dialogue system for
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developers. Vote GOAT [8] is a speech-based conversational movie recommender system
built using Google Dialogflow. Vote GOAT comprises of movie recommendation, a movie
rating system, and gamification for the users to maximize the ratings. However, the
architecture of Vote GOAT comprises of multiple frameworks connected to perform the
dialogue. However, there is a need for a low-latency, open-source, conversational movie
recommender system that does not need any initial conversational data for the system’s
training.
The main goal of this project is to create Jarvis, an open-source, rule-based, single-domain
movie recommender system. This system must be developed using an open-source
platform and provide a scaleable structure for a more straight forward implementation
of future amendments. As the system will be rule-based, no initial conversational data is
required to train the component. However, the data collected using this system can be
used to train the components for dialogue systems in the movie domain. The component
of a dialogue system that converses with the users is referred to as an agent. Therefore,
the terms agent and system have the same meaning, i.e., a system that interacts with a
human. The system must have the following functionalities:
• Entity Recognition: Identifies an entity based on user’s responses gathered over a
sequential process. This functionality involves the annotation of the user’s response
to find a value that matches an entity or a part of it in the database. The term
entity does not only refer to the title of the movie. It also includes other attributes
that can be a part of the user’s preferences. For example, in a response "I need a
romantic comedy from the 90s", the entities recognized are "romantic", "comedy",
and "90s".
• Sentiment Analysis: Detects the user’s sentiments for the annotated entity. The
system must be able to detect if the users have a positive or negative sentiment
towards the entity. Moreover, if the system recommends a movie, the user’s
sentiment for that recommendation should also be recognized.
• Intent Detection: Detects the user’s intents. At any stage in the conversation, the
system must be able to detect the intents based on the following factors:
– If any entities are recognized in the user’s response.
– If the agent should look for a specific intent based on the state of the conver-
sation.
• History Analysis: Generates new recommendations based on the history of user’s
feedback on the recommendations made in the dialogue. The system must make
sure not to recommend a movie twice in the same conversation. It should also try
to find similar movies if the user likes a recommendation.
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• Feedback Collection: Gathers user-feedback for further improvement. The develop-
ment of Jarvis must be spanned over multiple phases. For each phase, the system
must be tested for real-time users, and their feedback on the system must be used
for future improvements.
1.1 Approach and Contributions
In this study, Jarvis is designed and improved in two phases. For each phase, a dialogue
example is created. In the dialogue example, the agent and the user’s responses are
tagged with the corresponding machine-understandable translations. These examples
define the goals that the system must achieve during the phase. Moreover, a dialogue-flow
is designed to define the possible actions Jarvis can take at each stage in the conversation.
For the first phase, Jarvis and its components are designed from scratch. This phase
includes designing a list of intents for both agent and user in a multi-turn dialogue.
Moreover, for better user interaction, a multi-model chat interface is designed for Jarvis.
This interface is implemented using a messaging app named Telegram1. Also, customized
buttons at every stage are provided to guide the users during the conversation. To analyze
its performance, Jarvis is used by multiple human-users. The users’ conversational data
with the results of each component in Jarvis is collected. This data helps in understanding
the problem areas, which can be improved in later phases.
Moreover, the users are requested to rate the system for its quality attributes and overall
performance. This feedback is used to target the areas which can be improved in Jarvis
for the second phase. The implementation of any conversational system is an ongoing
learning process. Therefore, the same evaluation process is implemented for the second
version of Jarvis and will be further used for improvements in the later versions.
The following research questions (RQ) are addressed in this thesis:
RQ1 Is it possible to implement a complex dialogue-flow using only a rule-based conver-
sational agent?
RQ2 Can a rule-based Natural Language Understander (NLU) be created to understand
users’ preferences for a movie?
RQ3 Is it possible to create a database that contains a high coverage of possible users’
preferences?
1https://telegram.org/
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RQ4 Can Jarvis meets the expectations of the users and helps them reach their goals
easily?
Considering the RQs, the main contribution of this thesis are:
1. A rule-based conversation movie recommender system is created, which adapts to
the user’s changing requirements.
2. Using the available database, a rule-based NLU is implemented. The performance
of the NLU is improved in both versions of Jarvis.
3. A database is explicitly created for recommending movies based on user’s preferences.
The attribute-values in the database match a higher percentage of the user’s
requirements.
4. The feedback of the users is improved for the second version of Jarvis. Therefore,
the overall performance of the system is being improved for every next version.
1.2 Outline
The content in this thesis is organized as follows: In Chapter 2, an overview of dialogue
systems and conversational AI is provided. Types of dialogue systems are explained with
examples. The dialogue system architecture is also presented. Moreover, the higher-level
requirements of the CRS and the evaluation criteria of CRS are explained. In Chapter 3,
the main components of the proposed Jarvis movie recommender system are presented.
Moreover, the developments of both versions of Jarvis is explained with algorithms and
examples if required. In Chapter 4, the designed experimental setup and its features are
explained. The evaluation of the system with a detailed analysis is also presented. The
conclusion of the thesis with the goals for future work is elaborated in Chapter 5.
Chapter 2
Overview of Dialogue Systems and
Conversational Recommendation
Systems (CRS)
A dialogue system is a machine based conversational agent that interacts with the users
using natural language. A dialogue system is expected to address three major problems
in a real-world conversation [9]: (1) answering questions, (2) completing a task/goal,
and (3) general conversation (chit-chat). A dialogue addressing all these tasks can be
accomplished by using multiple conversational agents (bots) designed to fulfill particular
responsibilities. In this chapter, we present different approaches to implement a dialogue
system. A dialogue system is also called a conversational agent. Therefore, the terms
system and agent are used interchangeably.
In Section 2.1, different types of dialogue systems are presented with the main architecture
of a goal-driven dialogue system in Section 2.2. Section 2.3 lists the properties of a CRS
and examples of available systems.
2.1 Dialogue Systems
A variety of end-to-end conversational AI platforms (dialogue systems) are available over
the internet. Most of these are made for commercial purposes and cannot be customized
for research. However, there are some platforms with open-source APIs available for
further configuration and tweaking. Some of the APIs available are as follows:
• PyDial [4]: An Python-based platform developed and used by the Dialogue
Systems Group at the University of Cambridge. It is an open-source dialogue system
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providing a multi-domain functionality and domain-independent implementation
of both written and spoken dialogue. The Conversational Entity Dialogue Model
(CEDM) in PyDial allows the users to model entities.
• OpenDial [5]: A Java-based platform, developed by the Language Technology
Group1 of the University of Oslo (Norway). It is also an open-source and domain-
independent framework for only spoken dialogue systems.
• Dialogflow: A conversational platform powered by Google. It is an online platform
providing a domain-independent implementation for both speech and text-based
dialog. Dialogflow provides many free functionalities2 like intent training and
recognition and follow-up intents. However, some of its features, like sentiment
analysis, are only available in the Enterprise edition3.
• ParlAI [6]: A Python-based platform developed by Facebook AI Research (FAIR)4
for speech based dialogues. Being an open-source framework, ParlAI provides
a shared repository for researchers to add new tasks and algorithms. Moreover,
integration with Amazon Mechanical Turk 5 improves the training and evolution
of the system.
• ConvLab [10]: A Python-based conversational platform designed by the Conver-
sational Systems Group at Microsoft. ConvLab is also an open-source, end-to-end,
multi-domain and multi-intent dialogue system. Moreover, it also supports integra-
tion with Mechanical Turk for human evaluation.
• Plato [7]: A Python-based agent build by Uber Engineering for both beginners
and experienced researchers in the field of conversational AI. It is an open-source,
multi-agent platform allowing users to define their architectures.
The purpose of dialogue systems or conversational agents is to communicate with the
users using natural language. This conversation can either be speech, text, or both.
Dialogue systems can be further classified into goal-driven (task-oriented conversational
agents) and non-goal-driven (chatbots) agents [11, 12]. Difference between both system
will be further discussed in Section 2.1.1 and Section 2.1.2. Section 2.1.3 gives an overview
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2.1.1 Goal-Driven Dialogue Systems
Task-oriented dialogue systems converse with the users and help them to complete a spe-
cific task/goal or find an answer, e.g., checking the schedule, booking a flight/restaurant,
ordering an item, etc. Digital assistants like Alexa, Siri, Cortana, etc. provide excellent
examples of such dialogue agents. Goal-driven dialogue systems are mostly implemented
by adding a database module to the system where it can access the data to fulfill a
task [9, 13]. Initially, the systems were based on hand-crafted rules [14] (rule-based
systems), which were later improved using machine learning algorithms to understand
users’ intents [15]. Goal-driven conversational agents are widely used in industries where
24/7 assistance is required to guide the customers. Moreover, a large dialogue corpus
helped researchers build more efficient agents.
Proposed in 1977 by Bobrow et al., the GUS [16] architecture is a simple yet popular frame-
based dialogue system. It is an underlying framework for many modern conversational
assistants. The task-based dialogue systems (either GUS or any modern architectures)
are based on a structure called frames, which defines a set of intents and information
the system can infer from the user. Frames comprise of slots, where each slot has a
set of possible values. This set of possible values for each slot is defined in the domain
ontology.
2.1.1.I Main structure of a frame-based dialogue system
The information slots required by the system specify the agent’s query requirements
to fulfill the users’ goals. The flow of the dialogue systems is based on the slots of the
frame. The system fills these slots by inferring values from the user’s responses and
performs an action (recommend a movie, book a flight, or find a restaurant). The goals
can be voluntarily provided by the users, or the system can ask specific template based
questions to fill the slots.
The first and most crucial component in frame-based systems is using Natural Language
Understanding (NLU) to identify the domain of the goal and intents of the users. For
example, if the users want to book a flight or search for a movie. This domain selection
will help the agent to decide the slots and values for the conversation. Although this step
would not be required for domain-specific agents, it is a vital step for multi-domain systems
like Alexa, Siri, and Cortana, etc. Rule-based NLUs use a hand-crafted semantic grammar
to understand the user intents and slot-filling. However, most commercial conversational
agents do intent-recognition and slot-filling using machine learning algorithms.
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2.1.2 Non-Goal-Driven Dialogue Systems (Chatbots)
Non-goal-driven systems are created as AI companions to humans and are not directed
towards completing a particular task. These systems mimic human behavior and are
designed to have a prolonged conversation with users. For a user’s query/dialogue,
such systems generate a response based on statistical models, data-driven learning
models [17], or both. To imitate a style of natural conversation, the response-generation
process is created by training deep neural network models on large datasets comprising a
human-human conversation [18–20].
Non-goal-driven conversational agents can be integrated with task-oriented systems
to make them appear more natural (human-like). Such systems are mostly used for
users’ entertainment and also have some practical application. Some famous examples
of entertainment based conversational systems are ELIZA [1, 21], Cleverbot [22] and
XiaoIce [23] by Microsoft. ELIZA is designed to simulate the Regorian psychology
and is used for counseling. Cleverbot is an IR-based chatbot that learns how humans
converse from the internet. XiaoIce is characterized as an AI companion designed to
understand human feelings and interact with humans to provide emotional support.
XiaoIce uses Markov Decision Processes to optimize the decision-making process during
the conversation. Its performance is measured in terms of the conversation turns per
session (CPS), i.e., the length of the human-machine interaction. The average CPS of
XiaoIce is 23, which is higher than a normal human-human conversation.
Non-goal-driven conversational agents are generally divided into two major categories,
rule-based and corpus-based systems [11]. In this section, different types of rule-based
systems are discussed in detail. Moreover, the techniques to generate a response in
corpus-based systems are also discussed.
2.1.2.I Rule-based systems
As apparent from the name, rule-based systems use hand-crafted rules to geenrate a
response. These rules can be based on the last user utterance or the history of the
dialogue.
a) ELIZA [1, 21]: ELIZA is a very influential chatbot in the field of non-goal-driven
dialogue systems. It was designed to reproduce the methods of a Rogerian psychologist
where you guide the patient by reflecting back a patient’s declaration. Weizenbaum states
that, in Rygorian psycology, you can “assume the pose of knowing almost nothing of the
real world”. For example, if patient says “You don’t argue with me”, the psychiatrist
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will reply “What made you think I don’t argue with you”. The rules ELIZA works by
are pattern/transform i.e., based on a pattern inferred from user’s statement, ELIZA
generates a response which transforms the statement to agent response. For example,
pattern: (* YOU * ME)
transform: (WHAT MAKES YOU THINK I 3 YOU)
here 3 refers to the position of second * in the pattern.
This pattern/transform rule in ELIZA applies to the words linked to the keywords in the
user’s response. Keywords are ranked with more common words being ranked lower than
the rare ones. For example, for a user’s statement,
I know people always think they are better.
The algorithm can match to a rule with keyword “I”
Pattern: (I *)
Transform: (YOU SAY YOU *)
generating a response:
You say you know people always think they are better.
However, “I” is a more common word as compared to the word “people”, which can
generate a more productive response leading to a conversation goal user has in mind.
Therefore ELIZA would generate a response by ranking the word “people” higher than
“I” in the lexicon and generate a response:
Who in particular are you referring to?
If ELIZA is not able to match a keyword form the statement, it chooses a response to
carry on the conversation like “Please go on” or “I see”. ELIZA can also use its memory
when it is not able to generate a response. Whenever the word “my” has the highest
rank in the user’s statement, it saves a transform in the memory. Some examples of such
transforms are:
(* MY *) -> (YOU SAID YOUR 3)
(* MY *) -> (DO YOU KNOW WHY YOUR 3)
(* MY *) -> (DOES THIS LINK WITH THE FACT THAT YOUR 3)
Later, where no keywords are found, ELIZA will respond using the latest transformed
response stored in the memory.
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b) PARRY [2]: Another chatbot focused on clinical psychology was proposed by
Colby et al. [2] to study schizophrenia. As the next step to ELIZA, PARRY also added
another parameter that accounts for its mental condition, which can affect the agent’s
level of fear or anger. PARRY was successfully able to imitate real paranoids. Therefore,
the psychiatrists could not differentiate between the conversations with PARRY and the
real patients [24].
2.1.2.II Corpus-based systems
CCorpus-based chatbots use corpus data to learn human behavior from human-human or
human-machine conversations. Such systems need a large amount of conversational data
to train the models [25]. Many large datasets have been used for both text and spoken
language. In order to collect spoken dialogue data, telephonic conversations [26] and
also movie dialogues [27, 28] are used to generate large amount of data. For text-based
corpora, sites like Twitter [29] or databases of crowd-sourced conversations [30] have been
used. For topical chatbots, corpora created are limited to the relevant topics. Moreover,
further data can be collected once the chatbot is implemented and can be used to improve
the trained model further.
The two main techniques used to generate responses in corpus-based chatbots are
information retrieval (IR) and machine-learned sequence generators. Corpus-based
chatbots do not model the dialogue state and generate a response based on the last user’s
response.
a) IR-based chatbots: Information retrieval based chatbots generate a response to
a user’s response by selecting a suitable entry from the corpus containing a natural-
language conversation. For this purpose, the IR-based agents use a retrieval method.
Some examples [11], of retrieval methods, are listed as follows:
• Return the most similar turn: For a user utterance q, return the turn t from corpus




‖ q ‖‖ t ‖
• Return the response to the most similar turn [31, 32]: For a user utterance q,





‖ q ‖‖ t ‖
)
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b) Machine-learned response generators: These response generators are a machine
learning version of ELIZA as they transform the user’s utterance into a system’s utterance.
The system uses the corpus to learn a translated response to the user [11].
As the primary goal of this thesis is to create a goal-driven domain-specific conversational
agent, the main focus of the remaining sections would exclude non-goal-driven systems.
2.1.3 Dialogue Systems vs. Conversational AI
The terms “Conversational AI” and “Dialogue Systems” often mean the same thing in the
literature. However, conversational AI can be regarded as a sub-component of dialogue
systems. The latter also refers to rule-based conversational agents, and the former only
covers the topic of AI-based agents.
The different types of conversational agents mentioned in Section 2.1.1 and Section 2.1.2
can be combined to create a unified conversational agent. This method involves a
decision-making process comprising of a higher-level action of selecting the relevant
agents (task-oriented or casual chat) and agent-specific lower-level actions. Such decision-
making processes can be created by implementing Markov Decision Processes (MDP) [33]
using a mathematical framework of possible actions/decisions. The agent in an MDP
framework can learn actions using Reinforcement Learning (RL). At each turn, the
agent interacts with the user and generates an action based on the current state and the
dialogue policy. These actions have a reward associated with them, and RL is used to
learn the policies in order to maximize the net reward of the conversation. The higher
net reward for a goal-driven system indicates that it took lesser Conversation-turns
Per Session (CPS) for task-completion. On the contrary, the success of non-goal-driven
systems is measured in terms of user engagements, i.e., more CPS.
2.1.3.I Machine Learning in Dialogue Systems
Although RL provides a complete Machine Learning (ML) framework to generate actions,
it required more user interaction for the agent to train [9]. This approach can take more
time (needs more conversations with the users) until RL generates appropriate dialogue
acts. Therefore, another approach is to use different ML methods, like supervised learning
(SL), and using data from human-human or human side of human-machine conversations.
This approach can be further extended to RL once the agent is implemented. However,
SL also needs a large corpus to train the models.
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2.1.3.II Deep Leaning in Dialogue Systems
Deep Learning is the training of neural networks that initially consisted of a single
layer [34] and advanced towards using multiple hidden layers between learning the output
from the input [35, 36]. This architecture of multiple layers is called a deep neural
network (DNN). The difference between the traditional (feature-based) ML methods and
DNNs is that the later does not require a set of features extracted from the input [9].
2.2 The Dialogue-System Architecture
In this section, the main architecture of frame-based dialogue systems is presented.
The three main components in a dialogue system architecture (Figure 2.1) are Natural
Language Understander (NLU), Natural Language Generator (NLG), and the Dialogue
Manager (DM).
Figure 2.1: Dialogue State Architecture of Goal-Driven dialogue systems
2.2.1 Natural Language Understanding (NLU)
Two major tasks of NLU in dialogue systems are domain recognition and intent classifica-
tion from the user statement. The goal of domain recognition is to identify the significant
scope of the goals users want to achieve. As mentioned in Section 2.1.1.I, this task is only
required for multi-domain systems. For a specific domain, intent classification defines
the intent of the users. This task includes filling any slots in the frame-based systems if
the users want to reveal any requirements.
Rule-based NLU works on the principle of hand-crafted patterns and annotators to
detects intents and slot-values from the user’s response. For an ML-based NLU, Haffner
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et al. [37] proposed support vector machines (SVM) and maximum entropy was proposed
for NLU by Chelba et al. [38]. Later hidden Markov model (HMM) and conditional
random fields (CRF) were used for slot filling [39–41].
Neural models are used for intent and domain recognition tasks [42–44], while RNN was
proposed for intent classification in 2015 [45]. For the task of slot-filling, deep learning is
used for generating features as slots from the utterance [46], and later RNNs are used to
detect slot-values pairs from the sequence of tokens in the utterance [47, 48].
2.2.2 Natural Language Generation (NLG)
The task of NLG is to present the agent’s response in a human-understandable manner.
The NLG receives the agent’s intents as input and generates a natural language sentence
as an output. Generating a natural language using ML models trained on a corpus is
better than the hand-crafted templates because it benefits from the natural language
in the data, and more effort is not required in creating templates for unknown agent
actions [49].
2.2.3 Dialogue Manager (DM)
Conversations are mainly viewed as a decision-making process [50], and this process is
accomplished using the DM in the conversational agents. DM comprises of two essential
components:
• Dialogue State Tracker (DST): It keeps a record of the current state of the
dialogue. This record comprises the current users’ and agent’s responses, the users’
current preferences, and the results presented to them.
• Dialogue Policy: This component controls the decision-making role of the dia-
logue manager. The performance of the dialogue policy is dependant on the current
state of the dialogue.
For dialogue management, RL was applied [51, 52] with an assumption that the NLU
detects the intents accurately. However, in real-life, the NLU can not be perfect con-
sidering the randomness in users’ utterances. For this uncertainty created by noisy
utterances, a partially observable Markov decision process (POMDP) has shown promis-
ing results [53, 54]. The dialogue policy generated by POMDP is trained further using
RL [33], giving a feedback score of the policy’s performance.
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2.3 Conversational Recommender Systems
A Conversational Recommender System (CRS) is a task-oriented system that supports its
users in accomplishing recommendation-related goals through a multi-turn conversational
interaction [55]. Although research in conversational recommender systems results in
many state-of-the-art techniques, it is not always recommended in all search situations [56].
For example, in a typical search task of booking tickets: the agent will sequentially
ask users questions. These questions are simple and not based on the context of the
conversation. However, from a user’s perspective, it would be easier to input the
information on a screen where all slots are mentioned in a parallel fashion. Therefore, it
would not be efficient to use a dialogue-based recommender system for such a simple
case.
However, CRSs are proved to be more effective for more complex recommendations [57]
with information overload. For example, planning a trip where multiple agents with
different goals are required, or recommend a book/movie where the agent queries are
mostly relevant to the system’s current context.
2.3.1 High-Level requirements for Conversational Recommender Systems
A primary goal of the conversational agents is to make the communication between
a system and human as natural as possible. Liu et al. [56] listed some challenges a
recommendation system can encounter while conversing with human users:
1. Determine the keywords in the dialogue: This includes filtering out the unnecessary
words in the user’s utterance.
2. Determine an appropriate agent response: This depends on the agent’s decision-
making policy and should depend on the context of the conversation with the users.
An agent response can include results or a query to understand users requirements.
3. Answer aggregation: Generating a list of results can be overwhelming for the users.
Therefore, an agent must have the ability to summarize the options in a presentable
manner.
4. Conversation management: Includes keeping track of the user’s preferences, ana-
lyzing the context/history, and updating the state of the conversation. This also
helps the agent in the decision-making process.
At some points in the conversation, it can happen that the user’s response is not
at all relevant to the search goals. Therefore, it is a critical decision not to trigger
any search task for such utterances.
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5. Knowledge/Information: Having knowledge about the domain and possible aspects
of it. One of the most significant challenges a conversation agent faces is keeping
track of the domain concept and external world linked to it.
6. Human Nature: Expected to respond/interact with a human, in the same manner,
as humans interact with each other. Moreover, an agent is expected to cater to the
emotional needs of the users whenever possible.
Radlinski and Craswell [58] studied human-human conversations and derived a set of
characteristics for a conversation IR system. They provided a theoretical framework
listing five properties that make a CRS.
• User revealment: Users can disclose their requirements to the agent
• Agent revealment: Agent can reveal what it understands and further actions users
can take at a specific point in the conversation
• Mixed initiative: During the conversation, both user and agent can direct the route
of the conversation
• Memory: Agent keeps track of the context of the conversation and stores the user’s
requirements
• Set retreival: Agent must be able to present and manipulate multiple options
considering the current user’s requirements
Trippas et al. [59] listed three stages of search process Query Formulation, Search Result
Exploration, and Query Reformulation. They mentioned that at each stage, the agent
needs to inquire the users about their requirements, gather feedback from the users on
the results presented and reformulate the query based on that feedback.
The purpose of a CRS is to find the users’ preferences via a natural language interaction/-
dialogue with the users [58]. An important action for such dialogue systems is preference
elicitation [60], where an agent learns about the users’ preferences by a series of questions
(elicitation). During elicitation, an agent can also ask the users for clarification [60]
when required. Moreover, for the users to easily understand the search space, an agent
must be able to list or summarize the recommendation [58, 61, 62]. The second step is of
information presentation to the users. It comprises informing the users about the details
of the recommendation(s) made. It is a significant factor in predicting the duration of
the dialogue [63]. Therefore, a more extended conversation can have a negative impact
on the users’ experience [64]. As a third element, a conversational process must have a
memory [58], i.e., able to remember the previous conversation. This aspect will allow the
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agent to ask questions sequentially and store the user’s preferences whenever revealed.
Also, it will help the users refer back to their previous statements to indicate what is
important and what must not be remembered by the agent for future recommendations.
Considering the main goal of a conversational system, Azzopardi et al. [65] proposed a
framework of intents for both the user and the agent. This framework explains how these
actions enable the agent to help users with the completion of a task by understanding
their requirements. The list of intents with their description and examples are shown in
Table 2.1 and Table 2.2 for both user and agent respectively.
2.3.2 Examples of Conversational Movie Recommender Systems
Vote GOAT [8] is a speech-based movie recommender system based on Google Dialogflow.
Voat GOAT recommends movies based on the users’ ratings and uses gamification
as an incentive to receive votes for movies from the users. Each component in Voat
Goat architecture is developed using a different framework. The intent-detection is
performed using the Google Assistant Server (Dialogflow). A firebase cloud function is
used to connect Dialogflow to back-end computation, which uses the HUG REST API
for computation.
F. Narducci et al. [66] proposed a domain-independent movie recommender system6
co-located with RecSys in 2018. It is a recommender system with multiple interaction
modules, such as buttons and natural language responses. The general conversation
comprises asking the users to rate a few movies. Based on the users’ ratings, it can
recommend a movie to the user with some details like IMDb rating, director, actors, and
genres.
Another famous commercial movie recommender system is And chill7, a Facebook
messenger bot. It asks the user its favorite movie and the reason. Based on the user
answers, it recommends three most-relevant movies and also can schedule a reminder for
the users to watch the movies later.
Papangelis et al. [67] proposed a multi-agent dialogue model training using RL. The
purpose of the framework was to model an agent-agent conversation to train multiple
agents in parallel. Its basic modeling is based on training a restaurant recommender
agent using reinforcement learning.
The proposed system, Jarvis, is an open-source, single-agent, rule-based system developed
using Python, an open-source platform. The dialogues in Jarvis are text-based. It
6@MovieRecSysBot on Telegram
7http://www.andchill.io/
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Table 2.1: An Overview of User Actions by Azzopardi et al. [65]
Examples are copied from [65]
Intent Description with examples in [65]
Reveal
Disclose Users will disclose details regarding their preferences.
“I would like to arrange a holiday to Italy on 4th of May”
Non-Disclose Users chooses not to disclose the information asked by the agent.
“I prefer not to say.”
Revise Change the information need already disclosed.
“Actually, we need to go on the 3rd of May.”
Refine Refine the preference by adding more details.
“We need to go in the evening.”
Expand Opposite of refine. Expand the search space by removing a criteria.
“Can you also check to see what kinds of holidays are available in
Spain”
Inquire
List List of different options
“Tell me about all the different things you can do in Tuscany?”
Summarize Summary of different options
“Can you give me an overview of the things to do there?”
Compare Comparison between options
“What are the main differences between Tuscany and Galicia?”
Subset Selection of different options
“What is the best thing to do in Tuscany?”
Similar Option similar to the current available options
“What other regions in Europe are like that?”
Navigate
Repeat Revisit the options revealed
Back Go back to the previous recommendation (this refers to the latest
one)
More Learn about more options in the list
Note Save an option to revisit it later
“Save that hotel for later.”
Interrogate
Understand Checks if agent understands the users’ preferences
“What do you think I am looking for?”
Explain Ask for an explanation of why a particular suggestion is made.
“Why are you showing me this?”
recommends a movie based on the users’ requirements rather than their ratings for other
movies. Jarvis also uses a multi-model interface where the users can interact via natural
language as well as buttons whenever required.
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Table 2.2: An Overview of Agent Actions by Azzopardi et al. [65]
Examples are copied from [65]
Intent Description with examples in [65]
Inquire
Elicit Ask the users regarding various constraints to narrow down the list
of options
Extract Extract the users’ preferences during the conversation
Clarify Agent want to check the criteria it extracted or specify use preference
“What do you mean by cold? Less than 20 degrees Celsius?”
Reveal
List Show all possible options in the search space
“I’ve found a number of possible tours around the wine yards. One
leaves at 8.30am for 100 pounds, another is at 1.30pm for 75 pounds,
and the last one is at 4pm for 139 pounds.”
Summarize Give users an overview/summary of the possible recommendations
“Tours range from 75 to 139 pounds, and leave in the morning,
afternoon and early evening.”
Compare Comparison of various options in the list
“The cheapest tour is for 75 pounds and leaves at 1.30pm, while the
evening tour leaves at 4pm and includes a three course dinner, but is
more expensive at 139 pounds.”
Subset Present some of the recommendation from the list of options.
Similar Find similar option given the current list of objects agent has in the
search space.
Traverse
Repeat Revisit the options revealed
Back Go back to the previous recommendation (this refers to the latest
one)
More Learn about more options in the list
Record Save an option if users show interest and it can be used later
Suggest
Recommend Agent can be asked or will be able to make recommendation based
on received users’ preferences
Hypothesize Based on current information, agent can generate other possible
preferences
“What if the user wants to go to a different country.”
Explain
Report Report its understanding of the users’ needs
Reason Give reason for why it made specific recommendations
2.3.3 Evaluation of Conversation Recommender Systems
Radziwill et al. [68] review the quality assessment approach to evaluate the conversational
agents’ performance. They grouped the quality attributes of conversational agents from
multiple studies. They concluded that these attributes align with the ISO 9241 concept of
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usability: “The effectiveness, efficiency and satisfaction with which specified users
achieve specified goals in particular environments." [69].
Effectiveness defines how the agent understands the users’ goals, executes the task,
and responds to the users understandably. The efficiency describes the performance
of the system. This includes how the system adapts to the changes and responds to
an unexpected occurrence in the conversation. This indicates how the system has used
its components to help the users achieve the goal quickly. The element satisfaction is
measured in terms of how at-ease the users feel in the conversation. This quality depends
on how the agent greets the users, responds to the users’ sentiments, and gives the users




System for Movie Recommendation
In this chapter, the main approach of implementing Jarvis - a conversational movie
recommender system is presented. The implementation of Jarvis is spanned over two
phases having a version of their own. The first phase comprises of the development of the
basic components from scratch. In this phase, Jarvis handles a straight forward flow of
the conversation with the main focus on understanding users’ intents Reveal and Inquire
(Table 2.1). The system is then used by human users to record the following components:
• The performance of the system. For every user’s utterance, the dialogue manager
updates the dialogue state and generates a response using the dialogue policy.
• The feedback of the users. Users are asked to leave some comments about how this
system can be improved.
These components are crucial for better user experience and are observed further to
make improvements in the second phase. In this section, the main components for Jarvis
with the detailed implementation of each component are explained. The improvements
in Jarvis with each phase are also elaborated.
3.1 Main Components of Jarvis
The main elements responsible for the multi-turn conversational recommendation in
Jarvis are shown in Figure 3.1.
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Figure 3.1: Dialogue System Architecture of Jarvis Movie Recommender System
The conversation is initiated by the user, and the component responsible for converting the
natural language utterance from the user’s dialogue to a machine-understandable dialogue
is Natural Language Understander (NLU). The NLU generates a Dialogue Act
which comprises of the user’s intent and and its parameters. The parameters depend
on the value of the intent detected and will be described further in this section.
The second component in the process of generating agent’s response is Dialogue Man-
ager (DM). DM has two components 1) Dialogue State Tracker (DST) and 2) the
Dialogue Policy (DP). The DST is responsible for tracking and updating the current
Dialogue State (DS) of the conversation. Based of the updated DS, the DP generates
an agent’s response in the form of a Dialogue Act comprising of the agent’s intent and
its parameters.
As mentioned in the Section 2.1.1, task-oriented systems use an external Knowledge
Base to complete a task. This knowledgebase can consist of a database or an external
web-hook to Wikipedia, DBpedia, etc. For Jarvis, the external data used for movie
recommendation is a MYSQL database. Another external file is the Ontology, which
defines how each attribute must be accessed by the NLU and the DM. The main attributes
of the database table and the ontology will be explained separately for both phases.
The Dialogue Acts generated by the DM are then converted to a human-understandable
natural-language response by the Natural Language Generator (NLG).
3.1.1 User and Agent Intents designed for Jarvis
The design of intents in Jarvis is inspired by Azzopardi et al. [65]. As mentioned in the
examples of intents in Table 2.1 and Table 2.2, the framework explained is implemented
based on the task of planning a holiday. This task has complex dependencies between the
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recommendable items, which is therefore very different from the task of recommending a
movie. For example,
• The user’s intents under the category Inquire are based on further exploration of
the things/activities one can relate to the item selected. While planning a holiday,
a user can further ask for sub-components like restaurants, hotels, and attractions
near each other. Therefore, these intents can lead to a different domain. However,
for movie recommendation in Jarvis, the result exploration is limited to asking
further details about the items presented by the agent.
• During the phase of user revealment, the slots in Jarvis can be multi-valued, the
goal of intents revise, refine, and expand can be fulfilled by a single disclose intent.
A user’s intent also comprises of the parameters extracted from the user’s utterance.
Therefore, an extra intent of extract (Table 2.2) will not be necessary.
Although the user and agent actions in Jarvis would be inspired by Azzopardi et al. [65], a
different set of intents at some stages would be required in the conversation to incorporate
the basic structure of movie recommendation and further explanation of the recommended
items in Jarvis. The list of intents for both user and agent with their description and
examples are mentioned in Table 3.1 and 3.2 respectively.
3.1.1.I Examples of User Intents in Jarvis and their categorization
For the implementation of Jarvis, a list of examples of possible users’ queries was
generated. These examples are further divided into five categories.
1. Users reveal the main keywords the agent must look for in the database.
• Recommend me some good Netflix movies.
• I want a thriller from the 80s.
• I want a comedy movie from 2019.
• Can you recommend some horror movies?
• Can you suggest an action movie.
2. Users inquire about the movie recommended.
• Tell me more about this movie.
• Who directed this movie?
• What’s the storyline of this movie?
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Table 3.1: An Overview of User Actions in Jarvis
The bold text defines the intents which can be further split into a list of sub-intents
(below the dotted line)
Intent Description
User Revealment [58]/Query Formulation [59]/Query Reformulation [59]
Reveal Whenever the users want to reveal any information need
“Do you have any sports movies? or Can you also show me any
recent fairy tale movie after year.”
Remove Preference The users want to undo any requirements they have revealed
previously
“I won’t prefer any sports movies anymore.? or Don’t want it to
be after year 2000.”
System Revealment [58]/Result Exploration [59]
Inquire Once the agent has revealed a result, the users can ask further
details about the movie.
“Please tell me more about this one. or When was this movie
released?”
Accept/Reject Users decide if they like the movie recommendation or not
Accept The users can accept the recommendation. This will determine
the success of the system as finding a relevant recommendation.
“I like this recommendation.”
Reject Based on the agent recommendation, users may have either
watched the movie or does not like it.




If the users hve liked the recommendation, they can either restart,
quit or continue the process and get another similar movie.
“I would like a similar recommendation.”
Miscellaneous Intents
Hi While users initiate the conversation, they usually start with a
formal hi/hello.
Acknowledge Acknowledge the agent question where required.
Deny Negate the agent question where required.
Bye End the conversation by saying a bye message or exit command.
• What’s the rating?
• When was it released?
3. Users initiate for the next recommendation.
• I like this recommendation.
• I would like something similar to this one.
• I have already watched this movie.
• I don’t like this one. Do you have something else?
• I don’t want a comedy movie anymore.
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Table 3.2: An Overview of Agent Actions in Jarvis
The bold text defines the intents which can be further split into a list of sub-intents
(below the dotted line)
Intent Description
User Revealment [58]/Query Formulation [59]
Elicit Ask the user to describe thiei information needs.
“Which genres do you prefer?” or “Can you be more specific to
help me narrow down the space? Give me some key words.”
System Revealment [58]/Result Exploration [59]
Reveal Reveal results of a count of the results in possible search space
to the user
Count Results If the list of movies matching user requirement is longer than a
maximum limit. This will be followed by an Elicit intent.
“There are almost 1100 action movies.”
Recommend Based on information needs revealed by the user, make a recom-
mendation.
“I would like to recommend a fairy tale film named Shrek.”
No Results For particular query formulated during elicitation, there can be
a chance that the query results in no movies from the database.
“Sorry. I couldn’t find any romance Korean movies.”
Inform Once the agent has revealed a result, it should be able to provide
further information about the movie.
“The director of the recommended movie is XYZ.” or “It was
released in 1992.”
Miscellaneous Intents
Welcome Start the conversation by giving a short introduction
Acknowledge Acknowledge the user query where required.
Cant Help If the agent does not understand user query or is not able to
respond properly based on its state in the dialogue.
Bye End the conversation.
• I want to restart this search.
4. Users also reveal their dislikes while searching for a movie.
• I want a comedy movie but not by Jim Carry.
• I don’t like horror movies.
• I don’t want old movies.
• Give me an action movie but not romantic.
• I want an animated film but it shouldn’t be a fairy tale.
5. Users wants to navigate between the current recommendations. (Some of these
examples are for the scenario where agent recommends multiple options)
• Go back to the previous movie.
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• Tell me about the first recommendation.
• Who directed the second movie?
3.2 Jarvis Version 1
For the first phase of Jarvis development, the basic structure and its components are
developed from scratch. Therefore, in this section, the outline of the algorithm and its
motivation will be elaborated.
The Jarvis conversational agent starts the conversation if initiated by the users. The
controller in Jarvis gathers the users’ input, controls the conversational agents, and shows
agent output to the users. The structure of the controller is shown in Algorithm 3.1.
Algorithm 3.1 Main Controller of Jarvis
1: Load paths and configurations from external configuration file
2: Initialize the conversational agent and its components
3: Wait for user’s input
4: if user says something then
5: agent starts dialogue
6: while user does not exit do
7: agent continues the conversation
8: end while
9: agent ends the conversation
10: end if
3.2.1 External Components in Jarvis
The category “external components” is assigned to the files in Jarvis, which are not
implemented as part of the algorithm but have a vital role in decision-making and
intent-derivation.
3.2.1.I Database
MYSQL Database is used an an external knowledgebase to fetch movies based on the
agent preferences. For creating the database in version 1, a metadata of IMDb movies is
generated form an existing GitHub project1.The main attributes of database used for
this version are movie title, genres, plot keywords, director, actors (three name), movie
duration, release year, IMDb rating and IMDb link. For a single movie, multiple genres,
plot keywords and actors were available in this pre-existing data.
1https://github.com/nitishghosal/IMDB-Data-Analysis/blob/master/movie_metadata.csv
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3.2.1.II Ontology
The ontology of the system defines how the database attributes (slots) can be accessed
during a conversation. These parameters help with the intent-recognition, and devel-
opment and updating of dialogue-state for every turn in the dialogue. The ontology
comprises of the following components:
• agent’s requestable: The slots agent must fill before formulating a query to
make the recommendation. The agent must elicit the users about these intents.
• user’s requestable: The attributes agent should inform the users about. These
are the slots which should be detected for the user’s intent inquire.
• slots not required by NLU: A user can voluntarily reveal their preferences.
While annotating user’s utterances, an agent must not check for the slots mentioned
in this category.
• multiple values slots: While storing the user’s information needs, every slots is
designated to have one value. This will be the latest value revealed by the user for
this slot. However, the slots mentioned in this category can have multiple values.
This agent will formulate a query by search for all the values in the list and will
remove a value only if user want to remove a preference.
For example, for the genres slot, a user can search for action, comedy and romance.
The agent will try to find a movie that fits these three genres. If the user wants to
remove the preference of an action movie, the agent will then search for a comedy
and romance film.
The above-mentioned components in the ontology are assigned the following slots:
• agent’s requestable: genres, plot keywords
• user’s requestable: genres, director, actors, movie duration, release year, IMDb
rating
• slots not required by NLU: movie duration, IMDb rating, IMDb link
• multiple values slots: genres
3.2.2 Dialogue Manager
As described in Section 3.1, the Dialogue Manager receives an input from the NLU and
generates an output for the NLG. Therefore, DM and its components define the flow
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of the conversation, i.e., what steps an agent must take at every stage. Before further
developing the conversational agent and its components, a dialogue-flow chart is designed,
as presented in Figure 3.2.
For the implementation of Jarvis in this thesis, the agent is expected to give one
recommendation at a time (no set retrieval). The route of the dialogue is decided based
on the intents extracted by the NLU, and the agent intents decided based on the updated
DST.
3.2.2.I Dialogue Act
The input received by the DM and the output generated are of the same format. This
format is named the Dialogue Act. The Dialogue Act has two component: 1) intent
and 2) parameters. The intent is described in detail in the Section 3.1.1. The parameters
for a dialogue act comprise of a list of slot-value pairs. Dialogue Act can be defined
symbolically as intent(slot1 : value1, slot2 : value2, ..., slotn : valuen) where n is the
number of parameters. Each slot is related to its corresponding value by a mathematical
operator. The operator used for the current version are =, ! =, <, >,≤ and ≥.
3.2.2.II Dialogue State Tracker
The DST updates the Dialogue State (DS) and Dialogue Context (DC). The DS comprises
of the items which can help the NLU and the DP design the Dialogue Acts for the
corresponding turns. Some of the essential components are:
• Information Needs: Current Information Needs (CIN) store the current user’s
preference.
The CIN store values for each slot that can be annotated by the NLU. However,
for slots that can have multiple values, CIN should accommodate all. For example,
if the user wants a romance and comedy movie starring Anne Hathaway, the CIN
will be represented as follows:
genres = romance, comedy
actors = Anne Hathaway
Whenever the user’s preferences are updated, the previous information needs (PIN)
are stored in a separate element.
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Figure 3.2: Dialogue-Flow of Jarvis Version 1
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• Dialogue Acts: The recent agent’s and user’s dialogue acts are stored. These
components will be referred in later algorithms as agentdacts and userdacts respec-
tively.
• Requestables: A copy of user’s and agent’s requestables is loaded in the ontology.
The user’s requestables are used to guide the users on what they can inquire about.
If the users inquire about a parameter, it is removed from this copy. The user’s
requestables are re-loaded when a new recommendation is made.
• Item in focus: This element defines the movie recommended by the agent. This
element contains all the attributes of the movie under consideration and will be
changes as soon as the agent jumps to another recommendation.
• Database Results: At any stage, the DM formulates a query and accesses the
database, the database results are updated in this item.
• Agent Offering State: The items describing the agent state are crucial to decide
the next action to be taken by the DP. This items are Boolean flags and are updated
based on the User’s Dialogue Acts. For the last four items, if one is set to be True,
the rest will be automatically set to False.
– Agent’s Requirements Filled: If the necessary information mentioned in
the Agent’s Requestables are filled.
– Agent can Lookup: There are scenarios where the agent requirements are
not filled but still agent can search the database to update the users if there
are any relevant movies.
– At terminal state: The user wants to exit. This will terminate the conver-
sation.
– Agent made Partial Offer : If a database has more than 100 movies after
querying for user’s CIN, the agent will inform the user about the result but
will have to ask more questions to narrow down the search space.
– Agent should make an Offer: This item indicates that the agent will be
making a recommendation in its next turn. It can be under two scenarios:
1. There are less than a hundred database items for the recently formulated
query.
2. The agent can leave a maximum of two out of five CIN slots empty. If
there are three or less empty slots, agent should not ask more questions
and recommend a movie.
– Agent made Offer: This element indicates that the agent has made a
recommendation. This flag indicates if agent should answer to user’s Inquire
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intent. If the users remove a preference or reveal anything more, the
agent state can go back to any of the previously mentioned states.
– Agent offers no results: This state indicates that for the given user’s CIN,
there are no matching database results.
The DC keeps track of the movies recommended to the users with their feedback based
on acceptance or rejection of the movie. The feedback for every movie is stored in the
form of keywords (“accepted”, “don’t like”, “watched” and “inquired”). This context is
used to ensure that the agent does not recommend a movie twice in the same session. If
a user quits or restarts the dialogue, the context will be initialized again.
The update of both DS an DC is performed at three stages
• DM receives the Dialogue Acts from the NLU (Algortihm 3.2).
• A list of recommendation(s) is generated from the database (Algortihm 3.3).
• DP generates Dialogue Acts as output of the DM (Algortihm 3.4).
3.2.2.III Database Query Formulation
The agent can access the database if the agent can lookup or its requestables are answered
by the user. The query formulation (or reformulation) for this step is kept simple for this
phase. A movie is only selected if it satisfies all the conditions saved in the current CIN.
Therefore, the conditions are joined by the operand and for the MYSQL database query.
3.2.2.IV Dialogue Policy
The Dialogue Policy (DP) for Jarvis is a rule-based decision-making process that generates
the next action based on the updated DS and DC. This action is in the form of a Dialogue
Act. The Dialogue Act always has the intent, but it is not always necessary to have
parameters. In this section, the decision-making process of generating intents mentioned
in Table 3.2 is explained.
a) Elicit
The intent Elicit is decided under the following conditions.
• If the agent’s requirements are not yet filled.
• The agent’s requirements are filled but the agent is making a partial offer.
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Algorithm 3.2 Receive input from the NLU and Update DS in Jarvis DST
Input: userdacts
Output: Updated Dialogue State (DS) and Dialogue Context (DC)
Returns: Nothing
1: last_userdacts in DS ← userdacts
2: for userdact in userdacts do
3: if intent of userdact is REVEAL or REMOVE PREFERENCE then
4: PIN of DS ← CIN of DS
5: agent made offer ← False
6: if intent of userdact is REVEAL then
7: Add the parameters to the CIN of DS
8: else if intent of userdact is REMOVE PREFERENCE then
9: Remove the parameters form the CIN of DS
10: end if
11: end if
12: if intent of userdact is ACCEPT then
13: update item in focus of DS to DC
14: end if
15: if intent of userdact is REJECT then
16: agent made offer ← False
17: agent should make an offer ← True
18: update item in focus of DS to DC
19: end if
20: if intent of userdact is INQUIRE then
21: update item in focus of DS to DC
22: remove the parameters from user requestables
23: end if
24: if intent of userdact is CONTINUE RECOMMENDATION then
25: agent made offer ← False
26: agent should make an offer ← True
27: end if
28: if intent of userdact is BYE then
29: agent at terminal state ← True
30: end if
31: end for
32: if all(slots in agent requestables) are filled in CIN then
33: agent requirements filled ← True
34: else
35: agent requirements filled ← False
36: end if
37: if any(slot is filled in CIN) then
38: agent can lookup ← True
39: end if
The intent’s parameters are based on the agent’s requestables or other slots for which the
agent can ask the users. Algorithm 3.5 shows how the slots are select for the intent elicit.
The slots assigned to CIN are the ones that can be annotated by the NLU. Therefore, it
also includes the slots in agent’s requestables from the ontology. As agent’s requestables
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Algorithm 3.3 Updates the DS based on the database results in Jarvis DST
Input: database results
Output: Updated Dialogue State (DS)
Returns: Nothing
1: if (count(database results) > 100) and (agent can ask more questions) then
2: Agent made partial offer ← True
3: return
4: end if
5: shuffle the database results
6: for result in database results do
7: if result not in DC then
8: item in focus ← result




13: if no result picked then
14: agent offers no results ← True
15: end if
Algorithm 3.4 Receive output from DP and Update DS in Jarvis DST
Input: agentdacts
Output: Updated Dialogue State (DS)
Returns: Nothing
1: last_agentdacts in DS ← agentdacts
2: for agentdact in agentdacts do
3: if intent of agentdact is RECOMMEND then
4: agent made offer ← tRUE
5: agent should make an offer ← False
6: add item in focus of DS to DC
7: end if
8: end for
are of higher priority, the algorithm checks for them first.
b) Reveal
The agent intents in the category Reveal are related to showing information or a summary
of the information.
• Count Results: In Algorithm 3.5, if the agent makes a partial offer, two Dialogue
Acts are added to the output of the DP. First, the dialogue act has intent Count
Results with parameters defining the number of database results saved in the DS.
This is followed by Elicit intent.
• Recommend: This intent is selected if the agent should make an offer. Alterna-
tively, if the agent should make a partial offer but only two slots in CIN are left
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Algorithm 3.5 Decison making for elicit intent in Jarvis DP
Input: Dialogue State (DS)
Output: agent dialogue act containing intent and parameters
1: if not agent requirements filled then
2: intnet of agentdact ← ELICIT
3: for slot in CIN do
4: if CIN does not have a value for slot then
5: parameters of agentdact ← (slot)
6: end if
7: end for
8: else if agent makes partial offer then
9: intnet of agentdact ← ELICIT
10: shuffle the slots of CIN
11: for slot in CIN do
12: if CIN does not have a value for slot then




empty. The agent has already asked enough questions in this case and now should
make a recommendation. The parameter of this intent includes the title of the
movie it is going to recommend.
• No Results: This intent has no parameters as it is an indication that the agent
could not find any results for user’s CINs.
• Inform: As this intent is a response to the user’s Inquire intent, its parameters
include the slots from the user’s intent with the value from the item in focus.
c) Miscellaneous Intents
• Welcome: This is a response to the user’s intent Hi; the agent welcomes the user
to the conversation.
• Bye: If the agent is terminated, this intent is generated.
• Acknowledge: This intent is not yet applied. No such scenarios are created where
an agent must agree or disagree with the user.
• Can’t Help: If the NLU could not calculate any intent or the DP could not reach
any decision based on the current DS, this intent is generated.
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3.2.3 Natural Language Understanding (NLU)
The NLU in Jarvis considers the following constraints while processing a user’s utterance.
It is assumed that the users can reveal their preference at any stage in the conversation.
The NLU must try to find the intent relevant to the agent’s last response. However, if
not intent detected, it must check if the users want to reveal a new preference.
3.2.3.I Loading Data for NLU
The NLU is initialized to load/create specific components that will help with the intent-
detection and slot-filling while detection.
• Create the slot-values pairs for each slot that should be annotated by the NLU.
This includes a list of values in the database corresponding to each slot. This
slot-values is different from the slot-value pairs in the Dialogue Act parameters.
The later defines the components of a dialogue act with one-to-one slot to value
correspondence while the former has 1:N slot-values correspondence.
• Load the tags-words for the slots. This indicates the alternative words a user
can write while inquiring about a movie.
For example, if the users want to ask about the rating of a movie, their utterances
can be like
– What is its IMDb score?
– What is its rating?
An extra slot named more info is added to this file to check if the users want
general information about the movie. There is a chance that the users may use
these tag-words while inquiring about the movie attributes. However, this is left
for the scope of phase 2.
3.2.3.II Slot Annotation (Slot-Filling)
The slot annotator in NLU is specifically designed for slot-filling for the intent reveal.
The slots that must be annotated for this intent are mentioned in the ontology (Section
3.2.1.II). The annotation for each slot is an important aspect of NLU, and the specific
techniques are described in this section.
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For this purpose, the input received from the users is lemmatized for a better value
matching. For lemmatization, NLTK Wordnet Lemmatizer2 is used. An example of how
lemmatization can help with detecting slots is that the word star wars will be lemmatized
to star war. This can help with finding star wars movies if the user types “I want a star
war movie from the 90s.”.
For most annotators, n-grams are generated for every input sentence. An n-gram is
a sequence of n tokens (words) in a text. For example, for a sentence “I would like to
watch the movie on hunting.”, the n-grams for n = 2 are [“I would”, “would like”, “like
to”, “to watch”, “watch the”, “the movie”, “movie on”, “on hunting.”]. The maximum
n-gram size is defined based on the type of slot. The annotator tries to find a match
while decreasing the n-gram size. For example, if the maximum n-gram size defined for a
slot is 4, the annotator will try to find a match for n-grams of size decreasing from 4 to
1, and if it finds a match for an n-gram of size 3, it will not try to repeat the steps for
size 2 and 1.
A list of stop-words is also created for slot-annotation. This contains the English
stop-words by NLTK3. Besides this, another list is generated specifically for movie
recommendation. This list contains the common words a user can use in their utterance
and can also have a high occurrence in the database. Some examples are “watch”, “good”,
etc.
a) Movie title
This annotator is used to check if the users have revealed a movie title (for example,
Inception) or a part of the title (for example, Star Wars). The utterance and slot-values
are lemmatized. The maximum n-grams size for this slot is 8 considering the user
can write a long name to be precise. For each n-gram extracted from the lemmatized
utterance (Algorithm 3.6),
1. If that n-gram is in the list of lemmatized movie titles, it will be selected as the
output (annotated value for title)
2. Else, extra conditions are applied to the n-gram.
• It should not be a part of the list of stop-words specified and should not have
any number. This is done to avoid n-grams like “I want to” or “90s” being
selected as the output value in this algorithm.
2https://www.nltk.org/_modules/nltk/stem/wordnet.html
3http://www.nltk.org/nltk_data/
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• It should have more than one token (word). This step is performed to avoid
matching of single words containing no significant context as a title. For
example, word “love” in utterance “I would love to watch a good movie.”.
3. If the n-gram qualifies the conditions specified in the second point. For a particular
n-gram size, the count of lemmatized title-values having this n-gram as a sub-string
is calculated.
4. The n-gram with the least count is selected. For example in an utterance “I would
like to watch a star war movie.”. An n-gram of size can yield the occurrence count
as (“would like” = 30, “star war” = 8 ). Therefore, the algorithm will select the
least common occurrence, and hence there will be a better chance of recommending
a more relevant movie.
As the single words are filtered out in the first step. However, this would not affect if the
user mentions movies with one token only like “Inception” because such instance can be
detected in step two, and no further processing is required.
Algorithm 3.6 Movie Title Annotator in Jarvis NLU
Input: utterance
Output: the annotated word(s) resembling a title in the database
1: slot = Title
2: lemmatized_utterance← lemmatize(utterance)
3: lemmatized_values← list(lemmatize(value) for value in slot_values[slot])
4: for ngram_size← 8 to 1 do
5: ngrams← ngrams of lemmatized_utterance of size ngram_size
6: for gram in ngrams do
7: if gram in list(lemmatized_values) then
8: return gram
9: end if
10: if gram has no stopwords and gram has no numbers then
11: if ngram_size > 1 then
12: gram_occurence← count of the number of lemmatized_values in which
gram occurs as a sub-string
13: end if
14: end if
15: if any gram_occurence found then





The annotation of the genres is the simplest method. However, there is a probability
that the users may not give the exact genre present in the database. However, they can
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mention a word having the same meaning as one of the genres. Therefore a list of genres
with possible alternative words is created. The annotator will return the detected genre
or its alternative (Algorithm 3.7). Table 3.3 shows a list of alternatives created with
examples of annotations.
Table 3.3: Alternatives of Genres in Jarvis
Genres Alternative Example Annotation
romance romantic I want a romantic comedy romance,
comedy
crime criminal I want criminal movies crime
drama dramatic Give me something with a dramatic end drama
sport sports What about sports? sport
comedy funny I want something funny but not boring. comedy




animation animated I want a good animated movie for my 3
years old.
animation
Algorithm 3.7 Movie Genres Annotator in Jarvis NLU
Input: utterance
Output: the annotated word(s) resembling a genres in the database or its alternatives
1: slot = Genres
2: for value in list(slot_values[slot]) do
3: if value in utterance then
4: return value
5: end if
6: if synonym of value in utterance then




The keywords annotator has some similarities with the movie title annotator. The only
differences are (Algorithm 3.8)
• while checking if the n-gram is in the list of lemmatized keywords, it is made sure
that the n-gram is not in the list of stop-words. This will avoid the single tokens
like “of ”, “I ” or “please” if present in the slot-values list for keywords.
• The count of occurrences for a n-gram is not calculated as this step is not as critical
as title annotation.
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Algorithm 3.8 Movie Keywords Annotator in Jarvis NLU
Input: utterance
Output: the annotated word(s) resembling a plot keyword in the database
1: slot = Plot_Keywords
2: lemmatized_utterance← lemmatize(utterance)
3: lemmatized_values← list(lemmatize(value) for value in slot_values[slot])
4: for ngram_size← 8 to 1 do
5: ngrams← ngrams of lemmatized_utterance of size ngram_size
6: for gram in ngrams do




10: if gram has no stopwords and gram has no numbers then
11: for value in lemmatized_values do
12: if (ngram_size > 1 and gram is sub-string of value) or (ngram_size = 1








To annotate the person names, no lemmatization is required. The maximum n-gram size
is set to 3, considering this can be the highest number of words a user can use for any
longer name (Algorithm 3.9). For every n-gram, the following conditions apply
• the n-gram is not in the list of stop-words. This will filter out single tokens
considering some person names in database have tokens like “hi”.
if an n-gram is a sub-string of any value in the slot-values of slots actors or directors, it
will be returned as the output.
e) Year
For this last slot indicating the release year of the movie, the annotation does not account
for the slot-values extracted from the database. There is a very rare occurrence when
the users write an exact year for the movie. The input can be like
• “I want a movie from the 90s.”
• “Give me hits from the 19th century.”
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Algorithm 3.9 Person Names Annotator in Jarvis NLU
Input: utterance
Output: the annotated word(s) resembling actor or director names in the database
1: slot = Actors or slot = Director
2: for ngram_size← 3 to 1 do
3: ngrams← ngrams of utterance of size ngram_size
4: for gram in ngrams do






• “Do you have something from 1920s?”
• wrong sample: “I want a 1 and a 2 from 1995.”
The algorithm (Algorithm 3.10) filters out the numbers from the input utterance. For
the examples above it will be 1) 90, 2) 19, 3) 1920 and 4) list(1, 2, 1995).
• The algorithm first checks if any instances like 90s or 1920s are mentioned. For 90s,
the NLU will indicate that the agent must search for movies from 1990 to 2000.
For 1920, it will indicate the range 1920 to 1930.
• For the 2nd example, the 19th will be converted to range 1900 to 2000.
• For the last example, we can see that there are numbers like 1 and 2 detected by the
annotator. This value would not pass the conditions mentioned in the annotator
and it will return the value 1995 indication agent must find a movie from 1995.
3.2.3.III Intent-Detection
This task in the NLU detects the user intents based on the current Dialogue State and
generates a Dialogue Act. The Dialogue Act contains both intent and the slots. However,
some intents do not need to have a slot. For this task, the intents mentioned in Table 3.1
will be detected by the NLU.
a) Reveal
For the detection of this intent (algorithm 3.11), the utterance is checked for slot
annotation when the last agent intent is Elicit. For example, if the agent elicits about
what genres the user will prefer, the intent detector should annotate the utterance for
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Algorithm 3.10 Release Year Annotator in Jarvis NLU
Input: utterance
Output: year or range of year
1: slot = Release_Y ear
2: possible_years = list(number in words from the utterance that have) a number
3: for value in possible_years do
4: if value appears as (value + s) in the utterance then
5: if value has 4 digits then
6: if value is divisible by 10 then




11: else if value has 2 digits then
12: if value ≤ 20 then
13: append 20 in the beginning of the value
14: else
15: append 19 in the beginning of the value
16: end if
17: if value is divisible by 10 then





23: else if value appears as (value + th) in the utterance then
24: if value has 2 digits then
25: append 00 in the end of the value
26: return range from value to value + 100
27: end if




the slot named genres. If the user input does not have a specified genre, it is assumed
that the user may have voluntarily revealed a movie title or another keyword to give
hints to the agent. This assumption is also made when the NLU is not able to detect
any other intent.
It should be noted that the users may not want to answer the agent’s question. Users
may mention that anything can be selected for this slot. Therefore, if the agent does not
find an answer, it also checks if the users do not care to give any preference. A particular
value for this scenario is defined, and the returning Dialogue Act with the intent Reveal
is assigned the value in its parameters. During the database search in Section 3.2.2.III,
such values are ignored.
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Algorithm 3.11 Intent Detection for reveal intent
Input: utterance
Output: user dialogue act containing intent and parameters
1: agentdact ← dialogue act of the recent agent response
2: if intnet of agentdact is ELICIT then
3: annotations← annotate the utterance for slots in the agentdact parameters
4: if annotations found then
5: intnet of userdact ← REV EAL
6: parameters of userdact ← (slot = annotations)
7: else
parameters for slot in list(slots that must be annotated) do
8:9 annotations← annotate the utterance for the slot
10: if annotations found then
11: intnet of userdact ← REV EAL
12: parameters of userdact ← (slot = annotations)
13: end if
14: end for
15: if more than one slot annotation found then
16: Filter the annotations based on priority.
17: end if
18: end if




If the utterance is checked for a voluntary reveal, the same n-gram can be returned
for multiple slots. For example, the word “war” can be a movie title and also a genre.
Moreover, the value of one slot can be a sub-string of the value of another slot. For
example, in an utterance “I want movies on civil war.”, the genres annotator will return
“war” and a keyword annotator will detect “civil war”. Therefore, a further step of
filtering parameters (line 16 in Algorithm 3.11) is required.
While filtering the parameter, it is checked that the annotations detected do not match
the patterns defined for other intents in Jarvis. The patters defined in NLU contain a list
of one or more words which, if occur in a sentence, can help with the intent detection.
After filtering such parameters, the filtering is performed to remove sub-strings like “war”
in the above example. If two parameters have the same values, it is resolved based on
the priority assigned to every slot. The slot with the lower priority is removed.
b) Remove Preference
This intent is detected if any user’s preference is saved in the agent’s Dialogue State. For
example, if the agent has saved genres = Action as user’s CIN, an utterance “I don’t want
action movies” will remove this preference. For this intent, Telegram keyboard options
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(Section 3.2.5) are generated. Therefore a proper intent-detection is not implemented in
this phase of Jarvis.
c) Inquire
NLU checks for the user’s intent Inquire only if the agent has made any recommendation.
If the agent is still in the process of asking questions, this intent would not be checked.
As mentioned in Section 3.2.3.I, a list of pattern words for each slot is created. The
user’s input is checked for these words, and if any exists, the resulting Dialogue Act has
intent Inquire with parameter equals to the respective slot (Algorithm 3.12).
Algorithm 3.12 Intent Detection for inquire intent
Input: utterance
Output: user dialogue act containing intent and parameters
1: agentdact ← dialogue act of the recent agent response
2: if agent has made a recommendation then
3: intnet of userdact ← INQUIRE
4: for slot in tag-words do
5: if any tag-words for slot in utterance then
6: parameters of userdact ← (slot = annotations)
7: end if
8: end for





As the Accept and Reject intents can only be recognized once the user has made a
recommendation. Therefore these intents are also checked in parallel with the intent
Inquire. For these intents, patterns are designed to match an utterance to.
• For the intent Accept, the intent can be detected before or after the recommenda-
tion is made.
• For the intent Reject, the parameter defines the reason for the rejection of a
movie. It can either be watched defining that the users have watched a movie
or don’t like indicating that the users do not like the recommendation before or
after inquiring further details about it.
e) Miscellaneous Intents
To detect the intents Hi, Bye, Acknowledge, or Deny, specific patterns are designed. If
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the utterance have these patterns, there is a probability that the user has a matching
intent under the following conditions
• Hi: If the conversation is not started yet and the user wants just to say Hi.
• Bye: The users can exit anytime. Therefore, irrespective of the last agent response,
the user response is first checked for this intent.
• Acknowledge: For the current version, the agent is not asking the user any
questions which need an acknowledgment. However, this intent is checked when
the agent welcomes the users. The agent asks if it should start with the search
process. The users can either acknowledge or reveal any preference.
• Deny: This intent is not yet required for the current version.
3.2.4 Natural Language Generation (NLG)
For each agent intent generated by Dialogue Policy in Section 3.2.2, the NLG generates
a human-understandable output. For every intent, multiple responses are designed for
a random selection. This will generate a more natural dialogue rather than the agent
generating the same sentence for an intent every time.
• Elicit: For every parameter slot, multiple questioning statements are created,
and the NLG selects the response randomly. For example, if the parameter has
slot “keywords”, the NLG will randomly select from: 1) “Can you give me a few
keywords?” and 2) “What are you looking for in a movie? Some keywords would
be good.”
• Reveal: For intents under this category, the NLG also clarifies the user’s
information needs. This clarification includes a summary of what the agent has
stored as CINs and helps the users understand the process.
– Count Results: The NLG will round the count in the parameter to the
nearest 100s. This count will be mentioned while the agent clarifies the CIN.
As this intent is followed by an Elicit intent, a connecting statement is added.
For example, “Please answer a few more questions to help me find a good
movie.” This statement is also selected randomly from a list of options created.
– Recommend: While recommending the movie, a follow-up statement is
added, asking if the users have watched this movie.
– No Result: This declaration follows up with explicitly mentioning if the
agent wants to remove a preference.
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– Inform: Rather than just writing the values fetched from the item in focus,
the values are changed for a more natural response.
3.2.5 Multi-modal Chat Interface
To converse with the users and provide them with a more interactive environment, the
Jarvis movie recommender system is launched on a messaging app named Telegram 4.
To integrate a Telegram Bot in Jarvis, python-telegram-bot 5 API is used. A significant
benefit of using Telegram is that while an agent sends a response, it can also show some
buttons for the users to choose from. For version 1, keyboard buttons are used. If the
users select a button, the text mentioned on the button will be the next user’s response.
However, the users can always choose not to use these buttons and type another response
they want. The buttons are generated by the NLG, and the list of buttons depends on
the current agent intents. However, the intent for the buttons is generated with a user’s
intent attached to them. This makes it easier for the NLU to process the utterance.
• Remove Preference: While the user clarifies the information needs, it also
generates buttons for the user to remove their preferences (Figure 3.3 (a)).
• Accept/Reject: The options to Accept and Reject a movie are presented when
the agent intent is Recommend a movie or Inform about it (Figure 3.3 (a)).
• The button to Continue Recommendation is presented when the agent Informs
the user about the movie (Figure 3.3 (b)) or the user has Accepted the recommen-
dation and agent gives them options to Continue (find a similar recommendation),
restart or exit the conversation (Figure 3.3 (c)).
• Inquire: When the agent Recommends a movie, another button is provided with
a linked intent Inquire and parameter “more info”. Once this button is clicked,
the agent will list all the attributes a user can ask about. While the agent clicks
on these buttons, the respective buttons will disappear from the keyboard buttons
and the agent will Inform the user about the selected attribute (Figure 3.3 (b)).
Moreover, while executing Jarvis on telegram, multiple users can access the system at
one instance. Therefore, the controller must be able to differentiate between users. For
this purpose, separate instances of the agent are initialized for each user. For memory
optimization, the instance is removed if the user exits the conversation. The telegram
controller also keeps track of its users using their identification numbers. If a new user
4https://telegram.org/
5https://github.com/python-telegram-bot/python-telegram-bot
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(a) Accept/Reject and Remove Preference (b) Attributes user can ask about
(c) Continue Recommendation
Figure 3.3: Telegram keyboard buttons
interacts with the system, a brief guide is presented to the user. This helps the user to
understand the shortcuts it can use during the conversation. The figures for the user
instruction are mentioned in Chapter 4.
3.3 Jarvis Version 2
The comments received for version 1 (see Section 4.2) are used to designed a list of
features that can be implemented in the next version. The selected drawbacks with the
proposed implementation is as follows:
1. Database and Dialogue Policy: The database is not updated and it mostly recom-
mends old movies with a low rating. This problem can be solved by updating the
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database. Moreover, during query formulation, it should be made sure that the
agent does not select the movies with low rating. While making a recommendation,
the agent randomly selects a movie from the list of results. This can result in
picking a low-rated movie. Therefore, the random selection from the results will be
removed for version 2.
2. NLU, Database Query and Dialogue Policy: When the user ask for a movie similar
to the current recommendation, the users perceived that movies were not really
similar. This is because the similar recommendation involved getting a movie from
the database using the same user’s CIN. The CIN does not ensure a similar movie.
Therefore, a new method is implemented which will be discussed in the description
of NLU and DP.
3. NLU and NLG: The Telegram app showed many buttons at some stages in the
conversation. The users like some options but it is noticed that some buttons were
redundant and unnecessary.
4. Dialogue Policy: The agent should not ask more questions. Buttons are reduced
wherever possible. To reduce the buttons, addition checks are implemented in the
NLU and NLG.
5. NLU, Database Query: The response from the agent should not take longer. The
reason behind this can be the slot-filling in the NLU. The latency will be improved
in this version.
6. NLU The agent detects the wrong keywords from the user statement. This issue is
a learning curve and will every test, the slot-annotation is being improved.
3.3.1 External Components in Jarvis
3.3.1.I Database
As the main focus of version 1 was on intent detection and dialogue policy design, not
much effort was made to create a good database. A major draw-back in the database
were:
• The data is not sufficient. Only forty-seven hundred movies were available.
• The database is not updated. It had movies till the year 2016.
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In order to address these issue, a new database is created. To get a list of movies for this
purpose, MovieLens 25M Dataset6 is used. MovieLens is an online available dataset by
GroupLens7, a research lab in the Department of Computer Science at the University of
Minnesota, Twin Cities. This dataset included 62,000 movies with 25 million rating and
1 million tags assigned by 162,999 users. For the list of movies in MovieLens dataset, a
python package name IMDbPY8 is used to retrieve the details of movies from IMDb9.
The parameters of movies fetched from IMDb are genres, plot keywords, list of actors,
directors, movie duration, movie plotline (summary), release year, movie rating with
number of votes and links to the movie page and its cover image on IMDb.
As the data was raw, significant efforts are made to improve the quality of data for
smooth search process and user experience. One of the important attributes for query
formulation in Jarvis is plot keywords or keywords. During the initial implementation of
database creation, the movie tags from the MovieLens dataset were selected as keywords.
However,only seventeen thousand movies were assigned tags by the users. If a tag is
assigned to a movie by minimum three users, it will be added to the database as keywords
for the movie. The tags were further filtered for common terms like “IMDb top 250” or
person (actor/director/writer) names. After the initial processing of movie tags, only
forty-seven hundred movies were left in the database. Therefore, IMDbPy is used to fetch
movie keywords from IMDb. More than enough keywords are available at IMDb and
this abundance can effect the performance of NLU. Algorithm 3.13 shows a step-by-step
process for finalizing the keyword parameter for every movie in the database.
Algorithm 3.13 Keywords extraction for movies in the Database
1: if length(keywords) 5 then
2: select the first five keywords
3: end if
4: add keywords which are also in the plot-outline/summary of the movie
5: Remove keywords having person names
6: if length(keywords) ≤ 1 then
7: include tags from MovieLens which are not included as genres or person names for
the movie
8: end if
Another attribute that can be compared with MovieLens data is the movie rating. For
each movie, number of votes from both IMDb and MovieLens are compared. Only a
hundred movies have more votes in MovieLens than the ones in IMDb. Therefore, to
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The movie cast (actors) fetched from IMDb also contains a long list. In order to optimize
the conversational process, only first six actors per movie are added to the database. It
has been observed that the list of actors fetched is ordered by the importance of the
actor’s role in the movie. Moreover, the movies with genres =short are also not added to
the database. This is because short movies are not very common, have length less than
forty minutes and therefore can effect the quality of the recommendations made.
Except for the attributes containing the url to the cover image and the movie duration,
it is required that the movie should have a value saved for other attributes. The system
needs the genres and plot keywords to formulate a good query and a user can further
inquire about values like plot, actors, ratings, etc. Therefore, if any movie has no values
for the important attributes, it must be omitted from the database. It is made sure that
filtering such movies is not omitting the top-rated or famous movies from the database.
After this final step, the database has almost forty-thousand movies for the version 2.
3.3.1.II Ontology
The definition of ontology parameters designed for version 2 are kept similar to those in
version 1. The only difference is that a new component defined as “slots to annotate”
is added to the ontology. This parameter explicitly defines the slot values NLU must
check for in the user utterance.
3.3.2 Dialogue Manager
In the DM, major changes are made in the DST. As every configuration change in one
component of the agent leads to the corresponding changes in the other components.
The changes is DST are meant to improve the latency and adapt to the changes made in
the NLU. However, the changes in DP are not significant. The algorithm is only tweaked
to improve the speed of the agent response. Therefore, DP would not be discussed in
detail in this section.
3.3.2.I Dialogue State Tracker
For version 2, the following parameters are added to the Dialogue State.
• agent must clarify and slots to clarify: If the slot-annotator in NLU detects
the same value for two slots, it must ask the user to clarify. For this purpose, the
flag agent must clarify was set to true.
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For example, if the detected values are actors = Tom Hanks and director = Tom
Hanks, and the user has not mentioned if they need the person as an actor or
director. These values are added to the parameter slots to clarify. The agent will
continue the conversation and show keyboard buttons for the user to choose one
option.
• agent should recommend similar: This flag indicates the query formulation
for the database. If a user has asked for titles similar to a specific title, this flag is
set to True. This flag will be set to False if the user CIN is updated or it did not
accept any of the movies being recommended. For example, for CIN x and movie
item in focus y, the agent has n movies similar to y. The agent will recommend
one movie at a time. The user has option to reject the movie. At a specific turn, if
agent has recommended all the n movies, the flag will set to false and the agent
will now recommend movies for the CIN x.
For the intent Reveal, if the slot-value pair indicates that the user does not prefer this
value for the slot, the value is added to the CIN with a specific tag. This tag helps with
database query formulation and agent utterance in NLG. Moreover, if the slot-value pair
already exists in the CIN, it will be removed (similar to remove preference) and if it does
not exists, it will be added with the negative tag.
3.3.2.II Database Query Formulation
The database query is different for the state where agent must recommend similar, the
list of similar movies is fetched from the database with condition title = <movie-name>
and the conditions are joined by an OR. This means all the relevant movies are fetched
at once and stored in the database.
It was noted that the database query was another element which was causing latency
in the conversation. The query was being processed every time the agent must make a
recommendation. For a large database, this can be a time consuming process. Therefore,
in version 2, the database is only accessed if the user’s CIN change or similar movies are
required to be fetched. This step has visibly improved the time agent takes to respond.
3.3.3 Natural Language Understanding (NLU)
3.3.3.I Loading Data for NLU
As the database gets larger, there is a need to load more parameters that will save
computational complexity later in the slot-annotation process. The step that takes the
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most time in slot-filling is the lemmatization of the values in the slot-values. Therefore,
for each value, a lemmatized results is saved. To save more computation, the slot-values
with lemmatized value are saved as a JSON file. It can be loaded whenever the chatbot
initializes the NLU.
Considering the additional slots in the new database and ontology, new tag-words are
added.
3.3.3.II Slot Annotation (Slot-Filling)
For the task of slot-filling in NLU, main focus was on improving the computational speed
of the annotators. As the database size is increased, the annotation can take longer
time. For the first step, focus is on improving the annotation results. For this purpose,
multiple new experiments were employed. These techniques, include a Wikipedia search
using the Python Wikipedia API10. Algorithm 3.15 shows the steps for this technique.
For version 1, the Genres and Release Year annotation gives 100% results. Therefore,
this technique is only applied to the movie Title, Keywords and Person Names.
Algorithm 3.14 Annotation of utterance using Wikipedia
Input: utterance, slot_values
Output: the annotation for title, keywords and person names
1: results← Wikipedia search result for utterance
2: filter results that contain any word from utterance
3: lemmatize_results← lemmatize(results)
4: for r in lemmatize_results do
5: for v in lemmatized_values do
6: if r is substring of v then
7: add non-lemmatized value of r to annotations
8: break
9: else if v is sub-string of r then




14: if annotations have any word similar to utterance then
15: return matching annotations
16: end if
This technique is tested for the conversations recorded in Version 1. Although it is
a generalized technique and it gives good results. However, the performance of this
technique is not better than the annotators in version 1. It is observed that for 50%
instances, annotation in V1 is better than this current algorithm and vice versa. Moreover,
10https://pypi.org/project/wikipedia/
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the execution time is observed for annotation in both V1 and the Wikipedia annotator.
The annotators in version 1 are 2-10 times faster than the Wikipedia annotator. This
speed depends on the slot under consideration. The total time of annotating all slots
using the Wikipedia Annotator takes 2-3 times more time than in V1. Considering the
Genres and Release Year annotators were kept unchanged, the Wikipedia Annotator
is not a good approach for improving the latency of the conversation. Besides the
algorithm in Algorithm 3.15, multiple other techniques based on Wikipedia and IMDb
search and term-frequency ranking were employed. However, nothing helped with the
improvement of rule-based annotation. Therefore, the algorithms in Section 3.2.3.II are
further improved for better annotation. The techniques are tweaked to minimize any
redundant computations. For example, as it is obvious that lemmatization of the values
fetched from the database is required, this step is performed for all the values during the
phase of loading the data from the database (Section 3.2.3.I).
For improving the performance of the annotation results
• The list of stop-words is expanded. This is done by checking the previous usage
data and experimenting with new sentences.
• Release year annotation checks for terms like new movie etc. are added.
• Person name annotators is improved for
– Detecting a name for both slots actor and director simultaneously. This will
resolve the wrong detection of a name in slot x if annotation in slot y is better.
For example, if the user writes Brad Pitt, the annotator used to detect the
actor Brad Pitt but also the director Brad.
– If an annotated name is present in the slot-values for both actors and director,
it should check the utterance (or a relevant part of it) for the tag-word of both
slots. If it finds a relevant word, the annotation is assigned to the respective
slot. Else, it is left up-to the user to decide by giving options using Telegram
buttons.
• As the annotation is performed on a lemmatized sentence, the relevant full-form
word is selected form the user utterance. This will help with a better clarification
in the NLG.
• It is possible that the user is specifying what it does not like rather than what it
would prefer. To detect the user’s preference for each annotation in the sentence,
the part of the sentence between the corresponding instance and the previous
detected annotation is checked for a pattern that identifies if the user dislikes this
annotation.
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For example, in a sentence I want action movies but not on civil war. This sentence
annotates the words action and civil war for which the relevant parts of the sentence
are I want and but not on. This indicates that the user needs an action movie but
any movie on civil war should not be recommended.
When the user needs similar recommendations to the current movie in focus, the NLU
extracts a list of movies using Wikipedia search. The Wikipedia query to generate results
is “I need films similar to <movie-in-focus>”. Maximum twenty results are fetched which
can contain titles of the movies. To extract movie titles form the results, the list of movie
titles (slot-values for slot titles) fetched from the database is checked. If a value in the
results is in the database, it is selected as a similar movie. These filtered results will be
used in the database query formulation and DP to continue the recommendation.
Algorithm 3.15 Selection of similar movies using Wikipedia
Input: movie-in-focus
Output: titles of similar movies
1: query ← “I need films similar to movie-in-focus”
2: results← Wikipedia search result for query
3: for value in results do
4: if value not in slot-values for title then






In version 1, this intent was not recognized by the NLU and specific buttons were
created to remove preference. However, to reduce the amount of buttons, this intent is
merged with the Reveal intent. The negative preference of the user is detected during
slot-annotation (Section 3.3.3.II).
b) Deny
There is a stage in the conversation where the agent asks the user if it has watched the
movie. It was observed that the user may deny in response rather than selecting the
available buttons. For such instance, the Deny intent is being checked for.
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3.3.4 Natural Language Generation (NLG)
NLG responses are updated for clarifying the user’s information needs. If a user has
expressed a negative sentiment towards a CIN element, it must be reflected in the NLG
response and the buttons (options) it creates for Telegram.
To reduce the frequency of Telegram buttons, the options to remove a preference are
only integrated
• If the agent could not find any more movies for the CIN.




In this chapter, the evaluation of the Jarvis conversational recommendation system is
presented. The system is analyzed based on the the following:
• The feedback received from the real-time users of Jarvis. This determines how well
the users will like this movie recommendation system.
• The quality of the conversation. This is defined in terms of how well the agent
detects the user intents and generates a suitable response.
4.1 Experimental Setup
To evaluate the performance of the system, the Jarvis movie recommendation system
on Telegram is shared with the participants. The users are given an overview of the
objectives Jarvis can achieve and are also provided with instruction to use the Telegram
interface. Figure 4.1 shows the instructions for the version 1 of Jarvis. For version 2,
written instructions were sent to users (Figure 4.2). Besides these instructions, a welcome
screen is created for users (Figure 4.3 (a)) and if a new user starts a conversations, brief
instructions are displayed for them (Figure 4.3 (b)).
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a) Part 1 b) Part 2
Figure 4.1: Instruction for Jarvis version 1
1. For this version, you can specify what you do not like.
For example, I want action movies but I don’t like Brad Pitt.
Or you can say I want old movies or new movies.
2. The movies recommended have the highest ratings and no movie rated
below 5 will be shown.
3. Lesser buttons than before. You will only see buttons to change preferences
if the chatbot gets confused somehow.
4. Similar movies recommended to the current movie are carefully selected.
5. It better understands the requirements.
6. The feedback needs to be filled again.
Figure 4.2: Instructions for Jarvis version 2
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(a) Welcome screen (b) Instructions for new users
Figure 4.3: Instruction for Jarvis version 1
To facilitate the user, Telegram commands are used which can help the user to start,
exit, or get help during the conversation.
The conversations of the participants are recorded with their consent. For each dialogue
turn in the conversation, the following parameters are stored to further analyze the
system:
• User’s Input: What user says for the specific turn
• Previous Information Needs: This is stored to analyze how and if the user informa-
tion needs change with every turn.
• User’s Dialogue Acts: The dialogue acts calculated by the NLU. This item is critical
in deciding the performance of the NLU.
• Current Information Needs: Based on the dialogue acts, the CINs are store to
check if the changes are being reflected properly.
• Agent’s offer State: To evaluate if the DST is updating the current state of the
agent efficiently. Based on the CIN and User Dialogue Acts, it is checked if the
agent is adapting to the user’s changing requirements.
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• Agent Dialogue Acts: This parameter store the agent dialogue state reflecting the
agents offer state. Therefore, it defines the performance of the DP.
• Agent’s Response: This parameter is stored to analyze the NLG and to check if
the NLG is exhibiting correct results for the unknown scenarios.
• Telegram Keyboard Option: Parameter exhibiting the keyboard options NLG creates
and the user’s dialogue acts associated with each option.
• Dialogue Context: DC gives an overview of how user’s feedback is being stored for
each movie.
4.1.1 User satisfaction survey
For the evaluation of Jarvis, a feedback form 1 using Google Forms was created to gather
the reviews. This form gathered the basic information about the users (age, gender,
education etc). The users are asked to rate the system based on the quality assessment
statements in Table 4.1. The rating is done using 5-point Likert scale to analyze how
much they agree or disagree with a giver statement. The questions in the Table 4.1 are
generated using the criteria described by Radziwill et a. [68]. Moreover, users were also
asked to list what they liked and disliked most about the system. This feedback guided
a better route while implementing further improvements in the version 2 of Jarvis.




Efficiency Q1. The system is effective in recommending movies.
Effectiveness
Q2. The system is able to understand my requirements.
Q3. The system is able to adapt to changes in my requirements.
Q4. I understand what my options are during the conversation.
Q5. The conversation with the system feels like a normal human-
human conversation (i.e. it is not robotic at all)
Satisfaction
Q6. My experience with the system was overall enjoyable.
Q7. I would use this system in the future for movie recommendations.
1https://forms.gle/WZpDcqKRxLZRSV6G8
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4.2 User satisfaction survey
4.2.1 Feedback
The evaluation of the version 1 involved fifteen participants who volunteered to give a
feedback on Jarvis. Eleven participants (73%) were male and four (27%) were female.
These participants were 25-40 years old with a mean age of 32. Only one participant was
a native English speaker and 75% of them had a Masters as a highest degree.
Figure 4.4 shows the rating user provided to version 1 based on the questions mentioned
in Table 4.1. It can be seen from the chart that the system was not able to understand
requirements (Q2) for many users and it lacked the properties of human-human conversa-
tion (Q4). For the remaining properties (Table 4.1), the performance of Jarvis is version
1 was quite satisfactory.
Figure 4.4: User Feedback for Jarvis Version 1
The evaluation of version 2 involved fifteen participants and thirteen participants were
the same as for the version 1. Ten participants (66%) were male and five (33%) were
female. These participants were 25-40 years old with a mean age of 31.No participants
were native English speaker and 73% of them had a Masters as a highest degree.
Figure 4.5 shows the rating of the user for version 2.
4.2.2 Analysis
The user satisfaction is improved form Jarvis Version 1 (Figure 4.4) to Version 2 (Figure
4.5). For version 1, it is shown by the Likert scale plot that the system was not able to
understand requirements (Q2) for many users and it lacked the properties of human-
human conversation (Q4). For the remaining properties (Table 4.1), the performance of
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Figure 4.5: User Feedback for Jarvis Version 2
Jarvis is version 1 was quite satisfactory. In version 2, the performance of the system
is improved for all the quality scenarios. For most scenarios, the average rating of the
system is improved from 4 to 5. This indicates a visible upgrade of Jarvis from version 1
to version 2.
4.3 Movie Recommendation - Quality of the conversation
In this section the resulting conversation for both versions of Jarvis is shown in parallel
with a comparison of elapsed time for each conversational turn. It must be noted that
for version 2, the size of the database is increase by ten times. Therefore, if the larger
database would be used for version 2, some dialogues would have taken even longer
time. For the comparison, the user has carried out conversation with the same goal,
i.e, the query utterance by the user is kept same to analyze the difference between the
performance of both systems.
4.3.1 Experimental Results
Figure 4.6 to 4.13 show a sample conversation of the user with both versions of Jarvis.
Moreover, Figure 4.15 to 4.16 show the improvement in Version 2. For each user utterance
in these figures, the Dialogue Acts calculated by the NLU and total time taken by the
agent to respond is mentioned in Tables 4.2 and 4.3.
Figure 4.6 shows the simple query where the user starts a conversation and asks for a
movie with genres action. It can be seen that Version 1 has 1100 action movies while
version 2 has 4700. The dialogue acts detected in both versions are the same (Table 4.2).
As the agent has not already asked (elicit) a question, the slot-value pairs in the dialogue
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(a) Version 1 (b) Version 2
Figure 4.6: Agent detects the intent reveal and responds with the total count of results
and a following question
(a) Version 1 (b) Version 2
Figure 4.7: User answers the agent’s question and agent recommends a movie
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Table 4.2: User utterance with corresponding Dialogue Acts in version 1 and version 2
Utterance Version 1 Version 2
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act are calculated by annotating for all the slots. However, although searching through a
larger data, version 2 responds 4.5 times faster than version 1 (Table 4.3).
Figure 4.7 shows the next step in the conversation where the user revealed their second
preference. The agent annotated the user’s utterance for the slot keywords. As the user
has found a slot-value in keywords, it did not annotate the utterance for other slots. The
user has provided their preference for two CINs, therefore, the agent is now recommending
a movie. The outlined process and the dialogue act is same for both versions (Table 4.2).
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Table 4.3: User utterance with the time taken (in seconds) by agent to respond in
version 1 and version 2
Utterance Version 1 Version 2
Fig. 4.6 Hi. I want action movies. 7.82 1.763
Fig. 4.7 I would like something on
civil war
5.4 0.098
Fig. 4.8 I have already watched it. 0.011 0.008
Fig. 4.8 Recommend me something
else please.
0.011 0.008
Fig. 4.9 I like this recommendation. 0.001 0.001
Fig. 4.10 I would like a similar recom-
mendation.
0.010 0.948
Fig. 4.11 Tell me something about it. 0.001 0.01
Fig. 4.15 10.37 1.23
Fig. 4.16 Hi. I need action movies but
not by Angelina Jolie
21.73 2.2
Fig. 4.17 I want action movies but not
by Brad Pitt
21.07 0.812
Fig. 4.18 I want a new movie. 17.45 0.75
Fig. 4.16 No 0.011 0.133
However, the agent’s response time for Version 2 is exceptionally faster than version 1
(Table 4.3). The amount of buttons is reduced for Version 2 (Figure 4.7) and this helps
the user with the key decisions they can take once the movie is recommended.
Figure 4.8 shows the response of the user where they have watched the movie (Table 4.2)
or do not like it (Table 4.2). The user are offered a next recommendation in both cases.
As these utterances do not require annotation, the agent major task is to search for a
new movie in the database (Table 4.3). However, this time is significantly reduced for a
larger database in version 2. The keyboard buttons for both versions in Figure 4.8 are
the same as those in Figure 4.7 and therefore are not shown again.
In Figure 4.9, the user accept the recommended movie. The intent is predefined by the
keyboard button (Table 4.2). Here the user must be provided with options to continue the
conversation. Therefore, the agent is not supposed to perform any complex computation
and this step does not take more time to execute (Table 4.3).
If the user wants a similar recommendation (Figure 4.10), the processing of this intent in
different for both versions. As the NLU returns a list of similar movies with the dialogue
act (Table 4.2), this tasks takes a longer time than in version 1 (Table 4.3). However,
this is a one time process and the agent stores this list for the scenario where the user
does not accept the first similar title. In Figure 4.10, the agent response is also different
for both versions.
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(a) Version 1 (b) Version 2
Figure 4.8: Top row: User has watched the recommended movie and gets another
recommendation. Bottom row: User does not like the movie and gets another recom-
mendation.
(a) Version 1 (b) Version 2
Figure 4.9: Use likes the recommended movie without inquiring about it.
In Figure 4.11 and 4.12, the user inquires about the recommended movie. The dialogue
act for one example is show in Table 4.2 and such queries take minimal time as shown in
Table 4.3. In Figure 4.12, if the user inquires about a movie attribute, this attribute will
be removed from the keyboard buttons until a new movie is recommended.
In Figure 4.7, user can only remove a preference by clicking a keyboard button. This
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(a) Version 1 (b) Version 2
Figure 4.10: User would like a similar recommendation.
(a) Version 1 (b) Version 2
Figure 4.11: User inquires about the recommendation and is provided with options to
ask about.
is because, the detection of negative preference is not implemented in the first version.
However, in Figure 4.13, it can be seen that the user can remove preference by writing a
similar response and does not need keyboard buttons anymore.
Figure 4.14 shows a simple conversation that can be executed in both Version 1 and
Version 2. However, there are some improvement in Version 2 where the agent understands
the user utterance better. For example, in Figure 4.15, 4.16 and 4.17, the user wants to
reveal a negative sentiment for the preference. It can be seen that the agent in Version
1, does not understand such preferences and tries to find the annotates results in the
database. In Figure 4.16, if the user had mentioned "directed by Angelina Jolie", the
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(a) Version 1 (b) Version 2
Figure 4.12: User has selected some parameters to inquire about.
(a) Version 1 (b) Version 2
Figure 4.13: User removes a preference by clicking a button in Version 1 and writing a
preference in Version 2.
agent would not show keyboard buttons to choose either actor or director. The NLU will
calculate that the user does not want the movies directed by the person. The dialogue
acts and the agent’s response time is mentioned in Tables 4.2 and 4.3.
Moreover, in Figure 4.18, the agent in Version 1 does not understand the term "new"
or "old" movie. Similarly, if the agent in Version 1 asks the user if they have watched a
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(a) Part 1 (b) Part 2
Figure 4.14: Sample conversation in Jarvis
(a) Version 1 (b) Version 2
Figure 4.15
movie, it does not understand responses except for the keyboard options shown in Figure
4.7. However, such utterances are being detected for intents in Version 2 (Figure 4.19).
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(a) Version 1 (b) Version 2
Figure 4.16
(a) Version 1 (b) Version 2
Figure 4.17
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(a) Version 1 (b) Version 2
Figure 4.18
(a) Version 1 (b) Version 2
Figure 4.19
4.3.2 An example of user-case in Jarvis
In this section, an example of a conversation by one of the users is presented. Before
adding this conversation, the consent of the user is acquired.
U1 : Hi
A1 : Hi Fatima. Welcome back. How can I assist you today?
U2 : I want suggestions for science fiction movie
A2 : There is a science fiction film named "Fantastic Planet". Have you seen this one?
U3 : Tell me more about it.
A3 : What would you like to know about "Fantastic Planet"?
U4 : movie plot
A4 : Slaves and masters dominate the narrative of the faraway world of Ygam. Set
around the lifespan of Terr, a minute human shaped Om slave, and pet, of the
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giant blue alien Draags. Escaping into the wilderness and with a device used for
intellectual advancement of the Draags, Terr finds refuge and support from fellow
Oms and using the learning tool, he finds that knowledge is power and then sets to
use the new found knowledge to revolt against the Draag masters...
U5 : I don’t like this recommendation.
A5 : I would like to recommend you a science fiction film named "The Fabulous Baron
Munchausen". Have you watched it?
U6 : Recommend me something else please.
A6 : There is a science fiction film named "Adele’s Dinner". Have you seen this one?
U7 : I would like to watch virus related movies.
A7 : I would like to recommend you a virus film named "Blood Brother". Have you
watched it?
U8 : Tell me something about it.
A8 : What would you like to know about "Blood Brother"?
U9 : Plot
A9 : Blood Brother is an intimate portrait of Rocky Braat, a young man who longed to
find a family. He didn’t know it, but this desire would lead him to an AIDS hostel
in India, a place of unspeakable hardship, where he would find almost more love
and need than he could bear.
U10 : release year
A10 : The movie was released in 2013.
U11 : rating
A11 : The rating of this movie on IMDb is 8.3.
U12 : I would like a similar recommendation.
A12 : There is a film similar to "Blood Brother" named "No Country for Old Men".
Have you seen this one?
U13 : Recommend me something else please.
A13 : I would like to recommend you a film similar to "Blood Brother" named "O Brother,
Where Art Thou?". Have you watched it?
U14 : I have already watched it.
A14 : I would like to recommend you a film similar to "Blood Brother" named "Superbad".
Have you watched it?
U15 : Rating?
A15 : Its rating on IMDb is 7.6.
U16 : movie plot
A16 : Seth and Evan are best friends, inseparable, navigating the last weeks of high
school. Usually shunned by the popular kids, Seth and Evan luck into an invitation
to a party, and spend a long day, with the help of their nerdy friend Fogell, trying
to score enough alcohol to lubricate the party and inebriate two girls, Jules and
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Becca, so they can kick-start their sex lives and go off to college with a summer
full of experience and new skills. Their quest is complicated by Fogell’s falling in
with two inept cops who both slow and assist the plan. If they do get the liquor to
the party, what then? Is sex the only rite of passage at hand?
U17 : I want to restart for a new movie.
A17 : Let’s restart. Do you have any specific genres in mind?
U18 : Emotional
A18 : I could not find the genres Emotional. There is a Emotional film named "Now,
Voyager". Have you seen this one?
U19 : Tell me something about it.
A19 : What would you like to know about "Now, Voyager"?
U20 : movie plot
A20 : Boston spinster Charlotte has had her life controlled entirely by her mother; a
wealthy mother, Mrs. Henry Vale. Feeling despondent, she’s convinced to spend
some time in a sanitarium. Soon, Charlotte’s transformed into a sophisticated,
confident woman. On a cruise to South America, Charlotte meets, and begins a
torrid affair with Jerry Durrance, a married architect. 6 months later, she returns
home, and confronts her mother with her independence. One day, after a brief
argument, her mother has a heart attack and dies. Charlotte inherits the Vale
fortune but feels guilty for her mother’s death. She returns to the sanitarium,
where she befriends a depressed, young adolescent, named Tina. The young girls’
depression brought on by having been rejected by her mother; Charlotte’s former
lover, Jerry’s wife. Charlotte takes Tina home to Boston with her
U21 : I don’t like this recommendation.
A21 : I would like to recommend you a Emotional film named "The Swimmer". Have
you watched it?
U22 : Tell me something about it.
A22 : What would you like to know about "The Swimmer"?
U23 : movie plot
A23 : Neddy Merrill has been away for most of the Summer. He reappears at a friend’s
pool. As they talk, someone notices that there are pools spanning the entire valley.
He decided to jog from pool to pool to swim across the whole valley. As he stops
in each pool his interactions tell his life story.
U24 : rating
A24 : Its rating on IMDb is 7.7.
U25 : I like this recommendation.
A25 : Please choose your next step:
U26 : I would like to quit now.
A26 : I hope you had a good experience. Bye.
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This conversation provides an example of how a user changes their requirements and gets
multiple recommendation during the conversation. For example, at the user response U7,
the user changed their preference from a science fiction movie to a virus related film. The
agent’s adapted to the changing user preferences and recommended a different movie
(response A7).
4.3.3 Analysis
According to the Table 4.2, it is analyzed the quality of the conversation of Jarvis movie
recommendation system has improved in the second version. The NLU of the Jarvis is
more capable of understanding user’s information needs at every stage in the dialogue.
The conversation examples show that Jarvis is able to adapt to the complex conversational
scenarios. The agent response time in Table 4.3 shows a significant improvement in
computational speed of the agent and this can further improve the user’s experience with
Jarvis.
Chapter 5
Conclusion and Future Directions
In this chapter, a summary and future prospects of the study are presented. In Section
5.1, a summary of the work is presented with an explanation of the RQs in Chapter 1.
In Section 5.2, the future direction for the word done are reported.
5.1 Conclusion
Conversation recommender systems (CRS) are widely used by users to find a suitable
recommendation. CRSs converse with the users in their language, ask questions to find
a recommendation. In this thesis, a conversational movie recommender system named
Jarvis is proposed. Jarvis is a python based open-source system and offers a scaleable
structure where each component is easily distinguishable for future implementations.
The primary goal of Jarvis is to understand users’ preferences, adapt to their changing
requirements, recommend a movie, and improve its performance based on the feedback
from the user. The user feedback gives an overview of how well the system performs and
what can be improved further. Moreover, it is essential to make the system user-friendly.
For the development of Jarvis, the objectives of the system and a dialogue-flow is
designed. The objectives define the functionalities in Jarvis that must be achieved
for a good conversation. These functionalities include entity recognition, sentiment
analysis, intent detection, conversational history analysis, and implementation of user
feedback for further improvements. The dialogue-flow contains the possible changes in
the conversation based on the user’s feedback for a recommendation made and how the
user wants to continue a conversation. Using the dialogue-flow as a guide, a list of intents
for both agent and use is created.
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The first version of Jarvis included the development of the component according to
the dialogue-flow. The objectives of this version exclude sentiment analysis. To test
the performance and user-satisfaction in Jarvis, it is used by fifteen participants. The
conversation of the users is recorded to study the performance of Jarvis. To gather a
feedback from the participants, quality attributes are designed, and users are requested
to rate the system on these attributes. Moreover, users also commented on what they
liked and what can be improved in the system.
The second version is an upgrade of Jarvis in version 1. This version also includes
sentiment analysis. The feedback received in the previous version is used to improve
the component of Jarvis. Moreover, the recorded conversational data is analyzed to
improve the flow of the conversation. The significant improvements include a better
entity recognition, sentiment analysis, a database with higher coverage of movies, and
faster and improved agent response even to unexpected instances. Like the first version,
Jarvis version 2 is also used by fifteen users, and their feedback reflects that version two
is better than version 1.
The research questions proposed in Chapter 1 are answered as follows:
RQ1 Is it possible to implement a complex dialogue-flow using only a rule-based conver-
sational agent?
Both versions of Jarvis follow a complex dialogue-flow mentioned in Figure 3.2.
Although, using a rule-based approach makes it a challenging task to consider all
possible scenarios while taking the next action for the agent. However, considering
the lack of available conversational data on movie recommendation, it is not possible
to train the agent. Therefore, creating a rule-based agent proved to be a successful
approach.
RQ2 Can a rule-based Natural Language Understander (NLU) be created to understand
users’ preferences for a movie?
In Jarvis, the slot-annotation and intent-detection are rule-based, and it is proved
that the rule-based NLU can understand the user requirements in an efficient
manner (Table 4.2).
RQ3 Is it possible to create a database that contains a high coverage of possible users’
preferences?
The feedback and conversation-data in version 2 prove that the database has
a higher coverage of user preference. In the database, different approaches to
generate keywords for the movies are implemented. The results of the approaches
are analyzed to ensure the quality of the database (Section 3.3.1.I).
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RQ4 Can Jarvis meets the expectations of the users and helps them reach their goals
easily?
It is a learning process in Jarvis to improve and meet the expectations of the users.
However, it can be seen that user satisfaction has improved for the second version,
and the users can get quality recommendations (Chapter 4).
5.2 Future directions
In this thesis, a conversation movie recommendation system is developed while creating
a database that contains specific attributes for movie preferences. The system is being
continuously upgraded by analyzing user conversations. In the future, the following
approaches can be applied to Jarvis
• Based on the user feedback, some improvements can still be implemented in Jarvis.
For example, the agent must list multiple recommendations in a single response.
There is a need to design intents and change the dialogue-flow for this feature.
• The list of users for the second version has almost the same users in the first. New
users must be selected for testing version 2 to include variance in the feedback.
• The agent can be trained for the intent-detection and decision-making process. For
this purpose, a large corpus is required.
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