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HYPER-POSITIVE DEFINITE FUNCTIONS II: A COMPLETE STUDY
OF BRANCHING-TOEPLITZ OPERATORS
YANQI QIU AND ZIPENG WANG
Abstract. We introduce and give a more or less complete study of a family of branching-
Toeplitz operators on the Hilbert space ℓ2(Tq) indexed by a rooted homogeneous tree Tq
of degree q ≥ 2. The finite dimensional analogues of such operators form a very natural
family of structured sparse matrices called branching-Toeplitz matrices and will also be
investigated. The branching-Toeplitz operators/matrices in this paper should be viewed
as natural generalizations of the standard Toeplitz operators/matrices. We will apply
our results to construct a family of determinantal point processes on homogeneous trees
which are branching-type strong stationary stochastic processes.
1. Introduction
1.1. Sparse matrices associated with a partial order. In what follows, by a tree,
we will always mean the set of the vertices of the tree. Fix an integer q ≥ 2 and let Tq
be the infinite rooted q-homogeneous tree: that is, there is a distinguished vertex o ∈ Tq
called the root vertex which is the unique vertex without ancestor and each vertex in Tq
has exactly q children. Let d(·, ·) denote the usual graph distance on Tq and for each
σ ∈ Tq, we call d(o, σ) the generation number of σ and will be denoted simply by
|σ| := d(o, σ), σ ∈ Tq.
Let 4 denote the natural partial order on Tq. That is, two vertices σ1, σ2 ∈ Tq satisfy
σ1 4 σ2 if and only if they are contained in the same rooted geodesic ray (that is, a geodesic
ray starting from the root vertex) and |σ1| ≤ |σ2|. Let C be the set corresponding to the
relation of comparability for the partial order 4:
C =
{
(σ1, σ2) ∈ Tq × Tq
∣∣∣σ1 4 σ2 or σ2 4 σ1}.
Note that C is symmetric in the sense that (σ1, σ2) ∈ C if and only if (σ2, σ1) ∈ C.
The partial order 4 on Tq gives rise to a natural family of sparse matrices as follows.
For any integer n ≥ 1, let Bn(Tq) ⊂ Tq be the finite subset defined by
Bn(Tq) :=
{
σ ∈ Tq
∣∣∣|σ| ≤ n}.(1.1)
By convention, we also denote Tq by B∞(Tq). Consider matrices of the form:
A =
[
aσ1,σ2
]
σ1,σ2∈Bn(Tq) with aσ1,σ2 = 0 whenever (σ1, σ2) /∈ C.
We call such matrices branching-type matrices (the word “branching-type” comes from
its relation with branching-type stationary stochastic processes on Tq introduced in [25]).
Clearly, branching-type matrices are sparse (for q ≥ 2) in the sense that the number of
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non-zero entries of any such matrix is o([#Bn(Tq)]
2) as n goes to infinity. The branching-
type matrices arise naturally in the study of left creation operators on the full Fock space
of Cq, see §3 for details.
1.2. Branching-Toeplitz kernels. Given any function α : Z→ C, we may introduce a
branching-Toeplitz kernel Kα : Tq × Tq → C by
Kα(σ1, σ2) = α(|σ1| − |σ2|) · 1C(σ1, σ2), σ1, σ2 ∈ Tq.
Let Toep(Tq) denote the set of all branching-Toeplitz kernels on Tq:
Toep(Tq) :=
{
Kα
∣∣∣α ranges over all C-valued functions on Z}.
If q = 1, then T1 = N = {0, 1, 2, · · · } and we go back to the standard Toeplitz matrices.
If q ≥ 2, then branching-Toeplitz kernels are special infinite branching-type matrices
introduced in §1.1. Note that restricted on any rooted geodesic ray of Tq, a branching-
Toeplitz kernel becomes a standard Toeplitz kernel. Note that the branching-Toeplitz
kernels in this paper are different from the radial Toeplitz kernels on homogeneous tree
(non-rooted) studied in [24].
Ut is convenient for us to introduce the following notation. Given any formal Fourier
series on T = R/2πZ:
f ∼
∑
n∈Z
f̂(n)einθ, with f̂(n) ∈ C for all n ∈ Z,(1.2)
we define a branching-Toeplitz kernel Γq[f ] : Tq × Tq → C by
Γq[f ](σ1, σ2) :=
√
q−d(σ1,σ2) · f̂(|σ1| − |σ2|) · 1C(σ1, σ2), σ1, σ2 ∈ Tq.(1.3)
Note that d(σ1, σ2) = ||σ1| − |σ2|| for all (σ1, σ2) ∈ C. Clearly, any branching-Toeplitz
kernel on Tq is of the form Γq[f ] for a unique formal Fourier series f . Thus we have
Toep(Tq) =
{
Γq[f ]
∣∣∣f is a formal Fourier series on T}.
In what follows, we shall call the formal Fourier series f the symbol of Γq[f ].
Remark 1.1. By formal Fourier series, we mean that no a priori assumption is assumed
on the sequence (f̂(n))n∈Z. Thus the notation f̂ does not mean that it is the Fourier
transform of a function f on T. However, if the formal Fourier series (1.2) coincides with
the Fourier series of a function in L1(T) or a Radon measure on T, then we will identify
it with the function or the Radon measure respectively.
Throughout the paper, we do not distinguish the meaning of positive (resp. positive
definite) and non-negative (resp. non-negative definite). In [25], we obtain the following
criterion for positive definite branching-Toeplitz kernels on Tq.
Theorem 1.1 ([25, Thm 1.8]). Let q ≥ 2 be an integer. The kernel Γq[f ] is positive
definite if and only if there exists a positive Radon measure µ on T = R/2πZ such that
f̂(n) =
∫
T
e−inθdµ(θ), ∀n ∈ Z.
In the above situation, by identifying the formal Fourier series f with the positive Radon
measure µ, we will also denote Γq[f ] by Γq[µ].
BRANCHING-TOEPLITZ OPERATORS 3
By using the method of left creation operators on the full Fock space of Cq, we will
obtain a useful relation between Γq[f ] and the standard Toeplitz kernels on N. This
relation in particular allows us to give a new proof of Theorem 1.1. See §3.3.
1.3. Branching-Toeplitz operators. As usual, denote by ℓ2(Tq) the Hilbert space:
ℓ2(Tq) :=
{
(vσ)σ∈Tq ∈ CTq
∣∣∣ ∑
σ∈Tq
|vσ|2 <∞
}
and let B(ℓ2(Tq)) be the set of bounded operators on ℓ
2(Tq). We shall always identify a
bounded operator A ∈ B(ℓ2(Tq)) with its kernel defined by A(σ1, σ2) = 〈Aδσ2 , δσ1〉 for all
σ1, σ2 ∈ Tq. Using this identification, we may define
BToep(ℓ
2(Tq)) := Toep(Tq) ∩ B(ℓ2(Tq)).
The first goal of this paper is to study the problem when the kernel Γq[f ] represents a
bounded operator on ℓ2(Tq).
Before stating the results in the case q ≥ 2, let us briefly recall the classical results in
the case q = 1. If q = 1, then T1 = N and Γ1[f ] is the standard Toeplitz kernel:
Γ1[f ] = T (f) :=
[
f̂(k − l)
]
k,l∈N
.(1.4)
It is a standard result that Γ1[f ] is a bounded operator on ℓ
2(N) if and only if f ∈ L∞(T).
Moreover, in this case, we have the powerful tool of function spaces to deal with the
operator Γ1[f ]. Namely, let H
2(T) be the Hardy space:
H2(T) :=
{
f =
∞∑
n=0
f̂(n)einθ
∣∣∣ ∞∑
n=0
|f̂(n)|2 <∞
}
⊂ L2(T).
For any f ∈ L∞(T), the operator Γ1[f ] is unitarily equivalent to the standard Toeplitz
operator on the Hardy space H2(T) defined by the composition
Tf : H
2(T)
Mf−−→ L2(T) P+−−→ H2(T),(1.5)
where Mf is the operator of pointwise multiplication by f and P+ is the orthogonal
projection onto H2(T). In other words, we have the following commutative diagram:
H2(T)
Tf−−−→ H2(T)
Fourier transform
y≃ ≃yFourier transform
ℓ2(N)
T (f)=Γ1[f ]−−−−−−→ ℓ2(N)
.(1.6)
Now we turn back to the case q ≥ 2. Since there is no counterpart of Hardy space any
more, the study of the boundedness of Γq[f ] requires more efforts. We have the following
Theorem 1.2. For any integer q ≥ 2, we have the set-theoretical equality:
BToep(ℓ
2(Tq)) =
{
Γq[f ]
∣∣∣f ∈ L∞(T)}.(1.7)
Moreover, for any f ∈ L∞(T), we have
‖Γq[f ]‖ = ‖f‖∞.(1.8)
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The following multiplicativity result should be compared with the classical result of
Brown and Halmos [3, Thm 8]. Recall that the Hardy space H∞(T) is defined by
H∞(T) :=
{
f ∈ L∞(T)
∣∣∣f ∼ ∞∑
n=0
f̂(n)einθ
}
.
Theorem 1.3. Let f, g ∈ L∞(T). Then the equality Γq[f¯ g] = Γq[f¯ ]Γq[g] holds if and only
if either f ∈ H∞(T) or g ∈ H∞(T).
By using the method of full Fock space, we are able to obtain more precise information
for Γq[f ]. Namely, we have
Theorem 1.4. Let q ≥ 2. Then the operators Γq[f ] for all f ∈ L∞(T) are simultane-
ously unitarily equivalent to the direct sum of countably infinitely many standard Toeplitz
operatars Γ1[f ] = T (f). That is, there exists a unitary operator U : ℓ
2(Tq)→
⊕∞
k=1 ℓ
2(N)
such that
Γq[f ] = U
−1

Γ1[f ]
Γ1[f ]
Γ1[f ]
. . .
U = U−1

T (f)
T (f)
T (f)
. . .
U.
Remark 1.2. Clearly, Theorem 1.2 and Theorem 1.3 can be derived from Theorem 1.4
and the classical results of Brown and Halmos [3]. However, the proofs (without using
Theorem 1.4) of Theorem 1.2 and Theorem 1.3 seem to be of independent interests and
are included in this paper.
Remark 1.3. The unitary operator U in the statement of Theorem 1.4 can be written
explicitly. See the proof of Theorem 1.4.
1.4. Corollaries to Theorem 1.4. Theorem 1.4 has the following immediate corollaries,
the routine proofs of which will all be omitted.
Corollary 1.5. Γq[f ] is an isometry on ℓ
2(Tq) if and only if f is an inner function.
Corollary 1.6. Let p, q ≥ 2 be any two integers and f ∈ L∞(T). Then the operators
Γq[f ] and Γp[f ] on ℓ
2(Tq) and ℓ
2(Tp) respectively are unitarily equivalent.
Corollary 1.7. For any f ∈ L∞(T), we have the following coincidence of spectra:
spec(Γq[f ]) = spec(Γ1[f ]) = spec(T (f)).
Corollary 1.8. Let q ≥ 2 and f ∈ L∞(T). Then the operator Γq[f ] is Fredholm if and
only if it is invertible. Moreover, Γq[f ] is invertible if and only if so is T (f).
Corollary 1.9. Let q ≥ 2 and f, g ∈ L∞(T). Then Γq[f¯ ]Γq[g]− Γq[f¯ g] is compact if and
only if Γq[f¯ ]Γq[g] = Γq[f¯ g] and hence if and only if either f ∈ H∞(T) or g ∈ H∞(T).
Corollary 1.10. The family of invariant subspaces for the operator Γq[e
iθ] can be natu-
rally parametrized by the set of sequences (Θn)
∞
n=1 of inner functions on T.
Remark 1.4. The principal criterion for the invertibility of T (f) was given by Widom [33]
and Devinatz [7]. For more equivalent conditions, we refer to Nikolski [13, Thm 3.3.6].
We also note that detailed descriptions of the spectrum of T (f) can be found in Douglas
[8, Chapter 7].
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Remark 1.5. Our Corollary 1.9 stands in sharp contrast with the classical result on the
Hardy space H2(T). Axler, Chang and Sarason [1] (for the sufficient part) and Volberg
[31] (for the necessary part) show that the semi-commutator TfTg − Tfg is compact on
H2(T) if and only ifH∞[f¯ ]∩H∞[g] ∈ H∞(T)+C(T), whereH∞[g] is the closed subalgebra
in L∞(T) generated by H∞(T) and g.
Remark 1.6. Using the classical result of Beurling, we can make Corollary 1.10 more
precise by giving an explicit description of all invariant subspaces of Γq[e
iθ]. Such kind
of result has a significant overlap with [18, Thm 2.3] and [9, Thm 2.1]. In fact, using the
relation between invariant subspaces and wandering subspaces, Popescu [18] firstly obtains
a Beurling-Lax-Halmos type characterization of the invariant subspaces under the left
creation operators on the full Fock space. However, our point of view is somewhat different
and our proof seems to be more elementary and simpler. For further developments along
this line, one can consult [20], [21], [22] and [23].
1.5. Generalizations of Theorem 1.4. Let us identify Tq with the free unital semi-
group F+q generated q free elements s1, · · · , sq (the neutral element is denoted by e ∈ F+q )
by fixing any bijection
ι : F+q → Tq(1.9)
with the following properties:
• ι(e) = o the root vertex of Tq;
• the children of ι(w) are exactly ι(s1w), · · · , ι(sqw) for any word w ∈ F+q .
Let S(Cq) denote the unit sphere in Cq. That is,
S(Cq) :=
{
a = (a1, · · · , aq) ∈ Cq
∣∣∣ q∑
k=1
|ak|2 = 1
}
.
Given a ∈ S(Cq) and a non-empty word w = si1si2 · · · sin ∈ F+q , we define
[w](a) := ai1ai2 · · · ain ∈ C
and for the empty word e ∈ F+q , we set [e](a) = 1. For any formal Fourier series f given
in (1.2), define a kernel Γa[f ] : F
+
q × F+q → C by
Γa[f ](u, v) :=

f̂(|u| − |v|) · [w](a), if u = wv
f̂(|u| − |v|) · [w](a), if v = wu
0, otherwise
.(1.10)
In particular, in the above notation and using the identification (1.9), we have
Γq[f ] = Γ( 1√
q
,··· , 1√
q
)[f ].
Theorem 1.11. For any a ∈ S(Cq), the kernel Γa[f ] defines a bounded operator on
ℓ2(F+q ) if and only if f ∈ L∞(T). Moreover, there exists a unitary operator Ua : ℓ2(F+q )→⊕∞
k=1 ℓ
2(N) such that for all f ∈ L∞(T), we have
Γa[f ] = U
−1
a

Γ1[f ]
Γ1[f ]
Γ1[f ]
. . .
Ua.(1.11)
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In particular, for any a ∈ S(Cq), the operators Γq[f ] and Γa[f ] are simultaneously unitarily
equivalent for all f ∈ L∞(T).
The following result is a generalization of Theorem 1.1.
Theorem 1.12. Let a ∈ S(Cq). Then the kernel Γa[f ] is positive definite if and only if
the formal Fourier series f represents a positive Radon measure on T.
We also have the following operator-valued results. Let A = (A1, · · · , Aq) be a q-tuple
of operators on a Hilbert space H. Define for any non-empty word w = si1si2 · · · sin ∈ F+q ,
[w](A) := Ai1Ai2 · · ·Ain ∈ B(H).
For the empty word e ∈ F+q , set [e](A) = Id ∈ B(H). Then for any formal Fourier series
f given in (1.2), we can define an operator-valued kernel ΓA[f ] : F
+
q × F+q → B(H) by
ΓA[f ](u, v) :=

f̂(|u| − |v|) · [w](A), if u = wv
f̂(|u| − |v|) · ([w](A))∗, if v = wu
0, otherwise
.(1.12)
We refer to Paulsen [15, Chapters 2, 3] for the notion of complete positivity for linear
maps between operator systems.
Theorem 1.13. Let A = (A1, · · · , Aq) ∈ B(H)q be a q-tuple such that∥∥∥ q∑
k=1
A∗kAk
∥∥∥ ≤ 1.(1.13)
Then the unital map
ΓA : L
∞(T) → B(ℓ2(F+q )⊗H)
f 7→ ΓA[f ]
is contractive and thus is completely positive.
Corollary 1.14. Let A = (A1, · · · , Aq) ∈ B(H)q be a q-tuple satisfying (1.13). Then for
any positive Radon measure µ on T, the kernel ΓA[µ] is positive definite.
Remark 1.7. Consider the special case µ = δ0, where δ0 stands for the Dirac mass at
0 ∈ R/2πZ. Popescu [19, Cor. 2.2] shows that ΓA[δ0] is positive definite if and only if
(1.13) is satisfied. Corollary 1.14 provides an alternative proof of the sufficiency of the
condition (1.13) for the positive definiteness of ΓA[δ0]. On the other hand, the necessity
of the condition (1.13) for the positive definiteness of ΓA[δ0] can be obtained directly as
follows: suppose that ΓA[δ0] is positive definite, then so is its restriction on the finite set
({e, s1, · · · , sq})2. That is, the operator-coefficient matrix
[
I α
α∗ Iq
]
is positive definite,
where α = (ΓA[δ0](e, s1), · · · ,ΓA[δ0](e, sq)) = (A∗1, · · · , A∗q) and Iq = diag(Id, · · · , Id).
Then by using the equality[
Id −α
0 Iq
] [
Id α
α∗ Iq
] [
Id 0
−α∗ Iq
]
=
[
Id− αα∗ 0
0 Iq
]
,
we obtain that Id− αα∗ is positive definite, which implies (1.13).
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1.6. Branching-Toeplitz matrices. The equality (1.8) can be interpretated as
‖Γq[f ]‖ = ‖Γ1[f ]‖ = ‖T (f)‖, ∀f ∈ L∞(T).(1.14)
It is then natural to wonder whether the equality (1.14) has a finite dimensional analogue.
More precisely, fix any integer n ≥ 1. Recall the definition (1.1) of the finite subset
Bn(Tq) ⊂ Tq and consider the truncated kernel Γ(n)q [f ] on Bn(Tq):
Γ(n)q [f ] := Γq[f ]
∣∣
Bn(Tq)×Bn(Tq).(1.15)
Recall also the standard Toeplitz matrix Tn(f) of size (n+ 1)× (n + 1) defined by
Tn(f) := Γ
(n)
1 [f ] =
[
f̂(k − l)]
0≤k,l≤n.(1.16)
Question 1. For all f ∈ L∞(T), do we have
‖Γ(n)q [f ]‖ = ‖Γ(n)1 [f ]‖ = ‖Tn(f)‖?(1.17)
Remark 1.8. The norm of a Toeplitz matrix Tn(f) can be estimated by a distance dn(f)
introduced in Nikolski [13, Thm 5.2.1, p. 247], but its precise value is not clear in general
(see [13, Section 5.2.1, p. 246]).
We shall see (in Corolloary 2.3 below) that the one-sided inequality always holds:
‖Tn(f)‖ ≤ ‖Γ(n)q [f ]‖.(1.18)
However, the equality (1.17) does not hold in general.
Example 1.15. Let q = 2 and n = 1. Consider the function f = b + aeiθ − ae−iθ with
a > 0, b > 0 and a2 + b2 = 1. Then
Γ
(1)
1 [f ] =
[
b a
−a b
]
and Γ
(1)
2 [f ] =
 b a√2 a√2− a√
2
b 0
− a√
2
0 b
 ,
where Γ
(1)
2 [f ] is written as a 3× 3 matrix by identifying B1(T2) with {0, 1, 2}. By a direct
computation, we have the following strict inequality
‖Γ(1)2 [f ]‖ =
√
1 +
a2
2
> 1 = ‖Γ(1)1 [f ]‖.
On the other hand, fix an integer n ≥ 1, the equality (1.17) holds in the following cases:
• Case (A1): the coefficients f̂(k) ≥ 0 for all integers k with |k| ≤ n.
• Case (A2): the finite Toeplitz matrix Tn(f) (and thus the finite branching-Toeplitz
matrix Γ
(n)
q [f ]) is Hermitian.
• Case (A3): the symbol f belongs to the Hardy space H∞(T).
Theorem 1.16. Fix an integer n ≥ 1. Then the equality (1.17) holds in any of the three
cases (A1), (A2) or (A3).
In case (A1), Theorem 1.16 will be proved directly for a fixed integer n ≥ 1 without
using any result on the infinite dimensional branching-Toeplitz operators. While in case
(A2) and case (A3), the proofs of Theorem 1.16 rely not only on the classical results on
Carathe´odory-Toeplitz extension problem (see Theorem 4.1), Carathe´odory-Fe´jer-Schur
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extension problem (see Theorem 4.2) but also on our previous result (Theorem 1.2) on
infinite dimensional branching-Toeplitz operators.
From our proof of Theorem 1.16 (in particular, see Lemma 2.2 and Corollary 2.3 below),
we also obtain the following corollaries. For any integer n ≥ 1, define the space of radial
vectors in CBn(Tq) by
C
Bn(Tq)
rad :=
{
v = (vσ)σ∈Bn(Tq) ∈ CBn(Tq)
∣∣∣vσ = vτ whenever |σ| = |τ |}.(1.19)
Corollary 1.17. Fix an integer n ≥ 1. In case (A1) or case (A2) or case (A3), we have∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
∥∥∥∥ ≤ ∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)
rad
∥∥∥∥ .
Recall that for a bounded operator A on H, a vector v ∈ H is called a norming vector
of A if it satisfies
‖v‖ = 1 and ‖Av‖ = ‖A‖.
By compactness argument, any finite matrix admits a norming vector.
Corollary 1.18. Fix an integer n ≥ 1. In case (A1) or case (A2) or case (A3), there
exists a norming vector for the matrix Γ
(n)
q [f ] which is a radial vector.
Our proof of Theorem 1.16 has the following by-product. For fixed integer n ≥ 1 and
formal Fourier series f , consider the constant concerning the generalized Carathe´odory-
Fe´jer-Schur extension problem:
cn(f) := inf
{
‖g‖∞
∣∣∣g ∈ L∞(T) and ĝ(k) = f̂(k) for all integers k with −n ≤ k ≤ n}.
Nikolskaya and Farforovskaya [14, Thm 2.11] prove that
‖Tn(f)‖ ≤ cn(f) ≤ 3‖Tn(f)‖.(1.20)
For more on the generalized Carathe´odory-Fe´jer-Schur extension problem, one can consult
[4, 32, 6, 2].
We have the following improvement on the lower bound of cn(f). Note that by the
one-sided inequality (1.18) and Example 1.15, Proposition 1.19 indeed provides an im-
provement of the lower bound of cn(f) in general.
Proposition 1.19. For any integer n ≥ 1 and any formal Fourier series f , we have
cn(f) ≥ sup
q≥2
‖Γ(n)q [f ]‖.
1.7. Application: branching-type stationary determinantal point processes.
Recall the definition of branching-type strong stationary stochastic process (abbr. branching-
type SSSP) on Tq introduced in [25]. Set
∂Tq :=
{
ξ
∣∣∣ξ is a geodesic ray in Tq starting from the root}.
Clearly, each ξ ∈ ∂Tq, as a subset of Tq, can be canonically identified with the set N.
Definition 1.1 (Branching-type SSSP). A stochastic process (Xσ)σ∈Tq on Tq is called a
branching-type SSSP if
• Restricted on every rooted geodesic ray ξ ∈ ∂Tq, we have a classical strong sta-
tionary stochastic process Xξ := (Xσ)σ∈ξ, by identifying canonically the subset
ξ ⊂ Tq with the set N.
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• The family of these strong stationary stochastic processes Xξ share a common
distribution. That is, for any pair (ξ, ξ′) of rooted geodesic rays, by using the
natural identifications ξ ≃ N ≃ ξ′, we have
(Xσ)σ∈ξ
d
= (Xσ′)σ′∈ξ′.
• For any pair of non-comparable vertices σ, τ ∈ Tq, the random variables Xσ, Xτ
are independent.
A complete classification of Gaussian branching-type SSSP on Tq is given in [25]. As
an application of the previous results of the present paper, we construct a family of
determinantal point processes (considered as stochastic processes of 0-1 valued random
variables) which are branching-type SSSP on Tq and are invariant under the action of the
group of automorphisms of Tq. For the background of determinantal point processes, the
reader is referred to [11, 27, 29, 28].
Proposition 1.20. For any measurable function f : T → [0, 1], the branching-Toeplitz
kernel Γq[f ] represents a positive definite contractive operator on ℓ
2(Tq) and thus induces a
determinantal point process on Tq which is a branching-type SSSP and is invariant under
the natural action of the group of automorphisms of Tq.
2. Branching-Toeplitz operators
2.1. Outline of the proofs. We shall actually present two proofs of Theorem 1.2, both
of which rely on the positive definite criterion of the kernel Γq[f ] recalled in Theorem 1.1.
The first proof of Theorem 1.2 is outlined as follows.
• Step 1: We first prove that if Γq[f ] is a bounded operator, then f ∈ L∞(T) and
‖f‖∞ ≤ ‖Γq[f ]‖.(2.21)
For this purpose, we introduce in (2.28) a common invariant subspace of radial
vectors ℓ2(Tq)rad ⊂ ℓ2(Tq) for all operators in BToep(ℓ2(Tq)) and show that the
restriction of any bounded operator Γq[f ] on the subspace ℓ
2(Tq)rad is unitarily
equivalent to the standard Toeplitz operator on Hardy space with the same symbol
f and thus, by using the results on standard Toeplitz operators, we are able to
conclude the proof of the inequality (2.21).
Note that the inequality (2.21) for real valued functions f ∈ L∞(T) can also be
obtained using Theorem 1.1. See the Appendix of this paper.
• Step 2: We then prove in Proposition 2.6 that for any real-valued bounded func-
tion f on T, the reverse inequality
‖Γq[f ]‖ ≤ ‖f‖∞(2.22)
holds. The proof of (2.22) for real-valued function f ∈ L∞(T) relies on the positive
definite criterion of the branching-Toeplitz kernels recalled in Theorem 1.1.
As a consequence, see Corollary 2.7 below, by decomposing a complex-valued
function into its real and imaginary parts, we obtain that any f ∈ L∞(T) induces
a bounded Γq[f ] and thus complete the proof of the set-theoretical equality (1.7).
• Step 3: By Step 1 and Step 2, the equality (1.8) holds for all real-valued function
f ∈ L∞(T). It remains to prove that the equality (1.8) can be extended to general
complex-valued symbols f ∈ L∞(T). We shall prove in Proposition 2.10 that the
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equality (1.8) holds for any analytic trigonometric polynomial Q ∈ C[eiθ]. Our
proof relies on the following multiplicativity property obtained in Lemma 2.8:
(Γq[Q])
∗Γq[Q] = Γq[Q¯]Γq[Q] = Γq[|Q|2],
which is a special case of the following
Γq[P ]Γq[Q] = Γq[PQ], ∀P ∈ C[eiθ, e−iθ], ∀Q ∈ C[eiθ].(2.23)
• Step 4: Finally, to complete the proof of the equality (1.8) for all f ∈ L∞(T), we
show in Proposition 2.11 that for any trigonometric polynomial P ∈ C[eiθ, e−iθ],
by writing P = e−iNθ(eiNθP ) with eiNθP ∈ C[eiθ] for large enough integer N ≥ 1,
we may apply (2.23) to get
Γq[P ] = Γq[e
−iNθ]Γq[eiNθP ] = (Γq[eiNθ])∗Γq[eiNθP ]
and
‖Γq[P ]‖ ≤ ‖P‖∞.
The case of general f ∈ L∞(T) can then be obtained using a standard approxi-
mation argument with Fe´jer kernels. See §2.5 for more details.
The second proof of Theorem 1.2 differs from the first one in that it replaces the above
Step 3 and Step 4 by the following Step 3’, where we combine our Theorem 1.1 with the
well-known Russo-Dye Theorem. Recall that we call a linear map φ : A → B between
two C∗-algebras positive if it sends all positive elments of A to positive elements of B.
Theorem 2.1 (Russo-Dye, [26] or [15, Cor. 2.9]). Let A and B be C∗-algebras with unit
and let φ : A → B be a linear positive map. Then ‖φ‖ = ‖φ(1A)‖.
The details of the second proof of Theorem 1.2 is given as follows.
• Steps 1 and 2: The same as Steps 1 and 2 in the first proof of Theorem 1.2.
• Step 3’: By Steps 1 and 2 and also Theorem 1.1, the map φ : L∞(T)→ B(ℓ2(Tq))
given by φ(f) := Γq[f ] is a linear positive map between two unital C
∗-algebras.
Since φ maps the constant function 1 to the identity operator on ℓ2(Tq), by Russo-
Dye theorem, we have ‖φ‖ = 1, which implies the desired reverse inequality (2.22)
for general symbols f ∈ L∞(T).
2.2. The invariant subspace of radial vectors. Let q ≥ 2 be an integer and let f be
a formal Fourier series on T given in (1.2). Recall the definition (1.3) of the branching-
Toeplitz kernel Γq[f ] on Tq, the definition (1.1) of the finite subset Bn(Tq) and the defini-
tion (1.15) of the truncated kernel Γ
(n)
q [f ] on Bn(Tq). Recall also the definition (1.19) of
the space C
Bn(Tq)
rad of radial vectors. A natural orthonormal basis of C
Bn(Tq)
rad is given by{
hk =
1Sk√
qk
: k = 0, 1, · · · , n
}
.(2.24)
Let P
(n)
rad : C
Bn(Tq) → CBn(Tq)rad denote the orthogonal projection from CBn(Tq) onto the space
of radial vectors.
Lemma 2.2. The subspace C
Bn(Tq)
rad ⊂ CBn(Tq) is a common invariant subspace for Γ(n)q [f ]
when f ranges over all formal Fourier series. Moreover, with respect to the orthonor-
mal basis (2.24) of C
Bn(Tq)
rad , the operator P
(n)
radΓ
(n)
q [f ]P
(n)
rad has the standard Toeplitz matrix
representation given in (1.16).
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Proof. For any 0 ≤ l ≤ n, we have
(Γ(n)q [f ]hl)(σ) =
∑
τ∈Bn(Tq)
(Γ(n)q [f ])(σ, τ)
1Sl(τ)√
ql
=
1√
ql
∑
τ∈Sl
√
q−
∣∣|σ|−|τ |∣∣f̂(|σ| − |τ |)1C(σ, τ).
Fix σ ∈ Bn(Tq) and we divide the computation of (Γ(n)q [f ]hl)(σ) into two cases.
• If |σ| ≥ l, then there exists a unique τ ∈ Sl which is comparable with σ. That is,
#
{
τ ∈ Sl
∣∣∣(σ, τ) ∈ C} = 1.
Hence
(Γ(n)q [f ]hl)(σ) =
1√
ql
√
q−|σ|+lf̂(|σ| − l) = 1√
q|σ|
f̂(|σ| − l).
• If |σ| < l, then
#
{
τ ∈ Sl
∣∣∣(σ, τ) ∈ C} = ql−|σ|.
Hence
(Γ(n)q [f ]hl)(σ) =
1√
ql
√
q|σ|−lf̂(|σ| − l)ql−|σ| = 1√
q|σ|
f̂(|σ| − l).
Therefore, we obtain
Γ(n)q [f ]hl =
n∑
k=0
1√
qk
f̂(k − l)1Sk =
n∑
k=0
f̂(k − l)hk.
This shows not only that C
Bn(Tq)
rad is an invariant subspace for the operator Γ
(n)
q [f ] but
also that the operator P
(n)
radΓ
(n)
q [f ]P
(n)
rad has the Toeplitz matrix representation (1.16) with
respect to the orthonormal basis (2.24). 
Corollary 2.3. Fix an integer n ≥ 1. Then with respect to the orthogonal decomposition
C
Bn(Tq) = C
Bn(Tq)
rad ⊕
(
C
Bn(Tq) ⊖ CBn(Tq)rad
)
,
any branching-Toeplitz matrix Γ
(n)
q [f ], considered as a linear operator on CBn(Tq), has the
following block representation:
Γ(n)q [f ] =
 Γ(n)q [f ]
∣∣∣
C
Bn(Tq)
rad
0
0 Γ
(n)
q [f ]
∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
 .(2.25)
Moreover, we have
‖Γ(n)q [f ]‖ = max
(∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)
rad
∥∥∥∥ , ∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
∥∥∥∥)
= max
(
‖Tn(f)‖ ,
∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
∥∥∥∥) .(2.26)
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Proof. Note that (Γ
(n)
q [f ])∗ = Γ
(n)
q [f¯ ]. By Lemma 2.2, the space C
Bn(Tq)
rad is invariant under
both Γ
(n)
q [f ] and (Γ
(n)
q [f ])∗. It follows that CBn(Tq)⊖CBn(Tq)rad is also invariant under Γ(n)q [f ]
and we have the block representation (2.25). The equality (2.26) follows from the equality∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)
rad
∥∥∥∥ = ‖Tn(f)‖,
which is also a consequence of Lemma 2.2. 
Lemma 2.4. If the branching-Toeplitz operator Γq[f ] : ℓ
2(Tq) → ℓ2(Tq) is bounded, then
the formal Fourier series (1.2) defines a function in L∞(T) and we have
‖f‖∞ ≤ ‖Γq[f ]‖.(2.27)
Proof. Let Tn(f) denote the standard (n+1)× (n+ 1)-Toeplitz matrix in (1.16). By the
classical result on Toeplitz matrices (see, e.g., Peller [16, Thm 1.1, p. 88]), we have
‖f‖∞ = sup
n∈N
‖Tn(f)‖.
An immediate consequence of Lemma 2.2 is
‖Tn(f)‖ = ‖P (n)radΓ(n)q [f ]P (n)rad‖ ≤ ‖Γ(n)q [f ]‖ ≤ ‖Γq[f ]‖,
this completes the proof of the lemma. 
Introduce the space of radial vectors:
ℓ2(Tq)rad :=
{
v = (vσ)σ∈Tq ∈ ℓ2(Tq)
∣∣∣vσ = vτ whenever |σ| = |τ |}.(2.28)
A natural orthonormal basis of ℓ2(Tq)rad is given by{
hk =
1Sk√
qk
∣∣∣k = 0, 1, 2, · · ·}, where Sk := {σ ∈ Tq∣∣|σ| = k}.
Let Prad : ℓ
2(Tq)→ ℓ2(Tq)rad denote the associated orthogonal projection.
Proposition 2.5. The space ℓ2(Tq)rad is a common invariant subspace for all operators in
BToep(ℓ
2(Tq)). Moreover, for all f ∈ L∞(T), we have the following commutative diagram
ℓ2(Tq)rad
Prad◦Γq[f ]◦Prad−−−−−−−−−→ ℓ2(Tq)rad
Φ
y≃ Φy≃
ℓ2(N)
Γ1[f ]=T (f)−−−−−−−−−−−−−→ ℓ2(N)
,
where Φ is the unitary operator defined by Φhk = δk for all k ∈ N and T (f) is the operator
on ℓ2(N) corresponding to the standard Toeplitz matrix given in (1.4).
Proof. The proof of Proposition 2.5 is similar to that of Lemma 2.2. 
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2.3. Hermitian branching-Toeplitz operators. In this section, we will give the proof
of the equality (1.8) for Hermitian kernels Γq[f ]. As a consequence, we obtain
Γq[f ] is bounded if and only if f ∈ L∞(T).
Note first that Γq[f ] is Hermitian if and only if the formal Fourier series f defined in
(1.2) is Hermitian in the sense that
f̂(−n) = f̂(n), ∀n ∈ Z.
Let L∞(T;R) ⊂ L∞(T) denote the subset of bounded real-valued functions.
Proposition 2.6. Assume that the formal Fourier series f is Hermitian. Then Γq[f ]
induces a bounded operator on ℓ2(Tq) if and only if the formal Fourier series f represents
a function in L∞(T;R). Moreover, in this case, we have
‖Γq[f ]‖ = ‖f‖∞.(2.29)
Proof. By Lemma 2.4, it remains to show that if f ∈ L∞(T;R), then Γq[f ] is bounded on
ℓ2(Tq) with norm ‖Γq[f ]‖ ≤ ‖f‖∞.
Suppose that f ∈ L∞(T;R) and write λ = ‖f‖∞. Since f is real-valued, we have{
g := f + λ ≥ 0
h := λ− f ≥ 0 .
Therefore, by Theorem 1.1, the corresponding branching-Toeplitz kernels Γq[g] and Γq[h]
are both positive definite. Clearly, we have
Γq[g] = Γq[f ] + λ · Id, Γq[h] = λ · Id− Γq[f ],
where Id denotes the kernel corresponding to the identity operator on ℓ2(Tq). Thus for
any n ≥ 1, by truncating onto the finite subset Bn(Tq) ⊂ Tq as in (1.15) and by denoting
IdBn(Tq) the identity matrix on C
Bn(Tq), we prove that the following two finite matrices
Γ(n)q [g] = Γ
(n)
q [f ] + λ · IdBn(Tq), Γ(n)q [h] = λ · IdBn(Tq) − Γ(n)q [f ],
are both positive definite. This implies ‖Γ(n)q [f ]‖ ≤ λ. Therefore,
‖Γq[f ]‖ = sup
n∈N
‖Γ(n)q [f ]‖ ≤ λ = ‖f‖∞
and we complete the proof. 
Corollary 2.7. For any integer q ≥ 2, we have the following set-theoretical equality
BToep(ℓ
2(Tq)) =
{
Γq[f ]
∣∣∣f ∈ L∞(T)}.
Proof. By Lemma 2.4, it remains to show that for any f ∈ L∞(T), we have Γq[f ] ∈
B(ℓ2(Tq)). Indeed, if f ∈ L∞(T), then f + f¯ and i(f − f¯) are in L∞(T;R). Therefore,
by Proposition 2.6, both kernels Γq[f + f¯ ] and Γq[i(f − f¯)] induce bounded operators on
ℓ2(Tq). Hence
Γq[f ] = Γq
[f + f¯
2
]
+ iΓq
[f − f¯
2i
]
∈ B(ℓ2(Tq)).

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2.4. Multiplicativity. In this section, we will prove Theorem 1.3.
Let C[eiθ, e−iθ] be the set of trigonometric polynomials on T and let C[eiθ] be the subset
of analytic trigonometric polynomials. That is,
C[eiθ, e−iθ] =
{
P =
∑
|n|≤N
ane
inθ
∣∣∣N ∈ N, an ∈ C},
C[eiθ] =
{
Q =
N∑
n=0
ane
inθ
∣∣∣N ∈ N, an ∈ C}.
Lemma 2.8. For any P ∈ C[eiθ, e−iθ] and any Q ∈ C[eiθ], we have
Γq[P ]Γq[Q] = Γq[PQ].
Proof. By linearity, we only need to show that for any m ∈ Z and any n ∈ N, the following
equality holds:
Γq[e
imθ]Γq[e
inθ] = Γq[e
i(m+n)θ].(2.30)
Recall by definition, we have
Γq[e
i(m+n)θ](σ1, σ2) = q
− d(σ1,σ2)
2 1(|σ1| − |σ2| = m+ n) · 1C(σ1, σ2).
Case (i): m < 0. Fix any σ1, σ2 ∈ Tq. We shall use the elementary fact that for any
τ ∈ Tq, the set of ancestors of τ is a totally ordered set with respect to 4. That is, the
following set is a linear set for the partial order 4:
Ancestor(τ) := {σ ∈ Tq|σ 4 τ}.
Therefore, if there exists τ ∈ Tq such that{
(σ1, τ) ∈ C and (τ, σ2) ∈ C
|σ1| − |τ | = m < 0 and |τ | − |σ2| = n ≥ 0,
(2.31)
then σ1, σ2 ∈ Ancestor(τ) and
σ1, σ2 ∈ C and |σ1| − |σ2| = n +m.(2.32)
Moreover, if we define
Admissible(σ1, σ2;m,n) :=
{
τ ∈ Tq
∣∣∣τ satisfies the condition (2.31)},
then for any pair (σ1, σ2) of vertices in Tq satisfying (2.32), we have
#Admissible(σ1, σ2;m,n) = q
min(−m,n).
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Combining the above arguments, we obtain
(Γq[e
imθ]Γq[e
inθ])(σ1, σ2) =
∑
τ∈Tq
Γq[e
imθ](σ1, τ)Γq[e
inθ](τ, σ2)
=
∑
τ∈Tq
q−d(σ1,τ)/21(|σ1| − |τ | = m)1C(σ1, τ) · q−d(σ2,τ)/21(|τ | − |σ2| = n)1C(τ, σ2)
=
∑
τ∈Admissible(σ1,σ2;m,n)
qm/2q−n/2 = q(m−n)/2#Admissible(σ1, σ2;m,n)
= q(m−n)/2qmin(−m,n)1(the pair (σ1, σ2) satisfies the condition (2.32))
= q−
|m+n|
2 1(|σ1| − |σ2| = n +m) · 1C(σ1, σ2)
= q−
d(σ1,σ2)
2 1(|σ1| − |σ2| = n +m) · 1C(σ1, σ2).
Hence we complete the proof of the equality (2.30) in the first case.
Case (ii): m ≥ 0. Fix any σ1, σ2 ∈ Tq. Note that if there exists τ ∈ Tq such that{
(σ1, τ) ∈ C and (τ, σ2) ∈ C
|σ1| − |τ | = m ≥ 0 and |τ | − |σ2| = n ≥ 0,
(2.33)
then such τ is unique and we have σ2 4 τ 4 σ1 and
(σ1, σ2) ∈ C and |σ1| − |σ2| = m+ n.(2.34)
On the other hand, if a pair (σ1, σ2) of vertices satisfies the condition (2.34), then there
exists a unique τ ∈ Tq satisfying (2.33). Therefore, we obtain
(Γq[e
imθ]Γq[e
inθ])(σ1, σ2) =
∑
τ∈Tq
Γq[e
imθ](σ1, τ)Γq[e
inθ](τ, σ2)
=
∑
τ∈Tq
q−d(σ1,τ)/21(|σ1| − |τ | = m)1C(σ1, τ) · q−d(σ2,τ)/21(|τ | − |σ2| = n)1C(τ, σ2)
=
{
q−
d(σ1,σ2)
2 if (σ1, σ2) ∈ C and |σ1| − |σ2| = m+ n
0 otherwise
= q−
d(σ1,σ2)
2 1(|σ1| − |σ2| = m+ n) · 1C(σ1, σ2).
Hence we complete the proof of the equality (2.30) in the remaining case. 
Lemma 2.9. Fix any σ1, σ2 ∈ Tq and any ϕ ∈ L∞(T). The following two maps
L∞(T) −→ C
f 7→ (Γq[ϕ]Γq[f ])(σ1, σ2) and
L∞(T) −→ C
f 7→ (Γq[f ]Γq[ϕ])(σ1, σ2)
are continuous with respect to the weak-star topology σ(L∞, L1) on L∞(T).
Remark 2.1. Clearly, for any σ1, σ2 ∈ Tq, the map
L∞(T) −→ C
f 7→ (Γq[f ])(σ1, σ2)(2.35)
is continuous with respect to the weak-star topology on L∞(T).
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Proof of Lemma 2.9. Let us prove the continuity of the map f 7→ (Γq[ϕ]Γq[f ])(σ1, σ2)
with respect to the weak-star topology on L∞(T). The proof for the other map is similar.
Write
(Γq[ϕ]Γq[f ])(σ1, σ2) =
∑
τ∈Tq
q−
d(σ1,τ)
2 ϕ̂(|σ1| − |τ |)1C(σ1, τ) · q−
d(τ,σ2)
2 f̂(|τ | − |σ2|)1C(τ, σ2).
(2.36)
Note that the non-zero contribution in (2.36) is the summation over the set
S(σ1, σ2) :=
{
τ ∈ Tq
∣∣∣(σ1, τ) ∈ C and (σ2, τ) ∈ C}.
We need to deal with the following three cases depending on the relation between the two
vertices σ1, σ2 ∈ Tq.
Case (i): σ1, σ2 are non-comparable. In this case, we have
#S(σ1, σ2) <∞.
Then since for any l ∈ Z, the map f 7→ f̂(l) is continuous with respect to the weak-star
topology on L∞(T), so is the map f 7→ (Γq[ϕ]Γq[f ])(σ1, σ2).
Case (ii): σ1 4 σ2. In this case, we have the following partion
S(σ1, σ2) =
{
τ ∈ S(σ1, σ2)
∣∣∣τ 4 σ2}︸ ︷︷ ︸
denoted S′(σ1, σ2)
⊔
S(σ1, σ2) \ S ′(σ1, σ2)︸ ︷︷ ︸
denoted S′′(σ1, σ2)
.
Clearly, we have
#S ′(σ1, σ2) <∞.
Dividing the summation in (2.36) as the summation over the finite subset S ′(σ1, σ2) and
the summation over the infinite subset S ′′(σ1, σ2), we obtain
(Γq[ϕ]Γq[f ])(σ1, σ2) =
∑
τ∈S′(σ1,σ2)
· · ·
︸ ︷︷ ︸
denoted Σ′(ϕ, f, σ1, σ2)
+
∑
τ∈S′(σ1,σ2)
· · ·
︸ ︷︷ ︸
denoted Σ′′(ϕ, f, σ1, σ2)
.
Then the map f 7→ Σ′(ϕ, f, σ1, σ2) is continuous with respect to the weak-star topology
on L∞(T). For the second term, we have
Σ′′(ϕ, f, σ1, σ2) =
∞∑
k=1
q−d(σ1,σ2)/2−k/2ϕ̂(−d(σ1, σ2)− k)q−k/2f̂(k) · qk
= q−
d(σ1,σ2)
2
∞∑
k=1
ϕ̂(−d(σ1, σ2)− k)f̂(k)
=
∫
T
f(eiθ)
(
q−
d(σ1,σ2)
2
∞∑
k=1
ϕ̂(−d(σ1, σ2)− k)e−ikθ
)
︸ ︷︷ ︸
denoted ψ(eiθ)
dθ
2π
.
(2.37)
The assumption ϕ ∈ L∞(T) ⊂ L2(T) implies ψ ∈ L2(T) ⊂ L1(T). Thus the equality
(2.37) shows that the map f 7→ Σ′′(ϕ, f, σ1, σ2) is continuous with respect to the weak-
star topology on L∞(T). This completes the proof of case (ii).
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Case (iii): σ2 4 σ1. The proof of case (iii) is similar to that of case (ii). 
Proof of Theorem 1.3. We first show that if either f ∈ H∞(T) or g ∈ H∞(T), then we
have Γq[f¯ g] = Γq[f¯ ]Γq[g].
Case (i) g ∈ H∞(T). In this case, we may find a sequence (fn)∞n=1 in C[eiθ, e−iθ] and a
sequence (gn)
∞
n=1 ∈ C[eiθ] converging to f and g in L∞(T) respectively in the weak-star
topology. By Lemma 2.8, for any n, k ≥ 1, we have
Γq[f¯kgn] = Γq[f¯k]Γq[gn].
In particular, for any pair of vertices σ1, σ2 ∈ Tq, we have
Γq[f¯kgn](σ1, σ2) = Γq[f¯k]Γq[gn](σ1, σ2).
Then by Lemma 2.9 and Remark 2.1, we have
Γq[f¯ g](σ1, σ2) = lim
k→∞
(
lim
n→∞
Γq[f¯kgn](σ1, σ2)
)
= lim
k→∞
(
lim
n→∞
Γq[f¯k]Γq[gn](σ1, σ2)
)
= Γq[f¯ ]Γq[g](σ1, σ2).
Since σ1, σ2 are chosen arbitrarily, we obtain the desired equality Γq[f¯ g] = Γq[f¯ ]Γq[g].
Case (ii) f ∈ H∞(T). This case can be reduced to case (i). Indeed, we have
Γq[f¯ g] =
(
Γq[f g¯]
)∗ Case (i)
====
(
Γq[g¯]Γq[f ]
)∗
= Γq[f ]
∗Γq[g¯]∗ = Γq[f¯ ]Γq[g].
Now we prove the converse direction: if Γq[f¯ g] = Γq[f¯ ]Γq[g], then either f ∈ H∞(T) or
g ∈ H∞(T). In fact, since ℓ2(Tq)rad is invariant for both Γq[f ] and (Γq[f ])∗ = Γq[f¯ ], so is
its orthogonal complement ℓ2(Tq) ⊖ ℓ2(Tq)rad. Thus, with respect to the orthogonal de-
composition ℓ2(Tq) = ℓ
2(Tq)⊕
(
ℓ2(Tq)⊖ℓ2(Tq)rad
)
, the operators Γq[f ] can be represented
in the following block form:
Γq[f ] =
[
Γq[f ]
∣∣
ℓ2(Tq)rad
0
0 Γq[f ]
∣∣
ℓ2(Tq)⊖ℓ2(Tq)rad
]
.(2.38)
Thus by Proposition 2.5 and the block form (2.38), the equality Γq[f¯ g] = Γq[f¯ ]Γq[g]
implies the equality T (f¯g) = T (f¯)T (g) for standard Toeplitz operators and hence, by
Brown and Halmos [3, Thm. 8], either f ∈ H∞(T) or g ∈ H∞(T). 
2.5. General symbols.
Proposition 2.10. For any analytic trigonometric polynomial Q ∈ C[eiθ], we have
‖Γq[Q]‖ = ‖Q‖∞.(2.39)
Proof. Let Q ∈ C[eiθ]. Note that (Γq[Q])∗ = Γq[Q¯]. By Lemma 2.8, we obtain
(Γq[Q])
∗Γq[Q] = Γq[Q¯]Γq[Q] = Γq[Q¯Q] = Γq[|Q|2].
Since |Q|2 ∈ L∞(T;R), we may apply Proposition 2.6 to conclude
‖Γq[Q]‖2 = ‖(Γq[Q])∗Γq[Q]‖ = ‖Γq[|Q|2]‖ = ‖|Q|2‖∞ = ‖Q‖2∞.
The desired equality (2.39) now follows immediately. 
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Remark 2.2. Proposition 2.10 can be derived from the von-Neumann inequality. Indeed,
Theorem 1.3 and Corollary 1.5 imply that
• Γq[eiθ] is an isometry on ℓ2(Tq) and in particular ‖Γq[eiθ]‖ ≤ 1.
• (Γq[eiθ])n = Γq[einθ] for any n ∈ N and thus Γq[Q] = Q(Γq[eiθ]) for any Q ∈ C[eiθ].
Then by the von Neumann inequality (see, e.g., Pisier [17, Chapter 1]), we obtain
‖Γq[Q]‖ ≤ ‖Q‖∞ = sup
θ∈R
|Q(eiθ)|.
Proposition 2.11. For any trigonometric polynomial P ∈ C[eiθ, e−iθ], we have
‖Γq[P ]‖ = ‖P‖∞.(2.40)
Proof. Fix any trigonometric polynomial P ∈ C[eiθ, e−iθ]. Write
P =
N∑
n=−N
ane
inθ = e−iNθ ·
N∑
n=−N
ane
i(n+N)θ
︸ ︷︷ ︸
denoted by Q
.
Then Q = eiNθP ∈ C[eiθ] and hence by Lemma 2.8, we have
Γq[P ] = Γq[e
−iNθQ] = Γq[e
−iNθ]Γq[Q] = (Γq[e
iNθ])∗Γq[Q].
Therefore, by Proposition 2.10,
‖Γq[P ]‖ = ‖(Γq[eiNθ])∗Γq[Q]‖ ≤ ‖Γq[eiNθ]‖ · ‖Γq[Q]‖
= ‖eiNθ‖∞ · ‖Q‖∞ = ‖eiNθ‖∞ · ‖eiNθP‖∞ = ‖P‖∞.
The equality (2.40) now follows immediately by applying the inequality (2.27). 
We are ready to prove Theorem 1.2. Recall that the N -th Fe´jer kernel defined by
FN(eiθ) :=
∑
|k|≤N
(
1− |k|
N + 1
)
· eikθ.(2.41)
Recall also that for any f ∈ L∞(T), the convolution FN ∗ f ∈ C[eiθ, e−iθ] and we have
‖FN ∗ f‖∞ ≤ ‖f‖∞.(2.42)
Proof of Theorem 1.2. The set-theoretical equality (1.7) has already been proved in Corol-
lary 2.7. By Lemma 2.4, for proving the equality (1.8), it remains to prove that for any
f ∈ L∞(T), we have ‖Γq[f ]‖ ≤ ‖f‖∞. Recall the definition (1.15) of the truncated
operator Γ
(n)
q [f ]. Clearly, we have
‖Γq[f ]‖ = sup
n≥1
‖Γ(n)q [f ]‖.
Therefore, we only need to show that for any n ≥ 1, we have
‖Γ(n)q [f ]‖ ≤ ‖f‖∞.(2.43)
But for any fixed integer n ≥ 1, since the coefficients of the finite matrix Γ(n)q [f ] involves
only finitely many coefficients (f̂(k))|k|≤n, we have
lim
N→∞
‖Γ(n)q [f ]− Γ(n)q [FN ∗ f ]‖ = 0.
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Since FN ∗ f ∈ C[eiθ, e−iθ], we may apply Proposition 2.11 and use (2.42) to obtain
‖Γ(n)q [f ]‖ = lim
N→∞
‖Γ(n)q [FN ∗ f ]‖ ≤ lim sup
N→∞
‖FN ∗ f‖∞ ≤ ‖f‖∞.
This completes the proof of the inequality (2.43) and hence completes the whole proof. 
3. The method of full Fock space
3.1. Proof of Theorem 1.4. For q ≥ 2, let F(Cq) denote the Hilbert space of full Fock
space of the Euclidean space Cq:
F(Cq) := CΩ⊕
∞⊕
n=1
(Cq)⊗n,
where CΩ is the one-dimensional complex Euclidean space, Ω is the unit of C and (Cq)⊗n
is the Hilbertian tensor product. Let e1, · · · , eq be the natural basis of Cq, then an
orthonormal basis of F(Cq) is given by
B := {Ω} ∪
⋃
n≥1
{
ei1 ⊗ · · · ⊗ ein
∣∣∣(i1, · · · , in) ∈ {1, · · · , q}n}.(3.44)
Recall that we denote by F+q the unital free semi-group generated by q free elements
s1, · · · , sq with the neutral element e ∈ F+q . Clearly, the natural bijection between B and
F+q (that is, ei1 ⊗ · · · ⊗ ein 7→ si1 · · · sin and Ω 7→ e) induces a unitary isomorphism
W : ℓ2(F+q )
≃−−−−→ F(Cq).(3.45)
Recall the bijection ι : F+q → Tq fixed in (1.9). This bijection (combined with the unitary
operator W in (3.45)) induces a natural unitary isomorphism:
Uι : ℓ
2(Tq)
≃−−−−→ F (Cq).
For any h ∈ Cq, we define the left creation operator ℓ(h) : F(Cq)→ F(Cq) by setting
ℓ(h)v = h⊗ v, ∀v ∈ F(Cq).
Lemma 3.1. We have the following commutative diagram:
ℓ2(Tq)
Γq[eiθ]−−−−−−−→ ℓ2(Tq)
Uι
y≃ Uιy≃
F(Cq)
ℓ(
e1+···+eq√
q
)
−−−−−−−→ F(Cq)
.(3.46)
Proof. It suffices to show the following equality
Γq[e
iθ]δι(w) =
1√
q
q∑
k=1
δι(skw).(3.47)
20 YANQI QIU AND ZIPENG WANG
In fact, by the definition of Γq[e
iθ], for any σ1, σ2 ∈ Tq, we have
(Γq[e
iθ]δσ2)(σ1) =
∑
τ∈Tq
Γq[e
iθ](σ1, τ)δσ2(τ) = Γq[e
iθ](σ1, σ2)
= q−d(σ1,σ2)/21(|σ1| − |σ2| = 1)1C(σ1, σ2)
=
1√
q
1(σ1 is a child of σ2).
For any σ ∈ Tq, let D(σ) ⊂ Tq denote the set consists of all children of σ. Then
Γq[e
iθ]δσ =
1√
q
∑
τ∈D(σ)
δτ .
This is exactly the desired equality (3.47). 
Given any contractive operator A : Cq → Cq, define F(A) : F(Cq)→ F(Cq) by
F(A) = IdCΩ ⊕
⊕
n≥1
A⊗n.(3.48)
Clearly, if A : Cq → Cq is unitary, then so is F(A).
Lemma 3.2. Let V : Cq → Cq be any unitary operator (not unique) such that
V
(
e1 + · · ·+ eq√
q
)
= e1.
Then we have the following commutative diagram
F(Cq)
ℓ(
e1+···+eq√
q
)
−−−−−−−→ F(Cq)
F(V )
y≃ F(V )y≃
F(Cq) ℓ(e1)−−−→ F(Cq)
.(3.49)
Proof. This is immediate from the definition of F(V ). 
Lemma 3.3. Let S1 : ℓ
2(N) → ℓ2(N) be the left shift operator. Then ℓ(e1) is unitarily
equivalent to the direct sum of the countably infinitely many S1:
ℓ(e1) ≃

S1
S1
S1
. . .
 .
Proof. For any n ∈ N, set
e⊗n1 =

e1 ⊗ · · · ⊗ e1︸ ︷︷ ︸
n-times
if n ≥ 1
Ω if n = 0
.
Define a closed subspace H ⊂ F(Cq) by
H :=
⊕
n≥1
⊕
(i1,··· ,in)∈{1,··· ,q}n
i1 6=1
Cei1 ⊗ · · · ⊗ ein
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Clearly, we have
F(Cq) =
⊕
n∈N
(
Ce⊗n1 ⊗H
)
≃ ℓ2(N;H).
Now it is easy to see that ℓ(e1) is unitarily equivalent to the left shift operator on the
Hilbert space ℓ2(N;H) = ℓ2(N)⊗H and this completes the proof. 
Proof of Theorem 1.4. Clearly, we have S1 = Γ1[e
iθ] = T (eiθ). By Lemma 3.1, Lemma
3.2 and Lemma 3.3, there exists a unitary operator U : ℓ2(Tq)→
⊕
n≥1 ℓ
2(N) such that
Γq[e
iθ] = U−1

S1
S1
S1
. . .
U = U−1

Γ1[e
iθ]
Γ1[e
iθ]
Γ1[e
iθ]
. . .
U.
Thus by Lemma 2.8, for any Q ∈ C[eiθ], we have
Γq[Q] = Q(Γq[e
iθ]) = U−1

Q(Γ1[e
iθ])
Q(Γ1[e
iθ])
Q(Γ1[e
iθ])
. . .
U
= U−1

Γ1[Q]
Γ1[Q]
Γ1[Q]
. . .
U.
Then applying the equality (Γq[f ])
∗ = Γq[f¯ ] and noting that any P ∈ C[eiθ, e−iθ] can be
written as P = Q1 + Q¯2 with Q1, Q2 ∈ C[eiθ], we obtain
Γq[P ] = U
−1

Γ1[P ]
Γ1[P ]
Γ1[P ]
. . .
U.(3.50)
It remains to extend the equality (3.50) to all f ∈ L∞(T). For this purpose, we now show
that the map
L∞(T) ∋ f 7→ U−1

Γ1[f ]
Γ1[f ]
Γ1[f ]
. . .
U ∈ B(ℓ2(Tq))(3.51)
is continuous with respect to the weak-star topology on L∞(T) and the weak operator
topology on B(ℓ2(Tq)). In fact, by recalling the commutative diagram (1.6) and the
elementary fact that the map B(H) ∋ B 7→ ABC ∈ B(H) is continuous under the weak
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operator topology on B(H) for any fixed A,C ∈ B(H), it suffices to show the map
L∞(T) ∋ f 7→ DT (f) :=

Tf
Tf
Tf
. . .
 ∈ B(⊕
n≥1
H2(T)
)
,(3.52)
is continuous with respect to the weak-star topology on L∞(T) and the weak operator
topology on B
(⊕
n≥1H
2(T)
)
, where Tf is the Toeplitz operator defined in (1.5) on the
Hardy space H2(T). Indeed, take any two elements Ψ = (ϕn)n≥1 and Φ = (ψn)n≥1 in⊕
n≥1H
2(T), we have
〈DT (f)Ψ,Φ〉 =
∞∑
n=1
〈P+(fϕn), ψn〉 =
∞∑
n=1
〈fϕn, ψn〉 =
∞∑
n=1
∫
T
fϕnψ¯n.
Now since
∞∑
n=1
‖ϕnψ¯n‖1 ≤
∞∑
n=1
‖ϕn‖2‖ψn‖2 ≤
( ∞∑
n=1
‖ϕn‖22
)1/2( ∞∑
n=1
‖ψn‖22
)1/2
= ‖Φ‖‖Φ‖ <∞,
the series g :=
∑∞
n=1 ϕnψ¯n converges absolutely in L
1(T) and hence the map
L∞(T) ∋ f 7→ 〈DT (f)Φ,Ψ〉 =
∫
T
fg ∈ C
is continuous with respect to the weak-star topology on L∞(T). Since Φ,Ψ are chosen
arbitrarily, we obtained the desired continuity of the map (3.52).
Finally, the mentioned continuity of the map (3.51) combined with the continuity of
the map (2.35) enables us to extend the equality (3.50) to all f ∈ L∞(T). 
3.2. Proof of Theorem 1.11. Recall the unitary operator W introduced in (3.45).
Lemma 3.4. For any a ∈ S(Cq) ⊂ Cq, the kernel Γa[eiθ] induces a bounded operator on
ℓ2(F+q ) and we have the following commutative diagram:
ℓ2(F+q )
Γa[eiθ]−−−−−−−→ ℓ2(F+q )
W
y≃ Wy≃
F(Cq) ℓ(a)−−−→ F(Cq)
.(3.53)
Proof. It suffices to show the following equality holds for any word w ∈ F+q :
Γa[e
iθ]δw =
q∑
k=1
akδskw.(3.54)
In fact, by the definition of Γa[e
iθ], we have for any w1, w2 ∈ F+q ,
(Γa[e
iθ]δw2)(w1) = Γa[e
iθ](w1, w2) =
q∑
k=1
1(w1 = skw2) · [sk](a) =
q∑
k=1
akδskw2(w1).
This gives exactly the desired equality (3.54). 
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Lemma 3.5. Let Va : C
q → Cq be any unitary operator such that Va(a) = e1. Then we
have the following commutative diagram
F(Cq) ℓ(a)−−−→ F(Cq)
F(Va)
y≃ F(Va)y≃
F(Cq) ℓ(e1)−−−→ F(Cq)
.
Proof. This is immediate from the definition (3.48) of F(Va). 
Lemma 3.6. Let a ∈ S(Cq). For any formal Fourier series f , we have
Γa[f ](v, u) = Γa[f¯ ](u, v), ∀u, v ∈ F+q ,
where f¯ is the formal Fourier series defined by
f¯ ∼
∑
n∈Z
f̂(n)e−inθ =
∑
n∈Z
f̂(−n)einθ.
Proof. This follows immediately from the definition (1.10). 
For any formal Fourier series f , define the formal product kernel Γa[f ]Γa[e
iθ] by
(Γa[f ]Γa[e
iθ])(u, v) :=
∑
w∈F+q
Γa[f ](u, w)Γa[e
iθ](w, v).(3.55)
Note that (3.55) is well-defined since for any v ∈ F+q , there is only finitely many w ∈ F+q
such that Γa[e
iθ](w, v) 6= 0. Similarly, for any P ∈ C[eiθ, e−iθ], the formal product kernels
Γa[f ]Γa[P ], Γa[P ]Γa[f ]
are well-defined.
Lemma 3.7. Let a ∈ S(Cq). For any formal Fourier series f , we have
Γa[e
iθf ] = Γa[f ]Γa[e
iθ],
where eiθf is the formal Fourier series defined by
eiθf ∼
∑
n∈Z
f̂(n)ei(n+1)θ =
∑
n∈Z
f̂(n− 1)einθ.
Proof. For brevity, set g = eiθf . By definition (3.55), for any u, v ∈ F+q ,
(Γa[f ]Γa[e
iθ])(u, v) =
q∑
k=1
Γa[f ](u, skv)ak.(3.56)
Case (i): (u, v) /∈ C. In this case, we have (u, skv) /∈ C for any 1 ≤ k ≤ q. It follows that
Γa[f ]Γa[e
iθ](u, v) = 0. Hence the product kernel Γa[f ]Γa[e
iθ] coincides with the kernel
Γa[g] on the complement of C (both of them vanish on the complement of C).
Case (ii): u 4 v. In this case, there exists w ∈ F+q such that v = wu. Then
Γa[f ](u, skv) = f̂(|u| − |skv|) · [skw](a)
= f̂(|u| − |v| − 1) · ak · [w](a)
= a¯kĝ(|u| − |v|) · [w](a).
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Therefore, by recalling the assumption
∑q
k=1 |ak|2 = 1 and by (3.56), we obtain
(Γa[f ]Γa[e
iθ])(u, v) =
q∑
k=1
|ak|2ĝ(|u| − |v|)[w](a) = ĝ(|u| − |v|) · [w](a).
On the other hand, in case (ii), Γa[g](u, v) = ĝ(|u| − |v|) · [w](a) and we have
Γa[f ]Γa[e
iθ](u, v) = Γa[g](u, v).
Case (iii): v 4 u and u 6= v. In this case, there exist l ∈ {1, · · · , q}, w ∈ F+q such that
u = wslv. Then
Γa[f ](u, skv) = Γa[f ](wslv, skv)
= 1(k = l) · f̂(|wslv| − |skv|) · [w](a)
= 1(k = l) · f̂(|u| − |v| − 1) · [w](a)
= 1(k = l) · ĝ(|u| − |v|) · [w](a).
Hence by (3.56), we obtain
(Γa[f ]Γa[e
iθ])(u, v) = ĝ(|u| − |v|) · [w](a)al = ĝ(|u| − |v|) · [wsl](a).
On the other hand, in case (iii), Γa[g](u, v) = ĝ(|u| − |v|) · [wsl](a) and we have
Γa[f ]Γa[e
iθ](u, v) = Γa[g](u, v).
Combining the above three cases, we complete the proof of the lemma. 
Corollary 3.8. Let a ∈ S(Cq). For any formal Fourier series f and any Q ∈ C[eiθ],
Γa[f ]Γa[Q] = Γa[fQ],(3.57)
where fQ = Qf is the formal Fourier series defined by the product of the trigonometric
polynomial Q and the formal Fourier series f .
Proof. By Lemma 3.7 and an induction argument, we obtain Γa[f ]Γa[e
inθ] = Γa[e
inθf ] for
all n ∈ N. We complete the proof by linearity in Q of both sides of the equality (3.57). 
Lemma 3.9. Let a ∈ S(Cq). For any Q ∈ C[eiθ], the kernel Γa[Q] induces a bounded
operator on ℓ2(F+q ) and we have the following equality of bounded operators:
Γa[Q] = Q(Γa[e
iθ]).(3.58)
Consequently, for any P ∈ C[eiθ, e−iθ], the kernel Γa[P ] induces a bounded operator.
Moreover, there exists a unitary operator Ua : ℓ
2(F+q ) →
⊕∞
k=1 ℓ
2(N) such that for any
P ∈ C[eiθ, e−iθ], we have
Γa[P ] = U
−1
a

Γ1[P ]
Γ1[P ]
Γ1[P ]
. . .
Ua.(3.59)
Proof. Lemma 3.4 implies that Γa[e
iθ] is a bounded operator. Therefore, by Corollary
3.8, we have the equality of kernels Γa[e
inθ] = Γa[e
iθ] · · ·Γa[eiθ] for all n ∈ N (product
is understood as formal product of kernels). Thus Γa[e
inθ] is a bounded operator for all
n ∈ N. It follows that Γa[Q] is a bounded operator for all Q ∈ C[eiθ]. In particular,
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the equalities Γa[e
inθ] = Γa[e
iθ] · · ·Γa[eiθ] = (Γa[eiθ])n (now understood as equalities of
bounded operators), combined with the linearity, imply the desired equality (3.58). The
second assertion is proved as follows: if P = Q1 + Q¯2 with Q1, Q2 ∈ C[eiθ], then by
applying Lemma 3.6, we have Γa[P ] = Γa[Q1] + (Γa[Q2])
∗.
Finally, the proof of the equality (3.59) is similar to that of the equality (3.50) and
follows from Lemmas 3.3, 3.4, 3.5 and the equality (3.58). 
Proof of Theorem 1.11. We first extend the equality (3.59) to all f ∈ L∞(T). For any
f ∈ L∞(T), we define temporarily a bounded operator Γ˜a[f ] as follows:
Γ˜a[f ] := U
−1
a

Γ1[f ]
Γ1[f ]
Γ1[f ]
. . .
Ua.
Fix any u, v ∈ F+q . The equality (3.59) means that Γa[P ] = Γ˜a[P ] for all P ∈ C[eiθ, e−iθ]
and in particular, we have
Γa[P ](u, v) = Γ˜a[P ](u, v).(3.60)
Clearly, the map L∞(T) ∋ f 7→ Γa[f ](u, v) ∈ C is continuous with respect to the weak-star
topology on L∞(T). On the other hand, similar to the proof of the continuity result for
the map (3.51), we can show that the map L∞(T) ∋ f 7→ Γ˜a[f ] is continuous with respect
to the weak-star topology on L∞(T) and the weak operator topology on B(ℓ2(F+q )). In
particular, it follows that the map L∞(T) ∋ f 7→ Γ˜a[f ](u, v) ∈ C is continuous with
respect to the weak-star topology on L∞(T). Therefore, we may extend the equality
(3.60) to all f ∈ L∞(T):
Γa[f ](u, v) = Γ˜a[f ](u, v).
Since u, v are chosen arbitrarily, we obtain the equality of two kernels Γa[f ] = Γ˜a[f ].
Consequently, the kernel Γa[f ] induces a bounded operator (since so does Γ˜a[f ]) and the
desired equality (1.11) holds.
It remains to show that if the kernel Γa[f ] defines a bounded operator on ℓ
2(F+q ), then
f ∈ L∞(T). Note that if the kernel Γa[f ] defines a bounded operator, then so is the new
kernel Γa,t[f ] obtained by gauge transformation of Γa[f ] for any t ∈ R/2πZ:
Γa,t[f ](u, v) := e
−it|u|Γa[f ](u, v)eit|v|.(3.61)
Moreover, we have the operator norm equality
‖Γa,t[f ]‖ = ‖Γa[f ]‖.(3.62)
For any t ∈ R/2πZ, set a new formal Fourier transform ft by
ft ∼
∑
n∈Z
f̂(n)e−inteinθ.(3.63)
Clearly, from the definition (1.10) and the definition (3.61), we have
Γa,t[f ] = Γa[ft].(3.64)
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Recall the notaion FN in (2.41) for the Fe´jer kernel. Note that we have∫
T
ftFN(eit) dt
2π
=
∑
|k|≤N
(
1− |k|
N + 1
)
f̂(n)einθ
︸ ︷︷ ︸
=:FN∗f
∈ C[eiθ, e−iθ].(3.65)
Since the map f 7→ Γq[f ] is linear from the linear space of formal Fourier series to the set
of kernels on F+q , for any N ≥ 1, we have
Γa[FN ∗ f ] = Γa
[∫
T
ftFN(eit) dt
2π
]
=
∫
T
Γa[ft]FN(eit) dt
2π
=
∫
T
Γa,t[f ]FN(eit) dt
2π
.
Therefore, by noting the equality (3.62) and elementary inequality FN(eit) ≥ 0, we have
‖Γa[FN ∗ f ]‖ ≤
∫
T
‖Γa,t[f ]FN(eit)‖ dt
2π
=
∫
T
‖Γa[f ]‖FN(eit) dt
2π
= ‖Γa[f ]‖.
But since FN ∗ f ∈ C[eiθ, e−iθ] for any integer N ≥ 1, we can use the equality (3.59) and
the classical result on standard Toeplitz operators to conclude that
‖Γa[FN ∗ f ]‖ = ‖FN ∗ f‖L∞(T).
Thus we obtain
‖FN ∗ f‖L∞(T) ≤ ‖Γa[f ]‖, ∀N ≥ 1.
Then by a standard argument, we obtain f ∈ L∞(T). 
3.3. A new proof of Theorem 1.1. Before proceeding to the new proof of Theorem
1.1, let us give the following warning.
Warning: Thereom 1.1 was used in our proof of the implication f ∈ L∞(T) =⇒ Γq[f ] ∈
B(ℓ2(Tq)). Therefore, in the following new proof of Theorem 1.1, we should avoid the use
of the above implication. However, since the proof of the equality (3.50) does not involve
Theorem 1.1, we are allowed to use the implication P ∈ C[eiθ, e−iθ] =⇒ Γq[P ] ∈ B(ℓ2(Tq).
We will use the classical result on Toeplitz operators: let f ∈ L∞(T), then T (f) = Γ1[f ]
is a positive operator if and only if f ≥ 0.
Recall the notaion FN in (2.41) for the Fe´jer kernel. Let µ be any positive Radon
measure on T, we want to show that the kernel Γq[µ] is positive definite. Indeed, for
any N ≥ 1, the trigonometric polynomial FN ∗ µ ∈ C[eiθ, e−iθ] defines a non-negative
continuous function on T. Therefore, by equality (3.50) and the above classical result on
standard Toeplitz operators, the kernel Γq[FN ∗ µ] is positive definite. It follows that, as
the coordinatewise limit of Γq[FN ∗µ] as N →∞, the kernel Γq[µ] is also positive definite.
Conversely, assume that for a formal Fourier series f , the kernel Γq[f ] is positive definite.
We want to show that there exists a positive Radon measure µ on T such that Γq[f ] =
Γq[µ]. Indeed, since the kernel Γq[f ] is positive definite, so is the following kernel Γq,t[f ]
(for any t ∈ R/2πZ) after a gauge transformation
Γq,t[f ](σ1, σ2) := e
−it|σ1|Γq[f ](σ1, σ2)eit|σ2| = q−d(σ1,σ2)/2f̂(|σ1| − |σ2|)e−it(|σ1|−|σ2|)1C(σ1, σ2).
Recall the definition (3.63) for ft, similar to the equality (3.64), here we have Γq,t[f ] =
Γq[ft]. Recall the equality (3.65). Since the map f 7→ Γq[f ] is linear from the linear space
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of formal Fourier series to the set of kernels on Tq and FN(eit) ≥ 0 on T, the positive
definiteness of Γq[ft] for all t ∈ T implies the positive definiteness of the following kernel:
Γq [FN ∗ f ] = Γq
[∫
T
ftFN(eit) dt
2π
]
=
∫
T
Γq[ft]FN(eit) dt
2π
.
By the equality (3.50), the kernel Γq [FN ∗ f ] defines a bounded operator. Note that the
positive definiteness of the kernel of a bounded operator is equivalent to the condition
that the bounded operator is positive. Therefore, the standard Toeplitz operator
Γ1 [FN ∗ f ] = T (FN ∗ f)
is positive and hence FN ∗ f ≥ 0 on T. In particular,
‖FN ∗ f‖1 =
∫
T
FN ∗ f = f̂(0).
It follows that (FN ∗ f)∞N=1 defines a sequence of positive Radon measures on T with the
same total weight f̂(0). Clearly, for any n ∈ Z, the Fourier coefficients converges:
lim
N→∞
F̂N ∗ f(n) = f̂(n).
Therefore, we have the weak convergence of positive Radon measure:
lim
N→∞
(FN ∗ f)(eiθ)dθ
2π
= µ(dθ),
where µ is a positive Radon measure on T with total weight µ(T) = f̂(0). Hence the
formal Fourier series coincides with the Fourier series of the positive Radon measure µ.
The proof is complete.
3.4. Proof of Theorem 1.12. The proof of Theorem 1.12 is similar to our new proof of
Theorem 1.1 in §3.3.
3.5. Proof of Theorem 1.13.
Lemma 3.10. For any A = (A1, · · · , Aq) ∈ B(H)q, we have the unitary equivalence
ΓA[e
iθ] ∼ ℓ(e1)⊗ A1 + · · ·+ ℓ(eq)⊗ Aq.(3.66)
In particular,
‖ΓA[eiθ]‖ =
∥∥∥ q∑
k=1
A∗kAk
∥∥∥1/2.(3.67)
Proof. The unitary equivalence (3.66) follows from the equality
ΓA[e
iθ] = (W−1 ⊗ Id)(ℓ(e1)⊗ A1 + · · ·+ ℓ(eq)⊗ Aq)(W ⊗ Id),
where W is the unitary operator defined in (3.45) and Id is the identity operator on H.
The norm equality (3.67) follows from the equalities
ℓ(ej)
∗ℓ(ei) = 1(i = j) · Id, ∀i, j ∈ {1, · · · , q}
and
(ΓA[e
iθ])∗ΓA[eiθ] = Id⊗
( q∑
k=1
A∗kAk
)
,
where Id stands for the identity operator on F(Cq). 
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Proof of Theorem 1.13. By definition (1.12), we have
ΓA[e
iθ](u, v) =
{
[sk](A) = Ak, if u = skv
0, otherwise
.
Then it is easy to show that for any n ≥ 1,
(ΓA[e
iθ])n(u, v) =
{
[w](A), if u = wv with |w| = n
0, otherwise
.(3.68)
It follows that
(ΓA[e
iθ]∗)n(u, v) =
{
([w](A))∗, if v = wu with |w| = n
0, otherwise
.(3.69)
Combining (3.68) and (3.69) with (1.12), for any n ≥ 1, we have
(ΓA[e
iθ])n = ΓA[e
inθ], (ΓA[e
iθ]∗)n = ΓA[e
−inθ].(3.70)
Then by von Neumann’s inequality and [15, Thm 2.6], for any P ∈ C[eiθ, e−iθ], we have
‖ΓA[P ]‖ ≤ ‖P‖∞.
The above inequality clearly can be extended to all continuous function f ∈ C(T). We
then complete the proof of the inequality ‖ΓA[f ]‖ ≤ ‖f‖∞ for all f ∈ L∞(T) by applying
the equality
‖ΓA[f ]‖ = sup
n≥1
∥∥∥[ΓA[f ](u, v)]|u|,|v|≤n∥∥∥
and the continuity of the map L∞(T) ∋ f 7→ ΓA[f ](u, v) for any fixed u, v ∈ F+q with
respect to the weak-star topology on L∞(T) and norm topology on B(H). The last
assertion on the complete positivity of the map ΓA follows from standard results in the
theory of operator systems, see, e.g., [15, Prop. 2.11 and Thm 3.11]. 
3.6. Proof of Corollary 1.14. Assume that µ is a positive Radon measure on T. Then
for any N ≥ 1, the trigonometric polynomial FN ∗ µ represents a positive function in
L∞(T) and hence by Theorem 1.13, the operator-valued kernel ΓA[FN ∗ µ] is positive
definite. Since the kernel ΓA[µ] is the coordinatewise limit of ΓA[FN ∗ µ] as N →∞, it is
also positive definite.
4. Branching-Toeplitz matrices
4.1. Proof of Theorem 1.16: Case (A1). Fix an integer n ≥ 1. Assume that the
formal Fourier series f given in (1.2) satisfies f̂(k) ≥ 0 for all integers k with |k| ≤ n.
Then all the coefficients of Γ
(n)
q [f ] are non-negative. By the equality (2.26), to complete
the proof of Theorem 1.16 in case (A1), we only need to prove∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
∥∥∥∥ ≤ ∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)
rad
∥∥∥∥ .
Assume by contradiction that∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)
rad
∥∥∥∥︸ ︷︷ ︸
denoted by m ≥ 0
<
∥∥∥∥Γ(n)q [f ]∣∣∣
C
Bn(Tq)⊖CBn(Tq)rad
∥∥∥∥︸ ︷︷ ︸
denoted by M > 0
.(4.71)
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Then by the equality (2.26), we have
M = ‖Γ(n)q [f ]‖.(4.72)
By a compactness argument, there exists v = (vσ)σ∈Bn(Tq) ∈ CBn(Tq) ⊖ CBn(Tq)rad such that
‖v‖ = 1 and M = ‖Γ(n)q v‖.
Define a vector |v| ∈ CBn(Tq) by setting
|v|σ := |vσ|, ∀σ ∈ Bn(Tq).
Claim I: |v| is a norming vector for Γ(n)q [f ]: that is,
‖|v|‖ = 1 and ‖Γ(n)q [f ]|v|‖ =M = ‖Γ(n)q [f ]‖.
Indeed, by definition of |v|, we clearly have ‖|v|‖ = ‖v‖ = 1. Moreover, since all
coefficients of Γ
(n)
q [f ] are non-negative, we have
‖Γ(n)q [f ]|v|‖ ≥ ‖Γ(n)q [f ]v‖ = M = ‖Γ(n)q [f ]‖.
We complete the proof of Claim I by applying the following inequality
‖Γ(n)q [f ]|v|‖ ≤ ‖Γ(n)q [f ]‖ · ‖|v|‖ = ‖Γ(n)q [f ]‖.
Recall the notation P
(n)
rad : C
Bn(Tq) → CBn(Tq)rad of the orthogonal projection onto CBn(Tq)rad .
Denote also the orthogonal projection
P
(n)⊥
rad : C
Bn(Tq) −→ CBn(Tq) ⊖ CBn(Tq)rad .
Then we can write
|v| = P (n)rad (|v|) + P (n)⊥rad (|v|).
Clearly, we have
1 = ‖|v|‖2 = ‖P (n)rad (|v|)‖2 + ‖P (n)⊥rad (|v|)‖2.(4.73)
Claim II: We have
P
(n)
rad (|v|) 6= 0.(4.74)
Otherwise, P
(n)
rad (|v|) = 0 and thus |v| ∈ CBn(Tq) ⊖ CBn(Tq)rad . But observe that a vector
w ∈ CBn(Tq) ⊖ CBn(Tq)rad if and only if for any integer k with 0 ≤ k ≤ n, we have∑
σ:|σ|=k
wσ = 0.
By definition, all the coefficients of the vector |v| are non-negative. Therefore, if |v|
belongs to the space CBn(Tq) ⊖CBn(Tq)rad , then |v| and thus v must be the zero-vector. This
contradicts to the assumption ‖v‖2 = 1.
Now by using the block representation (2.25) of Γ
(n)
q [f ], we obtain the othogonal de-
composition of Γ
(n)
q [f ]|v|:
Γ(n)q [f ]|v| =P (n)radΓ(n)q [f ]P (n)rad (|v|) + P (n)⊥rad Γ(n)q [f ]P (n)⊥rad (|v|)
=
[
Γ(n)q [f ]
∣∣
C
Bn(Tq)
rad
](
P
(n)
rad |v|
)
+
[
Γ(n)q [f ]
∣∣
C
Bn(Tq)⊖CBn(Tq)rad
](
P
(n)⊥
rad |v|
)
.
(4.75)
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Then by Claim I, we have
M2
Claim I
====‖Γ(n)q [f ]|v|‖2
(4.75)
====
∥∥∥[Γ(n)q [f ]∣∣CBn(Tq)rad ](P (n)rad |v|)∥∥∥2 + ∥∥∥[Γ(n)q [f ]∣∣CBn(Tq)⊖CBn(Tq)rad ](P (n)⊥rad |v|)∥∥∥2
≤
∥∥∥Γ(n)q [f ]∣∣CBn(Tq)rad ∥∥∥2 · ∥∥∥P (n)rad |v|∥∥∥2 + ∥∥∥Γ(n)q [f ]∣∣CBn(Tq)⊖CBn(Tq)rad ∥∥∥2 · ∥∥∥P (n)⊥rad |v|∥∥∥2
=m2
∥∥∥P (n)rad |v|∥∥∥2 +M2∥∥∥P (n)⊥rad |v|∥∥∥2
<M2
∥∥∥P (n)rad |v|∥∥∥2 +M2∥∥∥P (n)⊥rad |v|∥∥∥2 (strict inequality follows from (4.71), (4.74))
=M2 (this step follows from (4.73)).
Thus we get a contradiction and complete the whole proof of Theorem 1.16 in case (A1).
4.2. Proof of Theorem 1.16: Cases (A2) and (A3). By (2.26), for any integer n ≥ 1,
we always have the one-sided inequality ‖Tn(f)‖ ≤ ‖Γ(n)q [f ]‖. Therefore, it remains to
prove that the reverse inequality
‖Γ(n)q [f ]‖ ≤ ‖Tn(f)‖(4.76)
in case (A2) and case (A3).
We shall need the following classical results on the Carathe´odory-Toeplitz extension
problem and the Carathe´odory-Fe´jer-Schur extension problem.
Theorem 4.1 (See, e.g., [10, Thm 1.2 and Thm 1.3] and [30, Thm IV.24]). Any finite
non-negative definite Toeplitz matrix can be extended to a non-negative definite Toeplitz
kernel on N. More precisely, fix an integer n ≥ 1, if a finite Toeplitz matrix Tn(f) is
non-negative, then there exists a positive Radon measure on T such that
Tn(f) = Tn(µ),
where
Tn(µ) =
[ ∫
T
e−i(k−l)θdµ(θ)
]
k,l∈N
Theorem 4.2 (See, e.g., [12, (3.2.3) in p.232] and [10, Thm 6.7] and [5]). For any
a0, a1, · · · , an ∈ C, we have
min
{
‖f‖∞
∣∣∣f ∈ H∞(T) and f̂(k) = ak for all 0 ≤ k ≤ n} =
∥∥∥∥∥Tn(
n∑
k=0
ake
ikθ
)∥∥∥∥∥ ,
where
Tn
( n∑
k=0
ake
ikθ
)
=

a0 0 0 · · · 0 0
a1 a0 0 · · · 0 0
a2 a1 a0 · · · 0 0
...
...
...
...
...
...
an−1 an−2 an−3 · · · a0 0
an an−1 an−2 · · · a1 a0
 .
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Case (A2). Fix an integer n ≥ 1 and assume that Tn(f) is Hermitian (this is equivalent to
assume that Γ
(n)
q [f ] is Hermitian). By homogeneity, we may assume ‖Tn(f)‖ = 1. Then,
by the Hermitian assumption on Tn(f), both matrices Tn(1 ± f) are positive definite.
Therefore, by Theorem 4.1, there exist two positive Radon measures µ± on T such that
for our fixed integer n, we have
Tn(1± f) = Tn(µ±).(4.77)
Now by Theorem 1.1, the infinite branching-Toeplitz kernels Γq[µ±] are positive definite.
It follows that the restrictions Γ
(n)
q [µ±] on the subset Bn(Tq) × Bn(Tq) ⊂ Tq × Tq are
both positive definite. However the equalities (4.77) for the integer n imply the following
equalities for the same n:
Γ(n)q [1± f ] = Γ(n)q [µ±].
Hence both matrices Γ
(n)
q [1± f ] are positive definite. Note that we clearly have
Γ(n)q [1± f ] = IdBn(Tq) ± Γ(n)q [f ],
where IdBn(T )q) is the identity matrix on C
Bn(Tq). The desired operator norm inequality
‖Γ(n)q [f ]‖ ≤ 1 then follows immediately.
Case (A3). Fix an integer n ≥ 1 and assume that f ∈ H∞(T). Note that we have
Tn(f) = Tn
( n∑
k=0
f̂(k)eikθ
)
.
By Theorem 4.2, there exists F ∈ H∞(T) with ‖F‖∞ = ‖Tn(f)‖ such that
Tn(f) = Tn(F ).(4.78)
Therefore, by Theorem 1.2, we have ‖Γq[F ]‖ = ‖F‖∞ = ‖Tn(f)‖, which implies imme-
diately the inequality ‖Γ(n)q [F ]‖ ≤ ‖Γq[F ]‖ = ‖Tn(f)‖. But the equality (4.78) implies
Γ
(n)
q [f ] = Γ
(n)
q [F ], hence we obtain the desired inequality ‖Γ(n)q [f ]‖ ≤ ‖Tn(f)‖.
4.3. Proof of Proposition 1.19. Fix n ≥ 1 and a formal Fourier series f . Take any
g ∈ L∞(T) such that ĝ(k) = f̂(k) for all integers k with |k| ≤ n. Then for any integer
q ≥ 2, we have Γ(n)q [f ] = Γ(n)q [g]. Therefore, by Theorem 1.2, we have
‖Γ(n)q [f ]‖ = ‖Γ(n)q [g]‖ ≤ ‖Γq[g]‖ = ‖g‖∞.
Thus by definition of cn(f), we have ‖Γ(n)q [f ]‖ ≤ cn(f) for any integer q ≥ 2. The proof
is complete.
5. Appendix
Here we give an alternative proof of the inequality (2.21) for a Hermitian kernel Γq[f ]
by using Theorem 1.1.
Assume that a formal Fourier series f gives rise to a Hermitian kernel Γq[f ] and λ =
‖Γq[f ]‖ <∞. Then λ ·Id±Γq[f ] are two positive definite kernels on Tq. Since Γq[1] = Id,
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we obtain two positive definite kernels Γq[λ ± f ]. Then by applying Theorem 1.1, there
exists two positive Radon measures µ± on T = R/2πZ such that
λδ0(n)± f̂(n) =
∫
T
e−inθdµ±(θ), ∀n ∈ Z.
Therefore, we have
±f̂(n) =
∫
T
e−inθd
[
µ± − λm
]
(θ), ∀n ∈ Z,
where dm is the normalized Haar measure on T. Hence we have
µ+ − λm = −(µ− − λm) and thus µ+ + µ− = 2λm.
It follows that both µ± are absolutely continuous with respect to m. Denote µ± = g± ·m.
Then g+, g− ≥ 0, g+ + g− = 2λ and f = g+ − λ = λ− g−. Therefore, we have
f =
(g+ − λ) + (λ− g−)
2
=
g+ − g−
2
and thus we obtain the desired inequality
‖f‖∞ = |g+ − g−|
2
≤ g+ + g−
2
= λ = ‖Γq[f ]‖.
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