A smoothing method for second order cone complementarity problem  by Zhang, Xiangsong et al.
Journal of Computational and Applied Mathematics 228 (2009) 83–91
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A smoothing method for second order cone complementarity problemI
Xiangsong Zhang ∗, Sanyang Liu, Zhenhua Liu
Applied Mathematics Department, Xidian University, Xi’an, Shaanxi 710071, PR China
a r t i c l e i n f o
Article history:
Received 15 May 2008
Keywords:
Second-order cone complementarity
Smoothing Newton method
Coerciveness
Global convergence
a b s t r a c t
In this paper, the second order cone complementarity problem is studied. Based on
a perturbed symmetrically smoothing function, which has coerciveness under proper
conditions, we present a smoothing Newton method for this problem. The boundedness
of the level set can be obtained from the coerciveness, which plays an important role in
the convergence analysis. Furthermore, the proposed algorithm for the reformulation has
no restrictions on the starting point and solves only one system of equations. Preliminary
numerical results indicate that the algorithm is effective.
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1. Introduction
The second-order cone complementarity problem (SOCCP) is stated as follows:
Find a z ∈ Rn, such that
〈f (z), z〉 = 0 and f (z) ∈ K , z ∈ K . (1)
where 〈·, ·〉 represents the Euclidean inner product, f : Rn → Rn is a continuously differentiable mapping, K is the Cartesian
product of second-order cones, that is K = K n1 × K n2 × · · · × K nm with n1 + n2 + · · · + nm = n, the ni-dimensional
second-order cone K ni defined by
K ni := {(z1, zT2)T ∈ R× Rni−1|z1 ≥ ‖z2‖}
with ‖ · ‖ denoting the Euclidean norm and K 1 denoting the set of nonnegative reals R+ (the Nonnegative Orthant in R). It
can be easily seen that SOCCP is equivalent to the nonlinear complementarity problem (NCP) with n1 = n2 = · · · = nm = 1.
Without loss of generality we may assume that m = 1 and n1 = n in the following analysis, since our analysis can be
easily extended to the general case.
Recently the second order cone complementarity problems have attracted a lot of attention [3,9,10,17,21]. One
motivation to study SOCCP is the possibility of wide applications [12,15]. Some approaches were to employ a reformulation
of (1) as an unconstrained smooth minimization problem or a system of nonlinear equations and different methods
have been developed to treat it [3,4,11]. However, their algorithms depend on the assumption of strict complementarity.
Lately, Qi, Sun and Zhou proposed a class of new smoothing Newton methods for nonlinear complementarity problems
and box constrained variational inequalities in [20]. The method was shown to be locally superlinearly/quadratically
convergent without strict complementarity. Moreover, the smoothing Newton methods [2,5,13,20] possess superior
numerical performances for solving NCP and semi-definite complementarity problems. On the other hand, the symmetric
perturbed smoothing function has good properties. Here based on this function, we extend the smoothing Newton method
to the second-order cone complementarity problem.
In this paper, a smoothing function for SOCCP is investigated by smoothing the symmetric perturbedminimum function.
We reformulate the SOCCP into a system of nonlinear equations and propose a smoothing Newton method for SOCCP by
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modifying and extending the method in [20]. The algorithm has the beneficial properties that it allows us to start from an
arbitrary point, solve only one system of equations and perform only one line search at each iteration. The boundedness of
the level set can be obtained due to the coerciveness of the smoothing function if f is a P0 function and we prove the global
and local convergence of the algorithm without strict complementarity.
This paper is organized as follows. In the next section, we introduce preliminaries and study a smoothing function,
including a few of its properties. In Section 3, we present a smoothing Newton algorithm. The global convergence and local
convergence of the algorithm are investigated in Section 4. Preliminary numerical results are reported in Section 5. Some
conclusions are given in Section 6.
Throughout this paper, all vectors are column vectors, And T denotes transpose, I represents an identitymatrix of suitable
dimension, ‖ · ‖ denotes the Euclidean norm defined by ‖x‖ := √xTx for a vector x. R++ means the positive orthant of R. For
any differentiable function f : Rn → Rn, f ′(x) denotes the gradient of f . Let int K denote the interior of K . x  y or x  y
means that x− y ∈ K or x− y ∈ int K , respectively. For simplicity, we use x = (x1, x2) for the column vector x = (x1, xT2)T.
2. Preliminaries and a smoothing function
2.1. Jordan algebra associated with SOC
In this subsection, we introduce Euclidean Jordan algebra [1,8], which provides a useful methodology for dealing with
SOC.
For any x = (x1, x2), y = (y1, y2) ∈ R × Rn−1, their Jordan product associated with K n is defined by x ◦ y :=
(xTy, y1x2 + x1y2), the identity element under this product is e := (1, 0, . . . , 0)T ∈ Rn. We write x2 to mean x ◦ x and
write x + y to mean the usual component-wise addition of vectors. It is known that x2 ∈ K n for all x ∈ Rn. Moreover, if
x ∈ K n, then there exists a unique vector in K n, denoted by x 12 , such that (x 12 )2 = x 12 ◦x 12 = x. Spectral factorization is one of
the basic concepts in Euclidean Jordan algebras, and we have the following Theorem in [8] with respect to the second-order
cone K n.
Theorem 2.1 (Spectral Factorization). For any vector x = (x1, x2) ∈ R × Rn−1, its spectral factorization with respect to the
second-order cone K n is defined as
x = λ1u(1) + λ2u(2)
where λ1 and λ2 are the spectral values given by
λi = x1 + (−1)i‖x2‖, i = 1, 2 (2)
and u(1), u(2) are the spectral vectors given by
u(i) =

1
2
(
1, (−1)i x2‖x2‖
)
, x2 6= 0
1
2
(1, (−1)iω), x2 = 0
i = 1, 2 (3)
with any ω ∈ Rn−1 such that ‖ω‖ = 1.
Properties 2.1. For any x = (x1, x2) ∈ R × Rn−1 with the spectral values λ1, λ2 and spectral vectors u(1), u(2) given as above,
we have that
(i) x ∈ K n if and only if λ1 ≥ 0 and x ∈ int(K n) if and only if λ1 > 0.
(ii) x2 = λ21u(1) + λ22u(2) ∈ K n.
(iii) x
1
2 = √λ1u(1) +√λ2u(2) ∈ K n if x ∈ K n.
Next, we introduce some definitions which will be used in the following.
Definition 2.1 (Weak Coercive). Let K ⊂ Rn be a cone, F : K → Rn is a continuous mapping. If there exists a point u ∈ K (if
for all u ∈ K , thus strongly coercive), such that
lim‖x‖→∞
(x− u)TF(x)
‖x‖ = +∞, x ∈ K .
Such a mapping F is called satisfying the coerciveness condition in K .
Definition 2.2. F : Rn → Rn is called semi-smooth at z if it is locally Lipschitz continuous at z, then
lim
V∈∂F(z+th′),h′→h,t→0+
Vh′ exists for all h ∈ Rn
where ∂F(·) denote the generalized derivative in the sense in [6].
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The notion of semi-smoothness was originally introduced for functionals in [18] and extended to vector-valued functions
in [19], Convex functions, smooth functions and sub-smooth functions are examples of semi-smooth functions. The
composition of (strongly) semi-smooth functions is still a (strongly) semi-smooth function [18].
2.2. A smoothing function
In this subsection,wediscuss the smoothing function. The concept of a smoothing function of a nondifferentiable function
was introduced in [11].
Definition 2.3. For a nondifferentiable function h : Rn → Rm, we consider a function hµ : Rn → Rm with a parameterµ > 0
that has the following properties:
(i) hµ is differentiable for any µ > 0,
(ii) limµ→0 hµ(x) = h(x) for any x ∈ Rn.
Such a function hµ is called a smoothing function of h.
For any (x, y) ∈ R2, the minimum function
g(x) = min{x, y} (4)
by introducing a parameter µ ∈ R, we perturb symmetrically (4) as follows,
g(x, y, µ) := min{x+ µy, µx+ y}.
By smoothing g(x, y, µ), we can obtain the following smoothing function:
φ(x, y, µ) := (1+ µ)(x+ y)−
√
(1− µ)2(x− y)2 + 4µ2e. (5)
The properties for solving NCP are shown in [13]. Now we show the properties to the second order cone complementarity
problem.
Next, we show some characteristics of the reformulation. We will use the following notation in the remainder of this
paper :
For any x = (x1, x2) ∈ R× Rn−1, x = (y1, y2) ∈ R× Rn−1, Let y = f (x) and z = (x, y, µ) ∈ Rn × Rn × R, we set
H(z) =
(y− f (x)
φ(z)
eµ − 1
)
(6)
and often use the following symmetry matrix to denote a vector x = (x1, x2) ∈ R× Rn−1,
Lx =
(
x1 xT2
x2 x1I
)
where I represents the (n− 1)× (n− 1) identity matrix.
Theorem 2.2. Let (x, y, µ) ∈ Rn × Rn × R and φ(x, y, µ) be defined by (5), then the following results hold.
(i) φ(x, y, 0) = 0⇔ x ∈ K , y ∈ K , x ◦ y = 0 and φ(x, y, µ) is a smoothing function of φ(x, y, 0).
(ii) φ is globally Lipschitz continuous and semi-smooth for any µ > 0. Moreover, φ is continuously differentiable at any
(x, y, µ) ∈ Rn × Rn × R++ with its Jacobian
φ′(x, y, µ) =
 (1+ µ)I − L−1w (1− µ)2(x− y)(1+ µ)I + L−1w (1− µ)2(x− y)
x+ y− L−1w (1− µ)(x− y)2 + 8µe
 (7)
where
w := w(x, y, µ) =
√
(1− µ)2(x− y)2 + 4µ2e. (8)
(iii) if f is a continuous P0 function, H ′(z) is nonsingular for any µ > 0.
The definition of P0 function can refer to Ref. [7].
Proof. (i) By Proposition 2.1 in [9], we can easily obtain
φ(x, y, 0) = 0⇔ x ∈ K , y ∈ K , x ◦ y = 0.
Now we prove that φ(x, y, µ) is a smoothing function of φ(x, y, 0). First, since
φ(x, y, 0) := (x+ y)−
√
(x− y)2
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using Theorem 2.1, we can obtain the following:
φ(x, y, 0) := (x+ y)−
(√
λ21v
(1) +
√
λ22v
(2)
)
.
Let w := w(x, y, µ) = √(1− µ)2(x− y)2 + 4µ2e = √(1− µ)2h2 + 4µ2e, where h = (h1, h2) ∈ R × Rn−1, hi = xi − yi,
i = 1, 2
It follows from Theorem 2.1 and Properties 2.1, that mappingw has an alternative expression:√
(1− µ)2λ21 + 4µ2v(1) +
√
(1− µ)2λ22 + 4µ2v(2)
where λ1, λ2 and v(1), v(2) are the spectral values and the associated spectral vectors of h of given by (2) and (3).
λi = h1 + (−1)i‖h2‖
v(i) =

1
2
(
1, (−1)i h2‖h2‖
)
, if h2 6= 0
1
2
(1, (−1)iω), if h2 = 0
i = 1, 2
with ω ∈ K n−1 such that ‖ω‖ = 1. Then
lim
µ→0w(µ) =
√
λ21v
(1) +
√
λ22v
(2).
Hence
lim
µ→0φ(x, y, µ) = (x+ y)−
(√
λ21v
(1) +
√
λ22v
(2)
)
= φ(x, y, 0).
By Definition 2.3, φ(x, y, µ) is a smoothing function of φ(x, y, 0).
(ii) It is not hard to show that φ is semi-smooth forµ > 0 (see Proposition 2, [20]). Here we prove it is globally Lipschitz
continuous.
Let z := (x, y, µ),w := w(z) = √(1− µ)2(x− y)2 + 4µ2e, then φ := (1+ µ)(x+ y)− w.
w′x(z) =
(1− µ)2(x− y)√
(1− µ)2(x− y)2 + 4µ2e , w
′
y(z) =
−(1− µ)2(x− y)√
(1− µ)2(x− y)2 + 4µ2e .
And for every µ > 0∣∣∣∣∣± (1− µ)2(x− y)√(1− µ)2(x− y)2 + 4µ2e
∣∣∣∣∣ ≤ 1+ µ. (9)
For any x = (x1, x2) ∈ R× Rn−1, y = (y1, y2) ∈ R× Rn−1, applying (8), we have
‖w(x, y, µ)− w(a, b, µ)‖ = ‖w(x, y, µ)− w(a, y, µ)+ w(a, y, µ)− w(a, b, µ)‖
≤
∥∥∥∥∫ 1
0
w′x(a+ t(x− a), y, µ)(x− a)dt
∥∥∥∥+ ∥∥∥∥∫ 1
0
w′y(a, y+ t(y− b), µ)(y− b)dt
∥∥∥∥
≤ (1+ µ)‖(x, y, µ)− (a, b, µ)‖,
for any (x, y, µ), (a, b, µ) ∈ Rn × Rn × R++.
And it is easy to show that φ is continuously differentiable at any (x, y, µ) ∈ Rn × Rn × R++. since for any (x, y, µ) ∈
Rn×Rn×R++, we havew  0, then Lw is invertible. So the computation of (7) is not difficult, we omit the details for brevity.
(iii) Let z := (x, y, µ), by (6) and (7), we have
H ′ =
 −f ′ I 0φ′x(z) φ′y(z) φ′µ(z)
0 0 eµ
 (10)
where φ′x(z) = (1+ µ)I − Dx, φ′y(z) = (1+ µ)I − Dy,
φ′µ(z) = x+ y+
(1− µ)(x− y)2 + 4µe√
(1− µ)2(x− y)2 + 4µ2e
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and Dx = diag(diix),Dy = diag(diiy).
diix =
(1− µ)2(xi − yi)√
(1− µ)2(xi − yi)2 + 4µ2e
, diiy =
−(1− µ)2(xi − yi)√
(1− µ)2(xi − yi)2 + 4µ2e
.
By (9), (1+ µ)I − Dx and (1+ µ)I − Dy are positive diagonal matrices for any z = (x, y, µ) ∈ Rn × Rn × R++. Since f is a
P0 function, f ′(x) is a P0 matrix. Then for any x ∈ Rn, the matrix(−f ′(x) I
φ′x(z) φ
′
y(z)
)
is nonsingular for everyµ > 0 (Lemma 4.1, [16]), which further implies that H ′(z) is nonsingular for anyµ > 0 by (10). The
proof is completed. 
Lemma 2.1. Let f be a continous P0 function, and H(x, y, µ) be defined by (6). Then, H(x, y, µ) is coercive in (x, y) for each
µ > 0,
lim
‖(x,y)‖→∞
‖H(x, y, µ)‖ = ∞.
Proof. Similar to the proof of the Lemma 2.5 in [13].
corollary 2.1. Suppose that f is a continuous P0 function. Then, φ(x, f (x), µ) is coercive in x for each µ > 0,
i.e., lim‖(x,y)‖→∞ ‖φ(x, f (x), µ)‖ = ∞.
3. Algorithm for SOCCP
Based on the smoothing function introduced in previous section, we propose a smoothing Newtonmethod for the SOCCP.
Under suitable assumptions, we show the well-definedness of our algorithm.
Let z = (x, y, µ) ∈ Rn × Rn × R, θ(z) = ‖H(z)‖2 = (eµ − 1)2 + ‖y − f (x)‖2 + ‖φ(z)‖2. Choose an arbitrary starting
point z0 = (x0, y0, µ0), µ0 > 0. Let η = √θ(z0)+ 1, and µ¯ = µ0, z¯ = (0, µ¯). Choose γ ∈ (0, 1) such that
γ µ¯ < 1, γ η < 1. (11)
Let β(z) = eµγ min{1, θ(z)}, β¯(z) = γ min{1, θ(z)}, Ω = {z = (x, y, µ)|µ ≥ β¯(z)µ¯}. Then we have the following
properties.
Properties 3.1. (i) For any (x, y) ∈ Rn × Rn, (x, y, µ¯) ∈ Ω .
(ii) For any z = (x, y, µ), if θ(z) ≤ θ(z0), we have γ eµ < 1 for every µ > 0.
Next, we give the Algorithm for SOCCP.
Algorithm 3.1. step 0 Choose constant δ ∈ (0, 1), σ ∈ (0, 1/2), and an arbitrary starting point z0 = (x0, y0, µ0) ∈
Rn × Rn × R++. Choose γ ∈ (0, 1) to satisfy (11), let µ¯ = µ0 and z¯ = (0, µ¯) ∈ Rn × Rn × R++. Set k := 0;
Step 1 If H(zk) = 0, stop; otherwise, let βk := β(zk) = eµkγ min {1, θ(zk)}.
Step 2 Compute1zk := (1xk,1yk,1µk) ∈ Rn × Rn × R by
H(zk)+ H ′(zk)1zk = βkz¯. (12)
Step 3 Let lk be the smallest non-negative integer l such that :
θ(zk + δl1zk) ≤ [1− 2σ(1− γ µ¯η)δl]θ(zk). (13)
Step 4 Set zk+1 := zk + δlk1zk and k := k+ 1. Go to step 1.
If H(zk) = 0, then (xk, yk) is the solution of the SOCCP. The stopping criterion in step 1 is reasonable. To analyze the
convergence of the Algorithm 3.1, first we show that the Algorithm 3.1 is well defined and give some lemmas.
Lemma 3.1 (Lemma 4.2, [14]). For any µ ≥ 0,
− µ ≤ 1− e
µ
eµ
≤ −µe−µ. (14)
88 X. Zhang et al. / Journal of Computational and Applied Mathematics 228 (2009) 83–91
Lemma 3.2. For any k ≥ 0, if zk = (xk, yk, µk) ∈ Rn × Rn × R++, then zk+1 = (xk+1, yk+1, µk+1) can be generated by the
Algorithm 3.1, and zk+1 ∈ Rn × Rn × R++.
Proof. Since µk ≥ 0, then H(zk) 6= 0 and βk = β(zk)0. We can obtain
1µk = 1− e
µk
eµk
+ βkµ¯
eµk
. (15)
From (14) and (15), we have for any α ∈ (0, 1),
µk+1 = µk + α1µk ≥ (1− α)µk + αµ¯ βk
eµk
> 0. (16)
Now we prove that there must be found an non-negative integer l such that the condition (13) is valid.
It is not difficult to get β(z) ≤ eµγ√θ(z). For any α ∈ [0, 1],
eµ
k+α1µk − 1 = eµkeα1µk − 1
= eµk(1+ α1µk + O(α2))− 1
= eµk − 1+ α(1− eµk)+ αβkµ¯+ O(α2)
= (1− α)(eµk − 1)+ αβkµ¯+ O(α2).
then
(eµ
k+α1µk − 1)2 = (1− α)2(eµk − 1)2 + 2α(1− α)βk(eµk − 1)µ¯+ α2β2k µ¯2 + O(α2)
≤ (1− 2α)(eµk − 1)2 + 2αeµkγ
√
θ(zk)(eµ
k − 1)µ¯+ O(α2)
≤ (1− 2α)(eµk − 1)2 + 2αγ µ¯ηθ(zk)+ O(α2).
In the last inequality, we apply the eµ
k − 1 ≤ √θ(zk) and eµk ≤ η.
Set ψ(z) = ‖φ(z)‖2, h(α) = ψ(zk + α1zk)− ψ(zk)− α(ψ ′(z))T1zk.
Noting that h(α) = o(α), (ψ ′(z))T1zk = −2‖φ(zk)‖2,
ψ(zk + α1zk) = ψ(zk)+ α(ψ ′(z))T1zk + h(α)
= ψ(zk)− 1αψ(zk)+ o(α)
= (1− 2α)ψ(zk)+ o(α).
From Eq. (12), we have
yk +1yk = f (xk)+ f ′(x)1xk,
then
f (xk +1xk) = f (xk)+ f ′(xk)1xk + o(1xk)
‖yk + α1yk − (f (xk)+ αf ′(xk)1xk)‖ = o(α).
Thus,
θ(zk + α1zk) = ‖H(zk + α1zk)‖2
= (eµk+α1µk − 1)2 + ‖φ(zk + α1zk)‖2 + ‖yk + α1yk − f (xk + α1xk)‖2
≤ (1− 2α)(eµk − 1)2 + 2αγ µ¯ηθ(zk)+ (1− 2α)ψ(zk)+ o(α)
= (1− 2α)θ(zk)+ 2αγ µ¯ηθ(zk)+ o(α)
= [1− 2α(1− γ µ¯η)]θ(zk)+ o(α).
Since γ µ¯η < 1, there exists a positive constant α¯ ∈ (0, 1], such that α ∈ (0, α¯], and θ(zk + α1zk) ≤ [1 − 2σ(1 −
γ µ¯η)α]θ(zk) holds. Then the non-negative integer l > 0 is found.
Theorem 2.2 and Lemma 3.2 demonstrate that the Algorithm 3.1 is well defined. 
Lemma 3.3. For any k ≥ 0, if µk > 0, zk ∈ Ω, θ(zk) ≤ θ(z0), and for any α ∈ (0, 1] such that
θ(zk + α1zk) ≤ [1− 2σ(1− γ µ¯η)α]θ(zk). (17)
then zk + α1zk ∈ Ω . whereΩ = {z = (x, y, µ)|µ ≥ β¯(z)µ¯}.
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Proof. By Lemma 3.2, there must be an α ∈ (0, 1] such that (17) holds. We consider the following two cases:
First, we consider the case where θ(zk) > 1.
We can get βk = γ eµk and β¯k := β¯(zk) = γ . Noting that for any z ∈ R2n+1, then β¯(z) ≤ γ . For any α ∈ (0, 1], we have
µk + α1µk − β¯(zk + α1zk)µ¯ = µk + α
(
1− eµk
eµk
+ βkµ¯
eµk
)
− β¯(zk + α1zk)µ¯
≥ (1− α)µk + αγ µ¯− γ µ¯
≥ (1− α)β¯kµ¯+ αγ µ¯− γ µ¯
= (1− α)γ µ¯+ αγ µ¯− γ µ¯
= 0.
Secondly, we consider the case where θ(zk) ≤ 1.
For any α which can satisfy (17), we have
θ(zk + α1zk) ≤ [1− 2σ(1− γ µ¯η)α]θ(zk) ≤ 1.
Thus β¯(zk + α1zk) = γ θ(zk + α1zk). Since zk ∈ Ω , we get
µk + α1µk − β¯(zk + α1zk)µ¯ ≥ (1− α)µk + αγ µ¯θ(zk)− β¯(zk + α1zk)µ¯
≥ (1− α)β¯kµ¯+ αγ µ¯θ(zk)− γ θ(zk + α1zk)µ¯
≥ (1− α)γ θ(zk)µ¯+ αγ µ¯θ(zk)− γ [1− 2σ(1− γ µ¯η)α]θ(zk)µ¯
= 2γ σ(1− γ µ¯η)αθ(zk)µ¯
≥ 0.
This completes the proof. 
By using the Lemmas 3.2 and 3.3, we can obtain the following.
Theorem 3.1. Suppose the infinite sequence {zk = (xk, yk, µk)} be generated by Algorithm 3.1, then µk > 0 and {zk} ∈ Ω .
4. Convergence analysis
Theorem 4.1 (Global Convergence). Suppose that f is a continous P0 function. Assume that the sequence {zk} is generated by
Algorithm 3.1, then the sequence {zk} is bounded and every accumulation point of the sequence {xk, yk} is a solution of H(z) = 0.
Proof. From Lemma 2.1 and Corollary 2.1, the perturbed symmetrically smoothing function defined by (5), andH(z) defined
by (6) have coerciveness, thus the level set is bounded and the infinite sequence generated by the Algorithm has an
accumulation point. We assume that z∗ = (x∗, y∗, µ∗) is the limit point of the sequence zk = (xk, yk, µk) as k → ∞.
It follows from the continuity of H(·) that {‖H(zk)‖} converges to a non-negative number ‖H(z∗)‖. From the definition of
β(·), we obtain that {βk} is monotonically decreasing, and converges to β∗ := eµ∗γ min{1, θ(z∗)}. From (15), we see that
the sequence {µk} is monotonically decreasing, i.e.,
0 < µk+1 = µk + δl1µk = µk + δl
(
1− eµk
eµk
+ βkµ¯
eµk
)
≤ µk + δl
(
−µkeµk + e
µkβkµ¯
eµk
)
≤ µk + δl(−µkeµk + µk)
= (1+ δl)µk − δlµkeµk ≤ µk
which implies that {µk} converges to µ∗. If H(z∗) = 0, we obtain the desired result. Otherwise, suppose ‖H(z∗)‖ > 0.
For µk ∈ Ω , then 0 < β∗µ¯ ≤ µ∗, and by Theorem 2.2 (iii), there exists a closed neighborhood Γ (z∗) of z∗ such that for
any z ∈ Γ (z∗), we have µ ∈ R++ and H ′(z) is invertible. Then, For any z ∈ Γ (z∗), let1z := (1x,1y,1µ) ∈ Rn × Rn × R
be the unique solution of the system of equations:
H(z)+ H ′(z)1z = β(z)z¯
then by following the proof of Lemma 5 in [20] we can find a positive number α¯ ∈ (0, 1] such that
θ(z + α1z) ≤ [1− 2σ(1− γ µ¯η)α]θ(z)
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Table 1
Numerical results of Algorithm 3.1 for SOCCP of various problem size (n)
n Iter NF Gap (max)
20 4.16 5.4 7.69e−7
50 4.48 5.7 9.72e−8
100 5.27 6.6 5.45e−7
200 6.02 8.5 5.62e−7
300 5.94 7.9 6.76e−8
Table 2
Numerical results of Algorithm 3.1 for SOCCP with different degrees of sparsity (Dens. (%))
Dens. (%) Iter NF Gap (max)
0.2 5.10 7.5 8.24e−8
1 5.52 7.7 4.65e−7
2 5.49 8.1 9.94e−7
5 6.07 9.3 1.74e−8
10 6.03 9.4 5.08e−8
50 5.75 8.2 1.43e−8
holds for any α ∈ (0, α¯] and any z ∈ Γ (z∗). Therefore, for a nonnegative integer l such that δl ∈ (0, α¯], we have for all
sufficiently large k, lk ≤ l. Since δlk ≥ δl, it follows from (13) that
θ(zk+1) ≤ [1− 2σ(1− γ µ¯η)δlk ]θ(zk) ≤ [1− 2σ(1− γ µ¯η)δl]θ(zk).
This contradicts the facts that the sequence {θ(zk)} converges to θ(z∗) > 0. This complete our proof. 
Theorem 4.2 (Local Convergence). Suppose that f is a continuously differentiable P0 function. If all V ∈ ∂H(z∗) are nonsingular,
then {zk} superlinear converges to z∗. i.e., ‖zk+1 − z∗‖ = o(‖zk − z∗‖), and µk+1 = o(µk).
Proof. From Theorems 2.2 and 4.1, H is semi-smooth at z∗, and we can prove the theorem similarly to Theorem 8 in [20],
Here we omit the details. 
5. Numerical results
In this section, we have implemented some numerical experiments on the SOCCP using the Algorithm 3.1 described in
this paper. All experiments were performed on a desktop computer with 1.86 GHz CPU and 512 MBmemory. The operating
system was Windows XP and the implementations were done in MATLAB 7.0.1. In our experiments, we test the SOCCP of
the following form:
Finding x ∈ Rn such that
〈f (x), x〉 = 0, x ∈ K , f (x) = Mx+ q ∈ K
whereM ∈ Rn × Rn and q ∈ Rn. The matrixM was obtained by settingM = NTN , where N is a square matrix. Elements
of N and qwere chosen randomly from the interval [−1, 1].
Numerical results were summarized in Tables 1 and 2. The parameters used in Algorithm 3.1 were as follows:σ =
0.001, δ = 0.75, µ0 = 0.001 and the stopping criterion was set as ‖H(z)‖ < 10−8. Gap represents the value of |f (x)Tx| at
final iteration. The CPU time is in seconds. The testing problems are generated by using the method mentioned above. The
starting points of the algorithm in the experiments are all chosen randomly.
In the first experiments, we show the results in Table 1. The random problems are generated in which the matrix N with
non-zero density 0.5%. Iter and NF denote the average number of iterations and the average number of function evaluations
for the convergence of 100 trials for each n respectively. Gap (max) denotes the maximum value of Gap in the 100 trials. We
may observe that the problem size slightly affects the number of iterations, and the number of function evaluations.
In the second experiments, the random problems are generated 100 times for each nonzero density 0.5%, 1%, 2%, 5%,
10%, 50% with problem size n = 1000. Dens. denotes the non-zero density of matrix M , Iter and NF represent the average
number of iterations and the average number of function evaluations of 100 trials for each degree of sparsity respectively.
The results in Table 2 show that our algorithm performs well. It has good convergence and numerical stability. The number
of iteration and the number of function evaluations have slightly change with the sparsity ofM .
6. Conclusions
In this paper, the second-order cone complementarity problem was discussed in detail by combining the virtues of
the symmetric perturbed smoothing function and the smoothing Newton method. The boundedness of the level sets was
obtainedwith the assumption of the P0 property.Without strict complementarity, we provided aweaker condition than [3,4,
11], which require the function to bemonotone, to guarantee the global convergence or local convergence of the Algorithm.
The proposed Algorithm can start from an arbitrary point, and the experiments show that it has good convergence.
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