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The centre of the symmetric group algebra C[Sn] has been used
successfully for studying important problems in enumerative com-
binatorics. These include maps in orientable surfaces and ramiﬁed
covers of the sphere by curves of genus g, for example. How-
ever, the combinatorics of some equally important Sn-factorization
problems forces k elements in {1, . . . ,n} to be distinguished. Ex-
amples of such problems include the star factorization problem,
for which k = 1, and the enumeration of 2-cell embeddings of
dipoles with two distinguished edges associated with Berenstein–
Maldacena–Nastase operators in Yang–Mills theory, for which
k = 2. Although distinguishing these elements obstructs the use
of central methods, these problems may be encoded algebraically
in the centralizer of C[Sn] with respect to the subgroup Sn−k .
We develop methods for studying these problems for k = 1, and
demonstrate their eﬃcacy on the star factorization problem. In a
subsequent paper, we consider a special case of the above dipole
problem by means of these techniques.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Background
The character theory of the symmetric group Sn is a powerful tool in enumerative combinatorics.
It has been used, for example, to study the enumeration of maps in orientable surfaces (see [10]
and [11]) and the enumeration of ramiﬁed covers of the sphere by a curve of genus g (see [4] and [6]).
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found in [8]. The approach relies on having an encoding of an enumerative problem in the centre
Z(n) of the complex group algebra C[Sn]. Let κ(π) denote the cycle type of an element π ∈ Sn .
Thus, κ(π) is a partition of the integer n, and we write κ(π)  n. The set {Kλ: λ  n} is a basis of
Z(n), where Kλ is the formal sum of all elements in Cλ := {π ∈ Sn: κ(π) = λ}, the conjugacy class
of Sn naturally indexed by λ. Hence, the character-based approach is limited to problems for which
the solution depends only on the conjugacy class of the permutations involved.
Problems which cannot be encoded in Z(n) will be referred to as non-central and they constitute
an important emerging class of problems. The following algebra plays a role in non-central enumera-
tive problems analogous to that of Z(n) for central ones. Let H be a subgroup of Sn . The centralizer
of H in C[Sn] is the set
ZH(n) :=
{
g ∈C[Sn]: σ gσ−1 = g for all σ ∈H
}
.
As a notational shorthand, if H=S{1,...,k} for some k n, ZH(n) is denoted by Zn−k(n). Clearly ZH(n)
is an algebra, and Z0(n) is the centre of C[Sn]. The centralizers of C[Sn] play a key role in an
alternative derivation of the irreducible representations of the symmetric group due to Okounkov and
Vershik [16], who give a general expression for a standard basis for centralizers of the form Zk(n).
The centralizer relevant to the present purpose is Z1(n), which has standard basis
{Kλ,i: λ  n, i ∈ λ}
where Kλ,i :=∑π∈Cλ,i π and Cλ,i := {σ ∈ Cλ: n is on a cycle of length i}. We write a ∈ λ to indicate
that a is a part of λ. Given an element G ∈ Z1(n), let [Kλ,i]G denote the coeﬃcient of Kλ,i in G . The
orbit-stabilizer theorem immediately gives
|Cλ,i| = (n − 1)! imi(λ)∏
i i
mi(λ)mi(λ)! ,
where mi(λ) is the multiplicity of i as a part of λ. A combinatorial problem which may be encoded
as an element of Z1(n) is referred to as a near-central problem.
Let Inv denote the linear operator on C[Sn] deﬁned by Inv(π) = π−1. The fact that Inv(Kλ,i) =
Kλ,i gives an elementary proof that Z1(n) is commutative: for G, H ∈ Z1(n), we have GH = Inv(GH) =
Inv(H) Inv(G) = HG . In contrast, when k 2, Zk(n) is non-commutative.
1.2. The star factorization problem and non-centrality
The non-central combinatorial problem which is the subject of this paper, and which will be used
for developing a general approach to non-central enumerative problems through the use of Z1(n), is
the following. It concerns ordered factorizations (τ1, . . . , τr) of a permutation π into transpositions τi ,
where each τi is of the form ( j,n) for some 1  j  n − 1. A transposition of this kind is a star
transposition.
Problem 1.1 (Star factorization problem). Let π ∈Sn and let r  1. Determine the number of sequences
(τ1, . . . , τr) ∈Srn such that τ1τ2 · · ·τr = π , where each τi is a star transposition.
Aspects of this problem were considered by Flatto, Odlyzko and Wales in an early paper [3]
in which they used character theoretic techniques to ﬁnd an asymptotic formula for the expected
number of factors in a random star factorization. The present paper demonstrates how Strahov’s
generalized characters [20] assist in the related yet different problem of exact enumeration of star
factorizations.
1.2.1. The transitive star factorization problem
A closely related problem is the transitive star factorization problem, in which there is the additional
condition: the group 〈τ1, . . . , τr〉 acts transitively on {1, . . . ,n}. This was introduced by Pak [18], who
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cycle type (km,1), and in which the number of factors is minimal. In this case, transitivity is forced
and therefore was not cited as a condition. Irving and Rattan [7] solved the minimal case in which
the permutation π is arbitrary. The transitive version of the problem was solved in full generality by
Goulden and Jackson [5], who gave a solution which, unexpectedly, depends only on the cycle type
of π . In other words the transitive star factorization problem is central.
1.2.2. Product of Jucys–Murphy elements
It is easily seen that Problem 1.1 is equivalent to determining the r-th power of the Jucys–Murphy
element
Jn :=
∑
1i<n
(i,n).
An indirect approach to Problem 1.1 is through the centrality of symmetric polynomials evaluated at
Jucys–Murphy elements [13] together with an expression for power sums of Jucys–Murphy elements
found by Lascoux and Thibon [14], and the observation that
J rn =
∑
2kn
J rk −
∑
2kn−1
J rk.
Combinatorially, this amounts to regarding the problem as the difference of two central problems.
Our perspective is to approach the problem directly as a near-central problem, and then use an
algebra that respects near-centrality, namely Z1(n). Determining J rn is then regarded as a special case
of determining products of standard basis elements of Z1(n). The techniques employed in this paper
are therefore applicable to any near-central problem which has an encoding in terms of standard basis
elements.
1.3. The (p,q,n)-dipole problem
Another signiﬁcant non-central problem is the problem of enumerating dipoles embedded in an
orientable surface with two distinguished edges, in which the separation of the ends of these two
edges is speciﬁed by parameters p and q. These dipoles are the summation indices of two-point
functions of Berenstein–Maldacena–Nastase operators, and arise in the study of duality between Yang–
Mills theory and string theory conducted by Constable et al. [1]. They obtained asymptotic results for
the torus and double torus. Subsequently, Visentin and Wieler [22] determined exact formulae for the
torus and double torus. In general, the distinguishing of two edges forces the (p,q,n)-dipole problem
to lie in Z2(n). However, a subsequent paper [9] shows that when q = n − 1, the (p,q,n)-dipole
problem is near-central. The techniques developed in the present paper are then applied to give a
solution to the (p,n − 1,n)-dipole problem on all orientable surfaces.
1.4. Organization of the paper
Section 2 lists the deﬁnitions and results from the enumerative theory of Z(n) which are used in
this paper. Section 3.1 introduces the algebraic context for studying the star factorization problem,
namely, the centralizer of C[Sn] with respect to the subgroup Sn−1. The connection coeﬃcients of
this algebra are given in terms of generalized characters, which were introduced by Strahov [20]. Sec-
tion 3.2 shows how explicit formulae for certain generalized characters may be obtained, generalizing
a technique of Diaconis and Greene [2], and establishes relationships between sums of generalized
characters and irreducible characters of the symmetric group. Section 4 gives an expression for the
solution to the star factorization problem in terms of generalized characters, and gives some special
cases where more explicit solutions may be obtained.
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In this section we review the standard results which we make use of in this paper (see also
[12,15]). Let P denote the set of positive integers. Let λ = (λ1, λ2, . . .) be a partition of n. Then each
λi is called a part of λ. If i is a part which is repeated ai times, it is convenient to write it more
succinctly as iai . Recall that the multiplicity mi(λ) of i > 0 in λ is the number of times i appears
in λ. Let m(λ) denote the total number of parts of λ. It will be convenient to have notation for the
following partitions constructed from λ:
– if i ∈ λ, then λ \ i is the partition obtained by reducing mi(λ) by one;
– for any i, λ ∪ i is the partition obtained by increasing mi(λ) by one;
– i−(λ) is the partition obtained by replacing a part i by i − 1.
Let Sn denote the symmetric group acting on {1, . . . ,n}, and let C[Sn] denote its complex group
algebra. The right-to-left convention for multiplication in Sn will be used, i.e. π1π2 is the permutation
obtained by applying π2 followed by π1. Let m(π) denote the number of cycles of π . Let χλμ denote
the irreducible character of Sn indexed by the partition λ, evaluated at a permutation of cycle type μ.
Let dλ denote the degree of the irreducible representation indexed by λ and let
Xλ := dλ
n!
∑
μn
χλμKμ.
Then {Xλ: λ  n} is a basis of orthogonal idempotents of Z(n).
Let Fλ be the Ferrers diagram of shape λ  n, and let SYTλ be the set of all standard Young
tableaux of shape λ on {1, . . . ,n} (English convention). Let T • be the tableau obtained by deleting the
cell containing n from T . The content cT (i) of i in a standard Young tableau T is deﬁned to be k − j
where i is in the cell in row j and column k. The content vector of T is cT := (cT (1), cT (2), . . . , cT (n)).
In a slight abuse of notation, cλ denotes the multiset of contents of any tableau of shape λ  n. The
content polynomial corresponding to the partition λ is
cλ(t) =
∏
1in
(
t + ci(T )
)
for any T ∈ SYTλ .
Given T ∈ SYTλ , let eT ∈C[Sn] denote Young’s semi-normal unit corresponding to T . (See, for ex-
ample, Deﬁnition 3.2.11 in [12].) This paper makes use of the following facts about the semi-normal
units, which can be found in a variety of sources, such as Ram’s survey on semi-normal representa-
tions of Weyl groups [19].
Lemma 2.1. Let λ  n. Then the following results hold.
(1) The degree of the irreducible representation indexed by λ is dλ = |SYTλ|.
(2) If T ∈ SYTλ then the coeﬃcient of the identity in eT is dλ/n!.
(3) Let T , S ∈ SYTλ . Then eT eS = δT ,SeT .
(4) Let λ  n. Then Xλ =∑T∈SYTλ eT .
(5) If T is a tableau with n boxes, then eT • =∑S: S•=T • eS .
(6) Let T ∈ SYTλ and let k n. Then Jk eT = cT (k) eT , where Jk is the Jucys–Murphy element as described in
Section 1.2.2.
The quantity dλ may be determined in general using the hook-length formula, although for the
partitions λ arising in this paper, dλ may be determined by elementary combinatorial arguments. For
example,
d(n−k,1k) =
(
n − 1
k
)
,
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from among the symbols {2, . . . ,n}.
A polynomial f ∈ C[x1, . . . , xn] is said to be symmetric if, for any π ∈ Sn , f (x1, x2, . . . , xn) =
f (xπ(1), xπ(2), . . . , xπ(n)). The notation Λ[x1, . . . , xn] denotes the ring of symmetric polynomials in the
indeterminates x1, . . . , xn . Two classes of symmetric polynomials are used in this paper. The elemen-
tary symmetric polynomials are deﬁned by ek := [tk]E(t), where E(t) :=∏1in(1+ txi) and [tk]F (t) is
the coeﬃcient of tk in the formal power series F (t). The power sum symmetric polynomials are deﬁned
by pk :=∑1in xki .
3. Algebraic methodology for near-central problems
3.1. Connection coeﬃcients for Z1(n)
A set of orthogonal idempotents for Z1(n) may be deﬁned by restricting the summation in the
expression for Xλ given in part (4) of Lemma 2.1. Let SYTλ,i denote the set of standard Young tableaux
of shape λ in which n appears at the end of a row of length i. Let cλ,i denote the content of the box
containing n in any tableau in SYTλ,i . The quantity cλ,i depends only on λ and i, and is given by
cλ,i = i −
∑
ki
mk(λ).
Deﬁnition 3.1 (Z1-idempotents). Let λ  n and let i be a part of λ. The Z1-idempotents are the elements
in C[Sn] given by
Γ λ,i :=
∑
T∈SYTλ,i
eT .
Several facts about Γ λ,i are immediate from this deﬁnition and from properties of the semi-normal
units, and are thus stated below without proof.
Lemma 3.2. Let λ,μ  n. Let i ∈ λ and j ∈ μ. Then the following statements are true.
(1)
∑
k∈λ Γ λ,k = Xλ .
(2) Γ λ,iΓ μ, j = δλ,μδi, j Γ λ,i .
(3) The set {Γ λ,i: λ  n, i ∈ λ} is linearly independent.
(4) |{Γ λ,i: λ  n, i ∈ λ}| = |{Kλ,i: λ  n, i ∈ λ}|.
It is not immediately obvious from the deﬁnition of the Z1-idempotents that they do lie in Z1(n).
This may be proven as follows.
Lemma 3.3. Let λ  n and i be a part of λ. Then Γ λ,i = XλXi−(λ) , where the product is taken in C[Sn] and
every element in the support of Xi−(λ) is regarded as having the element n as a ﬁxed point. Consequently,
Γ λ,i ∈ Z1(n), and {Γ λ,i}λn,i∈λ is a basis for Z1(n).
Proof. By part (4) of Lemma 2.1,
XλXi−(λ) =
( ∑
T∈SYTλ
eT
)( ∑
S∈SYTi−(λ)
eS
)
.
For a ﬁxed S ∈ SYTi−(λ) , apply parts (3) and (5) of Lemma 2.1 to obtain∑
T∈SYTλ
eT eS =
∑
T∈SYTλ
∑
S0∈SYTλ,
S•=S
eT eS0 =
∑
T∈SYTλ,
T •=S
eT .0
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XλXi−(λ) =
∑
S∈SYTi−(λ)
∑
T∈SYTλ,
T •=S
eT .
Since the tableaux T ∈ SYTλ with the property that T • ∈ SYTi−(λ) are those in which the symbol n
appears at the end of a row of length i, then
XλXi−(λ) =
∑
T∈SYTλ,i
eT = Γ λ,i . 
Since Γ λ,i ∈ Z1(n), the coeﬃcients of Γ λ,i in the standard basis are well deﬁned:
Deﬁnition 3.4. Let λ,μ  n and let i and j be parts of λ and μ, respectively. Deﬁne
γ λ,iμ, j :=
n!
dλ
[Kμ, j]Γ λ,i.
The coeﬃcients γ λ,iμ, j were ﬁrst studied by Strahov [20], who named them generalized characters
of the symmetric group. (Although the term “generalized character” is also used in the literature
to refer to any integral linear combination of characters, this is not the sense of the term used
here.) Strahov deﬁned generalized characters as the zonal spherical functions of the Gel’fand pair
(Sn × Sn−1,diag(Sn−1)), where the diagonal subgroup diag(G) of G × G is deﬁned by diag(G) =
{(g, g): g ∈ G}. Strahov provides the following expression for generalized characters in terms of irre-
ducible characters of the symmetric group for any π ∈ Cμ, j :
γ λ,iμ, j =
di−(λ)
(n − 1)!
∑
σ∈Sn−1
χλ
(
πσ−1
)
χ i−(λ)(σ ),
where χλ is the irreducible character of the symmetric group corresponding to the partition λ.
This expression may also be obtained routinely by extracting coeﬃcients from the equation Γ λ,i =
XλXi−(λ) . Thus, Lemma 3.3 is a proof that Deﬁnition 3.4 is equivalent to Strahov’s deﬁnition of
generalized characters. Consequently, the coeﬃcients γ λ,iμ, j satisfy the properties of zonal spherical
functions. (A list of these properties may be found in Chapter VII of Macdonald [15].) Of particular
relevance to the present task is the fact that these coeﬃcients are orthogonal with respect to the
standard inner product on C[Sn]. This is the content of the following result.
Corollary 3.5. Let λ,μ  n and let i ∈ λ, j ∈ μ. Then
1
n!
∑
ρn,
k∈ρ
|Cρ,k|γ λ,iρ,kγ μ, jρ,k =
di−(λ)
dλ
δλ,μδi, j.
Since the coeﬃcients of Γ λ,i in the standard basis are orthogonal, inverting the change-of-basis
transformation is routine, giving the following.
Lemma 3.6. Let λ  n and let i be a part of λ. Then
Kλ,i =
∑
μn, j∈μ
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i Γ
μ, j.
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T =
∑
λn, i∈λ
∑
μn, j∈μ
dλ
n! γ
λ,i
μ, j Kμ, j[Kλ,i] =
∑
λn, i∈λ
Γ λ,i[Kλ,i]
so that
Γ λ,i = T Kλ,i .
Deﬁne T ∗ by
T ∗ =
∑
νn,k∈ν
∑
ρn, ∈ρ
|Cρ,|
dk−(ν)
γ ν,kρ, Kν,k[Kρ,].
Then
T ∗T =
∑
νn,k∈ν
∑
ρn, ∈ρ
|Cρ,|
dk−(ν)
γ ν,kρ, Kν,k
∑
λn, i∈λ
dλ
n! γ
λ,i
ρ,[Kλ,i]
=
∑
νn,k∈ν
∑
λn, i∈λ
dλ
dk−(ν)
(
1
n!
∑
ρn, ∈ρ
|Cρ,|γ ν,kρ, γ λ,iρ,
)
Kν,k[Kλ,i]
=
∑
λn, i∈λ
Kλ,i[Kλ,i]
making use of Corollary 3.5. Thus, T ∗T = I , the identity operator on Z1(n). Since Z1(n) is ﬁnite di-
mensional, then T T ∗ = I and T ∗ = T−1. The Kλ,i basis can be expressed in terms of the Γ μ, j basis
as follows:
Kλ,i = T T−1Kλ,i
= T
∑
μn, j∈μ
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i Kμ, j
=
∑
μn, j∈μ
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i Γ
μ, j. 
The preceding results allow the connection coeﬃcients for Z1(n) to be expressed in terms of gen-
eralized characters. Let λ,μ  n and let i ∈ λ and j ∈ μ. The product Kλ,i Kμ, j may be written in the
Z1-idempotent basis as
Kλ,i Kμ, j = |Cλ,i||Cμ, j|
∑
λ′n, i′∈λ
∑
μ′n, j′∈μ′
γ λ
′,i′
λ,i
di′−(λ′)
γ
μ′, j′
μ, j
d j′−(μ′)
Γ λ
′,i′Γ μ
′, j′ .
By orthogonal idempotency of the Z1-idempotents (part (2) of Lemma 3.2), this may be written as
Kλ,i Kμ, j = |Cλ,i||Cμ, j|
∑
ρn, ∈ρ
γ
ρ,
λ,i γ
ρ,
μ, j
d2−(ρ)
Γ ρ,.
Extracting the coeﬃcient of Kν,k yields the following.
Theorem 3.7. Let λ,μ,ν  n and let i, j and k be parts of λ, μ and ν , respectively. Let the coeﬃcients cν,k
λ,i,μ, j
be deﬁned by Kλ,i Kμ, j =∑νn,k∈ν cν,kλ,i,μ, j Kν,k. Then
cν,k
λ,i,μ, j =
|Cλ,i||Cμ, j|
n!
∑
ρn, ∈ρ
γ
ρ,
λ,i γ
ρ,
μ, j γ
ρ,
ν,k
d−(ρ)
dρ
d−(ρ)
.
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which may be proven in a similar manner.
Theorem 3.8. For 1 k r, let λ(k)  n and let ik ∈ λ(k) . Let μ  n and j ∈ μ. Then
[Kμ, j]
∏
1kr
Kλ(k),ik =
1
n!
∑
ρn,
∈ρ
γ
ρ,
μ, j dρ
dr−(ρ)
∏
1kr
|Cλ(k),ik |γ
ρ,
λ(k),ik
.
3.2. Evaluation of generalized characters
The method of ﬁnding explicit formulae for generalized characters presented here generalizes a
method due to Diaconis and Greene [2] for evaluating irreducible characters of the symmetric group.
Their method relies on the following fact.
Lemma 3.9. Let λ  n and let f ∈ Λ[x2, . . . , xn] be such that Kλ = f ( J2, . . . , Jn). Then
χ
μ
λ =
dμ
|Cλ| f
(
c(μ)
)
.
It should be noted that formulae for irreducible characters as evaluations of symmetric functions
were known before the work done by Diaconis and Greene; see [21], for example. Their approach of
using Jucys–Murphy elements to determine such formulae leads to an analogous result for generalized
characters. Let Λ(1)[x2, . . . , xn] denote the ring polynomials that are invariant under permutations of
x2, . . . , xn−1. Such a polynomial will be called an almost symmetric polynomial, and may be regarded
as a polynomial in xn whose coeﬃcients are symmetric polynomials in the variables x2, . . . , xn−1. The
generalization of the Diaconis–Greene approach relies on the following.
Lemma 3.10. Let μ  n and let j be a part of μ. Let f ∈ Λ(1)[x2, . . . , xn] be such that f ( J2, . . . , Jn) =∑
λn,
i∈λ
aλ,i Kλ,i . Then Γ μ, j is an eigenvector of f ( J2, . . . , Jn) with eigenvalue f (c j−(μ), cμ, j), and
∑
λn,
i∈λ
aλ,i
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i = f (c j−(μ), cμ, j).
Proof. First, observe that 1 = K(1n),1 = ∑μn, j∈μ Γ μ, j . Indeed, this follows from Lemma 3.6 and
part (2) of Lemma 2.1, since
γ
μ, j
(1n),1 =
n!
dμ
[K(1n),1]Γ μ, j = |SYTμ, j| = d j−(μ).
Thus, ∑
λn,
i∈λ
aλ,i Kλ,i = f ( J2, . . . , Jn)K(1n),1 =
∑
μn,
j∈μ
f ( J2, . . . , Jn)Γ
μ, j.
By the deﬁnition of Γ μ, j ,
f ( J2, . . . , Jn)Γ
μ, j =
∑
T∈SYTμ, j
f ( J2, . . . , Jn)eT =
∑
T∈SYTμ, j
f
(
cT (2), cT (3), . . . , cT (n)
)
eT
=
∑
T∈SYTμ, j
f (c j−(μ), cμ, j)eT .
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f ( J2, . . . , Jn)Γ
μ, j = f (c j−(μ), cμ, j)Γ μ, j,
and
∑
λn,
i∈λ
aλ,i Kλ,i =
∑
μn,
j∈μ
f (c j−(μ), cμ, j)Γ
μ, j.
On the other hand, by Lemma 3.6, the standard basis for Z1(n) may also be expressed in the general-
ized character basis as follows:
∑
λn,
i∈λ
aλ,i Kλ,i =
∑
λn,
i∈λ
aλ,i
∑
μn,
j∈μ
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i Γ
μ, j.
Comparing coeﬃcients in the Z1-idempotent basis gives the result. 
An immediate corollary of this result is the following expression for generalized characters.
Corollary 3.11. Let λ,μ  n and let i and j be parts of λ and μ, respectively. Let f ∈ Λ(1)[x2, . . . , xn] be such
that f ( J2, . . . , Jn) = Kλ,i . Then the generalized characters are given by the formula
γ
μ, j
λ,i =
d j−(μ)
|Cλ,i| f (c j−(μ), cμ, j).
This result may be used to express the generalized character γ λ,iμ, j as an evaluation of an almost
symmetric polynomial, provided there is an explicit expression for Kμ, j as an almost symmetric poly-
nomial in Jucys–Murphy elements. (The existence of such a polynomial is guaranteed by a result of
Olshanski [17], namely, that Λ(1)[ J2, . . . , Jn] = Z1(n).) Some examples of generalized characters which
can be evaluated using this method are given in Table 2 of Appendix A, using the expressions for basis
elements of Z1(n) appearing in Table 1.
There are two important relationships between sums of generalized characters and irreducible
characters of the symmetric group. The ﬁrst follows directly from Deﬁnitions 3.1 and 3.4:
Lemma 3.12. Let λ,μ  n. Then χμλ =
∑
j∈μ γ
μ, j
λ,i for any i ∈ λ.
Lemma 3.10 may also be used to prove an analogous relationship in which the sum is taken over
subscripts, instead of superscripts.
Lemma 3.13. Let λ,μ  n and let j be a part of μ. Then
χ
μ
λ =
dμ
|Cλ|d j−(μ)
∑
i∈λ
|Cλ,i|γ μ, jλ,i .
Proof. Let fλ,i ∈ Λ(1)[x2, . . . , xn] be such that fλ,i( J2, . . . , Jn) = Kλ,i , and let fλ ∈ Λ[x2, . . . , xn] be a
symmetric polynomial in x2, . . . , xn such that fλ( J2, . . . , Jn) = Kλ . Thus,
∑
fλ,i( J2, . . . , Jn) = fλ( J2, . . . , Jn).i∈λ
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fλ(cμ)eT = fλ( J2, . . . , Jn)eT =
∑
i∈λ
fλ,i( J2, . . . , Jn)eT
=
∑
i∈λ
fλ,i(c j−(μ), cμ, j)eT ,
so fλ(cμ) =∑i∈λ fλ,i(c j−(μ), cμ, j). Applying Lemmas 3.9 and 3.10 yields the result. 
These results may be used to obtain some generalized character formulae which do not appear in
Table 2. For example,
Corollary 3.14. Let μ  n and let j be a part of μ. Then
γ
μ, j
(n−1,1),n−1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if μ = (n), j = n,
(−1)n if μ = (1n), j = 1,
(−1)k+1
n−1 if μ = (n − k,1k), 1 k n − 2, j = n − k,
(−1)k
n−1 if μ = (n − k,1k), 1 k n − 2, j = 1,
(−1)k
k(n−k−2) if μ = (n − k − 1,2,1k−1), j = 2,
0 otherwise.
Proof. Rearranging the equation in Lemma 3.13 gives
γ
μ, j
(n−1,1),n−1 =
1
n − 1
(
nd j−(μ)
dμ
χ
μ
(n−1,1) − γ μ, j(n−1,1),1
)
.
Substituting the known value for and γ μ, j
(n−1,1),1 along with the fact that
χ
μ
(n−1,1) =
⎧⎪⎨
⎪⎩
1 if μ = (n),
(−1)n if μ = (1n),
(−1)k if μ = (n − k − 1,2,1k−1),
0 otherwise
gives the result. (The formula for χμ(n−1,1) is a known result, but it can also be obtained using
Lemma 3.12 and Table 2.) 
Summing generalized characters over all partitions with a ﬁxed number of parts gives a more
explicit result.
Lemma 3.15. Let ρ  n and let  be a part of ρ . Then
∑
λn,
m(λ)=m, i∈λ
|Cλ,i|
d−(ρ)
γ
ρ,
λ,i = en−m(cρ) =
[
tm
]
cρ(t).
Proof. It is routine to show that the elementary symmetric polynomial en−m(x2, . . . , xn) evaluated at
the Jucys–Murphy elements is given by
en−m( J2, . . . , Jn) =
∑
λn,
m(λ)=m
Kλ =
∑
λn,
m(λ)=m, i∈λ
Kλ,i .
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∑
λn,
m(λ)=m, i∈λ
|Cλ,i|
d−(ρ)
γ
ρ,
λ,i = en−m(cρ).
The result then follows by using the generating series for elementary symmetric functions. 
4. Applications to the star factorization problem
In this section, the methods of Section 3 are applied to the study of the star factorization problem.
The most general form of the solution to the star factorization problem, in terms of generalized char-
acters, is given in Theorem 4.1. Knowledge of explicit expressions for generalized characters and of
algebraic relationships between generalized characters allows us to identify special cases of the star
factorization problem which have more structure than the general problem. A new formula is given
for the number of star factorizations of a permutation π ∈ C(n−1,1),n−1 in Corollary 4.2. The num-
ber of star factorization of all π in a given conjugacy class is given in terms of ordinary irreducible
characters in Theorem 4.3. Finally, Theorem 4.4 establishes a relationship between the set of all star
factorizations of a permutation with r cycles and content polynomials.
The material in Section 3 provides the following two methods for determining J rn .
(1) Use Theorem 3.8, with λ(k) = (2,1n−2) and ik = 2 for 1 k r, along with the expression
γ
μ, j
(2,1n−2),2 = (n − 1)−1d j−(μ)cμ, j
from Table 2.
(2) Use Lemma 3.10, with f (x2, . . . , xn) = xrn . Expressing the identity element in the Z1-idempotent
basis gives
J rn = f ( J2, . . . , Jn)
∑
μn,
j∈μ
Γ μ, j =
∑
μn,
j∈μ
crμ, jΓ
μ, j.
Using either method leads to the following result.
Theorem 4.1. Let λ  n and let i be a part of λ. For π ∈ Cλ,i , the number of factorizations of π into r star
transpositions is given by
[Kλ,i] J rn =
∑
μn,
j∈μ
dμ
n! γ
μ, j
λ,i c
r
μ, j.
Theorem 4.1 can be used to give more explicit expressions for the coeﬃcients of J rn in cases when
the generalized characters arising in the expression for J rn can be evaluated. For example, Corol-
lary 3.14 gives a simple expression for γ μ, j
(n−1,1),n−1. Thus, Theorem 4.1 gives the following expressions
for the number of factorizations of a permutation in C(n−1,1),n−1 into star transpositions.
Corollary 4.2. Let r  1. The number of factorizations of a permutation π ∈ C(n−1,1),n−1 into r star transposi-
tions is given by
[K(n−1,1),n−1] J rn =
r!
n!(n − 1)
[
xr
](
2n cosh
(
(n − 1)x)− 2n sinh
(
(n − 1)x
2
)
sinh
(
x
2
)n−1)
,
(1)
when n is even, and
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r!
n!(n − 1)
[
xr
](
2n sinh
(
(n − 1)x)− 2n sinh
(
(n − 1)x
2
)
sinh
(
x
2
)n−1)
(2)
when n is odd.
Proof. By Table 2, the only marked partitions (μ, j) which make a non-zero contribution to the for-
mula of Theorem 4.1 are those of the form ((n−k,1k),n−k), ((n−k,1k),1) and ((n−k−1,2,1k−1),2).
For marked partitions of the form ((n − k − 1,2,1k−1),2), the quantity cμ, j is zero, so when r  1,
these partitions do not contribute to the sum. There are four cases giving non-zero contributions to
[K(n−1,1),n−1] J rn . The pair ((n),n) contributes
1
n! (n − 1)
r .
The pair ((1n),1) contributes
1
n! (−1)
n(1− n)r .
The partitions of the form ((n − k,1k),n − k) contribute
∑
1kn−2
(
n − 1
k
)
(−1)k+1
n!(n − 1) (n − k − 1)
r,
and partitions of the form ((n − k,1k),1) contribute
∑
1kn−2
(
n − 1
k
)
(−1)k
n!(n − 1) (−k)
r .
Using the fact that jk = k![xk]e jx , the sum over these four cases simpliﬁes to
[K(n−1,1),n−1] J rn =
r!
n!(n − 1)
[
xr
](
ne(n−1)x + (−1)nne−(n−1)x + (1− e(n−1)x)(1− e−x)n−1).
(Constant terms may be disregarded when extracting the coeﬃcient of xr , since r  1.) The result now
follows. 
Table 2 gives simple expressions for γ μ, j(n),n and γ
μ, j
(n−1,1),1, which may be used to obtain the follow-
ing expressions in a manner similar to the proof of Corollary 4.2. The number of factorizations of a
full cycle of length n into r star transpositions is given by
[K(n),n] J rn =
2n(r + 1)!
n!(n − 1)
[
xr+1
]
sinh
(
(n − 1)x
2
)
sinh
(
x
2
)n−1
, (3)
and the number of factorizations of a permutation π ∈ C(n−1,1),1 into r star transpositions is given by
[K(n−1,1),1] J rn =
2nr!
n!
[
xr
]
sinh
(
(n − 1)x
2
)
sinh
(
x
2
)n−1
. (4)
Since star factorizations of the elements of C(n),n and C(n−1,1),1 are necessarily transitive, the formulae
given in Eqs. (3) and (4) coincide with the formula given by Goulden and Jackson for the same
problem. Eq. (1) is notable for corresponding to a case in which not all the factorizations which
are enumerated by this formula are transitive, and which cannot be obtained from the formula of
Goulden and Jackson.
Lemma 3.13 may be used to give an expression for the number of star factorizations of all per-
mutations in a given conjugacy class as a linear combination of irreducible characters. This surprising
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which has been obtained as a result of working in the algebra Z1(n). It is not known how to obtain
this result by working only in the centre of C[Sn].
Theorem 4.3. Let λ  n, and r  1. The number of factorizations (τ1, . . . , τr) such that each τi is a star trans-
position and
∏
1ir τi ∈ Cλ is given by
|Cλ|
n!
∑
μn
(∑
j∈μ
d j−(μ)c
r
μ, j
)
χ
μ
λ .
Proof. The number of sequences satisfying the stated properties is
∑
i∈λ
|Cλ,i|[Kλ,i] J rn.
By Theorem 4.1, after interchanging the order of summation, this expression is equal to
∑
μn,
j∈μ
dμ
n! c
r
μ, j
∑
i∈λ
|Cλ,i|γ μ, jλ,i .
By Lemma 3.13, for any j ∈ μ,
∑
i∈λ
|Cλ,i|γ μ, jλ,i =
|Cλ|d j−(μ)
dμ
χ
μ
λ ,
from which the result follows. 
As a further specialization, Lemma 3.15 suggests that the formula for products of Jucys–Murphy el-
ements has a particularly elegant form, in terms of content polynomials, when we are only concerned
with the number of cycles of permutations appearing in the product, as opposed to their cycle type.
In other words, Lemma 3.15 gives the solution to this problem as a linear combination of content
polynomials.
Theorem 4.4. The number of ordered factorizations π = τ1τ2 · · ·τr such that π has k cycles and τi = ( j,n)
for some 1 j  n − 1 is given by
1
n!
∑
μn,
j∈μ
dμd j−(μ)c
r
μ, jen−k(cμ) =
1
n!
[
tk
] ∑
μn,
j∈μ
dμd j−(μ)c
r
μ, jcμ(t).
Proof. This number is given by
∑
λn,
m(λ)=k
∑
i∈λ
|Cλ,i|[Kλ,i] J rn =
∑
λn,
m(λ)=k
∑
i∈λ
|Cλ,i|
∑
μn,
j∈μ
dμ
n! γ
μ, j
λ,i c
r
μ, j
= 1
n!
∑
μn,
j∈μ
dμd j−(μ)c
r
μ, j
( ∑
λn,
m(λ)=k
∑
i∈λ
|Cλ,i|
d j−(μ)
γ
μ, j
λ,i
)
,
from which the result follows by an application of Lemma 3.15. 
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Appendix A. Generalized character expressions obtained using the generalized Diaconis–Greene
method
In Tables 1 and 2, for λ  n, σ(λ) is the sum of contents of a tableau of shape λ, and σ (2) is the
sum of squares of contents of a tableau of shape λ.
Table 1
Expressions for standard basis elements of Z1(n) as almost-symmetric polynomials
in Jucys–Murphy elements.
λ, i Kλ,i
(2,1n−2),2 Jn
(2,1n−2),1 p1( J2, . . . , Jn−1)
(3,1n−3),3 J2n − (n − 1)K(1n),1
(2,2,1n−4),2 p1( J2, . . . , Jn−1) Jn − J2n + (n − 1)K(1n),1
(3,1n−3),1 p2( J2, . . . , Jn−1) −
(n−1
2
)
K(1n),1
(2,2,1n−4),1 12 (p1( J2, . . . , Jn−1)
2 − 3p2( J2, . . . , Jn−1)) +
(n−1
2
)
K(1n),1
(n),n en−1( J2, . . . , Jn)
(n − 1,1),1 en−2( J2, . . . , Jn−1)
Table 2
Explicit formulae for various generalized characters. In this table, σ(λ) denotes the
sum of contents of any tableau of shape λ, and σ (2)(λ) denotes the sum of squares
of any tableau of shape λ.
λ, i γ μ, j
λ,i
(2,1n−2),2 (n − 1)−1cμ, jd j−(μ)
(2,1n−2),1
(n−1
2
)−1
σ( j−(μ))d j−(μ)
(3,1n−3),3 12
(n−1
2
)−1
(c2μ, j − n + 1)d j−(μ)
(2,2,1n−4),2 (n − 1)−1(n−12 )−1(σ ( j−(μ))cμ, j − c2μ, j + n − 1)d j−(μ)
(3,1n−3),1 12
(n−1
3
)−1(
σ (2)( j−(μ)) −
(n−1
2
))
d j−(μ)
(2,2,1n−4),1 16
(n−1
4
)−1
(σ ( j−(μ))2 − 3σ (2)( j−(μ)) + (n − 1)(n − 2))d j−(μ)
(n),n
⎧⎨
⎩
(−1)k n−k−1n−1 if μ = (n − k,1k), j = n − k;
(−1)k kn−1 if μ = (n − k,1k), j = 1;
0 otherwise.
(n − 1,1),1
⎧⎪⎨
⎪⎩
(−1)k if μ = (n − k − 1,2,1k−1) and j = 2;
(−1)k if μ = (n − k,1k) and j = n − k;
(−1)k−1 if μ = (n − k,1k) and j = 1;
0 otherwise.
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