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Introduction
The aim of the present thesis is twofold: to study the problem of discreteness
of the spectrum of Schro¨dinger operators with matrix-valued potentials in
Rd (Chapter 1), and to prove new pointwise bounds for weighted Bergman
kernels in Cn (chapters 2 and 3). These two themes are connected by the
observation that the weighted Bergman kernel may be effectively studied
by means of the analysis of the weighted Kohn Laplacian, which in turn is
unitarily equivalent to a Scho¨dinger operator with matrix-valued potential.
The Kohn Laplacian is a key differential operator in complex analysis,
and here we will deal with its weighted variant. It was Berndtsson to use
for the first time the observation above to deduce results in complex analy-
sis from known facts in mathematical physics [Ber96]. Later, the same idea
was successfully exploited by Christ [Chr91], Fu and Straube [FS02], [FS03],
Christ and Fu [CF05], and Haslinger [Has06]. All of these papers concern
one-dimensional complex analysis, while our goal is to extend part of these
technology to several variables, a problem raised by Christ in [Chr91].
Let us begin with the first part. Given a magnetic potential A : Rd → Rd
and an electric potential V : Rd → R, the corresponding Schro¨dinger operator
is formally defined as follows:
HA,V ψ := −∆Aψ + V ψ,
where ∆Aψ :=
∑d
k=1
(
∂
∂xk
− iAk
)(
∂
∂xk
− iAk
)
ψ. Under appropriate as-
sumptions on A and V (see [AHS78] for precise statements), one can extend
HA,V as a self-adjoint operator on L2(Rd). It is a classical problem in mathe-
matical physics to study how the properties of the spectrum of this operator
depend on V and A. A particularly interesting property, which may or may
not hold, is discreteness of the spectrum or, in quantum physics terminology,
quantization of energy. When the potential V is non-negative, this turns out
i
to be equivalent [Iwa86] to the existence of a function µ : Rd → [0,+∞] such
that limx→∞ µ(x) = +∞ and
(HV,Aψ, ψ) =
ˆ
Rd
|∇Aψ|2 +
ˆ
Rd
V |ψ|2 ≥
ˆ
Rd
µ2|ψ|2 ∀ψ. (1)
The estimate above obviously holds for µ2 = V ≥ 0 Therefore if
lim
x→∞
V (x) = +∞,
then the spectrum of HV,A is discrete. Nevertheless this condition is not
necessary for discreteness of the spectrum: a weaker necessary and sufficient
condition was found in 1953 by Molchanov and significantly refined in 2005
by Maz’ya and Shubin (see Section 1.5 for details in the case A = 0 and
V ≥ 0, and the paper [KMS09] for the magnetic case, still with V ≥ 0).
In Chapter 1 we study the problem of discreteness of the spectrum for
Schro¨dinger operators with matrix-valued potentials, which from now on will
be simply called matrix Schro¨dinger operators. These are natural general-
izations of ordinary Schro¨dinger operators obtained by replacing the Hilbert
space L2(Rd) with L2(Rd,Cm), that is by considering vector-valued wave-
functions. The electric potential is defined as a mapping
V : Rd → Hm,
whereHm is the space ofm×mHermitian matrices, while magnetic potentials
are defined as before. The corresponding matrix Schro¨dinger operator is
formally defined in analogy with the scalar case:
HA,V ψ := −∆Aψ + V ψ,
where now ψ is Cm-valued, ∆A acts diagonally, i.e., componentwise, and V ψ
is the pointwise matrix-times-vector product. Since V is Hermitian, HA,V is
formally self-adjoint.
When A = 0 and V is locally integrable and the matrix V (x) is non-
negative at each x ∈ Rd, it is easy to extend HV ≡ HV,0 to a densely-
defined self-adjoint operator on L2(Rd,Cm). The operators HV were already
considered in the literature: see, e.g., [FLS07].
The first original result we present (Theorem 1.14) is a characterization
of discreteness of the spectrum of HV when V is in a matrix-valued Muck-
enhoupt A∞ class, that we introduce for this purpose. A by-product of our
ii
definition of the appropriate A∞ class is that a fairly natural generalization
of Maz’ya-Shubin characterization to matrix Schro¨dinger operators cannot
hold. We also discuss the relation of our Muckenhoupt class of matrices with
the matrix-valued A2 class introduced by Treil and Volberg in the context of
vector-valued harmonic analysis.
The other results of Chapter 1 originate from the comparison of matrix
and scalar Schro¨dinger operators. If A ∈ Hm, we denote by λ(A) the smallest
eigenvalue of A. If V : Rd → Hm is a non-negative and locally integrable
matrix potential, we have the scalar potential λ(V ), and it is easy to see that:
Hλ(V ) has discrete spectrum =⇒ HV has discrete spectrum. (2)
The reverse implication fails rather dramatically in general. In fact, Theorem
1.21 gives a sufficient condition for discreteness of the spectrum, which is
satisfied by certain matrix-valued potentials V such that V (x) has rank 1 for
every x. If m ≥ 2, we have λ(V ) ≡ 0 for these potentials, and hence Hλ(V ) =
−∆ is well-known not to have discrete spectrum. The sufficient condition
of Theorem 1.21 is formulated in terms of a new concept of oscillation for
mappings associating to each point x ∈ Rd a linear subspace of Cm (i.e.,
measurable vector-bundles of non-constant rank).
The last result of the first part (Theorem 1.25) is somewhat complemen-
tary to Theorem 1.21, and states that the reverse implication of (2) holds for
2 × 2 potentials with real polynomial entries, showing that under a rigidity
hypothesis on the potential the problem of discreteness of the spectrum may
be reduced to a scalar problem.
In the second part of the thesis (chapters 2 and 3) the basic datum is a
weight
ϕ : Cn −→ R,
and the principal objects of study are:
1. the weighted Bergman space A2(Cn, ϕ), i.e., the closed subspace of the
Hilbert space
L2(Cn, ϕ) :=
{
f : Cn → C such that
ˆ
Cn
|f |2e−2ϕ < +∞
}
consisting of holomorphic functions, and the corresponding orthogonal
projector Bϕ : L
2(Cn, ϕ)→ A2(Cn, ϕ),
iii
2. the weighted ∂ problem, that is, the problem of finding a function
f ∈ L2(Cn, ϕ) such that
∂f = u,
where u ∈ L2(0,1)(Cn, ϕ) (i.e., the space of (0, 1)-forms with coefficients
in L2(Cn, ϕ)) is such that ∂u = 0,
3. the weighted Kohn Laplacian ϕ, which is a self-adjoint second order
operator on L2(0,1)(Cn, ϕ), arising naturally in the study of the weighted
∂ problem.
Bergman operators, ∂ problems and Kohn Laplacians have a long history.
Their analysis started with the works of Ho¨rmander, Bergman and Kohn
among others, and we invite the reader to consult the bibliography of [CS01]
for a rich historical background.
The three objects listed above are strongly interrelated. In fact, our
main goal is to prove pointwise bounds for the integral kernel Bϕ(z, w) of the
weighted Bergman projector Bϕ. By an adaptation due to Delin [Del98] of
an argument of Kerzman [Ker72], it is enough to prove pointwise estimates
on the solutions of the weighted ∂ problem that are orthogonal to A2(Cn, ϕ).
These bounds may in turn be obtained from a careful study of the Kohn
Laplacian ϕ.
This brings our attention on ϕ and, as anticipated at the beginning of
the introduction, ϕ is unitarily equivalent to a scalar multiple of a matrix
Schro¨dinger operatorHV,A acting on L2(Cn,Cn), whose magnetic and electric
potentials depend on ϕ.
This observation was exploited in one-complex dimension by Christ, who
proved in [Chr91] that if ϕ : C → R is subharmonic and satisfies some mild
regularity and uniformity assumptions, then
|Bϕ(z, w)| ≤ Ceϕ(z)+ϕ(w) e
−εd0(z,w)
ρ0(z)ρ0(w)
∀z, w ∈ C,
where
ρ0(z) := sup
{
r > 0 :
ˆ
|w−z|≤r
∆ϕ ≤ 1
}
, (3)
and d0 is the Riemannian distance on C ≡ R2 associated to the metric
ρ0(z)
−2(dx2 + dy2). Christ’s proof appeals to Agmon theory, a powerful tool
iv
developed to establish exponential decay of eigenfunctions of Schro¨dinger
operators [Agm82].
In trying to extend this approach to several complex variables, one has
to face two difficulties:
1. ϕ is no longer an ordinary Schro¨dinger operator, but a matrix Schro¨dinger
operator,
2. the electrical potential V is no longer non-negative.
The most serious obstacle is the second one, and to avoid it we have to fol-
low a different route. Before describing it, it is worth mentioning that Delin
obtained in [Del98] a generalization of Christ’s result in several variables
under the assumption that ϕ be uniformly strictly plurisubharmonic. Unfor-
tunately, Delin’s result does not apply to weakly plurisubharmonic weights.
Coming back to our approach, we say that ϕ is µ-coercive if
(ϕu, u)ϕ ≥
ˆ
Cn
µ2|u|2e−2ϕ ∀u ∈ L2(0,1)(Cn, ϕ),
where (·, ·)ϕ is the scalar product in L2(0,1)(Cn, ϕ), and µ : Cn → [0,+∞].
This condition should be compared with (1).
In Chapter 2 we prove (Theorem 2.32) that if ϕ : Cn → R is a plurisub-
harmonic weight such that ϕ is κ−1-coercive, and ϕ and κ meet some addi-
tional mild restrictions, then we have the following estimate for the weighted
Bergman kernel:
|Bϕ(z, w)| ≤ Ceϕ(z)+ϕ(w)κ(z)
ρ(z)
e−εdκ(z,w)
ρ(z)nρ(w)n
∀z, w ∈ Cn, (4)
where
ρ(z) := sup
{
r > 0 : max
|w−z|≤r
∆ϕ(w) ≤ r−2
}
, (5)
and dκ is the Riemannian distance associated to the metric
κ(z)−2
n∑
j=1
(dx2j + dy
2
j ).
Notice that (3) is better than (5), in the sense that when n = 1 ρ0 is larger
than ρ. This difference comes from the use of L∞ rather than L1 bounds in
v
our arguments. We do not consider this a serious limitation, since ρ0 and ρ
are comparable when the weight ϕ is a polynomial, a particularly interesting
case often used as a model of the more general finite-type case.
The second important thing to observe is that the distance d0 in Christ’s
estimate is replaced by dκ in our estimate, and that a factor
κ(z)
ρ(z)
appears.
If ϕ is cρ−1-coercive (for some c > 0), which is the case when the
eigenvalues of the complex Hessian of ϕ are comparable (Theorem 2.33),
then our result is the natural generalization of Christ’s, that is
|Bϕ(z, w)| ≤ Ceϕ(z)+ϕ(w) e
−εdρ(z,w)
ρ(z)nρ(w)n
∀z, w ∈ Cn.
In general, ϕ is not cρ−1-coercive, and Theorem 2.32 is essentially a
conditional result giving a non-trivial estimate for Bϕ(z, w) whenever one
knows that ϕ is µ-coercive.
It is then natural to consider the problem of establishing µ-coercivity
of ϕ for weights in a given class. In Chapter 3 we study this problem
for a class of polynomial weights in C2, which we name homogeneous model
weights, since they are homogeneous with respect to certain non necessarily
isotropic dilations (see Section 3.1 for the precise definition). Theorem 3.5
states that if ϕ : C2 → [0,+∞) is a homogeneous model weight, then ϕ is
µ-coercive, where
µ(z, w) = c(1 + |z|σ + |w|τ ).
Here c is a positive constant depending on ϕ and σ and τ are non-negative
real numbers which can be easily computed from the Newton diagram of ϕ.
The proof of this result is based both on explicit computations and on
a more conceptual tool: a holomorphic uncertainty principle (Lemma 3.8)
which is again inspired by the relation of weighted Kohn Laplacians and
matrix Schro¨dinger operators.
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Notation
Let us introduce some notation concerning matrices that will be used through-
out the work.
The symbol (v, w) denotes the Hermitian scalar product of v, w ∈ Cm,
while x · y is the euclidean scalar product of x, y ∈ Rm.
In this thesis we often deal with matrices and matrix-valued functions.
We denote by Hm (m ∈ N) the real vector space of Hermitian matrices, i.e.
A = (Ajk)
m
j,k=1 ∈ Hd if and only if Ajk ∈ C for every j, k and Ajk = Akj. The
matrix A ∈ Hm acts as a self-adjoint linear operator on Cm, i.e.,
(Av,w) = (v, Aw) ∀v, w ∈ Cm,
and by the spectral theorem there exists an orthonormal basis v1, . . . , vm of
Cm consisting of eigenvectors of A. The eigenvalues λ1, . . . , λm are real, the
smallest one is
λ(A) := min
|v|=1
(Av, v),
and the largest one is
µ(A) := max
|v|=1
(Av, v).
The operator norm of A, defined as usual as ||A|| := max|v|≤1 |Av|, is easily
seen to be equal to µ(A).
A function V : E → Hm (E ⊆ Rd) is said to be (locally) integrable if its
pointwise operator norm ||V || is (locally) integrable. If it is integrable ´
E
V
is the element of Hm defined by the identity((ˆ
E
V
)
v, w
)
=
ˆ
E
(V v, w) ∀v, w ∈ Cm.
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Chapter 1
Matrix Schro¨dinger operators
In this chapter we present our results concerning matrix Schro¨dinger oper-
ators. Sections 1.1 through 1.5 contain a few basic facts about them and
the statement of the Maz’ya-Shubin characterization of discreteness of the
spectrum for scalar Schro¨dinger operators. Sections 1.6 through 1.16 contain
our original results.
1.1 Magnetic potentials, gradients
and Laplacians
A magnetic potential on Rd is, for our purposes, any C1 vector field
A : Rd → Rd.
The magnetic gradient (relative to A) of a C1 scalar function f : Rd → C is
defined as
∇Af :=
(
∂f
∂x1
− iA1f, . . . , ∂f
∂xd
− iAdf
)
.
Notice that ∇Af is Cd-valued. If A = 0, then ∇A coincides with the ordinary
Euclidean gradient.
The formal adjoint ∇∗A of the magnetic gradient is the divergence-like
differential operator that takes a C1 vector-valued function F : Rd → Cd
into the scalar function
∇∗AF =
d∑
k=1
(
− ∂
∂xk
+ iAk
)
Fk.
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Of course, we have the identity
´
Rd∇Af ·F =
´
Rd f∇∗AF , whenever f and F
are C1, and either f or F is compactly supported.
In analogy with the definition of the ordinary Laplacian as the compo-
sition of divergence and gradient, we define the magnetic Laplacian of a C2
scalar function f : Rd → C:
∆Af := −∇∗A∇Af
= −
d∑
k=1
(
− ∂
∂xk
+ iAk
)(
∂
∂xk
− iAk
)
f
= ∆f − 2i
d∑
k=1
Ak
∂f
∂xk
− idiv(A)f − |A|2f,
where div(A) =
∑d
j=1
∂Aj
∂xj
denotes the ordinary divergence of A. An integra-
tion by parts yields the identity
−
ˆ
Rd
∆Aff =
ˆ
Rd
|∇Af |2 = −
ˆ
Rd
f∆Af ∀f ∈ C2c (Rd),
showing in particular that ∆A is formally self-adjoint and non-positive.
Of course, one can define ∇A, ∇∗A and ∆A distributionally on less reg-
ular functions, but in this section we are only interested in formal definitions.
The next lemma contains an important basic fact about magnetic Lapla-
cians: the diamagnetic inequality.
Lemma 1.1. If f ∈ C1(Rd) then
|∇Af(x)| ≥ |∇|f |(x)| a.e. x ∈ Rd.
Notice that |f | is Lipschitz and thus ∇|f | exists almost everywhere by
Rademacher’s theorem.
Proof. If∇|f |(x) exists, then |∇|f |(x)| ≤ |∇f(x)|. If f(x) = 0 then∇Af(x) =
∇f(x) and the proof is complete.
If f(x) 6= 0, in a neighborhood of x we can write f = reiθ, where r and θ
2
are smooth and real-valued. We have
|∇Af |2 =
d∑
k=1
∣∣∣∣( ∂∂xk − iAk
)
(reiθ)
∣∣∣∣2
=
d∑
k=1
∣∣∣∣( ∂r∂xk + ir ∂θ∂xk − irAk
)
eiθ
∣∣∣∣2
=
d∑
k=1
∣∣∣∣ ∂r∂xk
∣∣∣∣2 + r2 ∣∣∣∣ ∂θ∂xk − Ak
∣∣∣∣2
≥
d∑
k=1
∣∣∣∣ ∂r∂xk
∣∣∣∣2 = |∇|f ||2.
1.2 Magnetic matrix Schro¨dinger operators
A magnetic matrix Schro¨dinger operator acts on Cm-valued functions defined
on a Euclidean space Rd, and is determined by the following two data:
1. an m×m Hermitian matrix-valued electric potential
V : Rd → Hm,
which we assume to be locally integrable,
2. a C1 magnetic potential
A : Rd → Rd.
The formal expression of the magnetic matrix Schro¨dinger operator is the
following:
HV,Aψ := −∆Aψ + V ψ ∀ψ ∈ C2(Rd,Cm).
Here ∆A acts diagonally, i.e., componentwise, on ψ, and V acts by pointwise
matrix multiplication. Explicitly,
HV,Aψ =
(
−∆Aψk +
m∑
`=1
Vk`ψ`
)m
k=1
,
3
or in other words, HV,A is the matrix differential operator:
HV,A =

−∆A + V11 · · · V1m
...
. . .
...
Vm1 · · · −∆A + Vmm
 .
Since V is Hermitian at every point and ∆A is formally self-adjoint, HV,A
is formally self-adjoint too:ˆ
Rd
(HV,Aψ, φ) =
ˆ
Rd
(ψ,HV,Aφ) ∀ψ, φ ∈ C2c (Rd,Cm),
where (·, ·) is the hermitian scalar product in Cm. Notice that the integrals
are absolutely convergent because V is locally integrable.
We now define the energy functional associated to HV,A, at least for ψ ∈
C2c (Rd,Cm):
EV,A(ψ) :=
ˆ
Rd
(HV,Aψ, ψ) =
ˆ
Rd
|∇Aψ|2 +
ˆ
Rd
(V ψ, ψ), (1.1)
where |∇Aψ|2 =
∑m
k=1 |∇Aψk|2. The first term of the right-hand side of
(1.1) is called the kinetic energy, while the second is the potential energy of
ψ. Notice that (V ψ, ψ) is the pointwise evaluation of the quadratic form
associated to V on ψ.
If m = 1, HV,A is the usual magnetic Schro¨dinger operator −∆A+V with
scalar potential V , and the energy takes the form
´
Rd |∇Aψ|2 +
´
Rd V |ψ|2.
The case m ≥ 2 can not be reduced to the scalar one in general, unless
the matrices V (x) (x ∈ Rd) can be simultaneously diagonalized.
In this section we introduced magnetic matrix Schro¨dinger operators in
a formal way, that is on domains of smooth (vector-valued) functions. In
the next section we show how to extend them to self-adjoint operators in the
easier case when V is non-negative and A = 0.
1.3 Extending HV,0 to a self-adjoint operator
when V is non-negative
We assume throughout this section that
V : Rd −→ Hm
4
is locally integrable and that V ≥ 0 everywhere, i.e.,
(V (x)v, v) ≥ 0 ∀v ∈ Cm, ∀x ∈ Rd.
We begin by extending the domain of EV,0, which we simply denote by EV .
Analogously, we replace the symbol HV,0 with HV .
Let us introduce the linear space
D(EV ) :=
{
ψ ∈ L2(Rd,Cm) : ∂ψ
∂xj
∈ L2(Rd,Cm) ∀j, (V ψ, ψ) ∈ L1(Rd)
}
,
where ∂
∂xj
is to be interpreted componentwise and in the sense of distribu-
tions. If ψ ∈ D(EV ), then
EV (ψ) :=
ˆ
Rd
|∇ψ|2 +
ˆ
Rd
(V ψ, ψ)
is well-defined. This clearly extends the definition given in Section 1.2.
Proposition 1.2. The expression ||ψ||V :=
√EV (ψ) + ||ψ||2, where || · || is
the norm of L2(Rd,Cm), is a Hilbert space norm on D(EV ).
Proof. ||ψ||V is easily seen to be a norm coming from a scalar product.
Completeness is obtained observing that ψ` is a Cauchy sequence with
respect to ||·||V if and only if ψ` and ∂ψ`∂xj are Cauchy sequences in L2(Rd,Cm),
and (V ψ`, ψ`) is a Cauchy sequence in L
1(Rd) (one needs to use the fact that
V is non-negative).
Proposition 1.3. The subspace C∞c (Rd,Cm) is dense in (D(EV ), || · ||V ).
Proof. This can be seen in three steps.
(a) Compactly supported elements of D(EV ) are dense: if ψ ∈ D(EV ) and
η ∈ C∞c (Rd) is such that η(0) = 1, then η(εx)ψ(x) converges to ψ in
D(EV ) when ε→ 0.
(b) Bounded elements of D(EV ) are dense: if ψ ∈ D(EV ), then defining
ψR(x) := ψ(x) when |ψ(x)| ≤ R, and ψR(x) := R ψ(x)|ψ(x)| otherwise, one
has the convergence ψR → ψ in D(EV ), by the chain rule for Sobolev
spaces and dominated convergence.
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(c) Smooth compactly supported elements of D(EV ) are dense: if ψ ∈
D(EV ) is bounded and compactly supported and {ϕε}ε>0 is a scalar
approximate identity, then ϕε ∗ ψ → ψ in D(EV ).
The omitted details are standard.
Proposition 1.4. The operator
HV := −∆ + V,
where ∆ acts componentwise and distributionally, defined on the dense do-
main
D(HV ) := {ψ ∈ D(EV ) : −∆ψ + V ψ ∈ L2(Rd,Cm)} ⊆ L2(Rd,Cm),
is self-adjoint. Moreover,ˆ
Rd
(HV ψ, ψ) = EV (ψ) ∀ψ ∈ D(HV ), (1.2)
and in particular HV is non-negative.
Proof. The proof follows the standard construction of the Friedrich’s exten-
sion.
Fix φ ∈ L2(Rd,Cm) and consider the linear functional ψ 7→ ´Rd(ψ, φ) on
the space D(EV ). Since∣∣∣∣ˆ
Rd
(ψ, φ)
∣∣∣∣ ≤ ||ψ||V · ||φ|| ∀ψ ∈ D(EV ),
by Proposition 1.2 and the Riesz Lemma, there exists a unique N(φ) ∈ D(EV )
such that
ˆ
Rd
(ψ, φ) =
ˆ
Rd
(ψ,N(φ)) +
d∑
j=1
ˆ
Rd
(
∂ψ
∂xj
,
∂N(φ)
∂xj
)
+
ˆ
Rd
(V ψ,N(φ)) (1.3)
for every ψ ∈ D(EV ). Moreover,
||N(φ)||V ≤ ||φ||.
Since (1.3) holds for every ψ ∈ C∞c (Rd,Cm), we see that N(φ) ∈ D(HV )
and that
N(φ)−∆N(φ) + V N(φ) = φ,
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in the sense of distributions.
This proves that the operator 1+HV defined on D(HV ) is surjective with
a bounded right inverse N . Notice that 1+HV is injective too: if φ′ ∈ D(EV )
and φ′ +HV φ′ = 0, then
ˆ
Rd
(ψ, φ′) +
d∑
j=1
ˆ
Rd
(
∂ψ
∂xj
,
∂φ′
∂xj
)
+
ˆ
Rd
(V ψ, φ′) = 0
for every ψ ∈ C∞c (Rd,Cm). By Proposition 1.3, this implies ||φ′||V = 0 and
hence φ′ = 0.
Evaluating (1.3) in ψ = N(φ′) one immediately sees that N is self-adjoint.
Hence its inverse 1 +HV and HV are self-adjoint.
Identity (1.2) is just a rewriting of (1.3).
1.4 The problem of discreteness of the spec-
trum
We continue to assume that V : Rd → Hm is non-negative and locally in-
tegrable. Thanks to Proposition 1.4, we have the non-negative self-adjoint
operator HV , to which spectral theory may be applied.
We consider the following problem: for which potentials V , does HV have
discrete spectrum? Here we adopt a common terminology saying that a self-
adjoint operator has discrete spectrum if its spectrum is a discrete subset of
R consisting of eigenvalues of finite multiplicity.
We have a classical characterization of discreteness of the spectrum, whose
proof is identical to the one in the scalar case, as can be found, e.g., in [KS99,
pp. 190-191].
Proposition 1.5. HV has discrete spectrum if and only if for every ε > 0
there is R < +∞ such that
ˆ
|x|≥R
|ψ|2 ≤ ε · EV (ψ) ∀ψ ∈ D(EV ). (1.4)
Observe that, thanks to Proposition 1.3, it is enough to verify (1.4) for
every ψ ∈ C∞c (Rd,Cm).
The following statement is a consequence of Proposition 1.5.
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Proposition 1.6. Let V : Rd → Hm be non-negative and locally integrable.
If Hλ(V ) has discrete spectrum, then HV has discrete spectrum too.
Proposition 1.24 will show that the converse implication fails in general.
Recall that λ(V ) := minu∈Cm: |u|=1(V u, u) is the minimal eigenvalue of V ,
and therefore it is a non-negative and locally integrable scalar potential.
Proof. By Proposition 1.5, for every ε > 0 there exists R < +∞ such thatˆ
|x|≥R
|φ|2 ≤ ε
(ˆ
Rd
|∇φ|2 +
ˆ
Rd
λ(V )|φ|2
)
∀φ ∈ C∞c (Rd). (1.5)
Given ψ ∈ C∞c (Rd,Cm), we apply (1.5) to φ = ψj (j = 1, . . . ,m):ˆ
|x|≥R
|ψ|2 =
m∑
j=1
ˆ
|x|≥R
|ψj|2
≤ ε
(
m∑
j=1
ˆ
Rd
|∇ψj|2 +
m∑
j=1
ˆ
Rd
λ(V )|ψj|2
)
≤ ε
(ˆ
Rd
|∇ψ|2 +
ˆ
Rd
(V ψ, ψ)
)
.
By Proposition 1.5, the matrix Schro¨dinger operator HV has discrete spec-
trum.
1.5 The Maz’ya-Shubin characterization of
discreteness of the spectrum in the scalar
case
The problem of discreteness of the spectrum of HV has been deeply studied
in the scalar case (m = 1). Molchanov obtained in [Mol53] a necessary
and sufficient condition, and Maz’ya and Shubin significantly improved it
in [MS05]. It is a slightly simplified version of their result that we present
now.
In order to state it, we recall the notion of Wiener capacity from classical
potential theory. If d ≥ 3 and F ⊆ Rd is compact, we define its capacity as
follows:
Cap(F ) := inf
{ˆ
Rd
|∇η|2 : η ∈ C∞c (Rd, [0, 1]) s. t. η = 1 on F
}
. (1.6)
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Unfortunately, one needs to modify the definition when d < 3. If F ⊆ Q is
compact and Q ⊆ R2 is a square, we define the capacity of F relative to Q:
Cap(F,Q) := inf
{ˆ
R2
|∇η|2 : η ∈ C∞c (2Q, [0, 1]) s. t. η = 1 on F
}
. (1.7)
Here 2Q denotes the square with same center as Q and double side length.
Finally, if F ⊆ Q is compact and Q ⊆ R is an interval of length `, we put
Cap(F,Q) = 0 if F = ∅ and Cap(F,Q) = `−1 if F 6= ∅.
If Q is a cube in Rd (d ≥ 3) and γ > 0, we denote by Nγ(Q) the set of
γ-negligible subsets of Q, that is, the collection of compact subsets F of Q
such that Cap(F ) ≤ γCap(Q). If d = 1 or 2, one has to replace Cap(F ) with
Cap(F,Q). In particular, if d = 1 and γ < 1, then Nγ(Q) = {∅}.
We denote by Q(x, `) the cube centered at x ∈ Rd with sides parallel to
the axes and of length `.
Theorem 1.7. Let V ∈ L1loc(Rd) be non-negative.
Assume that there exists γ > 0 such that
lim
x→∞
inf
F∈Nγ(Q(x,`))
ˆ
Q(x,`)\F
V (y)dy = +∞ ∀` > 0. (1.8)
Then the scalar Schro¨dinger operator HV has discrete spectrum.
Viceversa, if HV has discrete spectrum then (1.8) holds for any γ < 1.
Observe that if d = 1 the infimum disappears and the characterization is
simply in terms of the integrals
´ x+ `
2
x− `
2
V (y)dy.
Theorem 1.7 and its proof are rather complicated because the hypothesis
on V is very weak. Stronger assumptions on the potential may produce
characterizations that are easier to check. A particularly interesting example
is that of A∞,loc potentials. We recall the definition.
Definition 1.8. A function V ∈ L1loc(Rd) lies in the class A∞,loc(Rd) if it
satisfies one of the following two equivalent properties:
(i) there exist `0, δ, c > 0 such that∣∣∣∣{x ∈ Q : V (x) ≥ δ|Q|
ˆ
Q
V
}∣∣∣∣ ≥ c|Q| (1.9)
holds for every cube Q with side length less than or equal to `0.
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(ii) there exist α, β ∈ (0, 1) and `0 > 0 such that for every cube Q with side
length less than or equal to `0 the following holds:
∀A ⊆ Q measurable : |A| ≥ α|Q| =⇒
ˆ
A
V ≥ β
ˆ
Q
V. (1.10)
The reader may refer to [Gra09, Ch. 9] for the proof of the equivalence
of (i) and (ii) in the case of A∞. The proof for the local version of this class
is analogous.
Theorem 1.9. Assume that V ∈ A∞,loc(Rd).
If there exists ` > 0 such that
lim
x→∞
ˆ
Q(x,`)
V (y)dy = +∞, (1.11)
then the scalar Schro¨dinger operator HV has discrete spectrum.
Of course (1.11) is also necessary for discreteness of spectrum, even with-
out assuming V ∈ A∞,loc(Rd), as a consequence of Theorem 1.7.
Proof. One can use Theorem 1.7 and the comparison of Wiener capacity and
Lebesgue measure. We omit the details, because this is a particular case of
Theorem 1.14.
1.6 Matrix-valued analogues of A∞,loc(Rd)
This section and the next one are devoted to the proof of a generalization of
Theorem 1.9 to matrix-valued potentials. The first problem we have to solve
is to define an appropriate matrix-valued A∞,loc class. Looking at Definition
1.8, one easily realizes that both condition (i) and condition (ii) may be gen-
eralized to the matrix-valued setting without any typographical correction, if
one interprets the symbol ≥ applied to Hermitian matrices as the inequality
between the corresponding quadratic forms: if V,W ∈ Hm then
V ≥ W ⇐⇒ (V v, v) ≥ (Wv, v) ∀v ∈ Cm.
The integral gives no problem: if V : Rd → Hm is locally integrable and
F ⊆ Rd is compact, then ´
F
V is a well defined element of Hm, and it is non-
negative if V is everywhere non-negative. Therefore we have two definitions.
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Definition 1.10. A locally integrable and everywhere non-negative function
V : Rd → Hm lies in the class A∞,loc(Rd, Hm) if there exist `0, δ, c > 0 such
that ∣∣∣∣{x ∈ Q : V (x) ≥ δ|Q|
ˆ
Q
V
}∣∣∣∣ ≥ c|Q| (1.12)
holds for every cube Q with side length less than or equal to `0.
Definition 1.11. A locally integrable and everywhere non-negative function
V : Rd → Hm lies in the class A˜∞,loc(Rd, Hm) if there exist α, β ∈ (0, 1) and
`0 > 0 such that for every cube Q with side length less than or equal to `0 the
following holds:
∀A ⊆ Q measurable : |A| ≥ α|Q| =⇒
ˆ
A
V ≥ β
ˆ
Q
V. (1.13)
The next result may be surprising.
Proposition 1.12. (i) If W satisfies Definition 1.10 with parameters `0,
c and δ, then it satisfies Definition 1.11 with parameters `0, α = 1−c/2
and β = cδ/2.
(ii) If m ≥ 2, the class A∞,loc(Rd, Hm) is strictly smaller than A˜∞,loc(Rd, Hm).
Proof. (i) If A ⊆ Q, Q has side length less than or equal to `0, and |A| ≥(
1− c
2
) |Q|, the intersection of A with the set on the left of (1.12) has measure
≥ c
2
|Q|, and thus ´
A
W ≥ cδ
2
´
Q
W .
(ii) Consider the setWd,m of everywhere non-negative functionsW : Rd →
Hm satisfying the following properties:
(a) the entries of W are polynomials,
(b) det(W ) ≡ 0,
(c) there is no u ∈ Cm \ {0} for which (Wu, u) is identically zero.
Notice thatWd,1 = ∅, butWd,m 6= ∅ when m ≥ 2. An example of an element
of W1,2 is W0(x) =
[
1 x
x x2
]
, and analogous examples may be immediately
exhibited for any d whenever m ≥ 2.
We claim that Wd,m ⊆ A˜∞,loc(Rd, Hm) \ A∞,loc(Rd, Hm).
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Let us prove the claim. Scalar non-negative polynomials are in A∞(Rn)
with constants depending only on the degree (see [RS87, Section 2]). Thus we
can apply (1.10) to the family {(Wu, u)}u∈Cm . Recalling that
´
Q
(Wu, u) =((´
Q
W
)
u, u
)
, this shows that any matrix-valued polynomial is in A˜∞,loc(Rd, Hm).
Next, observe that if W ∈ Wd,m, then
´
Q
W > 0 for every cube Q. In fact,
if this was not the case, there would be u ∈ Cm\{0} such that ´
Q
(Wu, u) = 0.
The non-negativity of W would then force (Wu, u) to vanish identically on
Q, and hence on Rd, because it is a polynomial. This contradicts property
(c) above. Since det(W ) ≡ 0 and ´
Q
W > 0 on every cube, W cannot satisfy
(1.12), thus proving the claim.
We conclude this section proving a doubling property of elements of
A∞,loc(Rd, Hm).
Proposition 1.13. Given W ∈ A∞,loc(Rd, Hm) and ` > 0, there exists a
constant D such that the following doubling property holds: if Q is a cube
with side length less than or equal to ` and Q′ ⊆ Q has half the side length
of Q, then ˆ
Q
V ≤ D
ˆ
Q′
V. (1.14)
Proof. If W satisfies Definition 1.10 with parameters `0, c and δ, by part
(i) of Proposition 1.12, it also satisfies Definition 1.11 with parameters `0,
α and β. If Q and Q′ are as in the statement, one can find a sequence
Q0 ⊆ Q1 · · · ⊆ QN of nested cubes such that Q0 = Q′, QN = Q and |Qk| ≥
α|Qk+1| (k = 0, . . . , N − 1), with N depending on α and the dimension d.
Using (1.13), we get ˆ
Q
V ≤ β−N
ˆ
Q′
V. (1.15)
for every Q with side length less than or equal to `0.
To go beyond the threshold `0, one can split any cube Q with side length
less than or equal to ` in 2N cubes of side length less than or equal to `0/2,
and use (1.15) to see that if Q′ and Q′′ are two of the small cubes that are
adjacent, then
´
Q′ V ≤ β−N
´
Q′′ V . This clearly implies (1.14).
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1.7 The generalization of Theorem 1.9
to matrix-valued potentials
We finally state and prove our generalization of Theorem 1.9.
If A ∈ Hm, we denote the minimal eigenvalue of A by λ(A).
Theorem 1.14. Let V : Rd → Hm be locally integrable and non-negative.
Consider the following conditions:
(a) HV has discrete spectrum,
(b) for every ` > 0 we have
lim
x→∞
λ
(ˆ
Q(x,`)
V
)
= +∞,
(c) there exists `1 > 0 such that
lim
x→∞
λ
(ˆ
Q(x,`1)
V
)
= +∞. (1.16)
Then:
(i) We have the implications (a)⇒(b)⇒(c).
(ii) If V ∈ A∞,loc(Rd, Hm), then (c)⇒(a).
(iii) For every d and m ≥ 2, there exists V0 ∈ A˜∞,loc(Rd, Hm) such that HV0
has not discrete spectrum, but (b) holds.
Proof. (i) The implication (b)⇒(c) is obvious.
Assume thatHV has discrete spectrum. Fix ` > 0 and let η ∈ C∞c (Rd, [0, 1])
be non-trivial and identically 0 outside Q(0, `). If x ∈ Rd and u ∈ Cm has
norm 1, we put
ηx,u(y) := η (y − x)u.
Fix ε > 0. By Proposition 1.5, there is R such that (1.4) holds.
If Q(x, `) ⊆ {|y| ≥ R},ˆ
Rd
η2 =
ˆ
Rd
|ηx,u|2 ≤ ε
(ˆ
Rd
|∇ηx,u|2 +
ˆ
Rd
(V ηx,u, ηx,u)
)
≤ ε
(ˆ
Rd
|∇η|2 +
ˆ
Q(x,`)
(V u, u)
)
.
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If ε0 is such that ε0
´
Rd |∇η|2 ≤ 12
´
Rd η
2 and ε ≤ ε0 this implies
ˆ
Rn
η2 ≤ 2ε
ˆ
Q(x,`)
(V u, u) = 2ε
((ˆ
Q(x,`)
V
)
u, u
)
.
Taking the minimum as u varies on the unit sphere of Cm, we get
λ
(ˆ
Q(x,`)
V
)
≥ (2ε)−1
ˆ
Rn
η2.
By the arbitrariness of ε, we get the thesis.
(ii) If Q is a cube of side `, we define the non-negative matrix
M(Q) := `2−n
ˆ
Q
V.
It will be useful to introduce the collections of dyadic cubes
DN :=
{
2Nx+ [0, 2N ]d : x ∈ Zd} (N ∈ Z).
By Proposition 1.13, there exists a constant D < +∞ such that if Q1 ⊆ Q2
and Qj ∈ DNj(j = 1, 2), we have the bound
M(Q2) ≤ DN2−N1M(Q1). (1.17)
Fix N0 ∈ Z such that 2N0 ≥ `1. Given N ∈ N, by assumption there exists
R < +∞ such that if Q ∈ DN0 intersects {|y| ≥ R}, we have M(Q) ≥ DNId.
Let Q be any such cube. By (1.17) we have
M(Q′) ≥ Im ∀Q′ ∈ DN0−N : Q′ ⊆ Q.
Fix now Q′ ⊆ Q such that Q′ ∈ DN0−N . If N is so large that 2N0−N ≤ `0,
(1.12) tells us that
V (x) ≥ δ|Q′|
ˆ
Q′
V = δ4N−N0M(Q′) ≥ δ4N−N0Id, (1.18)
on a set E(Q′) ⊆ Q′ of measure ≥ c|Q′|. If ψ ∈ C∞c (Rd,Cm), we integrate
the trivial inequality
|ψ(x)|2 ≤ 2|ψ(x)− ψ(y)|2 + 2|ψ(y)|2
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as (x, y) varies in Q′ × E(Q′). We get
|E(Q′)|
ˆ
Q′
|ψ|2 ≤ 2
ˆ
Q′×E(Q′)
|ψ(x)− ψ(y)|2dxdy + 2|Q′|
ˆ
E(Q′)
|ψ|2.
Using (1.18), the lower bound on |E(Q′)| and Poincare´ inequality
ˆ
Q′×Q′
|ψ(x)− ψ(y)|2 ≤ Cd`2Q′ |Q′|
ˆ
Q′
|∇ψ|2,
we find
c
ˆ
Q′
|ψ|2 ≤ 2Cd`2Q′
ˆ
Q′
|∇ψ|2 + 2δ−14N0−N
ˆ
E(Q′)
(V ψ, ψ)
≤ 2Cd4N0−N
ˆ
Q′
|∇ψ|2 + 2δ−14N0−N
ˆ
Q′
(V ψ, ψ).
In the second line we used the non-negativity of V . Summing over all the
cubes Q′ ∈ DN0−N contained in Q, and then over all Q ∈ DN0 intersecting
{|y| ≥ R}, we obtain
ˆ
|y|≥R
|ψ|2 ≤ 2c−14N0−N max{δ−1, Cd}EV (ψ).
By the arbitrariness of N , we conclude that condition (1.4) of Proposition
1.5 holds for every ψ ∈ C∞(Rd,Cm).
(iii) We begin by proving the statement when d = 1 and m = 2. In this
case we claim that V0(x) =
[
x4 x5
x5 x6
]
= x4
[
1 x
x x2
]
is one of the potentials
we are looking for.
Let η be a non-trivial test function identically equal to 1 on [−1, 1], and
define the vector-valued function ψx(y) := η(y − x)(−y, 1) (x ∈ R). Notice
that ˆ
R
|ψx|2 ≥
ˆ
|x−y|≤1
(y2 + 1) ≥ cx2, (1.19)
where c > 0 is independent of x. Since V0(y) annihilates the vector (−y, 1)
for every y ∈ R, we also have
EV0(ψx) =
ˆ
R
|η′(y − x)(−y, 1) + η(y − x)(−1, 0)|2 ≤ Cx2, (1.20)
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for every large enough x, where C is independent of x. Letting x tend to ∞
and taking into account the bounds (1.19) and (1.20), we see that condition
(1.4) of Proposition 1.5 cannot hold. This proves that HV0 has not discrete
spectrum.
To complete the proof of (iii) in the case d = 1 and m = 2, we estimate
for every x ∈ R and ` > 0 the following quantities:
det
(ˆ x+`/2
x−`/2
V0(y)dy
)
= det
[
(x+`/2)5−(x−`/2)5
5
(x+`/2)6−(x−`/2)6
6
(x+`/2)6−(x−`/2)6
6
(x+`/2)7−(x−`/2)7
7
]
=
`4x8
12
+ terms of lower degree in x,
tr
(ˆ x+`/2
x−`/2
V0(y)dy
)
= `x6 + terms of lower degree in x.
Since det(A) ≤ λ(A)tr(A) for every non-negative 2×2 matrix A, we conclude
that
lim inf
x→±∞
λ
(´ x+`/2
x−`/2 V0(y)dy
)
x2
≥ `
3
12
, (1.21)
which is stronger than condition (b) of the statement. This completes the
proof of (iii) in the case under consideration.
If d ≥ 1 and m = 2, we consider the potential Vd(x) =
∑d
j=1 V0(xj).
Notice that HVd is the sum of the n pairwise commuting operators obtained
by letting HVd act on each variable separately. By spectral theory, HVd has
not discrete spectrum. To see that condition (b) is satisfied by Vd, we use
the concavity of λ:
λ(A+B) ≥ λ(A) + λ(B) ∀A,B ≥ 0,
which follows from the fact that λ is the infimum of the family of linear
functionals {A 7→ (Au, u)}|u|=1. For every x ∈ Rd and ` > 0, we have
λ
(ˆ
Q(x,`)
Vd(y)dy
)
= λ
(
`d−1
d∑
j=1
ˆ xj+`/2
xj−`/2
Vd(y)dy
)
≥
d∑
j=1
`d−1λ
(ˆ xj+`/2
xj−`/2
Vd(y)dy
)
.
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By (1.21), we conclude that
lim inf
x→∞
λ
(´
Q(x,`)
Vd(y)dy
)
|x|2 ≥ cd`
d+2.
For the remaining case d ≥ 1, m ≥ 3, we put Vd,m(x) =
[
Vd(x) O2,m−2
Om−2,2 |x|2Im−2
]
,
where O and I are the zero and identity matrices of the dimensions indicated
by the subscripts. We omit the elementary verification that HVd,m has not
discrete spectrum, and that Vd,m satisfies condition (b).
1.8 A natural extension of the Maz’ya-Shubin
condition is not sufficient when m ≥ 2
Our discussion until this point leaves open the possibility that a natural ex-
tension of Theorem 1.7 may hold for matrix-valued potentials. In particular,
the statements of Theorem 1.7 and Theorem 1.14 could suggest the conjec-
ture that a necessary and sufficient condition for discreteness of the spectrum
of HV may be the validity of
lim
x→∞
inf
F∈Nγ(Q(x,`))
λ
(ˆ
Q(x,`)\F
V (y)dy
)
= +∞ ∀` > 0, (1.22)
for some, and hence every, γ ∈ (0, 1).
This condition is indeed necessary. This can be seen adapting the neces-
sity argument of [MS05], in the same spirit of our proof of the implication
(i)⇒(ii) of Theorem 1.14. More precisely, one can take the argument of
page 931 of [MS05] and replace the scalar test function χδ(1− PF ) with the
vector-valued test function χδ(1 − PF )v, where v ∈ Cm has norm 1 and is
otherwise arbitrary. Carrying out their computations and minimizing in v at
the end as in the aforementioned proof of Theorem 1.14, one sees that if the
vector-valued operator HV has discrete spectrum, then V satisfies condition
(1.22). We omit the details since they are not interesting for us, in view of
the fact that the converse does not hold.
By part (iii) of Theorem 1.14 we have seen that for every d ≥ 1 and
m ≥ 2, there is a non-negative m × m polynomial potential Wd,m on Rd
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such that HWd,m has not discrete spectrum, Wd,m ∈ A˜∞,loc(Rd, Hm), and
limx→∞ λ
(´
Q(x,`)
Wn,d
)
= +∞ for every ` > 0. We are going to show that
such a potential Wd,m satisfies (1.22) for γ small enough.
Assume that d ≥ 3. If F ∈ Nγ(Q(x, `)), we can use the comparison
between Lebesgue measure and capacity
|F | ≤ CdCap(F ) dd−2 ,
and the fact that Cap(Q(x, `)) = `d−2Cap(Q(0, 1)), to conclude that
|F | ≤ Cdγ dd−2 |Q(x, `)|.
If γ is small, Definition 1.11 implies that
´
Q(x,`)\F Wd,m ≥ β
´
Q(x,`)
Wd,m for
some β > 0 depending on Wd,m, and hence
lim
x→∞
inf
F∈Nγ(Q(x,`))
λ
(ˆ
Q(x,`)\F
Wd,m
)
≥ β · lim
x→∞
λ
(ˆ
Q(x,`)
Wd,m
)
= +∞,
as we wanted. We omit the elementary observations needed to cover the
cases d = 1 and d = 2.
1.9 Relation of A∞,loc(Rd, Hm)
with the Treil-Volberg matrix A2 class
In [TV97], Treil and Volberg introduced a Muckenhoupt A2 class of non-
negative matrix-valued functions. In this subsection we prove that the local
version of this class is contained in A∞,loc(Rd, Hm).
Definition 1.15 (cf. [TV97] ). A non-negative function W : Rd → Hm
belongs to A2,loc(Rd, Hm) if it is almost everywhere invertible, both W and
W−1 are locally integrable and there exists `0 > 0 such that
[W ]A2,loc := sup
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
(
1
|Q|
ˆ
Q
W−1
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
< +∞,
where Q varies over all cubes with side length less than or equal to `0.
Proposition 1.16. A2,loc(Rd, Hm) ⊆ A∞,loc(Rd, Hm).
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Proof. Fix W ∈ A2,loc(Rd, Hm). We prove that W satisfies Definition 1.10
estimating the measure of the complement of the set appearing in (1.12). If
A and B are two non-negative matrices, A  B is not equivalent to A < B
(except in the case d = 1), but we can use the fact that when A is invertible,
A ≥ B if and only if ||B 12A− 12 ||op ≤ 1 (Lemma V.1.7 of [Bha97]). Since
W (x) > 0 almost everywhere, this allows to write (for Q any cube of side
≤ `0) ∣∣∣∣{x ∈ Q : W (x)  δ|Q|
ˆ
Q
W
}∣∣∣∣ =
∣∣∣∣∣∣
x ∈ Q :
∣∣∣∣∣
∣∣∣∣∣
(
δ
|Q|
ˆ
Q
W
) 1
2
W (x)−
1
2
∣∣∣∣∣
∣∣∣∣∣
op
> 1

∣∣∣∣∣∣
≤
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
δ
|Q|
ˆ
Q
W
) 1
2
W (x)−
1
2
∣∣∣∣∣
∣∣∣∣∣
2
op
dx
= δ
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
W (x)−1
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
dx,
where the last equality follows from the identity ||A∗A||op = ||A||2 which
holds for any matrix A. Since
´
Q
||U ||op ≤ m||
´
Q
U ||op for any non-negative
and integrable U : Q→ Hm (Lemma 3.1 of [TV97]), we find
δ
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
W (x)−1
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
dx
≤ δm|Q|
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2 1
|Q|
ˆ
Q
W (x)−1dx
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
= δm|Q|
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
(
1
|Q|
ˆ
Q
W (x)−1dx
) 1
2
∣∣∣∣∣
∣∣∣∣∣
2
op
≤ δm[W ]2A2,loc |Q|.
Putting everything together, we conclude that∣∣∣∣{x ∈ Q : W (x) ≥ δ|Q|
ˆ
Q
W
}∣∣∣∣ > (1− δm[W ]2A2,loc)|Q|.
When δ is small enough, this is inequality (1.12).
It is worth noticing that matrix-valued Ap classes for p /∈ {2,∞} were
introduced in [Vol97]. The definition is rather different from the one of A2 and
it may be interesting to investigate how they are related to A∞,loc(Rd, Hm).
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1.10 Oscillation of subspace-valued mappings
The goal of this section is to define a notion of oscillation for mappings
defined on Rd and whose values are linear subspaces of Cm. This will allow
us to formulate in Section 1.11 a new sufficient condition for discreteness of
the spectrum of matrix Schro¨dinger operators.
We denote by V(m) the set of non-trivial linear subspaces of Cm.
A mapping
S : Rd −→ V(m)
is said to be measurable if there exist finitely many measurable mappings
v1, . . . , vk : Rd → Cm
such that S(x) is the span of {v1(x), . . . , vk(x)} for every x ∈ Rd.
If S is as above and Q ⊆ Rd is a cube, we introduce the set of unit sections
of S on Q:
Γ(Q,S) := {v : Q→ Cm meas. : v(x) ∈ S(x) and |v(x)| = 1 a.e. x ∈ Q}.
The measurability in x of S(x) guarantees that there are plenty of unit sec-
tions.
Notice that the terminology is consistent with the usual one in geometry,
if we identify S with the vector bundle {(x, v) ∈ Rd × Cm : v ∈ S(x)}.
We are ready to give our key definition.
Definition 1.17. Let S : Rd −→ V(m) be measurable. The oscillation of S
on a cube Q is the following quantity:
ω(Q,S) := inf
v∈Γ(Q,S)
√
1
|Q|
ˆ
Q
∣∣∣∣v(y)− 1|Q|
ˆ
Q
v
∣∣∣∣2 dy. (1.23)
Notice that√
1
|Q|
ˆ
Q
∣∣∣∣v(y)− 1|Q|
ˆ
Q
v
∣∣∣∣2 dy = infb∈Cm
√
1
|Q|
ˆ
Q
|v(y)− b|2 dy
and hence ω(Q,S) is the distance in L2(Q,Cm) between the set Γ(Q,S) and
the set of constant vector fields.
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By using the fact that |v| ≡ 1, it is also easy to verify that
ω(Q,S)2 = 1− sup
v∈Γ(Q,S)
∣∣∣∣ 1|Q|
ˆ
Q
v
∣∣∣∣2 . (1.24)
It is then obvious that ω(Q,S) ∈ [0, 1]. The following proposition gives us
an idea of which feature of S on Q is measured by ω(Q,S).
Proposition 1.18. (i) ω(Q,S) = 0 if and only if there is a subset F ⊆ Q
such that |Q \ F | = 0 and
∩x∈F S(x) 6= {0}, (1.25)
i.e., there exists u ∈ Cm \ {0} such that u ∈ S(x) for almost every
x ∈ Q.
(ii) If T : Q → Q is bijective and such that, for every E ⊆ Q, T←(E) is
measurable if and only if E is measurable and |T←(E)| = |E|, then
ω(Q,S ◦ T ) = ω(Q,S). (1.26)
Part (i) tells us that the quantity ω(Q,S) does not see non-generic oscilla-
tions: if, as x varies in Q, S(x) rotates around a fixed axis, then ω(Q,S) = 0.
Part (ii) says that the oscillation introduced above is rearrangement-
invariant. Notice that ω(S, Q) only depends on the values of S on Q and
therefore the left-hand side of (1.26) is meaningful.
Proof. (i) The non-trivial direction is the only if. If ω(Q,S) = 0, by (1.24)
there is a sequence {vk}k∈N ⊆ Γ(Q,S) such that limk→+∞
∣∣∣ 1|Q| ´Q vk∣∣∣ = 1.
Passing to a subsequence, we can suppose that there is u0 in the unit sphere
of Cm to which
{
1
|Q|
´
Q
vk
}
k∈N
converges as fast as we like. In particular, we
can assume that
1
|Q|
ˆ
Q
<(vk, u0) ≥ 1− 1
k2
∀k ∈ N, (1.27)
where <(vk, u0) denotes the real part of the scalar product, which is pointwise
≤ 1 by the Cauchy-Schwarz inequality. Consider the sets
Ak,n := {x ∈ Q : <(vk(x), u0) > 1− 1/n} (k, n ∈ N).
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It is easy to see that (1.27) implies the inequality |Q \ Ak,n| ≤ nk2 |Q|. Since∑+∞
k=1 |Q \ Ak,n| < +∞ for every n, the Borel-Cantelli Lemma gives
| ∪`∈N ∩k≥`Ak,n| = |Q| ∀n,
and hence
| ∩n∈N ∪`∈N ∩k≥` Ak,n| = |Q|.
Unravelling the notation, this means that there is a set of full measure F
such that <(vk(x), u0) converges to 1 at every x ∈ F . Since |u0| = |vk| ≡ 1,
the strict convexity of the sphere implies that vk(x) converges to u0 at every
x ∈ F . Since we may assume that vk(x) ∈ S(x) for every k and every x ∈ F ,
we conclude that u0 ∈ ∩x∈FS(x), as we wanted.
(ii) It immediately follows from Definition 1.17 and the elementary fact that
if g is a measurable function defined on Q, then
´
Q
g ◦ T = ´
Q
g.
The following proposition complements Proposition 1.18. It states that if
∩x∈QS(x) = {0} in a certain quantitative sense, then ω(Q,S) has an explicit
lower bound.
Proposition 1.19. (i) Let S : Rd → V(m) be measurable and let Q be a
cube. Assume that for some N ∈ N we have the partition
Q = ∪Nj=1Aj,
where Aj is measurable for every j. Put
η := inf
j=1,...,N
|Aj|
|Q| .
Assume moreover that there is a δ > 0 such that the following property
holds for each j: for every x ∈ Aj and v ∈ S(x), there exists k 6= j
such that
|(v, w)| ≤ (1− δ)|v||w| ∀w ∈ S(y), ∀y ∈ Ak. (1.28)
Then
ω(Q,S) ≥
√
δη. (1.29)
(ii) If S is constant on each Aj, i.e., S(x) = Sj for every x ∈ Aj, then the
property above is satisfied for some δ > 0 if and only if ∩Nj=1Sj = {0}.
The value of δ may be chosen to depend only on the subspaces {Sj}Nj=1.
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Proof. (i): Let u ∈ Γ(Q,S). Then∣∣∣∣ˆ
Q
u
∣∣∣∣2 =
∣∣∣∣∣
N∑
j=1
ˆ
Aj
u
∣∣∣∣∣
2
=
N∑
j=1
∣∣∣∣∣
ˆ
Aj
u
∣∣∣∣∣
2
+
N∑
j=1
ˆ
Aj
ˆ
Acj
(u(x), u(y))dydx. (1.30)
Fix x ∈ Aj such that u(x) ∈ S(x) (almost every x has this property). By
the hypothesis, there exists k such that (1.28) holds. Since |Ak| ≥ η|Q|, we
have∣∣∣∣∣
ˆ
Acj
(u(x), u(y))dy
∣∣∣∣∣ ≤
∣∣∣∣∣
ˆ
(Aj∪Ak)c
(u(x), u(y))dy
∣∣∣∣∣+
∣∣∣∣ˆ
Ak
(u(x), u(y))dy
∣∣∣∣
≤ (|Q| − |Aj| − |Ak|) + |Ak|(1− δ)
= (|Q| − |Aj|)− |Ak|δ ≤ (|Q| − |Aj|)− δη|Q|,
where in the second line we used the Cauchy-Schwarz inequality and (1.28).
Identity (1.30) then gives∣∣∣∣ˆ
Q
u
∣∣∣∣2 ≤ N∑
j=1
|Aj|2 +
N∑
j=1
|Aj|(|Q| − |Aj|)−
N∑
j=1
|Aj|δη|Q|
=
(
N∑
j=1
|Aj|
)
|Q|(1− δη) = (1− δη)|Q|2.
Recalling (1.24) and the arbitrariness of u ∈ Γ(Q,S), we get (1.29).
(ii): If ∩Nj=1Sj 6= {0}, one can take a non-zero vector v in the intersection
to see that (1.28) cannot be satisfied for any δ > 0.
Now assume that the property does not hold for a given δ > 0. In this
case there is jδ and vδ ∈ Sjδ of unit norm such that for every k 6= jδ, there
exists wδ,k ∈ Sk of unit norm satisfying
|(vδ, wδ,k)| > (1− δ). (1.31)
If the property does not hold for any δ, extracting a subsequence δn such that
δn → 0 we can assume that jδn ≡ j0, vδn converges to v, and wδn,k converges to
wk for every k 6= j0. Passing to the limit in (1.31), we find |(v, wk)| = 1. Since
|v| = |wk| = 1, the equality condition for the Cauchy-Schwarz inequality tells
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us that wk = e
iφkv for some φk ∈ R. Hence v ∈ ∩Nj=1Sj, i.e., the intersection
is not trivial.
The statement about the value of δ follows by observing that in the above
argument we never used the sets Aj.
By Proposition 1.5, we know that the discrete spectrum property has to
do with the behavior of the potential at infinity. For this reason, we introduce
an asymptotic variant of Definition 1.17.
Definition 1.20. Let S : Rd → V(m) be measurable. Given ` > 0, the
asymptotic oscillation at scale ` is defined as follows:
ω∞(`,S) := lim inf
x→∞, x∈Zd
ω(Q(x`, `),S).
1.11 A sufficient condition for discreteness of
the spectrum
Theorem 1.21. Let V : Rd → Hm be an everywhere non-negative and locally
integrable potential. Assume that there are two measurable mappings
S,L : Rd −→ V(m),
such that the following properties hold:
(a) for every x ∈ Rd we have the V (x)-invariant orthogonal decomposition
Cm = S(x)⊕ L(x).
(b) limx→∞ λ(V (x)|L(x)) = +∞,
(c) lim sup`→0+ `
−1ω∞(`,S) = +∞.
Then HV has discrete spectrum.
Before proving the theorem, we discuss a bit the hypotheses and the idea
of the proof.
The V (x)-invariance of hypothesis (a) means that V (x)S(x) ⊆ S(x) and
V (x)L(x) ⊆ L(x) for every x ∈ Rd. In other words, S(x) and L(x) are direct
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sums of eigenspaces of V (x). By hypothesis (b) the minimal eigenvalue of the
Hermitian matrix V (x) restricted to L(x) is required to diverge at∞. Finally,
hypothesis (c) puts no constraint on the eigenvalues of V (x) on S(x), but it
states that S oscillates at ∞ or, more precisely, the asymptotic oscillation
ω∞(`,S) does not decay too fast when ` tends to 0.
Succinctly, Theorem 1.21 gives a sufficient condition for discreteness of
the spectrum that holds for potentials whose minimal eigenvalue λ(V ) does
not necessarily diverge at infinity, if this is compensated by the oscillation of
the “small” eigenspaces. That some property of this kind should be required
is revealed by the obvious example V (x) =
[
0 0
0 µ(x)
]
: no matter how large
µ : Rd → [0,+∞) is, the operator HV does not have discrete spectrum, be-
cause it is the direct sum of the two scalar operators −∆ and −∆ + µ, the
first of which does not have discrete spectrum.
By Proposition 1.5, the proof of Theorem 1.21 reduces to showing that
for every ε > 0 there exists R < +∞ such that
ˆ
|x|≥R
|ψ|2 ≤ ε
(ˆ
Rd
|∇ψ|2 +
ˆ
Rd
(V ψ, ψ)
)
∀ψ ∈ C∞c (Rd;Cm). (1.32)
The heuristics behind our argument is as follows: (1.32) fails only if there are
vector-valued wave functions ψ localized far from the origin and with small
energy EV (ψ). But if the potential energy
´
Rd(V ψ, ψ) is small, then in some
average sense the vector ψ(x) has to be close to S(x), because of condition
(b). By condition (c), if this happens then ψ has to oscillate a lot, and thus
the kinetic energy
´
Rd |∇ψ|2 has to be large. Therefore in any case the energy
of ψ is large and (1.32) cannot fail.
1.12 Proof of Theorem 1.21
Fix ψ ∈ C∞c (Rd;Cm) and ε > 0. Our goal is to find R < +∞ depending only
on ε such that (1.32) holds.
First of all we decompose ψ in its radial and angular part, writing
ψ = φu,
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where φ = |ψ| is scalar and u has unit norm. Notice that u = ψ|ψ| on Ω :=
{ψ 6= 0} and may be arbitrarily defined on Ωc: this ambiguity will not affect
the rest of the proof. Both φ and u are smooth on Ω. Differentiating the
identity (u, u) ≡ 1 we find that u and ∂u
∂xj
are orthogonal on Ω, where we
have∣∣∣∣ ∂ψ∂xj
∣∣∣∣2 = ∣∣∣∣ ∂φ∂xj u+ φ ∂u∂xj
∣∣∣∣2 = ∣∣∣∣ ∂φ∂xj u
∣∣∣∣2 + ∣∣∣∣φ ∂u∂xj
∣∣∣∣2 = ∣∣∣∣ ∂φ∂xj
∣∣∣∣2 + φ2 ∣∣∣∣ ∂u∂xj
∣∣∣∣2 .
Since ∇ψ(x) = 0 at almost every x such that ψ(x) = 0 and the same holds
for φ, we can write
ˆ
Rd
|∇ψ|2 +
ˆ
Rd
(V ψ, ψ) =
ˆ
Rd
|∇φ|2 +
ˆ
Rd
V˜ φ2, (1.33)
where
V˜ := (V u, u) + |∇u|2 on Ω and V˜ := 0 on Ωc.
Identity (1.33) allows to interpret the energy of a vector-valued function with
respect to a matrix potential as the energy of its radial part with respect to an
“effective potential” in which the angular part is incorporated. The potential
V˜ is not locally integrable in general, but
´
V˜ φ2 is finite, as a consequence
of the computations above.
By assumption (c), we can choose ` > 0 such that `−1ω∞(`,S) ≥ ε−1,
and by assumption (b), we can then choose R so that for every cube Q with
side length ` intersecting {|y| ≥ R}, we have
(V (x)v, v) ≥ `−2|v|2 ∀v ∈ L(x), ∀x ∈ Q. (1.34)
Enlarging R if necessary, we can assume that for every such cube Q we have
ω(Q,S) ≥ ω∞(`,S)
2
. (1.35)
We are going to prove that:
`−2ω∞(`,S)2
ˆ
Q
φ2 ≤ Cd
(ˆ
Q
|∇φ|2 +
ˆ
Q
V˜ φ2
)
, (1.36)
for every cube Q with side length ` intersecting {|y| ≥ R}. Recalling identity
(1.33) and our choice of `, we see that this implies (1.32), as we wanted. We
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can turn to the proof of (1.36).
To analyze separately the contributions of the two terms on the right-
hand side of (1.36), we consider the compact set
F :=
{
x ∈ Q : φ(x)2 ≤ 1
4|Q|
ˆ
Q
φ2
}
.
Let cd be a small constant depending only on d and to be fixed later: we
split our analysis depending on whether the capacity of F is smaller or larger
than cd · `d−2ω∞(`,S)2.
If Cap(F ) ≥ cd · `d−2ω∞(`,S)2, we can apply Lemma 2.2 of [KMS09] that
in particular states that
´
Q
φ2 ≤ Cd |Q|Cap(F )
´
Q
|∇φ|2. We obtain
cd · `−2ω∞(`,S)2
ˆ
Q
φ2 ≤ Cap(F )|Q|
ˆ
Q
φ2 ≤ Cd
ˆ
Q
|∇φ|2,
which implies (1.36).
If Cap(F ) ≤ cd · `d−2ω∞(`,S)2, we define
Sunit(x) := {v ∈ Cm : v ∈ S(x) and |v| = 1}
and we split the analysis into two further sub-cases, depending this time on
whether the quantity
1
|Q|
ˆ
Q\F
dist(u(x),Sunit(x))2dx (1.37)
is smaller or larger than cd · ω∞(`,S)2. The integral (1.37) measures in L2
average and on Q \ F how far u is from the distribution of subspaces S.
Notice that if d = 1, taking cd ≤ 1/2, we have F = ∅ and part of what
follows becomes more elementary.
If (1.37) ≥ cd · ω∞(`,S)2, we write
u(x) = u′(x) + u′′(x), u′(x) ∈ S(x), u′′(x) ∈ L(x), ∀x ∈ Q.
By the invariance under V of S and L and the non-negativity of V , we have
(V u, u) = (V u′, u′) + (V u′′, u′′) ≥ (V u′′, u′′) ≥ `−2|u′′|2 on Q.
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The last inequality follows from (1.34). The elementary inequality
|u′′(x)|2 ≥ 1
2
dist(u(x),Sunit(x))2
allows to estimateˆ
Q
V˜ φ2 ≥
ˆ
Q\F
(V u, u)φ2 ≥ 1
4|Q|
ˆ
Q\F
(V u, u) ·
ˆ
Q
φ2
≥ `
−2
8
1
|Q|
ˆ
Q\F
dist(u(x),Sunit(x))2dx ·
ˆ
Q
φ2 ≥ cd
8
`−2ω∞(`,S)2
ˆ
Q
φ2.
In the first line we used the fact that F contains the zero set of ψ, and hence
V˜ ≥ (V u, u) on Q \ F . Inequality (1.36) is proved if (1.37) ≥ cd · ω∞(`,S)2.
The remaining case is: (1.37) ≤ cd ·ω∞(`,S)2. We are going to prove that
if cd is small enough, then
1
|Q|
ˆ
Q\F
|∇u|2 ≥ `
−2ω∞(`,S)2
Cd
. (1.38)
Since
´
Q
V˜ φ2 ≥ 1
4|Q|
´
Q\F |∇u|2
´
Q
φ2, this concludes the proof of Theorem
1.21.
By the measurability of S and the hypothesis on (1.37), we can find
v ∈ Γ(Q,S) such that
1
|Q|
ˆ
Q\F
|u− v|2dx ≤ cd · ω∞(`,S)2. (1.39)
Moreover, since we are under the assumption that F has small capacity, there
exists η ∈ C∞c (Rd, [0, 1]) such that η ≡ 1 on F (and η ≡ 0 on (2Q)c if d = 2)
and ˆ
Rd
|∇η|2 ≤ 2cd · `d−2ω∞(`,S)2. (1.40)
By Ho¨lder inequality and Sobolev embedding, we have
1
|Q|
ˆ
Q
η2 ≤ Cdcd · ω∞(`,S)2. (1.41)
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Recalling (1.35), we have
ω∞(`,S)
2
≤ ω(Q,S) ≤
√
1
|Q|
ˆ
Q
∣∣∣∣v − 1|Q|
ˆ
Q
v
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2 +
√
1
|Q|
ˆ
Q
∣∣∣∣ηv − 1|Q|
ˆ
ηv
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2 +
√
1
|Q|
ˆ
Q
η2.
In the last line we used the fact that w 7→ w − 1|Q|
´
Q
w is a projection
operator. Applying (1.41) and choosing cd small enough, we can absorb the
last term on the left and obtain
ω∞(`,S)
4
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2.
We can then proceed to estimate√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)(v − u)− 1|Q|
ˆ
Q
(1− η)(v − u)
∣∣∣∣2
+
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)u− 1|Q|
ˆ
Q
(1− η)u
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q\F
|v − u|2 + Cd`
√
1
|Q|
ˆ
Q
|∇[(1− η)u]|2.
In the last line we used the fact that η = 1 on F and Poincare´ inequality.
To justify its application, one can notice that u is in the Sobolev space
H1(Q˚ \ F,Cm), because u is smooth on Ω = {ψ 6= 0} and Q \ F ∩ Ωc = ∅,
hence (1− η)u ∈ H1(Q˚,Cm).
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Using (1.39) and Leibnitz rule,
ω∞(`,S)
4
≤ √cd · ω∞(`,S) + Cd`
√
1
|Q|
ˆ
Q
|∇η|2 + Cd`
√
1
|Q|
ˆ
Q\F
|∇u|2
≤ Cd√cd · ω∞(`,S) + Cd`
√
1
|Q|
ˆ
Q\F
|∇u|2,
where in the last inequality we used (1.40). If cd is appropriately small, we
finally obtain (1.38). The proof is concluded.
1.13 Examples of potentials satisfying
the conditions of Theorem 1.21
Since the statement of Theorem 1.21 is a bit complicated, we devote this
section to showing how to build examples of potentials satisfying its assump-
tions.
We say that a collection Q of cubes with sides parallel to the axes is a
good grid if it is a partition of Rd up to sets of measure 0, and there exists a
sequence of positive numbers {`k}k∈N such that:
1. limk→+∞ `k = 0,
2. for every k ∈ N there exists R(k) < +∞ such that for every x ∈
Zd ∩ {|y| ≥ R(k)} the cube Q(`kx, `k) may be written as a finite union
of cubes of Q.
The expression partition up to sets of measure zero means that ∪Q∈QQ = Rd
and Q ∩Q′ has measure 0 for every Q,Q′ ∈ Q.
If T : Q(0, 1)→ V(m) is measurable and Q = Q(x, `) ⊆ Rd, we put
TQ(y) := S
(
y − x
`
)
∀y ∈ Q.
Definition 1.22. Assume that we have a good grid Q, a measurable mapping
T : Q(0, 1)→ V(m),
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and a locally integrable function
ν : Rd → [0,+∞).
We build a potential V : Rd → Hm defining it separately on every cube
Q ∈ Q. If x ∈ Q ∈ Q and v ∈ TQ(x), we define
V (x)v := 0,
while if v ∈ TQ(x)⊥, we define
V (x)v := ν(x)v.
Observe that the resulting matrix V (x) is Hermitian non-negative, and that V
is locally integrable. To be precise, V is well-defined only almost-everywhere,
but what follows is unaffected by this ambiguity.
Proposition 1.23. If ω(Q(0, 1), T ) > 0 and
lim
x→∞
ν(x) = +∞, (1.42)
then the potential V given by Definition 1.22 satisfies the hypotheses of The-
orem 1.21.
Proof. We define S : Rd → V(m) putting S := TQ on Q (with the same
harmless ambiguity as in Definition 1.22), and L : Rd → V(m) putting
L(x) := S(x)⊥ for every x ∈ Rd. Condition (a) of Theorem 1.21 is trivially
satisfied. Condition (b) immediately follows from the observation that
λ(V (x)|L(x)) = ν(x),
and the limit (1.42).
Now recall the definition of a good grid given above and pick k ∈ N. By
property (2) of the good grid Q and Definition 1.22, the restrictions of S on
every cube Q(x`k, `k) with x ∈ Zd ∩ {|y| ≥ R(k)}, are obtained from T by
rearrangement and rescaling. By part (ii) of Proposition 1.18, we have
ω∞(`k,S) = lim inf
x→∞
ω(Q(x`k, `k),S) = ω(Q(0, 1), T ).
Therefore
lim sup
`→0+
ω∞(`,S)
`
≥ lim
k→+∞
ω∞(`k,S)
`k
= lim
k→+∞
ω(Q(0, 1), T )
`k
= +∞,
where we used the hypothesis ω(Q(0, 1), T ) > 0.
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By part (i) of Proposition 1.18, it is easy to produce mappings T :
Q(0, 1) → V(m) such that ω(Q(0, 1), T ) > 0. An interesting example is
obtained splitting Q(0, 1) in m measurable pieces of positive measure and
defining T as the j-th coordinate hyperplane on the j-th piece. Since the
intersection of the m coordinate hyperplanes is trivial, ω(Q(0, 1), T ) > 0 and
we get the following strong counterexample to the converse of Proposition
1.6.
Proposition 1.24. For every d ≥ 1 and m ≥ 2, there are locally integrable
non-negative potentials V : Rd → Hm such that:
(i) V has everywhere rank 1,
(ii) the matrix Schro¨dinger operator HV has discrete spectrum.
1.14 A converse to Proposition 1.6
In the previous sections we have seen that the converse of Proposition 1.6
fails rather dramatically: there are matrix-valued potentials V such that
λ(V ) ≡ 0 and hence Hλ(V ) has not discrete spectrum, but HV has discrete
spectrum.
In this section we prove a complementary result that shows that under a
rigidity assumption on V , the discreteness of the spectrum of HV is enough
to deduce the discreteness of the spectrum of Hλ(V ).
The precise statement is the following.
Theorem 1.25. Assume that V : Rd → H2 is such that:
(a) V (x) ≥ 0 for every x ∈ Rd,
(b) V (x) is a real symmetric 2× 2 matrix for every x ∈ Rd,
(c) (V u, u) is a polynomial for every u ∈ C2.
If the operator HV has discrete spectrum, then Hλ(V ) has discrete spectrum
too.
Hypothesis (c) is the rigidity assumption mentioned before. The assump-
tion m = 2 and hypothesis (b) are most probably limitations of our proof
technique, and we expect the converse of Proposition 1.6 to hold for more
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general “rigid” potentials.
By Proposition 1.5, the hypothesis of Theorem 1.25 is that for every ε > 0
we can find an R(ε) < +∞ such that
ˆ
|y|≥R(ε)
|ψ|2 ≤ ε · EV (ψ) ∀ψ ∈ D(EV ). (1.43)
Thanks to Theorem 1.7, the proof of Theorem 1.25 follows easily from
the next proposition.
Proposition 1.26. There exist γ, c1, c2 > 0 depending only on V , such that
if ` > 0, ε ≤ c1`2, Q(x, `) ⊆ {|y| ≥ R(ε)} and F ∈ Nγ(Q(x, `)), then
1
`d
ˆ
Q(x,`)\F
λ(V (y))dy ≥ c2ε−1.
We will prove Proposition 1.26 testing (1.43) on appropriate test func-
tions. To define them, we exploit a dichotomy to which the next section is
dedicated.
1.15 Good and bad cubes
Fix V as in Theorem 1.25. We denote by λ(x) the minimal eigenvalue func-
tion that we previously indicated by λ(V (x)), and we introduce
µ(x) := max
u∈C2: |u|=1
(V (x)u, u),
i.e., the maximal eigenvalue function. Since m = 2, λ(x) and µ(x) are the
only eigenvalues of V (x). We also put:
tr(x) := tr(V (x)), det(x) := det(V (x)).
By assumption (c) of Theorem 1.25, both tr(x) and det(x) are polynomials
on Rd, while λ(x) and µ(x) are not polynomials in general.
If Q is a cube, we denote by `Q its side length.
Lemma 1.27. There is a constant c > 0 depending only on d and the degree
of tr(x) and det(x) such that for every cube Q there is a smaller cube Q′ ⊆ Q
such that `Q′ = c`Q, λ(x) < µ(x) for every x ∈ Q′ and:
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(i) either 1
8
µ(x) ≤ λ(x) for every x ∈ Q′,
(ii) or 2λ(x) ≤ µ(x) for every x ∈ Q′ and supx∈Q′ µ(x) ≤ 4 infx∈Q′ µ(x).
If the first condition above holds we say that Q is a good cube, otherwise
we say that Q is a bad cube. The second condition imposed on bad cubes is
somehow technical and allows to assume µ approximately constant on Q′.
To prove Lemma 1.27, we need two elementary results. The first expresses
the fact that the zero-set of a polynomial of bounded degree cannot be too
dense in a given cube.
Lemma 1.28. For every d,D ∈ N, there exists c > 0 such that the following
holds: if p is a non-zero polynomial in d variables of degree ≤ D and Q ⊆ Rd
is a cube, there is a smaller cube Q′ ⊆ Q such that `Q′ = c`Q that does not
intersect the zero set Z(p) of p.
Proof. We argue by contradiction. Appropriately translating, rotating and
rescaling one may find a sequence {pk}k∈N of non-zero polynomials in d vari-
ables of degree ≤ D such that Z(pk) intersects any cube of side 2−k contained
in the unit cube [0, 1]d. Multiplying by a constant the pk’s, we can also as-
sume that ||pk||L∞([0,1]d) = 1.
Since a space of polynomials of bounded degree is finite-dimensional, there
is a subsequence {pk`}`∈N converging uniformly on [0, 1]d to a non-zero poly-
nomial q. If x ∈ [0, 1]d, there is a sequence x` ∈ [0, 1]d such that x` → x and
pk`(x`) = 0. Then
|q(x)| ≤ |q(x)− q(x`)|+ |q(x`)− pk`(x`)| ≤ |q(x)− q(x`)|+ ||q− pk` ||L∞([0,1]d).
Letting ` tend to +∞, we come to the conclusion that q is identically 0, a
contradiction.
The second result we need in the proof of Lemma 1.27 says that a poly-
nomial is approximately constant on a significant fraction of every cube.
Lemma 1.29. Given d,D ∈ N, there exists a constant c′ > 0 such that for
every polynomial q in d variables of degree ≤ D and cube Q ⊆ Rd, there is a
smaller cube Q′ ⊆ Q of side `Q′ = c`Q such that
sup
x∈Q′
|q(x)| ≤ 2 inf
x∈Q′
|q(x)|.
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Proof. We may use a compactness and contradiction argument as in the proof
of Lemma 1.28. This time, after translation, rotation and rescaling, we have
a sequence {pk}k∈N of polynomials in d variables of degree ≤ D such that for
any k ∈ N and any cube Q′ of side 2−k contained in [0, 1]d, we have
sup
x∈Q′
|pk(x)| > 2 inf
x∈Q′
|pk(x)|.
Since the inequality above is homogeneous, we can multiply by a positive
constant and assume that ||pk||L∞([0,1]d) = 1. Now we extract a subsequence
{pk`}`∈N converging uniformly to a non-zero polynomial q on [0, 1]d.
Given x ∈ [0, 1]d, by construction there are two sequences {x`}`∈N and
{y`}`∈N converging to x such that |pk`(x`)| > 2|pk`(y`)| for every ` ∈ N. This
is clearly in contradiction with the fact that
lim
`→+∞
pk`(x`) = lim
`→+∞
pk`(y`) = q(x).
Proof of Lemma 1.27. Consider the polynomial
p(x) :=
(
tr(x)2
8
− det(x)
)
·
(
tr(x)2
4
− det(x)
)
.
Given a cube Q, Lemma 1.28 gives Q′ such that `Q′ = c`Q and p(x) 6= 0 on
Q′. Notice that c depends only on d and the degrees of tr(x) and det(x).
Since
det(x) = λ(x)µ(x) ≤ (λ(x) + µ(x))
2
4
=
tr(x)2
4
,
1
4
tr(x)2 − det(x) > 0 on Q′, which implies λ(x) < µ(x) for every x ∈ Q′. For
the first factor of p(x) there are two options: either tr(x)
2
8
< det(x) for every
x ∈ Q′, or det(x) < tr(x)2
8
for every x ∈ Q′. In the first case,
µ(x)
8
≤ tr(x)
8
<
det(x)
tr(x)
≤ λ(x) ∀x ∈ Q′.
In the second case
2λ(x) ≤ 4det(x)
tr(x)
<
tr(x)
2
≤ µ(x) ∀x ∈ Q′.
In the latter case we can pass to an even smaller cube where the supremum
of µ is controlled by 4 times the infimum. This can be done observing that
tr(x)
2
≤ µ(x) ≤ tr(x) and using Lemma 1.29.
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1.16 Proof of Proposition 1.26
Let x ∈ Rd and ` > 0 and consider the cube Q(x, `). Lemma 1.27 gives
us a smaller cube Q(y, s) such that s = c`, with c depending only on d
and the degrees of tr(x) and det(x). Modifying by a factor the value of c,
we can also assume that Q(y, 2s) ⊆ Q(x, `). For the moment we do not
distinguish between good and bad cubes, and we follow the argument in
Section 3 of [MS05].
Fix F ∈ Nγ(Q(x, `)), where γ > 0 is to be chosen later. Let F ′ be a
compact set such that:
(a) F ′ is the closure of an open set with smooth boundary,
(b) F ∩Q(y, s) ⊆ F ′ ⊆ Q (y, 3
2
s
)
,
(c) Cap(F ′) ≤ 2Cap(F ∩Q(y, s)) ≤ 2Cap(F ).
In fact, the outer regularity of capacity gives an open set Ω ⊇ F ∩ Q(y, s)
such that Ω satisfies conditions (b) and (c), and any F ′ that is the closure of
a smooth open set and lies between F ∩Q(y, s) and Ω will do.
If d = 2, one has to interpret Cap as the capacity relative to Q(x, 2`), as
defined by identity (1.7), while if d = 1, the discussion becomes trivial and
F ′ = ∅.
If d ≥ 2, there exists A < +∞ depending only on c (and hence on V )
such that
Cap(F ′) ≤ 2Cap(F ) ≤ 2γCap(Q(x, `)) ≤ 2γACap(Q(y, s)), (1.44)
by the monotonicity of capacity and its behavior under scaling. We can now
fix γ in such a way that
2γA < 1. (1.45)
If d ≥ 2, we denote by P the equilibrium potential of F ′, i.e., the function
satisfying
(a) P ∈ C(Rd, [0, 1]),
(b) P ≡ 1 on F ′,
(c) limy→∞ P (y) = 0 (if d ≥ 3) or P (y) ≡ 0 for every y /∈ Q(x, 2`) (if
d = 2),
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(d) ∆P = 0 on Rd \ F ′ (if n ≥ 3) or on Q(x, 2`) \ F ′ (if d = 2),
(e)
´
Rd |∇P |2 = Cap(F ′).
The existence of P is a classical fact of potential theory (see [Wer81]). If
d = 1, put P ≡ 0 in what follows. We now state as a lemma a useful
property of P .
Lemma 1.30.
´
Q(y,s)
(1− P )2 ≥ cd(c`)d.
Proof. Lemma 3.1 of [KMS09], or inequality 3.11 of [MS05], asserts that if Q
is a cube, E ⊆ 3
2
Q is the closure of a smooth open set such that Cap(E) <
Cap(Q) and PE is the equilibrium potential of E, then
cd
(
1− Cap(E)
Cap(Q)
)2
≤ σCap(E)
Cap(Q)
+
σ−1
|Q|
ˆ
Q
(1− PE)2 ∀σ > 0. (1.46)
If d ≥ 3, the thesis follows applying this to E = F ′ and Q = Q(y, s), recalling
(1.45) and choosing σ small enough (depending on d).
The case d = 1 is trivial, while the case d = 2 can be derived using the
argument above with a minor observation: (1.46) holds for d = 2 if Cap(E)
denotes the capacity relative to 2Q, while here we are considering F ′ = E
and we want Cap(F ′) to denote capacity relative to Q(x, 2`). This is not a
problem, because the two quantities are easily seen to be comparable up to a
constant depending on c and hence, taking γ small and recalling (1.44) and
(1.45), we conclude.
Let ηδ ∈ C∞c (Rd, [0, 1]) be equal to 1 on Q(y, (1− δ)s), equal to 0 outside
of Q(y, s), and such that |∇ηδ| ≤ Cd(δs)−1 = Cd(δc`)−1.
We now analyze separately good and bad cubes.
If Q(x, `) is good, we define ψ := ηδ(1 − P )e1, where e1 = (1, 0) (but
any other unit norm vector of C2 would do). Notice that ψ ∈ D(EV ). An
integration by parts and the harmonicity of P outside F ′ yield
ˆ
Rd
|∇ψ|2 =
ˆ
Rd
|∇ηδ|2(1− P )2 +
ˆ
Rd
η2δ |∇P |2 −
ˆ
Rn
∇(η2δ ) · (1− P )∇P
=
ˆ
Rd
|∇ηδ|2(1− P )2 ≤ Cd(δc`)−2
ˆ
Q(y,s)
(1− P )2 ≤ Cdδ−2(c`)d−2,
37
where the first inequality follows from the properties of ηδ, while the second
follows from the fact that 0 ≤ P ≤ 1.
If Q(x, `) ⊆ {|y| ≥ R(ε)} (recall how R(ε) was defined in Section 1.14),
we test (1.43) on ψ, using the bound above. The result is:
ˆ
Rd
η2δ (1− P )2 ≤ ε
(
Cdδ
−2(c`)d−2 +
ˆ
Rd
η2δ (1− P )2(V e1, e1)
)
≤ ε
(
Cdδ
−2(c`)d−2 + 8
ˆ
Q(y,s)\F ′
λ
)
,
where in the second line we used the fact that P ≡ 1 on F ′ and the estimate
(V e1, e1) ≤ µ ≤ 8λ, which holds on Q(y, s), because Q(x, `) is good. Since
F ′ ⊇ F ∩Q(y, s), we have
ˆ
Rd
η2δ (1− P )2 ≤ ε
(
Cdδ
−2(c`)d−2 + 8
ˆ
Q(x,`)\F
λ
)
(1.47)
Observing that |Q(y, s) \ Q(y, (1 − δ)s)| ≤ Cdδsd = Cdδ(c`)d and ηδ ≡ 1 on
Q(y, (1− δ)s) we can bound
ˆ
Q(y,s)
(1− P )2 ≤
ˆ
Rd
η2δ (1− P )2 + Cdδ(c`)d.
By Lemma 1.30 we can choose δ = δd small enough and obtain
cd(c`)
d ≤
ˆ
Rd
η2δd(1− P )2. (1.48)
Putting (1.47) (for δ = δd) and (1.48) together, we find
cd(c`)
d ≤ ε
(
Cd(c`)
d−2 + 8
ˆ
Q(x,`)\F
λ
)
.
It is now clear that there exist c1, c2 > 0 depending only on V such that if
ε ≤ c1`2, then 1`d
´
Q(x,`)\F λ ≥ c2ε−1, as we wanted.
Notice that this argument is a modification of Maz’ya-Shubin necessity
argument (see Section 3. of [MS05]). We now move to the bad cubes, which
require more work.
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If Q(x, `) is a bad cube the main difficulty is that (V e1, e1) is not bounded
by λ on Q(y, s). The natural idea is to test (1.43) on ψ := ηδ(1−P )v, where
v : Q(y, s)→ R2 is smooth and satisfies V v ≡ λv and |v| = 1 everywhere. It
is possible to define such a smooth selection of real eigenvectors because V
is assumed to be symmetric (assumption (b) of Theorem 1.25), the cube is
simply-connected and λ < µ on Q(y, s), i.e., there are no eigenvalue crossings
(by Lemma 1.27). Notice that λ is smooth on Q(y, s) for the same reason.
Observe thatˆ
Rd
|∇ψ|2 ≤ 2
ˆ
Rd
|∇(ηδ(1− P ))|2 + 2
ˆ
Rd
η2δ (1− P )2|∇v|2
≤ Cdδ−2(c`)d−2 + 2
ˆ
Q(y,s)
|∇v|2,
where the last bound is proved exactly as for good cubes. We claim that
ˆ
Q(y,s)
|∇v|2 ≤ C`d−2, (1.49)
where C is a constant depending on V , but independent of all the other
parameters. The reader may easily check that the argument given for good
cubes may then be carried out word by word to prove Proposition 1.26 also
for bad cubes. To prove the claim (1.49), we need a lemma.
Lemma 1.31. There is a constant C1 depending only on V such that for
every cube Q
ˆ
Q
||∂jV ||2op ≤ C1`−2Q
ˆ
Q
||V ||2op ∀j = 1, . . . , d.
Proof. The set Xd,D of functions W : Rd → H2 whose matrix elements are
polynomials of degree ≤ D is a finite-dimensional vector space and ∂j is a
linear operator on Xd,D. Since
√´
Q(0,1)
||W ||2op is a norm on Xd,D, we have
the bound ˆ
Q(0,1)
||∂jW ||2op ≤ C1
ˆ
Q(0,1)
||W ||2op ∀W ∈ Xd,D.
The application of this inequality to V , after rescaling and translating, gives
the thesis.
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Let us differentiate the identity V v = λv (all the computations are on
Q(y, s)):
∂V
∂xj
v + V
∂v
∂xj
=
∂λ
∂xj
v + λ
∂v
∂xj
. (1.50)
Since |v| = 1 and v is real-valued, v · ∂v
∂xj
= 0. Taking the scalar product of
both sides of (1.50) with ∂v
∂xj
, we obtain(
∂V
∂xj
v
)
· ∂v
∂xj
+
(
V
∂v
∂xj
)
· ∂v
∂xj
= λ
∣∣∣∣ ∂v∂xj
∣∣∣∣2 .
Sincem = 2 and ∂v
∂xj
is orthogonal to v, it must be an eigenvector of eigenvalue
µ at every point of Q(y, s). Hence
(
V ∂v
∂xj
)
· ∂v
∂xj
= µ
∣∣∣ ∂v∂xj ∣∣∣2 and
(µ− λ)
∣∣∣∣ ∂v∂xj
∣∣∣∣2 = −( ∂V∂xj v
)
· ∂v
∂xj
≤
∣∣∣∣∣∣∣∣ ∂V∂xj
∣∣∣∣∣∣∣∣
op
∣∣∣∣ ∂v∂xj
∣∣∣∣ .
Since µ ≥ 2λ and 4µ ≥ ||µ||L∞(Q(y,s)) on the bad cube Q(y, s), this implies
||µ||L∞(Q(y,s))
∣∣∣∣ ∂v∂xj
∣∣∣∣ ≤ 8 ∣∣∣∣∣∣∣∣ ∂V∂xj
∣∣∣∣∣∣∣∣
op
.
Squaring and integrating on Q(y, s) this pointwise inequality, and applying
Lemma 1.31, we find
||µ||2L∞(Q(y,s))
ˆ
Q(y,s)
∣∣∣∣ ∂v∂xj
∣∣∣∣2 ≤ 64ˆ
Q(y,s)
∣∣∣∣∣∣∣∣ ∂V∂xj
∣∣∣∣∣∣∣∣2
op
≤ 64C1(c`)−2
ˆ
Q(y,s)
||V ||2op ≤ 64C1(c`)n−2||µ||2L∞(Q(y,s)),
where we used the fact that ||V ||op = µ. Simplifying and summing over j,
we get (1.49). This concludes the proof of Theorem 1.25.
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Chapter 2
Weighted Bergman kernels
The main goal of this chapter is to prove new pointwise bounds on weighted
Bergman kernels. Sections 2.1 through 2.3 contain preliminary definitions
and results on weighted Bergman spaces, the weighted ∂-problem and weighted
Kohn Laplacians. Section 2.4 presents the well-known Morrey-Kohn-Ho¨rmander
formula and a natural Caccioppoli-type inequality related to it. Even though
there is no standard reference for this material, it mainly consists in the
weighted versions of results that can be found in [CS01]. In Section 2.5
we introduce the key notion of µ-coercivity for weighted Kohn Laplacians.
Before proving our results, we need to interrupt the flow of the presenta-
tion with two intermezzos: Section 2.6 introduces a few useful technical tools
from the theory of Schro¨dinger operators (see, e.g., [She99]), while Section 2.7
proves a variant of Fefferman-Phong inequality (see, e.g., [Fef83]). Sections
2.8 through 2.13 contain the original results anticipated in the Introduction.
2.1 Weighted Bergman spaces and kernels
Let us assume that
ϕ : Cn → R is locally bounded and measurable. (2.1)
Later we will focus on C2 plurisubharmonic weights, but regularity and
plurisubharmonicity of ϕ are not needed for the basic results of this section.
We associate to ϕ the weighted L2 space L2(Cn, ϕ) consisting of (equiva-
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lence classes of) functions f : Cn → C such that
ˆ
Cn
|f(z)|2e−2ϕ(z)dL(z) < +∞.
We insert the factor 2 in the exponential in order to slightly simplify several
formulas later on. The Hilbert space norm and scalar product of L2(Cn, ϕ)
will be denoted by || · ||ϕ and (·, ·)ϕ.
The weighted Bergman space with respect to the weight ϕ is then defined
as follows:
A2(Cn, ϕ) :=
{
h : Cn → C : h is holomorphic and h ∈ L2(Cn, ϕ)} .
Proposition 2.1. A2(Cn, ϕ) is a closed linear subspace of L2(Cn, ϕ).
If z ∈ Cn and r > 0, we have
|h(z)| ≤ 1|B(z, r)|
√ˆ
B(z,r)
e2ϕ ||h||ϕ ∀h ∈ A2(Cn, ϕ). (2.2)
Proof. If h ∈ A2(Cn, ϕ), then in particular it is harmonic and satisfies the
mean value property
h(z) =
1
|B(z, r)|
ˆ
B(z,r)
h.
The Cauchy-Schwarz inequality yields
|h(z)| ≤ 1|B(z, r)|
√ˆ
B(z,r)
|h|2e−2ϕ
√ˆ
B(z,r)
e2ϕ
≤ 1|B(z, r)|
√ˆ
B(z,r)
e2ϕ ||h||ϕ,
proving (2.2).
Now notice that a sequence of elements of A2(Cn, ϕ) which converges
in L2(Cn, ϕ) also converges uniformly on compact sets. This follows from
(2.2) and the assumption (2.1). Since a locally uniform limit of holomorphic
functions is holomorphic, we can conclude that A2(Cn, ϕ) is closed. Linearity
of the weighted Bergman space is obvious and hence the proposition is proved.
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Since A2(Cn, ϕ) is a closed subspace, we can define the orthogonal pro-
jector Bϕ of L
2(Cn, ϕ) onto A2(Cn, ϕ). The linear operator Bϕ is called the
weighted Bergman projection.
Inequality (2.2) shows that the evaluation mapping h 7→ h(z) is a con-
tinuous linear functional on A2(Cn, ϕ) for every z ∈ Cn. By Riesz’ Lemma,
there exists kz ∈ A2(Cn, ϕ) such that
h(z) = (h, kz)ϕ =
ˆ
Cn
h(w)kz(w)e
−2ϕ(w)dL(w).
We define the weighted Bergman kernel as follows:
Bϕ(z, w) := kz(w) (z, w ∈ Cn).
Our usage of the notation Bϕ both for the projector defined above and
for this function is justified by the next proposition.
Proposition 2.2. The weighted Bergman kernel is the integral kernel of the
weighted Bergman projection:
Bϕ(f)(z) =
ˆ
Cn
Bϕ(z, w)f(w)e
−2ϕ(w)dL(w) ∀f ∈ L2(Cn, ϕ). (2.3)
Moreover, Bϕ(z, w) = Bϕ(w, z) for every z, w ∈ Cn.
Observe that, since kz ∈ A2(Cn, ϕ), the integral (2.3) is absolutely con-
vergent for every z.
Proof. Given f ∈ L2(Cn, ϕ), we write f = Bϕ(f) + g, where g is orthogonal
to A2(Cn, ϕ). We have
Bϕ(f)(z) = (Bϕ(f), kz)ϕ = (f, kz)ϕ − (g, kz)ϕ
=
ˆ
Cn
kz(w)f(w)e
−2ϕ(w)dL(w)
=
ˆ
Cn
Bϕ(z, w)f(w)e
−2ϕ(w)dL(w),
where we used the definitions of kz and Bϕ, and the fact that kz ∈ A2(Cn).
This proves (2.3).
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Next, recall that, by definition, Bϕ(z, ·) ∈ A2(Cn, ϕ) and therefore
Bϕ(z, w) =
ˆ
Cn
Bϕ(w,w
′)Bϕ(z, w′)e−2ϕ(w
′)dLCn(w′)
=
ˆ
Cn
Bϕ(z, w′)Bϕ(w,w′)e−2ϕ(w
′)dLCn(w′)
= Bϕ(w, z) = Bϕ(w, z),
for any z, w ∈ Cn, as we wanted.
Proposition 2.2 has a consequence for the regularity of the Bergman ker-
nel. In fact, by the second part of the proposition, Bϕ(·, z) ∈ A2(Cn, ϕ) for
every z. In particular Bϕ(z, w) is separately holomorphic and Hartogs’ theo-
rem allows to conclude that Bϕ(z, w) is jointly holomorphic, and hence that
Bϕ(z, w) is jointly real-analytic.
The values of the weighted Bergman kernel on the diagonal have a par-
ticularly nice variational significance.
Proposition 2.3. The following identities hold for every z ∈ Cn:
Bϕ(z, z) = ||Bϕ(z, ·)||2ϕ = sup
h∈A2(Cn,ϕ): ||h||ϕ=1
|h(z)|2
Proof. Since Bϕ(·, z) ∈ A2(Cn, ϕ), we have
Bϕ(z, z) =
ˆ
Cn
Bϕ(z, w)Bϕ(w, z)e
−2ϕ(w)dL(w)
=
ˆ
Cn
|Bϕ(z, w)|2e−2ϕ(w)dL(w)
= ||Bϕ(z, ·)||2ϕ,
where in the second line we used the identity Bϕ(z, w) = Bϕ(w, z) of Propo-
sition 2.2. Since Bϕ(z, ·) = kz(·), by the Riesz Lemma the norm of Bϕ(z, ·)
equals the operator norm of the evaluation functional h 7→ h(z), which clearly
equals the third term of the identity to be proved.
Proposition 2.3 can be used to estimate Bϕ(z, z). Unfortunately, there is
not an equally simple identity involving the off-diagonal values of Bϕ, and
estimating them requires more elaborated arguments involving the weighted
∂ problem, to which the next section is dedicated.
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2.2 Weighted ∂ problem
The standing assumption for this section is still (2.1).
We begin by recalling the classical formalism of the ∂ complex. We denote
by L2(0,q)(Cn, ϕ) the Hilbert space of (0, q)-forms with coefficients in L2(Cn, ϕ).
Since we will be working only with forms of degree less than or equal to 2,
we confine our discussion to these cases. Adopting the standard notation for
differential forms, we have that L2(0,0)(Cn, ϕ) = L2(Cn, ϕ),
L2(0,1)(Cn, ϕ) :=
{
u =
∑
1≤j≤n
ujdzj : uj ∈ L2(Cn, ϕ) ∀j
}
,
and
L2(0,2)(Cn, ϕ) :=
{
w =
∑
1≤j<k≤n
wjk dzj ∧ dzk : wjk ∈ L2(Cn, ϕ) ∀j, k
}
.
For the norms and the scalar products in these Hilbert spaces of forms we
use the same symbols || · ||ϕ and (·, ·)ϕ, i.e., if u, u˜ ∈ L2(0,1)(Cn, ϕ), we have
||u||2ϕ =
∑
1≤j≤n
||uj||2ϕ, (u, u˜)ϕ =
∑
1≤j≤n
(uj, u˜j)ϕ,
while if w, w˜ ∈ L2(0,1)(Cn, ϕ), we have
||w||2ϕ =
∑
1≤j<k≤n
||wjk||2ϕ, (w, w˜)ϕ =
∑
1≤j<k≤n
(wjk, w˜jk)ϕ.
The meaning of || · ||ϕ and (·, ·)ϕ depends on whether the arguments are
functions, (0, 1)-forms or (0, 2)-forms, but this ambiguity should not be a
source of confusion. Observe that the formulas above reveal the nature of
product Hilbert space of L2(0,q)(Cn, ϕ).
We now introduce the initial fragment of the weighted ∂ complex :
L2(Cn, ϕ) ∂−→ L2(0,1)(Cn, ϕ) ∂−→ L2(0,2)(Cn, ϕ). (2.4)
The symbol ∂ denotes as usual both the operator ∂ : L2(Cn, ϕ)→ L2(0,1)(Cn, ϕ)
defined on the domain
D0(∂) :=
{
f ∈ L2(Cn, ϕ) : ∂f
∂zj
∈ L2(Cn, ϕ) ∀j
}
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by the formula ∂f =
∑
j
∂f
∂zj
dzj, and the operator ∂ : L
2
(0,1)(Cn, ϕ) →
L2(0,2)(Cn, ϕ) defined on the domain
D1(∂) :=
{
u =
∑
j
ujdzj ∈ L2(0,1)(Cn, ϕ) :
∂uk
∂zj
− ∂uj
∂zk
∈ L2(Cn, ϕ) ∀j, k
}
by the formula ∂u =
∑
j<k
(
∂uk
∂zj
− ∂uj
∂zk
)
dzj ∧ dzk.
Proposition 2.4. (i) The two ∂ operators above are closed and densely-
defined.
(ii) The weighted ∂ complex (2.4) is a complex, i.e.,
∂f ∈ D1(∂) and ∂∂f = 0 ∀f ∈ D0(∂). (2.5)
(iii) The kernel of ∂ : L2(Cn, ϕ)→ L2(0,1)(Cn, ϕ) is A2(Cn, ϕ).
(iv) C∞c (Cn) is dense in D0(∂) with respect to the norm || · ||ϕ + ||∂ · ||ϕ.
(v) The space of (0, 1)-forms with smooth compactly supported coefficients
is dense in D1(∂) with respect to the norm || · ||ϕ + ||∂ · ||ϕ.
Proof. We recall two facts about L2(Cn, ϕ):
(a) convergence in L2(Cn, ϕ) implies L2 convergence on compact sets and
hence convergence in the sense of distributions,
(b) smooth compactly supported functions are dense in L2(Cn, ϕ).
Fact (a) is an immediate consequence of the local boundedness of ϕ, while
fact (b) can be proved first truncating functions on large balls and then
convolving with a smooth approximate identity (and using fact (a)).
Since (0, q)-forms with smooth compactly supported coefficients are con-
tained in Dq(∂) and are dense in L2(0,q)(Cn, ϕ) by fact (a), the ∂ operators
are densely-defined. To see that they are closed, let g(m) be a sequence of
(0, q)-forms such that g(m) converges to g in L2(0,q)(Cn, ϕ) and ∂g(m) converges
to g˜ in L2(0,q+1)(Cn, ϕ). By fact (a), these convergences hold in the sense of
distributions too. By the continuity of differential operators with respect to
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convergence in the sense of distributions and the uniqueness of the limit, we
conclude that ∂g = g˜, proving (i).
Property (2.5) follows from the identity ∂
∂zj
∂
∂zk
= ∂
∂zk
∂
∂zj
.
Part (iii) follows from the fact that distributional solutions of the equation
∂f = 0 are also classical solutions. A short way to prove this is to notice that
such solutions are harmonic in the weak sense and then to use the regularity
theory for the Laplacian.
We now prove part (iv), omitting the analogous proof of part (v). Let
u ∈ D0(∂). Let η be smooth, compactly supported and such that η(0) = 1.
Put ηε(z) := η(εz), for ε > 0. The function ηεu is compactly supported and
∂(ηεu)
∂zj
=
∂ηε
∂zj
u+
∂u
∂zj
ηε ∀j,
from which we see that ηεu ∈ D0(∂). The dominated convergence theorem
shows that ηεu converges to u in the graph norm when ε tends to 0. Hence
compactly supported elements of D0(∂) are dense in the graph norm.
Let now u ∈ D0(∂) be compactly supported and let ψ be a test function
such that
´
Cn ψ = 1. We denote by ψ
ε the rescaled function ε−2nψ(ε−1·).
The function u ∗ ψε is smooth and compactly supported and
∂(u ∗ ψε)
∂zj
=
∂u
∂zj
∗ ψε ∀j.
By the standard approximate identity argument plus the local boundedness
of ϕ, we conclude that u ∗ ψε converges to u in L2(Cn, ϕ) when ε tends to 0,
and that ∂u
∂zj
∗ ψε converges to ∂u
∂zj
.
We now formulate the weighted ∂ problem.
Given u ∈ L2(0,1)(Cn, ϕ), the problem is to find a function f ∈ L2(Cn, ϕ)
such that
∂f = u, i.e.,
∂f
∂zj
= uj ∀j. (2.6)
As a consequence of part (ii) of Proposition 2.4, a necessary condition for
the existence of a solution is that u be in the range of ∂, and hence, by (2.5),
that ∂u = 0. In this case we say that u is ∂-closed.
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Proposition 2.5. Assume that the equation (2.6) admits a solution f . Then
the set of all solutions is f + A2(Cn, ϕ). Among these, there is a unique
solution Sϕ(u) such that
(Sϕ(u), h)ϕ = 0 ∀h ∈ A2(Cn, ϕ),
i.e., that is orthogonal to the weighted Bergman space. Sϕ(u) is also the
solution of minimal L2(Cn, ϕ) norm.
The function Sϕ(u) is called the canonical solution of the weighted ∂
equation with datum u.
Proof. To see the minimality of the norm, notice that Sϕ(u) = f − Bϕ(f).
The rest is elementary linear algebra.
We say that the weighted ∂ equation is solvable if it admits a solution for
every datum u ∈ L2(0,1)(Cn, ϕ) such that ∂u = 0.
Proposition 2.6. Assume that ϕ is such that the weighted ∂ equation is
solvable. Then
Sϕ : {u ∈ L2(0,1)(Cn, ϕ) : ∂u = 0} −→ L2(Cn, ϕ)
is a bounded linear operator.
Proof. The operator is well-defined because of solvability. The domain of
Sϕ is a closed subspace of L
2
(0,1)(Cn, ϕ), because it is the kernel of a closed
operator. The closed graph theorem then reduces the proof to showing the
closure of Sϕ.
If u(m) converges to u in L2(0,1)(Cn, ϕ) and Sϕ(u(m)) converges to f in
L2(Cn, ϕ), the closure of ∂ immediately implies that ∂f = u. Since the
orthogonality to A2(Cn, ϕ) passes to the limit, we can conclude that Sϕ(u) =
f , as we wanted.
2.3 Weighted Kohn Laplacians
The standing assumption for this section is that ϕ : Cn → R is C2. In
particular (2.1) holds.
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Taking the Hilbert space adjoints of the operators in (2.4), we have the
dual complex:
L2(Cn, ϕ)
∂
∗
ϕ←− L2(0,1)(Cn, ϕ)
∂
∗
ϕ←− L2(0,2)(Cn, ϕ). (2.7)
We use the index ϕ in the symbol for these operators to stress the fact
that not only the domain, but also the formal expression of ∂
∗
ϕ depends on
the weight ϕ.
Proposition 2.7. The operators in (2.7) also define a complex of closed
densely-defined linear operators.
Proof. The operators ∂
∗
ϕ are closed densely-defined linear operators, as they
are adjoints of closed densely-defined operators. The fact that (2.7) is a
complex is just a matter of unravelling the definition of Hilbert space adjoint
and using the identity ∂∂ = 0.
We denote by D1(∂∗ϕ) ⊆ L2(0,1)(Cn, ϕ) and D2(∂
∗
ϕ) ⊆ L2(0,2)(Cn, ϕ) the
dense domains of the two ∂
∗
ϕ operators.
The weighted Kohn Laplacian is defined by the formula
ϕ := ∂
∗
ϕ∂ + ∂∂
∗
ϕ
on the domain of (0, 1)-forms
D(ϕ) := {u ∈ L2(0,1)(Cn, ϕ) : u ∈ D1(∂)∩D1(∂
∗
ϕ), ∂u ∈ D2(∂
∗
ϕ) and ∂
∗
ϕu ∈ D0(∂)}.
Proposition 2.8. The weighted Kohn Laplacian is a densely-defined, closed,
self-adjoint and non-negative operator on L2(0,1)(Cn, ϕ).
Proof. If u ∈ D(ϕ), we have
(ϕu, u)ϕ = (∂
∗
ϕ∂u, u)ϕ + (∂∂
∗
ϕu, u)ϕ = ||∂u||2ϕ + ||∂
∗
ϕu||2ϕ. (2.8)
Thus ϕ is non-negative.
To prove closure, let u(m) be a sequence in D(ϕ) which converges to u ∈
L2(0,1)(Cn, ϕ) and such that ϕu(m) converges to v ∈ L2(0,1)(Cn, ϕ). Applying
(2.8) to u(`) − u(m) and using Cauchy-Schwarz inequality, we obtain
||∂(u(`) − u(m))||2ϕ + ||∂
∗
ϕ(u
(`) − u(m))||2ϕ ≤ ||ϕ(u(`) − u(m))||ϕ||u(`) − u(m)||ϕ.
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Since both u(m) and ϕu(m) are Cauchy sequences in L2(0,1)(Cn, ϕ), we con-
clude that ∂u(m) and ∂
∗
ϕu
(m) are also Cauchy sequences in L2(0,2)(Cn, ϕ) and
L2(Cn, ϕ) respectively. By the closure of ∂ and ∂∗ϕ, u ∈ D1(∂) ∩ D1(∂
∗
ϕ),
∂u(m) converges to ∂u and ∂
∗
ϕu
(m) converges to ∂
∗
ϕu.
Now recall that u(m) ∈ D(ϕ) and that ∂∂∂∗ϕu(m) = 0 (by Proposition
2.4). By definition of adjoint,
(∂∂
∗
ϕu
(k), ∂
∗
ϕ∂u
(k))ϕ = (∂∂∂
∗
ϕu
(k), ∂u(k))ϕ = 0,
i.e., ∂∂
∗
ϕu
(k) and ∂
∗
ϕ∂u
(k) are orthogonal. Since their sum converges, the
same is true of both of them separately. Again by the closure of ∂ and ∂
∗
ϕ,
we deduce that ∂u ∈ D2(∂∗ϕ), that ∂
∗
ϕu ∈ D0(∂), and that ∂∂
∗
ϕu
(m) converges
to ∂∂
∗
ϕu, while ∂
∗
ϕ∂u
(m) converges to ∂
∗
ϕ∂u. In particular ϕu(m) converges
to ϕu. This finishes the proof of the closure.
By Hilbert space theory we have that L2(0,1)(Cn, ϕ)⊕L2(Cn, ϕ) decomposes
as the direct sum of the graph of ∂
∗
ϕ and the image of the graph of ∂ under
the mapping (u, v) 7→ (v,−u). This depends only on the fact that ∂ is closed
and densely-defined. In particular, given u ∈ L2(0,1)(Cn, ϕ), there exist unique
f ∈ L2(0,1)(Cn, ϕ) and g ∈ L2(Cn, ϕ) such that
u⊕ 0 = f ⊕ ∂∗ϕf + ∂g ⊕ (−g), (2.9)
i.e. u = f + ∂∂
∗
ϕf , for a unique f ∈ D1(∂
∗
ϕ) such that ∂
∗
ϕf ∈ D0(∂). Taking
norms in (2.9), we find
||u||2ϕ = ||f ||2ϕ + ||∂
∗
ϕf ||2ϕ + ||∂g||2ϕ + ||g||2ϕ ≥ ||f ||2ϕ.
Hence the mapping (1 + ∂∂
∗
ϕ)
−1 that associates f to u is well-defined, linear
and bounded, and of course it is the inverse of 1+∂∂
∗
ϕ on its natural domain.
We now show that (1 + ∂∂
∗
ϕ)
−1 is self-adjoint. Let f, g ∈ L2(0,1)(Cn, ϕ). We
have
((1 + ∂∂
∗
ϕ)
−1f, g)ϕ = ((1 + ∂∂
∗
ϕ)
−1f, (1 + ∂∂
∗
ϕ)(1 + ∂∂
∗
ϕ)
−1g)ϕ
= ((1 + ∂∂
∗
ϕ)
−1f, (1 + ∂∂
∗
ϕ)
−1g)ϕ + ((1 + ∂∂
∗
ϕ)
−1f, ∂∂
∗
ϕ(1 + ∂∂
∗
ϕ)
−1g)ϕ.
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Since (1 + ∂∂
∗
ϕ)
−1g is in the domain of ∂∂
∗
ϕ, we can write
((1 + ∂∂
∗
ϕ)
−1f, (1 + ∂∂
∗
ϕ)
−1g)ϕ + ((1 + ∂∂
∗
ϕ)
−1f, ∂∂
∗
ϕ(1 + ∂∂
∗
ϕ)
−1g)ϕ
= ((1 + ∂∂
∗
ϕ)
−1f, (1 + ∂∂
∗
ϕ)
−1g)ϕ + (∂∂
∗
ϕ(1 + ∂∂
∗
ϕ)
−1f, (1 + ∂∂
∗
ϕ)
−1g)ϕ
= (f, (1 + ∂∂
∗
ϕ)
−1g)ϕ,
proving the self-adjointness. Since (1 +∂∂
∗
ϕ)
−1 is clearly injective, it has also
dense range. This proves that the natural domain {u ∈ D1(∂∗ϕ) : ∂
∗
ϕu ∈
D0(∂)} of 1 + ∂∂∗ϕ is dense. As a consequence, 1 + ∂∂
∗
ϕ is also self-adjoint on
the natural domain. By an analogous argument one can see that 1 + ∂
∗
ϕ∂ is
self-adjoint on the natural domain.
Now consider the operator
L = (1 + ∂∂
∗
ϕ)
−1 + (1 + ∂
∗
ϕ∂)
−1 − 1,
which is patently bounded and self-adjoint. Writing
L = (1 +∂∂
∗
ϕ)
−1− (1 +∂∗ϕ∂− 1)(1 +∂
∗
ϕ∂)
−1 = (1 +∂∂
∗
ϕ)
−1−∂∗ϕ∂(1 +∂
∗
ϕ∂)
−1.
(2.10)
The second term is contained in the domain of ∂∂
∗
ϕ (by the complex property
∂
∗
ϕ∂
∗
ϕ = 0 of Proposition 2.7), and hence the range of L is also contained in
the domain of ∂∂
∗
ϕ. By a symmetrical argument, the range of L is contained
in the domain of ∂
∗
ϕ∂ and hence in the domain of ϕ. Since
(1 +ϕ)L = L+ ∂∂
∗
ϕL+ ∂
∗
ϕ∂L = 1, (2.11)
where we used the representation (2.10) and the one with ∂ and ∂
∗
exchanged.
Therefore L is injective and thus, being self-adjoint, it has dense range, and
a fortiori D(ϕ) is dense. Moreover, by (2.11) it is clear that the range of
1+ϕ is L2(0,1)(Cn, ϕ). Since 1+ϕ is strictly positive and hence injective on
the domain of ϕ, we can conclude that it is the inverse of L. In particular
1 +ϕ is self-adjoint. This immediately implies that ϕ is self-adjoint.
Another important object is the quadratic form
Eϕ(u, v) := (∂u, ∂v)ϕ + (∂∗ϕu, ∂
∗
ϕv)ϕ,
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defined for u, v ∈ D(Eϕ) := D1(∂) ∩ D1(∂∗ϕ). Notice that, by definition of
Hilbert space adjoints,
(ϕu, v) = Eϕ(u, v) ∀u ∈ D(ϕ), ∀v ∈ D(Eϕ).
We will simply write Eϕ(u) for Eϕ(u, u).
Proposition 2.9. (i) We have
D1(∂∗ϕ) =
{
u ∈ L2(0,1)(Cn, ϕ) :
∑
j
(
−∂uj
∂zj
+ 2
∂ϕ
∂zj
uj
)
∈ L2(Cn, ϕ)
}
,
and if u ∈ D1(∂∗ϕ) then ∂
∗
ϕu =
∑
j
(
−∂uj
∂zj
+ 2 ∂ϕ
∂zj
uj
)
.
(ii) We have
D2(∂∗ϕ) =
{
u ∈ L2(0,2)(Cn, ϕ) :
∑
j
(
−∂ujk
∂zj
+ 2
∂ϕ
∂zj
ujk
)
∈ L2(Cn, ϕ) ∀k
}
,
and if u ∈ D2(∂∗ϕ) then ∂
∗
ϕu =
∑
j
(
−∂ujk
∂zj
+ 2 ∂ϕ
∂zj
ujk
)
, where we are
using the standard convention that ujk = −ukj.
(iii) The space of (0, 1)-forms with smooth compactly supported coefficients
is dense in D(Eϕ) with respect to the norm || · ||ϕ + ||∂ · ||ϕ + ||∂∗ϕ · ||ϕ.
Proof. Assume that u ∈ D1(∂∗ϕ). If g ∈ C∞c (Cn) ⊆ D0(∂), we have the
identity
ˆ
Cn
∂
∗
ϕu · ge−2ϕ = (∂
∗
ϕu, g)ϕ = (u, ∂g)ϕ =
∑
j
ˆ
Cn
e−2ϕuj
∂g
∂zj
.
By the arbitrariness of g, we have
∂
∗
ϕu = −e2ϕ
∑
j
∂(e−2ϕuj)
∂zj
=
∑
j
(
−∂uj
∂zj
+ 2
∂ϕ
∂zj
uj
)
.
To conclude we need to show the converse to what we have just seen, i.e.,
that any u ∈ L2(0,1)(Cn, ϕ) such that f :=
∑
j
(
−∂uj
∂zj
+ 2 ∂ϕ
∂zj
uj
)
∈ L2(Cn, ϕ)
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lies in D1(Cn, ϕ). Let g be as above. Then, by the definition of distributional
derivative, ∑
j
ˆ
Cn
∂g
∂zj
uje
−2ϕ =
ˆ
Cn
gfe−2ϕ. (2.12)
Now, by part (iv) of Proposition 2.4, given g ∈ D0(∂) we can find a sequence
g(m) ∈ C∞c (Cn) such that g(m) converges to g in L2(Cn, ϕ) and ∂g(m) converges
to ∂g in L2(0,1)(Cn, ϕ). Thus we can pass to the limit in (2.12) to conclude that
the same identity holds for any g ∈ D(0,1)(∂). This shows that u ∈ D(0,1)(∂∗ϕ)
and that ∂
∗
ϕu = f , concluding the proof of (i).
The proof of (ii) is analogous and hence omitted.
Let now u ∈ D(Eϕ). Put ηε(z) := η(εz), where η ∈ C∞c (Cn) is such that
η(0) = 1. We have
∂
∗
ϕ(ηεu) = ηε∂
∗
ϕu−
∑
j
uj
∂ηε
∂zj
,
from which we see that ηεu ∈ D1(∂∗ϕ) and that, by dominated convergence,
∂
∗
ϕ(ηεu) converges to ∂
∗
ϕu in L
2(Cn, ϕ) when ε tends to 0. A similar com-
putation shows that ∂(ηεu) converges to ∂
∗
u. Since ηεu converges to u, this
shows that compactly supported elements of D(Eϕ) are dense in the required
norm. In analogy with the proof of part (iv) of Proposition 2.4, we now as-
sume that u ∈ D(Eϕ) is compactly supported and consider its componentwise
convolution with an approximate identity ψε:
∂
∗
ϕ(u ∗ ψε) =
∑
j
(
−∂uj
∂zj
∗ ψε + 2 ∂ϕ
∂zj
(uj ∗ ψε)
)
= ∂
∗
ϕu ∗ ψε
+ 2
∑
j
ˆ
Cn
(
∂ϕ
∂zj
(z)− ∂ϕ
∂zj
(z − w)
)
uj(z − w)ψε(w)dL(w).
The first term converges to ∂
∗
ϕu in L
2(Cn, ϕ) because of the local boundedness
of ϕ, while to see that the second term converges to 0 in the same norm we
need to use the C2 regularity of ϕ, or more precisely the local Lipschitz
property of ∂ϕ
∂zj
. This is essentially the classical Friedrichs’ argument and we
omit the elementary details.
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2.4 The Morrey-Kohn-Ho¨rmander formula
and a Caccioppoli-type inequality
In this section we assume that our weight ϕ : Cn → R is C2 and plurisub-
harmonic, i.e., that the complex Hessian
Hϕ(z) :=
(
∂2ϕ
∂zj∂zk
(z)
)n
j,k=1
(z ∈ Cn)
is everywhere non-negative definite:
(Hϕ(z)v, v) =
∑
j,k
∂2ϕ
∂zj∂zk
(z)vjvk ≥ 0 ∀v = (v1, . . . , vn) ∈ Cn, ∀z ∈ Cn.
The complex Hessian is an n× n Hermitian matrix-valued continuous map-
ping. From now on, we identify the (0, 1)-form u =
∑
j ujdzj with the
complex vector field u = (u1, . . . , un) : Cn → Cn. In particular it makes
sense to consider the non-negative function
(Hϕu, u)(z) =
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z)uj(z)uk(z),
obtained by evaluating the quadratic form associated to the complex Hessian
on the vector field u.
The next proposition is the reason for the central role played by Hϕ in
weighted complex analysis.
Proposition 2.10. Let u ∈ L2(0,1)(Cn, ϕ). Then u ∈ D(Eϕ) if and only if
∂uj
∂zk
∈ L2(Cn, ϕ) ∀j, k,
√
(Hϕu, u) ∈ L2(Cn, ϕ),
and we have
Eϕ(u, v) =
∑
j,k
ˆ
Cn
∂uj
∂zk
∂vj
∂zk
e−2ϕ + 2
ˆ
Cn
(Hϕu, v)e
−2ϕ, (2.13)
for every u, v ∈ D(Eϕ).
Equation (2.13) is called the Morrey-Kohn-Ho¨rmander formula.
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Proof. We begin by proving (2.13) for u, v with compactly supported and
smooth coefficients. Since Eϕ(u) = ||∂u||2ϕ + ||∂
∗
ϕu||2ϕ, we can use part (i) of
Proposition 2.9 to write
Eϕ(u) =
∑
1≤j<k≤n
ˆ
Cn
|∂juk − ∂kuj|2e−ϕ +
ˆ
Cn
|
n∑
j=1
∂∗ϕ,juj|2e−ϕ, (2.14)
where ∂∗ϕ,jf = ∂jf − 2∂jϕf . Notice that we are using the lighter symbols ∂j
and ∂j for
∂
∂zj
and ∂
∂zj
. We expand the first term of the right-hand side of
(2.14). The result is:∑
1≤j<k≤n
ˆ
Cn
(|∂juk|2 + |∂kuj|2 − ∂juk∂kuj − ∂juk∂kuj) e−2ϕ
=
n∑
j,k=1
ˆ
Cn
(|∂juk|2 − ∂juk∂kuj) e−2ϕ.
Notice that we could add the terms corresponding to j = k since they sum
up to zero. Two integration by parts show that
−
n∑
j,k=1
ˆ
Cn
∂juk∂kuje
−2ϕ =
n∑
j,k=1
ˆ
Cn
∂∗ϕ,k∂juk · uje−2ϕ
=
n∑
j,k=1
ˆ
Cn
[∂∗ϕ,k, ∂j]uk · uje−2ϕ +
n∑
j,k=1
ˆ
Cn
∂j∂
∗
ϕ,kuk · uje−2ϕ
= 2
n∑
j,k=1
ˆ
Cn
∂j∂kϕuk · uje−2ϕ −
n∑
j,k=1
ˆ
Cn
∂∗ϕ,kuk · ∂∗ϕ,juje−2ϕ
= 2
ˆ
Cn
(Hϕu, u)e
−2ϕ −
ˆ
Cn
|
n∑
j=1
∂∗ϕ,kuj|2e−2ϕ.
In the third line we used the key commutation relation [∂∗ϕ,k, ∂j] = 2∂j∂kϕ.
Putting all the terms together we obtain
Eϕ(u) =
∑
j,k
ˆ
Cn
|∂kuj|2e−2ϕ + 2
ˆ
Cn
(Hϕu, u)e
−2ϕ. (2.15)
The regularity of ϕ and u ensures that all the computations are valid.
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If u ∈ D(Eϕ), part (ii) of Proposition 2.9 gives a sequence u(m) of (0, 1)-
forms with smooth compactly supported coefficients such that Eϕ(u−u(m))→
0. Using (2.15) and the non-negativity of Hϕ, one can prove that ∂ku
(m)
j is a
Cauchy sequence in L2(Cn, ϕ) for every j and k, and that the same is true of
the sequence
√
(Hϕu(m), u(m)). We can pass to the limit and conclude that
∂kuj ∈ L2(Cn, ϕ) for every j and k, that
√
(Hϕu, u) ∈ L2(Cn, ϕ), and that
(2.13) holds for u = v ∈ D(Eϕ). Since both sides of (2.13) are quadratic
forms, the formula for general u, v may be deduced by polarization.
The proof that
∂kuj ∈ L2(Cn, ϕ) ∀j, k,
√
(Hϕu, u) ∈ L2(Cn, ϕ) =⇒ u ∈ D(Eϕ)
is via a similar approximation argument and we omit it.
In order to prove a Caccioppoli-type inequality for solutions of the ϕ
equation, we need the following auxiliary proposition.
Proposition 2.11. Assume that u ∈ D(ϕ) and let η be a real-valued
bounded Lipschitz function. Then ηu ∈ D(Eϕ) and
Eϕ(ηu) = 1
4
ˆ
Cn
|∇η|2|u|2e−2ϕ + <(ηϕu, ηu)ϕ.
Proof. The fact that ηu ∈ D(Eϕ) follows easily from part (i) of Proposition
2.9. Then we have (using the symbols ∂j and ∂j as in the proof of Proposition
2.10):
|∂k(ηuj)|2 = |∂kη|2|uj|2 + <
(
η2|∂kuj|2 + 2η∂kη · uj∂kuj
)
= |∂kη|2|uj|2 + <
(
∂kuj(η
2∂kuj + ∂k(η
2)uj)
)
= |∂kη|2|uj|2 + <
(
∂kuj∂k(η2uj)
)
.
Integrating this identity and using the Morrey-Kohn-Ho¨rmander formula we
obtain
Eϕ(ηu) = 1
4
ˆ
Cn
|∇η|2|u|2e−2ϕ + <
(
n∑
j,k=1
ˆ
Cn
∂kuj∂k(η2uj)e
−2ϕ
)
+ 2<
(ˆ
Cn
(Hϕu, η
2u)e−2ϕ
)
=
1
4
ˆ
Cn
|∇η|2|u|2e−2ϕ + < (Eϕ(u, η2u)) .
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Since η2u ∈ D(Eϕ) and u ∈ D(ϕ), we have Eϕ(u, η2u) = (ϕu, η2u)ϕ =
(ηϕu, ηu)ϕ. This concludes the proof.
We are now in a position to state and prove the Caccioppoli-type inequal-
ity.
Lemma 2.12. Assume that u ∈ D(ϕ) and that ϕu vanishes on B(z,R).
If r < R, then
ˆ
B(z,r)
|∂∗ϕu|2e−2ϕ ≤ (R− r)−2
ˆ
B(z,R)
|u|2e−2ϕ.
Proof. Let η be Lipschitz, real-valued, identically equal to 1 on B(z, r), and
supported on B(z,R). Since ηϕu = 0, Proposition 2.11 yields
||∂∗ϕ(ηu)||2ϕ ≤ Eϕ(ηu) =
1
4
ˆ
Cn
|∇η|2|u|2e−2ϕ ≤ ||∇η||
2
∞
4
||χB(z,R)u||2ϕ.
By part (i) of Proposition 2.9, ∂
∗
ϕ(ηu) = η∂
∗
ϕu−
∑n
j=1
∂η
∂zj
uj, we have
||χB(z,r)∂∗ϕu||ϕ ≤ ||η∂
∗
ϕu||ϕ
≤ ||∂∗ϕ(ηu)||ϕ +
||∇η||∞
2
||χB(z,R)u||ϕ
≤ ||∇η||∞||χB(z,R)u||ϕ.
It is clear that we can choose η such that ||∇η||∞ = 1R−r , and this gives the
thesis.
2.5 µ-coercivity for weighted Kohn Laplacians
In this section we introduce the notion of µ-coercivity for the weighted Kohn
Laplacian and we study its most basic consequences. We continue to assume
that our weight ϕ : Cn → R is C2 and plurisubharmonic.
Definition 2.13. Given a measurable function µ : Cn → [0,+∞), we say
that ϕ is µ-coercive if the following inequality holds
Eϕ(u) ≥ ||µu||2ϕ ∀u ∈ D(Eϕ). (2.16)
The next proposition collects a few basic facts about µ-coercivity.
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Proposition 2.14. Assume that ϕ is µ-coercive, and that
inf
z∈Cn
µ(z) > 0. (2.17)
Then:
(i) ϕ has a bounded, self-adjoint and non-negative inverse Nϕ such that
||µNϕg||ϕ ≤ ||µ−1g||ϕ ∀g ∈ L2(0,1)(Cn, ϕ). (2.18)
(ii) The weighted ∂ equation is solvable, and ∂
∗
ϕNϕ is the canonical solution
Sϕ of Proposition 2.5. More precisely, if f ∈ L2(0,1)(Cn, ϕ) is ∂-closed,
i.e., ∂f = 0, then u := ∂
∗
ϕNϕf is such that ∂u = f and u ⊥ A2(Cn, ϕ).
Moreover,
||u||ϕ ≤ ||µ−1f ||ϕ. (2.19)
(iii) We have the identity
Bϕf = f − ∂∗ϕNϕ∂f ∀f ∈ D0(∂). (2.20)
The operator Nϕ is customarily called the ∂-Neumann operator.
Proof. (i) To see that ϕ is injective, observe that, if ϕu = 0, inequal-
ity (2.16) implies that mu = 0 and hence, by (2.17), that u = 0. By
self-adjointness, ϕ has dense range. If g ∈ L2(0,1)(Cn, ϕ), the anti-linear
functional λg : ϕu 7→ (g, u)ϕ is then well-defined on a dense subset of
L2(0,1)(Cn, ϕ). It satisfies the bound
|λg(ϕu)| = |(g, u)ϕ| ≤ ||µ−1g||ϕ||µu||ϕ. (2.21)
An application of the Cauchy-Schwarz inequality shows that µ-coercivity
implies, for any u ∈ D(ϕ),
||µu||2ϕ ≤ Eϕ(u) = (ϕu, u)ϕ ≤ ||µ−1ϕu||ϕ||µu||ϕ,
i.e., ||µu||ϕ ≤ ||µ−1ϕu||ϕ (||µu||ϕ is finite for any u ∈ D(ϕ) by µ-coercivity).
Plugging this inequality into (2.21), we obtain
|λg(ϕu)| ≤ ||µ−1g||ϕ||µ−1ϕu||ϕ. (2.22)
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Since µ−1 is bounded, λg may be uniquely extended to a continuous anti-
linear functional on L2(0,1)(Cn, ϕ) and hence there exists Nϕg ∈ L2(0,1)(Cn, ϕ)
such that (u, g)ϕ = (ϕu,Nϕg)ϕ for every u ∈ D(ϕ). This means that
Nϕg ∈ D(ϕ) and that ϕNϕg = g. In particular ϕ is surjective and
Nϕ, being the inverse of ϕ, is a bounded, self-adjoint, and non-negative
operator. Inequality (2.18) follows from (2.22):
||µNϕg||ϕ = sup
||w||ϕ=1
|(µNϕg, w)ϕ| = sup
||w||ϕ=1,||µw||ϕ<+∞
|λg(µw)| ≤ ||µ−1g||ϕ.
In the second identity we used the fact that µw ∈ L2(0,1)(Cn, ϕ) for w in a
dense subspace as a consequence of µ-coercivity.
(ii) Let f and u be as in the statement. We compute
∂u = ∂∂
∗
ϕNϕf = ϕNϕf − ∂
∗
ϕ∂Nϕf = f − ∂
∗
ϕ∂Nϕf.
Notice that Nϕf ∈ D(ϕ) and hence the computation is meaningful. Since
f and ∂u are both ∂-closed, the identity above implies that ∂
∗
ϕ∂Nϕf ∈ D1(∂)
and ∂∂
∗
ϕ∂Nϕf = 0. In particular
0 = (∂∂
∗
ϕ∂Nϕf, ∂Nϕf)ϕ = ||∂
∗
ϕ∂Nϕf ||2ϕ
and hence ∂u = f . Notice that one can repeat the above argument to show
that ∂Nϕf = 0, but we don’t need this fact. The solution u is obviously
orthogonal to A2(Cn, ϕ), because it is in the range of ∂∗ϕ. To obtain the
bound on u we observe that
||u||2ϕ = (∂
∗
ϕNϕf, u)ϕ = (Nϕf, ∂u)ϕ
= (Nϕf, f)ϕ = (µNϕf, µ
−1f)ϕ ≤ ||µ−1f ||2ϕ,
where the last inequality is (2.18).
(iii) Let f ∈ D0(∂). Since ∂f is ∂-closed, part (ii) shows that ∂∗ϕNϕ∂f is
orthogonal to A2(Cn, ϕ) and that f − ∂∗ϕNϕ∂f ∈ A2(Cn, ϕ). Hence Bϕf =
f − ∂∗ϕNϕ∂f .
The next result ties µ-coercivity and discreteness of the spectrum of ϕ.
Theorem 2.15. Assume that ϕ is µ-coercive for some µ such that
lim
z→
µ(z) = +∞.
Then the operator ϕ has discrete spectrum.
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We recall that we say that a self-adjoint operator has discrete spectrum
if its spectrum is a discrete subset of R consisting of eigenvalues of finite
multiplicity.
Proof. Haslinger proved in [Has11] that ϕ admits a compact inverse Nϕ if
and only if for every ε > 0 there exists R < +∞ such that if
u ∈ D(Eϕ) is such that Eϕ(u) ≤ 1,
then ˆ
|z|≥R
|u|2e−2ϕ ≤ ε.
This condition is clearly equivalent to µ-coercivity for some µ diverging at
infinity. To conclude the proof, recall that a compact operator has discrete
spectrum and that if the inverse of a self-adjoint operator has discrete spec-
trum, the same is true of the operator itself.
2.6 First intermezzo: Radius functions and
associated distances
We say that ρ : Rd → (0,+∞) is a radius function if it is Borel and there
exists a constant C < +∞ such that for every x ∈ Rd we have
C−1ρ(x) ≤ ρ(y) ≤ Cρ(x) ∀y ∈ B(x, ρ(x)). (2.23)
In other words, a radius function ρ is approximately constant on the ball
centered at x of radius ρ(x).
To any radius function ρ, we associate the Riemannian metric ρ(x)−2dx2.
In fact, we are interested only in the associated Riemannian distance, which
we describe explicitly. If I is a compact interval and γ : I → Rd is a piecewise
C1 curve, we define
Lρ(γ) :=
ˆ
I
|γ′(t)|
ρ(γ(t))
dt.
Notice that the integrand |γ
′(t)|
ρ(γ(t))
is defined on the complement of the finite set
of times where γ′ is discontinuous, and it is a measurable function, because
ρ is assumed to be Borel. Moreover, the integral is absolutely convergent
because ρ−1 is locally bounded.
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Given x, y ∈ Rd, we put
dρ(x, y) := inf
γ
Lρ(γ),
where the inf is taken as γ varies over the collection of curves connecting x
and y. Finally, we define Bρ(x, r) := {y ∈ Rd : dρ(x, y) < r}.
Proposition 2.16. The function dρ just defined is a distance and
Bρ(x,C
−1r) ⊆ B(x, rρ(x)) ⊆ Bρ(x,Cr) ∀r ≤ 1, x ∈ Rd,
where C is the constant appearing in (2.23). Moreover, the function
y 7→ dρ(x, y)
is locally Lipschitz for every x, and for almost every y ∈ Rd we have
|∇ydρ(x, y)| ≤ C
ρ(y)
. (2.24)
Proof. Let x, y ∈ Rd be such that |x − y| = sρ(x), for some s > 0. Take
any piecewise C1 curve γ : [0, T ] → Rd connecting x and y, and let T0
be the minimum time such that |x − γ(T0)| = min{s, 1}ρ(x). By (2.23),
ρ(γ(t)) ≤ Cρ(x) for every t ∈ [0, T0). Hence,
Lρ(γ) ≥
ˆ T0
0
|γ′(t)|
ρ(γ(t))
dt ≥ C
−1
ρ(x)
ˆ T0
0
|γ′(t)|dt
≥ C
−1
ρ(x)
min{s, 1}ρ(x) = C−1 min{s, 1}.
By the arbitrariness of γ, we conclude that dρ(x, y) ≥ C−1 min
{
|x−y|
ρ(x)
, 1
}
.
This implies that dρ is non-degenerate and hence a genuine distance, trian-
gle inequality and symmetry being obvious. It also shows that if y lies in
Bρ(x,C
−1r) (r ≤ 1), then r > min
{
|x−y|
ρ(x)
, 1
}
, and then the minimum has to
be equal to |x−y|
ρ(x)
, proving the first inclusion of the statement.
To prove the second inclusion, we use the fact that ρ(u) ≥ C−1ρ(x) for
every u ∈ B(x, rρ(x)), if r ≤ 1. Given y ∈ B(x, rρ(x)), define σ(t) =
x+ t(y − x) and notice that
dρ(x, y) ≤
ˆ 1
0
|σ′(t)|
ρ(σ(t))
dt ≤ C
ρ(x)
|x− y| < Cr,
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so that B(x, rρ(x)) ⊆ Bρ(x,Cr), that is the second inclusion to be proved.
Fix now x, y ∈ Rd and let h ∈ Rd be such that |h| < ρ(y). As above, we
have dρ(y, y + h) ≤ C |h|ρ(y) . The triangle inequality then yields
|dρ(x, y + h)− dρ(x, y)| ≤ dρ(y, y + h) ≤ C |h|
ρ(y)
∀h : |h| < ρ(y). (2.25)
By the local boundedness of ρ−1, we conclude that dρ(x, ·) is locally Lipschitz.
Rademacher’s theorem implies that dρ is almost everywhere differentiable and
(2.25) translates into (2.24).
We conclude this section with two elementary propositions. The second
one is a very classical construction of a covering.
Proposition 2.17. If ρ1 and ρ2 are two radius functions on Rd, then ρ1 ∨
ρ2 := max{ρ1, ρ2} is a radius function.
Proof. Assume that C < +∞ is a constant for which (2.23) holds both for
ρ1 and ρ2.
Fix x ∈ Rd and assume that ρ1 ∨ ρ2(x) = ρ1(x). If y ∈ B(x, ρ1 ∨ ρ2(x)),
then the first inequality in (2.23) for ρ1 yields
ρ1 ∨ ρ2(x) = ρ1(x) ≤ Cρ1(y) ≤ Cρ1 ∨ ρ2(y).
If ρ1 ∨ ρ2(x) = ρ2(x) the conclusion would be the same (using (2.23) for ρ2).
Now there are two possibilities: either ρ1 ∨ ρ2(x) ≤ ρ1 ∨ ρ2(y), in which
case the same argument with x and y swapped gives the bound ρ1 ∨ ρ2(y) ≤
Cρ1∨ ρ2(x), or the converse inequality ρ1∨ ρ2(y) < ρ1∨ ρ2(x) holds. In both
cases the proof is completed.
Proposition 2.18. If ρ is a radius function there is a countable set {xk}k∈N ⊆
Rd such that:
(i) {B(xk, ρ(xk))}k∈N is a covering of Rd,
(ii) any x ∈ Rd lies in at most K of the balls of the covering, where K
depends only on C and d.
Proof. Let {xk}k∈N be such that B =
{
B(xj,
ρ(xj))
1+C2
}
j∈N
be any maximal
disjoint subfamily of
{
B(x, ρ(x))
1+C2
}
x∈Rd
(of course, any maximal subfamily is
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countable). If x 6= xj for every j ∈ N, then by maximality there exists
a k such that B
(
x, ρ(x)
1+C2
)
intersects B
(
xk,
ρ(xk)
1+C2
)
. Picking a point in the
intersection and using twice (2.23), we see that ρ(x) ≤ C2ρ(xk), and thus
that x ∈ B(xk, ρ(xk)). This proves (i).
To see that (ii) holds, fix k and consider the indices j1, . . . , jN corre-
sponding to balls of the covering intersecting B(xk, ρ(xk)). By the same
argument as above, we see that C−2ρ(xk) ≤ ρ(xj`) ≤ C2ρ(xk). This means
that B(xk, (1 + 2C
2)ρ(xk)) contains B
(
xj` ,
ρ(xj` )
1+C2
)
for every `. These balls
are disjoint by construction and their radius is ≥ ρ(xk)
C2(1+C2)
, therefore N has
to be bounded by a constant which depends only on C and the dimension
d.
Now consider a measurable function
V : Rd → [0,+∞).
We assume that V is locally bounded, not almost everywhere zero, and sat-
isfies the following L∞-doubling condition:
||V ||L∞(B(x,2r)) ≤ D||V ||L∞(B(x,r)) ∀x ∈ Rd, r > 0, (2.26)
where D < +∞ is a constant independent of x and r > 0.
We want to associate to every such V a certain radius function. Before
giving the detailed arguments, let us describe the heuristics behind it.
If we have a free quantum particle moving in Rd and B is a ball of radius
r, the uncertainty principle asserts that in order to localize the particle on
the ball B one needs an energy of the order of r−2. If the particle is not
free, but it is subject to a potential V , this energy increases by the size of
V on B. This means in particular that if B is such that maxB V ≤ r−2,
then the amount of energy required for the localization is comparable to
the one in the free case: in this case one does not feel the potential on B.
The radius function ρV we are going to describe gives at every point x the
largest radius ρV (x) such that one cannot feel the potential V on B(x, ρV (x)).
To formalize the discussion above, we begin by defining the function
f(x, r) := r2||V ||L∞(B(x,r)) (x ∈ Rd, r > 0).
We highlight two properties of f :
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1. f(x, r) is strictly monotone in r for every fixed x.
2. limr→0+ f(x, r) = 0 and limr→+∞ f(x, r) = +∞ for every x.
To verify them, it is useful to observe that since V is not almost everywhere
0, an iterated application of (2.26) shows that ||V ||L∞(B) > 0 for every non
empty ball B.
We define
ρV (x) := sup{r > 0 : f(x, r) ≤ 1}.
By properties (1) and (2) above the sup exists and it is positive and finite.
Proposition 2.19. We have
ρV (x)
−2
4D
≤ ||V ||L∞(B(x,ρV (x))) ≤ ρV (x)−2 ∀x ∈ Rd.
Proof. The right inequality follows immediately from the definition of ρV .
To prove the one on the left, observe that (2.26) implies
f(x, 2ρV (x)) = 4ρV (x)
2||V ||L∞(B(x,2ρV (x)))
≤ 4DρV (x)2||V ||L∞(B(x,ρV (x))).
The definition of ρV (x) shows that the last term is smaller than 4D, while
the first one is larger than 1. This finishes the proof.
The next two results together prove that ρV is a radius function.
Proposition 2.20. The function ρV is Borel.
Proof. We have to see that {x : ρV (x) > t} is a Borel set for every t > 0, but
{x : ρV (x) > t} = {x : ∃r > t s.t. f(x, r) ≤ 1}
= {x : ∃r ∈ Q ∩ (t,+∞) s.t. f(x, r) ≤ 1}
= ∪r∈Q∩(t,+∞){x : ||V ||L∞(B(x,r)) ≤ r−2}.
It then suffices to verify that ||V ||L∞(B(x,r)) is Borel in x for every fixed r > 0.
In fact, ||V ||L∞(B(·,r)) is lower semi-continuous: ||V ||L∞(B(x,r)) > u if and only
if V > u on a subset of positive measure of B(x, r), and this property is
clearly preserved by small perturbations of the center x.
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Proposition 2.21. The function ρV satisfies the following inequalities for
every x, y ∈ Rd:
C−1 max
{ |x− y|
ρV (x)
, 1
}−M1
ρV (x) ≤ ρV (y) ≤ C max
{ |x− y|
ρV (x)
, 1
}M2
ρV (x),
where C,M1,M2 depends only on the L
∞-doubling constant D appearing in
(2.26).
In particular ρV is a radius function.
Proof. We have already seen that ρV : Rd → (0,+∞) is well-defined and
Borel. Assume that |x − y| < 2kρV (x), for some integer k ≥ 1. If |x − y| <
s < 2kρV (x) we have
s2||V ||L∞(B(y,s)) ≤ s2||V ||L∞(B(x,2s))
≤ Dk+1s2||V ||L∞(B(x,2−ks))
= 22kDk+1(2−ks)2||V ||L∞(B(x,2−ks))
≤ 22kDk+1,
where in the third line we used k+1 times (2.26) and in the last one we used
the fact that 2−ks < ρV (x).
In particular f(y, 2−kD−
k+1
2 s) ≤ 1 and hence 2−kD− k+12 s ≤ ρV (y). By
the arbitrariness of s < 2kρV (x), we conclude that
ρV (x) ≤ D k+12 ρV (y) ≤ 2MkρV (y), (2.27)
for an integer M depending only on D.
Inequality (2.27) gives |x − y| < 2(M+1)kρV (y), so that we can apply the
above argument with x and y inverted, we conclude that ρV (y) ≤ 2M(M+1)kρV (x).
Now the thesis follows choosing k such that 2k is comparable to max
{
|x−y|
ρV (x)
, 1
}
.
2.7 Second intermezzo: a variant
of Fefferman-Phong inequality
We now prove a version of an inequality going back to Fefferman and Phong
(see, e.g., [Fef83] or [She99]).
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Let V : Rd → [0,+∞) be a locally bounded function satisfying the reverse
Ho¨lder inequality
||V ||L∞(B(x,r)) ≤ Ar−d
ˆ
B(x,r)
V ∀x ∈ Rd, r > 0, (2.28)
where A < +∞ is a constant which is independent of x and r. It is well-
known that V (x)dx is a doubling measure, and hence V satisfies (2.26) (see,
e.g., [Ste93]). In particular the radius function ρV is well-defined.
Proposition 2.22. There is a constant C which depends only on V such
that for every f ∈ C1c (Rd) we have
ˆ
Rd
ρ−2V |f |2 ≤ C
(ˆ
Rd
|∇f |2 +
ˆ
Rd
V |f |2
)
.
Proof. The function f is fixed throughout the proof. If x ∈ Rd, we put
B = B(x, ρV (x)). Integrating in (y, y
′) ∈ B ×B the trivial bound
V (y)|f(y′)|2 ≤ 2V (y)|f(y)− f(y′)|2 + 2V (y′)|f(y′)|2,
we get
ˆ
B
V
ˆ
B
|f |2 ≤ 2||V ||L∞(B)
ˆ
B
ˆ
B
|f(y)− f(y′)|2dydy′ + ωdρV (x)d
ˆ
B
V |f |2,
where ωd is the measure of the unit ball of Rd. We recall that we have the
following form of Poincare´ inequality:
ˆ
B×B
|f(y)− f(y′)|2dydy′ ≤ Cdrd+2
ˆ
B
|∇f |2,
where Cd is a constant depending only on d and B is any euclidean ball of
radius r. Combining it with Proposition 2.19 we find
ˆ
B
V
ˆ
B
|f |2 ≤ 2CdρV (x)d
ˆ
B
|∇f |2 + ωdρV (x)d
ˆ
B
V |f |2, (2.29)
The reverse Ho¨lder condition and Proposition 2.19 give
ˆ
B
V ≥ 1
A
ρV (x)
d||V ||L∞(B) ≥ 1
4DA
ρV (x)
d−2. (2.30)
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Putting (2.29) and (2.30) together, and using Proposition 2.21 to bring ρ−2V
inside the integral, we obtain
ˆ
B
ρ−2V |f |2 ≤ C ′
(ˆ
B
|∇f |2 +
ˆ
B
V |f |2
)
, (2.31)
where C ′ depends on V , but not on x or f . Summing the inequalities (2.31)
corresponding to the points xj given by Proposition 2.18 (applied to ρV ) we
obtain ˆ
Rd
ρ−2V |f |2 ≤ C ′K
(ˆ
Rd
|∇f |2 +
ˆ
Rd
V |f |2
)
,
where K is the constant appearing in Proposition 2.18. Putting C = C ′K
we obtain the statement.
2.8 Weighted Kohn Laplacians
and matrix Schro¨dinger operators
In this section we show that weighted Kohn Laplacians are unitarily equiva-
lent to certain matrix Schro¨dinger operators. This observation in the special
case n = 1 already appeared in the literature, for instance in [Ber96].
Let ϕ : Cn → R be C2 and plurisubharmonic. We identify Cn with R2n
using the real coordinates (x1, y1, . . . , xn, yn) such that zj = xj + iyj for every
j. It will be useful to define:
∇⊥ϕ :=
(
− ∂ϕ
∂y1
,
∂ϕ
∂x1
, . . . ,− ∂ϕ
∂yn
,
∂ϕ
∂xn
)
, (2.32)
which is the symplectic gradient of ϕ.
It is easy to verify that the mapping
Uϕ : L
2(Cn,Cn) −→ L2(0,1)(Cn, ϕ)
u = (u1, . . . , un) 7−→
n∑
j=1
eϕujdzj
is a surjective unitary transformation. If u ∈ C2c (Cn,Cn) then Uϕu ∈ D(ϕ),
because it is a (0, 1)-form with C2c coefficients, and by Proposition 2.9 these
forms are in the domain of ϕ.
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Proposition 2.23. Consider the n×n Hermitian matrix-valued electric po-
tential
V = 8Hϕ − 4tr(Hϕ)In,
where In is the n× n identity matrix, and the magnetic potential
A = ∇⊥ϕ.
We have the following identity
ϕ(Uϕu) = Uϕ
(
1
4
HA,V u
)
∀u ∈ C2c (Cn,Cn). (2.33)
Let us stress the fact that while ϕ is a genuine self-adjoint operator, the
matrix Schro¨dinger operator HA,V has been defined only formally. Identity
(2.33) may be used to extend HV,A to a domain on which it is self-adjoint
and unitarily equivalent to the weighted Kohn Laplacian.
The proof of Proposition 2.23 is based on the following computation,
which we present as a separate lemma in order to be able to use it again
later.
Lemma 2.24. If A is as in Proposition 2.23, we have
n∑
j=1
ˆ
Cn
∣∣∣∣∂(eϕf)∂zj
∣∣∣∣2 e−2ϕ = 14
ˆ
Cn
|∇Af |2 − 1
4
ˆ
Cn
∆ϕ|f |2 ∀f ∈ C2c (Cn).
Proof. Define the vector fields
Xj :=
∂
∂xj
+ i
∂ϕ
∂yj
, Yj :=
∂
∂yj
− i ∂ϕ
∂xj
(j = 1, . . . , n).
Recalling (2.32) and the definition of magnetic gradient (see Section 1.1), we
have |∇Af |2 =
∑n
j=1 (|Xjf |2 + |Yjf |2). Notice that
∂
∂zj
+
∂ϕ
∂zj
=
1
2
(Xj + iYj) .
and that the formal adjoints of Xj and Yj are −Xj and −Yj respectively.
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Therefore we have
ˆ
Cn
∣∣∣∣∂(eϕf)∂zj
∣∣∣∣2 e−2ϕ = n∑
j=1
ˆ
Cn
∣∣∣∣ ∂f∂zj + ∂ϕ∂zj f
∣∣∣∣2
=
1
4
n∑
j=1
ˆ
Cn
|(Xj + iYj)f |2
=
1
4
n∑
j=1
(ˆ
Cn
|Xjf |2 +
ˆ
Cn
|Xjf |2 +
ˆ
Cn
XjfiYjf +
ˆ
Cn
iYjfXjf
)
=
1
4
n∑
j=1
(ˆ
Cn
|∇Af |2 − i
ˆ
Cn
[Xj, Yj]f · f
)
Observing that
∑n
j=1[Xj, Yj] = −i∆ϕ, we obtain the thesis.
Proof of Proposition 2.23. Since both ϕ and HV,A are formally self-adjoint,
by polarization it is enough to prove that
(ϕUϕu, Uϕu)ϕ = (UϕHV,Au, Uϕu)ϕ = (HV,Au, u)0,
where the parenthesis on the right represent the scalar product in the un-
weighted space L2(Cn,Cn). Using Proposition 2.10 and Lemma 2.24, we can
write
(ϕUϕu, Uϕu)ϕ = Eϕ(Uϕu)
=
n∑
j,k=1
ˆ
Cn
∣∣∣∣∂(eϕf)∂zj
∣∣∣∣2 e−2ϕ + 2 ˆ
Cn
(Hϕu, u)
=
n∑
k=1
(
1
4
ˆ
Cn
|∇Auk|2 − 1
4
ˆ
Cn
∆ϕ|uk|2
)
+ 2
ˆ
Cn
(Hϕu, u)
=
1
4
(ˆ
Cn
|∇Au|2 +
ˆ
Cn
((8Hϕ −∆ϕIn)u, u)
)
.
To complete the proof notice that
tr(Hϕ) =
n∑
j=1
∂2ϕ
∂zj∂zj
=
1
4
∆ϕ.
and recall (1.1).
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2.9 One complex variable versus several com-
plex variables in the analysis of ϕ
Proposition 2.23 reveals a radical difference between the one-dimensional
case (n = 1) and the higher-dimensional case (n ≥ 2) in the analysis of the
weighted Kohn Laplacian. If n = 1, the potential V is the scalar function
8Hϕ − 4tr(Hϕ) = 4tr(Hϕ) = ∆ϕ,
which is non-negative, while if n ≥ 2 the potential V is matrix-valued and
tr(V ) = tr(8Hϕ − 4tr(Hϕ)In) = (8− 4n)tr(Hϕ) = (2− n)∆ϕ
is non-positive. As a consequence, the potential V always has non-positive
eigenvalues if n ≥ 2.
In the one-variable case one may combine Proposition 2.23, identity (1.1)
and the diamagnetic inequality of Lemma 1.1, obtaining (for u ∈ L2(C,C) =
L2(C)):
Eϕ(Uϕu) = 1
4
EV,A(u)
=
1
4
(ˆ
C
|∇Au|2 +
ˆ
C
V |u|2
)
≥ 1
4
(ˆ
C
|∇|u||2 +
ˆ
C
∆ϕ|u|2
)
.
The last term is the energy E∆ϕ,0(|u|) of the compactly supported Lips-
chitz function |u| in presence of the scalar electric potential ∆ϕ and of no
magnetic field. If one can prove the bound
E∆ϕ,0(u) ≥
ˆ
C
µ2|u|2, (2.34)
for some µ : C→ [0,+∞) and for all Lipschitz functions u, one can immedi-
ately deduce that
Eϕ(u) ≥
ˆ
C
(µ
2
)2
|u|2e−2ϕ,
i.e., that ϕ is µ2 -coercive. Notice that (2.34) is the Fefferman-Phong in-
equality (see, e.g., Lemma 2.22 of Section 2.7). This is the approach followed
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by Christ in [Chr91].
Such a route is not viable in general in several variables: if u ∈ C∞c (Cn,Cn),
applying the diamagnetic inequality we get:
Eϕ(Uϕu) = 1
4
EV,A(u)
=
1
4
(
n∑
k=1
ˆ
Cn
|∇Auk|2 +
ˆ
Cn
(V u, u)
)
≥ 1
4
n∑
k=1
(ˆ
Cn
|∇|uk||2 +
ˆ
Cn
λ(V )|uk|2
)
,
where λ(V ), the minimal eigenvalue of V , is everywhere non-positive. The
last term is
∑n
k=1Hλ(V ),0(|uk|), which is not even non-negative in general, so
no estimate like (2.34) can hold.
Nevertheless, a variant of this approach can be very useful in the special
case in which the eigenvalues of Hϕ are comparable, as we show in the next
section.
2.10 µ-coercivity when the eigenvalues are com-
parable
We are going to use an argument which appears, e.g., in the proof of Theorem
5.6 of [HH07].
If ϕ : Cn → R is C2 and plurisubharmonic, we say that Hϕ has comparable
eigenvalues if there exists δ > 0 such that
(Hϕ(z)v, v) ≥ δ∆ϕ(z)|v|2 ∀z ∈ Cn, v ∈ Cn. (2.35)
Since ∆ϕ/4 is the trace of Hϕ, the condition above is clearly equivalent to
the global comparability of any pair of eigenvalues of Hϕ. If (2.35) holds,
necessarily 4δ ≤ 1.
Notice that (2.35) holds automatically in one complex dimension.
Lemma 2.25. Let ϕ : Cn → R be C2, plurisubharmonic and such that
(i) the eigenvalues of Hϕ are comparable, i.e., (2.35) holds,
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(ii) ∆ϕ satisfies the reverse-Ho¨lder inequality
||∆ϕ||L∞(B(z,r)) ≤ Ar−2n
ˆ
B(z,r)
∆ϕ ∀z ∈ Cn, r > 0. (2.36)
Then ϕ is µ-coercive, where
µ = cρ−1∆ϕ.
Here c > 0 is a constant which depends only on ∆ϕ and δ, and ρ∆ϕ is the
radius function associated to the potential ∆ϕ, as described in the Appendix.
Proof. Let u ∈ C2c (Cn,Cn). We have
Eϕ(Uϕu) =
∑
j,k
ˆ
Cn
∣∣∣∣∂(eϕuj)∂zk
∣∣∣∣2 e−2ϕ + 2 ˆ
Cn
(Hϕu, u)
≥
n∑
j=1
(
4δ
n∑
k=1
ˆ
Cn
∣∣∣∣∂(eϕuj)∂zk
∣∣∣∣2 e−2ϕ + 2δ ˆ
Cn
∆ϕ|uj|2
)
,
where we used Proposition 2.10, hypothesis (i), and the inequality 4δ ≤ 1.
We invoke Lemma 2.24 to obtain
Eϕ(Uϕu) ≥ δ
n∑
j=1
(ˆ
Cn
|∇Auj|2 +
ˆ
Cn
∆ϕ|uj|2
)
.
We can now apply the diamagnetic inequality (Lemma 1.1) to deduce that
Eϕ(Uϕu) ≥ δ
n∑
j=1
(ˆ
Cn
|∇|uj||2 +
ˆ
Cn
∆ϕ|uj|2
)
.
Since we assumed hypothesis (ii), we can apply the Fefferman-Phong inequal-
ity of Lemma 2.22:
Eϕ(Uϕu) ≥ C−1δ
ˆ
Cn
ρ−2∆ϕ|u|2.
To complete the proof, we replace u with e−ϕu and recall the density of
(0, 1)-forms with smooth compactly supported coefficients in D(Eϕ) (Propo-
sition 2.9).
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2.11 Admissible weights
It is now time to introduce the class of weights to which our main results
apply.
Definition 2.26. A C2 plurisubharmonic weight ϕ : Cn → R is said to be
admissible if:
(1) the following L∞ doubling condition holds:
sup
B(z,2r)
∆ϕ ≤ D sup
B(z,r)
∆ϕ ∀z ∈ Cn, r > 0,
for some finite constant D which is independent of z and r,
(2) there exists c > 0 such that
inf
z∈Cn
sup
w∈B(z,c)
∆ϕ(w) > 0. (2.37)
If ϕ is an admissible weight, then
V ≡ ∆ϕ : Cn → [0,+∞)
satisfies condition (2.26) of Section 2.6 (we are identifying Cn and R2n), and
is continuous and not everywhere zero, because of (2.37). Thus we have the
associated radius function ρ∆ϕ. Since here we are dealing only with one fixed
weight ϕ, we can drop the subscript and denote this radius function just by
ρ. To this radius function we can in turn associate a distance function d
on Cn ≡ R2n. We call ρ the maximal eigenvalue radius function and d the
maximal eigenvalue distance corresponding to the weight ϕ. The details are
in the Appendix. The reason for this name is simple: as we have already
remarked, ∆ϕ is four times the trace of the complex Hessian of ϕ and hence
it is comparable to its maximal eigenvalue.
Proposition 2.27. The maximal eigenvalue radius function associated to an
admissible weight is bounded.
Proof. By the definition of the radius function associated to a potential (see
Section 2.6),
ρ(z) := sup{r > 0 : sup
w∈B(z,r)
∆ϕ(w) ≤ r−2},
and the statement follows immediately from (2.37).
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The next proposition will play a key role in later sections.
Proposition 2.28. Let ϕ and ρ be as above. There exists a constant C
depending only on ϕ such that if h : B(z, r) → C is holomorphic and r ≤
ρ(z), then
|h(z)|2e−2ϕ(z) ≤ C|B(z, r)|
ˆ
B(z,r)
|h|2e−2ϕ.
Notice that the above estimate holds for every ball if ϕ = 0. One can
think of ρ(z) as the maximal scale at which one does not feel the weight. This
should be compared with the heuristic discussion in Section 2.6.
The proof of Proposition 2.28 is based on the following lemma.
Lemma 2.29. Let ϕ and ρ be as above. For every z ∈ Cn there exists a C2
function ψ : B(z, ρ(z)) → R such that Hϕ = Hψ, i.e., ∂2ϕ∂zj∂zk =
∂2ψ
∂zj∂zk
∀j, k,
and such that
sup
w∈B(z,ρ(z))
|ψ(w)| ≤ Cn,
where Cn is a constant which depends only on the dimension n.
Proof. We recall the following fact: if ω is a continuous and bounded (1, 1)-
form defined on B(z, r) ⊆ Cn such that:
1. ω = ω,
2. it is d-closed in the sense of distributions,
then there exists a real-valued, bounded and continuous function ψ on B(z, r)
such that i∂∂ψ = ω and ||ψ||∞ ≤ Cnr2||ω||∞. The latter L∞ norm is the
maximum of the L∞ norms of the coefficients of ω. This is Lemma 4 of
[Del98], where a proof can be found.
To deduce our lemma notice that i∂∂ϕ, restricted to B(z, ρ(z)), satisfies
conditions (1) and (2) above (recall that ∂ and ∂ anti-commute). The L∞
norm of i∂∂ϕ on B(z, ρ(z)) is bounded by a constant times ρ(z)−2 by the
definition of ρ and the elementary observation that the coefficients of a non-
negative matrix are bounded by its trace. Therefore there is a real-valued
function ψ on B(z, ρ(z)) such that ∂∂ψ = ∂∂ϕ and ||ψ||∞ ≤ Cn, as we
wanted. Notice that ψ−ϕ is harmonic, and hence smooth, so that ψ has the
same regularity as ϕ.
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Proof of Proposition 2.28. By A . B we mean A ≤ CB, where C is a con-
stant depending only on ϕ. Fix z and r and let ψ be the function given
by Lemma 2.29. Since ψ − ϕ is pluriharmonic, there exists a holomorphic
function H on B(z, r) such that <(H) = ψ − ϕ. If h is as in the statement,
using the L∞ bound on ψ, we can estimate
|h(z)|2e−2ϕ(z) . |h(z)|2e2ψ(z)−2ϕ(z) = |h(z)eH(z)|2.
Applying the mean-value property and the Cauchy-Schwarz inequality to the
holomorphic function heH , we find
|h(z)eH(z)|2 ≤ 1|B(z, r)|
ˆ
B(z,r)
|heH |2
=
1
|B(z, r)|
ˆ
B(z,r)
|h|2eϕ˜−ϕ
. 1|B(z, r)|
ˆ
B(z,r)
|h|2e−ϕ.
This concludes the proof.
2.12 Exponential decay of canonical solutions
Now that all the ingredients are in place, in this section we prove that if
ϕ is an admissible weight such that ϕ is µ-coercive and µ satisfies certain
assumptions, then the canonical solutions of the weighted ∂ problem exhibit
a fast decay outside the support of the datum, in a way which is described
in terms of µ.
In the statement of the result we use the following terminology: a constant
C is allowable if it depends only on ϕ, µ and the dimension n, and A . B
stands for the inequality A ≤ CB, where the implicit constant C is allowable.
Theorem 2.30. Let ϕ be an admissible weight and assume that there exists
κ : Cn → (0,+∞) such that:
1. κ is a bounded radius function,
2. κ(z) ≥ ρ(z) for every z ∈ Cn,
3. ϕ is κ−1-coercive.
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Recall that ρ is the maximal eigenvalue function introduced in Section 2.11.
Then there are allowable constants ε, r0, R0 > 0 such that the following
holds true. Let z ∈ Cn and let u ∈ L2(0,1)(Cn, ϕ) be ∂-closed and identically
zero outside Bκ(z, r0). If f is the canonical solution of
∂f = u,
which exists by part (ii) of Proposition 2.14, then the pointwise bound
|f(w)| . eϕ(w)κ(z)e−εdκ(z,w)ρ(w)−n||u||ϕ
holds for every w such that dκ(z, w) ≥ R0.
A few comments before the proof:
1. The distance dκ and the corresponding metric balls Bκ(z, r) associated
to κ are defined in Section 2.6.
2. The definition of µ-coercivity (Definition 2.13) shows that µ is dimen-
sionally the inverse of a length, and this is consistent with our require-
ment that κ = µ−1 be a radius function.
3. If ϕ is κ−1-coercive for some bounded radius function κ that does not
satisfy condition (2) of the statement, then we can put κ˜ := κ ∨ ρ. By
Proposition 2.17 of Section 2.6, κ˜ is a radius function, condition (2) is
trivially satisfied, and ϕ is κ˜−1-coercive, because κ˜−1 ≤ κ.
Proof. By Proposition 2.16 of Section 2.6 we can find allowable constants
r0 ∈ (0, 1) and R0 ≥ 2 such that
Bκ(z, r0) ⊆ B(z, κ(z)/2) ⊆ B(z, κ(z)) ⊆ Bκ(z,R0 − 1). (2.38)
There are also allowable constants r1, r2 ∈ (0, 1) such that
B(w, 2r1κ(w)) ⊆ Bκ(w, r2) ⊆ B(w, κ(w)). (2.39)
If dκ(z, w) ≥ R0, we have Bκ(z,R0 − 1) ∩ Bκ(w, r2) = ∅. Since κ(w) ≥
ρmax(w), the canonical solution f is holomorphic onB(w, r1ρ(w)). By Lemma
2.28, we have
|f(w)|2e−2ϕ(w) . ρ(w)−2n
ˆ
B(w,r1ρ(w))
|f |2e−2ϕ.
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Recall from part (ii) of Proposition 2.14 that f = ∂
∗
ϕNϕu. Since ϕNϕu = u
vanishes on B(w, 2r1κ(w)), Lemma 2.12 yieldsˆ
B(w,r1ρ(w))
|f |2e−2ϕ ≤
ˆ
B(w,r1κ(w))
|f |2e−2ϕ
. κ(w)−2
ˆ
B(w,2r1κ(w))
|Nϕu|2e−2ϕ.
Putting our estimates together, we see that we are left with the task of
proving the L2 estimate (with ε > 0 admissible):
κ(w)−2
ˆ
B(w,2r1κ(w))
|Nϕu|2e−2ϕ . κ(z)2e−2εdκ(z,w)||u||2ϕ. (2.40)
Let ` : [0,+∞)→ [0, 1] be the continuous function equal to 0 on [0, κ(z)/2],
equal to 1 on [κ(z),+∞), and affine in between. By (2.38) and (2.39), the
function η(z′) := `(|z′ − z|) is equal to 0 on B(w, 2r1κ(w)), equal to 1 on
Bκ(w, r2), and
sup
z′∈B(z,κ(z))
|∇η(z′)| = κ(z)
−1
2
. (2.41)
We also need to define b(z′) := min{dκ(z, z′), dκ(z, w)}. We know by Propo-
sition 2.16 that dκ(z, ·) is Lipschitz, and hence b is also Lipschitz. Moreover,
estimate (2.24) gives
|∇b(z′)| . κ(z′)−1, (2.42)
and ||b||∞ ≤ dκ(z, w). From these facts, one may easily conclude that ηeεb
is a real-valued bounded Lipschitz function, for any ε > 0. By Lemma 2.11,
we obtain
Eϕ(ηeεbNϕu) = 1
4
ˆ
Cn
|∇(ηeεb)|2|Nϕu|2e−2ϕ + <(ηeεbu, ηeεbNϕu)ϕ
.
ˆ
Cn
|∇η|2e2εb|Nϕu|2e−2ϕ + ε2
ˆ
Cn
η2e2εb|∇b|2|Nϕu|2e−2ϕ,
where we used the fact that u vanishes on the support of η. By the κ−1-
coercivity of ϕ, (2.41) and (2.42), we getˆ
Cn
κ−2η2e2εb|Nϕu|2e−2ϕ . κ(z)−2
ˆ
B(z,κ(z))
e2εb|Nϕu|2e−2ϕ
+ ε2
ˆ
Cn
η2e2εbκ−2|Nϕu|2e−2ϕ.
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If ε ≤ ε0, where ε0 is allowable, recalling that on B(z, κ(z)) ⊆ Bκ(z, R0 − 1)
we have e2εb(z
′) ≤ e2εdκ(z,z′) . 1, we find
ˆ
Cn
κ−2η2e2εb|Nϕu|2e−2ϕ . κ(z)−2
ˆ
B(z,κ(z))
|Nϕu|2e−2ϕ.
Notice that:
(a) b ≥ dκ(z, w)− 1 on B(w, 2r1κ(w)) ⊆ Bκ(w, r2), and that η ≡ 1 on this
ball,
(b) κ−2 & κ(w)−2 on B(w, κ(w)), and hence on B(w, 2r1κ(w)), because κ
is a radius function,
(c) κ(z)−2 . κ−2 on B(z, κ(z)), again because κ is a radius function.
For ε > 0 allowable, we then have
κ(w)−2
ˆ
B(w,2r1κ(w))
|Nϕu|2e−2ϕ . e−2εdκ(z,w)
ˆ
Cn
κ−2|Nϕu|2e−2ϕ. (2.43)
By part (i) of Proposition 2.14 and the fact that u is supported where κ .
κ(z), we have ˆ
Cn
κ−2|Nϕu|2e−2ϕ . κ(z)2||u||2ϕ. (2.44)
Putting (2.43) and (2.44) together we finally obtain (2.40) and hence the
thesis.
2.13 Pointwise bounds for weighted Bergman
kernels
To prove the pointwise bounds for weighted Bergman kernels we use a tech-
nique introduced in [Ker72], and adapted to the weighted case in [Del98]. For
the sake of completeness, we state as a lemma the relevant part of [Del98]
and recall its proof.
We continue working under the assumptions of Theorem 2.30, that is ϕ
is an admissible weight and κ is a bounded radius function such that κ ≥ ρ
and ϕ is κ−1-coercive.
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Let η be a radial test function supported on the unit ball of Cn such that´
Cn η = 1, and put
ηz(w) :=
1
(δρmax(z))2n
η
(
w − z
δρ(z)
)
,
where δ > 0 is an allowable constant chosen so that the support of ηz, i.e.,
B(z, δρ(z)), is contained in Bκ(z, r0), with r0 as in Theorem 2.30 (this is
possible by Proposition 2.16 of Section 2.6).
Lemma 2.31. For every z ∈ Cn there exists a holomorphic function Hz
defined on B(z, ρ(z)) that vanishes in z and such that
fz := ηze
Hz+2ϕ ∈ D0(∂).
Moreover, we have the following inequalities
||fz||ϕ . eϕ(z)ρ(z)−n, ||∂fz||ϕ . eϕ(z)ρ(z)−n−1.
Proof. Let ψ be the function given by Lemma 2.29 and F the holomorphic
function on B(z, ρ(z)) such that ψ−ϕ = <(F ). We define Hz(w) := F (w)−
F (z). Lemma 2.29 also gives the bound
||ϕ+ <(F )||∞ . 1. (2.45)
Let us check that fz := ηze
Hz+ϕ verifies the inequalities of the statement.
First of all,
||fz||2ϕ . ρ(z)−4n
ˆ
B(z,δρ(z))
|eHz+2ϕ|2e−2ϕ
= ρ(z)−4ne−2<(F (z))
ˆ
B(z,δρ(z))
e2<(F )+2ϕ
. ρ(z)−4ne2ϕ(z)ρ(z)2n = ρ(z)−2ne2ϕ(z),
where in the third line we used (2.45). This proves the bound on ||fz||ϕ.
Next, we compute (using again (2.45))
||∂fz||2ϕ =
ˆ
Cn
|∂fz|2e−2ϕ
= e−2<(F (z))
ˆ
Cn
|∂ηz + ηz∂(F + 2ϕ)|2e2<(F )+2ϕ
. e−2ϕ(z)
ˆ
Cn
|∂ηz|2 + e−2ϕ(z)
ˆ
Cn
η2z |∂(2<(F ) + 2ϕ)|2,
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where in the last term we used the fact that ∂F = 0. The key observation is
that, since ∆(<(F ) + ϕ) = ∆ϕ ≥ 0,
∆(e2<(F )+2ϕ)e−2<(F )−2ϕ = ∆(2<(F ) + 2ϕ) + |∇(2<(F ) + 2ϕ)|2
≥ 4|∂(2<(F ) + 2ϕ)|2.
Coming back to our estimate, we have
e−2ϕ(z)
ˆ
Cn
η2z |∂(2<(F ) + 2ϕ)|2 . e−2ϕ(z)
ˆ
Cn
η2z∆(e
2<(F )+2ϕ)e−2<(F )−2ϕ
. e−2ϕ(z)
ˆ
Cn
∆(η2z)e
2<(F )+2ϕ . e−2ϕ(z)
ˆ
Cn
∆(η2z),
where we used an integration by parts and (2.45). Since it is easily seen that
ˆ
Cn
|∂ηz|2 +
ˆ
Cn
∆(η2z) . ρ(z)−2n−2,
the estimates of the statement are proved.
Theorem 2.32. Under the assumptions of Theorem 2.30, there is an allow-
able constant ε > 0 such that the pointwise bound
|Bϕ(z, w)| . eϕ(z)+ϕ(w)κ(z)
ρ(z)
e−εdκ(z,w)
ρ(z)nρ(w)n
holds for every z, w ∈ Cn.
Proof. For z ∈ Cn let fz be as in Lemma 2.31 and notice that
Bϕ(fz)(w) =
ˆ
Cn
Bϕ(w,w
′)fz(w′)e−2ϕ(w
′)dL(w′)
=
ˆ
Cn
Bϕ(w,w
′)ηz(w′)eHz(w
′)dL(w′)
= Bϕ(w, z)e
Hw(w) = Bϕ(z, w),
where in the last line we used the fact that ηw is radial with respect to
w ∈ Cn, ´Cn ηw = 1, Bϕ(z, ·)eHw is harmonic, being the product of two
anti-holomorphic functions, and Hw(w) = 0. Hence, by formula (2.20) of
Proposition 2.14, we have
Bϕ(z, w) = fz(w)− ∂∗ϕNϕ∂fz(w). (2.46)
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Since Bϕ(z, ·) is holomorphic, Lemma 2.28 yields
|Bϕ(z, w)| . e
ϕ(w)
2 ρ(w)−n||Bϕ(z, ·)||ϕ.
Thanks to (2.46) and inequality (2.19) of Proposition 2.14, we have
||Bϕ(z, ·)||ϕ ≤ ||fz||ϕ + ||∂∗ϕNϕ∂fz||ϕ
. ||fz||ϕ + ||κ∂fz||ϕ
. ||fz||ϕ +
(
max
B(z,ρ(z))
κ
)
||∂fz||ϕ.
Now recall that κ ≥ ρ and hence that κ, being a radius function, is . κ(z)
on B(z, ρ(z)). Lemma 2.31 finally gives
||Bϕ(z, ·)||ϕ . κ(z)
ρ(z)
eϕ(z)ρ(z)−n.
What we obtained until now is
|Bϕ(z, w)| . eϕ(z)+ϕ(w)κ(z)
ρ(z)
ρ(z)−nρ(w)−n.
This is equivalent to the conclusion of the theorem if dκ(z, w) . 1. We can
then assume from now on that dκ(z, w) ≥ R0, with R0 the allowable constant
in Theorem 2.30, which then implies
|∂∗ϕNϕ∂fz(w)| . eϕ(w)κ(z)e−εdκ(z,w)ρ(w)−n||∂fz||ϕ.
We conclude by Lemma 2.31 and the identity Bϕ(z, w) = −∂∗ϕNϕ∂fz(w)
(which holds for dκ(z, w) ≥ R0).
We state now as a separate theorem our bound on the weighted Bergman
kernel when the eigenvalues of Hϕ are comparable.
Theorem 2.33. Let ϕ : Cn → R be C2, plurisubharmonic and such that:
(i) there exists c > 0 such that
inf
z∈Cn
sup
w∈B(z,c)
∆ϕ(w) > 0,
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(ii) ∆ϕ satisfies the reverse-Ho¨lder inequality
||∆ϕ||L∞(B(z,r)) ≤ Ar−2n
ˆ
B(z,r)
∆ϕ ∀z ∈ Cn, r > 0, (2.47)
for some A < +∞,
(iii) the eigenvalues of Hϕ are comparable, i.e., (2.35) holds.
Then there is an allowable constant ε > 0 such that the pointwise bound
|Bϕ(z, w)| . eϕ(z)+ϕ(w) e
−εd(z,w)
ρ(z)nρ(w)n
holds for every z, w ∈ Cn, where d is the maximal eigenvalue distance asso-
ciated to ϕ (see Section 2.11).
Proof. The reverse-Ho¨lder inequality (2.47) implies that the measure with
density ∆ϕ with respect to Lebesgue measure is doubling, i.e.,
ˆ
B(z,2r)
∆ϕ .
ˆ
B(z,r)
∆ϕ ∀z ∈ Cn, r > 0.
This, together with the reverse-Ho¨lder inequality itself, implies condition (1)
in Definition 2.26. Since condition (2) of that definition is our hypothesis (i),
the weight ϕ is admissible.
By Lemma 2.25, ϕ is cρ−1-coercive, where c > 0 is admissible. An
application of Theorem 2.32 with k = c−1ρ gives the thesis.
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Chapter 3
Model weights in C2
In this chapter we discuss, by a combination of explicit computations and
more conceptual arguments, µ-coercivity of weighted Kohn Laplacians for
homogeneous model weights. These are introduced in Section 3.1, where our
main result (Theorem 3.5) is also stated. Sections 3.2 through 3.6 contain
the corollaries and the proof of Theorem 3.5.
3.1 Homogeneous model weights in C2
Let us define the class of model weights.
Definition 3.1. If Γ ⊆ N2 is finite, we define the model weight associated to
Γ as follows:
ϕΓ(z, w) :=
∑
(α,β)∈Γ
|zαwβ|2 ∀(z, w) ∈ C2.
Of course one could consider the analogous definition in Cn, associating
a model weight to any finite Γ ⊆ Nn, but here we shall only treat only the
two-dimensional case.
Proposition 3.2. If Γ ⊆ N2, the model weight ϕΓ is admissible in the sense
of Definition 2.26.
Proof. Being a sum of squares of holomorphic functions, ϕΓ is C
2 and plurisub-
harmonic (alternatively, this follows from Proposition 3.3).
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Conditions (1) and (2) of Definition 2.26 only depend on the fact that
∆ϕ is a non-negative polynomial on Cn ≡ R2n. Let d ∈ N be the degree of
this polynomial. The mappings
p 7→ sup
B(0,1)
|p| and p 7→ sup
B(0,2)
|p|
are norms on the finite-dimensional vector space of real polynomials in 2n
real variables of degree ≤ d on Cn ≡ R2n, and therefore they are equivalent.
In particular
sup
w∈B(z,2r)
∆ϕ(w) = sup
w∈B(0,2)
∆ϕ(z + rw)
≤ D sup
w∈B(0,1)
∆ϕ(z + rw) = D sup
w∈B(z,r)
∆ϕ(w).
This proves condition (1).
As z varies in Cn, the polynomial ∆ϕ(z + ·) varies on a hyperplane not
containing the origin of the vector space of real polynomials in 2n real vari-
ables of degree ≤ d. To see this, just notice that any of the coefficients of
a monomial of highest degree of ∆ϕ is not affected by translations. Since
p 7→ supB(0,1) |p| is a norm, we have
inf
z∈Cn
sup
B(z,1)
∆ϕ = inf
z∈Cn
sup
B(0,1)
∆ϕ(z + ·) > 0,
that is condition (2).
Since ϕΓ(z, w) =
∑
(α,β)∈Γ |z|2α|w|2β, model weights only depend on the
squared moduli of the coordinates. In view of this, we introduce the polyno-
mial
pΓ(x, y) :=
∑
(α,β)∈Γ
xαyβ (x, y) ∈ R2+, (3.1)
and in what follows we think of x and y both as independent variables and
as denoting |z|2 and |w|2 respectively, so that ϕΓ(z, w) = pΓ(|z|2, |w|2) =
pΓ(x, y). This ambiguity will not be a source of confusion.
We now prove a very useful formula for the determinant and the trace of
the complex Hessian HϕΓ of a model weight. In order to state it, we associate
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to any Γ ⊆ N2 four further subsets of N2:
Γr := {(α, β) ∈ Γ: α 6= 0} (r stands for “right”),
Γu := {(α, β) ∈ Γ: β 6= 0} (u stands for “upper”),
Γ(1) := {(α, β) + (γ, δ) : (α, β), (γ, δ) ∈ Γ linearly independent} − (1, 1),
Γ(2) := [Γr − (1, 0)] ∪ [Γu − (0, 1)] .
Here Γr − (1, 0) denotes the collection {(α − 1, β) : (α, β) ∈ Γr}, and the
other symbols have analogous meanings. Observe that if (α, β) and (γ, δ) are
linearly independent elements of N2, then (α + γ − 1, β + δ − 1) ∈ N2, and
hence Γ(1) ⊆ N2.
Proposition 3.3. If Γ ⊆ N2 is finite, then
det(HϕΓ(z, w)) ≈ ϕΓ(1)(z, w),
tr(HϕΓ(z, w)) ≈ ϕΓ(2)(z, w),
where the implicit constants depend only on Γ.
In particular, this proposition shows that model weights are weakly plurisub-
harmonic on the set where ϕΓ(1) vanishes. Since ϕΓ(1) is a model weight, this
set may be easily determined from Γ(1), and may be empty, the origin, a
complex coordinate axes ({z = 0} or {w = 0}), or {z = 0} ∪ {w = 0}. We
omit the elementary details.
Proof. Let h1, · · · , hN : C2 → C be holomorphic functions and consider the
weight
ϕ :=
N∑
j=1
|hj|2.
We have
∂z∂zϕ =
∑
j
|∂zhj|2, ∂w∂wϕ =
∑
j
|∂whj|2,
and
∂z∂wϕ =
∑
j
∂zhj∂whj, ∂w∂zϕ =
∑
j
∂whj∂zhj.
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Hence
det(Hϕ) = ∂z∂zϕ · ∂w∂wϕ− ∂z∂wϕ · ∂w∂zϕ
=
∑
j,k
|∂zhj|2|∂whk|2 −
∑
j,k
∂zhj∂whj∂whk∂zhk
=
1
2
(∑
j,k
|∂zhj|2|∂whk|2 + |∂whj|2|∂zhk|2 − 2<(∂zhj∂whj∂whk∂zhk)
)
=
1
2
∑
j,k
|∂zhj∂whk − ∂whj∂zhk|2.
We also have
tr(Hϕ) = ∂z∂zϕ+ ∂w∂wϕ =
∑
j
|∂zhj|2 + |∂whj|2.
Specializing to ϕΓ(z, w) :=
∑
(α,β)∈Γ |zαwβ|2, we obtain (here l.i. stands for
“linearly independent”):
det(HϕΓ(z, w)) =
1
2
∑
(α,β),(γ,δ)∈Γ
(αδ − βγ)2|zα+γ−1wβ+δ−1|2
≈
∑
(α,β),(γ,δ)∈Γ l. i.
|zα+γ−1wβ+δ−1|2
≈ ϕΓ(1)(z, w),
and
tr(HϕΓ(z, w)) =
∑
(α,β)∈Γ
α2|zα−1wβ|2 + β2|zαwβ−1|2
≈
∑
(α,β)∈Γ: α 6=0
|zα−1wβ|2 +
∑
(α,β)∈Γ: β 6=0
|zαwβ−1|2
≈ ϕΓ(2)(z, w).
It is easy to see that the implicit constants in the approximate equalities
above depend only on Γ.
It is time to give the main definition of this section.
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Definition 3.4. A homogeneous model weight is a model weight ϕΓ such that
there are m,n ≥ 1 for which the following two properties hold:
1. {(m, 0), (0, n)} ⊆ Γ,
2. every (α, β) ∈ Γ lies on the line segment connecting (m, 0) and (0, n),
i.e.
nα +mβ = nm ∀(α, β) ∈ Γ. (3.2)
A homogeneous model weight is said to be decoupled if Γ = {(m, 0), (0, n)}.
Any homogeneous model weight is homogeneous with respect to a system
of non necessarily isotropic dilations, i.e.,
ϕΓ(t
1
m z, t
1
nw) = t2ϕΓ(z, w) ∀t > 0 and (z, w) ∈ C2.
If ϕΓ is not decoupled, it contains at least a mixed monomial and hence
homogeneity forces m and n to be both greater than or equal to 2.
In our analysis of homogeneous model weights, a key role will be played
by the two quantities σ and τ , which are defined as the smallest non-negative
real numbers such that
1
σ
≤ β
α
≤ τ ∀(α, β) ∈ Γ such that α, β 6= 0. (3.3)
We denote by (α1, β1) and (α2, β2) the unique points of Γ such that
α1/β1 = σ and β2/α2 = τ.
Notice that σ, τ < +∞. If ϕΓ is decoupled, then σ and τ equal 0, because in
that case Γr = {(m, 0)} and Γu = {(0, n)}, while if ϕΓ is not decoupled both
σ and τ are positive.
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Figure 1: The plot of the set Γ corresponding to the homogeneous model weight
ϕΓ(z, w) = |z|32 + |z|24|w|6 + |z|16|w|12 + |z|8|w|18 + |w|24. In this case σ = 4 and
τ = 94 .
Let us state our main result about homogeneous model weights.
Theorem 3.5. Let ϕΓ be a homogeneous model weight.
Then ϕΓ is µ-coercive, where
µ(z, w) = c(1 + |z|σ + |w|τ ).
Here c > 0 is a constant that depends on Γ.
3.2 Corollaries of Theorem 3.5
We can apply Theorem 2.30 and Theorem 2.32 to ϕΓ choosing κ(z, w) =
c−1(1+|z|σ+|w|τ )−1, because it is easily seen that κ is approximately constant
on balls of radius 1, and hence a radius function.
Theorem 3.5 also implies the following result about discreteness of the
spectrum of Kohn Laplacians.
Theorem 3.6. If ϕΓ is a homogeneous model weight, then the Kohn Lapla-
cian ϕ has discrete spectrum if and only if ϕΓ is not decoupled.
88
Proof. If ϕΓ is not decoupled, then σ and τ are strictly positive and Theorem
3.5 immediately shows that the condition of Theorem 2.15 holds.
If, on the contrary, ϕΓ is decoupled, the non-discreteness of spectrum is
proved in [HH07].
3.3 The proof of Theorem 3.5
The proof is organized as follows:
1. In Section 3.4 we carefully estimate the minimal eigenvalue
λΓ := λ(HϕΓ)
of the complex Hessian of ϕΓ, taking advantage of the special formulas
of Proposition 3.3.
2. In Section 3.5 we introduce a holomorphic uncertainty principle to take
care of the regions where λΓ is small.
3. Finally, in Section 3.6 we estimate from below the energy EϕΓ : outside
of a hyperbolic neighborhood of the complex coordinate axes we use
the estimate of Section 3.4, while on this neighborhood we exploit the
holomorphic uncertainty principle introduced in Section 3.5.
3.4 Estimating λΓ
If (u, v) ∈ R2, we consider the curve in the non-negative quadrant [0,+∞)2
Cu,v : t 7−→ (tu, tv) (t ≥ 1).
Notice that if (u′, v′) is proportional to (u, v), Cu,v and Cu′,v′ have the same
range. If A ⊆ N2 is finite, using the notation (3.1) we have
pA(Cu,v(t)) =
∑
(α,β)∈A
(tu)α(tv)β =
∑
(α,β)∈A
tuα+vβ ≈ tmu,v(A) (t ≥ 1),
where mu,v(A) is the maximum of the linear functional (ξ, η) 7→ uξ + vη on
the set A ⊆ R2, and the implicit constant depends on Γ and is independent
of u, v.
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We are interested in estimating λΓ(z, w) when (x, y) = (|z|2, |w|2) lies on
the curve Cu,v. Since the trace of a non-negative matrix is comparable to its
maximal eigenvalue we have
det(HϕΓ(z, w)) ≈ λΓ(z, w)tr(HϕΓ(z, w)).
Proposition 3.3 yields the approximate identity
pΓ(1)(|z|2, |w|2) = ϕΓ(1)(z, w) ≈ λΓ(z, w)ϕΓ(2)(z, w) = λΓ(z, w)pΓ(2)(|z|2, |w|2).
If (|z|2, |w|2) = (tu, tv) = Cu,v(t) (t ≥ 1), the discussion at the beginning of
this section gives
λΓ(z, w) ≈ tmu,v(Γ(1))−mu,v(Γ(2)). (3.4)
Observe that for homogeneous model weights the definitions of Γ(1) and
Γ(2) take the slightly simpler forms
Γ(1) := {(α + γ, β + δ) : (α, β) 6= (γ, δ) ∈ Γ} − (1, 1),
Γ(2) := (Γ \ {(0, n)} − (1, 0)) ∪ (Γ \ {(m, 0)} − (0, 1)) .
If (u, v) ∈ R2 is fixed, by convexity considerations it is clear that the maxi-
mum of uξ+ vη on Γ is attained at (m, 0) if um ≥ vn, while it is attained at
(0, n) if um ≤ vn. We separately analyze the two cases, assuming without
loss of generality that m ≥ n.
Case I: v ≤ mn u
We have
mu,v(Γ
(1)) = um+mu,v(Γ \ {(m, 0)})− u− v,
and
mu,v(Γ
(2)) = max{mu,v(Γ \ {(0, n)})− u,mu,v(Γ \ {(m, 0)})− v}
= max{um− u,mu,v(Γ \ {(m, 0)})− v}.
Hence
mu,v(Γ
(1))−mu,v(Γ(2)) = min{mu,v(Γ \ {(m, 0)})− v, u(m− 1)}. (3.5)
It is almost immediate to see that the maximum of uξ+ vη on Γ\{(m, 0)} is
attained at the point (α1, β1) satisfying
α1
β1
= σ, which we introduced above.
Identity (3.5) becomes
mu,v(Γ
(1))−mu,v(Γ(2)) = min{uα1 + vβ1 − v, u(m− 1)}.
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The inequality uα1 + vβ1 − v ≤ u(m− 1) holds if and only if
v ≤ m− 1− α1
β1 − 1 u. (3.6)
This condition depends only on the ratio of u and v, as it should. Observe
that
m
n
≤ m− 1− α1
β1 − 1 .
In fact, the inequality above is obviously equivalent to mn−n ≥ α1n+mβ1−
m, and recalling the homogeneity condition (3.2) we see that this is the same
as m ≥ n, which we assumed before. This shows that condition (3.6) is a
consequence of v ≤ m
n
u and thus
mu,v(Γ
(1))−mu,v(Γ(2)) = uα1 + vβ1 − v. (3.7)
Case II: u ≤ nmv
Proceeding analogously to the case um ≥ vn, this time formula (3.5) is
replaced by
mu,v(Γ
(1))−mu,v(Γ(2)) = min{mu,v(Γ \ {(0, n)})− u, v(n− 1)},
and the maximum of ux+ vy on Γ \ {(0, n)} is attained at the point (α2, β2)
satisfying β2
α2
= τ . Hence
mu,v(Γ
(1))−mu,v(Γ(2)) = min{uα2 + vβ2 − u, v(n− 1)}.
Here comes the difference with Case I: the minimum above equals uα2 +
vβ2 − u if and only if
u ≤ n− 1− β2
α2 − 1 v,
but this condition is not automatically implied by the inequality u ≤ n
m
v. In
fact
n− 1− β2
α2 − 1 ≤
n
m
,
as may be easily verified using (3.2) and the fact that n ≤ m. Thus there
are two further sub-cases: if
u ≤ n− 1− β2
α2 − 1 v
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then
mu,v(Γ
(1))−mu,v(Γ(2)) = uα2 + vβ2 − u, (3.8)
while if
n− 1− β2
α2 − 1 v ≤ u ≤
n
m
v
then
mu,v(Γ
(1))−mu,v(Γ(2)) = v(n− 1). (3.9)
Let us define the three regions of C2:
E1 := {|z| ≥ 1, |w| ≤ |z|mn },
E2 := {|w| ≥ 1, |w|ν ≤ |z| ≤ |w| nm},
and
E3 := {|w| ≥ 1, |z| ≤ |w|ν},
where ν := n−1−β2
α2−1 . The figure below depicts these regions with respect to
the coordinates (x, y).
1 x = |z|2
1
y = |w|2
E2
E1
E3
x = yν
x = y
n
m
Recalling (3.4), (3.7), (3.8), and (3.9), we can summarize our computa-
tions in the following proposition.
Proposition 3.7. The following approximate identities hold:
λΓ(z, w) ≈ |z|2α1|w|2(β1−1) ∀(z, w) ∈ E1,
λΓ(z, w) ≈ |w|2(n−1) ∀(z, w) ∈ E2,
λΓ(z, w) ≈ |z|2(α2−1)|w|2β2 ∀(z, w) ∈ E3.
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We completed the task of estimating λΓ, and now we can discuss our
holomorphic uncertainty principle.
3.5 A holomorphic uncertainty principle
In the next lemma, D(z, r) denotes the disc of center z ∈ C and radius r.
Lemma 3.8. Let V : D(z, r)→ [0,+∞) be a measurable function and define
c := min
z′∈D(z,r)\D(z, r2)
V (z′).
If f ∈ L2(D(z, r)) is such that ∂f
∂z
∈ L2(D(z, r)), then
ˆ
D(z,r)
∣∣∣∣∂f∂z
∣∣∣∣2 + ˆ
D(z,r)
V |f |2 & min
{
c,
1
r2
}ˆ
D(z,r)
|f |2. (3.10)
The proof is based on a Poincare´-type inequality related to the ∂
∂z
operator
and an elementary consequence of the Cauchy formula, which we now discuss.
Put D := D(0, 1). It is well-known (cf., e.g., [CS01]) that the ∂
∂z
is
solvable in L2(D), i.e., that if g ∈ L2(D) then there exists f ∈ L2(D) such
that ∂f
∂z
= g and ˆ
D
|f |2 .
ˆ
D
|g|2.
If f ∈ L2(D) is such that ∂f
∂z
∈ L2(D), the above solvability result yields
f˜ ∈ L2(D) such that f−f˜ is holomorphic and ´
D
|f˜ |2 . ´
D
|f |2. In particular,
denoting by B : L2(D)→ L2(D) the orthogonal projection onto the space of
L2 holomorphic functions (i.e., the unweighted Bergman operator), we haveˆ
D
|f −B(f)|2 ≤
ˆ
D
|f − (f − f˜)|2 .
ˆ
D
|f |2. (3.11)
This is the inequality we need. One should compare it with the usual Poincare´
inequality in which ∂
∂z
is to be replaced by ∇ and B with 1|D|
´
D
. Of course
one could rescale the estimate to apply it to an arbitrary disc.
The second ingredient is the following inequality, which holds for every
holomorphic function h : D → C:ˆ
D
|h|2 .
ˆ
D\ 1
2
D
|h|2, (3.12)
which follows easily from the Cauchy integral formula.
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Proof. By a trivial rescaling it is enough to prove the lemma for z = 0 and
r = 1. Let then V : D → [0,+∞) be such that V ≥ c on D \ 1
2
D, and
f ∈ L2(D) be such that ∂f
∂z
∈ L2(D). If ε > 0 is a parameter to be fixed later
and we write f = fi + fe, where fe is zero on
1
2
D and fi is zero on D \ 12D,
we have the following dichotomy:
1. either
´
D
|fe|2 ≥ ε
´
D
|fi|2,
2. or
´
D
|fe|2 < ε
´
D
|fi|2.
If 1. happens, a significant portion of the L2 mass of f is contained in
the corona D \ 1
2
D and
ˆ
D
|fe|2 ≥ ε
2
ˆ
D
|fi|2 + 1
2
ˆ
D
|fe|2 ≥ ε
2
ˆ
D
|f |2.
Therefore
ˆ
D
∣∣∣∣∂f∂z
∣∣∣∣2 + ˆ
D
V |f |2 ≥
ˆ
D
V |f |2 ≥ c
ˆ
D
|fe|2 ≥ cε
2
ˆ
D
|f |2,
and (3.10) holds.
If 2. happens, we use (3.11):
ˆ
D
∣∣∣∣∂f∂z
∣∣∣∣2 + ˆ
D
V |f |2 &
ˆ
D
|f −B(f)|2.
By the linearity of B and condition (2), we have
ˆ
D
|f −B(f)|2 ≥ 1
2
ˆ
D
|fi −B(fi)|2 −
ˆ
D
|fe −B(fe)|2
≥ 1
2
ˆ
D
|fi −B(fi)|2 −
ˆ
D
|fe|2
≥ 1
2
ˆ
D
|fi −B(fi)|2 − ε
ˆ
D
|fi|2.
In the second line we used the fact that 1−B is an orthogonal projection.
We claim that ˆ
D
|fi −B(fi)|2 ≥ a
ˆ
D
|fi|2, (3.13)
where a is some small absolute constant.
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Inequality (3.13) immediately implies, choosing ε = a
4
, that
ˆ
D
∣∣∣∣∂f∂z
∣∣∣∣2 + ˆ
D
V |f |2 &
ˆ
D
|fi|2 &
ˆ
D
|f |2.
We are reduced to proving (3.13). This follows separating the two cases (for
a new parameter δ):
1. either
´
D\ 1
2
D
|B(fi)|2 ≥ δ
´
D
|fi|2,
2. or
´
D\ 1
2
D
|B(fi)|2 < δ
´
D
|fi|2.
If 1. holds,
ˆ
D
|fi −B(fi)|2 ≥
ˆ
D\ 1
2
D
|fi −B(fi)|2 =
ˆ
D\ 1
2
D
|B(fi)|2 ≥ δ
ˆ
D
|fi|2.
If 2. holds instead, we apply (3.12) to the holomorphic function B(fi)
to deduce that
´
D
|B(fi)|2 . δ
´
D
|fi|2. If we choose δ small enough we can
write ˆ
D
|fi −B(fi)|2 ≥ 1
2
ˆ
D
|fi|2 −
ˆ
D
|B(fi)|2 ≥ 1
4
ˆ
D
|fi|2.
This concludes the proof of (3.13).
Notice how the nature of uncertainty principle of the previous result is
revealed by its proof: it shows that a function f defined on a disc cannot be
concentrated on a strictly smaller disc without having a large “holomorphic
kinetic energy”
´
D(z,r)
∣∣∂f
∂z
∣∣2.
3.6 Estimation of the energy functional
Let u = u1dz + u2dw be a (0, 1)-form with smooth compactly supported
coefficients. We introduce the notation
EΩ(u) :=
2∑
j=1
ˆ
Ω
(∣∣∣∣∂uj∂z
∣∣∣∣2 + ∣∣∣∣∂uj∂w
∣∣∣∣2
)
e−2ϕΓ + 2
ˆ
Ω
(HϕΓu, u)e
−2ϕΓ ,
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where Ω ⊆ C2. Denoting by λΓ(z, w) the minimal eigenvalue of HϕΓ(z, w),
we have
EΩ(u) ≥
2∑
j=1
(ˆ
Ω
(∣∣∣∣∂uj∂z
∣∣∣∣2 + ∣∣∣∣∂uj∂w
∣∣∣∣2
)
e−2ϕΓ + 2
ˆ
Ω
λΓ|uj|2e−2ϕΓ
)
. (3.14)
We introduce the uncertainty regions U0 := {0 ≤ |z|, |w| ≤ 2},
Ur := {|z| > 1, 0 ≤ |w| ≤ |z|−σ} and Uu := {|w| > 1, 0 ≤ |z| ≤ |w|−τ}.
1 x
1
y
Ur
Uu
y = x−σ
x = y−τ
Proposition 3.9.
sup
(z,w)∈U0
ϕΓ(z, w) . 1, sup
(z,w)∈Ur
ϕΓr(z, w) . 1 and sup
(z,w)∈Uu
ϕΓl(z, w) . 1,
Proof. The first estimate follows from the compactness of U0.
By the definition of σ, if (z, w) ∈ Ur and (α, β) ∈ Γr, then
|zαwβ|2 =
(
|z|αβ |w|
)2β
≤ (|z|σ|w|)2β ≤ 1,
where in the first inequality we used the fact that |z| ≥ 1. Summing over
(α, β) ∈ Γr, we obtain sup(z,w)∈Ur ϕΓr(z, w) . 1.
The last bound is proved similarly.
The complement of U0 ∪ Ur ∪ Uu will be denoted by C. Notice that
EϕΓ(u) & EU0(u) + EUr(u) + EUu(u) + EC(u). (3.15)
We now deal with one term of this decomposition at a time.
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EU0(u):
By (3.14) and the first inequality of Proposition 3.9, we have
EU0(u) &
2∑
j=1
(ˆ
U0
(∣∣∣∣∂uj∂z
∣∣∣∣2 + ∣∣∣∣∂uj∂w
∣∣∣∣2
)
+
ˆ
U0
λΓ|uj|2
)
.
Since U0 = (2D)×(2D), by Fubini’s theorem and applying Lemma 3.8 twice,
we get
ˆ
(2D)×(2D)
(∣∣∣∣∂uj∂z
∣∣∣∣2 + ∣∣∣∣∂uj∂w
∣∣∣∣2
)
+
ˆ
(2D)×(2D)
λΓ|uj|2
=
ˆ
2D
ˆ
2D
(∣∣∣∣∂uj∂z (z, w)
∣∣∣∣2 + λΓ(z, w)|uj(z, w)|2
)
dL(z)dL(w)
+
ˆ
(2D)×(2D)
∣∣∣∣∂uj∂w
∣∣∣∣2
&
ˆ
2D
{(
min
1<|z′|≤2
λΓ(z
′, w)
)ˆ
2D
|uj(z, w)|2dL(z)
}
dL(w)
+
ˆ
(2D)×(2D)
∣∣∣∣∂uj∂w
∣∣∣∣2
=
ˆ
2D
ˆ
2D
(∣∣∣∣∂uj∂w (z, w)
∣∣∣∣2 + ( min1<|z′|≤2λΓ(z′, w)
)
|uj(z, w)|2
)
dL(w)dL(z)
&
(
min
1<|z′|≤2,1<|w′|≤2
λΓ(z
′, w′)
) ˆ
2D
ˆ
2D
|uj(z, w)|2dL(w)dL(z).
Notice that {1 < |z′| ≤ 2, 1 < |w′| ≤ 2} ⊆ E1∪E2∪E3 and hence Proposition
3.7 shows that the minimum above is ≈ 1. Thus
EU0(u) &
2∑
j=1
ˆ
U0
|uj|2 ≥
ˆ
U0
|u|2e−2ϕΓ &
ˆ
U0
(1 + |z|2σ + |w|2σ)|u|2e−2ϕΓ ,
where we used again the fact that |z|, |w| ≤ 2 on U0.
EUr(u):
Recall that Ur = {|z| ≥ 1, |w| ≤ |z|−σ}.
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By Fubini’s theorem EUr(u) ≥
´
|z|≥1 I(z)e
−2|z|2mdL(z), where
I(z) :=
2∑
j=1
ˆ
D(0,|z|−σ)
(∣∣∣∣∂uj∂w (z, w)
∣∣∣∣2 + λΓ(z, w)|uj(z, w)|2
)
e−2ϕΓr (z,w)dL(w),
where we used the fact that ϕΓ(z, w) = |z|2m + ϕΓr(z, w). The second in-
equality of Proposition 3.9 and Lemma 3.8 yield, for every z of modulus
greater than or equal to 1,
I(z) &
2∑
j=1
ˆ
D(0,|z|−σ)
(∣∣∣∣∂uj∂w (z, w)
∣∣∣∣2 + λΓ(z, w)|uj(z, w)|2
)
dL(w)
&
(
min
|z|−σ
2
<|w′|≤|z|−σ
λΓ(z, w
′)
)ˆ
D(0,|z|−σ)
|u(z, w)|2dL(w).
Since the region Ur is contained in E1, Proposition 3.7 gives
min
|z|−σ
2
<|w′|≤|z|−σ
λΓ(z, w
′) ≈ min
|z|−σ
2
<|w′|≤|z|−σ
|z|2α1|w|2(β1−1)
≈ |z|2(α1−σβ1+σ)
for every |z| ≥ 1. Since α1/β1 = σ, the last quantity equals |z|2σ. Using
again the boundedness of ϕΓr in the region of integration, we have
EUr(u) &
ˆ
|z|≥1
(
|z|2σ
ˆ
D(0,|z|−σ)
|u(z, w)|2dL(w)
)
e−2|z|
2m
dL(z)
&
ˆ
|z|≥1
(
|z|2σ
ˆ
D(0,|z|−σ)
|u(z, w)|2e−2ϕΓr (z,w)dL(w)
)
e−2|z|
2m
dL(z)
&
ˆ
Ur
|z|2σ|u(z, w)|2e−2ϕΓ(z,w)dL(z, w)
&
ˆ
Ur
(1 + |z|2σ + |w|2τ )|u(z, w)|2e−2ϕΓ(z,w)dL(z, w).
The last step follows from the inequalities |w| ≤ 1 and |z| ≥ 1, which hold
for any (z, w) ∈ Ur.
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EUu(u):
This is done in complete analogy with the estimate of EUr(u), exchanging the
role played by z and w and replacing σ with τ . In evaluating the appropriate
minimum of λΓ one has to use the fact that Uu is contained in E3 and the
corresponding estimate of Proposition 3.7. We omit the easy details that
allow to prove the estimate
EUu(u) &
ˆ
Uu
(1 + |z|2σ + |w|2τ )|u(z, w)|2e−2ϕΓ(z,w)dL(z, w).
EC(u):
We use the trivial bound
EC(u) &
ˆ
C
λΓ|u|2e−2ϕΓ .
Observe that C ⊆ E1 ∪ E2 ∪ E3 and that C ⊇ E2. Proposition 3.7 gives
ˆ
C
λΓ|u|2e−2ϕΓ =
ˆ
C∩E1
λΓ|u|2e−2ϕΓ +
ˆ
E2
λΓ|u|2e−2ϕΓ +
ˆ
C∩E3
λΓ|u|2e−2ϕΓ
&
ˆ
C∩E1
|z|2α1|w|2(β1−1)|u|2e−2ϕΓ +
ˆ
E2
|w|2(n−1)|u|2e−2ϕΓ +
ˆ
C∩E3
|z|2(α2−1)|w|2β2|u|2e−2ϕΓ .
If (z, w) ∈ C ∩ E1 then |z|mn ≥ |w| ≥ |z|−σ and therefore
|z|2α1|w|2(β1−1) ≥ |z|2(α1−σβ1+σ) = |z|2σ
and
|z|2α1|w|2(β1−1) ≥ |w|2( nmα1+β1−1) = |w|2(n−1).
In the first identity we used the definition of (α1, β1), while in the second one
we used (3.2). Notice that τ = β2
α2
≤ β2 ≤ n− 1, and hence
|z|2α1|w|2(β1−1) & 1 + |z|2σ + |w|2τ ∀(z, w) ∈ C ∩ E1. (3.16)
If (z, w) ∈ E2, in particular |z| ≤ |w| nm and |w|2(n−1) ≥ |z|2mn (n−1). Notice
that |w| ≥ 1 on E2 and ν ≥ 0 and thus |z| is also ≥ 1. If we show that
m
n
(n − 1) ≥ σ, we can then deduce that |w|2(n−1) ≥ |z|2σ. To prove the
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inequality above one can plug in the identity σ = α1
β1
and use (3.2). This,
together with the already observed fact that τ ≤ (n− 1) allows to write that
|w|2(n−1) & 1 + |z|2σ + |w|2τ ∀(z, w) ∈ E2. (3.17)
Finally, if (z, w) ∈ C ∩ E3 then in particular |w| nm ≥ |z| ≥ |w|−τ and
therefore
|z|2(α2−1)|w|2β2 ≥ |w|2(−τα2+τ+β2) = |w|2τ
and
|z|2(α2−1)|w|2β2 ≥ |z|2(α2−1+mn β2) = |z|2(m−1).
The last identity follows as previously from (3.2). Since σ = α1
β1
≤ α1 ≤
(m− 1), we have
|z|2(α2−1)|w|2β2 & 1 + |z|2σ + |w|2τ ∀(z, w) ∈ C ∩ E3. (3.18)
The bounds (3.16), (3.17) and (3.18) give
EC(u) &
ˆ
C
(1 + |z|2σ + |w|2τ )|u|2e−2ϕΓ .
Recalling (3.15), we can put together all our estimates to obtain:
EϕΓ(u) &
ˆ
C2
(1 + |z|2σ + |w|2τ )|u|2e−2ϕΓ ,
for every (0, 1)-form u with smooth compactly supported coefficients. Since
these forms are dense in D(EϕΓ) by part (ii) of Proposition 2.9, this concludes
the proof of Theorem 3.5.
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