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Abstract
We propose a tableau method for the Lambek Calculus by adapting a method
developed by Mantel and Otten for the multiplicative exponential fragment of the
Linear Logic (MELL). We have incorporated new elements to the language of the
tableau system and a new restriction to its closure conditions to deal with the
noncommutative feature of the Lambek Calculus, considering a labelling technique
developed for the matrix characterization method.
1 Introduction
The Lambek Calculus (formerly Calculus of Syntactic Types) developed by
Lambek [7,8] is considered the smallest substructural logic [13] and it can
be viewed as a multiplicative fragment of the Noncommutative Intuitionis-
tic Linear Logic [1], containing a noncommutative tensorial product and two
residual implications. Abrusci [1] presented a sequent system LSC for the
Lambek Calculus (gure1), which does not contain the Gentzen's structural
rules, namely, the thinning or weakening, contraction and exchange rules. One
aspect of its proof search process is that the order in which formulae occur in
a sequent is strictly observed.
In this work, we propose a Tableau Method for the Lambek Calculus by
adapting the usual expansion process, such that we could capture the implicit
order in which subformulae occur in the initial formula and we could control
how they are selected to form complementary pairs. We associate indexes
with formulae and a list of indexes with each branch, representing such implicit
order of the formula occurrences. The lists will be generated during the process
of extending branches, in such a way that the list associated with a complete
branch will contain just the indexes of its complementary pair, if it could
actually be closed.
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We could remark that the tensorial aspect of the noncommutative product
of the Lambek Calculus is determined by the absence of the weakening and
contraction rules. This feature was captured in a Tableau Method for the
Multiplicative Exponential fragment of the Linear Logic (MELL) by Mantel
and Otten [10], by adopting a technique of labelling formulas, originated in
a Matrix Characterization developed by Mantel [9], and incorporating new
restrictions to the closure conditions. Hence, we adopt the approach by Man-
tel and Otten, obtaining a Matrix Characterization Method for the Lambek
Calculus, and we improve it by developing a mechanism to control the order
of formula occurrences in a branch of a tableau, as cited above.
We obtain the soundness and completeness results for our tableau method
by showing the equivalence among its validity notion, the complementarity
notion for matrices and the logical validity of the sequent system LSC.
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Figure 1: Sequent rules for the Lambek Calculus
2 The Tableau System
Following the Smullyan's notation [12], a tableau is a dyadic tree, i.e. an
ordered tree whose nodes contain at most two successors, such that each node
is labelled by a formula occurrence.
We assume that a signed formula is a pair < ; k >, where  is a formula
of the Lambek Calculus and k 2 f+; g denotes its polarity. The signals +
and   could be read as the symbols F and T used by Smullyan, respectively,
despite of none semantics appeal be considered here. We adapt the uniform
notation classifying the signed formulae in types 
1
, 
2
,
3
, 
1
,
2
, 
3
or a (for
atomic formulae), as depicted below. We have split each usual type of formula
 and  in three subtypes aiming to reproduce the distinctive treatment given
to such types of formulae in the sequent calculus, particularly the specic
order in which formulae are disposed on the sequents involved in the inference
rules (see gure 1).
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We adopt the notions of prex formula and marked prexed formula (a
terminal prexed formula) of Mantel and Otten [10], which consist of signed
formula labelled by a position and a prex, associating an index with them.
The positions and prexes will be formed by means of the applications of the
expansion rules. Intuitively, the pair of labels, position and prex, associated
with a formula F will be a kind of trace of the structural decomposition
process developed to obtain F from the initial formula of the tableau. In each
application of a expansion rule, it will be added a character 'l' (or 'r') to form
the position label of the formula obtained, indicating that it is the left (or the
right, resp.) component of the original formula. The prex of a formula F ,
considered in the application of a expansion rule, is expanded by appending
either a symbol  or  indexed by the position of F , if F is atomic or its
type is distinct of the type of its immediate ancestor. The indexes for the
formulae will be generated by a function described in the tableau denition in
the following.
Denition 2.1 : Let < F; k > be a signed formula.
 A position p is a string containing 0,r and l, such that p = 0:p
0
where
p
0
2 fr; lg

.
 A prex is a sequence containing symbols  and  indexed by positions.
 Let p be a position, s be a prex and i 2 IN .
- < F; k; i >: s(p) is a prexed formula, and
- < [A]; k; i >: s(p) is called a marked prexed formula, if A is atomic.
In the expansion rules, presented below, we are considering an extension
of the uniform notation to (marked) prexed formulae:
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A tableau for a prexed formula ' of the Lambek Calculus is constructed
by means of successive extensions of trees from an initial one containing a
unique node, as it is presented in the denition 2.2. A branch is labelled
by a list containing indexes of some of its formula occurrences. There exist
three dierent manners of associating lists with branches in each step of the
construction of a tableau, as it is illustrated by the following schema:
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Denition 2.2 : Let ' be a formula of the Lambek Calculus.  is a tableau
for ' i there is a nite sequence (
1
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n
= 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In any case, the indexing function I associated with 
i+1
is a conservative ex-
tension of a similar function I associated with 
i
, which consider that
I(succ
1
()) = m + 1 and I(succ
2
()) = m + 2, where m is the greatest index
associated to any formula of 
i
.
Notice that a formula can be treated just once during the extension process,
since its index occurs in exactly one list (associated with a branch) and the
index is eliminated from the list as soon as it will be chosen. Hence, any
tableau will be nite.
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Example 2.3 : A tableau for ((A
 (A * B))* B)
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0
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,
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l
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2.1 Validity and the Closure Conditions
A formula F is considered valid in a tableau method if and only if there exists
a closed tableau for F, as it is usual. However, the closure conditions for a
tableau  is not only determined by detecting occurrences of a formula and its
complement in each branch of  , as in the method for Classical Logic. We need
to consider some restrictions summarized in the properties called linearity,
relevance, cardinality and unicability presented by Mantel and Otten [10] in
the Tableau Method for MELL. Such properties are obtained from a notion of
connection, presented below.
Denition 2.4 : A connection is a set containing two marked prexed for-
mulae '
1
=< 
1
; ; i
1
>: s
1
(p
1
) and '
2
=< 
2
;+; i
2
>: s
2
(p
2
), such that

1
= 
2
.
Intuitively, the linearity property imposes that a same formula cannot
be used in the closing of distinct branches and the relevance one ensures
that each atomic formula must be used in the closing of some branch. The
unication of prexes captures the non-permutability of certain rules in Linear
Logic, as investigated in [6]. The prexes of the marked prexed formulae are
unied by a substitution when there is an specic order of application of those
rules. Finally, the cardinality condition binds the number of connections to
the number of formulae of type  occurring in a tableau (plus one).
We incorporate a property, named \indexability", which determines that
the indexes of each complementary pair must be contained in the list of some
branch. Consequently, in the case that the initial formula is actually valid,
each list associated with a branch of a tableau for such a formula must contain
exactly the indexes of the marked prexed formulae used in the closing of that
branch.
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Denition 2.5 : Let  be a tableau, C be a set of connections, j C j be the
cardinality of C and j () j be the number of formulae of type  of  .
 Linearity: C is linear i for each pair of connections c
0
and c
00
of C, c
0
\c
00
= ;.
 Relevance: C has the relevance property for a set   i for each marked
prexed formula  : s(p) 2   there is a connection c, such that  : s(p) 2 c.
 Cardinality: C has the property of cardinality i j C j = j () j + 1.
 Unicability: C is uniable i there is a substitution  :  ! ( [ 	)

,
where  (	) is the set of variable (constant) symbols  ( , respect.) indexed
by positions, such that the prexes of the elements of any c 2 C are identied
by .
 Indexability: C has the property of indexability i for any c 2 C, the indexes
of the formulae of c belong to the list associated a some branch of  .
Example 2.6 : Let us recall the tableau presented in the Example 2.3 for
the formula ((A
 (A * B)) * B). Let C = fc
1
; c
2
g be a set of connections
such that,
c
1
= f< [A]; ; 6 >:  
0

0ll
(0lll); < [A];+; 9 >:  
0

0lr
 
0lrl

0lrl
(0lrl)g
c
2
= f< [B]; ; 10 >:  
0

0lr
 
0lrr

0lrr
(0lrr); < [B];+; 3 >:  
0

0r
(0r)g
Each marked prexed formulae of the tableau belongs exactly to one con-
nection of C. Further, C has two elements and the tableau has just one
formula of type . Hence, the linearity, relevance and cardinality properties
are satised for the set of connections C.
Let  be a substitution, such that:
(
0ll
) = 
0lr
 
0lrl

0lrl
, (
0r
) = 
0lr
 
0lrr

0lrr
, and, otherwise, (
p
) = 
p
.
Then, ( 
0

0ll
) = ( 
0

0lr
 
0lrl

0lrl
) e ( 
0

0r
) = ( 
0

0lr
 
0lrr

0lrr
).
Hence, the unicability property is satised for C.
C also has the indexability property, since the indexes of the elements of c
1
and c
2
belong to the lists associated to the left and right branch, respectively.
Denition 2.7 : Let  be a tableau for a formula '. Let C be a set of
connections and  be a substitution.  is closed by C and  i the following
conditions hold:
 Each branch of  is closed by a connection c 2 C, i.e. for each branch P
of  there is a connection c 2 C such that all elements of c occur in P .
 C and  has the linearity, relevance, cardinality, unicability and indexa-
bility properties for  .
Therefore, the tableau presented in the example 2.1 is closed by the set C
and the substitution  presented in the example 2.2.
Example 2.8 : A tableau for the formula ((A * B) 
 A) * B), which
is not derivable in LSC due to the noncommutative aspects of the Lambek
Calculus, to illustrate the restrictive eect of the adoption of the lists of indexes
(associated to branches) and the indexability property:
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< ((A * B) 
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0
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0
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< B;+; 2 >:  
0
(0r) < 1; 2 >
< (A * B); ; 3 >:  
0
(0ll)
< A; ; 4 >:  
0
(0lr) < 3; 4; 2 >
< [B];+; 5 >:  
0

0r
(0rl) < 3; 4; 5 >
< [A]; ; 6 >:  
0

0lr
(0lrl) < 3; 6; 5 >
,
,
l
l
< A;+; 7 >: s
0
1
(0lll) < 7 >
< B; ; 8 >: s
0
2
(0llr) < 8; 6; 5 >
< [A];+; 9 >: s
0
3
(0llll) < 9 >
< [B]; ; 10 >: s
0
4
(0llrl) < 10; 6; 5 >
where s
0
1
=  
0

0ll
s
0
2
=  
0

0ll
s
0
3
=  
0

0ll
 
0lll

0lll
s
0
4
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0

0ll
 
0llr

0llr
.
C = ff< [A]; ; 6 >:  
0

0ll
(0lll), < [A];+; 9 >: s
3
(0lrl) g ,
f< [B]; ; 10 >: s
4
(0lrr), < [B];+; 5 >:  
0

0r
(0rl) g g
Let  be a substitution, such that (
0ll
) = 
0lll
 
0lll

0lll
, (
0r
) = 
0llr
 
0llr

0llr
and, otherwise, (
p
) = 
p
.
The linearity, relevance, cardinality and unicability properties are satis-
ed by the set C and the substitution . However, the indexability is not
satised, since the list associated with the left branch does not contain the
indexes of any connection. Hence, the tableau is not closed for C and .
In fact, there is no tableau for the formula ((A * B) 
 A) * B), which
is closed for any C and . It is not so trivial to justify such an assertion by
considering just the process of tableau construction, but we could do this by
proving a completeness theorem for the tableau method, as it is usual.
3 Soundness and Completeness
We obtain a soundness and completeness result for the tableau method pre-
sented by establishing a correspondence between its validity notion and the
derivability notion of the sequent system LSC for the Lambek Calculus.
Theorem 3.1 : Let ' be a formula of Lambek Calculus. There is a closed
tableau for ', i there is a proof  in Lambek Calculus for the sequent ` '.
A proof for such a theorem is given by developing a so-called matrix char-
acterization for the derivability notion of the sequent system LSC, as an in-
termediate step, presenting a notion of complementarity for matrices whose
properties are equivalents to the closure conditions of the tableau method.
The matrix characterization method is originated from the Bibel's Con-
nection Method for Classical Logic [3]. The notion of complementarity is
determined by viewing a sequent as a forest of special syntactic trees for its
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formulae, so-called a matrix, and searching for connections between the oc-
currences of atomic formulae and its \complement". In the following, we
sketched the Matrix Characterization Method for the Lambek Calculus, de-
veloped in [14].
We call  =< F; k; i > an indexed signed formula, where < F; k > is a
signed formula and i 2 IN . A so-called basic position tree for an indexed signed
formula  is obtained, in a rst step, from the syntactic tree for  by changing
its subformulae by strings s 2 f0; 1g

. Such strings are called basic positions
and they are similar to the position labels used in the tableau method, regard-
ing that the symbols '0' and '1' correspond to 'l' and 'r', respectively, except
by the rst character '0'.
Denition 3.2 A basic position bp 2 f0; 1g

has a label lab(bp), which is an
indexed signed formula, a type Ptype(bp) 2 f
1
; 
2
; 
3
; 
1
; 
2
; 
3
;  ; ; ag and
an index I(bp), which is the same as the index of lab(bp). A special basic
position is a basic position whose type is  or  . A basic position tree is a
dyadic tree, whose nodes are labelled by basic positions, as it is dened below:
 The root node is labelled by '0'.
 If a node is labelled by a basic position bp, then, its left successor is labelled
by bp:'0' and the right successor, if there exists, is labelled by bp:'1'.
 If a node is labelled by a special basic position bp, then lab(bp) = lab(bp:
0
0
0
),
Ptype(bp) = Ptype(bp:
0
0
0
) and I(bp) = I(bp:
0
0
0
).
The special basic positions are inserted in the basic position tree, by means
of applications of rewriting rules <
t
1
t
2
presented in the following. They form a
subset of the collection of rewriting rules presented in [9] for MELL, as well
as those ones presented in the next page for forests of basic position trees.
A rewrite rule <
t
1
t
2
inserts special basic positions(of type  or  , or both)
wherever a basic position of type t
1
has a descendant basic position of type
t
2
.
<


 ! 
.
.
.
.
.
.
 
& j

<

a
 ! 
.
.
.
.
.
.
a 
& j
a
<


 ! 
.
.
.
.
.
.
  
& j

<

a
 ! 
.
.
.
.
.
.
a  
j
& 
j
a
<
a
.
.
.
.
.
.
a 
& j
a
The process of insertion of special basic positions can be viewed as simu-
lating the formation of prexes in the tableau system, since symbols  and 
are inserted exactly when occurs a changing of types between a basic position
(formula) and its successor (subformula, resp.), as illustrated bellow.
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


X
X
X
X
< A;+ > < B;  >
0(
1
)
 
 
 
 
h
h
h
h
01(a)00(
3
)
"
`
`
`
`
000(a) 001(
1
)



X
X
X
X
0010(a) 0011(a)
0(
1
)
 
 
 
 
h
h
h
h
01()
00(
3
)
"
`
`
`
`
000()
001()
010(a)
0000(a) 0010(
1
)



X
X
X
X
00100( ) 00101( )
001000() 001010()
0010000(a)
0010100(a)
We shall work with a forest of basic position trees, forming a so-called
matrix, which will capture the analytical appeal of a tableau in spite of rep-
resenting a certain kind of sequent, as it will be shown in the following.
Denition 3.3 : A matrix M is a forest of basic position trees divided in
two zones called bounded and focused (left and right zones, respectively), by
means of one of the identifyers f*;+g. It is also labelled by a list of the
indexes of the basic positions which occur in the roots of its trees. A matrix
for an indexed signed formula < ; k; i > is a matrix containing just the basic
position tree for < ; k; i >, placed in the bounded zone.
Other rewriting rules are presented to matrices, in the following, which
insert more special basic positions to the of original trees. A rewriting rule for
matrices R



is applied on basic position tree placed on the zone 
, such that
the bounded zone is represented by   and the focused one is represented by
either ' or , if it has one or more than one basic position tree, respectively.
<
 

.
.
. 
.
.
. !
.
.
.
  
& j

<
 

.
.
. 
.
.
. !
.
.
.

.
.
.
&
.
.
.

<
 
a
.
.
. 
.
.
. !
.
.
.
a
.
.
.
&
.
.
.
a
<


.
.
. !
.
.
.
 
& j

<

a
.
.
. !
.
.
.
a 
& j
a
<
'

.
.
. !
.
.
.
  
& j

<
'
a
.
.
. !
.
.
.
  
j j
a 
& j
a
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Hence, the following matrix can be obtained for the indexed signed formula
< (A
 (A * B))* B;+; 0 >.
0 *< 0 >
00
000
 
 
 
 
h
h
h
h
0001
0000
"
`
`
`
`
00000
00001
00010
000000 000010



X
X
X
X
0000100 0000101
00001000 00001010
000010000
000010100
bp Ptype(bp)
0
00
000
0000
0001

2
3

00000
00001
00010
000000
000010
0000100
0000101
00001000
00001010
000010000
000010100
a
a


 
 

1
a
a


3

1
 

0
0
0
1
4
2
3
4
5
6
5
6
5
6
I(bp)
lab(0) = lab(00) = lab(000) =< (A
 (A * B)) * B;+; 0 >
lab(0000) =< A
 (A * B); ; 1 > lab(0001) = lab(00010) =< B;+; 2 >
lab(00000) = lab(000000) =< A; ; 3 > lab(00001) = lab(000010) =< A * B; ; 4 >
lab(0000100) = lab(00001000) = lab(000010000) =< A;+; 5 >
lab(0000101) = lab(00001010) = lab(000010100) =< B; ; 6 >
A notion of prex is dened to a basic position bp as the sequence of special
basic positions that are ancestors of bp in the ultimate basic position tree, in-
cluding itself if bp is a special basic position. Hence, the basic positions '000000'
and '000010000', whose labels are < A; ; 3 > and < A;+; 5 >, have the fol-
lowing prexes '0=00=00000' and '0=00=00001=0000100=00001000' respectively,
which could be represented by 
0
 
00

00000
and 
0
 
00

00001
 
0000100

00001000
.
Such pair of basic positions is also called complementary, since their labels
constitute a complementary pair of atomic formulae, and they form a connec-
tion for M .
Given a tableau  for a formula F and a matrixM for < F;+; 0 >, for any
marked prexed formulae 
i
of a certain branch of  , there are basic positions
bp
i
of M , such that lab(bp
i
) = 
i
, disregarding the position and prex labels
of 
i
. Such basic positions, which are called leaf positions since they label
terminal nodes, are spread on distinct branches of basic position trees of M .
The sets of leaf positions of M can be determined by means a notion of path,
which is dened to a basic position tree and extended to a matrix. A path
P is a set of basic positions labelled by the list of its indexes. A set of paths
for M is recursively determined from an initial path, dened as a unitary set
containing the basic position that labels the root of the considered tree, such
that given a path P and a basic position bp 2 P , if the type of bp is 
i
, for
1  i  3,  or  , a new path P
0
is obtained from P by inserting two successors
of bp; if the type of bp is 
i
, two new paths P
0
and P
00
are obtained from P by
inserting left successor and right successor of bp, respectively. This is similar
to the extension process of branches of a tableau by means of applications of
the expansion rules  and , except by the basic position bp treated in each
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step is excluded from the new path(s).
The positions of type  are viewed as variables and those ones of type  
as constants, thus, a unication procedure can be applied to the prexes in an
attempt of unifying the prexes of a complementary pair of basic positions.
Hence, a matrix M is called complementary i there is a set of connections
C for M and a prex substitution  for C such that properties of linear-
ity, relevance, cardinality, indexability and unication, dened similarly as to
tableaux but related to paths instead of branches, and an additional spanning
property must be satised. The last one requires that for each path P of M ,
containing just leaf positions, there is a connection c such that c  P , which
corresponds to the restriction that each branch of a tableau must be closed by
some connection. Therefore, we can state initially the equivalence between the
notions of validity of the tableau system and complementarity of the matrix
characterization method, as follow.
Theorem 3.4 : Let F be a formula of the Lambek Calculus. There is a closed
tableau  for F i there is a complementary matrix M for the indexed signed
formula < F;+; 0 >.
This theorem is proved [14] by constructing a mapping from the set of basic
positions of matrixM , whose labels are indexed signed atomic formulae, to the
set of marked prexed formulae of a tableau  , in such a way that the respective
prexes are identied. This is obtained by rewriting the basic positions and
prexes of a matrix, in according the tableau notation, and by introducing
an auxiliary structure, called enriched syntactical trees, which consists of a
syntactical tree for an indexed signed formula  whose subformulae are labelled
by the rewrited prexes determined by the matrix for < F;+; 0 >.
The second part of the proof of the Theorem 3.1 is obtained by means of a
so-called Characterization Theorem for the matrices, which can be viewed as
soundness and completeness result for the Matrix Characterization Method.
Theorem 3.5 (Characterization Theorem) : Let F be a formula of Lam-
bek Calculus. There is a derivation of the sequent ` F in LSC i there is a
matrix for the indexed signed formula < F;+; 0 > which is complementary.
To prove the Characterization Theorem, we follow the approach developed
by Mantel who proved a similar result for the Matrix Characterization Method
for MELL [9]. We consider a hierarchy of three intermediate sequent calculi,
named Monadic, Dyadic and Position systems, and, intuitively, we show the
equivalence of their derivability notions and also the equivalence of the deriv-
ability notion of the third one and the notion of complementarity for matrices
[14].
The Monadic and the Dyadic calculi are developed in according with the
technique of focusing proofs presented by Andreoli [2] to Linear Logic, al-
though the second one is obtained by combining some features of Andreoli's
Dyadic and Tryadic systems since we do not deal with exponential formulae.
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Intuitively, the new calculi are obtained from the original sequent by incorpo-
rating some restrictions that simulate a mechanism of selection of the formula,
which is treated in a certain step of the proof construction process, intending
to avoid that kind of redundancies determined by permutating applications of
inference rules in the Gentzen style sequent systems.
The Monadic system is obtained by just adopting signed formulae and
considering that a sequence as a (unique) sequence of formulae instead of
a multiset, since the signs
0
 
0
or
0
+
0
capture the distribution of formulae
in the left and right contexts of the original sequent, respectively. Hence,
the equivalence of derivability notion of the original sequent system LSC for
the Lambek Calculus and the Monadic System can be obtaining directly by
induction over the structure of the respective derivations.
In the Dyadic system, a monadic sequent is divided in two zones, called
bounded and focused zones, which are separated by a mode identier, having
been adopted two distinct modes: synchronous (+) and asynchronous (*).
The modes are used to restrict the type of the formula which could be treated
by an application of a sequent rule: when introducing a formula of type 
() the mode must be asynchronous * (synchronous +, respectively). There
are structural sequent rules which allow to change the mode and to move a
formula from a zone to another one. This feature could determine that we
loose the control on the order of the formula occurrences, but this is regained
by considering indexed signed formulae and by labelling a sequent by the list of
the indexes of its formulae. All of these features justify the aspects introduced
in the matrix denition.
Finally, a sequent of the Position Calculus is a matrix, obtained from a
dyadic sequent by replacing the formulae by its basic position trees. Then,
all of the restrictions on the type of formulae in the applications of the rules
in the Dyadic system are applied now to the type of the roots of the basic
position trees.
We present a derivation for the formula A
 (A * B))* B in the original
sequent system LSC and in each intermediate calculus mentioned above, to
illustrate the translating process obtained in this approach.
A ` A B ` B
A;A * B ` B
A
 (A * B) ` B
` (A
 (A * B))* B
Derivation in LSC
< A;  >;< A;+ > < B;  >;< B;+ >
< A;  >;< A * B;  >;< B;+ >
< A
 (A * B);  >;< B;+ >
< A
 (A * B))* B;+ >
Derivation in the Monadic System
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< A;+; 5 >;< A; ; 3 >* < 3; 5 >
< A; ; 3 >*< A;+; 5 > < 3; 5 >
< A; ; 3 >+< A;+; 5 > < 3; 5 >
< B; ; 6 >;< B;+; 2 >* < 6; 2 >
< B;+; 2 >*< B; ; 6 > < 6; 2 >
< B;+; 2 >+< B; ; 6 > < 6; 2 >
< A ; 3 >;< B;+; 2 >+< A * B; ; 4 > < 3; 4; 2 >
< A ; 3 >;< A * B; ; 4 >;< B;+; 2 >* < 3; 4; 2 >
.
.
.
.
.
.
.
.
.
*< A; ; 3 >;< A * B; ; 4 >;< B;+; 2 > < 3; 4; 2 >
*< A
 (A * B); ; 1 >;< B;+; 2 > < 1; 2 >
*< (A
 (A * B)) * B;+; 0 > < 0 >
+< (A
 (A * B)) * B;+; 0 > < 0 >
< (A
 (A * B)) * B;+; 0 >* < 0 >
Derivation in the Dyadic System
In the following derivation of the Position Calculus, sequents are presented
in a simplied fashion, involving just labels of the roots of the basic position
trees, as indexed signed formulae or the symbols  e  indexed by the re-
spective basic positions. Comparing this proof with the matrix presented in
the page 9, one could notice that an application of a rule can be viewing as
eliminating the roots of the basic position trees, if a backward chaining proof
search procedure is considered.

00000
; 
00001000
* < 3; 5 >

00000
* 
00001000
< 3; 5 >

00000
+  
0000100
< 3; 5 >

0001
; 
00001010
* < 6; 2 >

0001
* 
00001010
< 6; 2 >

0001
+  
0000101
< 6; 2 >

00000
; 
0001
+< A * B; ; 4 > < 3; 4; 2 >

00000
; 
00001
; 
0001
* < 3; 4; 2 >

00001
; 
0001
* 
00000
< 3; 4; 2 >

0001
* 
00000
; 
00001
< 3; 4; 2 >

0001
*< A
 (A * B); ; 1 > < 1; 2 >
*< A
 (A * B); ; 1 >;
0001
< 1; 2 >
*< A
 (A * B)* B;+; 0 > < 0 >
+  
00
< 0 >

0
*< 0 >
Derivation in the Position Calculus
The equivalence of the derivability notions of the intermediate systems
and the complementarity notion of the Matrix Characterization Method are
stated in the following theorems. Its proofs are presented in [14] and they
are analogous to those presented for the similar results for MELL in [9].
The theorems 3.7 and 3.8 are proved by induction over the structure of the
a derivation, but the proofs of the theorems 3.6 and 3.9 are very complex,
demanding to show a series of lemmas with respect to the handling of the
modes * and + and the lists of indexes.
Theorem 3.6 If there is a derivation in the Monadic System for a sequent
< 
1
;  >; :::; < 
n
;  >;< ';+ >, then there is a derivation in the Dyadic
System for a sequent
*< 
1
; ; 1 >; :::; < 
n 1
; ; n  1 >;< 
n
;+; n > < I(
1
); :::; I(
n
) >.
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Theorem 3.7 If there is a derivation in the Dyadic Calculus for a sequent
S =   *  < L
1
> (or S =   + ' < L
2
>), then there is a derivation in the
Monadic Calculus for a sequent formed by the signed formulae obtained from
  and  (or   and '), by eliminating their indexes, regarding that they are
disposed in according with the ordering determined by the list of the indexes
L
1
(or L
2
, respectively).
Theorem 3.8 There is a derivation in the Dyadic Calculus for
S =   *  < I(
1
); :::; I(
n
) > (or S =   + ' < I(
1
); :::; I(
n
) >), where

i
2   or 
i
2  ( or 
i
= ', respectively) with i=1,...,n i there is a derivation
for the corresponding matrix S
0
=  
0
* 
0
< I(
0
1
); :::; I(
0
n
) > in the Position
Calculus (or for S
0
=  
0
+ '
0
< I(
0
1
); :::; I(
0
n
) >, respectively).
Theorem 3.9 : Let M be a matrix. Then, there is derivation in the Position
Calculus for M i M is complementary.
4 Conclusions and Related Works
We presented a tableau method related to a matrix characterization for the
derivability notion of a sequent calculus LSC for the Lambek Calculus. We
could think in adapting the approach presented here to obtain tableau methods
for another substructural logic in which some of the these rules are recovered.
In particular, logics in which a commutative and a noncommutative tensor
products are considered together, by adopting a kind of selective exchange
rule. For instance, we mention the Mixed Intuitionistic Linear Logic [5].
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