An MECS (multiple energy carrier system) could meet diverse energy needs owing to the integration of different energy carriers, while the distinction of quality of different energy resources should be taken into account during the operation stage, in addition the economic principle. Hence, in this paper, the concept of exergy is adopted to evaluate each energy carrier, and an economic-exergetic optimal scheduling model is formulated into a mixed integer linear programming (MILP) problem with the implementation of a real-time pricing (RTP)-based demand response (DR) program. Moreover, a multi-objective (MO) operation strategy is applied to this scheduling model, which is divided into two parts. First, the ε-constraint method is employed to cope with the MILP problem to obtain the Pareto front by using the state-of-the-art CPLEX solver under the General Algebraic Modeling System (GAMS) environment. Then, a preferred solution selection strategy is introduced to make a trade-off between the economic and exergetic objectives. A test system is investigated on a typical summer day, and the optimal dispatch results are compared to validate the effectiveness of the proposed model and MO operation strategy with and without DR. It is concluded that the MECS operator could more rationally allocate different energy carriers and decrease energy cost and exergy input simultaneously with the consideration of the DR scheme.
Introduction
At present, to realize the sustainable development of society, many scholars have been paying attention to energy savings and efficiency improvements due to severe fossil energy crises and environmental problems [1] . In such context, an MECS (multiple energy carrier system), which was formulated in a project "Vision of Future Energy Networks" at ETH Zurich together with other partners, has been regarded as a promising approach for next-generation energy systems [2] . An MECS refers to a system coupled with diverse kinds of energy carriers, such as electricity, gas, heat, and cooling to achieve coordinate energy production and delivery, as well as to meet various energy consumptions in coordination [3] .
Modeling and optimal operation are the two key issues in achieving the expected potentials of an MECS. The basic concept of an energy hub (EH) has been introduced from a global perspective to build up the model of the MECS [4] , where the core of the EH is a coupling matrix description. A standardized matrix modeling method was proposed, and the coupling matrix was automatically built based on graph theory and the Gaussian elimination technique, wboth hich could be conveniently implemented in a computer to facilitate the modeling effort [5] . Another standardized modeling approach for a complex EH model was introduced in [6] . The coupling matrix of complex EH model was divided into several simple EH models based on nodal arrangement and virtual node insertion methods. Though most researchers have adopted the EH concept to model an MECS [7, 8] , some scholars have formulated the model from local perspectives. The energy conversion and coupling relationship are separately described for each device and energy carrier, with obvious an distinction compared to the EH concept, which is utilized to establish the relationship of the whole system from a global perspective. The device models for photovoltaic (PV), electrical energy storage (ESS), combined heat and power (CHP) plant, gas boiler (GB), heat pump (HP), and thermal energy storage (TES) have been developed with input-output characteristics, capacity constraints, ramp rate limits and other conditions [9] . In addition, models for each energy carrier (electricity, gas, and heat) have been proposed based on the energy balance principle in the MECS [9, 10] . Based on MECS modeling, many scholars have focused on optimal operation strategy to realize rational energy distribution and efficient energy management. For minimizing the day-ahead operation cost, a mixed integer nonlinear programming (MINLP) approach was employed to solve the optimal scheduling problem of building an energy system, which is coupled with electricity and cooling under dynamic electricity pricing [11] . In [12] , operation strategies for both grid-connected and islanded modes of a multi-energy microgrid were implemented by the CPLEX solver in General Algebraic Modeling System (GAMS) with the aim of minimizing net operating cost. A multi-objective (MO) optimal electrical and thermal energy management for a residential EH was conducted to acquire the Pareto front when considering the environmental emissions and total energy cost, and the fuzzy method was employed to determine the best possible solution on the Pareto front [13] . However, most researchers have focused on the EH model and the single-objective optimal economic operation in the MECS, in which the local relation of each component might not be adequately considered; additionally the operation goal neglects the characteristics of different energy carriers.
To realize the rational utilization of energy in an MECS, the energy quality should be taken into account in the operation strategy, and the measurement of energy quality for different energy carriers needs to be conducted. Exergy, derived from the second law of thermodynamics, has been employed as a promising tool to analyze energy quality. It is the maximum theoretical work obtainable from the system as it reaches the equilibrium state with its surrounding environment, the so-called "reference environment" [14, 15] . Exergy could be regarded as the usable part of energy, and the other part which cannot be utilized is called anergy [16] . Some scholars have conducted considerable research about the exergy issue. An exergetic analysis and a performance evaluation were conducted on some renewable energy resources, including solar energy systems, wind energy systems, geothermal energy systems, and biomass systems [17] . Energy, exergy and environmental analyses of a hybrid combined cooling heating and power (CCHP) system driven by biomass and solar energy have been studied, and the complementarity of the two kinds of energy has been analyzed [18] . To determine the best design parameters of a polygeneration system which was composed of gas turbine cycle, a Rankine cycle, an absorption cooling cycle, and domestic hot water, a multi-objective optimization approach was applied based on a genetic algorithm considering the total cost and exergy efficiency as objective functions [19] . Most studies have concentrated on the system design and performance evaluation of different energy systems using the exergy method, but few researchers have contributed to the optimal operation strategy of the MECS. In [20] , the concept of exergy hub, which is analogous to EH, was proposed, and three single-objective optimal dispatch cases of MECSs were investigated for exergetic efficiency maximization, energetic efficiency maximization, and cost minimization. A multi-objective mixed integer linear programming (MOMILP) problem for the operation optimization of a distributed energy system was solved, and the weighted sum approach was employed to convert the MOMILP problem to a single-objective MILP according to [21] . However, these studies for optimal operation lack flexibility, and the interaction between the MECS and load demand side are inadequately considered. Demand response (DR) could contribute to the rational use of electricity by realizing the peak load shifting and curtailment, benefitting both grid utility and customers. Generally, DR is divided into two categories, price-based DR (PBDR) programs and incentive-based DR (IBDR) programs [22] . In PBDR programs, dynamic electricity pricing is employed to decrease the peak load and increase the valley load, where three major cases are developed-time of use (TOU), critical peak pricing (CPP) and real-time pricing (RTP). On the other hand, direct load control (DLC), emergency demand response program (EDRP), capacity market program (CAP) and other terms are included in IBDR, where participants could receive participation payments [23] . Among these approaches, the RTP program might be the most direct and efficient DR program, a statement supported by by many economists [24] . Many works in the literature about the RTP-based DR program have investigated power systems to measure the economic benefit with a deterministic or stochastic price. A smart home energy system (HES) structure was proposed with a deterministic time-varying price signal in [25] . To realize the optimal energy management for residential appliances, the Monte Carlo simulation and robust optimization technique were adopted to address the uncertainties of RTP in PBDR in [26] . Because of the successful implementation of DR in the power system, some farsighted scholars introduced it into an MECS to study their interaction. Three scenarios were conducted-PBDR programs (TOU, CPP, and TOU and CPP), IBDR programs (EDRP and CAP) and a combination between the PBDR and IBDR programs (TOU and CAP)-to simultaneously minimize EH operation cost and maximize customer benefit, according to [27] . In [28] , an RTP model was developed that was calculated by the predicted electricity demand and TOU pricing, and it was implemented in a micro energy grid which was described by the EH concept. However, DR programs are not adequately considered in the operation strategy with the exergetic objective, and the interaction between DR and multi-objectives has been less investigated by most research.
In this paper, the main goal was to realize rational energy distribution with the principles of simultaneously decreasing the operation cost and minimizing the exergy input for an MECS. A grid-connected MECS was built to meet the diverse energy needs of loads. To obtain an optimal energy management strategy, an optimal MO scheduling model considering both the economic and exergetic objectives was introduced from the local perspectives with the implementation of the RTP-based DR scheme, which could flatten the electricity load curve. The Pareto front was obtained by the ε-constraint approach to the optimal MO scheduling model, and the compromise solution on the Pareto front was acquired by the approach of linear programming technique for a multidimensional analysis of preference (LINMAP). Therefore, the novelty and contribution of this paper could be summarized as follows:
1.
The MO optimal scheduling model of an MECS with economic and exergetic objectives are conducted and formulated into an MILP problem.
2.
To evaluate the performance of the DR program in an MECS, an RTP-based DR model is introduced with a dynamic pricing rate.
3.
An MO operation strategy is developed where the ε-constraint method is utilized to obtain the Pareto front, and the LINMAP approach is introduced to make a trade-off between the economic and exergetic objectives.
In the following, the economic-exergetic scheduling model of an MECS is introduced, and the RTP-based DR scheme is formulated in Section 2. In Section 3, the MO operation strategy is presented to obtain the Pareto front, and a trade-off is conducted between these two different objectives. Case studies are conducted in Section 4, and the conclusion for this paper is summarized in Section 5.
Problem Formulation
The energy generation, transmission, coupling and consumption of different energy carriers such as coal, solar, natural gas, electricity, cooling, and heat are described in Figure 1 to fulfill the diverse energy demands of this paper. Traditionally, primary energy resources have been utilized through Energies 2019, 12, 3995 4 of 21 energy generation and energy transmission, and the energy coupling process have not really been taken into account in the energy supply chain. Therefore, the energy coupling segment, which is regarded as an MECS, is focused on in this paper. Some energy conversion devices are considered to realize the transformation between different energy carriers, such as a photovoltaic (PV), a solar thermal collector (STC), a combined heat and power (CHP), a gas boiler (GB), an electrical chiller (EC), an absorption chiller (AC) and a heat exchanger unit (HEU). In addition, energy storage systems (ESSs), such as cooling energy storage (CES) and thermal energy storage (TES), are well considered to boost the flexibility of each energy carrier. The MO optimal operation model of a grid-connected MECS is formulated in this section, which is divided into three parts. In Section 2.1, the economic and exergetic objective models are formulated. The operation model for each energy device, which contains equality constraints and inequality constraints, is developed in Section 2.2. To measure the effect of DR for an MECS, the RTP model for the DR scheme is introduced in Section 2.3.
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Objectives

Economic Objective
In this study, the electricity was not permitted to be sold back to the utility grid, which meant that bi-directional power flow was not considered. The energy cost of an MECS is the aggregation of two terms: the cost of electricity bought from the grid and the cost of natural gas bought from the natural gas pipeline; this relationship is described as follows:
where f1 is the economic objective, ( ) e c t and ( ) g c t are the electricity and gas pricing at period t,
( ) e grid P t is the power purchased from the utility grid, ( ) g G t is the natural gas bought from the gas pipeline, and gas LHV is the lower heat value (LHV) of natural gas.
Exergetic Objective
Due to the coupling of different energy carriers, energy efficiency might not be the best evaluation index, since it emphasizes energy quantities but neglects energy qualities. To this end, maximizing exergy efficiency of the whole day is a better choice for an evaluation index in the day-ahead operation of an MECS, which is formulated as:
where ex ψ is the exergy efficiency and ( ) out Ex t and ( ) in Ex t are the exergy output and input of an MECS, respectively. According to Figure 1 , the exergy used is equal to the exergy needed from the energy consumption segments and is presented as: 
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Exergetic Objective
Ex out (t)∆t/ where ψ ex is the exergy efficiency and Ex out (t) and Ex in (t) are the exergy output and input of an MECS, respectively. According to Figure 1 , the exergy used is equal to the exergy needed from the energy consumption segments and is presented as:
where Ex e out (t), Ex c out (t), and Ex h out (t) are the electricity, cooling, and heat exergy output of an MECS, respetively.
Electricity energy is pure exergy according to [16] , because it can be completely converted to work. Cooling and heat exergy are tightly related to the required temperature of demands and reference temperature, which generally adopt ambient temperature. Energy flowing with different temperatures means different abilities to work; hence, the temperature factor must be taken into account to formulate cooling and heat exergy. The exergy formulation for each energy carrier is introduced as follows:
where L e (t), L c (t), and L h (t) are the load demands of electricity, cooling, and heating at period t, respectively; T a (t) is the ambient temperature; T c req and T h req are the required temperatures of the cooling and heat loads, respectively.
However, it must be noted that diverse energy demands could be obtained by load forecast techniques with high precision, and total exergy needs could be calculated by forecasted load profiles. Therefore, the exergetic objective could be converted from maximizing exergy efficiency to minimizing the exergy input of the MECS according to Equation (2) , which is formulated as follows:
Ex co in (t) + Ex s in (t) + Ex g in (t) (7) where f 2 is the exergetic objective; Ex co in (t), Ex s in (t), and Ex g in (t) are the exergy input of each primary energy carriers of coal, solar and gas, respectively.
In this paper, the electricity on the grid was assumed to be generated from the power plant, the energy of which was derived from coal, as shown in Figure 1 . The exergy in solar energy has been studied in many papers, including various approaches reported in [29, 30] . Among these, in this paper, the exergy-to-energy ratio of radiation developed by Petela was adopted to describe solar exergy, which is regarded as thermal radiation at the sun temperature [15, 17] . Chemical-specific exergy is often evaluated by the LHV and exergy factor of the energy carrier [20] , and the exergy of natural gas could be formulated by specific exergies and mass flow rates. Therefore, the exergy rate for each primary energy carrier could be expressed as:
Ex e in (t) = P e grid (t)
π g = LHV gas ξ gas Ex g in (t) = π g G g (t)/3.6 (10) where ψ p ex is the exergy efficiency of the power plant; I(t) is the solar radiation; S STC and S PV are the installed area of the STC and the PV; γ(t) is the exergy-to-energy ratio of solar energy; T sun is the temperature of the Sun; π g and ξ gas are the specific exergy and exergy factor of natural gas, respectively.
Constraints
The establishment of proper constraints is a vital issue to rationally allocate different energy flows on the premise of fulfilling diverse energy needs and guaranteeing the security of energy devices in an MECS. Therefore, relative equality and inequality constraints must be taken into account for each energy carrier and energy device, as shown in Figure 1 . Balancing electricity, heat, cooling and natural gas should be considered to meet energy demands and conduct energy distribution between each energy device in the MECS. For every energy equipment, balance and restrictions must be simultaneously involved. Moreover, for the sake of intuitively reflecting the coupling relationship between energy equipment and energy flow, the modeling approach was employed from local perspectives in this paper.
Energy Flows Constraints
Balancing electricity, heat, cooling and natural gas should be considered to meet the energy demands and conduct energy distribution between each energy device in an MECS. The electricity needs of loads and the EC must be jointly satisfied by a PV, a CHP, and a grid at each time interval. Heat and cooling loads are satisfied by an HEU, chilling devices, and ESS, which could adjust the balance of supply and demand and increase the flexibility of the MECS. In addition, in the MECS, the heat flow distribution among the STC, the CHP, the GB, the AC, and the HEU should be considered. Since there is no natural gas need in the energy demands, only the allocation relationship between the CHP and the GB just be taken into account. Therefore, the energy balance model for each energy carrier is addressed as follows: L e (t) + P e EC (t) = P e grid (t) + P e PV (t) + P e CHP (t) (11) L h (t) = P h,out
where P e EC (t) is the electricity need of the EC at period t; P e PV (t) and P e CHP (t) are the electricity generation of the PV and the CHP; P h,in HEU (t) and P h,out HEU are the heat input and output of the HEU; P h,dch TES (t) and P h,ch TES (t) are the heat discharg and charge of TES; P c EC (t) and P c AC (t) are the cooling generated by the EC and the AC; P c,dch CES (t) and P c,ch CES (t) are the cooling discharged and charged of CES; P h AC (t) is the heat consumption of the AC; P h STC (t), P h CHP (t) and P h GB (t) are the heat generated by the STC, the CHP and the GB, respectively; and G GB (t) and G CHP (t) are the gas demands of the GB and the CHP, respectively.
Energy Device Constraints
In the MECS shown in Figure 1 , the PV and the STC are regarded as uncontrollable devices, and their energy output rates depend on solar irradiance and other conditions, such as the conversion efficiency of the device and time-varying ambient temperature. Therefore, according to [13, 15] , the electricity and heat output rates of the PV and the STC could be formulated as: where η PV and η STC are the energy conversion efficiency of the PV and the STC, respectively. The CHP unit is employed to realize the coupling of electricity, heat, and natural gas, which is vital in the optimal operation of an MECS due to its controllability. Hence, the capacity and ramp limit issues must be taken into account in the operating model. The constant efficiency model was adopted to describe the coupling relation of different energy carriers according to [13, 14] , and the 0-1 variable was introduced to describe the start/stop state because the electricity rate of the CHP could not be decreased to zero due to the technique restrictions, as shown in the following:
where η e CHP and η h CHP are the electricity and heat efficiency of the CHP, respectively; P e CHP,min and P e CHP,max are the lower and upper limits of capacity, respectively; u CHP (t) is a binary variable; 1/0 denotes the start/stop state; RP e CHP,min and RP e CHP,max represent the ramp-down and ramp-up bounds, respectively.
The GB consumes natural gas to generate heat which could be utilized in the AC and the HEU to meet the cooling and heat demands, and the energy balance and capacity restrictions should be considered:
where η GB is the heat efficiency of the GB; u GB (t) represents the start/stop state; P h GB,min and P h GB,max are, respectively, the lower and upper limits of the GB. High-temperature heat flow from the STC, the CHP, and the GB need to be exchanged with low-temperature heat in the HEU according to the required temperature of the user. In this paper, it was assumed that the HEU had enough capacity to consume heat to avoid heat waste. Due to heat loss in the heat exchange process, the efficiency of the HEU was developed to establish the conversion model, i.e.: P h,out HEU (t) = η HEU P h,in HEU (t) (20) where η HEU is the efficiency of the HEU.
To fulfill the cooling demands, the EC and AC devices are included in this paper by consuming different energy carriers. The EC needs electricity, which is a kind of high-quality energy to drive, and the AC takes advantage of low-quality heat to generate cooling energy; their energy conversion relationship can be formulated by the coefficient of performance (COP), which is regarded as a constant in this paper, as follows:
where COP EC and COP AC are the COP of the EC and the AC, respectively; P c EC,min and P c EC,max are the lower and upper bounds of the EC; P c AC,min and P c AC,max are the lower and upper bounds of the AC; and u EC (t) and u AC (t) denote the on/off states of the EC and the AC, respectively, at period t.
To further improve the flexibility of the MECS, TES and CES were introduced to achieve the energy shift during the day with three modes of operation: charging, discharging and still. The general model for ESS was adopted. The energy stored in ESS at time interval t depends on the energy stored at the previous time step as well as the energy variation, both of which directly relate to the mode selection. The energy dissipation rate and charging/discharging efficiency were applied to the ESS Energies 2019, 12, 3995 8 of 21 model. Furthermore, the capacity of ESS and the charging/discharging restrictions must be taken into account. Therefore, the models for TES and CES were concluded as:
where E TES (t) and E CES (t) are the energy stored in TES and CES at time t, respectively; δ TES and δ CES are the energy dissipation rates; η ch TES and η dch TES are the charging and discharging efficiency of TES, respectively; η ch CES and η dch CES are the charging and discharging efficiencies of CES, respectively; E min TES and E max TES are the lower and upper limits of TES, respectively; E min CES and E max CES are the lower and upper limits of CES, respectively; P ch TES,min , P ch TES,max , P ch CES,min , and P ch CES,max are the charging bounds for TES and CES; P dch TES,min , P dch TES,max , P dch CES,min , and P dch CES,max are the discharging bounds for TES and CES; u ch TES (t), u dch TES (t), u ch CES (t) and u dch CES (t) are all binary variables which denote the operation state for TES and CES.
RTP-Based DR Model
As described in Section 1, the DR program could achieve the interaction between the demand side and the MECS, which could benefit from a decreasing electricity cost and avoidance of capacity investment. The RTP-based DR program as one kind of PBDR is employed in this section. The RTP modeling is introduced by the day-ahead forecasted electricity load and TOU pricing to acquire the dynamic RTP tariff [28] . Furthermore, the electricity load model was conducted based on the RTP tariff.
To acquire the day-ahead RTP tariff, the day-ahead average electricity demand needs to be calculated first, and then the floating factor of RTP could be obtained. At last, the RTP tariff could developed by TOU price rate and floating factor, as shown in the following:
L e (t)/24 (25) 
In addition, the upper and lower limit of the RTP tariff should be considered, i.e.:
Based on the RTP tariff, the new load model could be formulated based on self-elasticity coefficient and cross-elasticity coefficient. The self-elasticity factor is always negative, while the cross-elasticity Energies 2019, 12, 3995 9 of 21 factor is always positive. By evaluating the ability of the RTP-based DR, the new load profile could be acquired according to [23, 31] , which is shown as follows:
where L av e is the average electricity load; θ(t) is the floating factor; c RTP (t) and c TOU (t) are the electricity price based on the RTP and TOU schemes, respectively; c RTP,min and c RTP,max are the lower and upper bounds of the RTP tariff, respectively; L RTP e (t) is the new load model based on RTP pricing; e(t,t) is the self-elasticity coefficient; and e(t,k) represents the cross-elasticity coefficient.
MO Operation Strategy
MO Optimization Approach
Based on the optimal scheduling model formulated in Section 2, objectives (Equations. (1) and Equations. (7)) and constraints (Equations (11)-(24)) were all MILP modelled. Therefore, some heuristic evolutionary algorithms were not suitable for this paper's model, which might suffer from computational demands and inconsistent solutions owing to the high-dimension and dynamic variables in the MECS [12] . In this paper, the ε-constraint method, as a mathematical programming technique, was implemented to cope with the MO optimization problem, as it converts the MO model into a series of single-objective models. In this approach, one of the objective functions was regarded as an inequality constraint, and the other one was optimized, as shown below:
where ε varies from f 1,max to f 1,min by setting the values of i and n according to:
By solving the single-objective optimization problem by minimizing f 1 with Equations (11)-(24), the optimal solution X 1 could be acquired, and then the values of f 1 and f 2 could be obtained, which are indicated by f 1,min and f 2,max . In addition, X 2 , f 2,min and f 1,max could be obtained by minimizing f 2 with Equations (11)- (24) . Finally, the ε-constraint approach could be applied to the optimal scheduling model, and the Pareto front could then be acquired.
Preferred Solution Selection Approach
It must be noted that the points on the Pareto front are all optimal values, and their main differences are the preferences from the operator. Therefore, in this study, the LINMAP is introduced to assist the operator to make a trade-off among the economic and exergetic objectives.
According to [32] , the concepts of the Utopia point and the Nodir point can be introduced to conduct the most preferred solution among Pareto set points. The Utopia point corresponds to the fact that all objectives are at their best values f k,min , and the Nodir point is a specific point where all objectives are at their worst values f k,max . Hence, the distance between each Pareto point and Utopia point is employed in the LINMAP, which means that a shorter distance represents a better solution. However, due to the distinct magnitude of the two objective functions, normalization is required before the implementation of this principle, and then the distance between each normalized point and (0,0) can be calculated, as shown below:
where f k,min and f k,max are the minimum and maximum value for k-th objective, respectively; f j k and ρ j k are the optimal value and optimal normalized value of j-th Pareto point for k-th objective, respectively; and d j represents the evaluation index of j-th Pareto point.
MO Operation Rules
Based on the solution for MO optimal scheduling model in Sections 3.1 and 3.2, the flowchart for the MO optimal operation of the MECS is developed in this part, as shown in the following ( Figure 2 ): 
where ,min 
Based on the solution for MO optimal scheduling model in Subsections 3.1 and 3.2, the flowchart for the MO optimal operation of the MECS is developed in this part, as shown in the following ( Figure 2 ):
Start
Obtain the values of f1,min and f2,max
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Case Study
In order to demonstrate the rationality of the economic-exergetic scheduling model with a MILP description and to show the effectiveness of the MO operation strategy, case studies were simulated for this section. Two cases (with and without RTP-based DR) are investigated to highlight the merit of the DR program in the MECS, and the results are discussed in detail to compare the distinction of the scheduling results. In addition, sensitivity experiments were conducted to measure the objective variation caused by diverse implementation strengths of the DR scheme. Furthermore, due to the MILP formulation of the optimal scheduling model of the MECS, the state-of-the-art CPLEX solver was employed to address the MILP issue under the GAMS environment. 
In order to demonstrate the rationality of the economic-exergetic scheduling model with a MILP description and to show the effectiveness of the MO operation strategy, case studies were simulated for this section. Two cases (with and without RTP-based DR) are investigated to highlight the merit of the DR program in the MECS, and the results are discussed in detail to compare the distinction of the scheduling results. In addition, sensitivity experiments were conducted to measure the objective variation caused by diverse implementation strengths of the DR scheme. Furthermore, due to the MILP formulation of the optimal scheduling model of the MECS, the state-of-the-art CPLEX solver was employed to address the MILP issue under the GAMS environment.
System Description
The energy supply chain of the MECS (described in Figure 1 ) fulfills the secondary energy carrier needs (electricity load, cooling load, and hot water load) from the energy user side by the coupling of different energy carriers and the interaction of diverse energy conversion units and energy storage devices. However, it must be noted that, in this paper, the MECS is not an energy coupling system in reality. We just demonstrate the optimal economic-exergetic scheduling model and the MO operation strategy by way of simulation. The detailed energy topology and energy device model were discussed in Section 2; therefore, in this subsection, we mainly focus on the energy device configuration and data sets for the optimal energy management of the MECS. Some literature have conducted optimal operation of an MECS for different seasonal days, such as in [12, 14] . However, in this paper, data required for a typical day in summer were implemented as a test example to verify the rationality and effectiveness of the optimal scheduling model and solving algorithm, both og which are not only suitable for summers day but also for each seasonal day.
According to [28] , the demands of cooling, heat, and electricity without the consideration of the DR program are given in Figure 3 . The electricity loads with the DR scheme implementation for each interval which were calculated by the RTP-based DR model with a self-elasticity coefficient -0.2 and a cross-elasticity coefficient 0.01, according to [31] , and are presented in Figure 3a . There are some similar and distinct features by the comparison of these two electricity loads curves. Two peaks and two valleys exist for both cases at the same periods in the summer typical day, while the DR implementation could smooth the electricity demand curve to realize peak shaving and valley filling. Moreover, the cooling and heat energy are required to meet the needs of space cooling and domestic hot water and the energy demands for each interval are illustrated in Figure 3b . In addition, to evaluate the exergy efficiency of the MECS, the temperature parameters of cooling and heat energy were considered to be 299.15 and 333.15 K, respectively [14] .
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Natural gas can be utilized in the CHP unit to generate electricity, while waste heat can be recovered to meet the cooling and heat demands of the AC and the HEU, respectively. It was assumed that the states of natural gas, such as temperature, pressure, and heat value were not changed during the operation of the MECS. The exergy factor of the natural gas was set to be 1.04, and its LHV was 50 MJ/kg, according to [14, 35] . However, owing to the strong coupling between electricity and heat in the CHP, the operation of which lacks flexibility, the GB was considered to be the adjustable heat unit and TES was integrated to realize the heat charging and discharging during the operation.
To fulfill the cooling demand, the AC and the EC are employed in the MECS with complementary advantages. The AC could utilize low-quality heat to generate cooling energy, while its COP was low compared to EC. An EC with high COP consumes high-quality electricity. In addition, CES saves the received cooling energy and then releases the stored energy to jointly meet the cooling demand with the AC and the EC. Solar energy is utilized in the MECS extensively because it is environmentally friendly and free of charge. To acquire the energy output of the PV and STC systems, which are regarded as uncontrollable units, ambient temperature and solar radiation were retrieved from a building management system installed in Hong Kong and are illustrated in Figure 5 [11] in this typical day, and the installed area of the PV and the STC were set to be 500 and 300 m 2 , respectively. The ambient temperature varied from 300 to 308 K, and the maximum solar radiation was about 900 W/m 2 at 12:00. Additionally, to evaluate the exergy in solar energy, the temperature of the sun was typically regarded as 6000 K [34] . Solar energy is utilized in the MECS extensively because it is environmentally friendly and free of charge. To acquire the energy output of the PV and STC systems, which are regarded as uncontrollable units, ambient temperature and solar radiation were retrieved from a building management system installed in Hong Kong and are illustrated in Figure 5 [11] in this typical day, and the installed area of the PV and the STC were set to be 500 and 300 m 2 , respectively. The ambient temperature varied from 300 to 308 K, and the maximum solar radiation was about 900 W/m 2 at 12:00. Additionally, to evaluate the exergy in solar energy, the temperature of the sun was typically regarded as 6000 K [34] .
To fulfill the cooling demand, the AC and the EC are employed in the MECS with complementary advantages. The AC could utilize low-quality heat to generate cooling energy, while its COP was low compared to EC. An EC with high COP consumes high-quality electricity. In Natural gas can be utilized in the CHP unit to generate electricity, while waste heat can be recovered to meet the cooling and heat demands of the AC and the HEU, respectively. It was assumed that the states of natural gas, such as temperature, pressure, and heat value were not changed during the operation of the MECS. The exergy factor of the natural gas was set to be 1.04, and its LHV was 50 MJ/kg, according to [14, 35] . However, owing to the strong coupling between electricity and heat in the CHP, the operation of which lacks flexibility, the GB was considered to be the adjustable heat unit and TES was integrated to realize the heat charging and discharging during the operation.
To fulfill the cooling demand, the AC and the EC are employed in the MECS with complementary advantages. The AC could utilize low-quality heat to generate cooling energy, while its COP was low compared to EC. An EC with high COP consumes high-quality electricity. In addition, CES saves the received cooling energy and then releases the stored energy to jointly meet the cooling demand with the AC and the EC.
The efficiency, COP, and energy loss rate of relative devices are shown in Table 1 . The restriction conditions are summarized in Table 2 . The simulation interval ∆t was defined as 1 hour, and the loop count i max was set to be 20 in the ε-constraint method. 
Results Analyses and Discussion
In Case 1, the economic-exergetic scheduling model was established with the TOU tariff, and DR was not considered. In Case 2, the MO scheduling model was integrated with the DR program and the RTP tariff, and both models were solved by the ε-constraint method to obtain the Pareto front, as shown in Figure 6 . To determine a trade-off between the economic and exergetic objectives, the LINMAP approach was then applied, and the results are illustrated in Table 3 . The details of the ε-constraint method and LINMAP approach were illsustrated in Figure 2 . For Case 1, Solution #17 was the compromise scheme, while Solution #16 was the preferred point for Case 2, both of which are marked in red on each Pareto carve in Figure 6 . Detailed analyses of these two selected solutions were conducted, the results of which are shown below. The efficiency, COP, and energy loss rate of relative devices are shown in Table 1 . The restriction conditions are summarized in Table 2 . The simulation interval Δt was defined as 1 hour, and the loop count imax was set to be 20 in the ε-constraint method.
In Case 1, the economic-exergetic scheduling model was established with the TOU tariff, and DR was not considered. In Case 2, the MO scheduling model was integrated with the DR program and the RTP tariff, and both models were solved by the ε-constraint method to obtain the Pareto front, as shown in Figure 6 . To determine a trade-off between the economic and exergetic objectives, the LINMAP approach was then applied, and the results are illustrated in Table 3 . The details of the ε-constraint method and LINMAP approach were illsustrated in Figure 2 . For Case 1, Solution #17 was the compromise scheme, while Solution #16 was the preferred point for Case 2, both of which are marked in red on each Pareto carve in Figure 6 . Detailed analyses of these two selected solutions were conducted, the results of which are shown below. Figure 6 . Pareto front with and without demand response (DR). Table 3 . Pareto optimal solutions by the ε-constraint method. The energy operation costs for Cases 1 and 2 were, respectively, $3515.84 and 3490.15 with corresponding exergy inputs of 74,389.45 and 73,644.09 kWh. The exergy efficiency for each case was 21.91% and 21.86%, and the energy efficiency for each case was 92.98% and 93.71%, respectively. It was found that the energy cost and exergy input both decreased with DR, which means that the more preferred operation strategy was arranged to simultaneously boost these two different goals after the implementation of the RTP-based DR, and the exergy or energy efficiencies had few variations between these two cases. However, it was noted that the energy efficiency for each case was more than 90% which was because the EC unit possessed a high COP. Therefore, the energy efficiency index only denotes the quantity performance, which neglects the quality evaluation of different energy carriers. If the energy efficiency index is adopted, the energy-saving performance might not be reasonably evaluated. Hence, exergy efficiency might be more rational for the assessment of an MECS compared to the energy efficiency index.
The purchased electricity from the grid is described in Figure 7a , and the optimal scheduling results for electricity are presented in Figure 8 for both cases at each time interval. In Case 1, the electricity was not purchased during the periods of 8:00-20:00 when the TOU tariffs were at peak or mid-peak, as shown in Figure 4 . However, the electricity was purchased not only during the off-peak periods 1:00-7:00 and 23:00-24:00 but also during the time interval of 21:00-22:00, even if the price rate was at mid-peak, which was caused by the electricity needs of the EC and demand that could not solely be fulfilled by the CHP unit. Therefore, more electricity was required through the grid when the PV output was zero during the night. Compared to Case 1, the electricity was not bought from the grid when the RTP tariff was high in Case 2, especially during the period of 20:00-22:00. This contributes to the fact that the electricity needs and demand of the EC could be met by the CHP unit alone, as shown in Figure 8b . The electricity demand was reduced under the implementation of DR, which is illustrated in Figure 3 . Hence, electricity consumption was more rationally and economically arranged. By comparing Figure 8a ,b, it can be seen that there were many differences at 3:00-4:00 and 23:00 other than the 21:00-22:00 time periods. The electricity demands varied slightly, while the RTP rates were obviously less than TOU tariffs during 3:00-4:00, as illustrated in Figure 4 . Therefore, the power energy purchased from the utility grid in Case 2 was more than in Case 1 during 3:00-4:00. Different results were obtained during 21:00-23:00, when the electricity demands were at peak and curtailed by the DR scheme with higher RTP tariffs in Case 2. Hence, less power energy was purchased from the grid, which was because of the fact that the new price mechanism more rationally modified the electricity consumption, and the operation strategy was optimized in this paper.
The energy operation costs for Cases 1 and 2 were, respectively, $3,515.84 and 3,490.15 with corresponding exergy inputs of 74,389.45 and 73,644.09 kWh. The exergy efficiency for each case was 21.91% and 21.86%, and the energy efficiency for each case was 92.98% and 93.71%, respectively. It was found that the energy cost and exergy input both decreased with DR, which means that the more preferred operation strategy was arranged to simultaneously boost these two different goals after the implementation of the RTP-based DR, and the exergy or energy efficiencies had few variations between these two cases. However, it was noted that the energy efficiency for each case was more than 90% which was because the EC unit possessed a high COP. Therefore, the energy efficiency index only denotes the quantity performance, which neglects the quality evaluation of different energy carriers. If the energy efficiency index is adopted, the energy-saving performance might not be reasonably evaluated. Hence, exergy efficiency might be more rational for the assessment of an MECS compared to the energy efficiency index. The purchased electricity from the grid is described in Figure 7a , and the optimal scheduling results for electricity are presented in Figure 8 for both cases at each time interval. In Case 1, the electricity was not purchased during the periods of 8:00-20:00 when the TOU tariffs were at peak or mid-peak, as shown in Figure 4 . However, the electricity was purchased not only during the off-peak periods 1:00-7:00 and 23:00-24:00 but also during the time interval of 21:00-22:00, even if the price rate was at mid-peak, which was caused by the electricity needs of the EC and demand that could not solely be fulfilled by the CHP unit. Therefore, more electricity was required through the grid when the PV output was zero during the night. Compared to Case 1, the electricity was not bought from the grid when the RTP tariff was high in Case 2, especially during the period of 20:00-22:00. This contributes to the fact that the electricity needs and demand of the EC could be met by the CHP unit alone, as shown in Figure 8b . The electricity demand was reduced under the implementation of DR, which is illustrated in Figure 3 . Hence, electricity consumption was more rationally and economically arranged. By comparing Figure 8a ,b, it can be seen that there were many differences at 3:00-4:00 and 23:00 other than the 21:00-22:00 time periods. The electricity demands varied slightly, while the RTP rates were obviously less than TOU tariffs during 3:00-4:00, as illustrated in Figure 4 . Therefore, the power energy purchased from the utility grid in Case 2 was more than in Case 1 during 3:00-4:00. Different results were obtained during 21:00-23:00, when the electricity demands were at peak and curtailed by the DR scheme with higher RTP tariffs in Case 2. Hence, less power energy was purchased from the grid, which was because of the fact that the new price mechanism more rationally modified the electricity consumption, and the operation strategy was optimized in this paper. The purchased natural gas from the pipeline is presented in Figure 7b , and the distribution ratios for the CHP unit and the GB are illustrated in Figure 9 for each case at each hour. The purchased gas for both cases was distinct in some periods, owing to the DR program. The amount of gas needed in Case 1 was more than in Case 2 during 3:00-4:00, and more natural gas was purchased in Case 2 at 23:00, as described in Figure 7b . Hence, the scheduling results for natural gas and grid electricity were complementary at these periods because more natural gas are purchased and less electricity were needed when the RTP tariffs were high at some periods, and vice versa. From Figure 9 , it can be seen the GB served as an auxiliary heat source to adjust the imbalance between heat/cooling demands and electricity demands due to the strong coupling of the CHP. For example, when the heat and cooling demands were at peak and the electricity demands were low during 14:00-15:00, the heat energy produced by the CHP could not meet the thermal requirements of the AC and the HE; therefore, the GB started to make up for the heat deficiency for both cases, as shown in Figure 9 . However, it must be noted that the GB operated not only during 14:00-15:00 but also at 13:00 in Case 1 due to the lack of the filling valley effect of the DR scheme. In Case 2, the electricity demands were increased at 13:00 compared to Case 1; hence, the electricity generated by the CHP is higher than that in Case 1, and the heat energy produced by the CHP could fulfill the thermal needs of the AC and the HE. To this end, the GB unit did not have to start up at 13:00 in Case 2. illustrated in Figure 4 . Therefore, the power energy purchased from the utility grid in Case 2 was more than in Case 1 during 3:00-4:00. Different results were obtained during 21:00-23:00, when the electricity demands were at peak and curtailed by the DR scheme with higher RTP tariffs in Case 2. Hence, less power energy was purchased from the grid, which was because of the fact that the new price mechanism more rationally modified the electricity consumption, and the operation strategy was optimized in this paper. The purchased natural gas from the pipeline is presented in Figure 7b , and the distribution ratios for the CHP unit and the GB are illustrated in Figure 9 for each case at each hour. The purchased gas for both cases was distinct in some periods, owing to the DR program. The amount of gas needed in Case 1 was more than in Case 2 during 3:00-4:00, and more natural gas was purchased in Case 2 at 23:00, as described in Figure 7b . Hence, the scheduling results for natural gas and grid electricity were complementary at these periods because more natural gas are purchased and less electricity were needed when the RTP tariffs were high at some periods, and vice versa. From Figure   Figure 9 . Natural gas distribution ratio: (a) without DR; (b) with DR.
The optimal scheduling results of heat energy for demands and devices are presented in Figures 10  and 11 , and the cooling energy balance graphs are described in Figure 12 . Though the DR scheme was applied to the electricity demands, the heat and cooling operation strategies were affected due to the energy coupling. In Case 2, TES released the thermal energy during 3:00-4:00, while it was still in Case 1, as illustrated in Figure 10 . This was owed to the fact that the CHP unit generatds less electricity and thermal energy, while the utility grid supplied more electricity in Case 2, as shown in Figures 8 and 11 . Hence, the heat energy vacancy was compensated by TES. In addition, the heat energy demands were fulfilled not only by the HE but also by TES discharging in Case 1 at 23:00, while more heat energy was generated by the CHP unit in Case 2, so TES needed charge from the surplus thermal energy as shown in Figures 10 and 11 . This distinction of TES operation mode is obviously dependent on the RTP-DR program. Moreover, the cooling energy operation strategies have been modified in case 2 during some periods as well. Due to the low RTP electricity tariffs at 3:00 and 4:00 in case 2, more electricity energy are purchased from the grid and are converted to cooling energy by the EC unit and then are charged in the CES device so that the surplus cooling energy could be utilized at the peak of cooling demands. In addition, in Figure 12 it can be summarized that the EC module is the main cooling device to fulfill the cooling demand compared with the AC unit, which contributes to the fact that the EC device possesses higher COP by consuming high-quality electricity energy which means lower energy cost.
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Sensitivity Experiments
In this section, the effect of the DR scheme is investigated with the consideration of different 
In this section, the effect of the DR scheme is investigated with the consideration of different elasticity coefficients. Twenty-one configurations were developed with different combinations of selfand cross-elasticity coefficients, as presented in Table 4 . In addition, to more intuitively investigate the effect of DR program, Equation (29) could be reshaped as:
L RTP e (t) = L e (t) 1 + e(t, t)Ps(t) + e(t, k)Pc(t) The values for Ps and Pc at each hour are illustrated in Figure 14 , where it can be seen that the values of Pc were always negative while Ps was positive or negative at different time intervals. In Figure 15 , the electricity demands with DR implementation for each configuration are illustrated. The electricity loads were shifted from peak to valley, and the demand curves were more smoothly modified with the increase of the absolute value of the self-elasticity coefficient, as shown in Figure 15a . In Figure 15b , the peak loads are distinctly curtailed while the valley loads are changed little, a difference caused by the fact that the value of Pc was away from zero at peak while Pc was close to zero at the valley, as shown in Figure 14 . The values for Ps and Pc at each hour are illustrated in Figure 14 , where it can be seen that the values of Pc were always negative while Ps was positive or negative at different time intervals. In Figure 15 , the electricity demands with DR implementation for each configuration are illustrated. The electricity loads were shifted from peak to valley, and the demand curves were more smoothly modified with the increase of the absolute value of the self-elasticity coefficient, as shown in Figure  15a . In Figure 15b , the peak loads are distinctly curtailed while the valley loads are changed little, a difference caused by the fact that the value of Pc was away from zero at peak while Pc was close to zero at the valley, as shown in Figure 14 . After the MO operation strategy was applied to each configuration, the energy cost, exergy input, exergy efficiency and energy efficiency of the preferred solution for each case are illustrated in Figure 16 . The economic and exergetic objectives were all reduced with the absolute value increase of the elasticity coefficients, as illustrated in Figure 16a ,b, which means that a better Pareto front was obtained with the stronger implementation of the DR scheme. In addition, the changing trends of exergy efficiency and energy efficiency were completely opposite, as seen in Figure 16c ,d. However, the variation amplitudes for both exergy and energy efficiency were very small, which means that the DR scheme had less influence on exergy and energy efficiency. Therefore, to distinctly promote the effect of RTP-based DR, a better identification of self-and cross-elasticity coefficients must be conducted since the pricing models of RTP play an important role. The values for Ps and Pc at each hour are illustrated in Figure 14 , where it can be seen that the values of Pc were always negative while Ps was positive or negative at different time intervals. In Figure 15 , the electricity demands with DR implementation for each configuration are illustrated. The electricity loads were shifted from peak to valley, and the demand curves were more smoothly modified with the increase of the absolute value of the self-elasticity coefficient, as shown in Figure  15a . In 14. After the MO operation strategy was applied to each configuration, the energy cost, exergy input, exergy efficiency and energy efficiency of the preferred solution for each case are illustrated in Figure 16 . The economic and exergetic objectives were all reduced with the absolute value increase of the elasticity coefficients, as illustrated in Figure 16a ,b, which means that a better Pareto front was obtained with the stronger implementation of the DR scheme. In addition, the changing trends of exergy efficiency and energy efficiency were completely opposite, as seen in Figure 16c ,d. However, the variation amplitudes for both exergy and energy efficiency were very small, which means that the DR scheme had less influence on exergy and energy efficiency. Therefore, to distinctly promote 
Conclusions
In this paper, an MECS was employed to fulfill the diverse energy demands with the coupling of different energy carriers by energy conversion devices and energy storage instruments. In addition, Energies 2019, 12, 3995 20 of 21 the economic-exergetic optimal scheduling model with an RTP-based DR scheme for an MECS was introduced to decrease operation costs and achieve energy savings by considering different qualities of energy. The ε-constraint approach was applied to this MO scheduling model to obtain the Pareto front, and a trade-off was conducted between these two objectives by the LINMAP approach. Moreover, sensitivity analyses of self-and cross-elasticity coefficients were explored and showed that the electricity load curve was modified to be smoother with the increase of the absolute value of the elasticity coefficient, and the economic and exergetic objectives were simultaneously decreased, while the exergy and energy efficiencies were not distinctly changed. Therefore, with the consideration of the RTP-based DR program in the optimal scheduling model, the MECS operator could more rationally allocate different energy carriers and simultaneously decrease energy costs and exergy inputs. However, to successfully implement the DR scheme, elasticity coefficients need to be more accurately identified, a need which will be investigated in the future.
