Abstract: Vector Autoregression (VAR) has been a standard empirical tool used in macroeconomics and …nance. In this paper we discuss how to compare alternative VAR models after they are estimated by Bayesian MCMC methods. In particular we apply a robust version of deviance information criterion (RDIC) recently developed in Li et al.
Introduction
In the past thirty years, Vector Autoregression (VAR) has been widely used to capture the linear interdependencies among multiple time series of macroeconomic variables and …nancial variables. Consequently, VAR models have evolved as a standard tool for evaluating the monetary policy, for predicting macroeconomic variables and …nancial variables, and for the impulse response analysis. In VAR, each variable has an equation explaining its evolution based on its own lags and the lags of the other variables. Unfortunately, typically economic theory is silent about the choice of the lag length and hence such a choice must be determined by data at hand. When the lag length is not small and when the system is of moderate size, there is a large number of parameters in VAR and, hence, the identi…cation and the estimation of VAR may be a formidable task; see for example, Ni and Sun (2003) .
In large cross-sections of time series, factor models, with a small number of common latent factors, have been employed to alleviate the problem of a large number of parameters; see, for example, Forni et al. (2003) , Stock and Watson (2002a,b) , Bernanke and Boivin (2003) , Bovin and Ng (2005) . Obviously, an important choice is the number of common factors. More often than not, the common factors are assumed to follow a VAR model. In this case, another important choice is the lag length. As in the case of the basic VAR models, usually economic theory does not o¤er guidance to choose the lag length in the factor VAR models. Once again, how many lags to be used is an important empirical question. The question we ask in this paper is the following. After a set of candidate VAR models have been estimated by MCMC, with some candidate models involving latent common factors, how should one select the optimal model? Model comparison is one of the most important statistical inferences that one has to face; see, for example, Phillips (2005, 2006) . In the Bayesian literature, Bayes factor (BF) (Kass and Raftery (1995) ) is arguably the most popular tool for Bayesian model comparison. However, BF is subject to some theoretical drawbacks as well as some computational limitations. For instance, it su¤ers from the well-known Je¤reys-Lindley paradox; see Robert (2001) , Li and Yu (2012) .
For another example, calculation of BF requires the evaluation of marginal likelihood. For some VAR models, marginal likelihood involves high-dimensional integrations numerically. This is the case for the factor VAR models when factors are latent. Consequently, the implementation of BF entails high computational cost. The paper is organized as follows. In Section 2, we introduce the VAR models and review the Bayesian MCMC methods. Section 3 reviews DIC and RDIC and shows how to calculate RDIC for the VAR models. Section 4 compares DIC and RDIC using real data. Section 5 concludes the paper. Appendix collects the derivations needed for computing RDIC.
Bayesian Analysis of VAR Models
In this section, we …rst give a simple description of the VAR models. The basic VAR(p) model is of the form
where y t is an N 1 vector containing T observations, " t an N 1 vector of errors which is i.i.d. N (0; ), a 0 an N 1 vector of intercepts, A j an N N matrix of coe¢ cients, and p the lag length.
The above VAR model can also be written in the matrix form
where y is a T N matrix which stacks the T observations on each dependent variable in columns next to one another, E = (" 1 ; " 2 ; :::; " T ) 0 , x t = 1; y 0 t 1 ; :::; y 0 t p 0 and X = (x 0 1 ; :::
VAR may not be parsimonious since there may be a great many coe¢ cients in it.
With the typical sample size for macroeconomic variables, it is not easy to obtain reliable estimates when the dimension of the parameter space is very large. Bayesian estimation is attractive because the prior information provides a logical and formally consistent way of introducing shrinkage to reduce the over-parametrizations problem (Koop and Korobilis (2009) 
As a result, the posterior distribution is
To reduce the dimensionality of the parameter space in (1), one may consider introducing a smaller number of dynamic factors, f t , so that
where f t is the q 1 (q < N ) latent dynamic factor which follows a VAR speci…cation, L the N q dynamic factor loading, j thematrix, e t i.i.d. N (0; ), and
We assume fe t g T t=1 is independent of f" t g T t=1 . Following Bai and Wang (2012), we assume the number of dynamic factors q does not depend on h. To achieve the identi…cation of the factor VAR model, we set the upperblock of L to an identity matrix, that is
This identi…cation restriction was also used in Bernanke et al. (2005) .
For the basic VAR models, the likelihood function, p(yj ), has an analytical form, where the observed data is denoted as y = (y 1 ; ; y T ) 0 and contains the model parameters. Hence, the posterior distribution p( jy) is easy to obtain, that is,
For the factor VAR model, denote the latent factors f = (f 1 ; f 2 ; ; f T ) 0 . In this case, the likelihood function involves unobserved dynamic factors, that is,
where p(y; f j ) is the so-called complete data likelihood function. Not surprisingly, the estimation of the factor VAR model is more di¢ cult by the classical estimation procedures.
However, with the help of the data-augmentation strategy of Tanner and Wang (1987) and the MCMC techniques, Bayesian approach can easily provide the full likelihood inference of the factor VAR model. The idea is to augment the parameter space from to ( ; f ). As a result, given p, h, and q, the new posterior distribution is
where
MCMC techniques may be used to obtain random samples from the posterior distribution (4). Bayesian estimates of and the latent volatilities f can be obtained easily via the corresponding means of random samples. Speci…cally, let f (j) ; f (j) ; j = 1; 2; ; Jg
Deviance Information Criterion for VAR Models
In the Bayesian literature, there are two popular tools for model comparison. The …rst one is BF (Kass and Raftery, 1995) , while the other is DIC (Spiegelhalter et al. (2002) ).
Given two candidate models M 1 and M 2 , BF is given by
where p(yjM k ); k = 1; 2 is the marginal likelihood of M k , and can be obtained by integrating over the support of the parameters and latent states, that is,
However, if a vague prior is adopted, BF su¤ers from the Je¤reys-Lindley paradox. As pointed out by Kass and Raftery (1995) , when a proper prior with a very large spread is used to represent the prior ignorance, this behavior will force the BF to favor its compet- 
where is the Bayesian estimator, D( ) a Bayesian measure of …t which may be better considered as a measure of 'adequacy', and P D a Bayesian measure of model complexity.
One advantage of DIC is that it is immune to Je¤reys-Lindley paradox. However, it is 1 The rigorous asymptotical justi…cation of DIC is given in Li et al (2014b) . let yrep = (y1;rep; y2;rep;
; yn;rep) be the independent replicate data generated by the same mechanism that gives rise to the observed data y. important to point out that DIC addresses how well the posterior might predict future data generated by the same mechanism that gave rise to the observed data. This is di¤erent from BF which addresses how observed data are predicted by the priors. Perhaps this di¤erence makes DIC more suitable for comparing alternative VAR models when the primary objective of VAR is forecasting.
When the likelihood function p(yj ) is available in closed-form, MCMC is easy to implement and DIC is easy to calculate. For a VAR model with latent variables, to facilitate MCMC simulations, the data augmentation strategy is often used, as shown in 
with tr denoting the trace of a matrix,
Under regular conditions, Li et al. (2014b) showed that
where DIC, RDIC, P D and P RD are de…ned in (7), (14), (9), and (15), respectively. The conditions include the regular conditions to the Bayesian large sample theory; see for example, Chen (1985) . In addition, it is required that the data generating process is stationary and that the model is regular so that the standard maximum likelihood theory can be applied.
We should point out that RDIC is di¤erent from Takeuchi Information Criterion (TIC, Takeuchi (1976)) which is de…ned as
where y t 1 = (y 1 ; y 2 ; ;
estimate of the long run variance. TIC can be equivalently written as
is the so-called sandwich covariance matrix for^ M L . Although tr I( )V ( ) and
o are similar, a closer comparison of them shows important di¤er-
in TIC is based on the ML estimation, whereas tr I( )V ( ) in RDIC is based on the Bayesian estimation. Second, b (^ M L ) in TIC requires the inversion of the matrix I( ). When the dimension of is high, I( ) may be di¢ cult to invert. However, in RDIC, there is no need to invert any matrix. Third, like AIC, RDIC requires the model be correctly speci…ed, but TIC relaxes this assumption.
It should be pointed out that, like AIC, RDIC does not have the consistent property for the true model. This is di¤erent from the Bayesian information criterion such as BIC (Schwarz, 1978 ) that approximates BF in large sample (Kass and Raftery, 1995) .
Compared to BF, hence, we expect RDIC tends to choose less parsimonious models. This comparison is similar to between of AIC and BIC.
The RDIC clearly requires the evaluation of the observed information matrix and the second derivative of the observed-data likelihood function. For most latent variable models, the observed-data likelihood function does not have a closed-from expression so that the second derivatives are di¢ cult to evaluate. However, with the help of the EM algorithm, the second derivatives can be easily approximated. In particular, under the mild regularity conditions, Louis (1982) derived the observed information matrix as:
where the expectations are taken with respect to the conditional distribution of f given y and . Hence, the information matrix can be approximated by:
For more details, one can refer to Li et al. (2014b) .
In this paper, we calculate DIC, DIC and RDIC for the basic VAR models and the VAR models with latent variables. For the basic VAR model, all three statistics are easy to compute and P D = P D , DIC=DIC . For the factor VAR models, DIC is computationally much more demanding than DIC and RDIC. DIC is routinely reported in the literature.
Empirical Study
In this section, we will determine the optimal lag length in the basic VAR model (q) and optimal lag length in the factor VAR model (h) using real data. In particular, we …t both the basic VAR models and the factor VAR models to the quarterly U.S. data on the in ‡ation rate t (the annual percentage change in a chain-weighted price index), the unemployment rate u t (the seasonally adjusted unemployment rate) and the interest rate r t (the yield on the three month Treasury bill rate). The data have been previously We …rst use DIC, DIC and RDIC to select the optimal lag in the basic VAR model.
In the empirical analysis, y t = ( t ; u t ; r t ) and N = 3. The prior is set at
For the basic VAR models, we allow nine di¤erent lag lengths, i.e., p = 1; :::; 9. Without latent variables in the models, DIC=DIC .
To compute DIC, we draw 12; 000 samples from the posterior distribution and discard the …rst 2; 000 draws. Since both the posterior distribution and the second order derivatives have the analytical form, we can easily compute RDIC using the posterior mean of the parameters. Table 1 Although DIC is in general di¢ cult to calculate for latent variable models, in this particular case, it can be obtained by using the Kalman …lter. Of course, DIC is computationally much more expensive to compute than DIC and RDIC. Using the Gibbs sampler, we sample 22,000 random observations from the corresponding posterior distributions. We discard the …rst 2,000 observations and keep the following 20,000 as the e¤ective samples from the posterior distribution of the parameters. Table 2 reports DIC, P D , DIC , P D , RDIC and P RD . Some …ndings arise from Table   2 . First, both RDIC and DIC suggest that h = 2 is the best model, whereas DIC selects h = 3. Second, RDIC and DIC take nearly identical values in all the candidate models.
However, they take quite di¤erent values from DIC . This di¤erence arises because the latent variables are included into the parameter space in DIC . As previously explained, such an expansion of the parameter space undermines the theoretical justi…cation of DIC and should not be used to compare alternative models. In this particular case, the use of DIC will select too big a model although it is not clear if this is the common feature of DIC in general. Li et al (2014b) also report evidence that DIC ranks the same models with di¤erent representations di¤erently. 
Conclusion
This paper uses a robust deviance information criteria (RDIC) to determine the optimal lag length in the basic VAR models and in the factor VAR models. When the latent variable is treated as parameters to facilitate Bayesian parameter estimation, the widely used DIC lacks of theoretical justi…cation. This is because that the justi…cation of DIC relies on the validity of the standard Bayesian asymptotic theory. In particular, when the latent variable is treated as parameters, the number of parameters increases with the number of observations, making the likelihood nonregular. In the empirical analysis, we
show that in the basic VAR model where there is no latent variable, DIC and RDIC select the same optimal model. However, in the factor VAR model where the factors are latent, DIC and RDIC select the di¤erent optimal model.
Appendix

Appendix 1: The derivation of RDIC for the basic VAR(p) models
The log-likelihood function for VAR(p) model is:
Using the matrix di¤erentiation rules of Magnus and Neudecker (1999) , the …rst order derivative is:
and the second order derivatives are
where where K N N is the commutation matrix for a matrix with N rows and N columns.
Since is symmetric, de…ne V = vech ( ) and we have an index matrix D V ( ) which is de…ned as where
Hence, the derivatives are
Appendix 2: The derivation of RDIC for the factor VAR model
The model can be written in matrix form
where = ( 1 ; 2 ; :::; h ), F t = f 0 t ; :::; f
The complete data log-likelihood function is:
where f +1 = f h+1 ; f h+2 ; :::;
'(L; ; ; Q). We now derive the …rst and second derivative of it.
The …rst order derivatives of '(L; ; ; Q):
Whenever there is no confusion, we denote '(L; ; ; Q) simply by '. The derivative of '(L; ; ; Q) with respect to L is
Taking the vec operation, we get
The …rst derivative of ' (L; ; ; Q) is
Similarly, we have
The second order derivatives of ' (L; ; ; Q):
The …rst order derivative of e c is
And the second order derivative is
Then, we have,
where K qM is the commutation matrix for a matrix with q rows and N columns. Thus, we have where
The special structure of the parameter matrices:
where L is the last (N q) q block of L. We now obtain the derivative of these parameter matrices.
The …rst order derivatives are as follows:
The second order derivatives are as follows: For _ I L which is a block diagonal matrix, we have _ I L = diag (P 1 ; P 2 ; :::; P q ) ;
And for _ I , which is an N 2 N matrix whose n th column has 1 in the ((n 1) N + n) th row and other elements are all zeros. For _ I , we have _ I = I:
For _ I Q , we have _ I Q = diag (R 1 ; R 2 ; :::R k ; :::; R q ) :
where R k = 0 (k 1) (q k+1) I q k+1 q (q k+1)
; since Q is symmetric.
The …rst order derivative matrix of the complete-data likelihood with respect to L ; ; ; Q is:
The second order derivative matrix of the complete data likelihood with respect to L ; ; ; Q is: 2 6 6 6 6 6 6 6 6 6 6 4
