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ABSTRACT
DNA microarrays rely on chemical attraction between
the nucleic acid sequences of interest (mRNA and DNA se-
quences, referred to as targets) and their molecular comple-
ments which serve as biological sensing elements (probes).
The attraction between the complementary sequences leads
to binding, in which probes capture target molecules. Molec-
ular binding is a stochastic process and hence the number of
captured analytes at any time is a random variable. Today,
majority of DNA microarrays acquire only a single mea-
surement of the binding process, essentially taking one sam-
ple from the steady-state distribution of the binding process.
Real-time DNA microarrays provide much more: they can
take multiple temporal measurements which not only allow
more precise characterization of the steady-state but also
enable faster detection based on the early kinetics of the
binding process. In this paper, we derive the Cramer-Rao
lower bound on the mean-square error of estimating the tar-
get amounts in real-time DNA microarrays, and compare
it to that of conventional microarrays. The results suggest
that a few temporal samples collected in the early phase of
the binding process are often sufficient to enable significant
performance improvement of the real-time microarrays over
the conventional ones.
Index Terms: DNA microarrays, Cramer-Rao lower bound
1. INTRODUCTION
DNA microarrays detect presence and quantify amounts of
various nucleic acid sequences (DNA, mRNA, microRNA)
[1, 2, 3, 4]. They measure interaction between molecules of
interest (target analytes) and biological sensing elements,
and generate signal proportional to the amount of target
molecules. Detection in DNA microarrays relies on the
chemical attraction between target molecules and their Watson-
Crick complements, which serve as biological sensing ele-
ments (probes). The attraction between the molecules leads
to binding, in which probes capture target analytes. A trans-
ducer then converts the number of complex molecular struc-
tures that are formed due to the binding into a signal.
This work was supported by the National Science Foundation under
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DNA microarrays are capable of screening tens or even
hundreds of thousands of different gene sequences at the
same time, revealing critical information about the function-
ality of cells, effects of drugs on organisms, etc. They are
time and cost efficient, and may enable exciting new appli-
cations in drug discovery, medicine, defense systems, and
environmental monitoring. To fully realize these promises,
however, the performance of microarrays needs to be sig-
nificantly improved. The sensitivity, dynamic range, and
resolution of DNA microarrays is limited by interference,
noise, probe saturation, and other sources of errors in the
analyte detection procedure [5, 6, 7]. Several of these lim-
itations stem from the fact that the molecular binding is a
stochastic process, which majority of the conventional DNA
microarrays attempt to characterize based on a single mea-
surement of its equilibrium, i.e., by taking one sample from
the steady-state distribution of the binding process. Kinetics
of the binding process is illustrated in Fig. 1.
Figure 1: Kinetics of the molecular binding process. The
number of captured target analytes at any point in time is a
random variable.
On the other hand, real-time biosensors are capable of
taking multiple temporal samples of a binding process [8, 9,
10]. However, analyte estimation therein is typically per-
formed using only the data collected in the equilibrium,
and rarely relies on the kinetics [11]. In [12, 13], analyte
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targets in real-time DNA microarrays are estimated using
the temporally sampled kinetics of the binding process. It
was demonstrated there empirically that the real-time data
acquisition may significantly improve the performance of
DNA microarrays.
In this paper, we analytically study the achievable mean-
square error (MSE) performance of the target analyte es-
timation in real-time DNA microarrays. Specifically, we
compute the Cramer-Rao lower bound (CRLB) on the achiev-
able mean-square estimation error therein, and compare it
with the CRLB on the performance of the conventional mi-
croarray systems. The paper is organized as follows. Sec-
tion 2 describes a mathematical model of the real-time mi-
croarrays, based on which the Cramer-Rao lower bound is
computed in Section 3. To compare the CRLB of a real-
time microarray with that of a conventional microarray, an
illustrative example is analyzed in Section 4. The paper is
concluded in Section 5.
2. MATHEMATICAL MODEL
Consider a DNA microarray withN different types of probes
on its surface. Each probe is designed to capture one of
the targets possibly present in a biological sample that is
to be tested. Let M denote the actual number of differ-
ent target types that are present in the sample, M ≤ N .
The real-time DNA microarrays acquire temporal samples
of the binding process, i.e., they provide a time-series of
the number of captured target molecules collected at dis-
crete points in time. Note that in addition to hybridization
to its matching probe, a target molecule may also engage
in non-specific cross-hybridization with probes whose nu-
cleotide sequences are only partial matches with the target.
We assume that, in general, each target molecule of type i
may hybridize to its corresponding specific probe as well as
cross-hybridize to Ci ≤ N − 1 non-specific ones.
Both hybridization and cross-hybridization are treated
as random events. The probabilities of the specific and non-
specific binding of the ith target to the ith and jth probe
are denoted by pii and pij , respectively. On the other hand,
if all we have in the system is binding (i.e., hybridization
and cross-hybridization) then, if enough probes are present,
eventually all target molecules would bind to the probes.
However, this is not the case since both hybridization and
cross-hybridization are reversible processes: once a target
molecule is bound to a probe there is a nonzero probability
that it will be released. We denote the release probability
from the hybridized and cross-hybridized state by prii and
prij , respectively. Possible states of a target molecule are
illustrated in Fig. 2, where we assume one hybridization and
one cross-hybridization (states ’H’ and ’C’, respectively),
and where a free target molecule is in state ’F’.
Figure 2: An illustration of a simple Markov chain model
describing the possible states of a target molecule. One
hybridization (state ’H’) and, for simplicity, one cross-
hybridization (state ’C’) are assumed. A free target
molecule is in state ’F’.
We introduce the following notation,
ni(t)
∆= the number of free targets of type i at time t,
nb,ij(t)
∆= the number of targets of type i bound to the
probe j at time t,
nb,j(t)
∆= the total number of targets of all types
captured by the probe j.
Note that ni(0) is the total number of target molecules of
type i in the biological sample being tested. Moreover, it
holds that
ni(t) = ni(0)−
∑
j
nb,ij(t), and nb,j(t) =
∑
i
nb,ij(t).
Assume the realistic scenario where the number of target
molecules is much smaller than the number of probe molecules.
In other words, assume that there is no saturation of the
probes. Then the change in the number of target molecules
of type i bound to the probe molecules of type j in the time
interval (t, t+ ∆) is given by
nb,ij(t+∆)−nb,ij(t) = (ni(0)−
∑
j′
nb,ij′(t))pij−nb,ijprij .
Now, the binding probability pij is affected by the capturing
process – the fewer available (i.e., unbound) probes, the less
likely that a free target will be captured. Let piij denote the
probability of a target molecule of type i being captured by
the probe j when the number of probe molecules is unlim-
ited. Then the probability pij in (t, t+ ∆) is given by
pij =
np −
∑
i′ nb,i′j(t)
np
piij ,
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where np denotes the number of probe molecules. There-
fore, we can write nb,ij(t+ ∆)− nb,ij(t) =
(ni(0)−
∑
j′
nb,ij′(t))(1−
∑
i′ nb,i′j(t)
np
)piij − nb,ijprij .
By dividing both sides with ∆ and letting ∆→ 0, we obtain
dnb,ij
dt
= (ni(0)−
∑
j′
nb,ij′(t))(1−
∑
i′ nb,i′j(t)
np
)kij
− nb,ij(t)krij + wij(t), (1)
where kij and krij denote the forward and backward rate
reaction of the binding and disassociation process, respec-
tively, and where we introduced wij to model the uncer-
tainty of the sensing process. The random variables wij
are assumed to be zero-mean Gaussian with variance pro-
portional to nb,ij , i.e., the uncertainty has shot-noise char-
acteristics [14]. We focus on the early part of the reaction
where
∑
j′ nb,ij′  ni(0) np. Hence we may ignore the
quadratic terms in (1), and after rearranging obtain
dnb,ij
dt
= −
∑
j′
nb,ij′(t) +
ni(0)
np
∑
i′
nb,i′j(t)
 kij
− nb,ij(t)krij + ni(0)kij + wij(t). (2)
For convenience, denote xi = [nb,i1 nb,i2 . . . nb,iN ]T , 1 ≤
i ≤ M , and x = [x1 x2 . . .xM ]T . So, x is an MN -
dimensional vector comprising amounts of M target types
bound to each of the N probes. Let ki = [ki1 ki2 . . . kiN ]T ,
and kri = [k
r
i1 k
r
i2 . . . k
r
iN ]
T . Moreover, let
Dk = diag (k1,k2, . . . ,kM ), and
Dkr = diag (kr1,k
r
2, . . . ,k
r
M ),
i.e., Dk and Dkr are diagonal matrices having kij and krij
as the diagonal entries, respectively. Then we can write (2)
as
dx
dt
= b−Ax+w, (3)
where the MN -dimensional vectors b and w are defined as
b =

n1(0)k1
n2(0)k2
...
nM (0)kM
 , w =

w11
w12
...
wMN
 ,
and where
A = Dkr +Dk[(11T )⊗ I] + 1
np
Db[I ⊗ (11T )]. (4)
The MN × MN matrix Db has b on the diagonal, and
zeros everywhere else. The solution to (3) is of the form
x(t) = (I − e−At)A−1b+
∫ t
0
e−A(t−τ)w(τ)dτ︸ ︷︷ ︸
u(t)
. (5)
Note that the number of target molecules captured by each
of the probes can be expressed as nb,1(t)...
nb,N (t)
 =

∑
i nb,i1(t)
...∑
i nb,iN (t)
 = Hx(t),
where the dimension of H = [IN IN . . . IN ] is N ×MN .
The measured process is thus given by
y(t) = Hx(t) + v(t).
The real-time microarrays collect temporal samples of the
process y(t), i.e., they acquire
y(i∆) = Hx(i∆) + v(i∆), 1 ≤ i ≤ L, (6)
where E{v(i∆)v(j∆)T } = σ2vINδij . Let
y = [y(∆)T y(2∆)T . . . y(L∆)T ]T .
We are interested in finding how precisely the amounts of
targets
θ = [n1(0) n2(0) . . . nM (0)]T
can be estimated from the observed y.
Note that the variance of u(t) in (5) isRu(t, t′) =
= E
{
u(t)uT (t′)
}
= E
∫ t
0
∫ t′
0
e−A(t−τ)w(τ)wT (τ ′)e−A
T (t′−τ ′)dτdτ ′
=
∫ t
0
∫ t′
0
e−A(t−τ)E
{
w(τ)wT (τ ′)
}
e−A
T (t′−τ ′)dτdτ ′
=
∫ t
0
∫ t′
0
e−A(t−τ)Rw(τ)δ(τ − τ ′)e−AT (t′−τ ′)dτdτ ′
=
∫ t
0
e−A(t−τ)Rw(τ)e−AT (t′−τ)dτ,
whereRw(τ) = D(I−e−Aτ )A−1b, and we assume without a
loss of generality t′ > t. The covariance of the observations
y is given by an LN×LN matrixR comprising L2 N×N -
dimensional block entries Rl1l2 , 1 ≤ l1, l2 ≤ L computed
as
Rl1l2 = HRu,l1l2H
T + σ2vINδl1l2 ,
where, for l2 ≥ l1,
Ru,l1l2 = Ru(l1∆, l2∆)
=
∫ l1∆
0
e−A(l1∆−τ)Rw(τ)e−AT (l2∆−τ)dτ.
(7)
Note that in the early phase of a binding reaction we can
approximate e−At ≈ I −At. Then
Ru,l1l2 =
∫ l1∆
0
[I−A(l1∆−τ)]τDb[I−AT (l2∆−τ)]dτ.
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Straightforward integration gives
Ru,l1l2 =
1
2
Db(l1∆)2 −DbAT
[
1
2
∆2l1l2 − 13(l1∆)
3
]
− ADb
[
1
2
(l1∆)2 − 13(l1∆)
3
]
+ ADbAT
[
1
6
∆4l31l2 −
1
12
∆4l41
]
(8)
3. CRAMER-RAO LOWER BOUND
Cramer-Rao lower bound gives the best possible mean-square
error of any estimation procedure [15]. We would like to
compute and use it to characterize the limits of achievable
performance of target quantification in real-time microar-
rays. Assuming an unbiased estimator, the Cramer-Rao lower
bound (CRLB) on the minimum mean-square error of esti-
mating a parameter θi is
E
(
θˆi − θi
)2
≥ [F−1]ii, (9)
where the Fisher information matrix F is given by the nega-
tive of the expected value of the Hessian matrix of log py|θ(y).
In other words, the entries of F are given by
Fij = −Ey ∂
2
∂θi∂θj
log py|θ(y). (10)
Since the expectation is over only y, F (and hence the CRLB)
is a function of θ.
Assuming jointly Gaussian distribution of the observa-
tion vector y in (6), we may write
py|θ(y) =
1√
(2pi)NL|R| exp[−
1
2
(y − y¯)TR−1(y − y¯)],
where y¯ denotes the mean of y. Therefore,
log py|θ(y) = −NL2 log(2pi)−
1
2
log detR
− 1
2
(y − y¯)TR−1(y − y¯).
Note that both y¯ and R are function of θ. Let us denote
L(θ) = log(py|θ(y)), L1(θ) = log detR, and L2(θ) =
(y − y¯)TR−1(y − y¯), so that we can write
L(θ) = −NL
2
log(2pi)− 1
2
L1(θ)− 12L2(θ).
Therefore, the Fisher information matrix can be written as
F =
1
2
Ey
{∇θ∇Tθ L1(θ)}+ 12Ey {∇θ∇Tθ L2(θ)} .
The components of ∇θ∇Tθ L1(θ) are given by
∂2L1(θ)
∂θi∂θj
= tr
{
−R−1 ∂R
∂θj
R−1
∂R
∂θi
+R−1
∂2R
∂θj∂θi
}
,
where tr {·} denotes the trace operation over its argument.
Clearly,
Ey
{
∂2L1(θ)
∂θi∂θj
}
=
∂2L1(θ)
∂θi∂θj
.
Finding components of∇θ∇Tθ L2(θ) is more involved. First,
note that
∂
∂θi
L2(θ) = −
(
∂y¯
∂θi
)T
R−1(y − y¯)
− (y − y¯)TR−1 ∂R
∂θi
R−1(y − y¯)
− (y − y¯)TR−1 ∂y¯
∂θi
.
The second derivative is given by
∂2L2(θ)
∂θi∂θj
= 2
(
∂y¯
∂θi
)T
R−1
∂R
∂θj
R−1(y − y¯)
− 2
(
∂2y¯
∂θi∂θj
)T
R−1(y − y¯)
+ 2
(
∂y¯
∂θi
)T
R−1
∂y¯
∂θj
+ 2(y − y¯)TR−1 ∂R
∂θi
R−1
∂R
∂θj
R−1(y − y¯)
+ 2(y − y¯)TR−1 ∂R
∂θi
R−1
∂y¯
∂θj
− (y − y¯)TR−1 ∂
2R
∂θi∂θj
R−1(y − y¯).
Therefore, Ey
{
∂2L2(θ)
∂θi∂θj
}
=
= 2
(
∂y¯
∂θi
)T
R−1
∂y¯
∂θj
+ 2tr
{
R−1
∂R
∂θi
R−1
∂R
∂θj
}
− tr
{
R−1
∂2R
∂θi∂θj
}
Combining all of the above,
Fij =
(
∂y¯
∂θi
)T
R−1
∂y¯
∂θj
+
1
2
tr
{
R−1
∂R
∂θi
R−1
∂R
∂θj
}
.
Therefore, to evaluate Fij , we need to compute R, ∂R/θi,
and ∂y¯/∂θi. Now, computation of the covariance matrix R
is outlined in the previous section. On the other hand, the
(l1, l2) block of ∂R/∂nt is
∂Rl1l2
∂nt
= H
∂Ru,l1l2
∂nt
HT ,
where Ru,l1l2 is computed from (8). Note that
∂A
∂θi
=
1
np
∂Db
∂θi
[I ⊗ (11T )], ∂Db
∂θi
= Dei⊗ki ,
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where ei denotes the N -dimensional unit vector with all
zero entries except the ith one. Moreover, note that
∂y¯(l)
∂θi
= H (ei ⊗ ki) l∆.
4. A CASE STUDY
Consider an artificial example where there are M targets,
each binding to its corresponding probe with hybridization
reaction rates kii = α. Moreover, each target is binding
to all N − 1 non-specific probes with cross-hybridization
rates kij = β, i 6= j. Furthermore, assume that the con-
centrations of all M targets are identical, i.e., ni(0) = nt,
for i = 1, . . . ,M . This symmetric setup makes the required
computations towards the CRLB straightforward, while it
provide intuition for a more general scenario.
The CRLB for the real-time microarray system can be
computed numerically following the procedure outlined in
the previous section. On the other hand, the Fisher Infor-
mation Matrix for a conventional DNA microarray which
acquires a single data point in the steady state of the hy-
bridization reaction was computed in [14] as
F = QTΣ−1s Q+
1
2
(Q−QQ)TΣ−2s (Q−QQ), (11)
where the (i, j) entry of Q, qij , denotes the probability that
in the steady state target j is bound to probe i. Basically,
the qij are computed from the steady-state probabilities of
the Markov chains illustrated in Fig. 2. Moreover, Σs is a
diagonal matrix with entries
Σs(i, i) = σ2v +
M∑
j=1
qij(1− qij)nj(0).
For the special scenario considered in this section, inverse
of the Fisher Information Matrix (11) is computed as
F−1 =
1
a− b
[
IM − 1 · b · 1
T
a+ (M − 1)b
]
,
where
a =
p2
σs
+
p2(1− p)2
2σ2s
+ (M − 1)
[
q2
σs
+
q2(1− q)2
2σ2s
]
b =
2pq
σs
+
p(1− p)q(1− q)
σ2s
+ (M − 2)
[
q2
σs
+
q2(1− q)2
2σ2s
]
,
p and q are the steady state probabilities of the hybridization
and cross-hybridization, and
σs = (σ2 + p(1− p)nt + (M − 1)q(1− q)nt).
To illustrate how the CRLB for the real-time microar-
ray system compares with the CRLB for the conventional
microarray system, we consider an example with N = 20,
kb = 0.1, kc = 0.01, np = 10000, nt = 1000, σ2v = 1000,
∆ = 1. Fig. 3 shows the binding process when a single
target is present in the system.
Figure 3: The binding process for a single target-probe pair.
In Fig. 4, the CRLB for the real-time microarray is com-
pared to the CRLB for the conventional microarray when
there are M = 5 targets present in the system. Clearly,
a few temporal samples collected in the early phase of the
binding process are sufficient to enable real-time system to
have lower CRLB than the conventional ones.
Fig. 5 compares the CRLB of the two systems for vary-
ing number of targets, where the real-time system collects
L = 10 samples from the early phase of the hybridiza-
tion reaction. Evidently, the CRLB for the real-time system
is consistently significantly lower than that for the conven-
tional system.
5. CONCLUSION
We derived the Cramer-Rao lower bound on the mean-square
error of estimating the target amounts in real-time DNA mi-
croarrays, and compared it to that of conventional microar-
rays. The results suggest that a few temporal samples col-
lected in the early phase of the binding process are often
sufficient to provide significant performance improvement
of the real-time microarrays over the conventional ones.
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Figure 4: The CRLB for real-time vs. conventional microar-
ray,M = 5 targets present in the system.
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