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A method of data analysis has been developed which has the same effect as 
a substantial increase in the resolving power of the instrument which produced 
the data. The output of a physical instrument is represented by the known 
function in an integral equation which, if solved, would yield the input which 
the instrument was intended to measure. But this presents a classic example of 
an “improperly posed” problem: one for which even small errors in the given 
data make solution impossible or grossly inaccurate. Earlier investigators 
concluded noise (including computational error) could be overcome, or a 
solution could be obtained with detail beyond the Rayleigh limit of resolution 
of the instrument, but not both at once. Recent approaches require not only 
statistical information on the background- and instrument-generated noise, 
but the expected value of the input itself. In many technologically important 
problems it is the latter which is unavailable. Therefore, a procedure was 
developed which, from known data only, generates a serviceable starting estimate 
of the input; iteratively refines the estimate so that, if numerical errors did 
not accumulate, the sequence would converge to that (computationally 
inaccessible) estimate which minimizes the rms error; detects the onset of 
excessive computational error accumulation; and at that point stops with the 
“best accessible” estimate. Application to computer-simulated experimental 
data has consistently yielded resolution far beyond the Rayleigh limit, in the 
presence of substantial noise, with quite modest demands on computer time. 
1. INTRODUCTION 
The purpose of this paper is to introduce, by the didactic method of 
application to a very specific example, a general procedure which is capable 
of yielding the best accessible estimate of the solution for any of a broad 
class of problems which are of considerable technological significance, but 
which (according to Hadamard) are improperly p0sed.l The modifier 
*Present address: North American Rockwell Science Center, Thousand Oaks, 
California 91360. 
i For a concise presentation of the notion of improperly-posed problems, see 
Lavrentiev [16]. 
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“accessible” is stressed because one is forced to concede in dealing with these 
problems, that another estimate which is theoretically more desirable (e.g., 
the maximum-likelihood estimate), simply cannot be obtained numerically.” 
The iterative procedure to be described in Section 4 can be epitomized by 
saying that (subject to certain hypotheses as to the statistics of several sources 
of error) it would generate a convergent series for the least-squares estimate 
if all numerical operations were exact, but, given the reality of cumulative 
numerical error, one must treat the series as an asymptotic expansion, and 
stop with a less-likely or residually-biased estimate. The elements of the 
procedure are: (a) A systematic method for generating a satisfactory initial 
estimate of the solution, with which to start the iterative procedure (an 
unsatisfactory initial estimate causes the iterative procedure to behave 
unstably, in practice), (b) generation of an improved estimate from each 
prior estimate, essentially by the stochastic-extension method of Franklin [7]; 
Franklin’s method eliminates the element of arbitrariness present in a some- 
what similar iterative procedure previously advocated by the present writer 
and Maloy [20], and (c) A choice of tests to decide when the iterations must 
or may cease. 
The improperly-posed problem chosen to illustrate the procedure requires 
the numerical solution of a Fredholm integral equation of the first kind. In 
Section 2 it is shown how such a problem arises when one attempts to extract 
information, beyond the classical limit of resolution, from data produced by a 
specific type of apparatus: a diffraction-limited optical instrument. Recent 
mathematical approaches to solution of this problem of image restoration3 
are reviewed briefly in Section 3 as background for the new nethod developed 
in Section 4. 
Computer experiments have been performed to test the method and are 
described in Section 5, where comparisons are made among the results of: 
(a) direct observation with the (computer-simulated) instrument, (b) image- 
restoration by previously-published techniques, and (c) the present method. 
In each case the simulation included, at realistic levels, two types of random 
errors or noise: background, and instrument-generated. Finally, in Section 6 
some brief comments are included on the spectrum of problems to which the 
procedure seems applicable, and on some open questions which require 
exploration. 
* Perhaps the most familiar example of such a situation is a linear algebraic system 
defined by an ill-conditioned matrix [33]. 
s Problems of image restoration are distinguished from those of image enhancement 
by the attempt to create an image which represents the source more faithfully than 
does the unrestored image. An enhanced image need only represent the source more 
recognizably, even if it achieves that end by deliberate introduction of distortion. 
A recent review by Huang [13] stresses optical image enhancement, while Stockham 
[23] includes mathematically similar problems of communication as well. 
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2. THE TEST CASE 
Optical imaging instruments are normally employed as though the intensity 
at each point P of the image depended solely on the intensity at a single 
point Q of the source. The unavoidable limitation to the validity of this 
idealization is diffraction [17]. Even if the instrument were perfected in every 
other way (but, being of finite size itself, it admitted light through a clear 
aperture of only finite size), its response to an arbitrarily small light source 
would not be an arbitrarily small image. Therefore, when such a “diffraction- 
limited” instrument forms an image of an extended source, the intensity 
at each image point is a cumulative effect which, in the simplest linear case, 
is merely additive. After observation of intensity f(P) throughout the image, 
one must solve the Fredholm integral equation of the first kind 
f(P) = j, W', Q) h(Q) dQ, PC9 (2.1) 
in order to determine the source h(Q). (If the instrument were appreciably 
nonlinear, it would be modelled by a Hammerstein or more general Uryson 
equation.) Calibration of the physical instrument corresponds to mathematical 
definition of the kernel A(P, Q). 
It is said that the instrument is being used well within its limit of resolution 
(diffraction unimportant), if so little detail is sought in h(Q) that the kernel 
can be approximated by 
AR 8) = 4P) *(Q - Q(P)), (2.2) 
since (2.1) can be solved to give4 
h(Q) = fm. 
WQ)) (2.3) 
The various measures of resolution one finds in the literature of instruments 
are essentially statements regarding the accuracy of the right side of (2.2) 
as an approximation for A(P, Q). One might, e.g., state that the resolution 
is some number d (which may even be admitted to depend on P), if 
W, Q’) < W’, Q(P)) 
for all Q’ outside the d-neighborhood of Q(P); that is, such that 
II Q’ - Q(f’>II > d. 
(2.4) 
(2.5) 
4 The function Q(P) should have a single-valued inverse, which we can call P(Q). 
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The fraction E to be used must depend upon one’s ability to detect fluctua- 
tions in the image f(P), since it is detection of such fluctuations which 
distinguish the case of two equal point sources at points Q and Q’ from that of 
a single, stronger, source at some point between them.j 
To improve the effective resolution of the instrument by analytic means, 
(2.1) must be solved with a more realistic kernel than (2.2), one corresponding 
more closely to the actual physical response of the instrument, as determined 
by careful calibration. Four points should be kept in mind: 
(1) The source h which is of interest must always be observed in the 
presence of some background noise b, which can be defined as any source 
not of interest at the moment. It will be necessary to make assumptions as to 
the statistics of b, but in many cases these can be based on significant prior 
experiments. 
(2) The process of recording the output of the instrument is itself a 
source of error. Sensitive detectors produce output e generated by the instru- 
ment itself, in the absence of any real source. Moreover, discretization of the 
data and its recordation with finite precision are widely recognized (cf. [32]) 
error sources of considerable importance in an improperly posed problem. 
Again, statistical assumptions regarding these errors are required, and can be 
based on prior experimentation. 
(3) There exist images which a real instrument cannot produce, no 
matter what the source, if only because the derivatives of the actual kernel 
(unlike (2.2)) are finite. Such images consist of producible images plus func- 
tions fO(P) outside the range of A; that is, orthogonal to A(P, Q) over P. 
The latter cause no difficulty, but rather justify certain simplifications. 
(4) There exist sources to which a real instrument does not respond 
detectably-a word to be interpreted with regard for items (1) and (2) above. 
Thus if the mathematical model represents the instrument realistically, 
there are undetectable source functions h,(Q) orthogonal (over 9) to A(P, Q), 
and no solution of (2.1) is unique-only its projection into the subspace 
orthogonal to that spanned by these h, . 
It will be convenient to write (2.1) in linear operator form as 
Ah =f, (2.6) 
s Smith [22] uses the term improvement of resolution to mean concentrating the 
response to a single point object, and stipulates he is not concerned with “questions 
involved in distinguishing between the response to various arrays of point objects,” 
very much part of the problems to which the same term is applied here. The difference 
seems to stem from different intentions as to what one is to do about limited resolution. 
The two points of view are not so much contradictory as they are Fourier transforms 
of one another. 
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which notation will also be used when f and h mean column vectors and A 
represents a matrix. 
3. BACKGROUND 
The brute-force approach to solution of (2.1) is to imagine the integration 
carried out by an N-point numerical quadrature which uses weights wj , for 
each of M image points, thus replacing the integral equation by the linear 
system 
.f(pi) = 5 Wi 9 8J K?J wi 9 i = 1 ... M, (3.1) 
i=l 
which one attempts to solve exactly for M = N.6 Noise (including numerical 
limitations) and ill-conditioning of the matrix frustrate that attempt; so one 
chooses M > N (many times larger where noise is severe) and seeks the 
least-squares solution,-that h(Q) which for given f(P) minimizes the 
quadratic residual 
4Whf (f?l = j, [ fW - j, w, $?I wa a]” dP> (3.2) 
viz., 
h = (ATA)-l ATf. (3.3) 
Slepian’s results [21] indicate that the image can be restored (the effect of 
noise abated) up to the Rayleigh limit of resolution, but greater resolution 
cannot be achieved. 
Helmstrom [l I] found the best linear estimate of h to minimize .A’-, when 
the integral is the expected value of a stochastic function, With reasonable 
statistical assumptions, he also reached conclusions which can be interpreted 
as saying the Rayleigh limit can only be surpassed in the absence of noise.’ 
Some help may be found in a numerical method [8] more subtle than (3.3) 
for minimization of M, since the effective conditioning number is some K 
rather than K2 [9], but it has not yet been applied to image restoration. 
6 For any quadrature scheme with unequal weights, one must choose where to 
put the weights when identifying vector elements with function values; for example, 
on writing hj - h(Qj) w/, one can argue in favor of /z = 0, 4 , or 1. Programming 
convenience and preservation of any Hermitian properties are competing factors. 
A distinction also arises between the case in which matrix products represent multiple 
integrations executed numerically and that in which the only numerical integration 
is that of (2.1). 
’ Rushforth and Harris [19] draw the same conclusion for image restoration 
methods in general. 
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Phillips [18] displayed a simple example (9 and 2? one-dimensional) to 
illustrate the grossly inaccurate results of “exact” solution (for M = Ar) of 
(3.1), a situation which he attributed to the correct causes and for which he 
introduced an empirical solution. Since the errors consisted of rapid oscilla- 
tions, he suggested seeking only an approximate solution to (3.1) even for 
M = N, but seeking it by a procedure biased against rapid oscillations. 
Specifically, find that function h(Q) which, for the observed function f(P), 
minimizes the additive functional 
JWNQ), f(P)1 = J+WQ)>W)I + &W(Q)1 (3.4) 
where the regularizing8 functional D measures the mean-square second 
derivative of h: 
W4Q>l= j, ($)2 dQ. (3.5) 
The weighting parameter y must be found by trial, being increased until 
believable solutions appear. 
The empirical approach of Phillips was immediately taken up, implemented, 
and amplified upon by Twomey [30], who suggested use of estimates of the 
general type 
h = B-l(ATf + yh), (3.6) 
where 
B = ATA + yH. (3.7) 
The function (3.6) minimizes .A&’ if the regularizing functional measures 
deviation of h from a prior estimate & i.e., if 
W(Q)1 = j, P(Q) - h(Qll” dQ2, 
and if H in (3.7) is taken to be the identity. Twomey also wrote out (among 
others) the form of H which corresponds to use of (3.5) in (3.4), if the prior 
estimate of h in (3.6) is J? = 0. 
* The terminology being used here is that introduced by Tihonov [26], when he 
first applied the regularization method to (2.1), without apparent knowledge of 
Phillips’ work. His proof, that that estimated solution-and also its derivatives [27], 
not only for the Fredholm equation but for nonlinear integral equations [28] and even 
more general operator equations [29]-can be brought arbitrarily close to the exact 
solution, all depend strongly on the assumption that the exact solution (when it 
exists) is unique, a condition discarded in (4) of 52 above on physical grounds. More- 
over, he does not seem to have given a systematic procedure for determining suitable 
coefficient functions to be used in his 8. 
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Shaw and Maloy [20] sought to minimize the bias inherent in the estimate 
(3.6).9 The virtue of using the inverse of the matrix B in (3.6) is that B is so 
much better conditioned that ATA. However, B-l is only the first term in a 
series expansion for the numerically inaccessible inverse of NA, which if 
available would give the unbiased least-squares solution (3.3). If y and H are 
such that 
then the series expansion 
II yHB-l II < 1, (3.9) 
(A*A)-l = (B - yH)-l = B-l + B-IyHB-l + B-lyHB-lyHB-l + ... . 
(3.10) 
is theoretically convergent, but accumulation of numerical error might 
eventually reproduce all the difficulties of direct use of (ATA)-l. Hence the 
suggestion in [20] to use as many terms of (3.10) for (KA)-l in (3.3) (or 
instead of B-l alone in (3.6)) as seemed to be giving a convergent numerical 
series for the vector h-another subjective judgment. 
For problems where sufficient prior experimentation has been done to 
establish a thorough knowledge of the background and measurement error 
noise populations, including their full covariance matrices and the expected 
value of the solution itself, there need be no arbitrary terms in the maximum- 
likelihood estimate of h, as the elegant work of Strand and Westwater shows 
[24]. Their solution, which is focused on the particular physical problem of 
unfolding atmospheric data gathered by satellites, includes Twomey’s 
estimate (with ambiguities removed) as a special case.lO Other statistical 
approaches to the solution of improperly-posed problems date back at least 
as far as 1957 [25], according to Lavrentiev [16]. However, the very general 
but lucid one put forth by Franklin [7] is the one which actually inspired 
the iterative method set forth in Section 4 below. 
According to Franklin, a stochastic equation 
Au$e=g (3.11) 
has the following meaning. Random processes Prr and Pr, (over Hilbert 
spaces HI and H, , respectively) are prescribed with autocorrelations R,, and 
R,, , respectively, and cross correlation R,, . A process Pr, over H, is defined 
by 
Au, + up = us . (3.12) 
8 This seemed particularly important at the time, in view of the high degree of 
arbitrariness with which y, H and A could be chosen. They also derived an H to 
correspond to generalization of (3.5) to two-dimensional 22. 
10 It is clear from the references they cite how widely Twomey’s method has been 
applied in these remote-sensing problems. 
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(It is assumed that the expectations of the linear functionals u1 E Pr, and 
up E Pr, are both zero, so that Eu, is zero as well, but a particular sample 
us = g will be nonzero with probability 1.) It follows from (3.12) that the 
cross correlation operator R,, between Pr, and Pr, is 
Kc, = &,A* + R,, , (3.13) 
and that the autocorrelation operator R,, for Pr, is 
R,, = AR&* + AR,, + &A* + R,, . (3.14) 
Assume this autocorrelation operator to be positive definite. Then Franklin 
proves the following: For particular samples u and g of ur and us , the best 
linear estimator for u, given g, is 
v = R,,R;;g. 
In view of (3.13) and (3.14), this can be written as 
(3.15) 
v = (&,A * + R,,) (A&A * + AR,, + R&A * + R,,)-’ g, (3.16) 
and if the processes Pr, and Pr, are independent, (i.e. R,, = 0), then 
v = R,,A*(ARllA* + R,,)-lg. (3.17) 
To make the connection between the well-posed stochastic Eq. (3.11) 
just solved and our improperly-posed Eq. (2.6) involving the same linear 
operator A, the following indentifications must be made: 
(a) The object h(Q) under observation, plus the background b against 
which it must be observed, is described by a random function z@). We 
identify with this random function that linear functional ur E Pr, for which, 
given any al(Q) E Hr , 
u,*a, = 
s udQ) 48) dQ. (3.18) 9 
(In Franklin’s notation, r*a is the number into which the element a in H is 
mapped by a linear functional r.) 
(b) As discussed in point (2) of Section 2 above, the recordation process 
itself adds noise to the image, which noise is described by the random func- 
tion us(P), and the random function is identified with the linear functional 
uz by 
(3.19) 
for any a2 E Hz . 
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(c) Since the random functionals thus defined may have nonzero expecta- 
tions, 
Eu, = a, E HI , Eu,=a,eHz, (3.20) 
whereas the best linear estimate solution of (3.11) was derived on the assump- 
tion Eu, = 0 = Eu, , we define further [7] 
u’ = u - a, , (3.21) 
e’ = e - a2 , (3.22) 
g’ = g - Aa, - a2 , (3.23) 
and apply (3.16) (or (3.17) if appropriate) to find the best linear estimate 
of u’, given a particular sample g’. 
4. BEST ACCESSIBLE ESTIMATE 
To recapitulate, the idealized mathematical model of the diffraction-limited 
optical instrument 
Ah =f (2.6) 
has been made more realistic by inclusion of background noise 6 and measure- 
ment noise e, which converts it into the stochastic equation 
Au+e=g. (3.11) 
The intensity of object-plus-background is 
u=h+b, (4.1) 
and the contaminated image actually recorded is 
g=f+e+Ab. (4.2) 
For Franklin’s method to apply, the expected values of the random quantities 
must be zero. Hence we define 
u’ = u - Eu = u - h - Eb, 
e’ = e - Ee, 
g’=g-AEu-Ee, 
and obtain the best linear estimate zi’ of u’, based ong’, 
(4.3) 
(4.4) 
(4.5) 
12’ = R,,R$(g - AEu - Ee). (4.6) 
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Correspondingly, the best linear estimate zi of u (the solution of (3. I 1)) based 
on the sample image g, is 
C -:-: h + Eb 4 Ri,,R.;‘(g - Ah - AEb -- Ee). (4.7) 
Without loss of generality,ll Eb and L?e can be set equal to zero, and the 
estimate is 
u = h + R13R;;(g - Ah). (4.8) 
In contrast to the meteorological case [24], where the expected solution 
h = Eu is well-known, and deviation of the specific sample from the mean 
is the matter of interest, the present test case presupposes no knowledge of h; 
indeed, it is h itself one desires to estimate as closely as possible. Therefore, 
one might begin with a crude estimate for h and uses (4.8) to refine it repeat- 
edly, thus defining the sequence 
I.4 n+l = u, + R&i% - Au,). (4.9) 
Convergence of the sequence thus defined has not been investigated, since 
it does not seem as practical as the alternative proposed below as (4.20). 
Where noise is a serious problem, it is common experimental practice to make 
the number M of measurements of the image much greater than the number 
of points N at which the source is to be estimated. But the square matrix R,, 
which must be inverted (effectively) to use (4.9) is M by M-generally an 
impractical size to manipulate numerically. Moreover, Franklin has shown 
that the best linear estimate of U’ from g’ = Au’ + e’ is identical with the 
least-squares or pseudo-inverse estimate 
u = (A*A)-l A*g, (4.10) 
if the noise process ua which e’ samples has reasonable properties.12 We, 
therefore, turn from (3.11) to the reduced stochastic equation 
A*,4u + A*e = A*g (4.11) 
obtained by premultiplication by the adjoint to the original operator. 
ii A nonzero expected background Eb corresponds, by definition of background, 
to an object one desires to ignore. This desire is accomplished by dropping the second 
term on the right of (4.7). It need only be assumed hereafter that the observed image g 
has been corrected by subtraction of the image AEb due to any nonzero expected 
background Eb, and by subtraction of the “zero-drift” or expected measurement 
error Ee. 
i2 The cross-correlation R,, must vanish. Moreover, let any a2 be decomposed into 
uq , which is orthogonal to the range of A, (A*u, = 0), and a residue u2 - up explicitly 
stated to be within the range of A by being written Au, . Then the cross-correlation 
operator R,, = Eu,u,* between the two subspaces thus defined must also vanish. 
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As more and more detail (enhanced resolution) is sought from (4.10), 
adjacent columns of A*A in the finite-difference representation become more 
and more similar, and the condition number becomes larger. Eventually (at 
about the Rayleigh limit in the previous section), ill-conditioning overcomes 
even the noise-cancelling advantages of the least-squares estimate to the 
solution of the original equation, and E in (4.10) becomes computationally 
inaccessible. We must recognize the continued existence of the reduced 
noise A*e in (4.11), and seek only the best linear estimate of u from the 
sample A*g. The operator A in (4.8) must be replaced by A*A, and the 
correlation operator redefined. If RI, relates processes from which b and e 
are samples, then the cross correlation R12 between processes from which b 
and A*e are samples, is given by 
Riz = Eb(A*e)* = &be*) A = R,,A, (4.12) 
and the autocorrelation operator Rgz for the reduced noise is represented 
by 
R& = A*R,,A. (4.13) 
Thus, instead of (4.8), (3.13), and (3.14) to estimate the solution of (3.11), 
we have the best linear estimate to the solution of (4.11): 
zi = h + R,,R,-,1(A*g - A*g - A*Ah), (4.14) 
where now 
R,, = R,,(A*A)* + Riz = R,,A*A + R,,A (4.15) 
and 
R,, = A*AR,,A*A + A*AR12A + A*R,,A*A + A”R,,A. (4.16) 
But a necessary condition for (4.14) to reduce to the best linear estimate for 
(3.11) is 
R,, = 0, (4.17) 
which assumption is therefore made at this point. It will also be assumed 
now that the noise in the measurement process is white: 
R,, = +“yz , (4.18) 
where 9Z is the identity operator for the space H, of image functions. (Like- 
wise #r will be used as the identity operator for the space HI of source 
functions.) Then (4.14)-(4.16) simplify to 
u = (R=A*A + ~~~9~)-’ (R,,A*g + c$h). (4.19) 
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As discussed after (4.8), we do not assume h, but use (4.19) to suggest a 
sequence of approximations to h. We then exhibit a condition for convergence 
of the sequence to the inaccessible estimate Al. Define u,+r in terms of U, by 
where 
u = B-yRllA*g + ff22u,), 12+1 ---- (4.20) 
B = R,,A*A + u,~Y~. (4.21) 
That is, let u-+1 be the solution of the Fredholm integral equation of the 
second kind (a well-posed problem): 
&A*&+, + a,%,1 = R,,A*g + az2un . (4.22) 
Now note that by (4.10) the first term on the right of (4.22) may be expressed 
formally in terms of the (computationally inaccessible) least-squares estimate 
to h, namely U; We also add and subtract 022~ on the right of (4.22), apply 
B-l, rearrange terms, and have 
%+1 - ii = B-%J,~(u, - ii). (4.23) 
Formal proof of convergence of {un+r} to zi follows immediately if az2B-l is a 
normreducing operator, for then we have 
0-4%+1 - 1~11 = [I B-1022(~, - u)ij < /I u,~B-~ 11 /Iu, - uII 
-PII%? - alI < II %I - 4 
(4.24) 
if, in any norm consistent with ([12]) the vector norm used to measure 
II% - ~lj/ , the norm of u,~B-~ is
I/ CT,~B-~I/ = p < 1. (4.25) 
A test for the possibility of convergence, convenient since it requires only 
knowledge of the largest eigenvalue of B-l,13 is that the spectral radius 
p(B-l) of B-l be less than a;‘. Since 
clearly, 
p(B-l) < l.u.b.(B-l) < 11 B-l jl = /!30z2, (4.26) 
p(B-I) < u22 (4.27) 
I3 The Lanczos p - q algorithm [15] can be used to estimate this eigenvalue-in 
fact, /3 itself-directly from any three successive vectors of {u,}. 
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is a necessary condition for validity of (4.25) and therefore for convergence. 
Indeed, repeated application of (4.20) f i no computational error were invol- 
ved, would yield explicitly 
u,+1 = [i. (Z3-1o,2)X] BW?,,A*g + (B-l~~~)n+~ u. , (4.28) 
and Householder [12] has shown that, given (4.27), limits exist for both 
terms in (4.28) viz., 
;+t go (B-lo22)k = &Fl - B-%7,2)-1, (4.29) 
li+i(B-%T,2)n+’ = 0. (4.30) 
Therefore it would follow again that 
bya = (Yl - B-l~,~)-l B-lRllA*g 
= (B - u2”2&’ R,,A *g 
= (&A *A)-’ R,,A *g (4.31) 
= (A*&1 A*g 
u. 
In practice, however, each application of (4.20) generates an error &+i of 
purely computational origin (primarily associated with the indicated matrix 
inversion) in addition to propagating the numerical error d, accumululated 
in prior evaluation of u, . Thus, instead of the ideal estimate u,+i , (4.20) 
produces 
u,+l + dn,, = B-VW*g + az”(un + 48 + a,+, . (4.32) 
Subtraction of (4.20) from (4.32) indicates that the error propagates according 
to 
d n+l = B-1a,24 + Ll, (4.33) 
so that, by the triangular inequality and the definition of the norm /3 (con- 
sistent with the vector norm), 
II dn+l II < II B-la,’ 4, II + II %+I II 
< B II dn II + II %+I II . 
(4.34) 
If, for all n, we could be assured of 
II an+, II< d (4.35) 
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for some constant d, we would have, as a worst-case limit, 
Ii dl i K 1’ 6, jl =: d, (4.36) 
1, d, i, = /3 / d,_l 1’ -+ d 
= d(l - ,&),(I - fl). 
(4.37) 
Unfortunately, no proof of (4.34) h as b een undertaken, and in any event, 
there is no reason to believe (4.36) would be a usefully tight upper limit on the 
actual numerical error.14 
In the absence of formal study of error growth, an empirical test can be 
used. From (4.28), 
II%+1 - u, /I = jl(B-1022)" [B-%,,A *g + (B-b22 - 91) uo]~l 
= II ~-l%Y~, - %-l)ll < P /I *7I - 4-l II . 
(4.38) 
Therefore, if I! u,+r - u, I/ fails to decrease-indeed, to decrease geometrically 
-from one step to the next, one suspects that cumulative numerical error 
now vitiates the benefit of further iteration and stops.15 Other tests are 
suggested in Section 6. 
As a systematic procedure for deriving a suitable starting estimate uO, 
it is recommended that one assume that not too radical an improvement in 
the inherent resolution of the instrument is required, once the effect of noise 
has been ameliorated by the least-squares approach. Specifically, in the 
equation 
s 
A(P, Q)f(P) dP = A*f = A*Ah 
ss 
(4.39) 
= W’, Q) W, 8’) 4Q’) dQ’ dp, 
assume A(P, Q) to exhibit a strong enough ridge (recall (2.2) for the ideal 
instrument of unlimited resolution) so that a starting estimate can be obtained 
by expanding h(Q’) in a Taylor series about Q and by keeping only the 
constant term-the only one which would not vanish for a delta-function 
kernel. Then 
j A(P, Q)f(P> dP = h(Q) j j A(P, 9) A(P, Q') dQ' dP. (4.40) 
r4 Wilkinson [32] remarks that the upper bounds he derives for, essentially, the 
computations required in (4.20) have proven grossly pessimistic in practice. 
r5 The error estimation procedure in [7] is formally attractive but too laborious to 
use in deciding when to stop iterating, at least in the test case. Franklin’s error measure 
requires N times as much computation for error estimation as for the iterative im- 
provement itself, N being the number of points at which the source is being estimated. 
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Therefore, the starting estimate is 
u. = A*glA*Al, (4.41) 
where 1 is the unit-constant over 2’. In explicit vector form, (4.41) reads 
@o)j =[El @*hi Cd<] /: 5 (A *hi (A), , (4.42) 
i=lk=l 
and, in terms of integral operators, it is, explicitly, 
u,,(Q) = Is, A(P, Q) g(P) dP] /J;,, WY Q> AK Q') dQ' dp. (4.43) 
5. COMPUTER EXPERIMENTS 
A number of experiments have been performed in which the computer 
simulated operation of a specific instrument for which A(P, Q) iP 
A(P, Q) --f A(0, 4) = [(cos t9 + cos $) (sin X/X)]” (5.1) 
x = (m/h) (sin 0 + sin+). (5.2) 
The location Q of the source is specified by the angle of incidence 4, and the 
location P of the image point by the angle of emergence or observation 0. 
An undeviated ray is conventionally described by B = - 4, and the normal 
direction or axis of the instrument is B = + = 0. Unless otherwise indicated, 
the slit width is one wavelength, i.e., 
a = A. (5.3) 
Then a point-source at $r = 0 produces maximum intensity at 6’ = 0, and 
first-order nulls at f3 = f ~r/2. (Th e central maximum floods the entire 
emergent beam.) There is no angle +2 at which to locate a second source, so 
ia This kernel represents diffraction of light of wavelength h by an infinitely long 
slit of width a, according to the general formulation of Kirchhoff [4, Eq. (8), p. 1501. 
The effect of the obliquity factor-that is, the term involving the cosine of the angle 
of incidence and of the angle of observation-is usually neglected, since in practical 
applications both angles generally are small [14, p. 1131. It is included here to exhibit 
the influence, on the results of the data analysis procedure, of an instrument which 
yields very weak direct response to certain sources. 
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that its maximum will coincide with a first-order null of the first source.‘; 
That is, given any source on the axis, no other source can be resolved by this 
instrument. (To be fair, one must remark that a symmetric pair of sources 
located at approximately + = & r/6 can be resolved from one another, but 
only if they are point sources, not if they extend inwards towards the axis.) 
Thus any restoration of anatomy to the central portion of the image of an 
extended source, when that image is produced by this instrument, requires 
that the Rayleigh limit of resolution for the instrument be surpassed.‘” 
The objects which have been examined all had the form of superimposed 
Gaussians 
W) = exp(- MJ - #bY) + 12 ev- 44 - hJ2), (5.4) 
with k = 1, c1 and ca as high as 16, and & and $s as small as & 2. The resolu- 
tion-enhancement procedure worked satisfactorily in all cases, the only 
limitation on the reproduction of sharp, closely-spaced peaks seeming to 
stem from the difficulty of describing such shapes adequately at only N 
equally-spaced data points. lg On this point one may be guided by the standard 
bounds on quadrature error[l], which in the tests were kept well below the 
level of deliberately-simulated measurement error e - white noise of 
strength CJ~ . It seems in many applications to be a reasonable assumption that 
measurements can be taken in such a way that the error ei in one measurement 
is independent of the error ej in another. On the other hand, one often wishes 
to perceive detail in an object on a smaller scale than the correlation length for 
the background noise. Therefore, the fact that R,, need not be diagonal in 
the iterative procedure of “best-accessible” estimation presented here, may 
prove quite important for practical applications. Even so, in these first 
computer-simulated experiments the background also was taken to consist 
of white noise 
r7 This coincidence of maximum for one source with first null for the other is the 
Rayleigh criterion for resolution of the two sources. The obliquity factor properly 
says that transmission is actually nil for grazing angles, 4 = &r/2 and 0 = CT/~, 
rather than being a maximum, as would be implied by (5.1) without the obliquity 
factor. One can get into arguments over bright-edge versus dark-edge corrections to 
the elementary diffraction formulas but these not need concern us here. 
r* For the record, it should be stated that when each of several significant changes 
was made in the finite-difference representation of the kernel A (e.g., substantial 
change in M or N, different slit width a, or a new quadrature scheme), an attempt was 
made to invert ATA by the subroutine called to invert B. Each such attempt failed, 
producing numerous floating-point overflows, and confirming that ATA is so ill-con- 
ditioned that the desired estimate a is not directly accessible computationally. 
I0 Early tests of this conjecture used k = 0, a single-peak narrow object centered 
at various positions & . 
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The background noise level was set as high as q = .03. This is only 15 dB 
below the peak intensity of the object according to (5.4), and is greater than 
the intensity of the object over at least lOo/o of the observed range of $. 
Because of the smearing produced by diffraction, the dynamic range of the 
image intensity was seldom much more than 10 dB, typically from .3 to 3. 
Therefore, the measurement-error scale factor q , which ranged from very 
small values to .Ol, simulated instrument-generated noise at least 15 to 
25 dB below the image signal level. The number N of object points was 
held to a maximum of 71, and the number M of image points to five 
times Iv.20 
1.10 
‘F 
: 0.60 
T 
!!4 0.50 
T” 
; 0.40 
-0.10 
ANGLE PHI 
FIG. 1. Starting estimate, uO . 
WJ Since the values of g and the rows of A need not all be available at once, only 
A*g and A*A need be accumulated and saved, no limitation is imposed on M by 
computer core size requirements. The latter is dominated by the storage needed 
for the N by N matrices A*A and B- I. Running time is also determined by 
N, primarily as it affects the inversion of B, up to extremely Iarge values of A4 (of 
order N2 at least) such as might be resorted to under much more adverse noise 
conditions. 
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Figures 1 through 5 demonstrate the efficacy of best-accessible estimation, 
as applied with the set of parameters: 
c1 = C$ z 4 k-l 
y$ = .5 = - 4% 
M = 355 N = 71 
q = .03 u2 = .003. 
(5.6) 
In each of these figures, the intensity h(4) of the ideal object is indicated by 
the curve, and the 71 values of h($) pl us background sample b(+) by the 
circles. From this noisy source, the computer generated 355 values of image 
intensity, added more noise, accumulated the reduced data A*g, and esti- 
mated, as shown by the triangles, the intensity of the object at the original 
71 positions {da}. The estimates were of order 0, I, 20, 80, and 200, respect- 
ively. Figure 1 shows the starting estimate ua obtained from (4.41), hence 
corresponds substantially to direct use of the instrument’s output as though 
it had adequate resolution. Figure 2 shows ur , which (since we have restricted 
IDEAL, TRUE, AND ESTIMATED SOURCE DISTRIBUTION 
FOR PARAMETER SET AO4-604 
1.10 , 1 1 I I , I I 1 1 I 1 1 1 1 I I , , 1 1 , I / , 
; 0.60 
T 
r!4 0.50 
A 
T 
1,,,11,,,, I I,, , 
-0.5 0 0.5 
ANGLE PHI 
FIG. 2. Initial iterate, u1 , equivalent to previous estimation procedures. 
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R,, to diagonal form for the purpose of making this direct comparison) is 
Twomey’s estimate, with the special choice [23] of stabilizing terms dictated 
by the statistical interpretation of his method. The benefits of iteration are 
already evident in Fig. 3, where us0 is displayed. For reasons to be discussed 
shortly, us0 (shown in Fig. 4) would be selected by the presently-recommended 
cutoff test as the best accessible estimate, while uzoO (Fig. 5) would be regarded 
as contaminated by unnecessary accumulation of computational error. 
IDEAL, TRUE, AND ESTIMATED SOUR,CE DISTRIBUTION 
FOR PARAMETER SET 804-804 
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FIG. 3. Intermediate iterate, uzO . 
Computer simulation of the instrument’s calibration and of experimental 
acquisition of data required just over a minute of central processing unit time 
on an IBM O/S 360 Dual ASP (50/2-65 ) s installation. The only matrix 
inversion needed by the iterative procedure is the same one required for the 
Twomey estimate u1 above, and took 9.4 sec. Successive iterations then cost 
only 0.3 sec. each, even when the computation and printing of several error 
statistics is included. Thus, computation of the preferred estimate us,, , 
with its rms error well under 20, , required 33.4 sec.-half the time spent 
simulating the experiment, and only 3.5 times as long as the best noniterated 
estimate u1 , which has rms error over lOa, and bears little resemblance to 
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the actual object.21 This example was chosen as fairly representative of the 
performance of the method, and is neither the most nor the least successful 
example so far encountered. 
IDEAL, TRUE, AND ESTIMATED SOURCE DISTRIBUTION 
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FIG. 4. Best accessible estimate: U, , for n = nmax = 80. 
As mentioned in Section 4, one expects (in the absence of computational 
noise) to see a substantially geometric progression in the reduction in the 
norm of the difference between successive estimates of U. To be more precise, 
define 
ai If we assume that the M by M matrix R a3 of equations (4.8) and (4.9) is not 
appreciably more ill-conditioned than our B, inversion of R,, would have required 
about four minutes with the inversion routine employed. (The time required per 
iteration would have increased only to about 1.5 seconds.) However, the essential 
limitation is that double the presently available core would be required to base an 
iteration scheme on (4.9) rather than (4.20), even with the modest M/N used here 
because of the relatively mild noise conditions. 
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(Norms of order 2 and co have both been used.) Then if the operator B-%T,~ 
has an orthonormal set of eigenfunctions qGk (each corresponding to eigen- 
value h, , with h, > h, ...) in terms of which the error function appearing 
in (4.38) can be expanded: that is, if 
B-lR,,A*g + (B-b22 - Yl) u. = gl ak*k , (5.8) 
I.10 
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: 0.60 
T 
tL 0.50 
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IDEAL, TRUE, AND ESTIMATED SOURCE DISTRIBUTION 
FOR PARAMETER SET A04-604 
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FIG. 5. Excessive iteration, uzoo . 
then according to (4.28) 
%2+1 - u, = f a,(h,)“+l$k . (5.9) 
k=l 
After some number of iterations which depends upon the ratios of the largest 
eigenvalues and upon the relative magnitude of the first few ak (hence upon 
the accuracy of the starting estimate, since the left side of (5.8) is a certain 
operator on the initial residue g - Au,), we will have approximately 
%+1 - %a - - a,Y+V+ , (5.10) 
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and therefore 
A n+1 - I a1 I 1x1 P!l~11! * (5.11) 
Hence, as n increases, the ratio of norms of successive increments will become 
approximately constant at the value 
4 p, 55 TM- w A, GE p(B-b22), 
n1 
(5.12) 
and will remain so until the accumulation of computational error becomes 
excessive.22 
FIG. 6. 
ea There is no 
opposite order. 
0.001 I I \I I I 
0 50 100 I50 200 
n 
Norm of increment between estimates at ti-th iteration. 
guarantee, unfortunately, that these events will not occur in the 
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The expected behavior has been observed in a number of test cases. As 
shown by the lower curve in Fig. 6, a semilogarithmic plot of d, versus it 
visually straight for the range of n (indicated by the dashed extensions of the 
straight portion) from 20 to 80, in which range A, decreases by roughly two 
orders of magnitude. 23 The slope of the straight portion quickly determines 
an approximate value for X, , which in this case is 0.94538. By the time n 
reaches 95 the ratio has increased to the square root of this value and it is 
clear that a new process-presumably error propagation-now dominates 
successive values of A, . This was the basis on which us0 was designated the 
best accessible estimate of U. (It would have made scant practical difference if, 
say, us5 or even us0 had been so designated.) 
The upper curve in Fig. 6 is also A, versus n, but with A, defined in terms 
of the norm of infinite order, i.e., the maximum over 4, instead of the familiar 
quadratic norm used in the lower curve. The maximum of the increment 
seems to be too sensitive to errors to be useful. 
TABLE I 
Order n max of Best Accessible Estimate and Related Statistics 
Case 1 2 3 4 5 
01 .03 .03 .03 .Ol .Ol 
Qz .0015 .003 .009 .003 .OOl 
4 .80638 .94538 .99348 .99340 .99365 
c2 2 10 80 70 8 
nmin 5 20 120 100 15 
n max 22 80 540 760 80 
n& 26 90 580 820 95 
A ” msx 5.867x 1O-4 1.572x 1O-4 4.842x 1O-5 1.161 x 1O-6 1.492x lo+ 
A 3.030 x 1O-3 2.674 x 1O-3 7.44 x 1O-3 1.76 x 1O-s 2.66 x 1O-3 
<u,max - h) .03705 .03675 .04917 .03775 .03442 
<u,max - h)/u, 1.235 1.225 1.639 3.775 3.442 
min,<u, - h>/o, 1.230 <I.189 cl.442 3.755 3.283 
$$m=ax-h-b) 04581 1  .04794 >200 .05331 >I000 .03884 628 .03780 >200 
<u, max - h - b)/o, 1.527 1.598 1.777 3.884 3.780 
min,<u, -h - b)/o, 1.526 1.590 <1.643 3.860 ~3.627 
@l = 25 120 >I000 615 >200 
To track the efficacy of this rather crude technique for putting an end to 
the iterations, the rms error in u,, , relative to the ideal function h and to the 
actual sample source h + b, were computed for each iteration. As shown in 
23 The values of A,, plotted were normalized to (I~ . A better feeling for the magnitude 
of A, may be had by noting that the rms value of h is .663, and its maximum 1.02. 
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Table I, for the case defined in (5.6) and f or f our others which differ from it 
only in the noise levels used, the minima of these two error statistics seem to 
fall acceptably close to the corresponding error values for z+,,~~, where 
nmax means that value of ?z at which the plot of log A, versus n ceases to 
appear straight. The tabulated rms errors are shown in units of (TV as well as in 
absolute terms. Somewhat surprisingly, the latter seems to be more nearly 
consistent from case to case. As is well-known [31] with regard to the one- 
step estimation procedure, the accuracy of the estimated solution is reIatively 
insensitive to improper choice of the parameter (uJ+. Tests in which the 
parameter was off by an order of magnitude, up or down, generally allowed 
estimation of the solution with less than twice the rms error available with 
the correct value. However, if (u2/u1) 2 is taken too large by a certain propor- 
tion the number of iterations required increases in the same proportion, as 
implied by the form of the empirical approximation for A1 noted in Eq. (5.14). 
On the other hand, when (~a/~r)” is taken too small, convergence is more 
rapid but oscillatory instabilities also appear more rapidly, and proper 
identification of the final estimate therefore is less certain. 
Also shown in Table I are nmin, the value of n at which the “straight” 
portion of the plot begins, and, as an indication of the abruptness of the 
transition between straight and curved, the approximate values (nZ and nlJ 
at which the slope is, respectively, twice and half that of the straight portion. 
Finally, for reference in Section 6, Table I contains the quantities A,,,, and 
AzA .*,xi(l - B) (5.13) 
and the estimated value of h, . It may be noted in passing that for the particular 
instrument simulated here, h, is given reasonably well for various noise 
levels by 
- log,, X, = 2.5 x 10-4(a,,‘oJ2. (5.14) 
A striking feature of all cases tested so far is that the error in u,,(4) is 
reduced very much more rapidly near C# = 0 than it is near $ = f 7r/2, 
the latter regions clearly contributing most of the residual error when nmax 
is reached. The reason repeated multiplication by B-~u,~ is relatively ineffect- 
ive in reducing error near C# = f 7rj2 can be attributed to the structure of B. 
Specifically, due to the obliquity factor in A, the added term u22 dominates 
R,,A*A for these values of 4. It is a reasonable precaution not to rely on the 
readings of an instrument as regards a source to which it is exceptionally 
insensitive. The significance of the terms u22 and R,,A*A gives this rule the 
somewhat sharper form: the residual error in the best estimate of the source 
will be grave for any area in which a source as strong as the rms background 
noise produces an output which is uniformly small compared to the rms 
measurement error. 
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6. CONCLUSIONS AND OPEN QUESTIONS 
The preceding sections undertook to establish, with a certain amount of 
formal generality, with repeated illustrative reference to one specific example, 
and with the aid of (computer-simulated) experimental evidence, the following 
main points: 
(a) The utility of the output of a physical measuring instrument need not 
cease at the classical limit of resolution for the instrument, where the output 
ceases to represent the object being measured in a simple point- by point- 
fashion. Rather, the output can then be regarded as the known function in a 
Fredholm integral equation of the first kind, which can be solved for a 
function which represents the object with substantially improved resolution. 
(b) The Fredholm integral equation of the first kind is a classical example 
of an improperly posed problem: For an arbitrary given data function (includ- 
ing examples most likely to be observed in practice) an exact solution need 
not exist; if it does exist, it need not be unique; and if a unique solution exists 
it may not depend continuously on the data, for a small change or error in the 
data may cause a radical change in the solution. 
(c) Previous methods for coping with such improperly posed problems 
could (in the present context) only restore resolution up to the classical 
limit despite the presence of noise, or (theoretically) could surpass that limit 
in the absence of all noise-the word noise including unavoidable numerical 
errors of computation. However, if the improperly posed problem is replaced 
by its properly posed stochastic extension (actually a closer representation 
of physical reality), then (subject to certain practical limitations) the best 
linear estimate of the solution (object) based on the sample data (image) can 
be computed if the expected value of the solution and the covariance matrices 
of the background and instrument-generated noise processes are known. 
(d) The computational method called best accessible estimation is a 
finite iteration scheme, of which the three essential ingredients are: 
(1) A starting estimate of the solution. The simple, stable mathematical 
procedure has the physical significance that noise is somewhat abated by 
averaging over redundant measurements, and then the blurred image pro- 
duced by the low-resolution instrument is accepted as the true image of a 
simpler object seen by an instrument of unlimited resolution. That simple 
object is the initial estimate of the true object. 
(2) Iterative improvement of the estimate. Each prior estimate is hypo- 
thesized in turn to be the expected value of the object, and the best linear 
estimate (based on the reduced data sample) is computed in accord with that 
hypothesis. A condition (tested almost without additional computation in the 
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course of the iteration process) is proved which assures formal convergence 
of the sequence of estimates to the least-squares estimate of the object. Under 
the assumed noise conditions, the latter is also the best linear estimate of the 
object based on the full, unreduced, data sample, but is computationally 
inaccessible by direct methods because of the high resolution sought. 
(3) A rule for terminating iteration. Since numerical errors are unavoid- 
able in actual computation, and propagate from iteration to iteration, a test 
has been introduced to detect the point at which cumulative numerical error 
negates the systematic error reduction achieved by iteration. Experiments 
confirm that by simply watching for a sudden increase in the ratio d,/d,-, 
of successive mean differences between estimates, and accepting the estimate 
at which that increase begins as being the best accessible estimate, one identi- 
fies an estimate which, as measured by rms deviation from the actual object, 
is very close indeed to the best ever achieved by any step in the iteration 
procedure.24 
Several questions obviously remain open. First, an apparent virtue of 
this estimation procedure is the ability to cope with quite general background 
noise, to ignore a nonzero expected background, and to seek a resolution 
which restores detail to the object on a scale finer than the correlation length 
of the background noise. However, tests to date have only been made for 
white background noise. The extension to a more general autocorrelation 
function R,, is nontrivial in that it destroys the symmetry of B. The test on 
ratios of successive values of d, may therefore have to be replaced. It is 
conjectured that one could apply the Lanczos p - 4 algorithm to calculate 
A 1, using successive differences between estimates as the vectors that algo- 
rithm requires. An upward shift in h, (as thus calculated) would again signal 
that the iteration should cease. In any event, one will want to automate the 
detection of nmax, display only the estimate u,,,, , and avoid computation 
of unused additional iterates insofar as possible. 
More detailed analysis of the propagation of numerical error through the 
iteration process might suggest a better procedure for determination of nmax. 
Meanwhile, if the additional computational effort can be afforded, one has the 
option of tracking the quadratic residue and defining 
n max = {n 1 l/g - Au, I/ = rn$ II g - Au,,, It}, 
despite the hazard [31] this entails, or, better yet, of seeking that n for which 
24 Since the introduction of the starting estimate now in use, no case has been 
encountered in which A, actually began to increase with increasing n. Previously, 
however, e.g., when taking uO to be zero, such gross instability was not uncommon, 
and the increase in A, was accepted as a test of error growth. 
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Franklin’s error measure (cf. footnote 15) is minimized. Establishment of a 
confidence level to accompany an error estimate seems most unlikely. Use of 
Hotelling’s generalized T2 statistic [2] is not really informative until or unless 
the systematic downward trend of d, has been totally lost, which we now 
believe occurs for n much larger than nmax. Even then, on the order of N2 
additional N-variate samples (additional estimates u,) would be required 
simply to perform the test, which would still be of minimal efficiency at this 
lower limit of sample size. Nonparametric tests [5], while substantially less 
laborious to employ, have shown no practical value so far. The basic difficulty 
is that one really wishes significant information about the sequence {u,}, 
while successive increments u, - u+i still show a definite trend. Thus the 
problem is one of multivariate time-series analysis (a frontier subject), not 
sampling of a stationary multivariate population. 
Another open question calls for the testing of a purely empirical nature. 
If Eq. (5.10) really is a reasonable approximation, it would be tempting to 
evaluate a limit urn defined by 
m 
ux = %I + c (Un+k - %+*-1) 
k=l 
(64 
k=l 
= un + (UT&+1 - %Jiu - 4) 
= (%+1 - &J/(1 - &I. 
The term added to u, , in an attempt to extrapolate to the limit, would be 
bounded by the quatity d shown in Table I, and therefore is of the right 
order of magnitude to make a noticeable change in the residual error of 
estimation, but whether the change would be good, bad, or unpredictable, 
remains to be seen. 
Up to this point, the method of best accessible estimation has, to avoid 
generalities, been discussed entirely in the context of a diffraction-limited 
optical instrument. However, its applicability to other types of sensors too 
seems clear. Moreover, what has been done to enhance spatial resolution can 
also be done for the frequency- or time-resolution of communication and 
other signal-processing devices. This pairing of the frequency and time 
domains suggests a final conjecture regarding the utility of the method. In 
justification of the starting estimate (4.41), it is argued that the kernel repre- 
senting a useful instrument is reasonably sharply crested. But the response 
of instruments built with almost uniform response can also be improved, 
since the fourier transform of a delta function is a constant, and vice versa. 
Thus, if the response of an instrument is so very flat that (4.41) fails to 
provide a useful estimate with which to start iteration, chances are one can 
formulate the problem in the conjugate domain, and find it ideally suited for 
analytic enhancement there.2j 
Finally, as regards practical applications, a number of projections can be 
made: (1) Where data handling is a problem (e.g., where telemetry is involved, 
and very many measurements are required to overcome noise problems), 
it will be highly advantageous to be able to ignore the actual data sample 
and work only with the reduced data sample A*g of substantially smaller 
dimension. (The adjoint to the operator A, which describes instrument 
response, provides the properly weighted average of the data stream.) Some 
subtleties are involved, however, in judging the extent to which repetitive 
measurement (as contrasted to measurment at additional image points) can 
reduce the effective noise level. (2) If a k nown instrument (described by A*A 
and, less sensitively, by us”) is to be used in a known evironment (R,, and 
E6), then B-~u,~ can be precomputed and stored.26 The most timeconsuming 
single step of the analysis (equivalent to over thirty iterations in the example 
of Section 5), is thus performed in advance much as painstaking calibration of 
an instrument precedes the much more rapid process of making measure- 
ments with it. (3) Where maximum speed is important, e.g., for on-line or 
real-time monitoring and communication applications, one need not think 
in terms of the limitations of a general purpose computer. The iteration 
procedure is ideally suited to parallel processing, there being nothing in the 
computational algorithm to prevent generation of all N values of the new 
image estimate simultaneously rather than sequentially. For the test cases in 
Section 5, running time could be reduced almost two orders of magnitude 
to some 4 msec per iteration. At the noise levels of Case 1 (Table I), the entire 
analytic procedure of resolution enhancement could then be performed 
at a rate of better than a dozen complete images per second, even with the 
s5 Transform techniques have been applied by Smith [22] and used for important 
theoretical discussions by Harris [lo]. A transform-equivalent of the highly idealized 
kernel (2.2) is the kernel of strict displacement type, combined with infinite range of 
integration, which makes the integral equation a simple convolution. The importance 
of suitability to a specific problem was stressed by Bellman et al. [3], who displayed 
a compendium of methods (with emphasis on dynamic programming) for numerical 
inversion of Laplace Transforms: “The problem of overcoming or circumventing 
[the computational hazards of an improperly posed problem] is always difficult and 
never routine. One cannot overemphasize the fact that no single approach, or com- 
bination of approaches, can be expected to be uniformly successful.” 
26 This information could be updated every ten seconds, if necessary, for the test 
cases shown in $5. 
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clock rate, arithmetic and storage procedures of the commercial O/S 360 
computer. 
ACKNOWLEDGMENTS 
The majority of the work reported here was performed while the writer was a 
member of the Interdivisional Task Group on the Numerical Solution of Integral 
Equations. Gratitude is therefore expressed to J. M. Zimmerman, not only for 
beneficial technical discussions, but for having arranged (as Chairman of the Corporate 
Mathematics and Statistics Panel) the establishment and financial support of the Task 
Group. Interaction with fellow Task Group members B. D. O’Reilly, Sr. (our task 
leader), and J. R. Radbill naturally contributed substantially to the evolution of the 
method presented here. 
The writer also thanks J. Spanier and J. M. Richardson for their helpful suggestions, 
and V. S. Goshi for programming support at a critical stage in the testing procedure. 
Finally, it is a particular pleasure to thank J. 0. Maloy, who first aroused my interest 
in the problem which led to this research, introduced me to the work of Phillips and 
Twomey, and attempted more than five years ago to persuade me that the statistical 
point of view (finally adopted, as indicated above, after hearing Franklin’s inspiring 
paper) would yield a more significant interpretation of our early empirical procedure 
than would the smoothing-operator point of view I advocated. 
REFERENCES 
1. M. ABRAMOWITZ AND I. A. STEGUN, “ Handbook of Mathematical Functions,” 
AMS.55, Nat. Bur. Stand., Washington, D. C., 1964. 
2. T. W. ANDERSON, “An Introduction to Multivariate Statistical Analysis,” John 
Wiley & Sons, New York, 1958. 
3. R. BELLMAN, R. E. KALABA, AND J. A. LOCKETT, “Numerical Inversion of the 
Laplace Transform,” American Elsevier, New York, 1968. 
4. M. BORN, “Optik,” Springer-Verlag, Berlin, 1933. Reprinted by J. W. Edwards, 
Ann Arbor, Michigan, 1943. 
5. J. V. BRADLEY, “Distribution-Free Statistical Tests,” Prentice-Hall, Englewood 
Cliffs, N. J., 1968. 
6. R. DEUTSCH, “Estimation Theory,” Prentice-Hall, Englewood Cliffs, N. J., 1965. 
7. J. N. FRANKLIN, Well-posed stochastic extensions of ill-posed linear problems, 
J. Math. Anal. Appl. 31 (1970), 682-716. 
8. G. GOLUB, Numerical methods for solving linear least-squares problems, Numer. 
Math. 7 (1965), 206-216. 
9. G. H. GOLUB AND J. H. WILKINSON, Note on the iterative refinement of least 
squares solution, Namer. 2Math. 9 (1966). 139-148. 
10. J. L. HARRIS, SR., Image evaluation and restoration, ./. Opt. Sot. Amer. 56 (1966), 
569-574. 
1 I. C. W. HELMSTROM, Image restoration by the method of least squares, 1. Opt. Sot. 
Amer. 57 (1967), 297-303. 
12. A. S. HOUSEHOLDER, “The Theory of Matrices in Numerical Analysis,” Blaisdell, 
Waltham, Mass., 1964. 
13. T. S. HUANG, Image enhancement: A review, Opto-ElectraGs 1 (1969), 49-59. 
14. F. A. JENKINS AND H. E. WHITE, “Fundamentals of Physical Optics,” McGraw- 
Hill, New York, 1937. 
15. C. LANCZOS, “Applied Analysis,” Prentice-Hall, Englewood Cliffs, N. J., 1964. 
16. M. M. LAVRENTIEV, “Some Improperly Posed Problems of Mathematical Physics,” 
Springer-Verlag, New York/Berlin, 1967. 
17. E. L. O’NEILL, “Introduction to Statistical Optics,” Addison-Wesley, Reading, 
Mass., 1963. 
18. D. L. PHILLIPS, A technique for the numerical solution of certain integral equations 
of the first kind, J. Assoc. Comput. Mach. 9 (1962). 84-97. 
19. C. K. RUSHFORTH AND R. W. HARRIS, Restoration, resolution, and noise, 1. Opt. 
Sac. Am. 58 (1968), 539-545. 
20. C. B. SHAW, JR. AND J. 0. MALOY, Optimally smooth numerical solution of integral 
equations of the first kind, SIAM Rev. 7 (1965), 618. 
21. D. SLEPIAN, Linear least-squares filtering of distorted images, J. Opt. Sac. Am. 
57(1967), 918-922. 
22. H. A. SMITH, Improvement of the resolution of a linear scanning device, SIAM 
J. Appl. Math. 14 (1966), 23-40. 
23. T. G. STOCKHAM, JR., “Digital Signal Processing: An Overview of Objectives,” 
IEEE Catalog Number 69C63-C, pp. 193-205, 1969. 
24. 0. N. STRAND AND E. R. WESTWATER, Statistical estimation of the numerical 
solution of a Fredholm integral equation of the first kind, J. Assoc. Camput. Muck. 
15 (1968), 10%114. 
25. V. N. SUDAKOV AND L. A, KALFIN, A statistical approach to improperly posed 
problems of mathematical physics (in Russian), Dokl. Akad. Nauk SSSR 5 
(1957), as cited in [16]. 
26. A. N. TIHONOV, Solution of incorrectly formulated problems and the regularization 
method, Sov. Math. Dokl. 4 (1963), 1035-1038. 
27. A. N. TIHONOV, Regularization of incorrectly posed problems, Soviet Math. 
Dokl. 4 (1963), 1624-1627. 
28. A. N. TIHONOV, Solution of nonlinear integral equations of the first kind, Sooiet 
Math. Dokl. 5 (1964), 835-838. 
29. A. N. TIHONOV, Nonlinear equations of the first kind, Soviet Math. Dokl. 6 
(1965), 559-562. 
30. S. TWOMEY, On the numerical solution of Fredholm integral equations of the 
first kind by the inversion of the linear system produced by quadrature, J. Assoc. 
Comput. Mach. IO (1963), 97-101. 
31. S. TWOMEY, The application of numerical filtering to the solution of integral 
equations encountered in indirect sensing measurements, J. Franklin Inst. 279 
(1965), 95-109. 
32. J. H. WILKINSON, “Rounding Error in Algebraic Processes,” Prentice-Hall, 
Englewood Cliffs, N. J., 1963. 
33. J. H. WILKINSON, The Algebraic Eigenvalue Problem, Oxford Univ. Press 
(Clarendon), London, 1965. 
