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Abstract— In this paper we present an optimal estimator of 
magnitude spectrum for speech enhancement when the clean 
speech DFT coefficients are modeled by a Laplacian 
distribution and the noise DFT coefficients are modeled by a 
Gaussian distribution. Chen has already introduced a 
Minimum Mean Square Error (MMSE) estimator of the 
magnitude spectrum. However, the proposed estimator, 
namely LapMMSE, does not have a closed form and is 
computationally extensive. We use his formulation for the 
MMSE estimator, employ some approximations and propose a 
computationally effective estimator for the magnitude 
spectrum. Experimental studies demonstrate better 
performance of our proposed estimator, Improved LapMMSE 
(ImpLapMMSE) Compared to LapMMSE and previous 
estimators in which Laplacian and Gaussian assumptions were 
made. 
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I.  INTRODUCTION  
In increasing number of speech processing applications, the 
noise reduction is becoming an essential pre-processing to 
improve the system performance. In the past three decades 
Minimum Mean Square Error (MMSE)-based single-
channel speech enhancement algorithms have received a lot 
of attention. In [1], Ephraim and Malah proposed a basic 
estimator for the magnitude spectrum of the speech signal. 
in [2], they introduced a log spectral amplitude (LSA) 
estimator and in [3], Cohen proposed optimally-modified 
log spectral amplitude (OM-LSA) estimator. Most of the 
previous works consider a fundamental assumption that the 
real and imaginary parts of Discrete Fourier Transform 
(DFT) coefficients of clean speech signal are modeled by 
Gaussian distribution. More recently, researchers have 
searched for adopting a statistical model for speech signal in 
order to enhance speech estimators. In this procedure, non-
Gaussian distributions have been employed to model real 
and imaginary parts of DFT coefficients of clean speech 
signals. Generally, Gamma or Laplacian distribution can be 
used to model real and imaginary part of clean DFT 
coefficients [4]-[9].  
In [10], Chen and Loizou have proposed a MMSE estimator 
of the magnitude spectrum based on Laplacian model for 
speech probability density function (PDF). The proposed 
analytical solution is highly non-linear, computationally 
complex and very time-consuming for implementation. In 
[10], Chen showed that the magnitude and phase of the DFT 
coefficients are statistically independent. In this method, 
they approximated the probability density function of the 
DFT coefficient magnitude. This approximate is still 
computationally far-reaching. In this paper, we present some 
approximations for Bessel function as well as for the PDF of 
the magnitude spectrum of clean speech, ݌௑ሺݔሻ, to reduce 
the complexity of the estimator. Simulation results 
demonstrate the complexity and performance of the 
resulting estimator. Evaluating the proposed estimator, 
namely Improved LapMMSE (ImpLapMMSE) shows that 
the proposed estimator outperforms the previous LapMMSE 
with lower complexity.  
The remaining of the paper is organized as follows. In 
Section II, we explain the estimator proposed by Chen in 
[10]. In Section III, we derive Improved Laplacian-based 
MMSE estimator. In Section IV, we evaluate the 
performance of ImpLapMMSE estimator. Finally, Section V 
concludes the paper. 
 
II. LAPLACIAN-BASED SHORT-TIME SPECTRAL AMPLITU- 
DE ESTIMATOR 
Suppose that  ݕሺ݊ሻ ൌ ݔሺ݊ሻ ൅ ݀ሺ݊ሻ, where ݕሺ݊ሻ, ݔሺ݊ሻ 
and ݀ሺ݊ሻ denote noisy signal, clean speech signal, and 
additive noise, respectively. Taking the Fourier Transform of 
ݕሺ݊ሻ, we get:     
                   ܻሺ߱௞ሻ ൌ ܺሺ߱௞ሻ ൅ ܦሺ߱௞ሻ                              (1) 
for ߱௞ ൌ ଶగ௞ே  where k = 0, 1, 2, . . . , N-1, and N is the frame 
length. The above equation can be also expressed in the 
following form:  
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                ௞ܻ݁௝ఏ೤ሺ௞ሻ ൌ ܺ௞݁௝ఏೣሺ௞ሻ ൅ ܦ௞݁௝ఏ೏ሺ௞ሻ                    (2) 
where { ௞ܻ , ܺ௞, ܦ௞} denote the corresponding magnitude 
spectra and {ߠ௬ሺ݇ሻ, ߠ௫ሺ݇ሻ, ߠௗሺ݇ሻ} denote the corresponding 
phase spectra of the noisy, clean and noise signals, 
respectively. 
According to the Ephraim and Malah basic work [1], the 
MMSE estimator of the magnitude spectrum ܺ௞ is obtained 
as follows: 
           ෠ܺ௞ ൌ ܧሼܺ௞|ܻሺ߱௞ሻሽ,              ݇ ൌ 0,1,2, … , ܰ െ 1     
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                   (3) 
where ܧሼ. ሽ denotes the expectation operator, ߠ௞ ؜ ߠ௫ሺ݇ሻ for 
convenience, ݌ሺܺ௞, ߠ௞ሻ is the joint pdf of the magnitude and 
phase spectra, ߣௗሺ݇ሻ denotes the noise variance and ݌ሺܻሺ߱௞ሻ|ܺ௞, ߠ௞ሻ is given by [1]: 
                 ݌ሺܻሺ߱௞ሻ|ܺ௞, ߠ௞ሻ ൌ ଵగఒ೏ሺ௞ሻ exp ቄ ሺെ
ଵ
ఒ೏ሺ௞ሻ
|ܻሺ߱௞ሻ െ
                 ܺሺ߱௞ሻ|ଶቅ                                                             (4) 
Following the procedure in [11], it is easy to show for a 
Laplacian distribution that ݌ሺܺ௞, ߠ௞ሻ  is given by [10]: 
݌ሺܺ௞, ߠ௞ሻ ൌ ௑ೖଶඥఒೣሺ௞ሻ ݁ݔ݌ ൤െ
௑ೖ
ඥఒೣሺ௞ሻ ሺ|ܿ݋ݏߠ௞| ൅ |ݏ݅݊ߠ௞|ሻ൨   (5) 
Where ߣ௫ሺ݇ሻ is the variance of kth clean DFT coefficients. 
Substituting Eq. (4) and Eq. (5) into Eq. (3), [10] has reached 
the following form of estimator: 
 
෠ܺ௞
ൌ
׬ ܺ௞ଶ exp ൬െ 1ߣௗሺkሻ ܺ௞
ଶ൰ ׬ exp ൤2ܺ௞ ௞ܻܿ݋ݏߠ௞ߣௗሺkሻ െ
ܺ௞ߣ௫ሺkሻ ሺ|ܿ݋ݏߠ௞| ൅ |ݏ݅݊ߠ௞|ሻ൨ ݀ߠ௞݀ܺ௞
ଶగ
଴
ஶ
଴
׬ ܺ௞exp ൬െ 1ߣௗሺkሻ ܺ௞
ଶ൰ ׬ exp ൤2ܺ௞ ௞ܻܿ݋ݏߠ௞ߣௗሺkሻ െ
ܺ௞ߣ௫ሺkሻ ሺ|ܿ݋ݏߠ௞| ൅ |ݏ݅݊ߠ௞|ሻ൨ ݀ߠ௞݀ܺ௞
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଴
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Let ߦ௞ ؜ ఒೣఒ೏ and ߛ௞ ؜
௒ೖమ 
ఒ೏  which denote the a priori and 
posteriori SNRs, respectively [1]. Substituting these two in 
(6), the estimator is re-written as follows [10]: 
 
෠ܺ௞
ൌ
׬ ܺ௞ଶexp ቆെ ߛ௞ ܺ௞
ଶ
௞ܻଶ
ቇ ׬ exp ቈ2ܺ௞ߛ௞ܿ݋ݏߠ௞௞ܻ െ
ܺ௞ඥߛ௞
௞ܻඥߦ௞
ሺ|ܿ݋ݏߠ௞| ൅ |ݏ݅݊ߠ௞|ሻ቉ ݀ߠ௞݀ܺ௞ଶగ଴
ஶ
଴
׬ ܺ௞exp ቆെ ߛ௞ ܺ௞
ଶ
௞ܻଶ
ቇ ׬ exp ቈ2ܺ௞ߛ௞ܿ݋ݏߠ௞௞ܻ െ
ܺ௞ඥߛ௞
௞ܻඥߦ௞
ሺ|ܿ݋ݏߠ௞| ൅ |ݏ݅݊ߠ௞|ሻ቉ ݀ߠ௞݀ܺ௞ଶగ଴
ஶ
଴
 
The above equation gives the Laplacian MMSE estimator of 
the spectral magnitude. We will refer to this estimator as the 
Laplacian MMSE estimator (or briefly, LapMMSE). To the 
knowledge of the authors, the closed form solution of this 
equation does not exist. In [10], by applying some 
approximations, Chen proposed alternative solutions and 
came up with significant results as follows [10]:  
                   ෠ܺ୩ ൌ ஺ೖା஻ೖ஼ೖା஽ೖ                                                    (8) 
where 
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               1; 2ߦ௞ଶ ௞ܻଶሻ                                                        (8-d)  
where Гሺ. ሻ is the gamma function and ܨሺܽ, ܾ; ܿ; ݀ሻ is the 
Gaussian hypergeometic function. As shown in (8-a)-(8-d), 
the derived LapMMSE estimator is highly nonlinear and 
computationally complex. In the section III, we propose 
some other approximations to be applied in equation (7) and 
present a computationally-feasible estimator. 
III. DERIVATION OF IMPLAP-MMSE 
Chen et al. have already shown  that the magnitude and 
phase of the complex DFT coefficients of clean speech 
signals are statistically independent and  derived ௑ܲ,ఏሺݔ, ߠሻ 
as follows [10]. Foe the simplicity of notation, the frequency 
bin index, k, has been dropped. 
௑ܲ,ఏሺݔ, ߠሻ ൎ
ݔ
ߨߪଶ ൥
ߨ
4 ܫ଴ ቆെ
√2
ߪ ݔቇ
൅ 2 ෍ 1݇ ܫ௞ ቆെ
√2
ߪ ݔቇ sin
ߨ݇
4
ஶ
௞ୀଵ
൩ ݑሺݔሻ 
                                                                                            (9)           
Substituting Eq. (9) into Eq. (3) results in the LapMMSE 
estimator of Eq. (8). However, Eq. (8) is still highly complex 
and nonlinear. To solve this problem, in the followings, we 
employ better approximates for ݌Xሺݔሻ and Bessel function to 
reach a computationally-efficient estimator for Laplacian-
based MMSE estimator. 
A. Derivation of Approximate LapMMSE Estimator  
As it is mentioned in [10], ௑ܲሺݔሻ is given by: 
                 ௑ܲሺݔሻ ൌ ଶ௫ఙమ ׬ exp ሺ
ି√ଶ௫ ୡ୭ୱ ఏ
ఙ
ഏ
ర଴ ሻ݀ߠ ൌ 
                 ଶ௫ఙమ ׬ exp ሺܣ cos ߠ
ഏ
ర଴ ሻ݀ߠ,       ݔ ൒ 0             (10)  
where ܣ ൌ െ √ଶఙ  , and ߪଶ ൌ ߣ௫.  Eq. (10) can be 
approximated using Tailor series expansion around ݔ ൌ 0 as:  
                 ௑ܲሺݔሻ ൌ ଶ௫ఙమ ׬ exp ሺܣ xcos ߠ
ഏ
ర଴ ሻ݀ߠ ൌ
                 ଶ௫ఙమ ׬ ∑
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ഏ
ర଴
ஶ୬ୀ଴                           (11)  
We approximate ௑ܲሺݔሻ as follows: 
                   ௑ܲሺݔሻ ൎ ଶ௫ఙమ exp ሺെට
ଶ
ఒೣ ݔሻ                                    (12) 
In Figs. 1-2 we compare the original ௑ܲሺݔሻ and the proposed 
approximation (Eq. (12)) for different values of variances 
(ߪ). As shown in Figs. 1-2, this approximation has good 
accuracy and an error less than 0.3%. The plots of ௑ܲሺݔሻ 
function and the derived approximation indicate that the 
obtained approximate can follow the function well.  
Now, we employ this approximation of px(x) in the 
estimator. By substituting Eq. (12) into (7) we get:  
 
෠ܺ ൌ
׬ ݔ2 exp ቀെ 1ߣ݀ ݔ
2ቁ exp ቆെට 2ߣݔ ݔቇ ׬ exp ቀ
2ܻݔ
ߣ݀ ቁ ݀ݔ݀ߠ
2ߨ
0
∞
0
׬ ݔ exp ቀെ 1ߣ݀ ݔ
2ቁ exp ቆെට 2ߣݔ ݔቇ ׬ exp ቀ
2ܻݔ
ߣ݀ ቁ ݀ݔ݀ߠ
2ߨ
0
∞
0
ൌ
׬ ݔ2 exp ൬െ 1ߣ݀ ݔ
2൰ exp ቌെඨ 2ߣݔ ݔቍ ܫ0ሺ
2ܻݔ
ߣ݀
∞
0 ሻ ݀ݔ
׬ ݔ exp ൬െ 1ߣ݀ ݔ
2൰ exp ቌെඨ 2ߣݔ ݔቍ ܫ0ሺ
2ܻݔ
ߣ݀ ሻ
∞
0 ݀ݔ
 
(13) 
Since there is no closed form solution for this integrals 
(nominator and denominator of Eq. (13)), in the following, 
we introduce some approximation for Bessel function and 
propose a closed form estimator. 
B. The Approximation of Bessel Function 
In this section, we approximate Bessel function for two 
cases: 
1. Bessel function approximation for small 
arguments 
2. Bessel function approximation for large 
arguments 
1. Bessel function approximation for small 
arguments 
For small arguments of SNR, we approximate the Bessel 
function I0 using the Tailor series expansion around x = 0. As 
expressed in [12], we have: 
                  ܫ଴ሺݔ; ܭሻ ؜ ∑ ቀ௫ଶቁ
ଶ௞ ଵ
ሺ௞!ሻమ ௄ିଵ௞ୀ଴                     (14) 
Substituting this expression into Eq. (13) gives: 
෠ܺ  ൌ
׬ ݔ2 exp൬െ 1ߣݔ ݔ2൰ expቆെට
2
ߣݔݔቇ
∞0 ∑ ቆܻݔߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0  ݀ݔ
׬ ݔ expቆെ 1ߣ݀ ݔ
2ቇ expቆെට 2ߣݔݔቇ ∑ ቆ
ܻݔ
ߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0∞0 ݀ݔ
ൌ
∑ ቆ ܻߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0 ׬ ݔ2൅2݇ exp൬െ 1ߣݔ ݔ2൰ expቆെට
2
ߣݔݔቇ
∞0  ݀ݔ
∑ ቆ ܻߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0 ׬ ݔ1൅2݇ expቆെ 1ߣ݀ ݔ
2ቇ expቆെට 2ߣݔݔቇ
∞0 ݀ݔ
ൌ
∑ ቆ ܻߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0 ׬ ݔ2൅2݇ expቆെ 1ߣ݀ ݔ
2െට 2ߣݔݔቇ
∞0  ݀ݔ
∑ ቆ ܻߣ݀ቇ
2݇ 1
൫݇!൯2
 ܭെ1݇ൌ0 ׬ ݔ1൅2݇ expቆെ 1ߣ݀ ݔ
2െට 2ߣݔݔቇ
∞0 ݀ݔ
     
                                                                                          (15) 
Using [13, Thm.6.643.2] we drive: 
 
෠ܺ ൌ
∑ ൬ ܻߣௗ൰
ଶ௞ 1
ሺ݇!ሻଶ ௄ିଵ௞ୀ଴ ቆ2ට
2
ߣ௫ቇ
ିଶ௞ାଷଶ
Гሺ2݇ ൅ 3ሻ exp ൬14
ߣௗߣ௫൰ ܦିሺଶ௞ାଷሻሺܶሻ
∑ ൬ ܻߣௗ൰
ଶ௞ 1
ሺ݇!ሻଶ ௄ିଵ௞ୀ଴ ቆ2ට
2
ߣ௫ቇ
ିሺ௞ାଵሻ
Гሺ2݇ ൅ 2ሻ exp ൬14
ߣௗߣ௫൰ ܦିሺଶ௞ାଶሻሺܶሻ
ൌ 1ඥ2ߛ
∑ ൬ ܻߣௗ൰
ଶ௞ 1
ሺ݇!ሻଶ ௄ିଵ௞ୀ଴ ቆ2ට
2
ߣ௫ቇ
ି௞
Гሺ2݇ ൅ 3ሻ exp ൬14
ߣௗߣ௫൰ ܦିሺଶ௞ାଷሻሺܶሻ
∑ ൬ ܻߣௗ൰
ଶ௞ 1
ሺ݇!ሻଶ ௄ିଵ௞ୀ଴ ቆ2ට
2
ߣ௫ቇ
ି௞
Гሺ2݇ ൅ 2ሻ exp ൬14
ߣௗߣ௫൰ ܦିሺଶ௞ାଶሻሺܶሻ
. ܻ 
(16) 
By considering the a priori and a posteriori SNRs as ߦ ൌ ఒೣఒ೏ 
and ߛ ൌ ௒మఒ೏ respectively, equation (16) can b re-written as: 
 
෠ܺ
ൌ 1ඥ2ߛ
∑ ൬ ܻߣௗ൰
2݇ 1
ሺ݇!ሻ2 ܭെ1݇ൌ0 ቆ
2
ܻ ට
ߛ
ߦቇ
ି௞
Гሺ2݇ ൅ 3ሻ exp ቀ 14ߦቁ ܦିሺଶ௞ାଷሻሺܶሻ
∑ ൬ ܻߣௗ൰
2݇ 1
ሺ݇!ሻ2 ܭെ1݇ൌ0 ቆ
2
ܻ ට
ߛ
ߦቇ
ି௞
Гሺ2݇ ൅ 2ሻ exp ቀ 14ߦቁ ܦିሺଶ௞ାଶሻሺܶሻ
. ܻ 
 
Where ܶ ൌ √ߛ and ܦఊሺݖሻ is parabolic cylinder function. 
2.  Bessel function approximation for large arguments 
For large input arguments, a large value of K is required 
to accurately approximate ܫ଴ via equation (14). This results 
in numerical problems and demanding computations. 
Therefore, for these case the following well-known 
approximation of ܫ଴ is applied [12]: 
                ܫ଴ሺݔሻ~ ଵ√ଶగ௫ exp ሺݔሻ                                (18) 
Substituting this approximation into Eq. (13) we get: 
෠ܺ
ൌ
׬ ݔଶ exp ൬െ 1ߣௗ ݔ
ଶ൰ exp ቆെට 2ߣ௫ ݔቇ
ஶ
଴
1
√2ߨݔ exp ሺ
2ܻݔ
ߣௗ ሻ ݀ݔ
׬ ݔ exp ൬െ 1ߣௗ ݔ
ଶ൰ exp ቆെට 2ߣ௫ ݔቇ
ஶ
଴
1
√2ߨݔ exp ሺ
2ܻݔ
ߣௗ ሻ ݀ݔ
ൌ
׬ ݔଷଶ exp ൬െ 1ߣௗ ݔ
ଶ൰ exp ቆെට 2ߣ௫ ݔቇ
ஶ
଴ exp ሺ
2ܻݔ
ߣௗ ሻ ݀ݔ
׬ ݔଵଶ exp ൬െ 1ߣௗ ݔ
ଶ൰ exp ቆെට 2ߣ௫ ݔቇ
ஶ
଴ exp ሺ
2ܻݔ
ߣௗ ሻ ݀ݔ
 
ൌ
׬ ௫
య
మ ୣ୶୮൬ି భഊ೏ ௫
మି൬ට మഊೣି
మೊೣ
ഊ೏
൰௫൰ಮబ  ௗ௫
׬ ௫
భ
మ ୣ୶୮൬ି భഊ೏ ௫
మି൬ට మഊೣି
మೊೣ
ഊ೏
൰௫൰ಮబ  ௗ௫
                    
                                                                                          (19) 
Using [13, Thm 3.426.1] we get: 
෠ܺ ൌ 1ඥ2γ
Г ቀ52ቁ exp  ൬
ܲଶ
4 ൰  ܦିହଶሺܲሻ
Г ቀ32ቁ exp  ൬
ܲଶ
4 ൰  ܦିଷଶሺܲሻ
ܻ 
             ൌ ଵඥଶஓ
Гቀఱమቁ ஽షఱమ
ሺ௉ሻ
Гቀయమቁ ஽షయమ
ሺ௉ሻ ܻ                               (20) 
where ܲ ൌ ሺටଵక െ ඥ2ߛሻ
 and ܦఊሺݖሻ denote parabolic cylinder 
function. Therefore defining ܩூ௠௉௟௔௣ିெெௌா  as follows: 
 
 
 
(17) 
 
 
 
 
ܩூ௠௣௅௔௣ିெெௌா ൌ ଵ√ଶߛ
Гቀఱమቁ ஽షఱమ
ሺ௉ሻ
Гቀయమቁ ஽షయమ
ሺ௉ሻ                            (21) 
We get: 
                           ෠ܺ ൌ ܩூ௠௣௅௔௣ିெெௌா. ܻ                            (22)  
Finally, the clean speech component is obtained using the 
inverse STFT and the weighted overlap-add method. 
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(b) 
Fig. 1. The pdf of the magnitude of the DFT coefficients assuming the real 
and imaginary parts are modeled by a Laplacian distribution for various ߪ    
The plot indicated by the solid line shows the pdf computed by numerical 
integration of Eq. (10). The plot indicated by ‘*’ shows the pdf 
approximated by Eq. (12). (a) ߪ ൌ 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1. (b) ߪ ൌ
2, 3, 5, 10, 15, 20, 30. 
IV. IMPLEMENTATION AND PERFORMANCE EVALUATION  
In this section, we present experimental results that 
demonstrate better performance of our proposed estimator, 
Improved LapMMSE (ImpLapMMSE) with respect to 
LapMMSE and previous estimators in which Laplacian and 
Gaussian assumptions were made. For simulation, eight 
(clean) speech signals (sampled at 16 KHz) were selected 
from TIMIT data base. Further. We made these signals 
noisy with Gaussian noise and considered wide range of 
input SNRs (-10db,-7db,-2.5db, 0db) in this experiment. To 
evaluate the performance of proposed method, we have used 
three basic measures: SegSNR, LLR distance and Weighted 
Spectral Slope WSS. Next, we have compared the output of 
proposed method with those for MMSE-STSA, MMSE-
LSA and OM-LSA, methods.  
The results have been listed in Tables I-III for segSNR, 
LLR distance and WSS values, respectively. As shown in 
simulation results, we realize that the proposed method in 
lower SNR values has gained significant performance, In 
comparison to the amplitude estimation of signal spectrum 
when Gaussian assumption was considered. Furthermore, the 
proposed estimator provides better performance than MMSE, 
LSA and OMLSA methods. Listening tests show that this 
method has less residual noise than the previous estimators. 
This is also almost obvious in Fig. 2  
V. SUMMARY AND CONCLUSION 
In this paper, we explored the Laplacian MMSE 
estimator (proposed by Chen et al. in [10]). The estimator is 
based on strongly analytical mathematics, and it has a great 
complexity. In this paper, we employed more accurate 
approximations to improve MMSE estimator in which DFT 
coefficients of speech signal are modeled by Laplasian 
distribution. As a result we obtained a Gain function which 
can omit the additive noise in a better way. Comparing the 
proposed method with the previous ones shows this fact and 
as in [10], this method has less residual noise, less distortion 
speech signal and finally better performance in results.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Fig. 2. Spectrograms of (a) Noisy signals, (b) enhancement noisy signal by 
the Gaussian MMSE estimator, (c) enhancement noisy signal by the Gauss- 
ian MMSE-LSA estimator (d) enhancement noisy signal by the Gaussian 
MMSE-OMLSA estimator (e) enhancement noisy signal by the Laplacian 
MMSE (ImpLapMMSE) estimator 
TABALE I 
Comparative performance, in terms of segmental SNR, of the Gaussian-
based MMSE, MMSE_LSA, MMSE-OMLSA and ImpLaplacian-based 
MMSE estimators 
Segmental SNR (dB) 
Method -10 dB -7 dB -5 dB -2.5 dB 0 dB 
ImpLapMMSE 2.42 3.84 5.22 7.68 11.20 
MMSE-STSA 1.40 2.55 3.62 3.23 8.32 
MMSE-LSA 1.94 3.30 4.50 6.60 9.57 
MMSE-OMLSA 3.06 4.61 6.08 8.61 12.27 
 
TABALE II 
Comparative performance, in terms of log-likelihood ratio, of the Gaussian-
based MMSE, MMSE_LSA, MMSE-OMLSA and ImpLaplacian-based 
MMSE estimators 
log-likelihood ratio (LLR) (dB) 
Method -10 dB -7 dB -5 dB -2.5 dB 0 dB 
ImpLapMMSE 3.44 3.21 3.05 2.88 2.74 
MMSE-STSA 3.40 3.16 3.01 2.83 2.67 
MMSE-LSA 3.33 3.10 2.94 2.75 2.61 
MMSE-OMLSA 3.16 3.94 2.78 2.61 2.49 
 
TABALE III 
Comparative performance, in terms of WSS of the Gaussian-based MMSE, 
MMSE_LSA, MMSE-OMLSA and ImpLaplacian-based MMSE estimators 
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Weighted Spectral Slope (WSS) (dB) 
Method -10 dB -7 dB -5 dB -2.5 dB 0 dB 
ImpLapMMSE 133.41 128.49 125.50 120.33 115.33 
MMSE-STSA 64.40 62.47 61.04 59.16 57.25 
LSA 68.51 66.46 65.13 63.29 61.15 
OM-LSA 90.12 91.74 92.51 92.36 90.19 
