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КОМПЬЮТЕРНОЕ МОДЕЛИРОВАНИЕ
УДК 004.942
ИССЛЕДОВАНИЕ НЕМОДУЛЬНЫХ ОПЕРАЦИЙ В СИСТЕМЕ ОСТАТОЧНЫХ КЛАССОВ
В статье предложено математическое описание ряда методов вычис­
ления позиционных характеристик модулярного кода, а также рассмотре­
ны различные аспекты их применения при выполнении немодульных 
операций над числами в системе остаточных классов. Разработана про­
грамма, моделирующая выполнение этих алгоритмов на ЭВМ и позво­
ляющая производить сравнение временных затрат.
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Система остаточных классов (СОК) по праву служит основой проектирования па­
раллельны х вычислительных систем. Операции над числами в СО К делятся на две груп­
пы -  модульные, когда действия над числами можно проводить независимо в параллель­
ных каналах, и немодульные, когда для выполнения операции необходима информация 
обо всем числе.
К немодульным операциям в СОК относится: деление, расш ирение, определение 
знака, сравнение, определение переполнения, масш табирование, определение ошибки, 
локализация ошибки, вычисление ранга и др. М ногие из этих операций могут быть реа­
лизованы на основе восстановления числа по его остаткам, выполнения необходимых 
действий и обратного перевода в СОК. Однако такой подход противоречит идее распарал­
леливания вы числительного процесса.
Анализ сущ ествующ их алгоритмов выполнения немодульных операций в СО К по­
казывает, что все операции данного класса можно разделить на простые и составные. К 
простым немодульным операциям будем относить те из них, которые могут использо­
ваться как самостоятельные автономные звенья более слож ных немодульных операций, 
называемых, в свою очередь, составными.
Деление в СО К рассматривается с двух позиций — как деление нацело и деление с 
остатком.
В первом случае деление без остатка можно осущ ествить путем модульного умно-
ж ения делимого на мультипликативную обратную величину делителя
а
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И сключение составляет только случай когда делитель или его сомножители являются ос­
нованиями СОК. При этом цифры частного по всем каналам, кроме совпавш их, опреде­
ляются по общ ему правилу, как указано выше, а остатки по соответствующ им совпавш им
Ъ
р
модулям долж ны  быть доопределены  путем расш ирения остаточного представления 
в СОК.
Во втором случае предлагается алгоритм деления с округлением. Для реализации
данного алгоритма необходимо определить остаток ССп+1 делимого по делителю и мо-
дульно вычесть этот остаток, в результате чего будет получена ситуация, аналогичная из­
ложенной в первой части алгоритма [1, 2].
В качестве альтернативы указанны х методов можно предложить способ деления 
путем замены делителя его обратной величиной, эффективно реализуемый на примере 
действий над обыкновенными дробями с раздельным представлением в СОК числителей 
и знаменателей. Данный метод обеспечивает высокую точность вычислений, но он более 
сложен в аппаратной реализации и требует логической модификации сущ ествую щ их ал­
горитмов.
Алгоритм деления с остатком в СОК по своей сути является частью алгоритма выпол­
нения другой не менее важной немодульной операции — масштабирования . Разница ме­
ж ду этими двумя операциями состоит лишь в том, что масштабирование в СОК должно при­
меняться к более общему случаю, например, к делению чисел представленных в формате с 
плавающей точкой (ЧПТ), когда операции в СОК производятся непосредственно над мантис­
сами. Для ЧП Т характерно использование порядка числа, за счет чего можно корректировать 
относительную величину числа (масштабировать число, используя масштабный коэффици­
ент) и разрешить проблему деления чисел в СОК в том случае, когда делимое меньше дели­
теля, а также добиться минимальной ошибки округления.
Выполняя деление или масш табирование чисел в СОК, неизбежно придется про­
водить их сравнение . Операция сравнения чисел в СОК более сложна, чем в позицион­
ных системах счисления.
Сущ ествует интервальный метод сравнения [1, 2], когда в качестве показателя ве­
личины числа А  = р , 1А + С  используется номер интервала
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где 1а = —  , ]  ^ г и 1а = —------------- — постоянные коэффициенты, определен­
' Рг------------------- ‘ Рг
Р
ные системой оснований, Р. = — , С  -  цифры СОК-представления А . При таком подходе
Рг
сравнение чисел сводится к вычислению и сравнению номеров интервалов. В случае если 
числа принадлеж ат одному интервалу, предлагается вычислить их разность и по знаку 
этой разности сделать вывод о сравнении чисел. Для данного метода больш ое значение 
имеет выбор дробящ его модуля р .^ Чем меньш е р ;., тем на больш ее число интервалов
Р  Р
]  • —  , 0  + 1 )  • —
Рг Рг
]  = 1, Р 1 _ 1 можно разбить исходный диапазон представления чисел
Р, и тем больш е вероятность, что два сравниваемых числа не попадут в один интервал и 
не придется дополнительно вычислять их разность и определять её знак. С другой сторо­
ны, чем больш е Р ;. , тем меньш е времени необходимо для вычисления 1А , так как от ве­
личины Р 1 зависит размерность чисел 1А . При этом даж е использование Р1 = 2  в качест­
ве дробящ его модуля не гарантирует отсутствия совпадений номеров интервалов для 
близко леж ащ их чисел.
Другой подход к сравнению двух чисел в СОК состоит в переходе от СО К к обоб­
щенной полиадической системе счисления (ОПСС). Сущ ествует два метода перевода из 
СОК в ОП СС — традиционный последовательный и модифицированный параллельный. 
При последовательном методе разряды  ОП СС вычисляются по формуле
аг = ((...(а, -  а  )ги -  а2 )тг, - ... -  (ш оё р ,) , I = 1, п (2)
1 '
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— константы, определяемые набором оснований СОК. При параллельном
Р]
методе перевода необходимо заранее получить ОП СС-представление ортогональных ба­
зисов В 1. Далее путем умножения на соответствующ ий остаток СОК-представления числа 
производится вычисление ортогональных чисел вида
Аг = [о ,о ,...,а  • ц  а  • ^ , . . . , а  • ц  ^ / = 1,п . (з )
п
А  само число представляется как сумма его ортогональных чисел А = ^  А1 . При
1=1
этом может возникнуть переполнение в 1-м разряде ОПСС [1, 2]. Для получения конечно­
го результата необходимо выполнить взятие модульны х вычетов от каждого разряда 
ОПСС по соответствующ им модулям СОК с последовательным переносом целой части 
\а1 ]р из младш их разрядов в старшие. В последнем разряде переполнение отбрасывается.
П оследовательный характер операции переноса целой части \а{ ]р является одним из
наиболее сущ ественных недостатков данного метода.
Сравнение чисел указанны ми методами производится в части сравнения их абсо­
лю тны х величин. Однако, для интервального метода, если номера интервалов исходных 
чисел А  и В совпадут, то их разность А-В, как и любой промежуточный результат реаль­
ных вычислений в СОК, может оказаться величиной как положительной, так и отрица­
тельной. П оэтому следующ ей рассматриваемой немодульной операцией в СО К является 
определение знака числа .
Знак числа в СОК можно вводить двумя способами — явно и неявно [1, 2].
При явном введении знака числа используется дополнительный бит информации, 
идентифицирующ ий принадлеж ность числа к положительной или отрицательной части 
множества целых чисел из интервала ( - Р; Р ) . Тогда операцию вычитания в СО К можно 
заменить операцией вычитания из числа больш его по модулю числа меньш его по м оду­
лю. Для данного метода характерно отсутствие временных затрат на вычисление допол­
нительных параметров, позволяю щ их определить знак числа, что компенсируется изли­
ш еством аппаратной реализации. Но в этом случае мы не сможем без сравнения чисел 
вычислить их разность, что неприемлемо для интервального метода сравнения.
При неявном методе введения знака числа исходный диапазон представления чи­
сел [о, Р] разбивается на две половины — [о, Р/2) и [Р/2, Р), если среди модулей СО К есть 
четный, и [о, (Р-1)/2) и [(Р-1)/2, Р), если четного основания нет. Числа принадлеж ащ ие 
первому интервалу считаются положительными, второму — отрицательными. Все дейст­
вия над числами производятся в дополнительном коде. Дополнительны й код полож и­
тельных чисел совпадает с их СОК-представлением, а для отрицательных чисел получает­
ся вычитанием остатков из соответствую щ их модулей СОК, что эквивалентно числу Р-А. 
Данный метод обеспечивает простоту реализации операций сложения, вычитания и ум ­
ножения (за счет выполнения свойства дистрибутивности), но при делении необходимо 
предварительно восстанавливать СОК-представление отрицательного числа с помощью 
операции полярного сдвига, то есть вычислять прямой код числа. По заверш ении деле­
ния также необходимо восстанавливать дополнительный код результата для выполнения 
последую щ их вычислений.
При неявном введении знака числа для его определения можно использовать ин­
тервальный метод сравнения чисел по абсолютной величине с Р/2 либо с (Р-1)/2. Альтер­
нативой ему служит метод перевода в ОПСС. При этом если выбрать р 1 > р 2 > ... > р п и 
рп = 2 , то по значению старш его коэффициента ОП СС-представления (о или 1) можно оп­
ределить принадлеж ность числа к положительной или отрицательной части диапазона 
представления.
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Операции деления и масш табирования в СО К помимо сравнения чисел тесно свя­
заны с расш ирением остаточного представления модулярного кода. И спользование ок­
ругления в процессе масш табирования требует разработки эфф ективных алгоритмов вы­
числения округляемого остатка ССп+1. Округляемый остаток зависит от величины числа и 
величины делителя, которые заранее предугадать невозможно. Обозначая делитель через 
р п+1, получаем формальное расш ирение диапазона представления чисел Р ' = Р  ■ р п+1. На 
основании этого можно вывести закономерности представления чисел из исходного диа­
пазона [0 , Р )  в новой расш иренной СО К с диапазоном [0 , Р ')  .
Один из способов расш ирения остаточного представления чисел в СО К — метод 
перевода чисел в ОПСС с дополнительным финальным шагом [2]. Как известно, число в 
ОПСС представляется в виде
А  = а пРхР2 ■"Рп-1 + а п-ХР\Р2 ■"Рп-2 +  ■■ +  а 3 Р\Р2 + а 2Рх + а Х, (4 )
где Р х -  основания ОПСС. Если основания СО К и ОП СС совпадают, то эквивалентны и
диапазоны представления чисел. В расш иренной ОП СС то же число будет представлено в 
виде
А  = а п+хРхР2 ■■ Рп +  а пРхР2 ■■ Рп-Х +  ■■ + а 3РхР2 +  а 2Рх +  °Х . (5 )
П риравнивая правые части выражений (4) и (5), получаем, что а п+х =  0 . На осно­
вании формулы (2) получаем выражение для С п+х:
0 = ((-(С + х  -  ах )*Х,п+х -  а2 К „+ х -  ■■ -  ап Кп+х (тоёРп+х ) , ^
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^  аг К,п+х ■ И1 1 Рп+х1=х Рп+х Рп+х
Рп+х
(6)
Основным недостатком описанного метода является необходимость вычисления
х
констант К  х, г = х, п , как обратных мультипликативных элементов . П оэтому
Рп+х
данный метод накладывает сущ ественные ограничения на допустимы е значения Р п+х,
связанные с необходимостью сущ ествования (вычислимости) обратных мультипликатив­
ных элементов, используемых в алгоритме.
Другой способ расш ирения остаточного представления в СОК состоит в использо­
вании такой позиционной характеристики как ранг числа [1, 2]. Согласно методу ортого­
нальных базисов, применяемому для перевода чисел из СОК в ПСС, величина числа оп­
ределяется по формуле
А = Т . С Вг -  ГАР  , (7 )
г=\
где гА -  ранг числа — величина, показывающ ая во сколько раз в процессе перевода был 
превыш ен диапазон представления чисел Р. Путем взятия модульных вычетов от левой и
п
правой частей (7) можно получить а п+х = ( ^ с в , - гАР ) т о ё Р п+х или
г=!
С п+1 = (|С 1Р 1 + С 2/Д| Р + ■■ + |С пР п + ГаР п+\ Р ) т о ё Рп+1 , (8)
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где Р  = \В \Рп+1 , 1 = 1  п , Рп+1 =  Рп+1 _  |р |'Рп+1
. Алгоритм, представленный формулой (8)
Рп+1
для ускорения вычислений можно реализовать методом рекуррентного модульного 
сдваивания. Расш ирять остаточное представление, как и в предыдущем случае можно по 
нескольким модулям параллельно. Главным достоинством описанного метода служит от­
сутствие в его алгоритме операций вычисления обратных мультипликативных элементов,
таких как константы г к ^, что снимает ряд ограничений на допустимые значения Р п+1 .
П оэтому в отличие от метода на основе перевода в ОПСС, где расш ирение можно прово­
дить только по модулям взаимно простым с основаниями СОК, данный метод является 
более универсальным.
Сущ ествует еще один метод расш ирения остаточного представления чисел на ос­
нове использования такой позиционной характеристики, как ядро числа. По определе-
А
, где г  -  целые числа. П оложив т1 =т2 =... = тп1 = 0  , анию ядро числа К А =  X  г
г=1 Рг
тп = 1 , можно выразить К А через остатки С г:
Ка = | " Х Р в С  т о ё  Ка , (9 )
гд е Р В, = В г 1 Рп , 1 = 1  п _ 1 , КВп = (Вп _ 1)1Рп , = Р  1 Рп = Р п_1 . Тогд а
С п+1 = СТ1С 1 + ° 2 С 2 + ■ + °п С п + вРА ( т о ё  Рп+1 ) ,
где и в  — коэффициенты, определяемые системой оснований. С учетом предлож енно­
го выбора констант г. можно записать выражение для с п+х в виде
С п+1 = °п С п + вРА (тоё Рп+1 ) , (10)
Р
Л = 1р| , 8 = |Рд| [1].
1 Рп+1 1 °'Рп+\гд е ^п = Д  (1 |8 ) (т о ё  Рп+1 ) , в = Л(118)(тоё Рп+Р) , 8„ = Р.. Рп+1
И спользование формулы (10) для практических вычислений малопригодно, так как в яв
1
ном виде (10) она требует вычисления обратных мультипликативных элементов
Р п Рп+1
что при заранее неизвестном р п+х требует дополнительны х временных затрат, а также на­
кладывает дополнительные ограничения на допустимы е значения р п+х. Более того, де­
тальный анализ формулы (10) показывает, что путем эквивалентны х преобразований она 
сводится к формуле
С п+1 = С п + РпР А ( т о ё  Рп+1 ) , (11)
где Р А вычисляется по формуле (9). При желании, вычисления по формуле (9) могут 
быть реализованы методом рекуррентного модульного сдваивания, за счет чего может 
быть получен сущ ественный выигрыш  в скорости выполнения операций. Основным не­
достатком формулы (11) является зависимость ядра числа от его остаточного представле­
ния, выражаемая формулой (9), то есть необходимость пересчета КА для каждого числа 
А . С другой стороны формула (11) не содерж ит операций вычисления обратных мультип­
ликативны х элементов и может быть реализована для лю бого р п+х.
Сравнивая формулы (8) и (11) можно заметить, что по своей структуре они имеют 
много общего. Для полноты изложения вопроса о вычислении немодульных характери-
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стик СОК, следует рассмотреть ряд методов вычисления ранга числа гА и провести их 
сравнение по трудоемкости с методом вычисления ядра числа, представленным 
формулой (9).
Ранг числа изначально появляется в формуле (7), как характеристика, позволяю ­
щая определить величину числа в ПСС без редукции накопленной методом ортогональ-
п
ных базисов суммы Ё а В 1 по модулю диапазона представления чисел Р. Так как гА вхо-
1=1
дит в ф ормулу (7) в виде произведения гАР  , то для выражения гА из (7) без непосредст­
венного вычисления А  необходимо применить редукцию обеих частей формулы (7) по 
некоторому модулю р п+1, удовлетворяю щ ему условию (Р, р п+1) = 1 . Тогда из формулы (7) 
получаем
ГА ( т °^ Рп+1) =





где п^+1 = А . В виду излож енных выш е особенностей формулы (7) и полученной на её
1 1 рп+1
основе формулы (12) прослеживается тесная взаимосвязь операции вычисления ранга 
числа и вычисления остатка а п+1, а именно: имея избыточный остаток, мы можем вы чис­
лить ранг по формуле (12) и наоборот — имея ранг, мы можем вычислить избыточный 
остаток по формуле (8).
Сущ ествует модификация изложенного метода. Так как ортогональные базисы В { 
вычисляются по формуле
Р  ■ ~  (13)В . = Ш:Р: = т . I = 1, п.
где т . = р  1 ш оё р  ^ — веса базисов, то (12) можно преобразовать к виду




гд е 8г =
т.
, 1 = 1  п , дп+1 = Рп+1 -
Рп+1 Рп+1
Для реализации еще одного метода вычисления ранга числа необходимо выразить 
число А  формулой (7) в основной (с диапазоном Р) и расш иренной (с диапазоном Р ' ) 
СОК и приравнять правые части полученных выражений, получим
п п+1
Ё а В г -  ГАР  = Ё а гВ г -  ГАР ' ^
тп+1
а .
т 1 -  т 1 р1 п+1 + а 2 т 2 -  т 2Р Г  п+1 + ... + а п тп -  тпР п +1
Р 1
ГА + ГаР п+1
т п+1а п+1 + ГА = - 5 А + ГА Рп+1 , ^  Л =
т Р п + 1 -  т
, 1 = 1, п - 1 , 5 а = Ё а Л  [2].
Рг =1
И далее переходя к сравнению по модулю р п+1, получим формулу
ГА ( т °^ Рп+1 ) = |-  ВА -  тп+1а п+1 I1Рп+1
(15)
Н епосредственные вычисления ранга числа по формулам (12), (14) и (15) сопряж е­






1. Необходимостью заранее знать остаток с п+х по избы точному модулю Р п+х.
2. Необходимостью проводить долгие сложные расчеты промеж уточных величин,
х
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неизбежно заложенные в алгоритм ( =  в формуле (12), величины д  и в формулах
Р  Рп+х
(14) и (15), соответственно).
3. Н аличием скрытого ограничения на допустимы е значения Р п+х (при много­
кратном использовании вычисленного гА), обозначенного в формулах (12), (14) и (15) 
операцией редукции по модулю Р п+х в левой части сравнения.
Поясняя пункт 3), следует сказать, что в случае если истинное значение ранга чис­
ла превысит величину избыточного модуля Р п+х , то операция редукции приведет к полу­
чению заниженного результата, что может повлечь за собой ошибки расш ирения оста­
точного представления числа по формуле (8) для других модулей. Анализ предлагаемых 
алгоритмов вычисления ранга числа показал, что избыточный модуль Р п+х должен быть
больш е больш его основания СОК — при таком подходе вычисленный единожды ранг 
числа можно использовать для расш ирения остаточного представления по нескольким 
избыточным модулям одновременно без дополнительного пересчета ГА по каж дому из
них. Более того, при изначальном расчете гА используются операции вычисления обрат­
ных мультипликативны х элементов, поэтому в этом случае долж но выполняться условие 
(Рх, Рп+1) = х , * = х, п . Н есомненно, что при расш ирении по одному каналу должно вы пол­
няться только условие взаимной простоты модулей, так как на конечный остаток с п+х 
промежуточное сокращ ение гА ( т о ё  Р п+х) в данном случае не повлияет. А  при дополни­
тельном расш ирении остаточного представления с заранее корректно вычисленным ран­
гом все дополнительны е ограничения на Р п+х уже можно будет опустить.
Исходя из выш еизлож енных особенностей вычисления гА , можно сделать вывод, 
что формулы (12), (14) и (15) малопригодны для практического вычисления и пересчета 
ранга числа при заранее неизвестной величине избыточного модуля Рп+х . На практике
для быстрого и качественного расчета гА представляется удобным всегда иметь один из­
быточный канал СОК, с величиной модуля Рп+х , удовлетворяющ ей указанным выше тре­
бованиям взаимной простоты и допустимой размерности.
Сравнивая формулы для расш ирения остаточного представления на основе ранга и 
ядра числа, приходим к выводу, что метод, использующ ий КА, выраженный формулой 
(11), является более удобным для практического применения.
При изложении методов вычисления ранга числа был затронут еще один важный 
для СОК вопрос — использование избыточных каналов модулярного представления кода 
наряду с основными. Избыточные каналы в СОК, вообщ е говоря, могут использоваться не 
только для вычисления ранга числа, но и для коррекции ошибок, выявления переполне­
ния и выполнения других важ ных функций.
Коррекция ошибок в СО К это вопрос отдельного комплексного исследования. 
Сущ ествует геометрический метод коррекции ош ибок СОК-вычислений, базирующийся 
на том обстоятельстве, что числа в СОК могут принимать определенный разреш енный 
набор состояний. М ножество разреш енны х и неразреш енных значений чисел можно изо­
бразить с помощью вершин многогранника в л-мерном пространстве, где п — размер­
ность СОК. Расстоянием Хэмминга называется расстояние 3  м еж ду любыми двумя век­
торами (кодами) а х и а 2 из множества Р . Под расстоянием в данном случае понимается
число компонент, в которых эти векторы (коды) отличаются друг от друга. Согласно из­
вестным закономерностям, корректирующ ий код в СО К может обнаружить все совокуп­
ности из I или меньш его числа ошибок, если минимальное расстояние кода больш е I, 
то есть
4шт -  1 + 1 ,
и может исправить эти ош ибки, если минимальное расстояние кода больш е удво­
енного числа ошибок, то есть
4 тт  -  21 + 1 .
С практической точки зрения исправление ош ибок в СОК состоит из трех этапов — 
обнаружения, локализации и исправления. Возможности данной операции во многом за­
висят от набора избыточных модулей СОК.
В процессе коррекции модулярного кода может быть установлено, что какие-либо 
из основных или резервны х каналов СОК выш ли из строя, что повлечет за собой необхо­
димость динамического перестраивания набора оснований СОК и пересчета связанных с 
ним констант, используемых в описанных выше алгоритмах. Одними из таких констант 
являются ортогональные базисы В  1. Рассмотрим метод пересчета ортогональньх бази­
сов при изменении набора оснований СОК [1, 2]. При изменении набора р 1 в формуле 
(13) изменяются оба множителя, по которым вычисляется В  1. П олучаем формулы
а) для сокращения набора оснований СОК  
Р 1Р * = Р к ^  Щ = ЩРк( т о ё Рг) и Р  = Р 1 Рк ^
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В* = |В,.|Р. , г = 1, п _ 1 ; (16.1)
б) для расширения набора оснований СОК
Р  1Р * = 11 Рп+1 ^  Щ = ~ ^  ( т о ё  Рг )  и Р  = РРп+1 ^
В
В * = — Рп+1 , 1 = 1  п . (1б.2)
Р п+1 Р *
В случае б) дополнительный ортогональный базис В п+1 необходимо будет вы чис­
лить по общей формуле (13). П редлож енный метод пересчета ортогональных базисов по­
зволяет с минимальными затратами динамически пересчитывать значения В  { при изме­
нении набора оснований СОК.
П оследняя рассматриваемая немодульная операция в СО К — обнаружение пе­
реполнения . Переполнение диапазона представления чисел может возникнуть на лю ­
бом этапе вычислений. В случае если оно не будет вовремя замечено, переполнение спо­
собно повлечь за собой последовательное распространение ош ибки вычисления во всех 
расчетах, использующ их текущ ий неверный результат. СО К позволяет разработать эф ­
фективный алгоритм обнаружения переполнения на основе метода перевода в ОПСС  
для избыточного набора оснований. Согласно этом у алгоритму в упорядоченной ОПСС,
то есть при р п+{ > р , I = 1, г , ]  = 1, п , избыточные цифры ОПСС являются нулевыми —
ап+г = 0 , 1 = 1, г . Вычисление избыточных цифр ОП СС может проводиться в параллель­
ном реж име и не повлечет больш их временных затрат [1, 2]. При этом необходимо зара­
нее знать остаточное представление числа по избыточным модулям.
Таким образом, было проведено теоретическое исследование ряда методов вы пол­
нения немодульных операций в СО К и вычисления сопутствую щ их позиционных харак­
теристик.
Вывод . Операции вычисления ранга и ядра числа, расш ирения остаточного пред­
ставления в СОК, вычисления номера интервала и перевода из СОК в ОП СС можно отне­
сти к классу простьх немодульньх операций. На их основе реализуются такие важные 
операции, как деление, масш табирование, определение знака числа, ошибки и перепол­
нения, которые в свою очередь будем относить к классу составньх немодульньх опера­
ций в СОК.
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Компьютерное моделирование 
М атематическая основа всех участвую щ их в исследовании алгоритмов была изло­
ж ена выше, и компьютерное моделирование в данном случае призвано подтвердить вы ­
двинутые гипотезы и предположения. С помощью компьютерного эксперимента было 
вычислено время работы излож енных алгоритмов и получены дополнительны е аргумен­
ты в защ иту сделанных ранее выводов.
Основной упор был сделан на исследовании простых немодульных операций в 
СОК, как основополагающ их для реализации составных операций.
С помощью среды разработки Бог1апё Б е1рЫ 2007 была получена программа для 
расчета позиционных характеристик чисел в СОК и выполнения немодульных операций 
над ними. В качестве своей основы в программе используется самостоятельно разрабо­
танный модуль длинной арифметики для проведения операций над длинными целыми 
числами в СОК, и многофункциональный динамический список для хранения и обработ­
ки наборов длинны х целых чисел, моделирующ ий ячейки памяти СОК-регистров. В 
структуру указанного динамического списка был включен алгоритм динамического пере­
счета ортогональных базисов, что носило прикладной характер и позволило на практике 
проверить его работоспособность, а также была реализована возмож ность сортировки ос­
нований СОК, что позволило исследовать работоспособность рассмотренных алгоритмов 
в зависимости от разной последовательности размещ ения модулей. В программе был 
реализован высокоточный таймер для вычисления временных затрат.
Рис. Вид главного окна программы
В качестве примера набора оснований СО К были выбраны числа 
р х = 2 , р 2 = 9 7 , р 3 = 2 2 9 , р 4 = 3 х3 , р 5 = 5 2 3 , р 6 = 7 3 9  с рабочим диапазоном представления Р 
= 5374371420986, а в качестве избыточных модулей СО К — числа
р 7 = 9 5 3 , р 8 = 6 х7 , р 9 = х9 . Для интерпретации конечных результатов практического ис­
следования были взяты числа А  = 422776686893 и В = 39760.
В процессе предварительных исследований выбирались разные числа и разные на­
боры модулей, однако для конечного представления результатов специально было по­
добрано их контрастное сочетание, позволяющ ее косвенно проследить зависимость вре­
менных затрат от размерности получаемых при работе алгоритмов чисел. И спользование 
динамических списков хранения и обработки данны х позволило в ряде случаев учиты ­
вать не одиночные, а суммарные временные затраты, например, для выполнения задан-
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ной операции по всем избыточным модулям СОК, что эквивалентно усреднению вы чис­
ляемы х временных затрат.
На работу каждого моделируемого алгоритма неизбежно влияют случайные ф ак­
торы, которые вносят некоторую долю погреш ности в тот или иной результат вычисления 
временных затрат при каждом выполнении заданной операции. Далее приведем один 
конкретный пример вычисления времени работы, соответствующ ий среднему наблюдае­
мому показателю для всех алгоритмов.
Таблица 1
С р авн ен и е в р ем ен н ы х затр ат для м етодов вы ч и сл ен и я  р ан га чи сл а
Серия История. Политология. Экономика. Информатика. ц д
Числа
Время работы алгоритмов (с)
По формуле (12) По формуле (14) По формуле (15)
А 0,000384 0,000069 0,000068
В 0,000377 0,000061 0,000061
Таблица 2
Сравнение временных затрат для методов перевода из СОК в ОПСС
Числа
Время работы алгоритмов (с)




С р авн ен и е вр ем ен н ы х  затр ат для м етодов р асш и р ен и я  
остато ч н о го  п р едставл ен и я
Числа
Время работы алгоритмов (с)
Перевод через ОПСС С использованием 
ранга числа
С использованием ядра числа
с учетом Т без учета Т Без пересчета С пересчетом
А 0,023941 0,000197 0,002001 0 ,0 0 0 3 3 5 0,000753
В 0,019256 0,000171 0,001964 0,000158 0,000397
Таблица 4
С р авн ен и е вр ем ен н ы х  затр ат для м етодов ср авн ен и я  ч и сел
Числа
Время работы алгоритмов (с)
Вычисление номера интервала Восстановление числа методом ор­тогональных базисов
А 0,000074 0,000073
В 0,000062 0,000057
Результаты сравнения временных затрат для алгоритмов вычисления ранга числа 
приведены в предположении, что избыточный модуль р п+1 и остаток а п+1 по нему зара­
нее известны.
М етоды  перевода из СОК в ОП СС представляют собой отдельный универсальный 
класс операций, позволяю щ их одновременно проводить сравнение чисел, определять пе­
реполнение и выполнять другие немодульные операции. П оэтому результаты сравнения 
для этих методов были выделены в отдельную табл. 2. При подсчете времени работы ме­
тода параллельного перевода из СО К в ОП СС учиты валась параллельность суммирования 
ортогональных чисел, и из результатов суммирования по каж дому каналу выбирался 
наиболее продолжительный.
Согласно представленным в табл. 3 результатам подсчета временных затрат для 
методов расш ирения остаточного представления в СОК, метод на основе перевода в ОПСС 
с последующим финальным шагом, при заранее известных константах т  п+1, сработал не-
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много быстрее аналогичного метода на основе ядра числа. Однако данный метод при уче­
те времени вычисления т1п+1 показал увеличение временных затрат на 2 порядка, что
явилось наихудш им показателем среди рассмотренны х алгоритмов. Результат расш ире­
ния методом на основе ранга числа был получен без учета дополнительны х временных 
затрат на вычисление гА. При этом добавление наиболее оптимального показателя по 
данным таблицы 1 не приводит к сущ ественным изменениям времени работы для данно­
го метода. Совокупные временные затраты для метода расш ирения остаточного пред­
ставления в СО К на основе ядра числа приведены в таблице 3 в двух вариантах — без уче­
та времени пересчета Р А для каждого из избыточных модулей и с учетом этого времени. 
Сравнение совокупного увеличения времени работы  алгоритмов на основе ранга и ядра 
числа при пересчете соответствую щ их характеристик показывает, что временные затраты 
на пересчет гА и КА имеют одинаковый порядок малости. Однако, итоговое совокупное 
время работы алгоритма вычисления а п+г на основе ранга числа на порядок выш е соот­
ветствующ его времени работы алгоритма на основе ядра числа.
Таблица 4 содержит временные затраты  на вычисление номера интервала числа и 
на восстановление позиционного представления чисел из СОК методом ортогональных 
базисов. Эти затраты можно сравнивать как время потраченное на однократное вы полне­
ние подготовительного этапа сравнения чисел. Дополнительно данные таблицы 4 можно 
сравнивать с данными таблицы 2 (в особенности с методом параллельного перевода в 
ОПСС) по том у же признаку. Оптимальные временные затраты  для указанны х методов 
имеют одинаковый порядок малости.
Выводы
1. И спользование формул (14) и (15) позволяет на порядок сократить временные 
затраты на вычисление ранга числа, однако данные методы требую т вычисления и хра­
нения избыточного набора констант д  { и , соответственно.
2. М етод параллельного перевода в ОП СС на порядок быстрее аналогичного по­
следовательного метода.
3. При практически эквивалентном времени вычисления гА и Р А в методе на ос­
нове ядра числа отсутствуют дополнительны е расчеты с использованием всех разрядов 
СОК-представления, что сущ ественно ускоряет получение конечного результата. Таким 
образом, метод расш ирения остаточного представления в СОК на основе ядра числа явля­
ется наиболее перспективным.
4. И спользование алгоритма на основе параллельного перевода в ОП СС более 
предпочтительно, так как при эквивалентны х временных затратах данный метод не толь­
ко позволяет одновременно выполнять другие функций в СОК, такие, например, как об­
наружение переполнения, но и гарантированно не требует проведения дополнительны х 
вычислений, как в случае совпадения номеров интервалов в алгоритме на основе 1А .
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ТЬе таШетайса! йезспрйоп зоте Ипйз ой те1:Ьойз сотри1айоп роз1- 
йопа! сЬагас1епзйсз йог тойи!аг сойе 1з оййегей ш 1:Ье агйс!е апй ййййегеп! 
азрес1з ой Шейз изт§ ш потойа! орегайопз ехесийп§ тоЪЬ питЪегз ш зуз1ет 
ой гез1йиа! с!аззез 1з гезеагсЬей 1оо. ТЬе рго§гат тойеЬп§ ехесийоп ой 1Ыз 
а!§оп1:Ьт’з ш сотрийг апй а1!отот§ 1о таке а сотрапзоп ой йте ехрепйЬ 
1иге’з 1з йеуе!орей.
Кеу тоогйз: зуз!ет ой гез1йиа! с!аззез, потойа! орегайопз, сотрийп§ 
тойеЬп§.
