The exponential convexity result
Definition. A function f on R, f : R Ñ r0, 8q, is said to be exponentially convex if 1. For every nonnegative integer N, for every choice of real numbers t 1 , t 2 , . . . , t N , and complex numbers ξ 1 , ξ 2 , . . . , ξ N , the inequality holds N ÿ r,s"1 f pt r`ts qξ r ξ s ě 0; (1.1) 2. The function f is continuous on R.
The class of exponentially convex functions was introduced by S.N.Bernstein, [B] , see §15 there.
From (1.1) it follows that the inequality f pt 1`t2 q ď a f pt 1 qf pt 2 q holds for every t 1 P R, t 2 P R. Thus the alternative takes place: If f is an exponentially convex function then either f ptq " 0, or f ptq ą 0 for every t P R.
Properties of the class of exponentially convex functions. P 1. If f pt if an exponentially convex function and c ě 0 is a nonnegative constant, then the function cf ptq is exponentially convex.
P 2. If f 1 ptq and f 2 ptq are exponentially convex functions, then their sum f 1 ptq`f 2 ptq is exponentially convex.
P 3. If f 1 ptq and f 2 ptq are exponentially convex functions, then their product f 1 ptq¨f 2 ptq is exponentially convex.
P 4. Let tf n ptqu 1ďnă8 be a sequence of exponentially convex functions. We assume that for each t P R there exists the limit f ptq " lim nÑ8 f n ptq, and that f ptq ă 8 @t P R. Then the limiting function f ptq is exponentially convex.
From the functional equation for the exponential function it follows that for each real number λ, for every choice of real numbers t 1 , t 2 , . . . , t N and complex numbers ξ 1 , ξ 2 , . . . , ξ N , the equality holds N ÿ r,s"1 e λptr`tsq ξ r ξ s "ˇˇˇˇN´1 ÿ p"0 e λtp ξ pˇ2 ě 0.
( 1.2)
The relation (1.2) can be formulated as Lemma 1.1. For each real λ, the function e λt of the variable t is exponentially convex.
For z P C, the function cosh z, which is called the hyperbolic cosine of z, is defined as cosh z " 1 2`e z`e´z˘.
(1.3)
From Lemma 1.1 and property P 2 we obtain Lemma 1.2. For each real µ, the function coshpµ tq of the variable t is exponentially convex.
The following result is well known.
Theorem (The representation theorem). 1. Let σpdλq be a nonnegative measure on the real axis, and let the function f ptq be a two-sided Laplace transform of the measure dσpλq:
for any t P R. Then the function f is exponentially convex.
2. Let f ptq be an exponentially convex function. Then this function f can be represented on R as a two-sided Laplace transform (1.4) of a nonnegative measure dσpλq. (In particular, the integral in the right hand side of (1.4) is finite for any t P R.) The representing measure dσpλq is unique.
The assertion 1 of the representation theorem is an evident consequence of Lemma 1.1, of the properties P 1, P 2, P 4, and of the definition of the integration.
The proof of the assertion 2 can be found in [A] , Theorem 5.5.4, and in [Wi] , Theorem 21.
Of course, Lemma 1.2 is a special case of the representation theorem which corresponds to the representing measure σpdλq " 1{2`δpλ´µq`δpλ`µq˘dλ, where δpλ¯µq are Dirak's δ-functions supported at the points˘µ. Lemma 1.3. The expression ϕpt, a, bq " cosh`?at 2`b˘.
(1.5)
is well defined for every complex numbers t, a, b. The function ϕpt, a, bq is an entire function of complex variables pt, a, bq P C 3 . For each fixed a ą 0 and b, the function ϕpt, a, bq, considered as a function of t, is an entire function of exponential type ? a.
Proof. The function ϕpt, a, bq is a superposition of the entire function cosh ? ζ of variable ζ and the quadratic polynomial ζpt, a, bq " at 2`b . The assertion concerning the growth of this function is evident. l Theorem 1. For each fixed a ą 0 and b ě 0, the function ϕpt, a, bq defined by (1.5) is an exponentially convex function of variable t.
In what follow we present three different proofs of Theorem 1. The first and the second proofs are based on the representation theorem. We prove that the function p dpλ, a, bq in (1.6) takes positive values for λ P p´?a, ? aq. In the first proof we calculate the function p dpλ, a, bq explicitly expressing this function in terms of the modified Bessel function I 1 . In the second proof, we prove the positivity of the function p dpλ, a, bq using the reasoning by Herbert Stahl in [St] . (We use a very simple special case of this reasoning.) The third proof is based on the Taylor expansion of the function ϕpt, a, bq, (1.5), with respect to parameter b. This proof does not use any integration in the complex plane. It based only on Lemma 1.2 and on the properties P1 -P4 of the class of exponentially convex functions. As a by-product of this proof we obtain that all coefficient of this Taylor expansion are exponentially convex functions. However we can not conclude directly from this proof that the restriction of the representing measure on the open interval p´?a, ? aq is an absolutely continuous measure. From (1.10) it follows that the function d is a bounded and decaying on the imaginary axis: |dpiτ, a, bq ď 1`cosh b, τ P R, dpiτ, a, bq " Op|τ |´1q as τ Ñ 8. By the Wiener-Paley theorem, the function dpiτ, a, bq is representable in the form dpiτ, a, bq " 11) where the function p dpλ, a, bq satisfies the condition (1.7). The equality (1.11) serves as a definition of the function p dpλ, a, bq. So, this function is defined only for a ą 0, b ą 0,´?a ď λ ď ? a. Since the function dpiτ, a, bq is even with respect to τ and real valued, its inverse Fourier transform p dpλ, a, bq is even with respect to λ and real valued. From (1.10) we obtain that dpiτ, a, bq´b 2
Hence the function in the left hand side of (1.12) is a Fourier transform of some function rpλq which is square summable and continuous at every λ P R. We remark that
where p c "
Since rpλq " 0 for |λ| ą ? a, also rp˘?aq " 0. Thus, (1.8) holds. l 2 Representation the function p dpλ, a, bq by a contour integral.
Let S be a segment of the imaginary axis:
The function a aζ 2`b is a single value function of ζ in the complex plane slitted along the vertical segment S. We choose the branch of this function which takes positive values for large real ζ.
Lemma 2.1. The function p dpλ, a, bq, which was defined by (1.11), admits the integral representation p dpλ, a, bq "´1 4πi
where Γ is an arbitrary counterclockwise oriented closed Jordan curve which contains the slit S inside.
Proof. According the inversion formula for the Fourier transform,
We interpret the integral in the right hand side of (2.3) as the integral along the the vertical straight line tζ : Re ζ " 0u:
(2.4) Since the function ϕpζ, a, bq is bounded in each vertical strip tζ : α ď Re ζ ď βu and tends to zero as Im ζ Ñ˘8 within this strip, the value of the integral in (2.4) does not change if we integrate along any vertical line tζ : Re ζ " γu, where γ is an arbitrary real number:
Choosing γ ă 0 , we split the integral in (2.5) into the sum p dpλ, a, bq " 1 2πiR
ϕ´pζ, a, bqe´λ ζ dζ, (2.6) where ϕ`pζ, a, bq " 1 2´e
The function ϕ`pζ, a, bq is holomorphic in the halfplane tζ : Re ζ ď γu and admits the estimate |ϕ`pζ, a, bq| ď cpγqp1`|ζ|q´1e ? a Re ζ , @ζ : Re ζ ď γ there, where cpγq ă 8 is a constant. Therefore
The function ϕ´pζ, a, bq is holomorphic in the slitted half plane tζ : Re ζ ě γ, ζ R Su and admits the estimate |ϕ´pζ, a, bq| ď cpγqp1`|ζ|q´1e´? a Re ζ , @ζ : Re ζ ě γ, ζ R S there. Therefore
2πiR
e ζ"γ ϕ´pζ, a, bqe´λ
9) where Γ is an arbitrary closed Jourdan curve which is oriented clockwise and contains the slit S in its interior. Since the function e´?
aζ is entire, 10) where the integral in the right hand side is taken over the curve Γ which is oriented counterclockwise. Comparing (2.6), (2.8), (2.9), and (2.10), we obtain (2.2). l 3 The first proof of Theorem 1.
Lemma 3.1. The function p dpλ, a, bq which was defined by (1.11) admits the integral representation
Proof. We derive Lemma 3.1 from Lemma 2.1 showing that 1 4πi
The function e´? aζ 2`b e´λ ζ is holomorphic in the domain CzS and continuous up to boundary S " BpCzSq of this domain. Therefore the integral of this function over Γ does not change if we shrink the original contour Γ to the boundary S:
To one "geometric" point iη P S there corresponds two topologically different "boundary" points`0`iη and´0`iη lying on the right edge S`and the left edge S´of the slit S respectively. The chosen branch of the function a aζ 2`b takes the following values on the boundary of the domain CzS: 
Comparing (2.2) with (3.5), we obtain (3.1).
Lemma 3.2. Let a ą 0 and b ą 0 be fixed positive numbers. Then 1. The function p dpλ, a, bq which was defined by (1.11) can be expressed explicitly in terms of the modified Bessel function I 1 :
2. The function p dpλ, a, bq is representable as the sum of the series
Remark 3.1. The expression in the right hand sides of (3.1) is an entire function of three variables pλ, ? a´1, bq P C 3 . However the equalities (3.1), (3.6), (3.7) hold only for a ą 0, b ą 0,´?a ď λ ď ? a. (We recall that the function p dpλ, a, bq was defined by (1.11) only for a ą 0, b ą 0,´?a ď λ ď ?
a.)
Proof of Lemma 3.2. We start from the formula (3.1). Using the Taylor expansion of the hyperbolic sinh function, we obtain
The integral in the right hand side of (3.8) can be expressed in terms of the Bessel function J r`1 , see [AS, 9.1.20 ]:
Substituting the last equality into (3.8), we obtain the equality
Taking into account the duplication formula for the Gamma-function, [ (3.10) Let us introduce µ : µ 2´1 "´a λ 2 , i.e.
Then the equality (3.10) takes the form
(3.12)
According to the Multiplication Theorem,
Taking into account that J 1 pizq " iI 1 pzq, we reduce the equality (3.12) to the form (3.6).
Using the Taylor expansion of the modified Bessel function I 1 , [AS, 9.6 .10], we represent the function p dpλ, a, bq as the sum of the series (3.7). l
The first proof of Theorem 1. From the equality (3.7) is evident that p dpλ, a, bq ą 0 for λ P r´?a, ? as (3.14)
Theorem 1 follows from (3.14) and (1.6). l Theorem 2. For each a ą 0, the function ϕpt, a, bq which was introduced in (1.5) admits the Taylor expansion with respect to b: ϕpt, a, bq "
For each k ě 0, the function ϕ k pt, aq, which is the k-th coefficient of the Taylor expansion (3.15a), is exponentially convex:
Proof. The expansion (3.7) can be presented as a Taylor expansion with respect to b:
where
Substituting the expansion (3.16) into the integrand in (1.6), we obtain the expansion (3.15). It is evident that p d k pλ, aq ą 0 for´?a ă λ ă ? a. The exponential convexity of the function ϕ k pt, aq follows from the representation (3.15c). l Remark 3.2. The function ϕ k pt, aq, (3.15c), can be expressed in terms of the modified Bessel function I k´1 2 :
Remark 3.3. The formula (3.7) appeared in [St, subsection 7.3] , see formulas (7.22) and (7.23) there. In [St] , the derivation of the expansion (3.7) was done by a direct calculation, without any reference to the multiplication theorem for Bessel function. It should be mention that the series in the right hand side of (3.7) appeared in [MK, section 2] as a perturbation series related to the BMV conjection for 2ˆ2 matrices.
4 The second proof of Theorem 1.
The starting point of the first as well as of the second is the representation of the value p dpλ, a, bq by the contour integral (2.2). See Lemma 2.1. In the first proof, we shrank the contour of integration over the slit S, so the contour of integration was the same for every λ P r´?a, ? as. In contrast to this, in the second proof we choose the contour Γ in such a way that the exponent´aaζ 2`b´λ ζ of the integrand e´?
aζ 2`b´λ ζ in (2.2) takes real values on Γ. (So the contour Γ depends on λ!). We denote this contour by Γ λ
The function p dpλ, a, bq is even with respect to λ. Therefore to prove the exponential convexity of the function ϕpt, a, bq, it is enough to prove that the value p dpλ, a, bq is positive for each
We choose an arbitrary λ satisfying the condition (4.1) and fix this choice in the course of the proof. Let us introduce the functions
where S is the vertical slit (2.1) and the branch of the function a aζ 2`b in CzS is chosen which takes positive values for large real ζ.
Lemma 4.1. Let us assume that a ą 0, b ą 0 and λ satisfies the condition (4.1). Then there exist ε ą 0 R ă 8, ε " εpa, b, λq, R " Rpa, b, λq, such that
Proof. From the identity
It is clear that 2 ρpζq Ñ 0 as |ζ| Ñ 8, ρpζq Ñ 1 as |ζ| Ñ 0, ζ R S. Since ? a`λ ą 0, the inequality (4.3a) holds if if |ζ| is large enough. Since λ ă 0, the inequality (4.3b) holds if |ζ| is small enough. l Let N λ be the set
Lemma 4.2.
1. The set N λ is the union of the real axis and an ellipse Γ λ :
where the ellipse Γ λ is described by the equation: Proof.
is equivalent to the system of equalities
Here p " ppξ, ηq, q " qpξ, ηq. Clearly vpξ, ηq " qpξ, ηq`λη. Let ζ P N λ . This means that vpξ, ηq " 0, i.e.
q "´λη (4.10a)
Substituting this equality into the second equality of the system (4.9), we obtain the equality aξη "´λpη. Assuming that η ‰ 0, that is ζ R R, we can cancel by η and obtain
Substituting the equalities (4.10) into the first equality of the system (4.9), we obtain that the equality (4.7) holds for ζ " ξ`iη. Thus we proved that
be the upper and the lower half-plane respectively. According to Lemma 4.1, there exist points ζ P H`zS where vpζq ą 0 and points ζ P H`zS where vpζq ă 0. This means that the set N λ , (4.5), separates the domain H`zS. In other words, the open set pH`zSqzN λ is disconnected. Since vpζq "´vpζq, the set N λ is symmetric with respect to the real axis. The set Γ λ zN λ also is symmetric with respect to the real axis. Since (4.11), the set N λ can not separate the domain pH`zSq if Γ λ zN λ ‰ H.
2. In view of (4.1), the inequality 0 ă A ă B hold. So A is the minor semiaxis of the ellips Γ λ and B is its major semiaxis. Moreover, the inequality b b a ă B holds. This means that the slit S is contained inside the ellipse Γ λ . l Lemma 4.3.
1. The functions upζq and vpζq are conjugate harmonic function of ζ in the domain ζ P CzS. ζ. An explicit calculation shows that this derivative has only two roots ζ`pλq and ζ´pλq, (4.13).
Let ExtpΓ λ q and IntpΓ λ q be the exterior and the exterior of the contour Γ λ respectively. Each of the sets E Ext λ and E Int λ ,
is a connected open set. According to (4.5) and (4.6), the continuous real valued function v does not vanish on any of these two sets. where s is a natural parameter 3 on Γλ . In other words, the differential dupζq can be represented as
where τ pζq is the tangent vector to the curve Γλ at the point ζ P Γλ . The direction of the vector τ pζq corresponds to the motion of the point ζpsq along the path Γλ from its left end point ζ´pλq to the right end point ζ`pλq. If npζq is the vector of the exterior normal to Γλ at the point ζ P Γλ , then the orientation of the frame p τ pζq, npζqq coincides with the orientation of the natural frame of R 2 . According the Cauchy-Riemann equations,
Thus the representation (4.19) can be reduced to the form
According the assertion 3 of Lemma 4.3,
The inequality in (4.24) is strict because dv d n pζq " | grad vpζq| and the gradient grad vpζq of the function v vanishes only at the critical points ζ˘pλq of the function v, which are the end points of the integration path Γλ . Evidently ypζq ą 0 and e´u pζq ą 0 at every point ζ P Γλ . Thus the integrand in (4.23) is strictly positive at every point ζ P Γλ . So the inequality p dpλ, a, bq ą 0 holds. l Remark 4.1. The method which we use in the second proof of Theorem 1 is the lite version of the method which Herbert Stahl, [St] , used in his proof of the BMV conjecture.
5 The third proof of Theorem 1.
For each fixed η, the function cosh`η a t 2`ξ˘i s an entire function of the variables t, ξ. Therefore, the Taylor expansion holds
It turns out that for every fixed real η and for every k " 0, 1, 2, . . ., the function ψ k pt, ηq of the variable t is exponentially convex. We prove this by induction in k. Therefore for ξ ě 0, the sum of the series in (5.1) is an exponentially convex function of t. To obtain Theorem 1, we put η " ? a, ξ " b{a in (5.1). (For a " 0, the statement of Theorem 1 is trivially true.)
Our proof of the exponential convexity of the functions ψ k pt, ηq is based on the identity sinh ζ ζ " ź 1ďmă8 cosh ζ 2 m , which holds for every ζ P C. Substituting the expression ζ " η a t 2`ξ into this identity, we obtain the equality sinh`η a t 2`ξȃ t 2`ξ " η ź 1ďmă8 cosh´η 2 m a t 2`ξ¯.
Using the equality which appears in the product ś 1ďmă8 ψ lm´t , η 2 m¯a re exponentially convex functions of t. Hence the product itself is an exponentially convex function. Finally, the function ψ k`1 pt, η, (5.4), which is essentially equal to the sum of all such products with |l| " k, is exponentially convex. This finishes the proof. l
Remark 5.1. Comparing the expansions (3.15a) and (5.1), we see that ϕ k pt, aq " ψ k pt, ? aqa´k, k " 0, 1, 2, . . . , t P R. (5.6)
As a byproduct of the third proof of Theorem 1, we proved that each of the functions ϕ k pt, aq is exponentially convex. Thus we have given a second proof of Theorem 2.
Remark 5.2. Actually we proved more then we formulated in Theorem 1. Namely we proved that for any sequence a k pηq of non-negative numbers the sum of series sptq " ÿ is of the form (5.7) with a k pηq " 0 for 0 ď k ă m, a k pηq " 1 pk´mq! ξ k´m for k " m, m`1, m`2, . . . .
In particular, for m " 1 the following result holds:
Theorem 3. For any a ą 0 and b ą 0, the function ψptq " sinh`?at 2`b?
at 2`b is an exponentially convex function of the variable t.
