We present a mathematically rigorous quantum-mechanical treatment of a one-dimensional nonrelativistic quantum dual theories (with oscillator and Coulomb like potentials) and compare their spectra and the sets of eigenfunctions. We construct all self-adjoint Schrodinger operators for these theories and represent rigorous solutions of the corresponding spectral problems. Solving the first part of the problem, we use a method of specifying s.a. extensions by (asymptotic) s.a. boundary conditions. Solving spectral problems, we follow the Krein's method of guiding functionals. We show, that there is one to one correspondence between the spectral points of dual theories in the planes energy-coupling constants not only for discrete, but also for continuous spectra.
Introduction
It is well known [1] , that if one introduces in a radial part of the D dimensional oscillator (D > 2)
(here R is the radial part of the wave function for the D dimensional oscillator (D > 2) and L = 0, 1, 2, ... are the eigenvalues of the global angular momentum ) r = u 2 then equation (1.1) transforms into , α = E/4, which formally is identical to the radial equation for d-dimensional hydrogen atom.
Equations (1.1) and (1.2) are dual to each other and the duality transformation is r = u
2
For discreet spectrum of these equations it was proved, that to each state of equation (1.1) corresponds a state in (1.2), and visa versa [2, 3] . However the correspondence of the states in general (for discrete, as well as continuous spectra and for all values of the parameters of the theory) the problems was not considered. In this article we will consider the problem for the one-dimensional case, in which the Schrödinger equation for the oscillator is
which under duality transformation x = u|u| and setting 5) where E C and g are some functions of parameters E O and λ. Eq.(1.5) includes a Coulomb-like potential and describes the so called 1D anyon. Unlike the Eq.(1.3), which is defined for all values of the variable, eq.(1.5) is defined on the axis with punctured zero point. Taking into account, that duality transformation x = u|u| is also singular at the origin, we will consider the oscillator problem also with punctured zero point.
We will solve the quantum problem of these two equation and will show a complete correspondence of the states for all values of the parameters E O , λ, E C , and g. In section 2 we will consider the quantum problem for the oscillator, will find solutions of the equation for all values of the variable and parameters. In Section 3 we will consider the quantum problem for Coulomb-like system. The results will be compared in section 4, where we will show the one-to one correspondense of the spectra and proper functions of the Hamiltonians of both problems.
Quantum one-dimentional oscillator
We consider an equation ∂ 2 u ψ(u) + (W − λu 2 )ψ(u) = 0, (2.1) where 2 W/2µ is complex energy, 2 λ/2µ is a coupling constant,
It is convenient to write λ = κ 4 , where κ = λ 1/4 , κ 2 = λ 1/2 , λ ≥ 0 e −iπ/4 |λ| 1/4 , κ 2 = e −iπ/2 |λ| 1/2 , λ < 0 .
Solutions on the semiaxis u > 0
To find the solutions on n the semiaxis u > 0, we will introduce a new variable ρ = (κu) 2 , ∂ u = 2κ √ ρ∂ ρ , ∂ In this section, we will omit the subscript "O" meaning, for example, α ≡ α O , w ≡ w O , and so on.
Asymptotics
For u → 0 we get
The asymptotics for u → ∞ and different values of the parameters we get λ > 0, Im w > 0 or w = 0
The asymptotics for λ = 0 can be obtained as a limit λ → 0 of corresponding formualae or from explicit expressions for solutions as λ = 0,
(where we used a relation 2κΓ 
Thus, we find that the functions O +1 and O +2 are real-entire in W for all λ. Finally, using the asymptotics for u → 0 we find the Wronskians of the solutions
Solution on the semiaxis u < 0
For u < 0, we will use the solutions O −k (u; W ),
Symmetrical operatorĤ O
For given a differential operationȞ O (Ȟ in what follows in this section),
we determine the following symmetrical operatorĤ O ≡Ĥ,
where D(∆) is a space of smooth functions with a compact support (i.e. which are equal to zero in some neighbourhoods of the endpoints of the interval ∆).
Adjoint operatorĤ
The adjoint operatorĤ
where a.c. means absolutely continuous.
Asymptotics of ψ
Here
General solution of this equation can be represented in the form
where
We obtain with the help of the Cauchy-Bunyakovskii inequality:
such that we find
Sesquilinear form
Sesquilinear form of adjoint operatorĤ
Thus we have
where κ 0 is arbitrary, but fixed parameter of dimensionality of inverse length introduced by dimensional reasons. 
Self-adjoint hamiltonians
where U is an arbitrary, but fixed for given extension, unitary (2 × 2)-matrix, U + U = 1. Thus, any s.a. hamiltonian is determined by assignment of unitary matrix U (we will denote the corresponding s.a. hamiltonian byĤ OU ≡Ĥ U ),
Thus, there exists a U(2)-family of s.a. extensions of the initial symmetric operatorĤ.
Parity conserving extensions
We will further restrict ourselves to the s.a. extensions conserving parity, [P ,Ĥ U ] = 0, where.P is the parity operator that acts on functions
The Hilbert space L 2 (R) can be decomposed in the direct orthogonal sum of a subspace L 2 s (R) symmetric functions and a subspace L 2 a (R) of antisymmetric functions, such that
One can easily see that operatorsĤ O andĤ
This means that the operatorsĤ andĤ + can be represented in the form of direct sum of their parts in the corresponding subdomains of symmetric and antisymmetric functions:
where D s,a (R\{0}) are subspaces of symmetric (antisymmetric) functions in D (R\{0}) . Similar decompositions hold true for the adjoint operatorĤ + ,
where D H + (R\{0}) s,a are subspaces of symmetric (antisymmetric) functions in D H + (R\{0}):
Because the operatorP is bounded, ||P || = 1, andP 2 = 1, the assertion thatP commutes First, we find the general form of matrix U = U P conserving (commuting with) the paritŷ P .
The condition: U P commutes withP , means that rel. (2.4) is valid for the functions ψ s,a ∈ L 
The condition (2.4) gives for such doublets
i. e., orthonormalized vectors n s,a must be eigenvectors of matrix U. General form of matrices U = U P satisfying condition (2.7) is
The inverse statement is true as well. Namely, if matrix U has the form (2.8) then the subspaces L 2 s,a (R) reduce the corresponding s.a. hamiltonianĤ U P , i. e., the hamiltonian H U P commutes with parity operatorP .
In the terms of the asymptotical boundary (a.b.) conditions, such a form of the matrix U P means the following:
where ζ s,a = ϕ s,a /2 − π/2. The inverse statement is true as well. Namely, if matrix U gives the boundary condition of the form (2.10) (or (2.9)) then that matrix U has the form (2.8) with ϕ s,a = 2ζ s,a + π. In what follows, we change the notation of s.a. operatorĤ U P forĤ ζ s,a .
Extensions on semiaxis R +
To extend the adjoint operator on semiaxis R + define for the differential operationȟ O (≡ȟ)
and the adjoint operatorĥ
Literally repeating the considerations of subsec.2.3.1 we obtain the asymptotics:
For the sesquilinear form ω h + (ψ * , χ * ) we get
Self-adjoint hamiltonians
Because all s.a. hamiltonians,ĥ Oe (≡ĥ e ), act on its domains asȟ, we should specify definition domains only. The definition domain D he of s.a. operatorĥ e is determined by condition
from which it follows
or, equivalent
Thus, any s.a. hamiltonian is determined by assignment of unitary matrix U(1) = e iϕ (we will denote the corresponding s.a. hamiltonian byĥ Oζ ),
Equivalently, the boundary condition for ψ ∈ D ζ can be represented in the form
Thus, there exists a U(1)-family of s.a. extensionsĥ ζ of the initial symmetric operator h.
Self-adjoint extensions ofĤ s
The Hilbert space L 2 s (R) is the space of all symmetric functions that are square integrable on R. These functions obey the relations
and
is the sesquilinear form with respect to the scalar product (2.13).
Let us consider the isometry T :
14)
It follows from eqs. (2.12) and (2.14) that there is one-to-one correspondence (the isometry T ) between s.a. extensionsĤ ζ s of the symmetric operatorĤ s in L 2 s (R) and s.a. extensionŝ h ζ of the symmetric operatorĥ in
Thus, the spectral analysis of s.a. operatorĤ ζ s in L
Guiding functional
To perform the analysis we have to define the guiding functional Φ Oζ (ξ; W ) ≡ Φ ζ (ξ; W ) [5, 6] 
Note that U ζ (u; W ) is real-entire solution of eq. (2.1) and satisfies the boundary conditions (2.11).
The guiding functional Φ ζ (ξ; W ) satisfies the properties 1)-3) of [5, 6] . We will call the guiding functional Φ ζ (ξ; W ) with those properties "simple". It follows [5, 6] that the spectrum ofĥ ζ is simple.
Green function
of unique solution of an equation
and ψ satisfies the boundary conditions (2.11). We find
where we used relations
Note thatŨ ζ (u; W ) is real-entire solution of eq. (2.1) such that the last term in the r.h.s. of eq. (2.16) is real for
Now we proceed to defining the spectrum of the theory.
The function Ω π/2 (E) is real for E where |Ω Oπ/2 (E)| < ∞. Therefore, Im Ω π/2 (E + i0) can be not equal to zero only in the points Ω π/2 (E) = ±∞, i.e., in the points α + 1/2 = −n, w(ϑ On ) = w π/2|n = n + 3/4, n ∈ Z + , or
In the neighborhood of the points ϑ n we have (
Finally, we find
A complete orthonormalized system of (generalized) eigenfunctions ofĥ π/2 is {U π/2|n (u) =
We obtain the same results for the case ζ = −π/2.
The function Ω 0 (E) is real for E if |Ω 0 (E)| < ∞. Therefore, Im Ω 0 (E + i0) can be not equal to zero only in the point Ω 0 (E) = ±∞, i. e., in the points α = −n, w(E 0|n ) = w 0|n = n+1/4, n ∈ Z + , or
In the neighborhood of the points E 0|n we have
A complete orthonormalized system of (generalized) eigenfunctions ofĥ 0 is {U 0|n (u) = Q 0|n O +2 (u; E 0|n ), n ∈ Z + }.
c) General case of |ζ| < π/2 In this case we have
The functionγ(E) is real for real E. Therefore, σ ′ ζ (E) can be not equal to zero only in the pointsγ
For the derivative of spectral function σ ′ ζ (E) we find
Let us study eq. (2.17) in more details. The functionγ(E) has the properties:γ(E) = κ
Then we find: in each energy interval (ϑ n−1 , ϑ n ), n ∈ Z + , for fixed ζ ∈ (−π/2, π/2), exists one solution of eq.(2.17) E ζ|n monotonically increasing from ϑ n−1 through E 0|n to ϑ n when ζ runs from −π/2 + 0 through 0 to π/2 − 0 (we set ϑ −1 = −∞). Note that the equalities lim ζ→π/2 E ζ|n = lim ζ→−π/2 E ζ|n+1 = ϑ n hold which illustrate the equivalence of the extensions with ζ = −π/2 and ζ = π/2.
A complete orthonormalized system of (generalized) eigenfunctions ofĥ ζ is {U ζ|n (u) = Q ζ|n U ζ (u; E ζ|n ), n ∈ Z + }.
Spectrum, λ = 0
Guiding functional, spectral function
In this case, we have
The spectrum ofĥ ζ is simple and continuous, specĥ
We find:
ζ (E) = 0 and there are no spectrum points. If ζ ∈ (−π/2, 0), then Im Ω ζ (E + i0) can be different from zero in the point E ζ|−1 = −κ 2 0 tan 2 ζ only and
Finally, we obtain
A complete orthonormalized system of (generalized) eigenfunctions ofĥ ζ is
2.8.5 Spectrum, λ < 0 First we write down the parameters of the theory in this case:
κ 0 |Γ(α)|(e 2πw + e −2πw ) 1/2 , specĥ O±π/2 = R.
A complete orthonormalized system of (generalized) eigenfunctions ofĥ ζ is 
Note that the spectrum of a total s.a. HamiltonianĤ Oζ s ζ a =Ĥ Oζ s ⊕Ĥ Oζ a is simple for λ > 0, ζ s = ζ a , and twofold for λ > 0, ζ s = ζ a , and for λ ≤ 0.
Standard extension
If we consider a differential operationȞ O (2.3) as acting on complete axis R, a symmetrical operatorĤ O(R) should be determine as follows: 
One-dimensional Coulomb-like interaction
In this section we will consider the equation
where 2 E/2m is complex energy, 2 g/2m is a coupling constant. This problem is a particular case of generalized Kratzer problem, which for has been solved in [7] . Here we will present those results, which are interesting for investigations of the spectra of dual theories. Going through the same steps as in Section 2, we find what follows.
Solution on the semiaxis x > 0 Introduce a new variable
and new function φ(z) = z −1/4 e z/2 ψ(x). Then we obtain
Eq. (3.2) is the equation for confluent hypergeometric functions, in the terms of which we can express solutions of eq. (3.1). We will use the following solutions:
Asymptotics
Let x → +0 We have
3.1.2 The limit E = 0
Thus obtained solutions are in agreement with direct solution of eq. (3.1) for E = 0. Note, that all solutions of eq.(3.1) are square-integrable at the origin and only the solution C +3 (x; E) is square-integrable at the infinity for Im E > 0, i. e.,
It follows from the relation 9.212.1 of i. e., the functions C +1 and C +2 are even functions of K ( for fixed rest parameters and x). That means that C +1 and C +2 are real-entire functions of E. The Wronskians of the solutions of eq.(3.1) are
Solution on the semiaxis x < 0
For x < 0, we will use the solutions C −k (x; E),
Symmetrical operatorĤ C
For given a differential operationȞ C ≡Ȟ,
we determine the following symmetrical operatorĤ C ≡Ĥ,
Adjoint operatorĤ
+ Ĉ H + C ≡Ĥ + : D H + = {ψ * , ψ ′ * are a.c. in R\{0}, ψ * ,Ĥ + C ψ * ∈ L 2 (R)} H + ψ * (x) =Ȟψ * (x), x ∈ R\{0}, ∀ψ * ∈ D H + .
Asymptotics
I) |x| → ∞ Because V (x) = g/|x| − 3/16x 2 → 0 as |x| → ∞, we have: ψ * , ψ ′ * → 0, ∀ψ * ∈ D H + , [ψ * , χ * ](x) → 0 ∀ψ * , χ * ∈ D H + as x → ±∞. II) x → +0 BecauseȞψ * ∈ L 2 (R), we havě Hψ * (u) = (−∂ 2 x + g/|x| − 3/16x 2 )ψ * (x) = η(x), η ∈ L 2 (R).
General solution of this equation can be represented in the form
so that we have
III) x → −0 Analogously, we obtain for x → −0:
Sesquilinear form
ω H + (ψ * , χ * ) ω H + (χ * , ψ * ) = ω +H + (χ * , ψ * ) + ω −H + (χ * , ψ * ), ω +H + (χ * , ψ * ) = ∞ 0 χ * (x)Ȟψ * (x) −Ȟχ * (x)ψ * (x) dx = = − [χ * , ψ * ] (x)| x→+0 = 1 2κ 1/2 0 (a χ * +2 a ψ * +1 − a χ * +1 a ψ * +2 ), ω −H + (χ * , ψ * ) = 0 −∞ χ * (x)Ȟψ * (x) −Ȟχ * (x)ψ * (x) dx = = [χ * , ψ * ] (x)| x→−0 = 1 2κ 1/2 0 (a χ * −2 a ψ * −1 − a χ * −1 a ψ * −2 ), such that we have ω H + (χ * , ψ * ) = 1 2κ 1/2 0 (a χ * 2 a ψ * 1 − a χ * 1 a ψ * 2 ) = i 4κ 3/2 0 b χ * b ψ * − d χ * d ψ * , a 1 = a +1 a −1 , a 2 = a +2 a −2 , b = b + b − = a 1 + iκ 0 a 2 , d = d + d − = a 1 − iκ 0 a 2 .
Self-adjoint hamiltonians
Because all s.a. hamiltonians,Ĥ Ce , act on its domains asȞ C , it should specify definition domains only. The definition domain D H Ce ≡ D He of s.a. operatorĤ Ce ≡Ĥ e is determined by condition
where U is an arbitrary, but fixed for given extension, unitary (2 × 2)-matrix, U + U = 1. Thus, any s.a. hamiltonian is determined by assignment of unitary matrix U (we will denote the corresponding s.a. hamiltonian byĤ CU (≡Ĥ U in this section)),
Thus, there exists a U(2)-family of s.a. extensions of the initial symmetric operatorĤ C .
Parity conserving extensions
The introduction of the parity opereator is the same as in Section 2. The U = U P matrix also has the same properties. So we come to defining the elements of the matrix. In the terms of the a.b. conditions, the obtained form of the matrix U P means the following:
where ζ s,a = ϕ s,a /2 − π/2. The inverse statement is true as well. Namely, if matrix U gives the boundary condition of the form (3.5) (or (3.4)) then that matrix U has the form (2.8) with ϕ s,a = 2ζ s,a + π. In what follows, we change the notation of s.a. operatorĤ U P for H ζ s,a ≡Ĥ Cζ s,a .
Extensions on semiaxis
R + 3.7.1 Differential operationȟ Č h C ≡ȟ =Ȟ = −∂ 2 x + g |x| − 3 16x 2 .
Symmetrical operatorĥ
Ĉ h C ≡ĥ : D h C ≡ D h = D(R + ) hψ(x) =ȟψ(x), ∀ψ ∈ D h 3.7.3 Adjoint operatorĥ + Ĉ h + C ≡ĥ + : D h + = {ψ * , ψ ′ * are a.c. in R + , ψ * ,Ȟψ * ∈ L 2 (R + )} h + ψ * (x) =ȟψ * (x), ∀ψ * ∈ D h + .
Asymptotics of ψ
Literally repeating the considerations of 3.3.1 we obtain:
Sesquilinear form
ω h + (ψ * , χ * ) ω h + (χ * , ψ * ) = ∞ 0 χ * (x)ȟψ * (x) −ȟχ * (x)ψ * (x) dx = = − [χ * , ψ * ] (x)| x→0 = 1 2κ 1/2 0 (a χ * +2 a ψ * +1 − a χ * +1 a ψ * +2 ) = = i 4κ 3/2 0 b χ * b ψ * − d χ * d ψ * , b = a 1 + iκ 0 a 2 , d = a 1 − iκ 0 a 2 .
Self-adjoint hamiltonians
Because all s.a. hamiltonians,ĥ Ce ≡ĥ e , act on their domains asȟ, we should specify only definition domains. The definition domain D he of s.a. operatorĥ e is determined by condition
Thus, any s.a. hamiltonian is determined by assignment of unitary matrix U(1) = e iϕ (we will denote the corresponding s.a. hamiltonian byĥ Cζ ≡ĥ ζ ),
Equivalently, the boundary condition for ψ ∈ D h ζ can be represented in the form
Thus, there exists a U(1)-family of s.a. extensionsĥ ζ of the initial symmetric operatorĥ.
Self-adjoint extensions ofĤ s
The Hilbert space L 2 s (R) is the space of all symmetric functions that are square integrable on R. For these functions, the relations
hold true, where
and ω H + (χ, ψ) + = ω h + (χ, ψ) is the sesquilinear form with respect to the scalar product (3.8).
It follows from eqs. (3.7) and (3.9) that there is one-to-one correspondence (the isometry T ) between s.a. extensionsĤ ζ s of the symmetric operatorĤ s in L We find the Green function G Cζ (x, y; E) ≡ G ζ (x, y; E) as the kernel of the integral representation
satisfies the boundary conditions (3.6). We find
Note that U ζ (x; W ) andŨ ζ (x; E) are real-entire solutions of eq. (3.1), U ζ (x; W ) satisfies the boundary conditions (3.6), and the last term in the r.h.s. of eq. (3.11) is real for E = E (Im E = 0).
Guiding functional
The guiding functional Φ Cζ (ξ;
The guiding functional Φ ζ (ξ; E) is simple and the spectrum ofĥ Cζ is simple. From the relation
we find σ
3.10.3 Spectrum, E ≥ 0
.
First we will study a question whether there exists the eigenvalue E = 0. Linearly independent solutions of eq. (3.1) for E = 0 are
√ gx .
For g ≤ 0, the square-integrable solutions are absent. For g > 0, there is one squareintegrable solution C +3 (x; 0). Representing the asymptotic of the function C +3 (x; 0) in the form C +3 (x; 0) = (−2κ
we find that this function is eigenfunction of s.a. hamiltonianĥ ζ g , ζ g = arctan(−2κ
Im e −πw cos ζ − a sin ζ + ie πw cos ζ e −πw sin ζ + a cos ζ + ie πw sin ζ =
Finally, we obtain for E ≥ 0:
Of course, the expressions of subsubsecs 3.10.3.a and 3.10.3.b are the limiting cases of the expressions of subsubsec 3.10.3.c.
Spectrum, E < 0,
In this case we have
In this case, Ω π/2 (E) is real and finite, such that Im Ω π/2 (E) = σ ′ ±π/2 (E) = 0 and specĥ π/2 = ∅.
ii) g < 0, w(E) = |g|/2 |E|. In this case, the function Ω π/2 (E) is real for E when |Ω π/2 (E)| < ∞. Therefore, Im Ω π/2 (E + i0) can be not equal to zero only in the point Ω π/2 (E) = ±∞, i. e., in the points α = α ±π/2|n = −1/2 − n, w = w ±π/2|n = n + 3/4, E = ϑ Cn ≡ ϑ n , n ∈ Z + ,
In the neighborhood of the points ϑ n we have (E = ϑ n + ∆,
We obtain the same results for the case ζ = −π/2. b) ζ = 0 In this case, we have
In this case, Ω 0 (E) is real and finite, such that Im Ω 0 (E) = σ ′ 0 (E) = 0 and specĥ 0 = ∅. ii) g < 0, w(E) = |g|/2 |E|. In this case, the function Ω 0 (E) is real for E when |Ω 0 (E)| < ∞. Therefore, Im Ω 0 (E +i0) can be not equal to zero only in the point Ω 0 (E) = ±∞, i.e., in the points α = α 0|n = −n, w = w 0|n = n + 1/4, E = E 0|n , n = 0, 1, 2, ...,
In the neighborhood of the points E 0|n we have (E = E 0|n + ∆, ) as E → −∞; γ(E 0|n ) = 0;γ(ϑ n ± 0) = ±∞; E 0|n < ϑ n < E 0|n+1 < ϑ n+1 . Then, in any domain (ϑ n−1 , ϑ n ), n ∈ Z + , for fixed ζ ∈ (−π/2, π/2), eq. (3.12) has one solution E ζ|n monotonically increasing from ϑ n−1 + 0 through E 0|n to ϑ n − 0 as ζ run from −π/2 + 0 through 0 to π/2 − 0 (we set ϑ −1 = −∞) we will get the following correspondence between oscillator and coulomb parameters and functions
0 Ω Oζ (W ).
Then we'll obtain C +k (x; E) = x 1/4 O +k (u; W ), k = 1, 2, 3,
in agreement with eq.1.4. It's easy to see, that for any fixed ζ, to each point of continuous spectrum in the plane E C , g corresponds a point of continuous spectrum in the plane E O , λ, and to each point of discrete spectrum in the plane E C , g corresponds a point of discrete spectrum in plane E O , λ, while the image of the point, which is not a spectrum point in the plane E C , g, is not point a spectrum point in the plane E O , λ, and visa versa. Note, that a complete correspondence between the points of the spectra exists only if one takes into accounta "nonphysical" λ < 0 in the case of oscillator.
The general statement on correspondence of the spectra of two problems is easily checked in the cases of ζ = ±π/2 and ζ = 0.
It is worth mentioning, that as was stated in previous sections, the complete orthonormalized system of (generalized) eigenfunctions of theories are U ζ|E (u) = ρ ζ (E)U ζ (u; E) for continuous spectrum and U ζ|n (u) = Q ζ|n U ζ (u; E) for discrete spectra. The connections between the normalized functions in two cases are U Cζ|E C (x;g) = ρ Cζ (E C , g) ρ Oζ (E O , λ) x 1/4 U Oζ|E O (u; λ) = |u| 2 U Oζ|E O (u; λ), U Cζ|n (x;g) = Q Cζ|n (g) Q Oζ|n (λ) x 1/4 U Oζ|n (u; λ).
Note that the construction of the theory in the way described in this article automatically produces normalized wave functions. For the descrete spectrum for (in our terminology for standart extension ζ s = 0, ζ a = ±π/2 ) we obtain the connection between the oscillatoranyon wave functions derived in \cite{Ter-Ant} . [1] .
