Abstract-In hospital, most stroke patients' rehabilitation training is assisted by rehabilitation physicians. However, this rehabilitation way is expensive and the number of physician cannot meet the demand. Therefore, surface electromyography (sEMG) and machine learning algorithms are introduced into the rehabilitation system, which can reduce the work of physicians and meet the needs of patients. We collect the sEMG signals of patients by picture guidance. Due to the mislabeling caused by the time mismatch, we re-calibrated the labels by means of peak detection. A model fusion algorithm, called stacking, is leveraged to improve the accuracy and robustness of hand action recognition. Before training, we will assess the patient's condition. Different rehabilitation training strategies will be adopted to patients under different conditions so as to each patient can receive effective training. According to rehabilitation psychology, virtual reality games were introduced to enhance the interest and pleasure of patients in the training process. At the same time, it can stimulate the development of nerve in the motor system and enhance the activity of the motor cortex in the cerebral cortex.
I. INTRODUCTION
Stroke is an acute cerebrovascular disease. It is a disease caused by sudden rupture of blood vessels in the brain or caused by blood vessel obstruction. Many neurological deficits often occur in stroke patients. The most common symptom is numbness or hemiplegia on one side of the face, arms and legs. In recent years, there are several new trends in stroke disease, with the onset of a younger age, increasing incidence of morbidity and mortality [1, 2] . It is clear that the prevention, treatment and rehabilitation of stroke disease are urgent.
Due to high cost and limited number of rehabilitation physician, rehabilitation robots have sprung up like bamboo shoots after the rain. As we all know, rehabilitation robots and artificial intelligence technique can be leveraged to improve the rehabilitation effect of stroke patients. This is accomplished in part by enabling stroke patient to seamlessly interact with rehabilitation robot to complete their rehabilitation training with increased independence and activity [3] . With the assistance of rehabilitation robot, muscle activity of forearm provided an intuitive feeling for hand action recognition [4] . This activity can be characterized by surface electromyography, a biological signal widely used in research and clinical experiments. Surface electromyography is the superposition of motion unit action potential (MUAP) of many muscle fibers in time and space. Machine learning algorithms are often used to identify hand actions based on surface electromyography. Therefore, machine learning algorithms are seen as bridges between sEMG and rehabilitation robot. sEMG signals are collected by using the Delsys, a 16-channel, high-sampling rate(2000HZ), dry electrode sensor. The digital IIR butter-worth filter and IIR notch filter are usually used to filter out the high frequency noise and power frequency noise of the sEMG signal [5, 6] . A great deal of research is devoted to the feature engineering of sEMG signals to explore a higher accuracy rate for action recognition [7] [8] [9] [10] . In general, they extract time domain features (mean absolute value, root mean square and zero crossing etc.), frequency domain features (median frequency, mean frequency and power spectrum coefficient etc.) and time-frequency features (short-time fourier transform, wavelet transform and wavelet packet transform etc.) by intercepting time-window and increase-window of sEMG signals on time series [11] [12] [13] [14] [15] . Another part of the researchers is keen on machine learning algorithms to improve the performance of the discriminant model of sEMG. For example, some commonly used and well-performing algorithms: linear discriminant analysis, k-nearest neighbor, decision tree, support vector machine, neural networks and random forest [16] [17] [18] [19] . In this paper, model fusion algorithm is leveraged to improve the accuracy and robustness. Its accuracy is 1-2% higher than other best algorithms in stroke patient's sEMG data. With the rapid development of deep learning technique, many researchers have made algorithms automatically extract features instead of manually extracting them [20] [21] . Whichever method is adopted, the ultimate goal is to improve the generalization ability and robustness of the classifier so as to improve the recognition accuracy.
The sEMG of the flexor and extensor of the forearm were collected to recognize patients' hand intention through above feature extraction methods and machine learning algorithms. Then recognized results were used to assist stroke patients to control rehabilitation system. In this system, we designed different rehabilitation strategies for patients under different condition so as to each patient can receive accurate and effective rehabilitation training. In addition, we combined active rehabilitation training with virtual games to avoid boring training process, so that rehabilitation training is more entertaining and playful. Meanwhile, it can enhance patient's Lele Ma, Xingang Zhao, Ziyou Li, Ming Zhao, Zhuang Xu A sEMG-based Hand Function Rehabilitation System for Stroke Patients rehabilitation training effect. Active rehabilitation training can not only restore muscle tension, improve the balance and control ability of muscles, but also stimulate the development of nerve in the motor system, so that enhance the activity of cerebral cortex motor center.
The rest of the paper is organized as follows. Section II presents system design and experiments methods. Experiments results and discussion will be shown in Section III. Finally, Section IV draws the conclusion.
II. METHODS

A. System Design
As shown in Fig. 1 , our hand function rehabilitation robot system consists of four parts. The first part is an exoskeleton manipulator. As shown in Fig. 2 , each finger joint is composed of a linear motion actuator, a sliding rheostat used to feedback position information, a flexible spring and a rod drive mechanism. The linear motion actuator adopts Canada's Firgelli, a linear motor with 50mm stroke, 6V rated voltage, and 100 reduction-ratio. At the same time, voltage control, current control and PWM control can be selected. The purpose of flexible spring is to add a buffer to reduce the tremor. The second part is to utilize the STM32 as a micro-controller, using pulse width modulation to control the motion of the linear motor in the rehabilitation robot. It is necessary to control the movement of the 5-way motor synchronously. Therefore, the switching power with the output current of 1 A is selected to supply power to the motor so as to prevent the motor from being in disorder. The transmission of data and command between the controller and the host computer is realized through the serial port. The micro-controller receives real-time commands from the host computer, and then spares no effort to reflect it on the rehabilitation robot. In addition to accepting commands, micro-controller feedback the motor's position in the form of voltage values to the host computer and display it on the screen in real time.
The third part is to collect the patient's sEMG signal and process the data. Then we recognize the patient's action intention through machine learning algorithm to control rehabilitation system. A more detailed description will be given later in this paper. The fourth part is the design of the user interface, which mainly includes serial communication configuration, patient information record, rehabilitation training methods and games. Serial communication needs to set serial port number, baud rate, parity bit and data bit etc. As shown in Fig. 3 , the patient's simple personal information (such as name, gender, ID, degree of illness etc.) is recorded in the database of the rehabilitation system through "New". We can view and edit all patients' information at any time. For example, the description of patient's condition will gradually improve along with rehabilitation training, which will be added to the data management system again. We also store the sEMG signal of each training session of the patient. After a period of rehabilitation training, the performance of sEMG signal can be used to indirectly reflect the patient's recovery. In addition, the game score of each patient's is also recorded to stimulate the patient's desire to go beyond the highest record maintained, thereby enhancing the patient's recovery. 
B. sEMG Acquisition
Based on the above-mentioned set of hand function rehabilitation training systems, we cooperated with the Liaoning Disabled & Rehabilitation Center in China to conduct long-term clinical trials on stroke patients. Stroke patients' hand action intentions were recognized by the sEMG signals of the flexor and extensor muscles of the forearm. These sEMG signal is recorded by the Delsys sensor and is sent to the computer for processing and analysis in real time. Delsys is a 16-channel, dry electrode, high sampling rate (2000 HZ) wireless sEMG acquisition device. Delsys is non-invasive and its wireless dry electrodes allow users to acquire signals very quickly and easily. As far as we know, the frequency range of sEMG signal is mainly concentrated in 10-300HZ. While the 2000Hz sampling rate provided by Delsys fully meets the requirements. It is capable to supply highly accurate and robust sEMG signal for hand action recognition. Due to the bulky equipment of Delsys, we will use self-designed lightweight sEMG acquisition sensors for follow-up work.
The limbs on the hemiplegia side of stroke patient cannot be controlled normally, and their hand function is more severely impaired. Therefore, we have designed some of the most common and simple hand actions in daily life for the rehabilitation training of stroke patients. As shown in Fig. 4 , six hand actions are considered in our rehabilitation system. The first one referred to as relax is the natural posture of the hand of the patient when no significant muscle activity is detected. The other five actions are: open hand, close hand, pinch the middle finger, stretch the index finger and middle finger (v shape), bend the thumb and index finger (ok shape). Six able-bodied subjects (average age 24 years) and nine stroke patients have been tested to validate the feasibility and robustness of our system. The six able-bodied subjects were only leveraged to check the stability of the rehabilitation system, the smoothness of the signal acquisition, and the reaction time difference between rehabilitation robot and host computer. They are not the object of rehabilitation training. Nine stroke patients (6 males, 3 females; 5 right hemiplegia, 4 left hemiplegia; average age 57 years) who did clinical trials were able to verify that our system can assist rehabilitation training for most stroke patients. The condition of these patients is different. Some patients can simply open their hands and close their hands, while others can move their fingers slightly, but others cannot do anything. Exactly as mentioned in previous paragraph, patients with different conditions will have different rehabilitation training strategies to ensure that each patient can be effectively trained.
Patients were made to sit in a wheelchair or chair, adjusted to match the maximum comfort, and comfortably resting their arms on the rehabilitation robot. Rehabilitation system interface in front of the patient provided visual guidance for each action, while also recording sEMG signals from the Delsys sensors. During the sEMG signals acquisition performed using the Delsys, the patients who can do the actions were required to imitate action shown on the rehabilitation system interface with their hand of hemiplegic side. While the patient who can't do the actions were also required to imitate the actions as far as possible. Each patient was asked to maintain an action for 5 seconds, then relax for 5 seconds as alternating until each action was done, referred to as a cycle. Ten cycles are merged into a data set. Eighty percent of the data is used as training set, and the rest as test set.
We use pictures to guide patients to do the corresponding actions. While the actions might not perfectly match with the time of the appearance of the picture provided by our system owing to patient reaction times and experimental conditions. Due to the mislabeling caused by the time mismatch, we re-calibrated the labels by means of peak detection. First, the original EMG signals of all channels are down-sampled, and then first-order differential processing is performed. As shown in Fig. 5 , there are five upper peaks and five lower peaks in a cycle. The five largest values are found in one cycle, and the difference between the positions of these five values should satisfy the requirement of more than a threshold. The peak which the position difference is less than the threshold is removed. The next maximum value is added until the difference satisfies the above conditions. After finding the five upper peaks, find the five lower peaks in the same way. The labels for each action category is marked between the upper peak and lower peak. 
C. Feature Extraction
The frequency range of sEMG signal is mainly concentrated at 10-300 Hz, whereas the sampling frequency of Delsys is 2000 Hz. Before extracting features, it is necessary to filter out high frequency noise and 50Hz power frequency noise in the signal. We use Butterworth filter to filter out the interference of high frequency noise. The Butterworth filter is one of the electronic filters. Its advantage is that the frequency response curve of the passband is the smoothest. The Butterworth low-pass filter can be expressed as a formula of frequency versus square of amplitude:
Where n represents the filter order, represents cut-off frequency, represents band edge frequency.
Then, we use digital notch filter to filter out power frequency noise. Generally, a notch filter is added to the edge of the passband of the bandpass filter, such as a parallel resonant tank in series, or a series circuit in parallel. Their resonant frequency is the frequency to be filtered out. In order to output the discrimination results in real time, we extract the features from the intercepted time-window. Some studies have shown that the size of the time-window affects the performance of the classifier. The general recommended time-window size is 100-200ms. As shown in Fig. 6 , in the experiment, we chose a 128ms time-window. In addition, we also applied a 32ms increase-window to ensure the continuity of the input of sEMG signal. Utilizing increase-window is viewed as a form of data augmentation.
The feature engineering in the field of sEMG signals mainly includes three aspects: feature extraction, feature selection and dimension reduction. We usually extract the time domain features, frequency domain features and time-frequency domain features of sEMG signal. And then the correlation coefficient method, the chi-square test method, or the mutual information method are used to analyze the correlation between various features so as to select the more appropriate features. Of course, we can also use the linear discriminant analysis and principal component analysis to reduce the dimension of the feature. All of the above methods are implemented through python's scikit-learn library.
In the experiments, six features were considered finally, including slope sign changes (SSC), zero crossing counts (ZC), root mean Square (RMS), waveform length (WL), median frequency (MDF), mean frequency (MNF). In general, we attach four electrodes (four channels) to the patient's forearm. Twenty-four features extracted from the four channels are combined into a feature vector as a sample. Thus, each sample is a 24-dimensional vector.
D. Action Recognition Algorithm
We all know that, in addition to data and features affect the performance of the classifier, the algorithm will also greatly affect the accuracy of the prediction. And the model parameters are the direct factors that affect the performance of the model. In this experiment, above features will be tested on five of the most common classifiers: Support Vector Machine (SVM), Artificial Neural Networks (ANN), Random Forest (RF), K-Nearest Neighbors (KNN), Linear Discriminant Analysis (LDA). In addition, above five models are used as a base classifier for model fusion, referred to as stacking. Sending the prediction results generated by stacking to the rehabilitation robot can improve the accuracy of the prediction.
LDA algorithm is a linear classification model, which can be used not only for dimension reduction but also for classification. The use of LDA does not require normalization of the feature, and it projects high-dimensional sEMG signal eigenvectors into a low-dimensional vector. The projected samples have the smallest intraclass distance and the largest interclass distance. KNN is the simplest classification model and it does not require training. It is only necessary to compare the distance between the new sample and the existing samples, and then determine the category of the new sample according to the majority of the genus. KNN is more suitable than other methods for the sample sets with more cross or overlap of class domains. The distribution of samples of sEMG signals in stroke patients happens to overlap and cross each other. Random forest is an important ensemble learning method based on bagging and decision tree, which can be used for classification, regression and other issues. RF has a very high prediction accuracy. The introduction of randomness makes random forests not easy to overfit and improves generalization performance. The goal of SVM is to find the largest interval classifier hyperplane. SVM can use kernel skills to solve the nonlinear classification problem. The Gaussian kernel can map the original features to the infinite-dimensional vector space. Artificial neural networks have shown good performance in many fields, especially the emergence of deep learning, leading the artificial intelligence revolution.
The basic idea of stacking is to use some base classifiers to classify and generate prediction results, and then use another classifier to integrate the results. Using 2-fold stacking as an example, stacking model can acquire more information in the feature space because the second stage model is characterized by the predicted values of the first stage model.
As shown in Fig. 7 , in the first level, we divide the original training set into five parts. Four parts of them are used as sub-training sets, and the rest are used as sub-test sets. Each model uses different sub-training sets to predict the corresponding sub-test set, and then integrates the results of the five predictions as a second-level training set. Then, each model uses different sub-training sets to predict the true test set, and then uses the average of the five predicted results as the second-level test set. In the second level, new training sets are used to predict new test sets.
E. Rehabilitation Training Strategy
We have described the design of rehabilitation systems and the recognition of hand action. Next, we discuss different rehabilitation strategies. We classify stroke patients into three categories based on their condition. The first category of patients is unable to control hand movements, which is called pre-rehab. The second category of patients is able to control simple movements slightly, which is called mid-rehab. The third category of patients is able to control movements, which is called post-rehab.
For pre-rehab, we adopt passive rehabilitation training and mirroring active rehabilitation training methods. Passive rehabilitation training is the process in which the rehabilitation robot directly assists the patient in performing continuous hand opening and closing. Of course, it is also possible to flex and stretch individual fingers. Mirroring active rehabilitation training is to use the limb of the patient's health-side to actively train the limb of the hemiparalysis. The recognized health-side hand action category is converted into commands for transmission to the rehabilitation robot to assist patients to rehabilitation training.
For mid-rehab, we adopt passive rehabilitation training, mirroring active rehabilitation training and active rehabilitation training methods. Active rehabilitation training is to identify the intention of hand actions of hemiplegia side, and then send the converted command to the rehabilitation robot for auxiliary training. Active rehabilitation training includes active open hand training, active closed hand training, and active open-closed hand training. This mode enables synchronization of rehabilitation robot motion and hand action intention.
For post-rehab, in addition to all of the above training methods, we also added a multi-action (six actions, including relaxation) active training mode and game guidance mode. Two games were designed in the rehabilitation system: hamster and flappy-bird (Fig. 8) . Hamster is a close hand training game in order to guide patients to close their hand. When the local rat appears, the patient can get score by closing the hand. The flappy-bird is a game that guides the patient to active open hand. The patient controlled the birds upwards by opening their hand, and the bird fell through its own gravity. Patients need to keep away from obstacles by constantly opening their hand. Whether active rehabilitation training or game-guidance training, it can stimulate the recovery of motor nerves in the cerebral cortex. In this part, we conducted rehabilitation training tests on all nine patients. There were four patients in the pre-rehab state, three patients in the mid-rehab state, and two patients in the post-rehab state. All testing sessions include hand actions recognition, active and passive training, and evaluation of the rehabilitation system. As shown in Fig. 9 , there are obvious differences in the classification accuracy of the three actions (open-hand, close-hand, and relax) of patients under different conditions. Therefore, it is wise for us to adopt different rehabilitation training strategies for patients under different conditions. As shown in Fig. 10 , the average accuracy of the six actions on the healthy side of the nine patients have exceed 95%. Thus, mirroring active rehabilitation is necessary for most patients. It is satisfactory that the recognition accuracy of the six actions on the hemiplegic side of two patients in the post-rehab state can reach approximately 90%. Based on a good accuracy, multi-action active training can be effectively implemented to promote the recovery of the patient's brain nerves.
IV. CONCLUSION
In this work, sEMG was leveraged to control rehabilitation robot to assist stroke patient in rehabilitation training. The rehabilitation robot is driven synchronously by five linear motors. Different rehabilitation strategies are applied to stroke patients under different conditions so as to ensure that each patient can receive effective and accurate rehabilitation training. The introduction of game guidance methods can avoid the tedium of the training process and improve the fun and interest of patients. At the same time, it can also stimulate motor nerves in the patient's cerebral cortex.
The patient's sEMG signal was acquired by picture guidance. Peak detection method was used to relabel sample categories to ensure the authenticity of the sample. A 128ms time-window and a 32ms increase-window are added to the original sEMG signal in order to extract the features. We chose four time-domain features, two frequency-domain features, and six commonly used algorithms to recognize hand actions. It can be seen that stacking performs better than other single algorithms.
In future work, we will explore feature engineering and machine learning algorithms that perform better on sEMG gesture recognition. Further research will be also concerned on the development of a more suitable and intelligent rehabilitation system.
