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In this work, we study the 1-D isentropic bipolar hydrodynamic model. This model takes
the form of compressible Euler–Poisson system with nonlinear damping added to the
momentum equations. Under some smallness conditions, the solutions to the Cauchy
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Darcy’s law with a speciﬁed initial data. The optimal convergence rates are obtained by
Green function method when the initial perturbation is in L1-space.
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1. Introduction and main results
Consider the isentropic bipolar hydrodynamical model, which can be described in Lagrangian coordinates as the com-
pressible Euler–Poisson system with nonlinear damping⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nt + J x = 0,
Jt +
(
J2
n
+ p(n)
)
x
= nE − J
τ1
− β1| J |a−1 J ,
mt + Ix = 0,
It +
(
I2
m
+ q(m)
)
x
= −mE − I
τ2
− β2|I|a−1 I,
λ2Ex = n −m,
(x, t) ∈R×R+. (1.1)
It models the semiconductors with nonlinear dissipative force ﬁeld in Lagrangian coordinates. Hydrodynamic models of this
type take an important place in the ﬁeld of applied and computational mathematics. Here n > 0, m > 0, J , I , E denote the
particle densities, current densities, and the electric ﬁeld, respectively. p = p(n), q = q(m) are the pressure-density functions
which satisfy(
ρ2p′(ρ)
)′
> 0,
(
ρ2q′(ρ)
)′
> 0, ρ > 0.
A typical example in the case of a polytropic gas is p(ρ) = q(ρ) = 1γ ργ , with 1 γ  3. The external terms − Jτ1 −β1| J |a−1 J
and − Iτ2 − β2|I|a−1 I, are called the nonlinear damping, where τ1, τ2 are positive constants, β1 = 0, β2 = 0 are another
constants but can be negative or positive. −β1| J |a−1 J and −β1|I|a−1 I with a  2 are regarded as the nonlinear source
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when β1, β2 < 0, the nonlinear source terms are nonlinear accumulating.
Many efforts were made for the bipolar isentropic hydrodynamic equations of semiconductors. More precisely, Natalini
[8], Hattori and Zhu [2] and Zhang [11] established the global entropy weak solution in the framework of compensated
compactness on the whole line and spacial bounded domain respectively. Hattori and Zhu [2] proved the stability of steady-
state solutions for a recombined bipolar hydrodynamical model. Gasser, Hsiao, and Li [1] investigated the large time behavior
of solutions of Cauchy problem to the bipolar model with β1 = β2 = 0 for the case J+ = J− = 0. Li [4] study the Lp-decay
rates to the nonlinear diffusion waves for a bipolar model with linear fraction damping in quarter plane. However, the
study of bipolar hydrodynamic semiconductor equations is far from being good. As far as we know, few work on such
kind of equations with nonlinear damping can be found. In this paper, we consider the Cauchy problem for the bipolar
Euler–Poisson system with nonlinear damping.
We prescribe the initial value conditions as:
(n, J ,m, I)(x,0) = (n0, J0,m0, I0)(x) → (n±, J±,n±, J±) as x → ±∞, (1.2)
and set E(−∞, t) = ∫
R
(n0 −m0)(x)dx = 0, besides, we set λ, τ1, τ2 to be one and β1 = β2 = β for simplicity. In this work,
we mainly study the case n− = n+ .
It is well known that the friction damping will cause nonlinear diffusive phenomena of hyperbolic waves. In another
word, the hyperbolic waves behave like diffusive wave in large time. Motivated by Mei [7] and Gasser, Hsiao, and Li [1], we
believe that the solution of (1.1) is captured by the following porous media equation⎧⎪⎨
⎪⎩
vt + ux = 0,
p(v)x = −u,
v|t=0 = v0(x) → n+ as x → ±∞,
(x, t) ∈R×R+, (1.3)
where the initial data v0(x) will be carefully selected later.
From (1.1)1, (1.1)3 and (1.3)1, we have
(n − v)t + ( J − u)x = 0, (m − v)t + (I − u)x = 0,
which implies
d
dt
∫
R
(n − v)(x, t)dx = ( J − u)|x=∞ − ( J − u)|x=−∞ = J (∞, t) − J (−∞, t),
d
dt
∫
R
(m − v)(x, t)dx = (I − u)|x=∞ − (I − u)|x=−∞ = I(∞, t) − I(−∞, t).
In order to get ddt
∫
R
(n − v)(x, t)dx = ddt
∫
R
(m − v)(x, t)dx = 0, Gasser, Hsiao, and Li [1] assume that J± = I± = 0, because
this yields J (±∞, t) = I(±∞, t) = 0. However, for any given constant state J± , I± , it usually holds J (∞, t) − J (−∞, t) = 0,
I(∞, t) − I(−∞, t) = 0, in order to delete the gap, we need to construct a couple of correction functions (vˆ, uˆ)(x, t) so that
d
dt
∫
R
(n − v − vˆ)(x, t)dx = d
dt
∫
R
(m − v − vˆ)(x, t)dx = 0.
We make a prior assumption that
E(∞, t) = 0. (1.4)
Similar analysis as in [7], we can ﬁnd that
J (±∞)(t) = I(±∞)(t) = J±e
−t
(1+ β| J±|a−1[1− e−(a−1)t])1/(a−1) .
Note that, when
β < − 1| J±|a−1 ,
the solution will blow up at the ﬁnite time t∗ = 1a−1 ln |β|| J±|
a−1
|β|| J±|a−1−1 . In order to guarantee the global-in-time existence of
J (±∞)(t), I(±∞)(t), we need
either β > 0 or − 1
a−1 < β < 0. (1.5)| J±|
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| J±|
(
2|β|)− 1a−1 .
Thus, if | J±|  1, (1.5) is always true and there is no blow up for J (±∞)(t) and I(±∞)(t).
In order to delete the gap, we construct the correction function (vˆ, uˆ) as
(vˆ, uˆ) =
(
m′(x)e−t
(1− β[|m(x)|e−t ]a−1)1/(a−1) ,
m(x)e−t
(1− β[|m(x)|e−t]a−1)1/(a−1)
)
, (1.6)
where m(x) is deﬁned by
m(x) = c− + (c+ − c−)
x∫
−∞
m0(y)dy, m(±∞) = c±,
here
c± = J±
(1+ β| J±|a−1)1/(a−1) ,
and m0(x) satisﬁes
m0(x) ∈ C∞0 (R), m0(x) 0, and
∞∫
−∞
m0(x)dx = 1.
Then the correction function (vˆ, uˆ) satisﬁes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vˆt + uˆx = 0,
uˆt = −uˆ − β|uˆ|a−1uˆ,
uˆ(±∞, t) = J±e
−t
(1+ β| J±|a−1[1− e−(a−1)t])1/(a−1) ,
(x, t) ∈R×R+. (1.7)
Hence, from (1.1), (1.3) and (1.7), we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(n − v − vˆ)t + ( J − u − uˆ)x = 0,
( J − u − uˆ)t +
(
p(n) − p(v))x = nE − ( J − u − uˆ) −
(
J2
n
)
x
− β(| J |a−1 J − |uˆ|a−1uˆ)+ p(v)xt,
(m − v − vˆ)t + (I − u − uˆ)x = 0,
(I − u − uˆ)t +
(
p(m) − p(v))x = −mE − (I − u − uˆ) −
(
I2
n
)
x
− β(|I|a−1 I − |uˆ|a−1uˆ)+ p(v)xt,
E =
x∫
−∞
[
(n − v − vˆ) − (m − v − vˆ)](y, t)dy.
(1.8)
To determine the initial data v0(x), we integrate (1.8)1 and (1.8)3 over R with respect to x. According to the analysis above,
we have∫
R
(n − v − vˆ)(x, t)dx =
∫
R
(
n0(x) − v0(x) − vˆ(x,0)
)
dx,
∫
R
(m − v − vˆ)(x, t)dx =
∫
R
(
m0(x) − v0(x) − vˆ(x,0)
)
dx.
Choose v0(x) such that∫ (
n0(x) − v0(x) − vˆ(x,0)
)
dx = 0, i.e. v0(x) = n0(x) − vˆ(x,0). (1.9)R
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∫
R
(n0 −m0)(x)dx = 0, it holds that∫
R
(
m0(x) − v0(x) − vˆ(x,0)
)
dx = 0.
As a result, we have∫
R
(n − v − vˆ)(x, t)dx = 0,
∫
R
(m − v − vˆ)(x, t)dx = 0. (1.10)
As usual, we deﬁne the perturbations (φ,ψ,η, θ) as
φ =
x∫
−∞
(n − v − vˆ)(y, t)dy, η = J − u − uˆ,
ψ =
x∫
−∞
(m − v − vˆ)(y, t)dy, θ = I − u − uˆ. (1.11)
Then, from (1.11), we can reformulate the system (1.8) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φt + η = 0,
ηt +
(
p(φx + v + vˆ) − p(v)
)
x = (φx + v + vˆ)E − η − f1,
ψt + θ = 0,
θt +
(
p(ψx + v + vˆ) − p(v)
)
x = −(ψx + v + vˆ)E − θ − f2,
E = φ − ψ,
(φ,η,ψ, θ)|t=0 = (φ0, η0,ψ0, θ0)(x),
(φ,ψ)|x=±∞ = 0,
(1.12)
where (x, t) ∈R×R+ and
f1 =
(
(η + u + uˆ)2
φx + v + vˆ
)
x
− p(v)xt +
{
β
∣∣(η + u + uˆ)∣∣a−1(η + u + uˆ) − β|uˆ|a−1uˆ}= ( f11)x + ( f12)x + f13,
f2 =
(
(θ + u + uˆ)2
ψx + v + vˆ
)
x
− p(v)xt +
{
β
∣∣(θ + u + uˆ)∣∣a−1(θ + u + uˆ) − β|uˆ|a−1uˆ}= ( f21)x + ( f22)x + f23, (1.13)
with the initial data
φ0(x) =
x∫
−∞
(
n0(y) − v0(y) − vˆ(y,0)
)
dy = 0,
η0(x) = −φt(x,0) =: −φ1(x) = J0(x) − u(x,0) − uˆ(x,0),
ψ0(x) =
x∫
−∞
(
m0(y) − v0(y) − vˆ(y,0)
)
dy = 0,
θ0(x) = −ψt(x,0) =: −ψ1(x) = I0(x) − u(x,0) − uˆ(x,0). (1.14)
Before stating our main results, we give some notations as follows.
Notations. Throughout this paper, for simplicity, we will omit the variables t , x of the functions if it does not cause any
confusion. Moreover, C > 0 denotes a generic constant which may change its value from line to line or even in the same
line, while Ci > 0, ci > 0 (i = 0,1,2, . . .) represent speciﬁc constants. ‖ · ‖Lp and ‖ · ‖l stand for the Lp(R)-norm (1 p ∞)
and Hl(R)-norm, respectively. The L2-norm on R is simply denoted by ‖ · ‖.
We also introduce some known results which will be useful in the next section, i.e., the existence and the decay prop-
erties for the solution (v,u)(x, t) to the asymptotic proﬁle equations (1.3). Cf. [10,5] and the decay rates of the correction
functions (vˆ, uˆ)(x, t).
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∫
R
(v0(x) − n+)dx| be suitably small. Then there
exists a unique solution (v,u)(x, t) to (1.3) and (1.9) satisfying the decay properties
∥∥∂kx∂ jt (v − n+)(t)∥∥Lp = O (1)|δ0v |(1+ t)−( k+1+2 j2 − 12p ), j = 0,1, 0 k + j  l − 1,∥∥∂kx∂ jt u(t)∥∥Lp = O (1)|δ0v |(1+ t)−( k+2+2 j2 − 12p ), j = 0,1, 0 k + j  l − 2, (1.15)
for each p ∈ [1,∞], t  0.
Obviously, we have the following decay properties for the correction function (vˆ, uˆ)(x, t).
Lemma 1.2. Let k, j be nonnegative integers. It holds that∥∥∂kx∂ jt vˆ∥∥Lp = O (1)e−t, k 0, j  0,∥∥∂kx∂ jt uˆ∥∥Lp = O (1)e−t, k 1, j  0,
‖uˆ‖L∞ = O (1)e−t . (1.16)
Our main results can be stated as follows.
Theorem 1.1. Assume that (φ1,ψ1) ∈ H2(R) × H2(R). Let δ = |δ0v | + | J+| + | J−|. Then there exists a constant 0 > 0 such that if
Φ0 = ‖(φ1,ψ1)‖2 + δ < 0 , the solution (φ,ψ,η, θ, E) for the IVP (1.12) globally exists and satisﬁes{
3∑
k=0
(1+ t)k∥∥∂kx (φ,ψ)(t)∥∥2 +
2∑
k=0
(1+ t)k+2∥∥∂kx (η, θ, E)(t)∥∥2 +
1∑
k=0
(1+ t)k+3∥∥∂kx (ηt, θt, Et)(t)∥∥2
}
+
T∫
0
{
2∑
k=0
(1+ t)k∥∥∂k+1x (φ,ψ)(t)∥∥2 +
2∑
k=0
(1+ t)k+1∥∥∂kx (η, θ, E)(t)∥∥2 +
1∑
k=0
(1+ t)k+3∥∥∂kx (ηt, θt)(t)∥∥2
}
dt
 C
(∥∥(φ1,ψ1)∥∥22 + δ), (1.17)
and ∥∥(E, Et , Ex, Exx, Ext, Ett)(t)∥∥ CΦ0e−μt, t  0, (1.18)
for some positive constant μ. Moreover, if (φ1,ψ1) ∈ L1(R) × L1(R), we can improve the decay rates for (φ,ψ) as∥∥∂kx (φ,ψ)(t)∥∥Lp  C(Φ0 + ∥∥(φ1,ψ1)∥∥L1)(1+ t)−( 12− 12p )− k2 , k = 0,1,2,∥∥∂kx (η, θ)(t)∥∥Lp  C(Φ0 + ∥∥(φ1,ψ1)∥∥L1)(1+ t)−( 32− 12p )− k2 , k = 0,1, (1.19)
for t  0, 2 p ∞.
Notice that φx = n − v − vˆ , ψx = m − v − vˆ , η = J − u − uˆ, θ = I − u − uˆ. Using the inequality ‖ f ‖2L∞  ‖ f ‖‖∂x f ‖ for
f ∈ H10(R), based on Lemmas 1.1, 1.2 and Theorem 1.1, we immediately obtain the following decay rates.
Corollary 1.1. Under the conditions in Theorem 1.1, the system (1.1) possesses a unique time-global solution (n,m, J , I)(x, t), which
converges to its asymptotic proﬁle (v, v,u,u)(x, t) deﬁned in (1.3) and (1.9) in the form of∥∥(n − v,m − v)(t)∥∥ C(1+ t)− 34 , ∥∥(n − v,m − v)(t)∥∥L∞  C(1+ t)−1,∥∥( J − u − uˆ, I − u − uˆ)(t)∥∥ C(1+ t)− 32 , ∥∥( J − u, I − u)(t)∥∥L∞  C(1+ t)− 54 . (1.20)
Remark 1.1. The results are also true for the case β = 0, which are better than the existing rates showed in the previous
works.
The rest of this paper is organized as follows. In Section 2, we establish the global existence by combining the local
existence and a priori estimates under some smallness conditions. Besides, we obtain the decay properties of the solution
to the nonlinear diffusive wave by energy method, ﬁnally, we improve the decay rates by Green function method.
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2.1. Proof of the a priori estimates (1.17)
The system (1.12) and the fact that (n− v − vˆ)|x=±∞ = (m− v − vˆ)|x=±∞ = 0 give the following boundary conditions for
the lower and higher order derivatives:
φ(±∞, t) = φx(±∞, t) = φt(±∞, t) = φxt(±∞, t) = φtt(±∞, t) = 0, etc.,
ψ(±∞, t) = ψx(±∞, t) = ψt(±∞, t) = ψxt(±∞, t) = ψtt(±∞, t) = 0, etc.
From (1.12)1–(1.12)2 and (1.12)3–(1.12)4, we obtain the damped “wave equation” for φ and ψ respectively as
φtt −
(
p(φx + v + vˆ) − p(v)
)
x + φt + (φx + v + vˆ)E = f1,
ψtt −
(
p(φx + v + vˆ) − p(v)
)
x + ψt − (ψx + v + vˆ)E = f2, (2.1)
which can also be rewritten as
φtt −
(
p′(v)φx
)
x + φt + (φx + v + vˆ)E = f1 + g1,
ψtt −
(
p′(v)ψx
)
x + ψt − (ψx + v + vˆ)E = f2 + g2, (2.2)
where
g1 =
(
p(φx + v + vˆ) − p(v) − p′(v)φx
)
x, g2 =
(
p(ψx + v + vˆ) − p(v) − p′(v)ψx
)
x.
From (2.1) and (1.12)5, we have the IVP for the damped “Klein–Gordon” equation for the electric ﬁeld E as⎧⎪⎨
⎪⎩
Ett + Et + 2(v + vˆ)E = f3,
E(±∞, t) = φ(±∞, t) − ψ(±∞, t) = 0,
(E, Et)(x,0) =
(
0, φ1(x) − ψ1(x)
)
,
(2.3)
where
f3 =
(
p(φx + v + vˆ) − p(ψx + v + vˆ)
)
x − (φx + ψx)E +
(
(η + u + uˆ)2
φx + v + vˆ −
(θ + u + uˆ)2
ψx + v + vˆ
)
x
+ β(∣∣(φt + u + uˆ)∣∣a−1(φt + u + uˆ) − ∣∣(ψt + u + uˆ)∣∣a−1(ψt + u + uˆ))
= ( f31)x + f32 + ( f33)x + f34. (2.4)
It is well known that the global existence can be obtained by the classical continuation method based on the local
existence of classical solution of the Cauchy problem (1.12) and a priori estimates. The local existence can be proved by the
iteration method, cf. [3,6]. Since the proof is tedious but standard, we omit the details. In the following, we will establish
the a priori estimates.
For T > 0, denote the basic space for the Cauchy problem (1.12) as
X(T ) = {(φ,ψ, E) ∣∣ (φ,φt,ψ,ψt , E, φtt ,ψtt, Et) ∈ H3 × H2 × H3 × H2 × H2 × H1 × H1, 0 t  T }.
Deﬁne
N(T )2 = max
0tT
{
3∑
k=0
(1+ t)k+2 j∥∥∂kx (φ,ψ)∥∥2 +
2∑
k=0
(1+ t)k+2 j∥∥∂kx (φt,ψt, E)∥∥2
+
1∑
k=0
(1+ t)k+3∥∥∂kx (φtt,ψtt , Et)∥∥2
}
.
We ﬁrst establish the following basic estimate.
Lemma 2.1. Let (φ,ψ, E) ∈ X(T ). It holds that
∥∥(φ,ψ,φt,ψt , φx,ψx, E)∥∥2 +
t∫
0
∥∥(φs,ψs, φx,ψx, E)∥∥2 ds C(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3 (2.5)
for 0 t  T provided that N(T ) + δ  1.
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B1(φ,φx, φt)
}
t + B2(φx, φt) +
{
B3(x, t)
}
x + B0(φ,φt, φx, E) = ( f1 + g1)(φ + 2φt), (2.6)
where
B0(φ,φt, φx, E) := (φx + v + vˆ)E(φ + 2φt),
B1(φ,φx, φt) := φ2t + 2φφt + φ2 − p′(v)φ2x ,
B2(φx, φt) := φ2t +
[
2p′(v) + p′′(v)vt
]
φ2x ,
B3(x, t) := p′(v)φx(φ + 2φt). (2.7)
Notice that p′(v) C0 for some positive constant C0. From Lemma 1.1, we know that when δ  1, the following estimates
hold
C1
(
φ2 + φ2x + φ2t
)
 B1(φ,φx, φt) C2
(
φ2 + φ2x + φ2t
)
,
C3
(
φ2x + φ2t
)
 B2(φx, φt), (2.8)
for some positive constants Ci (i = 1,2,3).
Integrating (2.6) over R× [0, t] with respect to x and t , we have
∥∥(φ,φx, φt)∥∥2 +
t∫
0
∥∥(φx, φs)∥∥2 ds +
t∫
0
∫
R
(φx + v + vˆ)E(φ + 2φs)dxds
 C‖φ1‖2 + C
t∫
0
∫
R
(
( f11)x + ( f12)x + f13 + g1
)
(φ + 2φs)dxds. (2.9)
For a 2, as shown in [7], we can estimates∣∣∣∣∣
t∫
0
∫
R
(
( f12)x + f13 + g1
)
(φ + 2φs)dxds
∣∣∣∣∣ CN(T )‖φx‖2 + CN(T )δa−1(N(T ) + δ)+ C[1+ N(T )]δ
+ C(δ + N(T ) + N(T )a−1)
t∫
0
∥∥(φx, φs)∥∥2 ds. (2.10)
Due to the fact
( f11)x = − (φt + u + uˆ)
2
(φx + v + vˆ)2 φxx +
2(φt + u + uˆ)
φx + v + vˆ φxt −
(φt + u + uˆ)2
(φx + v + vˆ)2 (vx + vˆx) +
2(φt + u + uˆ)
φx + v + vˆ (ux + uˆx), (2.11)
we have∣∣( f11)x∣∣ C(φ2t + v2x + uˆ2)|φxx + vx + vˆx| + C |φt + vx + uˆ||φxt + ux + uˆx|. (2.12)
The other terms on the R.H.S. of “=” in the inequality (2.9) can be estimated as∣∣∣∣∣
t∫
0
∫
R
( f11)x(φ + 2φs)dxds
∣∣∣∣∣

t∫
0
∫
R
∣∣( f11)x∣∣|φ + 2φs|dxds C(N(T ) + δ)N(T )
t∫
0
∫
R
(1+ s)− 54 (φ2s + v2x)dxds
+
t∫
0
‖uˆ‖2L∞
∥∥(φxx + vx + vˆx)∥∥∥∥(φ + 2φs)∥∥ds +
t∫
0
‖φs + vx + uˆ‖L∞
∥∥(φxt + ux + uˆx)∥∥∥∥(φ + 2φs)∥∥ds
 C
{
N(T )δ2
(
N(T ) + δ)+ N(T )(N(T ) + δ)2}+ CN(T )(N(T ) + δ)
t∫
‖φs‖2 ds. (2.13)0
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‖ f ‖2L∞  C‖ f ‖‖ fx‖, for any f ∈ H10(R).
Substituting (2.13) and (2.10) into (2.9), if N(T ) + δ  1, we can obtain
∥∥(φ,φx, φt)∥∥2 +
t∫
0
∥∥(φx, φs)∥∥2 ds +
t∫
0
∫
R
(φx + v + vˆ)E(φ + 2φs)dxds C
(‖φ1‖2 + δ)+ CN(T )3. (2.14)
Multiplying (1.12)2 by (ψ + 2ψt), applying the similar procedures as above, noting the negative symbol of the electric
term in (1.12)2, we can get
∥∥(ψ,ψx,ψt)∥∥2 +
t∫
0
∥∥(ψx,ψs)∥∥2 ds −
t∫
0
∫
R
(ψx + v + vˆ)E(ψ + 2ψs)dxds C
(‖ψ1‖2 + δ)+ CN(T )3. (2.15)
Notice that
t∫
0
∫
R
{
(φx + v + vˆ)E(φ + 2φs) − (ψx + v + vˆ)E(ψ + 2ψs)
}
dxds
=
t∫
0
∫
R
{
d
dt
[
(v + vˆ)E2]+ (2(v + vˆ) − (v + vˆ)s)E2
}
dxds +
t∫
0
∫
R
{
φxE(φ + 2φs) − ψxE(ψ + 2ψs)
}
dxds
 c1‖E‖2 + c2
t∫
0
‖E‖2 ds − CN(T )
t∫
0
∥∥(φx, φs,ψx,ψs, E)∥∥2 ds. (2.16)
Here c1, c2 are two positive constants. Hence, combining (2.14)–(2.16) yields (2.5) provided N(T )  1. 
Remark 2.1. Since uˆ doesn’t belong to any Lp(R)-space for 1 p < ∞, in (2.13), we cannot use integration by parts from
the ﬁrst line to the second line. As a result, we have the term N(T )3 in the estimation.
Lemma 2.2 (Higher order energy estimates). For (φ,ψ, E) ∈ X(T ), it holds that
∥∥(φx, φxx, φxt,ψx,ψxx,ψxt, Ex)∥∥2 +
t∫
0
∥∥(φxx, φxs,ψxx,ψxs, Ex)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3, (2.17)
for 0 t  T provided that N(T ) + δ  1.
Proof. Differentiate (2.1) with respect to x, we obtain
φxtt − (p′(φx + v + vˆ)φxx)x + φxt + ((φx + v + vˆ)E)x = ( f1)x + (g3)x,
ψxtt − (p′(ψx + v + vˆ)ψxx)x + ψxt − ((ψx + v + vˆ)E)x = ( f2)x + (g4)x, (2.18)
where
g3 = p′(φx + v + vˆ)(vˆx + vx) − p′(v)vx, g4 = p′(ψx + v + vˆ)(vˆx + vx) − p′(v)vx.
Multiply (2.18)1 with φx and integrate it over R × [0, t] with respect to x and t . After integration by parts, we obtain
∫
R
(
φxφxs + φ
2
x
2
)
dx+
t∫
0
∫
R
(
p′(φx + v + vˆ)φ2xx − φ2xs
)
dxds +
t∫
0
∫
R
(
(φx + v + vˆ)E
)
xφx dxds
= −
t∫
0
∫
R
{[
( f11)x − ( f12)x + f13
]
φxx + g3φxx
}
dxds
 C‖φ1x‖2 −
t∫ ∫ {[
( f11)x − ( f12)x + f13
]
φxx + g3φxx
}
dxds. (2.19)0 R
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g3 = O (1)
(|φx + vˆ||φxx + vx| + |vˆx|),
by Cauchy’s inequality, using Lemmas 1.1 and 1.2, the last term on the R.H.S. of (2.19) can be estimated as
−
t∫
0
∫
R
g3φxx dxds
t∫
0
{
C(κ)
(∥∥(vˆ vx)∥∥2 + ‖vˆx‖2)+
[
C
(
N(T ) + δ)+ κ
3
]∥∥(φxx, φx)∥∥2
}
ds
 Cδ2 +
[
C
(
N(T ) + δ)+ κ
3
] t∫
0
∥∥(φxx, φx)∥∥2 ds. (2.20)
Here, κ > 0 is a constant such that κ  N(T ) + δ.
Since
( f12)x = O (1)
(|vxvt + vxt |).
Similarly, we have
t∫
0
∫
R
( f12)xφxx dxds
t∫
0
C(κ)
{∥∥(vxvs)∥∥2 + ‖vxs‖2}ds + κ
6
t∫
0
‖φxx‖2 ds C
(
δ2 + δ4)+ κ
3
t∫
0
‖φxx‖2 ds. (2.21)
Using (2.11), we can get
t∫
0
∫
R
−( f11)xφxx dxds
∥∥(φ2t + v2x + uˆ2)∥∥L∞
t∫
0
(∥∥(φxx + vx + vˆ)∥∥2 + ‖φxx‖2)ds
+ ∥∥(φt + vx + uˆ)∥∥L∞
t∫
0
(∥∥(φxs + ux + uˆx)∥∥2 + ‖φxx‖2)ds
 C
(
N(T ) + δ)δ2 + C(N(T ) + δ)
t∫
0
∥∥(φxx, φxs)∥∥2 ds. (2.22)
Notice that
| f13| C
(|φt |a + |u|a + |uˆ|a−1|φt + u|). (2.23)
We have
t∫
0
∫
R
f13φxx dxds
t∫
0
C(κ)‖ f13‖2 ds + κ
3
t∫
0
‖φxx‖2 ds C
(
N(T )2a + δ2a + δ2a−2N(T )2)+ κ
3
t∫
0
‖φxx‖2 ds.
(2.24)
Substituting (2.20)–(2.23) into (2.19), and using the result in Lemma 2.1, we have
∫
R
(
φxφxt + φ
2
x
2
)
dx+
t∫
0
∫
R
(
φ2xx − φ2xs
)
dxds +
t∫
0
∫
R
(
(φx + v + vˆ)E
)
xφx dxds = C
(‖φ1‖21 + ‖ψ1‖2 + δ)+ CN(T )3
(2.25)
provided that N(T ) + δ  1.
Multiply (2.18) with 2φxt and integrate it over R × [0, t]. After integration by parts, we get
∫ (
φ2xt + p′(φx + v + vˆ)φ2xx
)
dx+
t∫ ∫
2
(
(φx + v + vˆ)E
)
xφxs dxdsR 0 R
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t∫
0
∫
R
(
2φ2xs − p′′(φx + v + vˆ)(φxs + vs + vˆ s)φ2xx
)
dxds
= ‖φ1x‖2 + 2
t∫
0
∫
R
[
( f11)x + ( f12)x + f13 + g3
]
xφxs dxds. (2.26)
Due to (2.11) and the fact that u = −p′(v)vx , it holds that
( f11)xx = −
(
(φt − u − uˆ)2
(φx + v + vˆ)2 φxx
)
x
+
(
2(φt − u − uˆ)
φx + v + vˆ φxt
)
x
+ O (1)(φt − vx − uˆ)
[
vxx(φt − vx − uˆ) + vxt
]
+ O (1)(φxt − vt − uˆx)
[
(φxx + vx + vˆx)(φt + vx + uˆ) + vt + φxt + uˆ
]
+ O (1)vx
[
(φxx + vx + vˆx)
(
φ2t + v2x + uˆ2
)+ (vt + φxt + uˆ)(φt + vx + uˆ)]. (2.27)
Notice that
( f12)xx = p(v)xxt = vtt,
( f13)x = g′(φt − u − uˆ)(φxt − ux − uˆx) − g′(uˆ)uˆx =
[
g′(φt − u − uˆ) − g′(uˆ)
]
uˆx + g′(φt − u − uˆ)(φxt − ux)
= O (1)|φt − u − uˆ|a−2(φt − u)uˆx + O (1)|φt − u − uˆ|a−1(φxt − ux),
(g3)x = O (1)
[
(φx + vˆ)
(
v2x + vxx
)+ (φxx vˆ + vˆ2x + vˆxvx + vˆxx)]. (2.28)
Similarly as above, the last term on the R.H.S. of the equality (2.26) can be estimated as
t∫
0
∫
R
[
( f11)x − ( f12)x + f13 + g3
]
xφxs dxds

t∫
0
d
ds
( ∫
R
(φt + u + uˆ)2
(φx + v + vˆ)2 φ
2
xx dx
)
ds + CN(T )3 + C(N(T ) + δ)
t∫
0
∥∥(φxs, φxx)∥∥2 ds

(
N(T ) + δ)2‖φxx‖2 + CN(T )3 + C(N(T ) + δ)
t∫
0
∥∥(φxs, φxx)∥∥2 ds. (2.29)
Substituting (2.29) into (2.26), we have
∥∥(φxt, φxx)∥∥2 +
t∫
0
(‖φxs‖2 − C(N(T ) + δ)‖φxx‖2)ds +
t∫
0
∫
R
(
(φx + v + vˆ)E
)
xφxs dxds
 C
(‖φ1‖21 + ‖ψ1‖2 + δ)+ CN(T )3. (2.30)
Having [(2.25) + 2× (2.30)], we can obtain
∥∥(φx, φxt, φxx)∥∥2 +
t∫
0
∥∥(φxs, φxx)∥∥2 ds +
t∫
0
∫
R
(
(φx + v + vˆ)E
)
x(φx + 2φxs)dxds
 C
(‖φ1‖21 + ‖ψ1‖2 + δ)+ CN(T )3 (2.31)
provided N(T ) + δ  1.
Multiplying (2.18)2 by (ψx+2ψxt), applying the same procedure as above and noticing the negative symbol of the electric
term in (2.18)2, we can get
∥∥(ψx,ψxt,ψxx)∥∥2 +
t∫
0
∥∥(ψxs,ψxx)∥∥2 ds −
t∫
0
∫
R
(
(ψx + v + vˆ)E
)
x(ψx + 2ψxs)dxds
 C
(‖ψ1‖21 + ‖φ1‖2 + δ)+ CN(T )3. (2.32)
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t∫
0
∫
R
{(
(φx + v + vˆ)E
)
x(φx + 2φxs)dxds −
(
(ψx + v + vˆ)E
)
x(ψx + 2ψxs)
}
dxds

t∫
0
d
dt
{∫
R
(v + vˆ)E2x dx
}
ds +
t∫
0
∫
R
[
(v + vˆ) − (v + vˆ)s
]
E2x dxds
+
t∫
0
∫
R
{
(vˆx + vx)E(2Exs + Ex) + (φxE)x(φx + 2φxs) − (ψxE)x(ψx + 2ψxs)
}
dxds
 c3‖Ex‖2 + c4
t∫
0
‖Ex‖2 ds − CN(T )δ2 − CN(T )
t∫
0
∥∥(φxs, φx,ψxs,ψx)∥∥2 ds, (2.33)
where c3, c4 are two positive constants. Hence, having (2.31) + (2.32) and using (2.33) and (2.5) give (2.17) provided that
N(T ) + δ  1. 
Lemma 2.3 (Decay rates for φx and ψx). For any (φ,ψ, E) ∈ X(T ), it holds that
(1+ t)∥∥(φx,ψx, φt,ψt , E)∥∥2 +
t∫
0
(1+ s)∥∥(φt,ψt)∥∥2 ds C(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3, (2.34)
for 0 t  T provided that N(T ) + δ  1.
Proof. Multiplying (2.17)1 by 2(1+ t)φt and integrating it over R× [0, t] with respect to x and t , we have
(1+ t)
∫
R
(
φ2t + p′(v)φ2x
)
dx+ 2
t∫
0
(1+ s)‖φs‖2 ds + 2
t∫
0
∫
R
(1+ s)(φx + v + vˆ)Eφs dxds
= ‖φ1‖2 +
t∫
0
∫
R
(
φ2s + p′(v)φ2x
)
dxds +
t∫
0
∫
R
(1+ s)p′′(v)vsφ2x dxds + 2
t∫
0
∫
R
(1+ s)( f1 + g1)φs dxds
 C
(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3 + 2
t∫
0
∫
R
(1+ s)(( f11)x − ( f12)x + f13 + g1)φs dxds, (2.35)
where we have used Lemmas 1.1 and 2.1.
For the last term, similarly as in (2.13), the ﬁrst part on f11 can be estimated as
∣∣∣∣∣
t∫
0
∫
R
(1+ s)( f11)xφs dxds
∣∣∣∣∣ C{N(T )δ2(N(T ) + δ)+ N(T )(N(T ) + δ)2}+ CN(T )(N(T ) + δ)
t∫
0
(1+ s)‖φs‖2 ds.
(2.36)
While for the rest three parts, as exactly shown in [9,7], we have
t∫
0
∫
R
(1+ s)(−( f12)x + f13 + g1)dxds
 CN(T )(1+ t)∥∥φx(s)∥∥2 + 1
2
t∫
(1+ s)∥∥φs(s)∥∥2 ds0
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t∫
0
(1+ s)∥∥φx(s)∥∥2 ds + C(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3
+ C(δa + δa−1)+ C[N(T )a−1 + δa−1]
t∫
0
(1+ s)∥∥φs(s)∥∥2 ds. (2.37)
Notice that a 2 and p′(v) > C0 for some positive constant C0. Combining (2.35)–(2.37) gives
(1+ t)∥∥(φt, φx)∥∥2 +
t∫
0
(1+ s)‖φs‖2 ds + 2
t∫
0
∫
R
(φx + v + vˆ)Eφs dxds C
(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3. (2.38)
Multiplying (2.17)2 by 2(1 + t)ψt , applying the same procedure as above and noticing the negative symbol of the electric
term in (2.17)2, we can get
(1+ t)∥∥(ψt,ψx)∥∥2 +
t∫
0
(1+ s)‖ψs‖2 ds − 2
t∫
0
∫
R
(ψx + v + vˆ)Eψs dxds C
(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3. (2.39)
Notice that
2
t∫
0
∫
R
(1+ s){(φx + v + vˆ)Eφs − (ψx + v + vˆ)Eψs}dxds
=
t∫
0
∫
R
d
dt
[
(1+ s)(v + vˆ)E2]dxds −
t∫
0
∫
R
[
(v + vˆ)(1+ s)]s E2 dxds + 2
t∫
0
∫
R
(1+ s)[φxEφt − ψxEψt]dxds
 c5(1+ t)‖E‖2 − c6
t∫
0
‖E‖2 ds − CN(T )
t∫
0
∥∥(φx, φs,ψx,ψs)∥∥2 ds
 c5(1+ t)‖E‖2 − CN(T )
[(∥∥(φ1,ψ1)∥∥2 + δ)+ CN(T )3], (2.40)
for some positive constants c5, c6. Hence, substituting (2.40) into (2.38)+(2.39) yields (2.34) provided N(T ) + δ  1. This
completes the proof of this lemma. 
Lemma 2.4 (Decay rate for φxx and ψxx). For any (φ,ψ, E) ∈ X(T ), it holds that
(1+ t)2∥∥(φxx,ψxx, φxt,ψxt, Ex)∥∥2 +
t∫
0
{
(1+ s)∥∥(φxx,ψxx)∥∥2 + (1+ s)2∥∥(φxs,ψxs)∥∥2}ds
 C
(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3, (2.41)
for 0 t  T provided that N(T ) + δ  1.
Proof. Having
∫ t
0
∫
R
{(2.18)1 × (1+ s)(φx + 2φxs) + (2.18)2 × (1+ s)(φx + 2ψxs)}dxds, as shown in Lemmas 2.2 and 2.3. We
can similarly prove that
(1+ t)∥∥(φx, φxx,ψx,ψxx, φxt,ψxt, Ex)∥∥2 +
t∫
0
(1+ s)∥∥(φxx, φxs,ψxxψxs, Ex)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3
(2.42)
provided that N(T ) + δ suitably small. Furthermore, by taking ∫ t0 ∫R{(2.18)1 × (1+ s)2φxxs + (2.18)2 × (1+ s)ψxxs}dxds and
applying (2.42), we then obtain
(1+ t)2∥∥(φxx,ψxx, φxt,ψxt, Ex)∥∥2 +
t∫
0
(1+ s)2∥∥(φxs,ψxs)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3 (2.43)
provided that N(T ) + δ  1. Thus, combining (2.42) and (2.43) gives (2.41). This completes the proof of this lemma. 
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(1+ t)3∥∥(φxxx,ψxxx, φxxt,ψxxt, Ex)∥∥2 +
t∫
0
(1+ s)2∥∥(φxxx,ψxxx)∥∥2 + (1+ s)3∥∥(φxxs,ψxxs)∥∥2 ds
 C
(∥∥(φ1,ψ1)∥∥22 + δ)+ CN(T )3, (2.44)
for 0 t  T provided that N(T ) + δ  1.
Proof. Having
∫ t
0
∫
R
{∂x(2.18)1 × (1+ s)2(φxx + 2φxxt) + ∂x(2.18)2 × (1+ s)2(φxx + 2ψxxt)}dxds, we ﬁrst have
(1+ t)2∥∥(φxx, φxxx,ψxx,ψxxx, φxxt,ψxxt, Exx)∥∥2 +
t∫
0
(1+ s)2∥∥(φxxx, φxxs,ψxxxψxxs, Exx)∥∥2 ds
 C
(∥∥(φ1,ψ1)∥∥22 + δ)+ CN(T )3 (2.45)
provided N(T )+δ  1. Furthermore, by taking ∫ t0 ∫R{(2.18)1 × (1+ s)3φxxs + (2.18)2 × (1+ s)3ψxxs}dxds and applying (2.42),
we then obtain
(1+ t)3∥∥(φxxx,ψxxx, φxxt,ψxxt, Exx)∥∥2 +
t∫
0
(1+ s)3∥∥(φxxs,ψxxs)∥∥2 ds C(∥∥(φ1,ψ1)∥∥22 + δ)+ CN(T )3 (2.46)
provided N(T ) + δ  1. Thus, combining (2.45) and (2.46) gives (2.44). This completes the proof of this lemma. 
Lemma 2.6 (Decay rate for φt and ψt ). Let (φ,ψ, E) ∈ X(T ). It holds that
(1+ t)2∥∥(φt,ψxt, φtt, φt ,ψxt,ψtt , Et)∥∥2 +
t∫
0
(1+ s)2∥∥(φxs,ψss, φxs,ψss, Es)∥∥2 ds
 C
(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3, (2.47)
for 0 t  T provided that N(T ) + δ  1.
Proof. Having
∫ t
0
∫
R
{∂s(2.2)1 × (φs + 2φss) + ∂s(2.2)2 × (ψs + 2ψss)}dxds, using Lemma 2.2, we ﬁrst have
∥∥(φt, φxt,ψtt ,ψt, φxt,ψtt, Et)∥∥2 +
t∫
0
∥∥(φxs, φss,ψxsψss, Es)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3 (2.48)
provided N(T ) + δ  1. Here we have used the fact that
φtt |t=0 =
{(
p′(v)φx
)
x − φt − (φx + v + vˆ)E + f1 + g1
}
t=0,
ψtt |t=0 =
{(
p′(v)ψx
)
x − ψt + (ψx + v + vˆ)E + f2 + g2
}
t=0.
Secondly, by taking
∫ t
0
∫
R
{∂s(2.2)1 × (1+ s)(φs +φss)+ ∂s(2.2)2 × (1+ s)(ψs +2ψss)}dxds and applying (2.48), we can obtain
(1+ t)∥∥(φt, φxt,ψtt,ψt , φxt,ψtt , Et)∥∥2 +
t∫
0
(1+ s)∥∥(φxs, φss,ψxs,ψss, Es)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3
(2.49)
provided N(T ) + δ  1.
Finally, by taking
∫ t
0
∫
R
{∂s(2.2)1 × (1 + s)2(φs + 2φss) + ∂s(2.2)2 × (1 + s)2(ψs + ψss)}dxds and applying (2.48), we can
obtain
(1+ t)2∥∥(φt, φxt,ψtt,ψt , φxt,ψtt , Et)∥∥2 +
t∫
0
(1+ s)2∥∥(φxs, φss,ψxs,ψss, Es)∥∥2 ds
 C
(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3 (2.50)
with suitably small N(T ) + δ. This completes the proof of this lemma. 
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∫ t
0
∫
R
{∂s(2.2)1 × (1+ s)3φss + ∂s(2.2)2 × (1+ s)3ψss}dxds, using Lemma 2.6, we can get the following decay rates
for φxt and ψxt .
Lemma 2.7 (Decay rate for φxt and ψxt ). Let (φ,ψ, E) ∈ X(T ). It holds that
(1+ t)3∥∥(ψxt, φtt,ψxt,ψtt, Et)∥∥2 +
t∫
0
(1+ s)3∥∥(ψss,ψss)∥∥2 ds C(∥∥(φ1,ψ1)∥∥21 + δ)+ CN(T )3, (2.51)
for 0 t  T provided that N(T ) + δ  1.
At last, in a similar way as before, by taking
∫ t
0
∫
R
{∂s∂x(2.2)1 × (1 + s)4φst + ∂s∂x(2.2)2 × (1 + s)4ψts}dxds, using Lem-
mas 2.2–2.7, we can get the following decay rates for φxxt and ψxxt .
Lemma 2.8 (Decay rate for φxxt and ψxxt ). Let (φ,ψ, E) ∈ X(T ). It holds that
(1+ t)4∥∥(ψxxt, φxtt,ψxxt,ψxtt, Ext)∥∥2 +
t∫
0
{
(1+ s)3∥∥(ψxxs,ψxxs)∥∥2 + (1+ s)4∥∥(ψxss,ψxss)∥∥2}ds
 C
(∥∥(φ1,ψ1)∥∥22 + δ)+ CN(T )3, (2.52)
for 0 t  T provided that N(T ) + δ  1.
Combining Lemma 2.1, Lemmas 2.3–2.8 implies
N(T )2 +
T∫
0
{
2∑
k=0
(1+ t)k∥∥∂k+1x (φ,ψ)∥∥2 +
2∑
k=0
(1+ t)k+1∥∥∂kx (φt,ψt, E)∥∥2 +
1∑
k=0
(1+ t)k+3∥∥∂kx (φtt,ψtt)∥∥2
}
dt
 C
(∥∥(φ1,ψ1)∥∥22 + δ)+ C4N(T )3. (2.53)
For some positive constant C4, if N(T ) is small enough such that C4N(T ) < 12 , we have
N(T )2 +
T∫
0
{
2∑
k=0
(1+ t)k∥∥∂k+1x (φ,ψ)∥∥2 +
2∑
k=0
(1+ t)k+1∥∥∂kx (φt,ψt, E)∥∥2 +
1∑
k=0
(1+ t)k+3∥∥∂kx (φtt,ψtt)∥∥2
}
dt
 C
(∥∥(φ1,ψ1)∥∥22 + δ). (2.54)
Hence, we have proved (1.17) in Theorem 1.1. By a standard continuity argument, we can extend the local solution of (1.12)
globally in time.
Remark 2.2. Since E = φ − ψ and φ(∞, t) = ψ(∞, t) = 0, we have E(∞, t) = 0. Thus our a prior assumption (1.4) is closed.
2.2. Proof of decay estimates of the electric ﬁeld E
In order to improve the decay rates for (φ,ψ), the decay rates for E obtained above is not enough. So we will further
study the decay properties for E . Notice that
f34 = g′(σ )(φt − ψt) = g′(σ )Et ,
here g is deﬁned as before, and σ is between φt + u + uˆ and ψt + u + uˆ. Similarly as in [1], we can obtain the following
decay properties for the electric ﬁled E .
Lemma 2.9. It holds that∥∥(E, Ex, Et)(t)∥∥2  CΦ20e−2μ1t, (2.55)
for some positive constant μ1 > 0.
H.F. Ma / J. Math. Anal. Appl. 370 (2010) 511–529 525Proof. Multiplying (2.3) by (E + 2Et), and then integrating it over R with respect to x, we have
d
dt
∫
R
(
E2t +
E2
2
+ EEt + 2vE2
)
dx+
∫
R
(
E2t + 2
[
v + vˆ − (v + vˆ)t
]
E2
)
dx
=
∫
R
(
( f31)x + f32 + ( f33)x + f34
)
(E + 2Et)dx. (2.56)
The R.H.S. terms of “=” in (2.56) can be estimated as follows. Since
( f31)x = p′(φx + v)Exx +
(
p′(φx + v + vˆ) − p′(ψx + v + vˆ)
)
(ψx + v + vˆ)x
= p′(φx + v + vˆ)Exx + O (1)(ψx + v + vˆ)xEx. (2.57)
Firstly, by integrating by parts, we have∫
R
( f31)x(E + 2Et)dx− d
dt
∫
R
p′(φx + v + vˆ)E2x dx−
∫
R
p′(φx + v + vˆ)E2x dx+ CΦ0
∫
R
(
E2 + E2x + E2t
)
dx. (2.58)
Secondly, it is easy to get that∫
R
f32(E + 2Et)dx CΦ0
∫
R
(
E2 + E2x + E2t
)
dx. (2.59)
Due to the facts
f33 = O (1)
{
(φt + vx)Et +
(
φ2t + v2x
)
Ex
}
,
and
( f33)x = − (φt + u + uˆ)
2
(φx + v + vˆ)2 Exx −
2(φt + u + uˆ)
φx + v + vˆ Ext
−
{
(φt + u + uˆ)2
(φx + v + vˆ)2 −
(ψt + u + uˆ)2
(ψx + v + vˆ)2
}(
(v + vˆ)x + ψxx
)
+
{
2(φt + u + uˆ)
φx + v + vˆ −
2(ψt + u + uˆ)
ψx + v + vˆ
}(
(u + uˆ)x + ψxt
)
= − (φt + u + uˆ)
2
(φx + v + vˆ)2 Exx −
2(φt + u + uˆ)
φx + v + vˆ Ext
+ O (1)(φt + ψt + ψxx + ψxt + (v + vˆ)x + (u + uˆ)x)(Ex + Et), (2.60)
where we have used (2.11). After integration by parts, we can get that∫
R
( f33)x(E + 2Et)dx = 2
∫
R
( f33)xEt −
∫
R
Ex f33 dx
 d
dt
∫
R
(φt + u + uˆ)2
(φx + v + vˆ)2 E
2
x dx+ CΦ0
∫
R
(
E2x + E2t
)
dx. (2.61)
Finally, since
f34 = O (1)σ a−11 Et,
where σ1 is between (φt + u + uˆ) and (ψt + u + uˆ). The term related to f34 can be estimated as∫
R
f34(E + 2Et)dx CΦa−10
∫
R
(
E2 + E2t
)
dx. (2.62)
Substituting (2.58), (2.59), (2.61) and (2.62) into (2.56), we can obtain
d
dt
∥∥(E, Ex, Et)∥∥2 + 2μ1∥∥(E, Ex, Et)∥∥2  0, (2.63)
for some positive constants μ1 provided that Φ0  1. Applying Gronwall’s lemma to the inequality (2.63) yields (2.55). 
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for some positive constant μ2 .
Proof. By taking
∫
R
(Ex + 2Ext)∂x(2.3)1 dx, we have
d
dt
∫
R
(
E2xt +
E2x
2
+ ExExt + 2(v + vˆ)E2x
)
dx+
∫
R
(
E2xt + 2
[
v + vˆ − (v + vˆ)t
]
E2x
)
dx
= −2
∫
R
(v + vˆ)xE(Ex + 2Ext)dx+
∫
R
(
( f31)xx + ( f32)x + ( f33)xx + ( f34)x
)
(Ex + 2Ext)dx. (2.65)
The R.H.S. terms of “=” in (2.65) can be estimated as follows. Firstly, using Lemma 1.1, we can get
−2
∫
R
(v + vˆ)xE(Ex + 2Ext)dx+
∫
R
( f32)x(Ex + 2Ext)dx Cδ
∫
R
(
E2 + E2x + E2xt
)
dx. (2.66)
According to (2.57), it holds that∫
R
( f31)xx(Ex + 2Ext)dx = −
∫
R
( f31)x(Exx + 2Exxt)dx
− d
dt
∫
R
[
p′(φx + v + vˆ)E2xx + O (1)(φx + v + vˆ)xExExx
]
dx
−
∫
R
p′(φx + v + vˆ)E2xx dx+ CΦ0
∥∥(Ex, Exx, Ext)∥∥2. (2.67)
Due to (2.60), we have∫
R
( f33)xx(Ex + 2Ext)dx = −
∫
R
( f33)x(Exx + 2Exxt)dx
 d
dt
∫
R
(φt + u + uˆ)2
(φx + v + vˆ)2 E
2
xx dx+ CΦ0
∥∥(Ex, Exx, Ext)∥∥2. (2.68)
Since
( f34)x = O (1)Φa−20
[
Ext Et + Et(φxt + ux)
]
,
we have∫
R
( f34)x(Ex + 2Ext)dx CΦ0
∥∥(Ex, Et , Exx, Ext)∥∥2. (2.69)
Substituting (2.66)–(2.69) into (2.65), we obtain
d
dt
∫
R
{
E2xt +
E2x
2
+ ExExt + 2(v + vˆ)E2x
+
[
p′(φx + v + vˆ) − (φt + u + uˆ)
2
(φx + v + vˆ)2
]
E2xx + O (1)(φx + v + vˆ)xExExx
}
dx
+
∫
R
{
E2xt + 2
[
v + vˆ − (v + vˆ)t
]
E2x + p′(φx + v + vˆ)E2xx
}
dx
 CΦ0
∥∥(Ex, Et , Exx, Ext)∥∥2, (2.70)
which implies
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dt
∥∥(Ex, Exx, Ext)∥∥22,ν + 2μ2∥∥(Ex, Exx, Ext)∥∥2  0, (2.71)
for some positive constant μ2 > 0 provided that Φ0  1. Applying Gronwall’s lemma, we can obtain∥∥(Ex, Exx, Ext)∥∥2  C(∥∥∂x(φ1,ψ1)∥∥+ 1)e−2μ2t . (2.72)
Combining (2.55), (2.72) and the estimate
Ett  C
(|E| + |Ex| + |Et | + |Exx| + |Ext |)
yields (2.64) for μ =min{μ1,μ2}. Hence (2.55) and (2.64) give (1.18) in Theorem 1.1. 
For later use, we also obtain the decay rates for (φttt ,ψttt). By taking
∫ t
0
∫
R
{∂2s (2.2)1 × (1 + s)5φtss + ∂2s (2.2)2 ×
(1+ s)5ψtst}dxds, using Lemmas 2.2–2.10, we can get the following decay rates for φttt and ψttt .
Lemma 2.11 (Decay rate for φttt and ψttt ). Let (φ,ψ) be the global solution obtained above. It holds that
(1+ t)5∥∥(φttt ,ψttt)∥∥2 +
t∫
0
(1+ s)5∥∥(φsss,ψsss)∥∥2 ds CΦ20 . (2.73)
Here we have used that
φttt |t=0 =
{(
p′(v)φx
)
xt − φtt −
[
(φx + v + vˆ)E
]
t + ( f1 + g1)t
}
t=0,
ψttt |t=0 =
{
(p′(v)ψx)xt − ψtt +
[
(ψx + v + vˆ)E
]
t + ( f2 + g2)t
}
t=0.
2.3. Improvement for the decay rates of (φ,ψ,η, θ)
Next, assume that φ1,ψ1 ∈ L1(R). We are going to use Green function method to obtain a better decay rates for (φ,ψ).
From (2.2)1, φ(x, t) satisﬁes the following Cauchy problem,{
φt − bφxx = −φtt + f1 + g5 − (φx + v + vˆ)E,
(φ,φt)|t=0 =
(
0, φ1(x)
)
,
(x, t) ∈R×R+, (2.74)
where b = p′(n+) and g5 = g1 + {[p′(v) − p′(n+)]φx}x . Using the Green function of heat equation, we can rewrite (2.74) in
the integral form of
φ(x, t) =
t∫
0
∫
R
G(x− y; t − s)(−φss + f1 + g5 − (φx + v + vˆ)E)(y, s)dy ds, (2.75)
where G(x, t) = 1√
4πbt
e−
x2
4bt is the heat kernel.
As in [10], since
t
2∫
0
∫
R
G(x− y, t − s)(−φss)(y, s)dy ds
=
t
2∫
0
(
− d
ds
∫
R
G(x− y, t − s)φs(y, s)dy +
∫
R
Gs(x− y, t − s)φs(y, s)dy
)
ds
=
∫
R
G(x− y, t)φ1(y)dy −
∫
R
G
(
x− y, t
2
)
φt
(
y,
t
2
)
dy −
t
2∫
0
∫
R
Gt(x− y, t − s)φs(y, s)dy ds,
then we have the following expression for V ,
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∫
R
G(x− y, t)φ1(y)dy −
∫
R
G
(
x− y, t
2
)
φt
(
y,
t
2
)
dy
−
t
2∫
0
∫
R
Gt(x− y, t − s)φs(y, s)dy ds −
t∫
t
2
∫
R
G(x− y, t − s)φss(y, s)dy ds
−
t∫
0
∫
R
G(x− y, t − s)( f1 + g5 − (φx + v + vˆ)E)(y, s)dy ds. (2.76)
Differentiate (2.76) in t , φt can be expressed as
φt(x, t) =
∫
R
Gt(x− y, t)φ1(y)dy −
∫
R
Gt
(
x− y, t
2
)
φt
(
y,
t
2
)
dy
+
∫
R
G
(
x− y, t
2
)(
−φtt
(
y,
t
2
)
+ ( f1 + g5 − (φx + v + vˆ)E)
(
y,
t
2
))
dy
−
t/2∫
0
∫
R
Gtt(x− y, t − s)φs(y, s)dy ds −
t∫
t/2
∫
R
G(x− y, t − s)φsss(y, s)dy ds
+
t/2∫
0
∫
R
Gt(x− y; t − s)
(
f1 + g5 − (φx + v + vˆ)E
)
(y, s)dy ds
+
t∫
t/2
∫
R
G(x− y, t − s)∂s
(
f1 + g5 − (φx + v + vˆ)E
)
(y, s)dy ds. (2.77)
Here we have used integration by parts in s. Notice that η = −φt and∣∣ f1 + g1 − (φx + v + vˆ)E∣∣= O (v3x + vxvxx + vxvt + vxt + ua + [(φx + v − n+)ψx]x + vˆ + E). (2.78)
For a  2, 2  p ∞. Using Hausdorff–Young’s inequality and the decay properties for (φ,ψ, E), v, vˆ and the associated
derivatives obtained above, similar as in [5,10], we can obtain∥∥∂kxφ(t)∥∥Lp  C(Φ0 + ‖φ1‖L1)(1+ t)−( 12− 12p )− k2 , k = 0,1,2,∥∥∂kxη(t)∥∥Lp  C(Φ0 + ‖φ1‖L1)(1+ t)−( 32− 12p )− k2 , k = 0,1. (2.79)
Similarly, we have∥∥∂kxψ(t)∥∥Lp  C(Φ0 + ‖ψ1‖L1)(1+ t)−( 12− 12p )− k2 , k = 0,1,2,∥∥∂kx θ(t)∥∥Lp  C(Φ0 + ‖ψ1‖L1)(1+ t)−( 32− 12p )− k2 , k = 0,1. (2.80)
Combining (2.79) and (2.80) gives (1.19). Thus, the proof of Theorem 1.1 is completed.
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