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Abstract
We study the comparison principle for degenerate parabolic–hyperbolic equations with initial and nonho-
mogeneous boundary conditions. We prove a comparison theorem for any entropy sub- and supersolution.
The L1 contractivity and, therefore, uniqueness of entropy solutions has been obtained so far by some
authors, but it seems that any comparison theorem is not proven. The method used there is the doubling
variable technique due to Kružkov. Our method is based upon the kinetic formulation and the kinetic tech-
niques. By developing the kinetic techniques for degenerate parabolic–hyperbolic equations with boundary
conditions, we can obtain a comparison property which obviously extends the L1 contractive property.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be an open bounded subset of Rd and T ∈ (0,+∞]. Let Q denote the set (0, T ) × Ω ,
∂Ω the boundary of Ω , n(x¯) the outward unit normal to Ω at a point x¯ ∈ ∂Ω and Σ the set
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∂tu+ divA(u)−β(u) = 0 in Q (1.1)
with the initial condition
u(0, x) = u0(x), x ∈ Ω, (1.2)
and the boundary condition
u(t, x) ≈ ub(t, x), (t, x) ∈ Σ, (1.3)
where the flux function A belongs to C1(R) and the function β is nondecreasing and Lipschitz
continuous. This monotonicity assumption of β allows us some degenerate diffusion cases which
appear in many interesting models, for example, filtration problems in porous media [2,5,8].
We have to explain the meaning of the boundary condition (1.3). In the nondegenerate case
(in which β is strictly increasing) (1.3) can be read as u(t, x) = ub(t, x), a.e. (t, x) ∈ Σ in the
classical sense. More precisely, a trace of the solution u exists and equals ub on Σ . In this case
the problem (1.1)–(1.3) is of parabolic equation and the classical theory of parabolic equations
can be applied to obtain existence and uniqueness of classical solutions.
The situation drastically changes for the completely degenerate case (in which β ′ ≡ 0). In
this case (1.1) becomes a first order hyperbolic equation and it is well known that a smooth
solution u of (1.1) is constant along the maximal segment of the characteristic line in Q. Now,
suppose that this segment intersects both {0} × Ω and Σ . Then the problem (1.1)–(1.3) would
be overdetermined if (1.3) were assumed in the classical sense as above. Thus we have to give
a right way to formulate (1.3) in the study of hyperbolic problem. In the BV setting Bardos,
LeRoux and Nédélec [1] first gave an interpretation of (1.3) as an “entropy” inequality in Σ ,
which is known as the BLN condition: they show that if the initial datum u0 is BV and (1.3) is
read as the BLN condition with the boundary datum ub of class C2, there exists a unique (weak
entropy) solution u of (1.1)–(1.3). However, since the trace of u is involved in the formulation of
the BLN condition, it makes no sense if u and ub are merely in L∞. A new formulation of (1.3)
was needed in the L∞ setting. Actually, Otto [16] introduced an integral formulation of (1.3) (see
Remark 1.1 below) and proved a unique (weak entropy) solution of (1.1)–(1.3) in the L∞ setting.
For the degenerate case (in which β is merely nondecreasing) Carrillo [3] succeeded in prov-
ing uniqueness and existence of (weak entropy) solutions under the homogeneous boundary
condition ub ≡ 0 by mainly using the doubling variable technique developed by Kružkov [11].
The equivalence of weak entropy solutions and weak solutions is also considered in [10]. Re-
cently, Mascia et al. [14] and Michel and Vovelle [15] have extended the uniqueness and existence
theorem in [3] to the case of nonhomogeneous boundary conditions by formulating the bound-
ary condition (1.3) as an integral form (see (1.9) and (1.10)). The method used there is also the
doubling variable technique.
On the other hand, Perthame [17,18] proved the uniqueness of entropy solutions to the Cauchy
problem of the conservation law (in which β ′ ≡ 0 and Ω =Rd ) by using the kinetic formulation
which is introduced by Lions et al. [12], without relying on the doubling variable technique.
Imbert and Vovelle [9] developed analogous techniques for conservation laws with boundary
conditions, proved the Comparison Theorem for entropy sub- and supersolutions, and applied
their results to the BGK-like model. This technique was also applied in [6] to study the parabolic
approximation of a multidimensional conservation law with initial and boundary conditions.
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initial–boundary problem for degenerate parabolic equations and to prove the comparison result
for their sub- and supersolutions. Although the L1 contractivity and, therefore, uniqueness of
entropy weak solutions has been obtained, it would seem that any comparison theorem for those
solutions is not proven.
We now give some notations and the notion of weak entropy solutions. Define
sgn+(r) =
{
1 if r > 0,
0 if r  0, and sgn
−(r) =
{−1 if r < 0,
0 if r  0,
and r± = sgn±(r)r . The semi-Kružkov entropies are the convex functions defined by
η±k (r) = (r − k)±, k ∈R,
while the corresponding entropy fluxes are the functions defined by
F±(r, k) = sgn±(r − k)(A(r)−A(k)).
For a function u ∈ L∞(Q) and ξ ∈R we set
f±(t, x, ξ) = sgn±
(
u(t, x)− ξ).
We assume that Ω is a C2 bounded open subset in Rd . Thus, we can find a finite open cover
{Bi}Ni=0 of Ω and a partition of unity {λi}Ni=0 on Ω subordinate to {Bi}Ni=0 such that, for i  1,
up to a change of coordinates represented by an orthogonal matrix Ti , the set Ω ∩ Bi is the
epigraph of a C2 function hi :Rd−1 →R, that is to say:
Ωλi = Ω ∩Bi =
{
x ∈ Bi : (Tix)d > hi(Tix)
}
and
∂Ωλi = ∂Ω ∩Bi =
{
x ∈ Bi : (Tix)d = hi(Tix)
}
,
where x = (x¯, xd) ∈ Rd and x¯ = (x1, . . . , xd−1). For simplicity we will drop the index i and
we suppose that the change of coordinates is trivial: Yi = Id . We also write Qλ = (0, T ) × Ωλ,
Σλ = (0, T )× ∂Ωλ, Πλ = {x¯: x ∈ supp(λ)∩Ω} and Θλ = (0, T )×Πλ. We denote by n(x¯) the
outward unit normal to Ωλ at a point (x¯, h(x¯)) of ∂Ωλ and by dσ(x¯) the (d − 1)-dimensional
area element in ∂Ωλ:
n(x¯) = (1 + ∣∣∇x¯h(x¯)∣∣2)−1/2(∇x¯h(x¯),−1),
dσ (x¯) = (1 + ∣∣∇x¯h(x¯)∣∣2)1/2 dx¯.
To regularize the functions, for small ρ, s > 0 let us consider a smooth function θρ,s :R→R+
such that supp θρ,s ⊂ [ρs/2, (1 + ρ)s], θρ,s(r) = s−1 for ρs  r  s and
∫
R
θρ,s(r) dr = 1.
Then, for ν > 0 and  = (1, . . . , d) ∈ (R+)d , we set γρ,(x) =∏di=1 θρ,i (xi) and γρ,ν,(t, x) =
θρ,ν(t)γρ,(x).
We will make the following assumptions throughout the paper.
(A1) Ω is a bounded open subset of Rd whose boundary ∂Ω is C2, A ∈ C1(R,Rd) and
β :R→R is a nondecreasing Lipschitz continuous function.
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We set
M = sup{∣∣A′(r)∣∣: |r|max{‖u0‖L∞(Ω),‖ub‖L∞(Σ)}} and (1.4)
L = max
1iN
∥∥x¯hi(Tix)∥∥L∞(Σλi ). (1.5)
Moreover we set s ∨ t = max{s, t} and s ∧ t = min{s, t}.
According to [15] we introduce the definition of entropy weak sub- and supersolutions.
Definition 1.1. Let u ∈ L∞(Q). u is said to be an entropy weak subsolution of the problem
(1.1)–(1.3) if it satisfies: β(u)− β(ub) ∈ L2(0, T ;H 10 (Ω)), A(u) ∈ L1(Q)d and∫
Q
uϕt +
(
A(u)− ∇β(u)) · ∇ϕ dx dt + ∫
Ω
u0ϕ(0, x) dx = 0 (1.6)
for any ϕ ∈ C∞c ([0, T )×Ω), and if it satisfies the following inequality:∫
Q
(u− κ)+∂tϕ +
(F+(u, κ)− ∇(β(u)− β(κ))+) · ∇ϕ dx dt
+
∫
Ω
(u0 − κ)+ϕ(0, x) dx +M
∫
Σ
(ub − κ)+ϕ dσ dt  0 (1.7)
for any κ ∈R and any ϕ ∈ C∞c ([0, T )×Rd)+ such that sgn+(β(ub)− β(κ))ϕ = 0 a.e. on Σ .
u is said to be an entropy weak supersolution of (1.1)–(1.3) if, in the above definition of
entropy weak subsolutions, (1.7) is replaced by∫
Q
(u− κ)−∂tϕ +
(F−(u, κ)− ∇(β(u)− β(κ))−) · ∇ϕ dx dt
+
∫
Ω
(u0 − κ)−ϕ(0, x) dx +M
∫
Σ
(ub − κ)−ϕ dσ dt  0 (1.8)
for any κ ∈ R and any ϕ ∈ C∞c ([0, T ) × Rd)+ such that sgn−(β(ub) − β(κ))ϕ = 0 a.e. on Σ .
Here C∞c ([0, T )×Rd)+ is the set of nonnegative functions in C∞c ([0, T )×Rd).
We shall see how the boundary condition (1.3) is assumed by the entropy weak solutions. It
is shown in [15, Proposition 4.1] (also see [15, inequalities (15) and (29)]) that (1.7) and (1.8)
deduce the following entropy inequalities on the boundary Σ :
lim
s→0−
∫
Θλ
[F+(u(t, xs), κ ∨ ub(t, x0))− ∇(β(u(t, xs))− β(κ ∨ ub(t, x0)))+] · nλψ dx¯ dt  0
(1.9)
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lim
s→0−
∫
Θλ
[F−(u(t, xs), κ ∧ ub(t, x0))− ∇(β(u(t, xs))− β(κ ∧ ub(t, x0)))−] · nλψ dx¯ dt  0
(1.10)
for any ψ ∈ L1(Σλ), ψ  0 a.e. and any κ ∈R. Here we set xs = (x¯, h(x¯)+ sn(x¯)).
Remark 1.1. In the completely degenerate case (β ′ ≡ 0) inequalities (1.9) and (1.10) are just the
boundary conditions assumed by Otto [16]. See also [13]. In the nondegenerate case (β ′ > 0) in-
equalities (1.9) and (1.10) (assuming the existence of normal derivatives along the boundary ∂Ω)
are trivially satisfied if (1.3) reads as u(t, x) = ub(t, x) for a.e. (t, x) ∈ Σ in the classical sense
(see [14, Remark 1.2]).
We are now in a position to state the main theorem which obviously extends the L1 contractive
property for entropy solutions.
Theorem 1.1. Assume that (A1), (A2) hold. Let u ∈ L∞(Q) be an entropy weak subsolution
of (1.1)–(1.3) with data (u0, ub) and let u˜ be an entropy weak supersolution of (1.1)–(1.3) with
data (u˜0, u˜b). Then we have
1
T
T∫
0
∫
Ω
(
u(t, x)− u˜(t, x))+ dx dt

∫
Ω
(
u0(x)− u˜0(x)
)+
dx +M
T∫
0
∫
∂Ω
(
ub(t, x)− u˜b(t, x)
)+
dσ dt
+ L
2
T∫
0
∫
∂Ω
(
β
(
ub(t, x)
)− β(u˜b(t, x)))+ dσ dt. (1.11)
2. Proof of Theorem 1.1
Let u be an entropy weak subsolution of (1.1)–(1.3) with data (u0, ub). We set F = {r ∈ R:
β ′(r) > 0} and denote by 1F the characteristic function of F . The parabolic dissipation measure
n+(t, x, ξ) on Q×Rξ is given by
n+(t, x, ξ) = 1F (ξ)δ(ξ − u)
∣∣∇β(u)∣∣2, (2.1)
where δ(ξ) is the Dirac mass concentrated at ξ = 0, and the entropy dissipation measure
m+(t, x, ξ) on Q×Rξ is defined by
m+(t, x, ξ) = −∂t (u− ξ)+ − div
{F+(u, ξ)− ∇(β(u)− β(ξ))+}− n+(t, x, ξ)
in D′(Q×Rξ ). (2.2)
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〈m+, φ〉D′(Q×R) =
∫
Q×R
(u− ξ)+φt +
(F+(u, ξ)− ∇(β(u)− β(ξ))+) · ∇φ dx dt dξ
−
∫
Q×R
1F (ξ)δ(ξ − u)
∣∣∇β(u)∣∣2φ dx dt dξ,
which is nonnegative by the result proved by Carrillo in [3, Lemma 5]. Therefore we find that
m+ lies inM+(Q×R), the nonnegative Radon measures on Q×R, and
m+ + n+ ∈ C
(
Rξ ;w-M+(Q)
)
, (2.3)
lim
ξ→+∞
(
m+(ξ)+ n+(ξ)
)= 0 in w-M+(Q), (2.4)
where w-M+(Q) denotes the space M+(Q) equipped with the weak topology. Moreover, we
can easily obtain
∂tf+ + divx
(
a(ξ)f+ − β ′(ξ)∇xf+
)= ∂ξ (m+ + n+) in D′(Q×R), (2.5)
where a(ξ) = A′(ξ).
From now on we will use, for simplicity, the following notations:
n1 =
√
1 + ∣∣∇x¯h(x¯)∣∣2 n,
x¯r =
(
x¯, h(x¯)+ r) for x¯ = (x1, . . . , xd−1),
ψλ stands for ψλ and ψ¯ denotes the restriction of ψ to Σ×Rξ , i.e., ψ¯(t, x¯, ξ) = ψ(t, x¯, h(x¯), ξ),
where ψ is a function on [0, T )×Rd+1 and λ is an element of the partition of unity {λi}Ni=0.
Proposition 2.1. Let u be an entropy weak subsolution with data (u0, ub) and let λ be an element
of the partition of unity {λi}Ni=0. Then we have
(a) There exists f τ0+ ∈ L∞(Ω ×R) such that
lim
s→+0
∫
Ω×R
[
1
s
s∫
0
f+(t, x, ξ) dt
]
φ dx dξ =
∫
Ω×R
f
τ0+ φ dx dξ (2.6)
for any φ ∈ C∞c (Ω ×R).
(b) For any ψ ∈ C∞c ([0, T )×Rd+1)+ and any weak* cluster point f τ+ of 1s
∫ s
0 f+(t, x¯r , ξ) dr as
s → +0 in L∞(Θλ ×R), we have∫ (
f+(∂t + a · ∇)ψλ − β ′∇f+ · ∇ψλ
)
dt dx dξ +
∫
f
τ0+ ψλ(0, x) dx dξ
Qλ×R Ω×R
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∫
Θλ×R
β ′
(∇x¯h(x¯) · ∇x¯f b+)ψλ dt dx¯ dξ + ∫
Θλ×R
(−n1 · a)f τ+ψλ dt dx¯ dξ

∫
Qλ×R
∂ξψ
λd(m+ + n+). (2.7)
Remark 2.1. (a) For an entropy weak supersolution u˜ we set f˜−(t, x, ξ) = sgn−(u˜(t, x) − ξ).
Then, similarly as in (2.6), we can also prove that there exists f˜ τ0− ∈ L∞(Ω ×R) such that
lim
s→+0
∫
Ω×R
[
1
s
s∫
0
f˜−(t, x, ξ) dt
]
φ dx dξ =
∫
Ω×R
f˜
τ0− φ dx dξ (2.8)
for any φ ∈ C∞c (Ω × R). The functions f τ0+ and f˜ τ0− are time kinetic traces associated with u
and u˜, respectively.
(b) Since, as far as the author knows at least, we do not know whether the space kinetic traces
exist or not in the parabolic–hyperbolic problem (1.1)–(1.3) (see [19]), the weak* cluster points
take the place of those. However, as will be seen in the proof of Proposition 2.1, one obtains the
following identity: for any ψ ∈ C∞c ([0, T )×Rd+1)∫
Qλ×R
(
f+(∂t + a · ∇)ψλ − β ′∇f+ · ∇ψλ
)
dt dx dξ
+
∫
Ω×R
f
τ0+ ψλ(0, x) dx dξ +
∫
Θλ×R
β ′
(∇x¯h(x¯) · ∇x¯f b+)ψλ dt dx¯ dξ
+ lim
s→+0
∫
Θλ×R
[
1
s
s∫
0
(−n1 · a − β ′∂xd )f+ψλ(t, x¯r , ξ) dr
]
dt dx¯ dξ
=
∫
Qλ×R
∂ξψ
λd(m+ + n+), (2.9)
where f b+(t, y, ξ) = sgn+(ub(t, y)− ξ) for (t, y) ∈ Σ and ξ ∈R.
(c) We notice that ∫
R
β ′(ξ)∇x¯f b+(t, y, ξ)ζ(ξ) dξ belongs to W−
1
2 ,2(Σ) for any ζ ∈ C∞c (R).
Indeed, if u is an entropy weak subsolution with data (u0.ub), then by noting that
β ′(ξ) sgn+(β(u)− β(ξ)) = β ′(ξ) sgn+(u− ξ) we have
∇x
∫
R
β ′(ξ) sgn+
(
β(u)− β(ξ))ζ(ξ) dξ = ∇x u∫
−∞
ζ(ξ)β ′(ξ) dξ = ∇xη
(
β(u)
)
,
where η(r) = ∫ r
β(−∞) ζ((β
−1)0(τ )) dτ and (β−1)0(τ ) = min{r: β(r) = τ }. Since η is absolutely
continuous and β(u) − β(ub) ∈ L2(0, T ;H 1(Ω)), the trace theorem (e.g., see [7]) assures that0
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R
β ′(ζ ) sgn+(β(u) − β(ξ))ζ(ξ) dξ has the trace ∫
R
β ′(ζ ) sgn+(β(ub) − β(ξ))ζ(ξ) dξ on Σ ,
which belongs to W 12 ,2(Σ) and hence ∇x¯
∫
R
β ′(ζ )f b+(t, y, ξ)ζ(ξ) dξ must belong to W−
1
2 ,2(Σ).
To prove Proposition 2.1 we need the following lemma.
Lemma 2.2. Let β−1(β(ub(t, x¯, h(x¯)))) = [ξ−(t, x¯), ξ+(t, x¯)] and I1 = (ξ−(t, x¯),∞) and I2
denotes the singleton {ub(t, x¯, h(x¯))}. Then, for any ψ ∈ C∞c ([0, T )×Rd+1)+ we have
lim
s→+0
∫
Θλ
∫
I1
[
1
s
s∫
0
β ′(ξ)∂r sgn+
(
u(t, x¯r )− ξ
)
ψλ(t, x¯r , ξ) dr
]
dξ dt dσ = 0 a.e. t, x¯ and
(2.10)
lim inf
s→+0
∫
Θλ
∫
I2
[
1
s
s∫
0
β ′(ξ)∂r sgn+
(
u(t, x¯r )− ξ
)
ψλ(t, x¯r , ξ) dr
]
dξ dt dσ  0 a.e. t, x¯.
(2.11)
Proof. Since β ′(ξ) = 0 for ξ ∈ [ξ−(t, x¯), ξ+(t, x¯)], we may replace I1 by the interval
(ξ+(t, x¯),+∞) in (2.10). Then, notice that β(ξ) > β(ub(t, x¯, h(x¯))) for ξ > ξ+(t, x¯) 
ub(t, x¯, h(x¯)) and β(u(t, x¯r )) → β(ub(t, x¯, h(x¯))), as r → +0, a.e. t, x¯, which implies that
for a.e. t, x¯, sgn+(β(u(t, x¯r )) − β(ξ)) = 0 for all sufficiently small r > 0. Hence we get (2.10).
Next, note that
1
s
s∫
0
∫
I2
β ′(ξ)∂r sgn+
(
u(t, x¯r )− ξ
)
ψλ(t, x¯r , ξ) dξ dr
= 1
s
s∫
0
∫
I2
β ′(ξ)∂r sgn+
(
β
(
u(t, x¯r )
)∨ β(ξ)− β(ξ))ψλ(t, x¯r , ξ) dξ dr
= 1
s
s∫
0
∫
I2
β ′(ξ)δ
(
ξ − u(t, x¯r )
)
∂r
(
β
(
u(t, x¯r )
)∨ β(ξ))ψλ(t, x¯r , ξ) dξ dr.
Since β(u(t, x¯, h(x¯))) = β(ub(t, x¯, h(x¯))), it follows that lim infr→+0 ∂r (β(u(t, x¯r )) ∨
β(ub(t, x¯, h(x¯)))) 0. Consequently we obtain (2.11). 
Proof of Proposition 2.1. By weak* compactness there exists a sequence {sk}↓0 and a function
f
τ0+ ∈ L∞(Ω ×R) such that
1
sk
sk∫
0
f+(t, x, ξ) dt ⇀ f τ0+ in w∗-L∞(Ω ×R).
One has to show that f τ0+ does not depend on the sequence {sk}. In order to do so, let us consider
the vector valued function Fζ (t, x) = (F 1(t, x),F 2(t, x)), where ζ ∈ C∞c (R),ζ ζ
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∫
R
f+(t, x, ξ)ζ(ξ) dξ and
F 2ζ (t, x) =
∫
R
(
a(ξ)f+(t, x, ξ)− β ′(ξ)∇f+(t, x, ξ)
)
ζ(ξ) dξ.
It follows from (2.5) that
div(t,x) Fζ (t, x) =
∫
R
ζ(ξ)
{
∂tf+ + divx
(
a(ξ)f+ − β ′(ξ)∇xf+
)}
dξ
= −
∫
R
ζ ′(ξ)
(
m+(t, x, ξ)+ n+(t, x, ξ)
)
dξ ∈M(Q).
Hence, by Chen and Frid [4] there exists T ∈ W− 12 ,2(∂pQ)+M(∂pQ) such that
〈T , ψ˜λ〉= − lim
s→+0
[ ∫
Ω×R
(
1
s
s∫
0
f+ζ ψ˜λ dt
)
dx dξ
+
∫
Θλ×R
(
1
s
s∫
0
n · (a − β ′∇)f+(t, x¯r )ζ ψ˜λ(t, x¯r ) dr
)
dt dσ¯ dξ
]
(2.12)
for any ψ˜ ∈ W 12 ,2(∂pQ) ∩ C(∂pQ), where ∂pQ is the parabolic boundary of Q. In particular, if
we choose a test function ψ˜ satisfying ψ˜(0, x) = φ(x) ∈ C∞c (Ω) and ψ˜ = 0 on Σ , then
〈T , ψ˜λ〉= − ∫
Ω×R
f
τ0+ ζφλ dx dξ.
This means that f τ0+ is independent of the sequence {sk} and proves (a).
Next, to prove (b) note that for ψ˜ ∈ C∞c ((0, T )×Rd) and ζ ∈ C∞c (R)
∫
Θλ×R
(
1
s
s∫
0
n · β ′∇xf+(t, x¯r )ψ˜λ(t, x¯r ) dr
)
ζ(ξ) dt dσ dξ
=
∫
Θλ×R
(
1
s
s∫
0
β ′
(∇x¯h(x¯) · ∇x¯f+)ψ˜λ dr
)
ζ dt dx¯ dξ
−
∫ (1
s
s∫
β ′∂xd f+ψ˜λ dr
)
ζ dt dx¯ dξΘλ×R 0
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∫
Θλ
[
1
s
s∫
0
(∫
R
ζβ ′f+ dξ
)(∇x¯ ψ˜λ · ∇x¯h+ ψ˜λx¯h)dr
]
dt dx¯
−
∫
Θλ×R
(
1
s
s∫
0
β ′∂rf+ψ˜λ dr
)
ζ dt dx¯ dξ (2.13)
and (see Remarks 2.1(c))
∫
R
ζβ ′f+ dξ =
β(u)∫
β(−∞)
ζ
((
β−1
)0
(τ )
)
dτ.
Also, note that
lim
r→+0
β(u(t,x¯r ))∫
β(−∞)
ζ
((
β−1
)0
(τ )
)
dτ =
β(ub(t,x¯,h(x¯)))∫
β(−∞)
ζ
((
β−1
)0
(τ )
)
dτ
=
∫
R
ζ(ξ)β ′(ξ) sgn+
(
ub
(
t, x¯, h(x¯)
)− ξ)dξ (2.14)
exists for a.e. (t, x¯) ∈ (0, T ) × Rd−1. Thus, combining (2.12)–(2.14) and (a) shown just above,
we can easily get the identity
lim
s→+0
∫
Θλ×R
[
1
s
s∫
0
n · (−a(ξ)+ β ′(ξ)∇)f+ψλ(t, x¯r , ξ) dr
]
dt dσ (x¯) dξ
=
∫
Θλ×R
β ′(ξ)
(∇x¯h(x¯) · ∇x¯f b+)ψλ dt dx¯ dξ
+ lim
s→+0
∫
Θλ×R
[
1
s
s∫
0
(−n1 · a(ξ)− β ′(ξ)∂xd )f+ψλ(t, x¯r , ξ) dr
]
dt dx¯ dξ, (2.15)
for any ψ ∈ C∞c ((0, T )×Rd+1).
We set
Wρ,s(r) =
r∫
0
θρ,s(τ ) dτ for r ∈R and small ρ, s > 0.
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−
∫
Qλ×R
Wρ,s(t)f+(∂t + a · ∇x)φ˜λ dt dx dξ −
∫
Qλ×R
θρ,s(t)f+φ˜λ dt dx dξ
+
∫
Qλ×R
Wρ,s(t)β
′∇xf+ · ∇xφ˜λ dt dx dξ
= −
∫
Qλ×R
Wρ,s(t)∂ξ φ˜
λd(m+ + n+).
Passing ρ → +0 and then s → +0, by (2.6) and the Lebesgue convergence theorem we have
−
∫
Qλ×R
(
f+(∂t + a · ∇x)φ˜λ − β ′∇xf+ · ∇xφ˜λ
)
dt dx dξ −
∫
Ωλ×R
f τ0(x, ξ)φ˜λ(0, x, ξ) dx dξ
= −
∫
Qλ×R
∂ξ φ˜
λd(m+ + n+). (2.16)
Next we set
Wρ,s(x) =
xd−h(x¯)∫
0
θρ,s(τ ) dτ.
Let ψ(t, x, ξ) ∈ C∞c ([0, T ) × Rd+1) and put φ˜ = Wρ,sψ in (2.16). Noticing that ∇xWρ,s =
−θρ,s(xd − h(x¯))n1, we obtain∫
Qλ×R
Wρ,s
{
f+(∂t + a · ∇x)ψλ − β ′∇xf+ · ∇xψλ
}
dt dx dξ
−
∫
Qλ×R
θρ,s
(
xd − h(x¯)
)
(f+a − β ′∇xf+) · n1ψλ dt dx dξ
+
∫
Ωλ×R
Wρ,sf
τ0ψλ(0, x, ξ) dx dξ
=
∫
Qλ×R
Wρ,s∂ξψ
λd(m+ + n+). (2.17)
The second term on the left-hand side of (2.17) is rewritten as
−
∫ ( ∞∫
θρ,s(r)n1 · (a − β ′∇x)f+(t, x¯r )ψλ(t, x¯r ) dr
)
dt dx¯ dξ,Θλ×R 0
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−
∫
Θλ×R
(
1
s
s∫
0
n · (a − β ′∇)f+(t, x¯r )ψλ(t, x¯r ) dr
)
dt dσ (x¯) dξ.
Hence, passing ρ → +0 and then s → +0 in (2.17), one obtains (2.9) in Remarks 2.1(b)
from (2.15). (2.7) is a direct consequence of (2.9) and (2.11). 
Lemma 2.3. There exist families of probability measures {ντ0x }x∈Ω and {ν˜τ0x }x∈Ω on Rξ , called
Young measures, supported in (−∞,‖u‖L∞] and [−‖u˜‖L∞,∞), respectively, and nonnegative
functions m0+(x, ξ) and m˜0−(x, ξ) defined on Ω ×Rξ such that
m0+, m˜0− ∈ C
(
Rξ ;w-M+(Ω)
)
,
lim
ξ→∞m
0+(x, ξ) = lim
ξ→−∞ m˜
0−(x, ξ) = 0 for a.e. x ∈ Ω,
f
τ0+ (x, ξ) = ντ0x
([ξ,∞))= ∂ξm0+(x, ξ)+ sgn+(u0(x)− ξ) and
f˜
τ0− (x, ξ) = −ν˜τ0x
(
(−∞, ξ ])= ∂ξ m˜0−(x, ξ)+ sgn−(u˜0(x)− ξ). (2.18)
Proof. For s > 0 we set
νsx(ξ) =
1
s
s∫
0
δu(t,x)(ξ) dt.
Note that νsx(R) = 1. Hence, for each x ∈ Ω there exists a positive null sequence {sxj } and a
Radon measure ντ0x on Rξ such that ντ0x (Rξ ) = 1 and
〈
ντ0x , ζ
〉= lim
j→∞
〈
ν
sxj
x , ζ
〉
for any ζ ∈ C∞c (Rξ ).
(See [7, p. 54].) Since νsx(ξ) = −∂ξ [ 1s
∫ s
0 f+(t, x, ξ) dt], it follows from (2.6) that
ντ0x (ξ) = −∂ξf τ0+ (x, ξ) inM(Rξ ).
This implies that ντ0x does not depend on the choice of subsequences. Integrating over [ξ,∞) and
noting that limξ→∞ f τ0+ (x, ξ) = 0, we obtain ντ0x ([ξ,∞)) = f τ0+ (x, ξ).
Next, we use (2.9) by putting ψ = sgn+(ξ − κ)ϕ(t, x), where ϕ ∈ C∞c ((0, T ) × Rd) and
κ ∈R. Then∫
Qλ
(u− κ)+∂tϕλ +F+(u, κ)∇ϕλ − ∇
(
β(u)− β(κ))+ · ∇ϕλ dt dx
+
∫ ( ∫
f
τ0+ sgn+(ξ − κ)dξ
)
ϕλ(0, x) dx +
∫
∇x¯h(x¯) · ∇x¯
(
β(ub)− β(κ)
)+
ϕ¯λ dt dx¯Ω R Θλ
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s→+0
∫
Θλ×R
(
1
s
s∫
0
(−a · n1 − β ′∂xd )f+ sgn+(ξ − κ)ϕ¯λ dr
)
dt dx¯ dξ
=
∫
Qλ
ϕλd
(
m+(κ)+ n+(κ)
)
. (2.19)
Since u is an entropy subsolution, (2.19) implies
−
∫
Ω
(u0 − κ)+ψλ dx +
∫
Ω
( ∫
R
f
τ0+ sgn+(ξ − κ)dξ
)
ψλ dx 
∫
(0,T )×Ωλ
ψλd
(
m+(κ)+ n+(κ)
)
for any ψ ∈ C∞c (Ω)+, κ ∈R with κ > 0. Thus, for a.e. x ∈ Ω ,
∞∫
κ
f
τ0+ (x, ξ) dξ 
(
u0(x)− κ
)+
.
Define the function m0+(x, ξ) by
m0+(x, ξ) =
(
u0(x)− ξ
)+ − ∞∫
ξ
f
τ0+ (x, η) dη, x ∈ Ω, ξ ∈R.
It is easy to see that limξ→∞ m0+ = 0 and (2.18) holds. 
Lemma 2.4. Let λ be an element of the partition of unity {λi}Ni=0 and let f τ+ and f˜ τ− be
weak* cluster points of 1
s
∫ s
0 f+(t, x¯r , ξ) dr and
1
s
∫ s
0 f˜−(t, x¯r , ξ) dr , respectively, as s → +0,
in L∞(Θλ × Rξ ). There exist Young measures {ντt,y}(t,y)∈Σ and {ν˜τt,y}(t,y)∈Σ on Rξ , supported
in (−∞,‖u‖L∞] and [−‖u˜‖L∞,∞), respectively, and nonnegative functions mb+(t, y, ξ) and
m˜b−(t, y, ξ) defined on Σ ×Rξ such that
lim
ξ→∞m
b+(t, y, ξ) = lim
ξ→−∞ m˜
b−(t, y, ξ) = 0 for a.e. (t, y) ∈ Σ,
f τ+(t, y, ξ) = ντt,y
([ξ,∞)), f˜ τ−(t, y, ξ) = −ν˜τt,y((−∞, ξ ]),
(−a · n1)f τ+ = ∂ξmb+ +M sgn+(ub − ξ), (−a · n1)f˜ τ− = ∂ξ m˜b− +M sgn−(u˜b − ξ), (2.20)∫
Θλ
mb+(t, x¯0, ξ)ϕ¯λ(t, x¯0) dt dx¯  0 (2.21)
for any ϕ¯ ∈ C(Σ)+ satisfying sgn+(β(ub)− β(ξ))ϕ¯ = 0 a.e. on Σ , and∫
Θλ
m˜b−(t, x¯0, ξ)ϕ¯λ(t, x¯0) dt dx¯  0
for any ϕ¯ ∈ C(Σ)+ satisfying sgn−(β(u˜b)− β(ξ))ϕ¯ = 0 a.e. on Σ .
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the proof of Lemma 2.3 we can obtain a family of probability measures {ντt,y}(t,y)∈Σ on Rξ such
that f τ+(t, y, ξ) = ντt,y([ξ,∞)).
Next, since u is an entropy subsolution, (2.19) together with (1.7) implies∫
Θλ
(−M(ub − κ)+ + ∇x¯h(x¯) · ∇x¯(β(ub)− β(κ))+)ϕ¯λ dt dx¯
+ lim
s→+0
∫
Θλ×R
(
1
s
s∫
0
(−a · n1 − β ′∂xd )f+ sgn+(ξ − κ)ϕ¯λ dr
)
dt dx¯ dξ

∫
Qλ
ϕλd
(
m+(κ)+ n+(κ)
)
for any ϕ ∈ C∞c ((0, T ) ×Rd)+ such that sgn+(β(ub) − β(κ))ϕ = 0 a.e. on Σ . To calculate the
left-hand side of the above inequality let us set J1 = (κ ∨ξ−(t, x¯),∞) and J2 = (κ, κ ∨ξ−(t, x¯)],
where ξ−(t, x¯) is defined as in Lemma 2.2. Here we put J2 = ∅ when κ  ξ−(t, x¯). Then it
follows from Lemma 2.2 that
lim
s→+0
∫
Θλ×R
(
1
s
s∫
0
β ′∂xd f+ sgn+(ξ − κ)ϕλ dr
)
dξ dt dx¯
= lim
s→+0
∫
Θλ
∫
J1
(
1
s
s∫
0
β ′∂xd f+ϕλ dr
)
dξ dt dx¯ + lim
s→+0
∫
Θλ
∫
J2
(
1
s
s∫
0
β ′∂xd f+ϕλ dr
)
dξ dt dx¯
= lim
s→+0
∫
Θλ
∫
J2
(
1
s
s∫
0
β ′∂xd f+ϕ¯λ dr
)
dξ dt dx¯ = 0
because ϕ¯ = 0 on Σ when κ < ξ−(t, x¯). Moreover, since ∇x¯ (β(ub) − β(κ))+ϕ¯λ =
∇x¯β(ub) sgn+(β(ub)− β(κ))ϕ¯λ = 0, we obtain
∫
Θλ
∞∫
κ
−a · n1f τ+ϕ¯λ dξ dt dx¯ M
∫
Θλ
(ub − κ)+ϕ¯λ dt dx¯
for any weak* cluster point f τ+ and for any ϕ¯ ∈ C(Σ) such that sgn+(β(ub) − β(κ))ϕ¯ = 0 a.e.
on Σ . Then define the function mb+(t, y, ξ) by
mb+(t, y, ξ) = M
(
ub(t, y)− ξ
)+ − ∞∫
ξ
(−a · n1)f τ+ dη, (t, y) ∈ Σ, ξ ∈R.
Clearly, we see that limξ→∞ mb+ = 0 and (2.20) and (2.21) hold. 
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the time kinetic trace and f τ+ a cluster point of space kinetic traces associated with u. The cor-
responding ones associated with u˜ will be denoted by f˜−, n˜−, m˜−, f˜ τ0− and f˜ τ−, respectively. We
set for (t, x¯, ξ) ∈ Θλ ×R,
F+(t, x¯, ξ) = −n1(x¯0) · a(ξ)f τ+(t, x¯0, ξ)+ β ′(ξ)∇x¯h(x¯) · ∇x¯f b+(t, x¯0, ξ) and
F˜−(t, x¯, ξ) = −n1(x¯0) · a(ξ)f˜ τ−(t, x¯0, ξ)+ β ′(ξ)∇x¯h(x¯) · ∇x¯ f˜ b−(t, x¯0, ξ)
where f˜ b− = sgn−(u˜b − ξ). For ρ, ν ∈R+ and ε = (ε¯, εd) ∈R+d , set
f
ρ,ν,ε
+ = (f+ × 1Qλ) ∗ γρ,ν,ε, f τ0ρ,ε+ =
(
f
τ0+ × 1Ωλ
) ∗ γρ,ε,
F
ρ,ν,ε
+ = (F+ × 1Σλ) ∗ γρ,ν,ε,
m
ρ,ν,ε
+ = (m+ × 1Qλ) ∗ γρ,ν,ε and nρ,ν,ε+ = (n+ × 1Qλ) ∗ γρ,ν,ε.
Here we notice that
∫
R
F+(t, x¯, ξ)1Σλ(t, x)ζ(ξ) dξ belongs to L1(Rd+1) for each ζ ∈ C∞c (R)
since
∫
R
β ′∇x¯ sgn+(ub−ξ)ζ(ξ) dξ ∈ W− 12 ,2(Σλ) as seen in Remarks 2.1(c). As for f˜−, f˜ τ0− , F˜−,
etc., their regularizations f˜−
η,μ,δ
, f˜−
τ0η,δ
, F˜−
η,μ,δ
, etc. are similarly defined in the same manner
as above, but with different parameters η,μ, δ. Let ψ ∈ C∞c ([0, T ) × Rd+1)+ and apply (2.7)
in Proposition 2.1 to the test function ψλ ∗ γˇρ,ν,ε , where γˇρ,ν,ε is defined by γˇρ,ν,ε(t, x, ξ) =
γρ,ν,ε(−t,−x,−ξ):∫
Rd+2
(
f
ρ,ν,ε
+ (∂t + a · ∇)ψλ − β ′∇f ρ,ν,ε+ · ∇ψλ +
(
f
τ0ρ,ε+ θρ,ν + Fρ,ν,ε+
)
ψλ
)
dξ dt dx

∫
Rd+2
∂ξψ
λd
(
m
ρ,ν,ε
+ + nρ,ν,ε+
)
. (2.22)
On the other hand, we can regularize the equation satisfied by f˜− by the same method and obtain
for the same ψ ’s,
−
∫
Rd+2
(
f˜
η,μ,δ
− (∂t − a · ∇)ψλ + β ′∇f˜ η,μ,δ− · ∇ψλ +
(
f˜
τ0η,δ− θη,μ + F˜ η,μ,δ−
)
ψλ
)
dξ dt dx
−
∫
Rd+2
∂ξψ
λd
(
m˜
η,μ,δ
− + n˜η,μ,δ−
)
. (2.23)
Now let us fix a test function
ϕ(t, x) ∈ C∞c
([0, T )×Rd)+.
Apply (2.22) to ψ = −f˜ η,μ,δ− (t, x, ξ)ϕ(t, x) and (2.23) to ψ = f ρ,ν,ε+ (t, x, ξ)ϕ(t, x), and add the
two equations together. After integrating by parts the left-hand side of the resultant inequality,
we obtain
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(−f ρ,ν,ε+ f˜ η,μ,δ− (∂t + a · ∇ + β ′)+ 2β ′∇f ρ,ν,ε+ · ∇f˜ η,μ,δ− )ϕλ dξ dt dx
−
∫
Rd+2
(
f
τ0ρ,ε+ θρ,ν f˜
η,μ,δ
− + f˜ τ0η,δ− θη,μf ρ,ν,ε+ + Fρ,ν,ε+ f˜ η,μ,δ− + F˜ η,μ,δ− f ρ,ν,ε+
)
ϕλ dξ dt dx
−
∫
Rd+2
∂ξ f˜
η,μ,δ
− ϕλd
(
m
ρ,ν,ε
+ + nρ,ν,ε+
)− ∫
Rd+2
∂ξf
ρ,ν,ε
+ ϕλd
(
m˜
η,μ,δ
− + n˜η,μ,δ−
)
.
Notice that if ξ ∈ F , then f+(t, x, ξ) = sgn+(β(u(t, x)) − β(ξ)) and hence ∇f ρ,ν,ε+ =
[δ(ξ − u)∇β(u)]ρ,ν,ε ≡ [δ(ξ − u)∇β(u) × 1Q] ∗ γρ,ν,ε . Similarly, we have ∇f˜ η,μ,δ− =
[δ(ξ − u˜)∇β(u˜)]η,μ,δ . On the other hand, it is easy to see that ∂ξf ρ,ν,ε+ = −δ(ξ − u)ρ,ν,ε ≡
−[δ(ξ − u) × 1Q] ∗ γρ,ν,ε and ∂ξ f˜ η,μ,δ = −δ(ξ − u˜)η,μ,δ . Noting also that m+ and m˜− are
nonnegative measures, we have∫
Rd+2
(−f ρ,ν,ε+ f˜ η,μ,δ− (∂t + a · ∇ + β ′)+ 2β ′[δ(ξ − u)∇β(u)]ρ,ν,ε[δ(ξ − u˜)∇β(u˜)]η,μ,δ)
× ϕλ dξ dt dx
−
∫
Rd+2
(
f
τ0ρ,ε+ θρ,ν f˜
η,μ,δ
− + f˜ τ0η,δ− θη,μf ρ,ν,ε+ + Fρ,ν,ε+ f˜ η,μ,δ− + F˜ η,μ,δ− f ρ,ν,ε+
)
ϕλ dξ dt dx

∫
Rd+2
δ(ξ − u˜)η,μ,δϕλ dnρ,ν,ε+ +
∫
Rd+2
δ(ξ − u)ρ,ν,εϕλ dn˜η,μ,δ− .
Let successively η,μ, δ¯ and δd go to +0:∫
Qλ×R
(−f ρ,ν,ε+ f˜−(∂t + a · ∇ + β ′)+ 2β ′[δ(ξ − u)∇β(u)]ρ,ν,εδ(ξ − u˜)∇β(u˜))ϕλ dξ dt dx
−
∫
Qλ×R
(
f
τ0ρ,ε+ θρ,ν f˜− + Fρ,ν,ε+ f˜−
)
ϕλ dξ dt dx

∫
Qλ×R
δ(ξ − u˜)ϕλ dnρ,ν,ε+ +
∫
Qλ×R
δ(ξ − u)ρ,ν,εϕλ dn˜−.
Here we used the fact that regularized functions equal zero at t = 0 and at the boundary. Then,
let successively ρ, ν, ε¯ and εd go to +0 and use (2.6) in Proposition 2.1 to obtain∫
Qλ×R
(−f+f˜−(∂t + a · ∇ + β ′)+ 2β ′δ(ξ − u)δ(ξ − u˜)∇β(u) · ∇β(u˜))ϕλ dξ dt dx
−
∫
f
τ0+ f˜
τ0− ϕλ(0, ·) dξ dx +
∫ (
(n1 · a)f τ+f˜ τ− − β ′
(∇x¯h · ∇x¯f b+)f˜ b−)ϕ¯λ dξ dt dx¯
Ωλ×R Σλ×R
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∫
Qλ×R
δ(ξ − u˜)ϕλ dn+ +
∫
Qλ×R
δ(ξ − u)ϕλ dn˜−. (2.24)
We emphasize that inequality (2.24) holds for any weak* cluster point f τ+ and for some weak*
cluster point f˜ τ−.
Next, let successively ρ, ν, ε¯ and εd go to +0 and then let successively η,μ, δ¯ and δd go
to +0: for any weak* cluster point f˜ τ− and for some weak* cluster point f τ+, we have∫
Qλ×R
(−f+f˜−(∂t + a · ∇ + β ′)+ 2β ′δ(ξ − u)δ(ξ − u˜)∇β(u) · ∇β(u˜))ϕλ dξ dt dx
−
∫
Ωλ×R
f
τ0+ f˜
τ0− ϕλ(0, ·) dξ dx +
∫
Σλ×R
(
(n1 · a)f τ+f˜ τ− − β ′
(∇x¯h · ∇x¯ f˜ b−)f b+)ϕ¯λ dξ dt dx¯

∫
Qλ×R
δ(ξ − u˜)ϕλ dn+ +
∫
Qλ×R
δ(ξ − u)ϕλ dn˜−. (2.25)
Adding (2.24) and (2.25) yields∫
Qλ×R
(−f+f˜−(∂t + a · ∇ + β ′)+ 2β ′δ(ξ − u)δ(ξ − u˜)∇β(u) · ∇β(u˜))ϕλ dξ dt dx
−
∫
Ωλ×R
f
τ0+ f˜
τ0− ϕλ(0, ·) dξ dx +
∫
Σλ×R
(
(n1 · a)f τ+f˜ τ− −
1
2
β ′∇x¯h · ∇x¯
(
f b+f˜ b−
))
ϕ¯λ dξ dt dx¯

∫
Qλ×R
(
δ(ξ − u˜)n+ + δ(ξ − u)n˜−
)
ϕλ dξ dt dx
for some weak* cluster points f τ+ and f˜ τ−. Since
2β ′(ξ)δ(ξ − u)δ(ξ − u˜)∇β(u) · ∇β(u˜) 1F (ξ)δ(ξ − u)δ(ξ − u˜)
(∣∣∇β(u)∣∣2 + ∣∣∇β(u˜)∣∣2)
= δ(ξ − u˜)n+(t, x, ξ)+ δ(ξ − u)n˜−(t, x, ξ),
we arrive at
−
∫
Qλ×R
f+f˜−(∂t + a · ∇ + β ′)ϕλ dξ dt dx

∫
Ωλ×R
f
τ0+ f˜
τ0− ϕλ(0, ·) dξ dx −
∫
Σλ×R
(
(n1 · a)f τ+f˜ τ− −
1
2
β ′∇x¯h · ∇x¯
(
f b+f˜ b−
))
ϕ¯λ dξ dt dx¯.
(2.26)
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−
∫
Qλ×R
f+f˜−(∂t + a · ∇ + β ′)ϕλ dξ dt dx
=
∫
Qλ
(
(u− u˜)+∂tϕλ +F+(u, u˜)∇ϕλ +
(
β(u)− β(u˜))+ϕλ)dt dx. (2.27)
Secondly, by virtue of Lemma 2.3 and by using integration by parts one can calculate:
∫
R
f
τ0+ f˜
τ0− dξ =
u˜0∫
−∞
ντ0x
([ξ,∞))(∂ξ m˜0− + sgn−(u˜0 − ξ))dξ −
u0∨u˜0∫
u˜0
ντ0x
([ξ,∞))
× ν˜τ0x
(
(−∞, ξ ])dξ − ∞∫
u0∨u˜0
(
∂ξm
0+ + sgn+(u0 − ξ)
)
ν˜τ0x
(
(−∞, ξ ])dξ
=
u˜0∫
−∞
ντ0x
([ξ,∞))∂ξ m˜0− dξ −
u0∨u˜0∫
u˜0
ντ0x
([ξ,∞))ν˜τ0x ((−∞, ξ ])dξ
−
∞∫
u0∨u˜0
∂ξm
0+ν˜τ0x
(
(−∞, ξ ])dξ
= ντ0x
([u˜0,∞))m˜0−(·, u˜0)+
u˜0∫
−∞
m˜0− dντ0x −
u0∨u˜0∫
u˜0
ντ0x
([ξ,∞))ν˜τ0x ((−∞, ξ ])dξ
+m0+(·, u0 ∨ u˜0)ν˜τ0x
(
(−∞, u0 ∨ u˜0]
)+ ∞∫
u0∨u˜0
m0+ dν˜
τ0−
−
u0∨u˜0∫
u˜0
dξ = −(u0 − u˜0)+.
Here we used the fact that dντ0x ([ξ,∞))/dξ = −dντ0x (ξ) and dν˜τ0− ((−∞, ξ ])/dξ = dν˜τ0− (ξ).
Thus we have ∫
Ωλ×R
f
τ0+ f˜
τ0− ϕλ(0, ·) dξ dx −
∫
Ωλ
(u0 − u˜0)+ϕλ(0, ·) dx. (2.28)
700 K. Kobayasi / J. Differential Equations 230 (2006) 682–701Finally, we calculate analogously the boundary term by using Lemma 2.4:
∫
R
(n1 · a)f τ+f˜ τ− dξ = −
u˜b∫
−∞
∂ξ m˜
b−ντt,y
([ξ,∞))dξ − ub∨u˜b∫
u˜b
(n1 · a)ντt,y
([ξ,∞))ν˜τt,y((−∞, ξ ])dξ
+
∞∫
ub∨u˜b
∂ξm
b+ντt,y
(
(−∞, ξ ])dξ
M
ub∨u˜b∫
u˜b
dξ = M(ub − u˜b)+,
where y stands for x¯0 and we used the fact that dντt,y([ξ,∞))/dξ = −dντt,y(ξ) and
dν˜τt,y((−∞, ξ ])/dξ = dν˜τt,y(ξ) as well as the fact that mb+  0 for ξ  ub and m˜b−  0 for
ξ  u˜b by virtue of (2.21) and the corresponding inequality associated with u˜, respectively. This
implies ∫
Σλ×R
(n1 · a)f τ+f˜ τ−ϕ¯λ dξ dt dx¯ M
∫
Σλ
(ub − u˜b)+ϕ¯λ dt dx¯. (2.29)
Moreover ∫
Σλ×R
β ′(ξ)∇x¯h(x¯) · ∇x¯
(
f b+f˜ b−
)
ϕ¯λ dξ dt dx¯
= −
∫
Σλ×R
β ′(ξ)divx¯
(
ϕ¯λ∇x¯h(x¯)
)
f b+f˜ b− dξ dt dx¯
= −
∫
Σλ
(
β(ub)− β(u˜b)
)+(
x¯h(x¯)ϕ¯
λ + ∇x¯h(x¯) · ∇x¯ ϕ¯λ
)
dt dx¯

∫
Σλ
(
β(ub)− β(u˜b)
)+(−Lϕ¯λ + ∇x¯h(x¯) · ∇x¯ ϕ¯λ)dt dx¯. (2.30)
Combining (2.26) with (2.27) through (2.30) and choosing appropriate test functions ϕ’s, we
arrive at the estimate
1
T
∫
Qλ
(u− u˜)+ dt dx

∫
(u0 − u˜0)+ dx +M
∫
(ub − u˜b)+ dt dx¯ + L2
∫ (
β(ub)− β(u˜b)
)+
dt dx¯.Ωλ Σλ Σλ
K. Kobayasi / J. Differential Equations 230 (2006) 682–701 701By summing over i = 0,1, . . . ,N , we obtain the desired estimate (1.9) and the proof of Theo-
rem 1.1 is complete. 
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