Such information can be incorporated in an appropriately designed adaptive law so that stability and improved tracking performance is guaranteed for a class of plants with fast varying parameters.
I. INTRODUCTION
A LTHOUGH the natural working environment of adaptive controllers is time-varying (TV) plants, it is only recently that such a problem has been addressed with some success. In the early attempts [l] , [2] , the persistency of excitation (PE) of certain signals in the adaptive loop was employed to guarantee the exponential stability of the unperturbed error system and, eventually, the local stability of the closed-loop TV plant. Elsewhere, [3]-[7] , the restriction of the type of time variations of the plant parameters also led to the conclusion that an adaptive controller can be used in the respective time-varying environment.
Recently, a few more general results have been obtained for linear time-varying (LTV) plants with slowly TV or jump parameters in the case of model reference adaptive control (MRAC) [8] and indirect adaptive control [9] , [lo] . The common key-point of those studies was the intuitive idea that a linear slowly TV system behaves, at each time instant, "almost" like an LTI one. The effect of the time variations was then expressed as a disturbance, not necessarily bounded, but small compared to the useful signals. This treatment led to the proof that the use of modified adaptive laws with certain robustness properties can guarantee signal boundedness and "small" tracking errors, without any PE requirements.
A closer examination of the results in [8] indicates that the MRAC problem is naturally decomposed into two parts. In the first, and more important part, one is faced with the model reference control (MRC) problem. That is, assuming that the TV parameters of the plant are known for all time, design a controller such that the input-output (110) operator of the closed-loop plant is equal to the I/O operator of the LTI reference model. In the second part, the adaptive laws, for the adjustment of the controller parameters, are to be chosen and the closed-loop stability is to be established. In [8] it was argued that the standard controller of [ 111 does not guarantee the existence of an exact solution to the MRC problem, when the plant is LTV. Instead, it was shown that, by assuming a separation between the time scale t of the plant states and the time scale p = p t , p E [O, 11 of the plant parameters, the I/O mismatch operator is stable for small p . It was then shown that, despite this mismatch, the adaptive law of [12] guarantees the stability of the closed-loop system and ''small'' tracking error, provided that the parameters of the plant are slowly TV (i.e., p is small). However, as a result of the I/O mismatch in the MRC case, the minimum margin of stability of the inverse plant was required to be known a priori for the design of the adaptive law. The inability of the standard MRC law to solve the MRC problem exactly in the TV case, even when the plant parameters are known and vary slowly with time, gave rise to the following questions.
i) Is there a control law which can force an LTV plant to behave, from an I/O point of view, like an LTI reference model even in the case of known plant parameters?
ii) If such a control law can be found, is the knowledge of the plant parameters necessary for stability and good tracking between the output of the plant and that of the reference model?
The purpose of this paper is to answer these two basic questions as well as other related ones for continuous-time plants. We start by first introducing the appropriate mathematical preliminaries which can be used to describe and analyze the I/O properties of continuous-time LTV systems in a rather similar way as in the case of LTI systems. The mathematical preliminaries developed in Section I1 are used in Section 111 to describe the plant and the control objective. In Section I11 we also demonstrate that the standard MRC law [ 1 11, [ 131, [ 121 cannot solve the MRC problem exactly in general and, therefore, is not appropriate for TV plants. In Section IV we present a new MRC structure which gives a complete answer to the first question. That is we develop a new control law which can force a general LTV plant to behave, from an I/O point of view, exactly as an LTI reference model, provided that the plant parameters are known for all time t 2 0.
The speed of variation of the plant parameters can be arbitrary, but finite, i.e.. the plant parameters do not have to vary slowly with time. The properties of the new MRC structure are significant when compared to the standard one which, for stability, requires the plant parameters to vary sufficiently slowly with time and cannot guarantee zero tracking error even for arbitrarily slow TV parameters.
The second question ii) is answered in Section V where we examine whether the knowledge of the plant parameters is necessary for the stability of the closed-loop plant with the new MRC. We develop an adaptive law similar to that proposed in [8] , 0018-9286/89/10oO-1038$01.00 0 1989 IEEE [I21 and use it to update the unknown parameters of the new controller. In contrast to the standard MRAC law used in [8] , no a priori information about the stability margin of the "inverse" plant is required for implementation of the new one. When the unknown plant parameters are bounded, smooth functions which vary slowly with time, the new MRAC law guarantees boundedness for any bounded initial conditions and small in the mean tracking error. The assumption of slow parameter variations can be relaxed if some information about the frequencies or the form of the fast varying parameters is available apriori. As we show in Section V, such information can be incorporated in the new MRC law so that stability and tracking performance is considerably improved for a wider class of LTV plants at the expense of updating additional parameters.
The results of Sections 111-V are illustrated with several examples and computer simulations and compared to those obtained by using the standard MRC structure.
MATHEMATICAL PRELIMINARIES
In this section we present some definitions and lemmas which are used to describe the I/O properties of LTV systems in a very similar way as in the LTI case. More details on LTV systems are given in [ 141.
bounded piecewise continuous functions of time, ao(t) # 0 V t 2 0. When ao(t) = 1 V t 2 0, P(s, t ) is referred to as a monic PDO.
The properties of the PDO follow directly from the rules of differentiation and are given in [ 151, [ 141. Definition 2.2: An LTV polynomial integral operator (PIO) of order n is defined as the operator that maps the input u to the zerostate response (ZSR) of the ordinary differential equation (ODE) P(s, t ) y = u where P(s, t ) is a monic PDO of degree n. We will denote the PI0 by P-'(s, t ) and write
where a(. , .) is the state transition matrix (STM) corresponding Using Definition 2.2 the solution of the ODE P(s, t ) y = u (see
[ 161, [ 171) can be expressed in a compact form as
where [ C , , . . ., C,,,, B , , k2(t) N(s, t ) are strongly right coprime. Using the notion of PDO's and PIO's we can express the ZSR of more general LTV differential equations than P(s, t ) y = u in a compact form. This is achieved by introducing the notion of an LTV I/O operator which is a combination of PDO's and PIO's and has properties analogous to those of a transfer function in LTI systems. We consider the following general LTV system:
Definition 2.7: The operator G that maps the input u to the ZSR of the differential equation (2.4) is defined as Gu = c'(t) 1 ;
We refer to G as the proper LTV I/O operator of (2.4). When d ( t ) = 0 V t L 0, we refer to G as the strictly proper LTV 110 operator of (2.4).
The I/O operator G may be expressed as a combination of PDO's and PIO's; for example, the I/O operator GI of the system described by the differential equation 
LTV PLANT AND CONTROL OBJECTIVE
Consider a single-input single-output (SISO) LTV plant that can be described by either one of the following forms of differential equations:
p -2 : a,@, t ) [ r p ( t ) l = I ; p ( t ) N p ( s , t)[u,(t)l;
Y p ( 0 ) = Yo
where x, E R I is an internal state; u p , y , E R are the input and the output of the plant, respectively;
Np(s, t ) are monic LTV PDO's and
yg-')(O)]' are the initial condltlons for (3. l), (3.2), respectively. V ! e will assume that the plant parameters, i.e., k p ( f ) or k p ( t ) and the coefficients of the PDO's in (3.1) or (3.2), are uniformly bounded, smooth functions of t . The control objective is to design a control law up(t) such that the output y,(f) of the plant tracks the output y,(t) of the LTI reference model
where D,,(s) is a monic Hurwitz polynomial k , > 0 and r ( f ) is a uniformly bounded reference input signal. In order to achieve such an objective, we make the following assumptions.
X I : n, rn are constant and known. S.2: Dp(s, t ) , Np(s, f ) are strongly right coprime PDO's V t 2 0.
S.3: The sign of k,(t) [or l,,(f)] is constant and known.
Witbout further loss of generality we will assume that kp(f)_> 0
is a subset of a closed interval on the real axis that does not contain 0.
S.4: N; '(s, t ) [or Np'(s, t)
] is an exp. stable P I 0 with rate bounded from above by -a , for some Q! > 0.
S.5: D,(s) is designed so that deg [D,(s)]
Remark 3.1: As shown in 1211, a general LTV system (2.4) with smooth parameters can be transformed in the form P-1 iff it is uniformly controllable V f and, by using dual arguments, in the form P-2 iff it is uniformly observable V t . Furthermore, it can be shown that the coprimeness assumption S.2 is satisfied iff the plant in the form P-1 is uniformly strongly observable V t 2 0 (see [14] for details). Hence, in view of S.3, S.4, the LTV plant is required to be uniformly strongly observable and stabilizable. Thus, the lack of need for any coprimeness requirements on the PDO's of P-2 can be explained since an LTV plant in the form P-2 is already uniformly strongly observable due to the particular structure of the ODE and uniformly strongly stabilizable by S.3, s.4. H Assumptions S. 1-S.5 are the extensions of those in the MRC of LTI plants, to the TV case. When the plant parameters are constant, the controller of [ 131 can be used to meet the control objectives exactly, both in the case of known and unknown plant parameters. When the plant parameters are TV, the standard MRC law cannot, in general, meet the control objective exactly, for either one of the representations P-1 or P-2, even in the case of known, slowly TV plant parameters [8] . We demonstrate this inability of the standard MRC law by using the following example. 1 Note that either forms P-l or P-2 can describe the plant used in this example.
where 01, 02, O3 are the scalar controller parameters to be chosen for model-plant I/O matching. Using the properties of the PDO's and PIO's the matching condition can be written as
(3.5)
Since PDO's with TV parameters do not commute w.r.t. multiplication (3.5) cannot be solved, in general, for 01, 02, 0 3 directly as it is done in the LTI case [ 111. Despite this difficulty, we can solve (3.5) pointwise-in time to obtain the following
Using O F in the control law (3.4), the output y of the closed-loop plant is expressed as
where the mismatch operator L(s, t ) is of the form
It follows that for small
Due to the time variation of the plant parameters, the closed-loop I/O operator cannot be made exactly equal to that of the reference model with the standard MRC law.
By using an approximate solution of (3.5) (e.g., the pointwise one) in the known parameter case, we can guarantee stability and a small tracking error provided that the plant parameters vary slowly with time, i.e., cil(t), iil(t), u 2 ( f ) are small [8] . When the plant parameters are unknown, it is shown in [8] (for plants in the form P-1) that the standard MRC law can be combined with a suitable adaptive law to update the controller parameters and guarantee global stability for slowly TV plant parameters. In this case, however, the implementation of the adaptive law requires the a priori knowledge of an upper bound for the exponential rate -Q! of N ; I (s,
In the following section we propose a new MRC structure which is applicable to LTV plants in either one of the forms P-1 or P-2 and discuss its advantages over the standard one. The new MRC law guarantees stability and exact IiO matching between the LTV plant and the LTI reference model for plant parameters with arbitrary but finite speed of variations.
.

IV. A NEW CONTROLLER STRUCTURE
The new controller structure is shown in Fig. 1 and is 
is a stable matrix, and g = [ q ' , q ' , 11 ' is a constant vector such that ( q ' , F ) is an observable pair.
The difference between the new MRC structure shown in Fig. 1 and that of [8] , [ 111, [12] is that in the new controller the auxiliary signal w is obtained by filtering the parameter vectors 01, Or scaled by up and y p , respectively, and up is calculated as the sum of co(t)r and the inner product of w and a constant vector. In the standard MRC structure, however, w is formed by filtering up and y p alone and up is calculated as the sum of co (f) The stability and tracking properties of the new MRC law, when applied to the LTV plant represented by either P-1 or P-2 form, is given by the following theorem. 
u,=D-l(s)Nl(s, t ) u p + D -l ( s ) N 2 ( s , t)yp+co(t)r
.
.., Q n -1 (~) l e 2 ( t ) + D ( s ) e j ( t )
Using (4.2) and (3.1) we get 
N~( s , t ) = N l ( s , t ) ; &(s, t ) = N 2 (~, t)-D(s)O:(t). (4.6)
Using the properties of differentiation we can rewrite the RHS of (4.5) as a PDO in the form {s'fi,, 1 and the LHS as a PDO in the f o r m { s J q T O j ( t ) } w h e r e j = O , 1 ; . -, n -2 , i = l , 2 a n d q , i s a vector coxkhining the coefficients of s"-I -J of Q,(s). Letting 
N~(s, t)k^;I(t)B,(S, t)-Nz(s, t)=D(s)co(t)D,(s)/k,. (4.9)
Choosing co(t) = c,*(t) = k,,,/Ep(t), (4.9) can be solved for N2(s, t ) and Nl(s, t ) since both PDO's in the LHS and RHS of (4.9) are o,f the same degree (2n -rn -1) and their leading coefficient is kp t ( t ) . The solution for the unknown PDO coefficients is found, a,s In part a), by solving a system of lin_ear algebraic equations SI2X2 = 6'. In this case, however, det (St') = k p n + m + l ( t ) , and by S.3, (4.9) has a unique bounded solution which can be obtained by a simple forward substitution. The PDO Nl(s, t ) is then found by substituting the solution of (4.9) in (4.8) and O*(t) is obtained from N,(s, t ) , N2(s, t ) as in part a). In this case, it follows from (4.8), (4.9) that a sufficient condition for O*(t) to be /-times differentiable is that the plant parameters are (I + max [2n -2,
A n As in the LTI case [ 1 11, in the proof of Theorem 4.1 we assume that all initial conditions are equal to zero. Since in the proof of Theorem 4.1 no unstable PI0 was cancelled with a corresponding PDO, the internal stability of the closed-loop plant is guaranteed. If we account for any nonzero initial conditions, then by following the same procedure as in the proof of Theorem 4.1 the closed-loop plant response may be expressed as y, = Wm(s)r + E , where E , is an exp. decaying to zero term which depends on the initial
conditions and its rate depends on W&), D-'(s), and N;I(s, t ) [or N i l @ , I ) ] .
The new MRC law guarantees exact I/O matching between the closed-loop plant and the LTI reference model independent of the speed of variation of the plant parameters, i.e., the plant does not have to be slowly TV. In contrast, the standard MRC law not only requires the plant to be slowly TV [8] but also fails to guarantee exact I/O matching between the closed-loop plant and the Comparing (4.1 I ) to (3.5) it is clear that in the former no PI0 appears either on the left or the right-hand side and, therefore, no commutativity problem arises. Choosing
q = a l ( t ) -3 ; 8 , * = 4 a l ( t ) + a * ( t ) -a~( t ) -5 + c i l ( t ) e~= a~( t ) -4 a l ( t ) -a , ( t ) a , ( t ) + 3 a 2 ( t ) + 3 -5 U , ( t ) + 2~l ( t ) U l ( t ) -U l ( t )
(4.12) (4.11) is satisfied and the I/O operator of the closed-loop plant is equal to that of the reference model for any bounded, smooth functions a,(t), a,(?).
Let us now simulate the response of the plant used in Example 3.1 with the standard and the new MRC for r = 10 sin t , a l ( t ) = -6 and a,(t) = 2 sin p t . The controller parameters for the standard MRC structure (3.4) are obtained as in Example 3.1 and for the new MRC structure (4.10) are calculated from (4.12). When p = 0.1 the standard MRC results to a bounded but nonzero tracking error [ Fig. 2(a) ] while for the new MRC the tracking error converges to zero [ Fig. 2(b) ]. Increasing the value of p to 1, however, the tracking error for the standard MRC grows unbounded with time, as shown in Fig. 3(a) , but the new MRC still results to a tracking error that converges to zero [ Fig.  3(b) 
V. MRAC FOR TV PLANTS
In this section we establish that the knowledge of the TV plant parameters is not necessary for the implementation and stability of the new MRC law, developed in Section IV, by designing an appropriate adaptive law to estimate the unknown parameters
Let us first consider the parameter vector e*(t) = [e*'([), c,*(t)] ' and define 0 ( t ) = [ O ' ( t ) , cO(t)]'
to be the estimate of 0 * ( t ) at time t . Without loss of generality we can assume that the structure of the time variations of 6*(t) is described by the following model: 
O*(t), c,*(t). e*(t)=eO*(t)+Hl(t)B:(r)+ . . . +H,(t)eF(t) c,*(t)=t,*(t)h,I(t) 1 e e*([)
=A
. ., O , * ' ( t ) , ?,*(t)]' is an unknown, possibly TV vector H ( t ) = diag ( [ I , H l ( t ) , . . ., H,(t)], h i l ( t ) )
with H , ( t ) : R + -R 2 n -1 x 2 " -I being known TV matrices whose entries are smooth uniformly bounded functions of time t ; ho(t):R+ -R + is a known smooth function of time t which arises when the high frequency gain k,(t) is of the form k , , (~) = The TV structure of the control parameter vector 0 * ( t ) can be found from the TV structure of the plant parameters by using (4.4) for plants in the form P-1 or (4.9) for plants in the form P-2 and the corresponding algebraic equations. For plants in the form P-2, due to the simpler form of the design equations, we can always find the complete structure of e*(t) when the complete structure of the plant parameters is av_ailable. For example, consider an nth order TV plant with deg [N,(s, t ) [lo The proof of Theorem 5.1 follows similar steps as those in [ 121.
kp(t)ho(t) with ho(t
) > 0 v t L 0
E1=yp-Y,,,+J0l; l = O ' Z -W,(s)h,(t)u,; z= W , ( s ) [ h , ( t ) C ' ( s ) U~( t ) l ' ( 5 . 5 )
It is, however, modified due to the different structure of the controller and the form of the pla_nt and is given in Appendix B. 
rn
The significance of Theorem 5.1 is that it allows a wide class of TV plants to be adaptively controlled in a stable manner and with a zero or "small" residual tracking error. The plants in this class may also possess fast TV parameters at the expense of updating additional controller parameters and requiring some a priori knowledge about the speed and the structure of the fast parameter variations.3 In other words, the crucial parameter for the stability and tracking properties of the new MRAC is the speed of variation of the unstructured (unknown) part of the desired controller parameters and not the speed of the parameter variations of the overall plant. It should be pointed out that this result relies on the existence of O*, c: such that the I/O operator of the closed-loop plant is equal to that of the reference model. As explained in Section IV, such a property is guaranteed by using the new MRC structure, but not the standard one. Consequently, the stability and tracking properties of the standard MRAC will depend on the overall speed of the plant parameter variations, even if their structure is known. 
VI. CONCLUSION
In this paper we consider the MRC and MRAC problem of LTV plants. The plant parameters are assumed to be bounded, smooth functions of time which satisfy the usual assumptions of MRC for LTI plants, extended to the TV case. We first show that the standard MRC law for LTI plants does not guarantee zero tracking error in general when the plant parameters are TV. We then propose a new MRC law and show that it guarantees stability and zero tracking error, provided that the TV plant parameters are known. The case of unknown plant parameters is also investigated by combining the new MRC structure with a suitable adaptive law for adjusting the controller parameters. In contrast to the standard MRAC used in [8] D(s, t ) , N(s, t ) satisfy Definition 2.4 for some PDO's Qo(s, t ) Also, let Q(s, t ) , N,(s, t ) and its input is bounded from above by 1 yp 1 + I up 1. The same result holds if the input to the filter is bounded from above by 1 y, 1 + 1 up 1 + m provided that its STM decays at least as fast as exp [ -(6, + 6,)(t -T)] where 6* < 60 is a positive constan:.
Step l-The Augmented Error: By letting 4 = e([) -e*(t), $(, = ICo(t) -$,*(t), the tracking error e,, the plant input up, and the augmented (prediction) error E , (5.5) can written as el = ~, , ( s ) [ i L~( t ) w,,(s) . [ w ,~i ' ( s ) 
O * ' ( t ) Z -h o ( t ) G ' ( s ) U A ( t ) B * ( t ) l + W , , , ( S )
. I(iL,*(t)-Dm(s)iL;(t)~,~(S))ho(t)G'(s)~~ (t) TO analyze (B.4) we consider the positive definite function = where co, cI > 0 are constants. Since 6 is bounded and ll6ll I ($,*(t)Cp'F -+ $i/y)/2. Taking the_time derivative of Valong y3& + py4 for some constants y3, y4 > 0 whenever the (B.4) and using the fact that (I(d/dt)e*(t)(( 5 f 5 and q / m is integrant of the LHS of (B.6) is less than eo, we can obtain an bounded, independent of the boundedness of Cp, Go, we get after inequality similar to (B.8) for ((411. Thus, from (B.9) 
, $ ' W , ' ( s ) Z = $ , * ( t ) h o ( t ) G ' ( s ) U t j ( f )~+ A ( t ) (B.9)
where A ( t ) = $oho(t){Cp'[e'(s)Ufi(t)]' -G'(s)Ufi(t)Cp}.
Furthermore, we can show as in Step 1 that By Assumption S . 3 we also have that I(dldt)$X(t)l is @ e ) .
for some positive constants /, yo, yl, y2 and eo E (0, I] being an arbitrary constant.
Step 4 ' ( s , t ) 
k p l ( t ) D ; l ( s ) k p ( t )
. [r+$,*(t) 
