In this paper, a different variant of the classic King method for computing the enclosure solutions of a given nonlinear equation is introduced. Our proposed approach is based on interval analysis which was first invented by R. Moore. Also, error analysis and convergence will be discussed. Moreover, the proposed interval method will be compared with the interval Newton and Ostrowski methods. Some implemented examples with INTLAB are also included to illustrate the validity and applicability of the scheme.
Introduction
In practice, interval analysis provides rigorous enclosure of solutions to the given model equations. In fact, interval algorithms are designed to automatically provide rigorous bounds on accumulated rounding errors, approximation errors, and propagated uncertainties in initial data during the process of the computation [1, 3, 5, 9, 11] . Solving non-linear equations is one of the most important problems in numerical analysis. The classical Newton method is an important method with convergence of quadratic. To improve the local order of convergence and efficiency index, many methods have been proposed [4, 6, 12, 14] . One of these important and basic methods is the King method [6] . There are two ordinary families to find the roots of a given nonlinear equation f (x) = 0 generally. The first family is always convergent and low, e.g. bisection or bracket method, while the other family is not always convergent but fast, under the same conditions, iterative methods. The basic problem is, if we can modify the second family method so that it will have guaranteed convergency. Fortunately, some attempts to obtain guaranteed Newtons method have successfully been made by Moore [5] and Alefeld and Herzberger [1] . An interval Newton method has been developed for solving nonlinear equations. This verified approach enables us to compute interval enclosures for the exact values of the solution with sharp bounds [9] . Recently, classic two-point Ostrowski's method developed to its interval method [7] . In the present article, a different variant interval method, based on the classic King method, for finding the enclosure roots of nonlinear equations is introduced. Convergence rate of the proposed method is also examined. Moreover, error bound and comparison are given. This approach is asymptotically convergent. Applicability and reliability of this algorithm will be investigated and justified through some examples implemented by using INTLAB, which is free to use [13] . This paper is organized as follows: In Section 2 some preliminaries are given. Construction and convergence analysis of the proposed method is presented in Section 3. Some numerical test problems as well as comparison with Inteval Newton's method are provided in Section 4. Section 5 deals with concluding remarks.
Preliminaries: notations and results
We first introduce some basic properties of interval arithmetic from [1, 8, 9 ]. An interval number is a closed set in R that includes the possible range of an unknown real number, where R denotes the set of real numbers. Therefore, a real interval is a set of the form x = [x, x], where x and x are the lower and upper bounds (end-points) of the interval number x, respectively. The set of compact real intervals is denoted by
The quality of interval analysis is measured by the width of the interval results, and a sharp enclosure for the exact solution is desirable. The midpoint and the width of an interval x are denoted by mid x = (x + x)/2 and wid x = x − x, respectively. Considering |x| = max{|x| |x ∈ x}, for any x, y ∈ IR and a, b ∈ R it can be concluded that [9] :
Definition 2.1. (See [9]) We say that f is an interval extension of f , if for degenerate interval arguments, f agrees with f , i.e. f ([x, x]) = f (x).
It should be noted that in general f is not the set image of f . Generally, we expect, f (x) ⊆ f (x). Besides, when f is an inclusion function of f , then we can directly obtain lower and upper bounds of f over any interval x within the domain of f just by taking f (x) and f (x), respectively.
Definition 2.2. (See [9]) An interval extension f is said to be Lipschitz in x
Hence, the width of f (x) approaches zero at least linearly with the width of x.
is nested with limit y, and
(See [9] ) Every nested sequence {x (k) } converges and has the limit ∩ ∞ k=1 x (k) . Lemma 2.3. (See [9] ) If f is a natural interval extension of a real rational function with f (x) defined for x ⊆ x 0 , where x and x 0 are interval, then f is Lipschitz in x 0 ; in other words:
(2.1)
Interval Newton method
Newton method is the well-known iterative method for finding a simple zero of function. Let f be a real-valued function of a real variable x, and suppose that f is continuously differentiable. Let f ′ (x) be an inclusion monotonic interval extension of f ′ (x) and consider the algorithm 2) where
This is well-known as interval Newton method [9] .
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So, convergence of the sequence follows [1, 2, 9, 10] . Some special cases of (2.2) have been discussed in [2] in more details.
Classic King method
The King method [6] , for finding a simple root of a nonlinear equation, is written as
The order of convergence of this method is four.
Main Results
This section focus on interval extension of the classic King method.
Interval King method
We can consider a natural interval extension of (2.4). Let x = [x, x] be an interval in which we seek a solution of the equation f (x) = 0. Now natural interval extension of (2.4) can be considered as
where
Here we have considered interval extension of f ′ , i.e. f ′ . The convergent conditions of the generated interval sequence by (3.5) is discussed later. Let us introduce a computational algorithm for finding enclosure roots of a given nonlinear equation based on our proposed method by using relation (3.5). 
Algorithm
To summarize the previous development, the following computational algorithm is produced:
INPUT given initial interval x (0) including one root; tolerance TOL; maximum number of iteration N;
for k=0: N-1
, then go to OUTPUT STEP end OUTPUT (x (k+1) ); (The procedure was successful.)
This confirms the Moore's algorithm which is given in [9] .
Convergence analysis and error bounds
In this section, the convergence and error bound for interval method (3.5) are discussed. Unlike the classic King method, the interval version always displays a very regular behavior. To begin with, we will assume that f : x → R is a continuously differentiable function, and x * ∈ x is a root of f . We also assume that an interval extension of f ′ exists and satisfies 0 ̸ ∈ f ′ (x). In particular, this implies that f ′ (x) ̸ = 0 for all x ∈ x. The sequence of interval King method has some nice and subtle properties. 
Also, Lemma (2.1) leads that the intervals x (k) , generated by (3.5), form a nested sequence. Therefore, since for k = 0, 1, 2, · · · we have x * ∈ x (k) then x * ∈ ∩ k x (k) or lim n→∞ ∩ n k=0 x (k) = x * and the proof is completed.
One of the most useful properties of the interval King operator K is that we are provided with means of detecting when a region does not contain a root of f . As this is a common situation, it is important that we can quickly discard a set on the grounds of it containing no roots. Another important contribution from the properties of K is a simple verifiable condition that guarantees the existence of a unique root within an interval.
Proof. First, part one is proved. Since 0 ̸ ∈ f ′ (x (k) ), then f ′ (x) ̸ = 0 for all x ∈ x (k) and therefore f is monotonic on x (k) . In other words, it has at most one zero in x. Hence, it is sufficient to find a zero x * ∈ x (k) . Since K(x (k) ) ⊂ x (k) , using the Theorem (3.1) it is obvious that f has exactly one root in x (k) . To establish part (2) , suppose x * is a zero of f and x * ∈ x (0) , then Theorem (3.1) results x * ∈ K(x (k) ). Consequently x * ∈ x (k) ∩ K(x (k) ) which is contradiction. So the proof is completed.
If we start with an x (0) such that K(x (0) ) ⊆ x (0) , then Theorems (3.1-3.2) guarantee a nested sequence of intervals {x (k) } convergent to an interval x * such that x * ∈ x (0) and x * = K(x * ) and x * ⊆ x (k) for all k = 0, 1, 2, · · · . On a computer, the procedure can be stopped when x (k+1) = x (k) or wid (x (k) ) ≤ ε; using interval arithmetic (shorter IA), with a specific number of digits, this yields the narrowest possible interval containing x * , inclusion solution.
The sequence (3.5) converges to x * if the assumptions of the Theorems (3.1-3.2) are hold. Under conditions similar to those of Theorem (2.2), it is possible to show that the convergence rate is 4. A formal statement of this property is as follows.
, and the iteration (3.5) converges. Then
Proof. By Mean Value Theorem we have
which ξ is between mid (x (k) ) and
, thus from (3.6), we can write
It is clear that mid (x (k) ) − x * ≤ wid (x (k) ). 
Therefore, the proof is completed.
Numerical implementations
In this section, the newly developed method is applied to solve some examples. Also the computed results are compared and the accuracy and applicability of the mentioned algorithm and theorem in the previous section are justified. In fact, the findings are illustrated by applying three methods on some examples. Numerical results are computed by using INTLAB toolbox created by Rump [13] .
