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Abstract 
Tests of English for academic purposes (EAP) proficiency play a crucial gatekeeper 
role in education and employment decisions, so accurate and fair testing is 
paramount. To achieve this, EAP tests should contain tasks that reflect the activities 
that the candidates will be performing during their university studies. One of those 
activities will be reading to learn, a behaviour that is a combination of multiple 
reading cognitive processes, including inference-making. Consequently, EAP 
reading comprehension tests often include inference items, which are test tasks 
designed to elicit inference-making behaviour from the test takers. 
 
However, there has been little research examining the behaviour of test takers as 
they answer inference items, and the literature provides little guidance for test 
developers for writing inference items. This research addresses this gap by exploring 
the behaviour of test takers as they respond to inference items, and the implications 
of that behaviour on cognitive validity and the development of inference items. 
Cognitive validity is the degree to which the cognitive processes performed by the 
test takers resemble the cognitive processes performed during the target behaviour 
in non-testing contexts. This research approached the issue of inference items from 
two complementary perspectives: the inference item writer's perspective and the test 
taker behaviour perspective. Both perspectives were examined because a greater 
understanding of the test taker behaviour can inform future inference item writing 
guidelines. 
 
Exploring the item writer perspective illuminates the current state of inference item 
writing processes and guidelines. Several data sources were used to explore the 
item writer perspective. The language testing literature was reviewed to see how 
inference-making is incorporated into theory models of reading comprehension, and 
how that theory is translated into guidelines to help test developers and item writers 
produce inference items. An informal survey collected the language testing 
community's experiences of, and opinions on, developing inference items. A study 
was also carried out that examined how test developers analyse and de-construct 
EAP inference items using the available guidelines. The findings show that 
inference-making as a test construct lacks conceptual clarity, and the inference item 
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writing guidelines in the literature are insufficient and difficult to put into practice, 
resulting in inconsistency in how inference items are written and analysed. 
 
Exploring the test-taker perspective reveals the behaviours that test takers actually 
perform in response to inference items. To collect data representing test taker 
behaviour, this study collected 72 verbal protocols produced by 17 postgraduate 
students. The participants verbalised their thoughts as they responded to six 
inference items drawn from IELTS and TOEFL tests. A model of ideal performance 
(MIP) was developed that represents the combination of cognitive processes used 
for answering the inference item that best match the cognitive processes used when 
reading to learn in the target context. The behaviour observed in the verbal protocols 
was compared to the MIP. 
 
The results show a wide range of test taker behaviour, some closely approximating 
real-world reading to learn cognitive processes, but other behaviour deviating from 
the MIP significantly. Overall, participants who conformed to the MIP were slightly 
more likely to make the target inference.  A second analysis was conducted that 
explored the relationships between participant behaviours and the four kinds of test 
tasks in the six inference items. These results show that different test tasks elicit 
behaviour that deviates in varying degrees from the MIP. TOEFL's 4-option question-
and-answer multiple-choice tasks had slightly more deviation, and slightly less 
inference-making. A small, but not insignificant, number of protocols had disjunctive 
outcomes, where a test taker answers correctly despite not being proficient in the 
skill being tested, or vice versa.  
 
The findings contribute to our understanding of how inference items are understood 
and processed by test-takers. These finding have direct implications for designing 
inference item specifications and writing inference items. For test designers in 
particular, the findings reveal the limitations of using selected-response test tasks to 
measure inference-making ability. These tasks elicit inference-making cognitive 
processes that differ from real-world inference making. Also, they can allow test 
takers to circumvent inference-making altogether, resulting in disjunctive outcomes. 
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For inference item writers and those who train them, the findings reveal ways to 
make heretofore implicit writing processes explicit, improving consistency across 
inference items. For example, the MIP can be a useful framework for helping 
inference item writers understand the behaviour their items should be eliciting from 
test takers, although it still requires refinement. Furthermore, a better understanding 
of both propositional analysis and the role syllogism plays in inference items, and 
better definitions of cognitive processes can all help item writers make key decisions 
more consistently. The findings also foreground the importance of test taker 
comprehension of the target inference's prerequisite information. Several factors that 
can impede this comprehension also emerged from the findings, which item writers 
and test designers need to be aware of. 
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1 Introduction 
1.1 Introduction 
All readers make inferences while they read, and this research looks at how to 
measure someone's ability to make inferences while reading in a second language 
(L2). Many language tests, especially tests of English for academic purposes (EAP), 
contain reading comprehension test items that aim to elicit test taker inference-
making behaviour (hereafter, inference items), in order to measure inference-making 
ability. I examine inference items from two perspectives. I look at inference items 
from the perspective of test designers and item writers, examining the guidelines 
they use to help them write inference items, and the processes they use to write 
these items. I also look at inference items from the perspective of test takers and the 
behaviours they perform while responding to inference items. Test item writing is, in 
essence, an exercise in eliciting target behaviour from test takers, and thus these 
two perspectives are inextricably linked. Understanding what behaviours are being 
performed in response to inference items enables item writers to confirm the extent 
to which the intended target behaviours are actually being performed, and to refine 
their techniques for the elicitation of the inference-making behaviour. 
 
1.2 My Interest in Inference Items 
The initial stimulus for this research came from my experience working at an 
educational testing company that had been hired to develop an EAP test. I was 
tasked with developing the reading and listening sections of the test, including writing 
test specifications, sample test items, item writing manuals, and training item writers. 
As this test was to be used as a university entrance exam, the stakes were high: test 
scores from this test would become critical determiners in the test takers' future 
social and economic well-being. As such, we needed to develop a test that was fair 
and provided accurate and reliable measurements of the test takers' English 
proficiency. At our client's request, it was decided that the reading test would contain 
inference items. At that point, I had had no experience with inference items, so I 
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turned to the language testing literature1 for guidance on how to develop test 
specifications that would result in valid and reliable inference items. 
 
The language testing literature provided a rationale for including inference items in 
an EAP test (Hughes, 2003; Khalifa & Weir, 2009). The literature stressed that 
inference-making was an integral part of reading comprehension. University students 
make inferences while they read to learn, so our test needed to determine whether 
our test takers can make inferences while they read in English. This rationale was 
important, because there was some debate within the company over the inclusion of 
inference items in the test. In broader terms, inference-making is generally 
considered to be a general intelligence or a reasoning ability. The purpose of our 
test, however, was to measure someone's ability to use English for academic 
purposes, not to test their intelligence, so some staff suggested that inference-
making was an irrelevant test construct. This was my first taste of the conceptual 
issues surrounding inference items, a major theme of this research. 
 
However, while emphasizing the importance of testing inferencing-making ability, the 
literature provided only limited guidance on how to write inference items. First, 
inference items were defined as items whose answers were not explicit in the text 
but are implied in the text (Pearson & Johnson, 1978). However, all items have 
answers that are not explicit in the text, because it is standard to write answers as a 
paraphrase of the text. How could I differentiate between 'not explicit, but implied' 
and 'paraphrase' with sufficient precision that I could train a team of item writers to 
write inference items consistently? The only other piece of guidance the literature 
gave was a strong caution against writing inference items that required test takers to 
draw on their own knowledge to make the inference (Khalifa & Weir, 2009; Urquhart 
& Weir, 1998). In other words, my item writers needed to write inference items where 
all the information needed to make the inference (hereafter, prerequisite information) 
was explicit in the item's reading passage. However, there was no concrete 
guidance on how to write such an inference item, and we struggled to agree on what 
was 'explicit in the text' and what was 'external knowledge'. 
																																																						
1	Being	an	employee	of	a	private	company,	rather	than	a	student	or	researcher	at	a	
university,	I	only	had	access	to	a	small	sub-section	of	the	language	testing	literature.	
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1.3 The Importance of Researching Inference Items in 
EAP Tests 
EAP tests, such as TOEFL iBT and IELTS, measure a candidate's ability to do 
academic study when English is the medium of instruction. They are intended to 
serve as a neutral gatekeeper, determining who can and cannot begin a university 
education at an English-medium university. For most EAP test takers, the test will be 
one of most important tests they will ever take and, in most cases, is a life-defining 
moment. The consequences of inaccuracy in these tests are great. To be denied an 
opportunity to study at university because of an inaccurate test could have 
devastating consequences for a young adult. Also, these tests are also very 
expensive, with both IELTS and TOEFL iBT costing hundreds of dollars. Resitting an 
EAP test in the hope of a more accurate score is not an option for many students 
around the world who could barely afford to sit it the first time. Furthermore, the other 
possible consequence of an inaccurate test result, where the test returns an 
inaccurately high assessment, can be even more costly. These test takers would be 
allowed to enrol in, and pay for, a university degree that costs tens of thousands of 
dollars, despite not having the necessary English proficiency to complete the degree.  
 
With such important ramifications resting on the results of these EAP tests, it is the 
responsibility of the test designers to ensure that the tests and all the 
subcomponents are as fair and accurate as possible. Given that so little has been 
published about inference items in the language testing literature, research into 
inference items can fill this gap and lead to improved inference item writing. 
Furthermore, improvements in the way inference-making ability is measured are 
relevant to research into reading in a second language, and reading comprehension 
in general, which can, in turn, lead to further improvements in reading 
comprehension testing. 
 
1.4 Researching Response Processes 
Traditionally, validation of educational and psychological testing has focused on 
statistical, quantitative analyses of test scores. The
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to which patterns within sets of test scores conform to theoretically expected 
patterns, and measure the correlation between test scores and some external 
criterion (Messick, 1995). There has been a growing trend, however, towards 
researching the process of responding to a test item, rather than focusing on the 
product of that process. Recognition of the test-taking process as an element of test 
validity was formalised in the Standards of Educational and Psychological Testing 
(American Educational Research Association, 2014), codified as one of the five 
sources of evidence of test validity. Within the L2 language testing research 
community, however, recognition of the need to research test-taking processes can 
be traced back to the late 1980s (Alderson, 1990a). It was recognised that a 
statistics-based approach focussing on test scores had limitations. Lyle Bachman 
argued in his seminal language testing manual that statistical quantitative 
approaches to test validation are limited, in that "these examine only the products of 
the test taking process, the test scores, and provide no means for investigating the 
processes of test taking themselves" (1990, p. 269; see also Wu & Zumbo, 2017). 
 
Given this limitation, new research approaches were called for. Samuel Messick 
suggested that a more illuminating source of evidence of test validity would be 
"direct probes and modelling of the processes underlying test responses… At the 
simplest level, this might involve querying respondents about their solution 
processes or asking them to think aloud while responding to exercises during field 
trials" (1995, p. 743). Khalifa & Weir echoed Messick in their reading comprehension 
test manual, emphasising the need to compare reading processes when responding 
to a test item to reading processes in non-testing contexts to determine validity: 
Such [statistical analyses of the outcomes of reading tests], by their 
nature, tell us little about what is actually happening when a reader 
processes text under test conditions. We need to go deeper and 
examine as far as is possible the nature of reading activities in which 
we engage during a test in such a way as to enable comparison with 
the activities in which we engage during non-test reading (2009, p. 
36). 
My research into inference items falls firmly within this research paradigm, where I 
will be researching the behaviours test takers perform as they respond to inference 
items, and the extent to which inference-making is included in those behaviours. 
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1.5 Cognitive Validity 
This focus on test-taker response processes foregrounds the importance of a test’s 
cognitive validity. For reading comprehension tests, Khalifa & Weir (2009, p. 32) 
define cognitive validity as the extent to which reading test items "elicit the cognitive 
processing involved in target reading contexts beyond the test itself." This is theory-
based evidence of test validity (Weir, 2005), in that theoretical models of reading 
comprehension inform test designers of what cognitive processes readers perform 
as they read in non-testing contexts, which provides a baseline for the cognitive 
processes performed during a test to be compared against. In essence, cognitive 
validity asks two questions of test developers:  
Are the cognitive processes required to complete the [language test] 
tasks appropriate? Are candidates likely to use the same cognitive 
processes as they would performing the task in a ‘real-world’ 
context? (O'Sullivan & Weir, 2011, p. 21) 
 
Although this research is not a validation study of a specific EAP test, and nor is it an 
attempt to measure the validity of specific inference items, the notion of cognitive 
validity and the two questions posed by O'Sullivan & Weir will frame the analysis of 
test taker behaviours when responding to inference items. By observing and 
analysing the behaviour exhibited by test takers in response to inference items, this 
research will enable item writers to make more informed decisions about the 
cognitive validity of future EAP inference items.  
 
1.6 Conceptual Foundations 
The conceptual foundations for this research are provided in the two literature review 
chapters, chapters 2 and 0. O'Sullivan and Weir's first question (above) asks which 
cognitive processes should be included as test constructs, given a test's purpose. A 
test construct is a characteristic or ability a test is designed to measure, which is 
usually derived from the test purpose. These constructs are usually measured 
indirectly because most constructs cannot be observed directly. Chapter 2 asks what 
inference-making test constructs should be included in EAP tests by exploring L1 
models of reading comprehension, the role that inference-making plays within these 
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models, and the relationship between inference-making and reading for academic 
purposes. The literature shows that inference-making is crucial to reading to learn, 
where students read to integrate information, and to evaluate, critique and use 
information (Grabe, 2009). This makes a strong argument for the inclusion of 
inference-making as a cognitive process and test construct in EAP reading 
comprehension tests. The review of the L1 reading comprehension literature also 
describes how we make inferences while we read, which lays the groundwork for the 
establishment of idealised models of reading (and inference-making) processes, 
against which the behaviour performed in response to inference items can be 
compared (Storey, 1997). 
 
O'Sullivan and Weir's second question concerns the ecological validity of the item, 
asking test developers to produce test items that are likely to elicit cognitive 
processes from test takers that are the same as the cognitive processes used in 
equivalent 'real-world' contexts. For EAP inference items, test developers need to 
produce inference items that actually make test takers generate inferences, and 
generate those inferences in the same manner as they would when reading to learn 
in an academic context. Of course, the very fact that the test taker is doing a test will 
mean that the cognitive processes will not be exactly the same (Alderson, 2005). 
Nevertheless, the goal is to make the two sets of cognitive processes as similar as 
possible, and any research or test development innovation that narrows this gap 
would contribute to the general improvement of EAP tests. 
In testing academic reading ability, questions arise regarding the 
degree to which a test involves the same purposes and processes 
that are used for real-world reading situations. These concerns are 
fundamentally test validity issues (Weigle, Yang, & Montee, 2013, p. 
30). 
 
Chapter 0 examines how the L2 language testing literature deals with inference-
making as a test construct and the guidance it gives to inference item writers. The 
review shows that explicit guidelines for item writers in the published literature are 
limited. Those guidelines available provide the general guidance (introduced above) 
that: 
 20 
1. An inference item's answer should not be explicit in the 
reading passage, but; 
2. Inference item writers should make sure that all the 
information needed to make the inference is explicit in the 
reading passage. 
These two guidance points are examined in detail in chapter 0, and it is found that 
their utility, from an item writer perspective, is limited.  
 
From a cognitive validity perspective, the core problem with studying inference items 
is that we cannot make decisions about a test taker's inference-making ability based 
on the results of an inference item with complete confidence, because we cannot be 
sure whether the test taker made an inference or not while answering the item. 
Chapter 3 examines the potential consequences of this problem. One consequence 
is the very real possibility of disjunctive outcomes, where test takers answer correctly 
without making an inference, or answer incorrectly despite making the correct 
inference. This potentially allows test takers with little inference-making ability to 
pass the test and enter university, which is a problem because students entering 
university need to be able to make inferences while they read in English. Another 
consequence is a lack of diagnostic feedback to test takers. EAP tests cannot give 
useful feedback to test takers about their inference-making ability, because the tests 
cannot determine whether poor performance on inference items is due to a lack of 
inference-making ability or other factors.  
 
The key outcome from the chapter 0 literature review is the understanding that 
inference-making in EAP reading comprehension tests is a problematic area that to 
date has been under-researched. This research will address this gap by examining 
both the item writer and test taker behaviour perspectives, to shed light on the 
behaviour performed by test takers in response to inference items. This new 
understanding of test taker behaviour can inform inference item writing guidelines 
and the development of inference items in the future. 
 
Thus, this research needs to look at the process of responding to inference items, 
which requires the observation of test taker behaviours and cognitive processes. 
This, of course, is not an easy task, given that cognitive processes cannot be directly 
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observed. Chapter 0 concludes by discussing how other research in the literature 
has collected response process data. The various methods used by reading 
comprehension researchers to collect data about reading cognitive processes are 
explored, as are the difficulties and limitations of these techniques. This review 
suggests that verbal protocols may provide the most relevant data for this research 
and Chapter 0 includes the rationale for this decision. 
 
1.7 Research Questions 
This research approaches inference items from two perspectives: that of the test 
taker and that of the item writer. The test taker's perspective concerns the 
behaviours and cognitive processes that are performed when responding to 
inference items. The item writer's perspective concerns how to consistently write 
inference items that elicit the desired inference-making behaviours from the test 
takers. This research will bring these two perspectives together. It is assumed that a 
greater understanding of test taker behaviour in response to inference items will 
enable item writers to write inference items more consistently. As such, this research 
addresses the following research questions: 
Research Question 1:  To what extent does the language testing 
literature provide consistent and usable guidelines for test developers 
and inference item writers? The focus here is on the clarity and 
completeness of the suggestions and guidelines in the literature, and 
how item writers implement these guidelines. 
 
Research Question 2: How do test takers behave when answering 
reading test questions that are assumed to involve inference-
making? Here the focus is on the cognitive processes that interact 
with text features and item response demands to yield a response. 
 
This two-perspective approach echoes Alderson's (Alderson, 1990a, 1990b) pair of 
articles in Reading in a Foreign Language, which instigated much debate about the 
nature of reading subskills. The first article asked experts to introspectively analyse 
and then classify reading comprehension test items. The second article qualitatively 
examined test taker behaviour by asking them to read aloud as they responded to 
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test items. The two-perspective approach also finds provenance in Weir's (Weir, 
2005) discussion about establishing theory-based validity (read as cognitive validity) 
evidence. He advocated a two-stage approach, where the first stage consisted of the 
two perspectives covered in this research: 
• Stage 1A Qualitative expert judgement of items (e.g., by 
checklist) 
• Stage 1B Qualitative introspection/retrospection by test takers 
(think aloud/interview/questionnaire) to validate strategies and 
skills and the conditions under which the test tasks are 
performed (Weir, 2005, p. 234). 
 
1.8 Empirical Investigations 
Chapter 4 examines the inference item writer perspective (RQ1) and chapters 5 to 7 
the test taker behaviour perspective (RQ2). Chapter 4 begins by presenting the 
results of a preliminary survey of item writers and test developers about their 
experiences of and attitudes towards inference items. The survey results suggested 
that there is an acknowledgement within the language testing community that 
inference items are a problematic area of reading comprehension testing, and that 
there was a need for more guidance in inference item writing. 
 
Then I report a study that asked item writers to implement some inference item 
writing guidelines to categorise a set of IELTS reading test items. The procedure, 
developed for this thesis, is called the inference item identification procedure (3IP). 
The procedure embodies the two item-writer skills, which are introduced in chapter 0.  
The first of these skills is the identification of an item's key information in the reading 
passage, needed by test takers to correctly respond to the test task. The other skill is 
the consideration of the cognitive processes, including inference-making, that test 
takers can use to link the key information to the correct response alternative 
(hereafter item's key, or just key). The 3IP study asked a group of item writers to 
perform these skills and then identify the cognitive processes test takers can be 
assumed to use as they answer the items. This procedure parallels Alderson 
(1990a), which asked expert participants to consider and identify the reading 
subskills test items are thought to be eliciting from the test takers. Both Alderson 
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(1990) and the 3IP ask the expert participants to perform an item classification task 
in lieu of an item writing task, because item classification involves the same decision-
making processes as item writing. Chapter 4 describes the 3IP method in detail and 
discusses the results of the study. 
 
Chapter 5 presents the methods used to explore the test taker behaviour explored in 
RQ2.  I collected 72 verbal protocols from a group of ESL post-graduate students, 
who spoke their thoughts aloud as they responded to some inference items. The 
verbal protocol data were analysed in two ways. One analysis used a coding 
procedure to categorise and label the participant behaviours exhibited while 
responding to the inference items. To identify whether the participants are making an 
inference item's target inference, I created another analysis procedure called key 
information analysis. Combined, these two analysis procedures give a more 
complete picture of the test takers' behaviour, which is then compared to models of 
ideal performance in chapters 6 and 7. A model of ideal performance (MIP) is the 
ideal sequence of behaviours test takers are predicted to perform when responding 
to test items, and is based on theoretical models of the reading process (Storey, 
1997). Here, 'ideal' means as close as possible to the reading behaviours performed 
in the real-world target reading context. 
 
In chapter 6, the first of two results and discussion chapters, I compare the 
behaviour exhibited in the protocols to a proposed MIP for inference items. This 
model is derived from the literature and represents the reading behaviours and 
cognitive processes assumed to be performed by university students as they read to 
learn. This model includes inference-making and the reading behaviours that 
facilitate it. Chapter 6 reports on the relative frequency of different behaviours, the 
relationships between these behaviours and participants making the target inference, 
and the differences between the behaviours in the protocols and the behaviours in 
the MIP.  
 
Chapter 7 looks at the interaction between the types of test task and the behaviour 
each type elicits from the participants. The participants responded to four types of 
inference item test task, in which they were required to 
• determine whether a given statement is true, false, or not given 
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• match a paragraph to a paragraph heading 
• determine which paragraph contains some specific information 
• select the correct answer to a question from a list of four response 
alternatives (multiple choice) 
Although chapter 6 compared an MIP to the participant behaviours across all six 
inference items, MIPs vary with each text task (Storey, 1997). Consequently, in 
chapter 7 I adapt the proposed general MIP to create unique instances of the MIP for 
each of the six inference items. These are compared to the behaviours performed in 
response to each item, to find out if any of these task types are more likely to elicit 
particular test taker behaviours. This, in turn, could provide insight into which test 
tasks are more likely to elicit both inference-making and behaviour likely to enable 
inference-making. 
 
1.9 Implications 
Chapter 8 is the thesis' conclusion, where I offer a summary of the findings from the 
empirical investigations, relate them back to the issues raised in the literature review, 
and discuss their implications for future inference item writing and cognitive validity. 
It begins by revisiting the testing literature in light of the 3IP experience and 
articulates four areas where the literature lacks clarity. Then, some methodological 
issues that arose during the research are discussed, as are the related implications 
for future research. The following section explores some issues about selected-
response inference items that emerged from the verbal protocols, and their 
implications for the cognitive validity of selected-response inference items. 
 
The bulk of the chapter, however, is dedicated to exploring ways to help inference 
item writers write items more consistently. Key decisions in the inference writing 
process that were heretofore implicit are made explicit, and several conceptual tools 
are offered to aid in the making of these decisions. These decisions, however, can 
only be made consistently if the item writers have clear test specifications to refer to. 
Therefore, this chapter also offers some suggestions for test designers to better 
define and categorise inference items. 
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1.10 Terminology 
There is terminology in this thesis that has the potential for confusion, so I think it is 
important to make some clarifications early. Firstly, the word 'infer' and 'inference' 
could be used in a number of slightly different ways. Language testers often write 
about making inferences about a test taker's proficiency or future potential from test 
results. For example, we can infer that a test taker's English proficiency is insufficient 
for study at an English-medium university if they only score 4.5 on an IELTS test. 
Similarly, I and my co-analysers will be drawing inferences about participant 
behaviour from the verbal protocol data. For example, we might infer from a 
participant's comment that they had not understood some of the item's key 
information. And, of course, the words 'infer' and 'inference' will be used throughout 
this thesis for the cognitive process of making inferences while one reads, either in a 
testing or non-testing context.  
 
Table 1-1 
Use Cases for the Word 'Infer' 
Use cases 
 
Terminology 
1. to infer a test taker's ability from their test 
score 
 
conclude, determine, decide, 
conclusion etc 
2. to infer a participant's cognitive behaviour 
from their verbal protocols 
 
conclude, determine, decide, 
conclusion etc 
3. to make an inference while reading infer, inference, inference-making 
 
 
To avoid confusion, the words 'infer' and 'inference' will only be used for the latter 
use case: making inferences while reading as part of the reading comprehension 
process. Alternate words will be employed for the other use cases, such as 
'determine', 'decide', and 'identify'. The reader should be aware, however, that I am 
very much aware that inferences are being made in these cases. Table 1-1 
summarises these use cases and the terminology that will be used for them. 
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The other terminology that needs to be clarified are the terms key information and 
prerequisite information. Key information is the more general of the two terms, and 
refers to any information, on any kind of reading comprehension test item, that the 
test taker must read and understand in order to answer the item correctly. 
Prerequisite information can be considered a sub-category of key information, 
specific to inference items. Prerequisite information is the information that the test 
taker needs to draw on to make the target inference.  
 
1.11 Conclusion 
This research aims to contribute to the language testing literature about inference 
items, and this chapter has given an overview of why this is needed and how it will 
be undertaken. Inference items are under-researched, difficult to produce, and if we 
look only at test takers' final answers to inference items, tell us little about their 
inference-making ability with any certainty. I will examine inference items from both 
the item writer and test taker behaviour perspectives, so that a better understanding 
of what is going on as a test taker answers an inference item can inform future 
inference item development. I will begin, in the next chapter, by reviewing the L1 
reading literature to clarify the role inference-making plays in reading to learn in a 
university context, and how these inferences are made.  
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2 Making Inferences While Reading 
2.1 Introduction 
This research investigates test items designed to measure a test taker's ability to 
make inferences while they are reading to learn in an academic context. According 
to Bachman (1990) there are several steps that test developers need to take to 
develop test items such as these. First, one cannot measure what one does not 
understand, so test developers need to have a thorough understanding of the 
theoretical explanations of how reading comprehension works, and how inference-
making works within those models of reading comprehension. From this 
understanding, test developers can identify discrete test constructs that should be 
measured in their test, a decision based on the test's purpose. The next step is to 
operationalise the theoretical test constructs. This means designing test tasks that 
will elicit behaviour from the test takers from which we can assume performance of 
the theoretical test constructs. This chapter covers the first part of Bachman's 
framework, examining theoretical models of L1 reading comprehension and what 
they tell us about making inferences while reading. 
 
Models of reading comprehension help test developers understand what reading is 
like in non-testing contexts, and thus understand what reading behaviour they should 
be trying to elicit from test takers. Most of the research into reading comprehension 
focuses on reading in L1 (Alderson, Haapakangas, Huhta, Nieminen, & Ullakonoja, 
2014), rather than L2, so this chapter explores models of L1 reading comprehension. 
The exploration is structured to follow the three broad elements of reading 
comprehension: the comprehension context, the reading processes, and the reading 
product, which will be explained further below.  
 
After reviewing models of reading comprehension in general, I narrow my focus to 
explore the literature on inference-making within L1 reading comprehension. Much of 
this exploration is a review of inference taxonomies and the ways that inferences can 
be categorised. However, my research focuses on EAP inference items, which aim 
to measure inference-making ability as it pertains to reading to learn in an academic 
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context. As such, the final two sections of this chapter look at two aspects of 
inference-making as it relates to academic reading: the relationships between 
inference-making and reasoning, and inference-making and reading to learn. 
 
2.2 Models of L1 Reading Comprehension 
Reading comprehension can be thought of as having three components: a 
comprehension context, the process of comprehension, and the product that is the 
result of that process. The comprehension context is the external context 
surrounding the act of reading, such as the characteristics of the reader and the 
reason why they are reading. The comprehension context shapes the reading 
process, which consists of cognitive processes and reading strategies. Different 
cognitive processes and strategies are employed depending on the context, and 
different processes result in different outcomes or reading products: namely, 
understandings or comprehensions of the text, usually referred to as text 
representations. Understanding reading comprehension through these three 
components is useful for test developers, because they are mirrored in reading test 
items: the test task represents a comprehension context, which influences the 
cognitive processes and strategies the test taker employs, and the product is a 
response to the test task, through which conclusions about the test taker's reading 
comprehension ability are drawn. 
 
2.2.1 Comprehension Context 
No communication occurs in a vacuum, and all reading comprehension occurs within 
some kind of context. Numerous factors, such as the reader's engagement with the 
text content, the reader's reason for reading the text, and the amount of time the 
reader can spend reading the text, all influence the comprehension process and the 
resulting text representation (Grabe, 2009; Horiba, 2000). It is important for test 
developers to understand the role the comprehension context plays in reading 
comprehension. If test items are to elicit reading processes that mirror, as closely as 
possible, those that students will perform when reading to learn, test developers 
need to write test items that set comprehension contexts that are as similar as 
possible to university reading contexts. The key element in the comprehension 
situation is the reading purpose.  
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Reading purpose can affect readers' standards of coherence2 (van den Broek, 
Beker, & Oudega, 2015; van den Broek, Risden, & Husebye-Hartmann, 1995) which 
"reflect the degree of comprehension that a reader attempts to attain during the 
reading of a text" (Linderholm, Virtue, Tzeng, & van den Broek, 2004, p. 168). If the 
purpose of reading does not require in-depth comprehension, such as skimming over 
a journal article to find out if it is worth downloading and reading carefully later, then 
the reader is likely to have a relatively low standard of coherence. Standards of 
coherence can act as a threshold for the deployment of higher-level strategic 
cognitive processes, including inference-making. Readers tend to read primarily with 
automated lower-level cognitive processes until there is a perceived break in 
coherence - relative to the reading situation's standard of coherence - at which point 
strategic processes will be deployed to make sense of the text to the degree required 
by the situation's standard of coherence (Linderholm et al., 2004). Readers with low 
standards of coherence are less likely to perceive a break in coherence, and are 
thus less likely to make inferences. 
 
2.2.2 Reading Process 
Most models of reading comprehension are based on the distinction between 
comprehension as a process and as a product (Alderson et al., 2014). 
Comprehension as a process refers to the series of cognitive processes and reading 
strategies readers perform as they read. These processes occur both during and 
after reading, and serve to understand propositions in the text and link them together 
to form a coherent understanding of the text (Magliano, Millis, Ozuru, & McNamara, 
2007). Text representations are built gradually as we read: cognitive processes 
operate on each proposition as we read it, deriving meaning from the proposition and 
integrating the new proposition into the existing text representation (Kintsch, 1998). 
There are many different kinds of cognitive processes readers might use as they 
read, and different individuals might employ different processes to read the same 
text, resulting in different text representations (Alderson et al., 2014). Inference-
																																																						
2	Not	to	be	confused	with	"coherence"	as	it	is	usually	discussed	in	the	field	of	applied	
linguistics	(see,	for	example,	Halliday	&	Hasan,	1976),	where	coherence	tends	to	be	a	
property	of	a	text,	rather	than	the	reader.	
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making is just one of these cognitive processes, but inference-making's role in 
reading comprehension cannot be understood in isolation from the other cognitive 
processes. 
 
Spreading activation is a process that plays an important role in deriving meaning 
from a written proposition and its integration into the reader's text representation. 
Our brains store small units of information or concepts as nodes, and these nodes 
are connected to each other in a vast network of interconnected nodes (Grabe, 
2009). The strength of the connection between nodes is variable, depending on the 
strength of the association between concepts. The node for 'peace', for example, 
would have a strong connection with 'safety', but also with 'war'.  The connections 
between nodes are strengthened as we experience the world. There is a strong 
connection between 'Coca-Cola' and 'red', for example, because we have 
experienced the two together so often. These nodes can be activated by some 
external stimulus, and the activation spreads to other strongly connected nodes. 
Seeing the logo for Coca-Cola will active the node for Coca-Cola, but that activation 
will near-instantaneously spread to associated nodes like 'red' and 'sweet'. 
 
Lexical access (Khalifa & Weir, 2009) works in this way, with the written word acting 
as the external stimulus. Reading the letters H-A-M-B-U-R-G-E-R on the page will 
activate the node for 'hamburger', placing it in the reader's working memory for 
processing and integration into the text representation. Reading 'hamburger', 
however, will also cause associated nodes to become activated, such as nodes for 
'fast food,' 'McDonalds,' and 'grease'. Activation can then spread further from these 
associated nodes, prompting activation of second-degree nodes, third-degree nodes, 
and much further. These associated concepts can also be integrated into the 
reader's mental representation of the text.  
 
The Construction-Integration (CI) model of reading (Kintsch, 1988, 1998; Kintsch & 
van Dijk, 1978) builds upon spreading activation to describe how readers build text 
representations as they read. As we read, the clauses on the page are decoded and 
enter our working memory as propositions, which in turn are small networks of 
connected nodes. For example, if we read 'The boy sat down', that clause will enter 
working memory as the nodes 'boy', 'sit down' connected to each other. The 
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construction element of CI goes further: the proposition is connected to other 
propositions in the reader's existing text representation, joining a much larger 
network of propositions. Thus 'boy' would be connected to earlier references of 'the 
boy', and 'sit down' might be connected to the boy's location, if that had been 
established earlier in the text. 
 
In addition to connecting the current proposition with the existing network of 
propositions, the reader's world knowledge and experiences are pulled into the 
construction phase through spreading activation, where reading 'The boy sat down' 
might also activate nodes representing notions such as 'tiredness', 'dirty floors', and 
so on (van den Broek et al., 2015). This activation is also influenced by the existing 
text representation, so if the preceding sentence had been 'Tom entered the 
classroom late,' the nodes representing 'embarrassment,', 'being watched,' and 
'teacher' might also be activated upon reading 'the boy sat down'. In fact, according 
to CI, our brains are so good at spreading activation and making these connections 
that readers make too many connections, and during the integration part of CI, 
superfluous activations are discarded as these propositions are knitted into a 
coherent whole (Kintsch, 1998). In this example, 'dirty floors' would probably be 
discarded, in favour of 'classroom chair'. In this way, to comprehend a text readers 
are integrating 'information from different sentences as well as relevant information 
activated from long-term memory (LTM) into a coherent mental representation of a 
narrated sequence of events, actions, and states' (Zwaan & Brown, 1996, p. 289). 
 
It is generally accepted by models of reading comprehension that the cognitive 
processes driving reading can be categorised into higher- or lower-order processes 
(Grabe, 2009). Lower-level processes operate at the word, phrase or clause level, 
and include decoding the printed word, accessing its meaning from memory, and 
deriving meaning from syntax and morphology (Long, Oppy, & Seely, 1994). Higher-
level processes work to connect propositions together to form a coherent text 
representation. One of the key strategic, higher-level processes used here is 
inference-making, where the reader draws on world knowledge and experience to 
plug the coherence gaps (Horiba, 1993; Linderholm et al., 2004; VanderVeen et al., 
2007). Coherence gaps are more to be perceived when the reader has a high 
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standard of coherence, so standard of coherence has a significant effect on the 
amount and type of inference-making readers perform (Linderholm et al., 2004).  
 
2.2.3 Reading Product 
The realisation that a text representation is a network of propositions drawn from 
both the text itself and from the reader's world knowledge and experience leads to a 
key distinction in the product of reading comprehension. A text representation can be 
described as having two levels of comprehension: the textbase and the situation 
model (Alderson et al., 2014; Grabe, 2009; Kintsch, 1998). The textbase is defined 
as the proposition network consisting only of propositions gained from explicit 
information in the text (Kintsch, 1998). The situation model is the understanding of 
the text that includes propositions added to the text representation from the reader's 
world knowledge and experience (Grabe & Stoller, 2011). It goes beyond the  facts 
and events explicitly stated in the text and represents the whole 'situation' implied by 
the text (van den Broek et al., 2015). Thus, the situation model represents a 
combination of explicit textual information and the world knowledge and experience 
the reader brings to the text (Grabe, 2009). Implied within this distinction is the notion 
that while different readers of a text will develop textbases that are quite similar, their 
situation models can vary greatly as each individual's world knowledge and 
experience are different, as are their purposes for reading the text (Alderson et al., 
2014).   
 
2.3 Inference-Making when Reading in L1 
Inference-making is integral to reading comprehension (van den Broek, Fletcher, & 
Risden, 1993; van den Broek, Lorch, Linderholm, & Gustafson, 2001). Despite 
differing models of reading comprehension, inference-making is considered the 
"cornerstone of reading comprehension" (Kendeou, 2015, p. 160). No text is 
complete: for reasons of brevity and rhetoric, writers leave much unwritten (Khalifa & 
Weir, 2009; Rocci, 2006) and invite readers to create their own interpretation of the 
text, based on their own purposes for reading and the external knowledge and 
experiences they bring to the text (Grabe, 2009; Kintsch, 1998; Urquhart & Weir, 
1998). Inferences play numerous roles in the reading process, such as enabling 
readers to make the text more cohesive (Cook & O’Brien, 2015; Horiba, 1993), to 
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elaborate upon the text and develop their own interpretations of the text (Cook & 
O’Brien, 2015), and to learn from the text by using inferences to link new knowledge 
with old (Grabe, 2009; Kintsch, 1998). Inferences can contribute to both the textbase 
and situation models (van den Broek et al., 1995), and it can be difficult at times to 
clearly distinguish between them (Kintsch, 1998). 
 
Inferences generated while reading in L1 have been extensively researched, 
resulting in numerous inference taxonomies and explorations of issues such as the 
influence of reading purpose on inference-making, the difference in individuals' 
inference-making ability, and the role of external knowledge in inference-making and 
reading comprehension (see, for example, Cook & O’Brien, 2015; Graesser, Li, & 
Feng, 2015; Magliano, Millis, & The RSAT Development Team et al, 2011; 
Noordman, Vonk, Cozijn, & Frank, 2015; Singer, 2015; van den Broek et al., 1993). 
This section explores the different kinds of inferences readers make while they read 
and these issues as they relate to measuring inference-making ability through an 
EAP reading test. Given the lack of a unified inference taxonomy in the literature, this 
section will follow Kendeou (2015) and examine the various distinctions upon which 
inferences can be classified, rather than the classifications themselves. Many of 
these distinctions can be seen two ends of a continuum, rather than absolute 
dichotomies. 
 
Inferences can be distinguished by the kind of source information (hereafter 
prerequisite information) the reader draws upon to make the inference. Many 
inferences are based solely on information that is explicit in the text, filling coherence 
gaps by conceptually linking information explicit in the text (Magliano et al., 2011). 
However, many inferences have prerequisite information from both the text and 
sources external to the text (Kendeou, 2015; Trabasso & Magliano, 1996). 
Accessing external information is an integral part of reading comprehension (Long et 
al., 1994), with the construction of both textbases and situation models being 
impossible without continual recourse to external knowledge (Grabe, 2009). Kintsch 
called a textbase an “impoverished and often incoherent network” and the reader 
must add nodes and establish links between nodes from his or her 
own knowledge and experience to make the structure coherent, to 
complete it, to interpret it in terms of the reader’s prior knowledge, 
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and last but not least to integrate it with prior knowledge (1998, p. 
103). 
Studies have shown that university students perform different cognitive processes 
when reading to learn to those when reading for entertainment, with more inferences 
being made when reading to learn (Linderholm & van den Broek, 2002). These 
inferences draw heavily on external knowledge, which complements Pearson and 
Johnson (1978)'s comments about experience and comprehension: 
Experience is at the heart of comprehension, especially 
comprehension as it is assessed in today’s schools. Experience is 
what we are referring to when we say that a person is good at 
reading “between the lines,” or go “beyond the lines.” 
Indeed, the factor that explains the most variance in inference-making while reading 
is prior knowledge, assuming attentional focus remains constant (Kendeou, 2015). 
 
Kintsch (1998) makes a distinction between inference-like cognitive processes that 
retrieve external knowledge from the reader's long-term memory to add cohesion to 
the text, and inferences that generate information that is new to the reader. Kintsch 
provides an example of the former, where upon reading:  
Jane could not find the vegetable and the fruit she was looking for. 
She became upset. 
a reader can infer causality between being unable to find fruit and becoming upset 
(Kintsch, 1998, pp. 111-114). But this inference can only be made by activating a 
schema (one form of external knowledge) for 'grocery shopping at the supermarket' 
and knowing what sort of things might make one upset while grocery shopping. This 
external knowledge is retrieved through the process of spreading activation 
(Noordman et al., 2015). Inferences that generate new information, however, are 
constructed by the reader using rules such as syllogistic logic or those rules for 
converting a longer proposition into a summarising macroproposition (Kintsch, 1998). 
 
Another distinction is that between automatic inferences and strategic inferences. 
Automatic inferences are those that the reader generates automatically without any 
conscious thought and are generated in a minimalist fashion, generating only 
enough inferences to maintain coherence (McKoon & Ratcliff, 1992). Strategic 
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inferences, on the other hand, are routinely and consciously drawn by readers. 
However, rather than seeing automatic and strategic inferences as a dichotomy, 
cognitive scientists place them on a continuum, ranging from effortless, passive and 
automatic inferences at the lower end of the continuum to effortful, active and 
strategic inferences at the higher end (Kendeou, 2015). Kintsch (1998) combined the 
automatic/strategic and retrieval/generation distinctions to produce four categories of 
cognitive processes, all of which can contribute to situation model construction.  
• Type A are automatic retrieval processes, where the reader 
unconsciously elaborates on the text by supplying known 
information.  
• Type B are controlled retrieval processes, where the reader 
has to think hard to retrieve relevant information that will help 
the reader make sense of a portion of the text.  
• Type C processes automatically generate mental imagery 
based on the text.  
• Type D processes are controlled and result in the generation 
of new information.3  
 
Most reading researchers also make a distinction between inferences that aim to 
increase coherence by making conceptual links between explicit information in the 
text and those inferences that aim to embellish the text representation by adding 
propositions based on external information (Kendeou, 2015). The former are often 
called bridging inferences (Magliano et al., 2011), although the literature has varying 
nomenclature for bridging inferences, such as simple inferences (Grabe, 2009), text-
connecting inferences and coherence inferences (Kendeou, 2015). Bridging 
inferences are routinely generated and contribute to a coherent textbase by 
describing the relationship between what is currently being read and what was read 
prior (Magliano et al., 2011).  The term itself is an umbrella term for a range of 
																																																						
3	Kintsch	(1998)	argued	that	only	the	Type	D	cognitive	processes	should	be	labelled	as	
inferences,	but	the	use	of	the	word	"inference"	for	Types	A-D	continues	within	the	
literature.	
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inference types, and Magliano et al. (2011) include anaphoric and pronominal 
inferences as kinds of bridging inferences. Many bridging inferences are kinds of 
causal inferences, where the reader infers relations among events, actions and facts 
across the text (Long et al., 1994; van den Broek et al., 2015). Elaborative inferences 
are generated through semantic activation of external knowledge and serve as 
embellishments to the situation model (Magliano et al., 2011). Despite being 
"embellishments," elaborative inferences should not be regarded as trivial: van den 
Broek et al. (2015, p. 104) stress that although elaborative inferences do not 
contribute to coherence themselves, "their activation may influence coherence at 
later cycles." Also, elaborative inferences are very important to a well-developed 
situation model, reading to learn, and reading for pleasure. 
 
Long et al. (1994) also discuss the distinction between inferences made in-line while 
reading, and those inferences that are made in addition to reading to perform some 
kind of task. In-line inferences connect the proposition currently being read to those 
read immediately prior, but they also identify: 
(a) the real-world referents of words; 
(b) properties attributed to objects; 
(c) spatial relations among objects; 
(d) goals and motivations of characters in a story; and 
(e) causal relations among events, actions, and episodes (Long et 
al., 1994, p. 1456). 
Problem-solving inferences may also occur during reading, but in parallel with or 
addition to the comprehension process, or they can also occur after the reading 
process has finished. Readers make these inferences to perform a task such as 
summarising what they are reading or answering a question they have asked 
themselves (McKoon & Ratcliff, 1992).  
 
The final distinction this section will look at is the difference between inductive and 
deductive inferences. The difference between the two is the degree of cogency they 
hold: to what extent can they be certain that the inference is 'true'? Inductive 
inferences are probabilistic in nature and are drawn from what readers know about 
the world (Kendeou, 2015). For example, if a reader reads 
The glass fell off the table and struck the hard tile floor. 
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one could reasonably make the inference that the glass broke upon hitting the floor, 
although we could not be one hundred percent certain. Deductive inferences, on the 
other hand, are based on the rules of logic (Lea, 1995) and are said to be cogent. If 
a reader reads 
All cars have steering wheels. The Racey 5000 is a kind of car. 
they can infer that 'Racey 5000s have steering wheels' with one hundred percent 
certainty, assuming the propositions in the text are true. Given that the cogency of 
premises is inherently ambiguous, it is best to place inferences on a continuum 
between inductive and deductive, rather than trying to label each inference as 
absolutely inductive or deductive. 
 
2.4 Logical Inferences and Reasoning in Reading 
Comprehension 
In common parlance, an inference is considered a component of logic and reasoning 
rather than reading comprehension. This is one of the reasons why, to many, 
inference-making appears out of place on a reading comprehension test. However, 
there has been some research into the role reasoning plays in reading 
comprehension. Lea (1998) provides a summary of this research, beginning with the 
identification of a kind of inference he calls logical inferences. These are a kind of 
deductive inference that tend to rely on word in texts such as 'if' to trigger logic 
patterns, such as or-elimination (a or b) and not-both elimination (not both a and b). 
Lea provides this example: 
Text: 
The Borofskys were planning a dinner party. “Alice and Sarah are 
vegetarians,” Mrs. Borofsky said, “so if we invite either one of them, 
we can’t serve meat.” “Well, if we invite Harry, we have to invite 
Alice,” Mr. Borofsky said. “And if we invite George, we have to invite 
Sarah.” “We already decided to invite either Harry or George, or 
maybe both of them,” said Mrs. Borofsky.  
 
Logical inference: 
The Borofskys can't serve meat at the dinner party. (p. 64) 
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In his summary, Lea (1998) makes several claims about logical inference. First, the 
ability to make logical inferences - or more precisely, the reasoning competence that 
underpins them - has been proven to be a skill separate to language comprehension. 
Second, readers make logical inferences accurately, easily, and unconsciously, 
meaning they usually fall closer to automatic on the automatic/strategic inference 
spectrum. Logical inferences also fall into the inline inference category, because 
logical inferences are made as the reader reads, as soon as the prerequisite 
information (premises) becomes available to the reader, which is the third claim Lea 
makes. Upon reading the current proposition, other prerequisite information 
becomes available almost immediately, either through their memory of propositions 
earlier in the text or through their external knowledge, via spreading activation. 
Finally, the research also shows that readers make logical inferences even when 
they are not needed for cohesion, meaning that logical inferences can be both 
bridging inferences and elaborative inferences. 
 
Another way reasoning plays a role in reading comprehension is through syllogistic, 
and in particular, enthymeme logic. A syllogism is best defined by example, so here 
is the quintessential syllogism example: 
Major premise: All men are mortals. 
Minor premise: Socrates is a man. 
Conclusion: Therefore, Socrates is mortal. 
As this example shows, a syllogism is a logical argument that draws a conclusion 
from two (or more) propositions that are true or assumed to be so. Lea's grammar- 
or conjunction-based logical inferences are a form of syllogism, as exemplified in 
Noordman et al. (2015, pp. 263-264): 
For example, in a text on spray cans, the causal relation read 
‘Chlorine compounds make good propellants, because they react 
with almost no other substance.’ Based on the connective because, 
this sentence can be analyzed in terms of syllogistic reasoning. The 
sentence expresses the conclusion of the syllogism – chlorine 
compounds make good propellants – and the minor premise – they 
(i.e., chlorine compounds) react with no other substances. What is 
missing from the syllogism is the major premise: Propellants must not 
react with the product in the spray can. The 
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connective 'because' signals that the information of the major 
premise has to be inferred to justify the causal relation. This 
inference is backward and contributes to the coherence of the 
discourse. 
Noordman et al.'s example shows how syllogistic logic can be combined with 
conjunctions to produce an inference that increases text cohesion. However, 
conjunctions are not a sine qua non of syllogistic reasoning, and syllogistic reasoning 
can produce elaborative inferences as well as coherence-building bridging 
inferences. Consider this modified version of the text in the Noordman et al. 
example: 
Propellants must not react with the product in the spray can. Chlorine 
compounds react with almost no other substance. 
These two propositions invite the elaborative inference 'Chlorine compounds make 
good propellants' from readers, without the need for a conjunction. Indeed, premises 
in a syllogism do not need to be adjacent clauses, or even in the same text. One can 
easily imagine a chemistry student learning in a lecture that 'chlorine compounds 
react with almost no other substance,' and two weeks later reading in a textbook that 
'propellants must not react with the product in the spray can,' and inferring that 
'chlorine compounds would be good spray can propellants'.  
 
Both of the examples above are examples of enthymemes, which are syllogisms that 
have one or two of their components unstated. These occur often in communication, 
with writers omitting premises because they are assumed to be known by the 
readers, and speakers omitting premises because they are assumed to be part of 
the common ground shared with their conversation partners (Rocci, 2006). Consider 
the unstated premise assumed to be known by both speakers in this example 
conversation: 
Speaker A: I can’t see Louis’ car in the parking lot. 
Speaker B: He must have left the university already. (Rocci, 2006, p. 
421) 
Readers resolve enthymemes as they read by making syllogistic inferences. The two 
examples above show that inferences can be a kind of elaborative inference to 
 40 
generate new information when reading to learn, but they can also be a kind of 
bridging inference, increasing text cohesion (Noordman et al., 2015). It is possible to 
make syllogistic inferences without recourse to external knowledge if all the premises 
are explicit in the text. However, it is also quite common for readers to provide a 
premise from their own external knowledge and then infer the syllogism's conclusion. 
For example, if a writer wanted to imply that a Racey 5000 had a steering wheel, 
they would only have to write 'the Racey 5000 is a kind of car,' because most 
readers can supply 'all cars have steering wheels' from their external knowledge. 
 
2.5 Inference-Making when Reading to Learn 
EAP reading tests aim to determine which test takers have sufficient reading 
proficiency to be able to succeed at an English-medium university. As discussed 
above, these tests are measuring reading proficiency when the reader has a specific 
purpose: reading to learn. Thus, it is important for test designers to understand how 
reading purpose affects the cognitive processes readers perform in general, and this 
section discusses the effect of reading purpose on inference-making processes 
when reading to learn in particular. This research follows Grabe, where reading to 
learn includes text comprehension, skimming, and connecting "sets of supporting 
information within an organizing frame in which all the parts fit together" (Grabe, 
2009, p. 13). It also encompasses reading to integrate and reading to evaluate. 
 
A reader's purpose for reading affects the cognitive processes they use and the 
situation model they construct (Alderson et al., 2014; Linderholm & van den Broek, 
2002; van den Broek et al., 2001). 
Intuitively, it seems likely that readers process texts differently 
depending on their reason for reading. For instance, reading for 
coursework most certainly requires a different kind of processing, 
and different strategies, than reading for relaxation (Linderholm & 
van den Broek, 2002, p. 778) 
In research conducted on university students, van den Broek et al. (2001) found that 
students read more slowly and made more inferences when reading to learn and  
Linderholm & van den Broek (2002) found that university students produced more 
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bridging inferences and paraphrases while reading to learn, and they produced more 
elaborative inferences and associations when reading for entertainment.  
 
However, while the research cited above is a promising start, there is still much that 
we do not know about the kinds of inferences university students make while they 
read to learn. To what extent are university students more likely to make effortful, 
strategic inferences while they read to learn? Does reading to learn necessitate more 
problem-solving inferences than other reading purposes? How often are deductive 
inferences necessary when reading to learn, as opposed to inductive inferences? 
How big a role does syllogistic reasoning play? How often do students make 
syllogistic inferences by drawing on premises from different texts, or from their own 
world knowledge? While one might be able to intuitively assume answers to some of 
these questions, I have yet to find any empirical research addressing them. This lack 
of clarity is a problem for test designers who are trying to elicit reading behaviours 
from test takers that are as close to possible as those performed in real life.  
 
2.6 Conclusion 
This chapter introduced key theoretical models of L1 reading comprehension and the 
role that inference-making plays within reading comprehension. Comprehension 
consists of a context, processes, and a product. The comprehension context 
includes the reader's purpose for reading, which influences the reading processes 
they perform, including inference-making. The product of comprehension is more 
than just a textbase: a mental representation of the text based solely on the words 
on the page. Through a process of spreading activation, readers supplement and 
enhance their textbases with their knowledge and experiences of the world to 
produce a situation model. Inference-making can draw conclusions from information 
in textbases and situation models, and the inferences generated are added to both 
textbases and situation models to enhance them. There are also many different 
kinds of inference-making, and there is some inconsistency across the literature in 
how inference-making is defined. Regardless, inference-making requires logical 
thought, often in the form of a syllogism.  
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Inference-making is thought to be an important part of reading to learn in academic 
contexts. If EAP tests are to draw conclusions about an ESL student's ability to read 
to learn in an English-medium university context, these tests also need to measure 
the student's ability to make inferences. The question arises, however, as to 
precisely what inference-making to measure, and how. This is the topic of the next 
chapter, which looks at L2-specific models of reading comprehension and takes up 
another part of Bachman's (Bachman, 1990) test development framework: how test 
developers select and operationalise inference-making test constructs. 
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3 Measuring Inference-Making Ability While 
Reading in a Second Language 
 
3.1 Introduction 
Having explored the role inference-making plays in reading comprehension, 
particularly when reading to learn, there appears to be a strong case for including 
inference-making as a construct in EAP reading tests. The challenge for test 
developers, however, lies in finding a way to measure inference-making ability using 
a reading comprehension test. This chapter reviews the ways that test developers 
currently approach this challenge. In keeping with Bachman's (1990) test 
development framework, I look at the language testing literature to see how the 
inference-making test constructs are defined, and what guidance is provided for 
operationalising those constructs. It finds that item writers are underserved by the 
language testing literature, which provides an inference item framework that is vague 
and impractical. 
 
The language testing literature on inference items is embedded within a broader 
debate regarding reading subskills and whether subskills can or should be measured 
in a reading comprehension test. These subskills are various and can range from 
identifying pronominal reference to distinguishing hypothesis from fact, for example 
(Hughes, 2003). Inference-making is usually included on lists of reading subskills, so 
this chapter begins by exploring this subskills debate and its implications for 
inference items. Then I review the literature on making inferences while reading in a 
second language (L2), before surveying the language testing literature's guidance for 
operationalising the inference-making construct in reading tests.  
 
3.2 Reading as a Unitary Construct and Reading 
Subskills 
While cognitive science has been developing complex models of reading 
comprehension, researchers involved in the learning, teaching and measurement of 
L2 reading comprehension have been breaking these complex models down into 
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simpler, more practical models of reading comprehension (Weir, 2005).  The notion 
of reading subskills provides a simplified conceptual basis for educators to develop 
curriculums, textbooks, and reading comprehension tests. Munby's (1978) list of 18 
reading subskills, such as deducing the meaning and use of unfamiliar lexical items 
and understanding cohesion between parts of a text through grammatical cohesion 
devices, was one of the first of many subskills taxonomies. Since then, subskills 
taxonomies have proliferated, with little agreement on the number of subskills that 
reading comprehension consists of, inconsistent nomenclature, and overlapping 
subskills (Alderson et al., 2014).  
 
Inference-making exists as a reading subskill, in various guises, such as interpreting 
text by going outside it (Munby, 1978), making propositional informational inferences 
(Hughes, 2003), drawing inferences from the content (Davis, 1968), and making 
inferences to derive conclusions from facts and premises (Alderson & Lukmani, 
1989). In chapter 2, I examined L1 inference-making taxonomies by looking at five 
key dichotomous characteristics pairs used to define kinds of inferences: 
• Does the inference retrieve known information, or generate 
new information? 
• Is the inference made in-line with reading comprehension, or 
is it made parallel to or after the reading process, as part of a 
problem-solving process? 
• Is the inference bridging or elaborative? 
• Does the inference draw on knowledge external to the text, or 
not? 
• Is the inference made automatically, or as a conscious 
reading strategy? 
 It is difficult, however, to compare these L2 inference-making subskills to these five 
characteristics pairs, because the subskills are either undefined or their brief 
definitions do not address the characteristics pairs. There does seem to be, 
however, a recognition in these subskills that there is a difference between 
inferences based solely on information in the text and those that draw on external 
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knowledge as well. Also, based on the way the subskills are worded, there seems to 
be a preference for inferences that generate new information. 
 
Equipped with these subskills taxonomies, test designers have been developing 
reading comprehension test items that aim to measure the test-takers' performance 
of these subskills (Alderson et al., 2014). The subskills have become test constructs 
- the specific intangible abilities that tests aim to measure. These reading subskills 
have been operationalised (Bachman, 1990) by test tasks that aim to elicit 
performance of the subskills from the test-takers. By including reading subskills in 
reading comprehension tests, test takers produce performances that exhibit a 
broader range of reading behaviours, which produces test results that are more 
complete and accurate. By the same reasoning, inference-making subskills are also 
included in reading comprehension tests. 
 
However, the use of reading subskills as test constructs, rather than testing reading 
ability as a unitary whole, is not without controversy. For a test construct to be useful, 
it must be shown that the construct can account for some variation in test taker 
performances and the concomitant test scores. To achieve that, test designers need 
to correctly operationalise their constructs: that is, they need to develop test tasks 
that actually do elicit performance of the target subskill. However, research into 
whether test developers can consistently identify what subskill a test item is meant to 
elicit has produced conflicting results (Alderson, 1990a; Alderson & Lumley, 1995; 
Lumley, 1993; Weir, Hughes, & Porter, 1990), which in turn casts doubt on test 
developers' ability to write items that elicit the intended subskill. Furthermore,  
[t]est questions intended to tap different reading sub-skills … [they] 
may well be answerable without actually testing the intended skill, 
and readers can get an answer correct for the ‘wrong’ reasons or can 
get the answer wrong and yet still have the skill being tested. 
(Alderson et al., 2014, p. 73) 
This research refers to these phenomena as disjunctive outcomes, and they are an 
important consideration for test cognitive validity. When a test taker answers a test 
item correctly without performing the intended subskill, test users will draw 
inaccurate conclusions about that test taker's ability to perform that subskill. Similar 
inaccurate conclusions will also be drawn when a test taker performs the intended 
 46 
subskill well, but somehow answers the item incorrectly. For inference items, a 
disjunctive outcome is when a test taker answers correctly without making the target 
inference, or answers incorrectly despite making the target inference. 
 
Another problem is that researchers have struggled to statistically show that subskills 
are a factor in reading test performance (Drahozal & Hanna, 1978; Rost, 1993; Weir 
& Porter, 1994). Despite reading comprehension theoretically consisting of 
numerous component processes, reading comprehension behaves statistically like a 
unitary ability (VanderVeen et al., 2007). Weir and Porter's (1994) review of 
quantitative research into reading subskills found that only one subskill had been 
identified through statistical analysis of test results: remembering word meanings. 
This helped inform Urquhart and Weir's (1998) tentative conclusion that reading 
comprehension is bi-divisible, where “there is thus both qualitative and qualitative 
evidence for considering specifically linguistic elements as potentially separable from 
global comprehension,” while calling for more research into the matter. As of 2014, 
there was still a lack of evidence regarding whether item writers can agree on what 
subskill an item is measuring, whether subskills are organised hierarchically, and 
what the relationship between reading proficiency and the mastery of some or all of 
these subskills is, prompting further calls for more research into this area (Alderson 
et al., 2014).  
 
3.3 Theoretical Justifications for Including Inference-
Making as a Construct in a Reading Comprehension 
Test 
Despite all these problems with the notion of reading subskills, many EAP tests 
include inference-making and other subskills as test constructs, and thus include 
inference items to measure those constructs. The rationale behind this is complex. 
Whether inference-making should be included as a test construct in a particular test 
depends, like all test constructs, on the purpose of that test. EAP tests aim to 
determine which EFL test takers will be able to cope with university studies at an 
English-medium university. As discussed in chapter 2, inference-making is an 
integral part of reading comprehension, particularly when students are reading to 
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learn in a university context. Thus, if EAP tests are to make predictions about a 
student's ability to read to learn at an English-medium university, tests need to elicit 
reading behaviour that includes inference-making. The paragraphs above, however, 
explain that tests cannot elicit and measure inference-making and other reading 
subskills with ironclad precision. 
 
The solution to this problem is what Urquhart & Weir (Urquhart & Weir, 1998) call the 
'scattergun' approach. This approach sees tests constructed with a wide variety of 
item types, hoping to elicit a wide variety of reading subskills. Even though it cannot 
be guaranteed that test takers will perform the target subskill for each test item, this 
variety of item types ensures that a wide variety of subskills are performed. 
By attempting to sample across the hypothesized range of 'skills and 
strategies', the intent was to take an adequate sample of a construct 
that could be labelled reading (Urquhart & Weir, 1998, p. 136).  
The imprecision of the scattergun approach means that tests cannot report scores 
for each reading subskill. Instead, most published language tests4 such as IELTS 
and TOEFL iBT only give test takers their results in terms of an overall reading 
score, as a unitary reading construct (Alderson, 2000). That single test score 
represents the performance of a wide range of reading subskills, and thus can be 
said to represent real-world reading to learn, although the exact composition of those 
subskills will vary from test taker to test taker. Even though Urquhart & Weir 
acknowledge that the scattergun approach deserves "close scrutiny" and call for 
further research in this area, it remains a mainstay of EAP tests to this day (Alderson 
et al., 2014; Hughes, 2003; Weir, Huizhong, & Yan, 2000). 
 
3.4 Inferences and L2 Reading Comprehension 
Given that inference-making is included as a construct in EAP reading 
comprehension tests, test developers need to have a theoretical understanding of 
inference-making in a second language, which they can then operationalise as 
																																																						
4	To	my	knowledge,	the	only	language	test	in	the	public	domain	that	actually	provides	a	
score	for	inference-making	ability	is	DIALANG,	a	diagnostic	test	designed	to	provide	test	
takers	with	information	on	which	aspects	of	their	L2	proficiency	they	need	to	improve.	
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inference items.  Alderson's (1984) seminal book chapter asked whether inability to 
read in a second language was a reading problem or a language problem, and it is a 
question relevant to inference-making construct and its operationalisation. It is a 
simple question, but it makes it clear that L2 reading comprehension can be impeded 
by both a lack of knowledge of the second language and an inability to read in 
general. Likewise, if a reader fails to make an inference, is that due to a lack of 
second language proficiency or to a lack of general inference-making ability?  
 
Several hypotheses have emerged from research into Alderson's question. The 
developmental interdependence hypothesis (also known as the linguistics 
interdependence model) posits that there are comprehension processes that are not 
language-dependent (Zwaan & Brown, 1996). This means that successful L2 reading 
comprehension depends greatly on a reader's previously-acquired general 
comprehension processes - those acquired while learning to read in L1 (Koda, 
2005). However, those general reading comprehension processes may not 
automatically be available to assist L2 readers. The linguistic threshold hypothesis 
holds that L2 readers must meet a minimum threshold of L2 linguistic competence, 
especially at the lexical and syntactic levels, before the general comprehension 
processes can be employed (Koda, 2005; Zwaan & Brown, 1996). For example, an 
L2 reader cannot decide which particular meaning of a word is appropriate in a 
particular sentence (a general reading comprehension process) if they do not 
understand most of the other words in the sentence (L2 competence). 
 
The threshold hypothesis is reflected in research into inference-making when 
reading in L2. Zwaan and Brown (1996) found that a threshold of L2 knowledge 
needs to be met before L2 readers can generate inferences and construct situation 
models. Those L2 readers with low L2 competence were unable to make inferences, 
regardless of their L1 inference-making ability. Thus, although the threshold 
hypothesis was developed to address Alderson's (Alderson, 1984) original question, 
it appears that there is an analogous threshold for inference-making. This concords 
with intuition, particularly in respect to logic-based inferences, because a reader 
cannot make an inference if the prerequisite information has not been understood.  
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This analogy, in turn, prompts a question for test developers working with inference 
items that is analogous to Alderson's (1984) question: if a test taker answers an 
inference item incorrectly, was it because they lacked inference-making ability, or 
because they could not understand the inference's prerequisite information? Test 
takers' responses to inference items only show the outcome of a reading process 
and cannot provide an answer to that question. However, there is a way for item 
writers to increase the likelihood that an incorrect answer is the result of a lack of 
inference-making ability. If the item writers can identify the target inference's 
prerequisite information, they can write the pre-requisite into the reading passage in 
relatively simple language. Test takers at the target proficiency level are much more 
likely to understand this prerequisite information, so any failure to make the inference 
is more likely to indicate a lack of inference-making ability. Expressed in terms of the 
threshold hypothesis analogy, inference item writers need to write the prerequisite 
information in such a way the threshold is low enough for test takers to bring their 
inference-making abilities to bear on the reading process. 
 
Alderson identified reading problems and L2 problems as the sources of reading 
failure, but there is a third source that is also relevant to inference-making. Bernhardt 
(1991a) suggested that a lack of external knowledge can also contribute to reading 
comprehension failure. Weir et al. (2000) provide a convenient review of research 
into how L2 readers use external knowledge to achieve comprehension. Readers 
with low L2 proficiency tend to lean heavily on their external knowledge to partially 
compensate for their overall lack of L2 competency. At higher L2 proficiency levels, 
readers rely less on external knowledge, and it only tends to help when the reader 
happens to know a lot about the topic of a highly specific text. In all of these cases, 
however, if the reader lacks the external knowledge, reading comprehension will 
suffer, and this too provides an analogy for inference-making. If an inference 
requires the reader to draw on external knowledge for prerequisite information, but 
they lack that information, they will not be able to make the inference. 
 
To summarise, failure to make an inference while reading in L2 is a more complex 
phenomenon than such a failure while reading in L1. If a fully literate L1 reader fails 
to make an inference, the source of the failure is most likely a lack of inference-
making ability or lack of external knowledge. If an L2 reader fails to make an 
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inference, it could be because of these two factors, but it could also be because of a 
lack of L2 proficiency. For EAP test developers to focus on measuring inference-
making ability, they need to minimise the lack of L2 proficiency and lack of external 
knowledge as factors in inference-making failure. 
 
3.5 Inference Taxonomies 
Two small inference taxonomies have become the bases for inference item 
guidelines in most test development manuals (Hughes, 2003; Khalifa & Weir, 2009; 
Urquhart & Weir, 1998), because they provide a framework for addressing the need 
to minimise the lack of external knowledge as a factor for inference-making failure. 
The first of these taxonomies was provided by Pearson and Johnson (1978) and is 
actually a taxonomy of reading comprehension test questions. Within this taxonomy, 
they identified two kinds of questions that elicit inference-making: textually implicit 
and scriptally implicit. Textually implicit questions were described as: 
hav[ing] the answers right there on the page, but the answers are not 
so obvious… responses are derived from the text. But one would be 
hard pressed to argue that the responses were ‘directly, explicitly and 
precisely taken from the text’ (Pearson & Johnson, 1978, pp. 157-
159).  
They also offered several examples, such as: 
Passage: In 1875, [Will] declared bankruptcy and returned to the land 
of his birth—the Piedmont of South Carolina. 
Question: Where was Will born?  
Answer: In the Piedmont of South Carolina. 
Scriptally implicit items share many characteristics with textually implicit items, but 
differ in the fact that scriptally implicit questions require the reader to draw on 
information external to the passage itself. 
Scriptal comprehension… is similar to textually implicit 
comprehension in that an inference is involved; however, it is 
different in that the data base for the inference is in the reader’s 
head, not on the page (Pearson & Johnson, 1978, p. 162). 
An example of this is: 
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Passage: Right after the Civil War, many distraught soldiers made 
their way West to find fame and fortune… [Will] found gold in a little 
river near Grand Junction. His fortune was short-lived, however. In 
1875, he declared bankruptcy… 
Question: When did Will discover gold? 
Answer: Sometime between 1865 and 1875. 
 
Chikalanga (1992) reviewed the existing reading inference definitions at the time and 
amalgamated them to produce a small taxonomy that has continued to provide the 
most well-known inference item framework for reading comprehension test 
developers. In addition to lexical inference, where readers infer the meaning of 
unknown words, Chikalanga identified propositional (IPROP) and pragmatic (IPRAG) 
inferences. An inference was defined as 
the cognitive process a reader goes through to obtain the implicit 
meaning of a written text on the basis of two sources of information: 
the ‘propositional content of the text’ (i.e., the information explicitly 
stated) and ‘prior knowledge’ of the reader. Alternatively, the term is 
taken to mean the end product(s) of such a process (Chikalanga, 
1992, p. 697). 
A propositional inference is very similar to a textually implicit inference, in that they 
are both based exclusively on information that is explicit in the text. Chikalanga 
expanded Pearson & Johnson's definitions by writing about the cogency of 
propositional inferences, where cogency is the extent to which readers would agree 
that an inference must be 100% 'certain' or 'true'. According to Chikalanga, 
propositional inferences 
are regarded as necessarily true… no two readers would disagree on 
the cogency of a propositional inference… they are derived from the 
semantic content of the explicitly stated propositions in the text 
(Chikalanga, 1992, p. 699). 
In contrast, pragmatic inferences require the reader to draw on external knowledge 
to make the inference, similar to scriptally implicit inferences. Pragmatic inferences 
also have lower cogency, because different readers will draw on different external 
information to make an inference, or because they may disagree on a piece of 
external information's degree of certainty.  
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Running parallel to the propositional and pragmatic inference taxonomy is the notion 
of implicature (Grice, 1989), as it applies to academic reading. Conversational 
implicature is when an utterance suggests or implies something else that was not 
explicitly stated, and the receiver of the utterance can infer this implied meaning 
because the receiver can assume that the speaker/writer is following the general 
rules of conversation. There is no doubt that implicature requires a form of inference 
from the listener/reader, and Grice even uses syllogistic reasoning to explain his 
examples of conversational implicature (Grice, 1989). However, that majority of 
research into the comprehension of conversational implicature focuses on the 
comprehension of implicature in spoken discourse (see, for example, Mirzaei, 
Hashemian, & Khoramshekouh, 2016; Taguchi, 2013; Taguchi & Li, 2013), rather 
than implicature in written academic texts.  
 
Occasionally, EAP reading tests have items that ask the test taker to identify the 
writer's purpose or the writer's attitude towards the topic, or ask why the author 
mentioned something, which some may consider measure of implicature 
comprehension ability. These items, however, appear not to be labelled as 
assessing an implicature construct, and there is no mention of implicature in 
Chapelle, Enright, and Jamieson (2008) or Alderson (2000), which discuss the test 
specifications for TOEFL iBT and IELTS, respectively. These items are also a rare 
occurrence in these two tests with, for example, just one item asking the test taker to 
identify the writer's purpose in four IELTS reading test papers (Cambridge English, 
2013). As such, the inference of implicature in written academic texts will not be a 
focus of this research, although it is mentioned briefly again in Chapter 8. 
 
. 
 
3.6 Operationalising Inference-Making for EAP Reading 
Comprehension Tests 
 
Equipped with the theory about inference-making in both L1 and L2 reading, and the 
established inference definitions, the next step is to operationalise these inference-
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making constructs as inference items. Test designers need to develop test items that 
elicit inference-making behaviour from the test takers. In general, however, it is 
difficult to operationalise reading cognitive processes because they are internal, 
invisible processes. Test designers are required, instead, to contrive to elicit some 
kind of external, visible behaviour from the test takers, usually in the form of a 
response to a test question, such a selecting an answer on an MCQ item. This 
external behaviour stands as a proxy for the internal inference-making cognitive 
behaviour, and test users draw conclusions about the test taker's ability to make 
inferences from this proxy (Alderson, 2005; Hughes, 2003). 
 
A review of the language testing literature reveals that little has been written about 
operationalising the inference-making construct, especially in terms of literature that 
can help test developers and item writers produce inference items. Most of the test 
development manuals that dominate the language testing literature, even the 
manuals that specialise in reading tests, spend few words defining inference items, 
and even fewer words explaining how to write inference items that are valid and 
reliable (see, for example, Bachman, 1990; Bachman & Palmer, 1996; Brown & 
Abeywickrama, 2010; Hughes, 2003; Khalifa & Weir, 2009; Weir, 2005). Most of 
what is written about inference-making while reading and inference items covers the 
theoretical justifications for including inference-making as a construct in a reading 
comprehension test and the inference item taxonomies described above. The basic 
guideline that item writers can draw from the literature is to write a test item whose 
answer is not explicit in the reading passage, yet can be inferred by someone 
reading the passage (Pearson & Johnson, 1978). However, there is little insight on 
how to actually do this and develop valid and reliable inference items.  
 
 
3.6.1 Minimising the Role of External Knowledge in Inference 
Items 
Most of the guidance the literature provides focuses on minimising the need for test 
takers to draw on external knowledge when responding to inference items. This 
guidance is a specific application of a more general reading comprehension test item 
guideline, which cautions against allowing external knowledge to be a factor in 
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responding to a test item. Here, external knowledge means information drawn from 
the reader's memory, rather than information drawn from the reading passage using 
linguistic means. Even though it is widely acknowledged that readers bring external 
knowledge to a text as they read, the inclusion of external knowledge as a factor in a 
test item casts doubt on the item's construct validity. If a test taker performs poorly 
on a test item that requires external knowledge, the test result alone cannot tell us 
whether the failure was caused by a lack of external knowledge or by a lack of 
reading ability (Johnston, 1984). 
 
However, despite identifying external knowledge as a source of potential test bias - 
where test takers who have access to certain external knowledge are advantaged 
over those who do not - Johnston did not see the elimination of external knowledge 
from reading test items as the solution. External knowledge is an integral part of the 
reading comprehension process, and a test item that excludes external knowledge 
would be testing an impoverished form of reading comprehension: 
…if test constructors managed to produce a test in which 
performance was indeed unaffected by prior knowledge, whatever it 
measured, it would not be measuring reading comprehension 
(Johnston, 1984, p. 221).  
 
Nevertheless, test developers do need to take steps to minimise external knowledge 
as a test factor: 
Ideally we would want to test only what is retrievable from within the 
text itself irrespective of differing states of background knowledge 
relating to the focus of information retrieval (Urquhart & Weir, 1998, 
p. 116). 
Not all test-takers have the same external knowledge, and it would be unfair if a test-
taker was penalised for not knowing something that is not related to what the test is 
supposed to be measuring (see Messick's (1989) discussion of “construct 
irrelevance”).  
 
To apply this general principle to inference items, the literature draws on 
Chikalanga's (1992) inference taxonomy. Inference item writers should write items 
based on propositional inferences and avoid items based on pragmatic inferences 
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which, in turn, means writing inference items where all the inference's prerequisite 
information is explicit in the item's reading passage (Hughes, 2003; Khalifa & Weir, 
2009). Thus, propositional inferences are considered 'safe' because, assuming the 
test-taker has reached the linguistic threshold necessary to understand the words 
and grammar in the test, all the information required to make the inference is 
provided to the test-taker via the text. Pragmatic inferences are more 'risky' because 
a test-taker may have sufficient linguistic knowledge, and have sufficient inference-
making ability, but still give an incorrect response to an inference item simply 
because they did not know the requisite external knowledge. “Examination boards 
need to be conscious of this at the item writing stage to avoid penalising candidates 
who may lack particular world knowledge” (Khalifa & Weir, 2009, p. 51). Hughes 
(2003) adds a bit of nuance to the prohibition on pragmatic inferences, stating that 
some pragmatic inference items may be fair and valid, but only if the required 
external information can be assumed to be known by all test takers. 
 
In summary, the literature's guidance recommends that inference items be based on 
propositional inferences, which means that item writers need to make sure that all of 
an inference's prerequisite information is either explicit in the reading passage or so 
mundane that all test takers already know the prerequisite information. However, 
there is little written in the literature about how to put these guidelines into practice 
and, as the next section will discuss, it is not as straight-forward as it seems. 
 
3.6.2 Putting The Guidelines into Practice 
 
To put these guidelines into practice, inference item writers need to do two things as 
they write: identify their inference's prerequisite information, and then make a 
decision about whether the prerequisite information is suitable, vis-à-vis the explicit-
in-reading-passage/external knowledge distinction. However, the literature provides 
no guidance on how to perform these two operations. These operations need to be 
performed consistently and accurately by teams of item writers across sets of 
inference items, and even across multiple test papers. This requires test designers 
and developers to write test specifications and training programs that can 
standardise these operations. These specifications and training programs are 
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generally not in the public domain and thus cannot be included in this literature 
review. I can say, however, from my own experience developing an EAP reading 
comprehension test, that the literature does not provide much information that helps 
test designers to write inference item specifications, beyond that which has already 
been discussed above. This gap is especially salient, considering that item writers 
are being asked to do something that is inherently difficult: 
Well-constructed questions and options can sometimes rule out 
knowledge use and directly tap what gets constructed online, but 
such designs of question composition are extremely difficult to 
engineer (Magliano et al., 2007, pp. 110-111). 
 
Furthermore, the literature itself acknowledges that what guidelines that exist are of 
limited utility. The distinction between propositional inferences and pragmatic 
inferences is not always clear, as it can be difficult to reach agreement on what 
information is explicit in a text and what is not. "[T]he distinction, while valuable, can 
only be pushed so far" (Urquhart & Weir, 1998, p. 117), which Hughes (2003) also 
acknowledged in a footnote. A contributing factor to this problem is the blurry 
distinction between linguistic and external (non-linguistic) knowledge, especially in 
terms of vocabulary knowledge. For example, if an inference item has the 
prerequisite information 'a competitor is someone with whom one does not normally 
cooperate', does an ESL test taker know this because they know the word 
'competitor', or does it come from non-linguistic, external knowledge? Indeed, given 
that language is a representation of the external world and an individual's experience 
of it, it will be very difficult to objectively delineate between text-based and external 
knowledge. Hughes (2003) suggested that general, external knowledge might be 
appropriate if the knowledge was so mundane that it could be assumed that all test 
takers would have access to that knowledge. However, there is no guidance in the 
literature for making this decision, and given the wide range of cultural, linguistic, and 
educational backgrounds of EAP test-takers (IELTS, for example, can be taken in 
over 130 countries), making assumptions about what everybody knows may be more 
difficult than it seems. 
 
Thus, there is a need for research into this area. The foregoing explains how the 
literature sets out few guidelines, and implies some key decisions that item writers 
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need to make to concord to these guidelines. There is no research, however, into 
how item writers make these decisions, or how they are trained to make these 
decisions. Research into this area can help test developers to produce sets of 
inference items that elicit inference-making behaviour in a consistent manner, for 
greater test reliability and cognitive validity. However, even if item writers can be 
trained to make these decisions consistently, the structure of the test tasks can 
impact the cognitive processes elicited from the test takers, which is the subject of 
the next section. 
 
3.7 The Effect of Test Task on Inference-Making while 
Reading 
Inference items not only need to elicit test taker behaviour consistently, they also 
need to elicit the appropriate test taker behaviour. It is impossible for reading 
comprehension test items to elicit reading cognitive processes from the test takers 
that are exactly the same as those performed while reading to learn in academic 
contexts (Alderson, 2005). The very fact that the test taker is doing a test will cause 
their cognitive processes to differ from real-world cognitive processes. Instead, EAP 
test developers aim to elicit cognitive processes that are similar enough to enable 
test users to draw accurate conclusions about the test takers' ability to make 
inferences while they read in the real world. The test task (that is, what the test taker 
is required to do to respond to a particular test item) is a key determinant of the 
cognitive processes and behaviours the test taker will perform, so it is important for 
test developers to understand how different test tasks can affect inference-making 
cognitive processes. 
 
Being items on reading comprehension tests, inference items are overwhelmingly 
selected-response tasks, meaning that the test taker selects a response from a list of 
possible answers, rather than writing or saying an answer they have generated 
themselves. Cognitive process differences are immediately apparent: the cognitive 
processes performed by the test takers will be a combination of reading 
comprehension and problem-solving processes (Magliano et al., 2007; VanderVeen 
et al., 2007), and rather than generating in-line inferences while they read, test 
takers can choose a response from a list of response options. 
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Amongst the various types of selected-response tasks, EAP inference items are 
most commonly multiple-choice question (MCQ) tasks (Weir et al., 2000), which 
have been the subject of much criticism in terms of the cognitive processes they 
elicit. For MCQ tasks in general, "[t]he process of reaching the correct answer on a 
reading comprehension test thus may not reflect the processes involved in actual 
reading contexts” (Anderson, Bachman, Perkins, & Cohen, 1991, p. 42). Test takers 
often do not read in the generally linear fashion that predicates many reading 
cognitive process, including inference-making, which led Freedle and Kostin (1994, 
p. 110) to conclude that "[t]he evidence we have presented does not demonstrate 
that correct responses to multiple-choice items necessitate a coherent 
representation of the passage." Furthermore, the mere presence of distractors can 
alter the comprehension a test taker might derive from the text (Alderson et al., 
2014). 
 
Given that selected-response test tasks elicit inference-making cognitive processes 
that differ from those performed during real-world reading to learn, research is 
needed to explore whether these cognitive processes are similar enough to be able 
to draw valid conclusions about a test takers inference-making ability. Research into 
this test taker behaviour is somewhat sparse, but the next section discusses the 
existing research into the cognitive processes performed by test takers as they 
respond to reading comprehension test items. 
 
3.8 Researching Test Taker Behaviour 
 
Language testing researchers increasingly acknowledge that researching test taker 
responses to a test item tells us very little about the test taker's process used to 
arrive at that response (Alderson, 1990a; Bachman, 1990; Cohen, 2006; Wu & 
Zumbo, 2017). Similarly, simply looking at whether a test taker answered an 
inference item correctly or not tells us nothing about the behaviour the test taker 
performed to arrive at that answer, nor does it necessarily reveal whether the test 
taker made the intended inference (hereafter target inference) or not. Thus, the 
research here investigates the process of responding to an inference item, rather 
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than just the outcome. This kind of research has been done by cognitive scientists to 
examine inference-making while reading in L1, in non-reading comprehension test 
contexts (see, for example, Magliano, Trabasso, & Graesser, 1999). And language 
testing researchers have also examined test taker response processes to reading 
comprehension test items (see, for example, Alderson, 1990b; Cohen, 2006), but 
none have looked specifically at inference items, focusing more on consciously 
selected reading and test-taking strategies. This section examines the various 
methods that have been used to investigate reading processes, before focusing on 
the method that will be employed by this research: verbal protocols. 
 
It is difficult to collect data that represents reading processes. All reading cognitive 
processes are invisible to the human eye, and thus it is necessary to collect data that 
stands as a proxy for the cognitive processes, from which researchers can draw 
conclusions about which cognitive behaviours are being performed. Researchers 
have found many ingenious ways of collecting data representing inference-making 
behaviour, and McKoon & Ratcliff's (2015) summary of techniques cognitive 
scientists have used provides the basis for the paragraphs that follow. Unfortunately, 
most of these methods from cognitive science are used in experimental conditions 
very different to an EAP test, so they cannot be used to capture data about 
behaviour when responding to a test item.  
 
Recall experiments is one such method, which asks readers to say everything they 
can remember from a text they have just read. Inference-making can be identified 
when the participant states something that was implied but not explicit in the text, but 
both false negatives and false positives are highly likely. It is very possible for 
participants to make inferences but simply not mention them during the recall task, 
resulting in a false negative. Conversely, the results might produce a false positive 
when the participant states something implied in the text but drawn their world 
knowledge to make that statement, rather than generating an inference. 
Furthermore, this method asks the participant to read and recall, rather than select a 
response alternative in response to a test task, resulting in behaviour quite different 
to that in a testing context.  
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Online tests5 can provide data on inference-making by measuring the participants' 
response times to stimuli inserted into the text as they read. They function upon the 
principle of 'priming', where participants who have made an inference are primed and 
can respond - usually by pressing a button - more quickly to a stimulus related to the 
inference. In these experiments, a text is shown to a participant one clause, 
sentence, or line at a time on a computer screen, and with no text task or response 
alternatives, making the procedure very different to that of responding to a test item. 
This technique also has the drawback of only showing what information is available 
to the participant at a particular moment in time, rather than what has been encoded 
into memory and added to a text representation. Offline tests solve this particular 
problem by introducing a gap (filler text) between the priming proposition and the 
stimulus, but this would still be inappropriate for this research due to the lack of a 
test task and response alternatives that would be present on an EAP reading test. 
 
Another method used by researchers is a combination of eyeball tracking and 
measuring reading times. While data from such research is useful for triangulation, 
neither reading times nor eyeball tracking data demonstrate any comprehension on 
the part of the participant, and thus are of limited use to research into inference-
making. Bax & Weir (2012) used the technology to examine test taker behaviour in 
response to reading test items, but that research was to examine the extent to which 
the participants were skimming, scanning and search reading. 
 
Verbal protocol research, however, is one method used by both cognitive scientists 
and language testing researchers. Verbal protocol research asks participants to 
perform a task, such as reading a paragraph, and verbalise their thoughts as they 
perform said task. As such, they are also known as 'think-aloud' protocols. These 
verbalised thoughts are recorded and become 'protocols', the objects for later 
analysis. Cognitive science has used verbal protocol research to explore how the 
human mind makes inferences while we read (see, for example, Graesser et al., 
2015; Linderholm & van den Broek, 2002; Trabasso & Magliano, 1996; Zwaan & 
Brown, 1996), although the reading procedure performed by the participants in these 
																																																						
5	Here,	"online"	refers	to	what	the	participant	is	currently	mentally	processing,	rather	than	
being	connected	to	the	internet.	
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experiments differs greatly from that required by EAP test items. For example, 
Linderholm & van der Broek (2002) showed their participants a text one sentence at 
a time and asked the participants to verbalise their thoughts after each sentence. 
 
Verbal protocol research has been adapted to produce evidence of test validity, and 
has become an increasingly popular and accepted source of validity evidence. 
We have gone from a research situation, where the very use of 
verbal report measures needed to be justified, to the current 
situation, where such measures are accepted as a matter of course, 
and the researchers can focus on how best to employ them (Cohen, 
2006, p. 327). 
Verbal protocol research has been used to examine topics such as reading subskills 
(see, for example, Alderson, 1990b), the effect of reading purpose on reading 
comprehension (Grabe, 2009), and test taking strategies (see, for example, 
Anderson et al., 1991; Cohen & Upton, 2007), and the cognitive processes 
performed by test takers as they complete cloze reading tasks (Storey, 1997). 
However, language testing researchers have yet to use verbal protocols to 
specifically examine inference-making behaviour when responding to inference 
items.  
 
This process-focused language testing research can also be used to examine 
cognitive validity.  
If the [test] item is able to generate processes identified in a 
theoretical model of the reading process it can be shown to have a 
good level of construct validity. If alternative processes, irrelevant to 
the underlying construct, are generated, the validity of the item is 
called into question (Storey, 1997, p. 226). 
Theories and frameworks of reading comprehension tell us the reading process in 
non-testing situations, from which researchers can develop models of ideal 
performance for each test item. Verbal protocol data can then be analysed to see to 
what extent the behaviour in the protocols deviates from the behaviour predicted in 
the models of ideal performance. Decisions about test validity can be made based 
on the difference between the two, with a greater difference usually indicating lower 
test validity. 
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Comparing observed behaviours and inferred processes with those 
predicted in a model of ideal performance gives a measure of the 
construct validity both of the items and of the discourse cloze 
procedure in general (Storey, 1997, p. 214). 
 
3.9 Research Questions 
The literature has shown that inference-making is an integral part of the reading 
process, particularly when reading to learn in an academic context. This provides the 
justification for including inference items on EAP reading comprehension tests, which 
aim to predict test takers' ability to read to learn at English-medium universities. 
These predictions need to be as accurate as possible, as the results of these EAP 
tests have an enormous impact on the lives of the test takers. From this literature 
review, several requirements for test developers and item writers have emerged, 
which improve accuracy in measuring inference-making ability while reading to learn 
in a second language. 
 
The first requirement is to produce inference items that are consistent. Consistency 
of measurement, or test reliability, is "an essential quality of test scores" (Bachman & 
Palmer, 1996, p. 20). If test items within or across test papers do not measure 
reading proficiency in a consistent way, then it is difficult to draw conclusions about 
the test takers' reading abilities (Bachman & Palmer, 1996). This is as true for 
inference items as it is for any other kind of reading comprehension test item. One 
way to minimise inconsistencies across inference items is to standardise the way 
inference items are produced. Defining what an inference item is, offering guidelines, 
and training inference item writers are key activities in this standardisation.  
 
However, as this literature review has shown, the language testing literature's 
definitions and guidelines for inference items are not very detailed and, by their own 
admission, vague and difficult to put into practice.6 The question arises as to how 
item writers interpret and act upon these definitions and guidelines, and to what 
																																																						
6	EAP	test	developers	themselves	may	have	test	specifications,	and	item	writing	guidelines	
and	training	that	improve	inference	item	consistency,	but	I	never	seen	these	documents,	
nor	any	research	on	their	efficacy,	in	the	public	domain.		
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extent there is consistency across these interpretations. As such, this research will 
explore the following research question: 
Research Question 1:  To what extent does the language testing 
literature provide consistent and usable guidelines for test developers 
and inference item writers? 
The focus here is on the extent to which the literature's definitions and guidelines 
can be consistently interpreted across a team of item writers, and applied to 
inference item writing. 
 
The second requirement is that inference items should elicit inference-making 
cognitive behaviour that is as similar as possible to the cognitive behaviour 
performed by students as they read to learn in university contexts. This behaviour, 
however, cannot be directly observed, and test developers' attempts to make these 
processes observable, by performing test tasks, inevitably alter the cognitive 
processes (Weir et al., 2000). That the inference-making cognitive processes 
exhibited when responding to inference test items are different to real-world 
inference making is not in question. What is debatable is the degree of difference 
between the test-elicited and real-world processes. If the difference is too great, then 
it is difficult for test developers to argue that their tests accurately measure reading 
comprehension for academic study. 
 
Item writers have been producing inference items knowing that the cognitive 
processes their items elicit will differ from those in real-world reading to learn 
context, but without knowing the extent of that difference. Therefore, as an initial 
attempt to understand test taker behaviour in response to inference items, this 
research seeks to answer the following research question: 
Research Question 2: How do test takers behave when answering 
reading test questions that are assumed to involve inference-
making? 
Here the focus is on a comparison between the cognitive processes performed and 
those anticipated by a model of ideal performance, and the way test task features 
interact with test taker behaviour. 
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These two research questions (RQ) each address a requirement for developing 
inference items that yield more accurate measurements of a candidate's ability to 
read to learn in a university context. RQ1 explores this from the perspective of an 
item writer or test developer. A better understanding of how inference item writers 
understand and implement writing guidelines will provide insight into how the 
inference item writing process can be improved. RQ2 examines the test taker 
perspective, and a better understanding of how test takers behave in response to 
inference items can also inform the way future inference items are written.  
 
3.10 Conclusion 
This chapter reviewed the information about inference items that the L2 language 
testing literature provides to test designers and item writers. It found that the 
literature's guidance is motivated by a desire to ensure that tests are fair and avoid 
construct irrelevance. This results on a focus on minimising the impact of external 
knowledge in inference items. According to the literature, this is best achieved by 
writing items based on propositional inferences, where all the information needed to 
make the target inference is explicit in the reading passage. In practice, however, 
these guidelines are vague, and there is little concrete guidance about how to 
operationalise these theoretical inference-making constructs. Consequently, this 
research has proposed several research questions designed to explore the 
operationalisation of inference-making. These questions address two complementary 
perspectives. They look at the item writers' perspective and the inference item 
writing process. They also look at the test takers' perspective and the end goal of 
construct operationalisation: the behaviour performed by test takers while 
responding to inference items.  
 
As these research questions have quite different foci, this research is structured 
somewhat unconventionally. RQ1 is addressed in chapter 4, through an experiment 
called the inference item identification procedure (3IP). Chapter 4 describes 3IP, first 
by explaining the research methods then reporting, analysing and discussing the 
results. RQ2 is addressed through verbal protocol research in chapters 5, 6, and 7. 
Chapter 5 describes the research methods for the verbal protocol research. 
Chapter 6 is a results and analysis chapter focusing on the test taker behaviour in 
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the verbal protocols. Chapter 7 is also a results and analysis chapter, but focuses on 
the characteristics of the different test item types and how they interact with test 
taker behaviour. The implications of RQ1 and RQ2 are addressed in chapter 8, the 
thesis' conclusion. 
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4 The Item Writer's Perspective: Key Decisions 
When Writing Inference Items 
 
4.1 Introduction 
This chapter examines inference items from the perspective of EAP item writers and 
test designers. Chapter 2 showed how inference-making is integral to the reading 
process, and reading to learn in particular, suggesting that inference-making ability is 
something that should be included in EAP reading comprehension tests. Chapter 3, 
however, showed that there is a lack of conceptual clarity in the language testing 
literature about what an inference item is, how to classify them, and how to write 
them. Chapter 3 also discussed some key decisions item writers need to make when 
writing inference items, if they are to adhere to the literature's guidelines. Against this 
background, this chapter explores these key decisions and their relationship with the 
guidelines offered by, and implied in, the language testing literature.  
 
To do this, I devised an analysis procedure called the inference item identification 
procedure (3IP). This experiment asks a panel of expert participants to sort a set of 
IELTS reading test items into three categories, in order to explore the extent to which 
the literature's inference definitions and taxonomy aid consistency in inference item 
writing across a team of item writers. These categories - propositional inference 
(IPROP), pragmatic inference (IPRAG), and non-inference items (NI) - are based on 
the literature's definitions, taxonomy and guidelines, as discussed in chapter 3. 
Although this is an item classification task, rather than an item writing task, the 
classification task elicits the same key decisions as item writing does. These 
decision points serve as the basis for measuring agreement and consistency across 
the participants. 
 
This chapter reports on the 3IP experiment. It begins, however, by briefly discussing 
an informal survey I conducted with members of the language testing community to 
get an initial understanding of their attitudes towards inference items. Then I explain 
the rationale behind this experiment in greater detail, before describing the 
experiment's research methods. The experiment's results are then presented and 
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analysed, and then are briefly discussed. Further findings and implications are 
discussed at length in chapter 8. 
 
4.2 Preliminary Survey 
At the outset of this research, I did not know if I was the only test developer who had 
had difficulty with inference items, or whether these difficulties were commonplace 
across the language testing community.  In order to get a broader understanding of 
the experience that practising test developers have with writing inference items, I 
conducted an informal online survey. I asked the language testing community, via 
the LTEST-L mailing list, about their general experiences of and attitudes towards 
inference items. I posted an email to the LTEST-L mailing list which contained the 
following questions: 
Do you receive specific training and/or instructions for writing 
inference items? Do you feel that they are adequate? 
Are you given any guidance for how to regulate the difficulty of the 
tasks/questions (as opposed to the text) for your inference items? Do 
you feel the guidance is adequate? 
I only received six replies, but they were very illuminating. 
 
Three of the respondents stated that they generally found inference items to be very 
problematic in terms of psychometrics. The respondents deemed inference items 
"unreliable," "poor discriminators," and a "poor fit" under the Rasch model, and 
suggested that the fit statistics of inference items is something requiring research. 
One respondent even mentioned that inference items had to be "virtually 
abandoned" on a particular test because of their poor reliability. These experiences 
echo Urquhart & Weir's (Urquhart & Weir, 1998, p. 114) remarks about inference 
items often being dropped during test development for being "poor" items and the  
emerging empirical evidence (Perkins and Brutten, 1988) that 
inference questions are poor discriminators and perhaps should be 
avoided for that reason alone in testing. 
 
None of the respondents mentioned drawing on the literature to guide their inference 
item writing or the training thereof. One respondent stated that their item writer 
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training was based on reverse-engineering IELTS and TOEFL inference items. 
Another two respondents said that they had no guidelines, and requested that I 
share any guidelines I might have. These responses to my query, while representing 
only a small sample of item writers, provide support for the notion that the current 
language testing literature is insufficient for helping test developers produce 
inference items. 
 
4.3 Rationale 
While the informal LTEST-L survey suggested that I was not the only test developer 
having difficulties with inference items, I needed to conduct empirical research to find 
out whether the inference item research and guidelines in the literature can ease 
those difficulties. Ideally, such research would involve observing item writers and test 
developers as they produced inference items. However, such data collection would 
have been very time-consuming, and finding participants would have been very 
difficult. Instead, in lieu of actually writing inference items and observing how the 
literature helped this process, the 3IP participants performed a reading 
comprehension test item classification task. This classification task elicits the same 
key decisions as inference item writing. 
 
The 3IP experiment finds its methodological roots in Alderson (1990a), who asked a 
group of expert participants to individually sort a set of reading test items into 
categories based on which reading subskill they thought each item was designed to 
elicit. When each participants' item classifications were compared, Alderson found 
little agreement amongst the participants. Although a classification task, these 
results suggested that there may be little consistency among item writers and their 
editors when writing items that target specific reading subskills, based on ambiguous 
definitions of these subskills and techniques for eliciting the performance of them 
from test takers. The 3IP experiment echoes Alderson's original research, asking a 
panel of expert participants to classify a set of IELTS reading test items to accord 
with the language testing literature's taxonomy of inference items.  
 
Both this research and Alderson's (Alderson, 1990a) are analogous to rating 
speaking test performances. A thorough test development process is needed in 
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order for raters to consistently assign scores (a form of classification) to speaking 
test performances. Rating rubrics are written, raters are trained, the rating is piloted, 
and the results are analysed to see what degree of rater consistency the rubric and 
training produce. If rater reliability is too low, test developers will need to revise the 
rubric and/or training to improve reliability on the next pilot. In this research, the 
literature's inference item definitions and taxonomies are analogous to the rating 
rubric, and the 3IP experiment represents the training, pilot, and analysis of 
consistency. If the expert participants are inconsistent in classifying inference items, 
that would suggest that the literature and/or the training are not helping them to 
achieve consistency when classifying inference items. Furthermore, the key 
decisions made when classifying inference items are also key decisions when writing 
inference items, so a similar inconsistency could be assumed for inference item 
writing. 
 
For this classification task, I needed to develop a detailed classification procedure. I 
realised at the outset that I could not assume that the expert participants would be 
familiar with the literature's definitions and taxonomy of inference items. Also, without 
a procedure to make their decision-making systematic, there would be little chance 
of agreement between the participants' classifications. Therefore, the next section 
discusses not only the data collection process but also the development of the 
inference item identification procedure and participant training. 
 
4.4 Method 
4.4.1 3IP Conceptual Framework 
The 3IP requires the participants to perform an introspective analysis as they answer 
IELTS reading items, and then assign each item to one of three categories based on 
the results of that introspective analysis. To continue the speaking test performance 
rating analogy, even a well-written rubric requires interpretation, and so raters 
require extensive training to interpret the rubric in a standardised manner. Similarly, 
in order to achieve agreement across the participants on the classification of the 
IELTS items, I needed to standardise their introspection, as people are more likely to 
reach similar conclusions if they are thinking in similar ways. To standardise the 
introspection, I developed a conceptual framework to guide the way the participants 
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interpret the inference item definitions and taxonomies in the literature. This section 
describes the components of the conceptual framework and the procedure for 
putting that conceptual framework into practice. 
 
Mediating Cognitive Processes 
The first component of this conceptual framework is the notion of a mediating 
cognitive process (MCP).  At the most basic level, responding to a reading test item 
requires the test taker to read a portion of the passage, read a response alternative, 
and recognise that there is a high degree of equality of meaning between the 
wording of the text and the wording of the correct response alternative (the key). As 
an over-simplified example, the test taker might read 'Sam went to the shop' in the 
text, and 'Sam went to the store' in the response alternatives, and recognise that 
these two clauses have almost exactly the same meaning. As it is standard item 
writing practice to not use exactly the same wording in the passage and the 
response alternative, test takers have to perform some kind of cognitive process to 
mediate between the wording of the passage and the wording of the response 
alternative. These are conceptualised here as mediating cognitive processes. In this 
example, test takers need to recognise the synonymy between 'store' and 'shop' to 
be able to select the key. 
 
Figure 4-1 Example Test Item with One MCP 
 
The above example requires only one MCP but in most cases several MCPs are 
required to transform the wording of the passage to match the wording of the key. 
For example, consider the following passage excerpt and a key: 
Passage: Jack was a man of humble beginnings. He was born in a 
barn. 
Key: Jack was born on a farm. 
Reading	Passage
Sam	went	to	the	shop
Key
Sam	went	to	the	store
MCP
Synonymy
“Shop”	and	“store”	have	
similar	meanings
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To mediate between the wording of the passage and the wording of the key in this 
example, test takers have to perform two mediating cognitive processes. They have 
to resolve the anaphoric reference, and they need to recognise the relationship 
between barns and farms. 
 
Figure 4-2 Example Test Item with Two MCPs 
 
By laying out the MCPs that test takers can be expected to use when responding to 
a test item, item writers can 'reverse engineer' reading test items, which will help 
them distinguish between items that do not require inference-making (non-inference 
items, or NI) and those that do, and between inference items that require a 
propositional inference (IPROP) and those that require a pragmatic inference 
(IPRAG). 
 
An MCP Taxonomy 
Another component of this conceptual framework is a list of mediating cognitive 
processes to guide the participants in their introspection. I developed this list by 
placing myself in the position of the test takers and worked through a selection of 
items from IELTS reading test papers (Cambridge English, 2009), asking myself how 
I arrived at the correct answer. During this introspection, I asked myself what mental 
steps I was taking to transform the words in the passage to match the key. This 
introspection produced a list of nine MCPs, which will be described in turn below. 
Each MCP is exemplified by figures containing excerpts from the IELTS items. In 
these figures, 'key' refers to the precise wording of the item's correct answer. Many 
of the examples shown require multiple MCPs to link the wording of the passage to 
the key, working in series or in parallel, but in the interest of brevity only the MCP 
being exemplified is shown. This MCP list is not exhaustive, but sufficient to serve as 
Reading	Passage
Jack	was	a	man	of	
humble	
beginnings.	He	
was	born	in	a	
barn.
Key
Jack	was	born	on	a	
farm.
MCP
Recognise	
semantic	
relationship
Barns	are	located	
on	farms.
MCP
Anaphoric	
reference	
resolution
“He”	means	“Jack”	
mentioned	in	the	
previous	sentence.	
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a conceptual framework for the 3IP participants' introspection as they analyse IELTS 
items. 
 
Synonymy 
When a test taker realises that a semantic unit (a word, or a group of two to three 
words) in the reading passage has the same, or very similar, meaning as a semantic 
unit in the item's key, the test taker has performed the synonymy MCP. Synonymy is 
a very common MCP in reading comprehension tests, and often synonymy alone is 
sufficient to answer correctly if the key is a simple paraphrase of a portion of the 
reading passage.  
 
Figure 4-3 Examples of Synonymy in IELTS Reading Test Papers 
 
Example Of 
The mediating cognitive process called example of is based on how the human mind 
can categorise concepts in relation to other concepts, such as hyponymy and 
hypernymy. A 'headache', for example, is a type of 'illness', and 'exercise' can be an 
umbrella term for lots of different physical activities. Or, as in the case of Jack's 
providence in the example above, a 'barn' is something that is usually found on a 
'farm'. Miller & Fellbaum (1991) discuss these semantic relationships in greater 
detail, but here they are simplified to example of in order to not overload the 3IP 
participants with too much detail. 
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Figure 4-4 Examples of Example Of in IELTS Reading Test Papers 
 
Reference Resolution 
Reference resolution is the process of resolving endophoric or exophoric reference 
(Halliday & Hasan, 1976; Munby, 1978). Most often this will take the form of 
anaphoric resolution, where the test taker links a pronoun or pronominal phrase 
('their discovery', for example) back to its antecedent earlier in the passage. 
Reference resolution alone will not normally result in a direct match between the 
wording of the passage and the wording of the key. Instead, it is normally used in 
conjunction with other MCPs. Note that, unlike other MCPs, reference resolution 
links two propositions within the reading passage, rather than linking a proposition in 
the passage with the item's key. 
Reading	Passage
After	this	technique	had	
been	invented,	…
weapons	designers	
adapted	it	for	the	
detection	of	submarines.
Key
Paragraph	D	is	the	
paragraph	that	describes	
early	military	uses	of	
echolocation.
MCP
Example	of
“The	detection	of	
submarines”	is	an	
example	of	“military	use”
Reading	Passage
…although	the	sensation	
may	be	referred	to	the	
front	of	the	face,	like	the	
referred	pain	in	a	
phantom	limb.
Key
In	fact,	the	sensation	is	
more	similar	to	the	way	in	
which	pain	from	a	
phantom	arm	or	leg	is	felt.
MCP
Example	of
“limb”	is	an	umbrella	term	
for	“arm	or	leg.”
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Figure 4-5 Examples of Reference Resolution in IELTS Reading Test Papers 
 
Grammatical Logic 
The MCP grammatical logic is a difficult MCP to define, but it involves test takers 
recognising that something must be necessarily true as they read the passage, 
based on grammar, syntax, and semantic relations. Test takers can apply logic and 
the English language's grammar and syntax conventions to the wording of the 
passage to transform that wording to match the wording of the key. For example, if 
the passage said, 'Mary is taller than Sue' and the key was 'Sue is shorter than 
Mary', then the test taker would recognise these two sentences as equivalent 
through their understanding of comparative forms in English. Also, conclusions 
based on conjunctions between clauses, such as modus ponens logic (conclusions 
drawn from conditional clauses, Lea, 1998) are subsumed within the grammatical 
logic MCP. 
 
Grammatical logic also takes the form of a cogent logical conclusion that can be 
drawn from a single word or group of words in the text. For example, when reading 
'the trainer made the hungry lion wait before it ate its prey', the test taker could apply 
the grammatical logic 'if something is made to do something, it does it' to know that 
the lion did indeed wait (example from Chaffin, 1979). These logical conclusions 
Reading	Passage	(Earlier)
Blind	people	… are	
actually	using	echoes	of	
their	own	footsteps	and	of	
other	sounds,	to	sense	the	
presence	of	obstacles.
Reading	Passage	(Later)
Before	this	was	
discovered,	engineers	had	
already	built	…
MCP
Reference	Resolution
“This” refers	to	“using	
echoes	to	sense	the	
presence	of	obstacles.”
Reading	Passage	(Earlier)
…engineers	had	already	
built	instruments	to	
exploit	the	principle	[of	
using	echoes	to	detect	
obstacles],	for	example…
Reading	Passage	(Later)
After	this	technique	had	
been	invented,	…
MCP
Reference	Resolution
“This	technique”	refers	to	
“the	principle	of	using	
echoes	to	detect	
obstacles.”
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based on semantic relationships are very similar to Miller and Fellbaum's (1991) 
concept of semantic entailment. 
 
Figure 4-6 Examples of Grammatical Logic in IELTS Reading Test Papers 
 
Summary 
Summary is the cognitive process of reducing a portion of text (eg, a sentence or 
two) down to a core message. This process is very similar to the creation of what 
Kintsch (1998) calls macropropositions, which are formed through operations such 
as "deleting unimportant propositions… replacing a string of propositions with a more 
general single proposition, [and] generating synthesis propositions" (Koda, 2005, p. 
125). If a test item's purpose is to measure the test taker's ability to create 
macropropositions, then the summary MCP alone may be sufficient, but usually 
summary is used in conjunction with other MCPs. 
Reading	Passage
This	behaviour	is	one	of	
the	macaque	monkey’s	
distinguishing	features.
Key
Paragraph	B	is	the	
paragraph	that	contains	
an	explanation	of	the	
differences	between	
Macaque	monkeys	and	
other	monkeys.
MCP
Grammatical	Logic
If	something	has	a	
"distinguishing	feature",	it	
is	differentiated	from	
other,	similar	things	by	
this	feature.
Reading	Passage
Farmer	ants	secrete	
antibiotics	to	control	
other	fungi	that	might	act	
as	'weeds',	and	spread	
waste	to	fertilise	the	
crop…
Key
They	[farmer	ants]	use	
their	own	natural	
secretions	as	weed-killers	
and	also	use	unwanted	
materials	as	fertilizers.
MCP
Grammatical	Logic
"Doing	x	to	do	y" must	
also	mean	"using	x	as	y".
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Figure 4-7 Examples of Summary in IELTS Reading Test Papers 
 
Genre Conventions 
Genre conventions is when the test takers use their knowledge of the text’s genre or 
text type to help them mediate between the wording of the item’s text and the item's 
key.  Writers use genre conventions to help them write cohesive texts for a particular 
discourse community (Swales, 1990), and readers, in turn, use genre conventions to 
help them develop a coherent understanding of the text. In academic reading, 
knowledge of genre conventions can include a wide range of things, such as 
knowing that the first sentence of an academic paragraph usually states the main 
idea of a paragraph, or knowing that a name followed by a year in brackets indicates 
a researcher and their publication. This knowledge of genre conventions overlaps 
with the notions of formal schema (Hudson, 2007) and discourse-structure 
awareness (Grabe, 2009). 
Reading	Passage
Fortunately	– and	unexpectedly	
– the	demand	for	water	is	not	
rising	as	rapidly	as	some	
predicted...	the	rate	at	which	
people	withdraw	water	from	
aquifers,	rivers	and	lakes	has	
slowed.
Key
“A	surprising	downward	
trend	in	demand	for	
water”	is	the	heading	for	
paragraph	F
MCP
Summary
Unexpectedly,	the	
demand	for	water	is	not	
rising	as	rapidly	as	was	
predicted.
Reading	Passage
Experiments	showed	that,	in	
fact,	facial	vision	is	nothing	to	
do	with	touch	or	the	front	of	
the	face,	although	the	
sensation	may	be	referred	to	
the	front	of	the	face,	like	the	
referred	pain	in	a	phantom	
limb.
Key
In	fact,	the	sensation	is	
more	similar	to	the	way	in	
which	pain	from	a	
phantom	arm	or	leg	is	felt.
MCP
Summary
The	facial	vision	sensation	
is	like	the	sensation	of	a	
phantom	limb.
 77 
 
Figure 4-8 Examples of Genre Convention in IELTS Reading Test Papers 
 
Vocabulary Definition 
Vocabulary definition is when the definition of a word itself is a clue that helps 
mediate between the wording of the item’s text and the wording of the item’s key. 
During my introspection as I responded to the IELTS items, I sometimes found that 
the definition of a word itself became a proposition that was used to mediate 
between passage and key. Furthermore, sometimes a definition of a word could 
become prerequisite information for an inference. It is also important to note that 
sometimes the word whose definition is so crucial is actually a word in the item's key, 
rather than in the reading passage. 
Reading	Passage
(Topic	sentence)	
Fortunately	– and	
unexpectedly	– the	
demand	for	water	is	not	
rising	as	rapidly	as	some	
predicted...
Key
“An	explanation	for	
reduced	water	use”	is	the	
heading	for	paragraph	G
MCP
Genre	Convention
Topic	sentences	usually	
tell	us	what	a	paragraph	is	
about.
Reading	Passage
[A	paragraph	listing	
examples	that	support	
Lozanov’s stated	theory]
Key
In	this	passage,	the	author	
uses	examples	of	a	book	
and	a	lecture	to	illustrate	
that	his	theory	about	
methods	of	learning	is	
valid.
MCP
Genre	Convention
In	academic	writing,	
theories	need	to	be	
supported	in	order	to	be	
valid.
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Figure 4-9 Examples of Vocabulary Definition in IELTS Reading Test Papers 
 
Deeper Vocabulary Meaning 
Deeper vocabulary meaning is when the test taker reads an item of vocabulary and 
doing so imparts knowledge that goes beyond a standard dictionary definition for that 
word, and that knowledge is used to mediate between the wording of the item’s text 
and the wording of the item’s key. For example, when we read the word 'country', in 
addition to the standard definition of the word, we might also think of things like: 
countries protect their borders, countries go to war with each other, and different 
countries have different kinds of government. Deeper vocabulary meaning can also 
include word association. For example, reading the word 'country' might make the 
reader think of 'nationality' or 'Australia' or 'the World Cup'. 
 
Figure 4-10 Example of Deeper Vocabulary Meaning in IELTS Reading Test Papers 
 
 
Reading	Passage
Lozanov acknowledges	
that	the	ritual	surrounding	
suggestion	in	his	own	
system	is	also	a	placebo,	
but	maintains	that	
without	such	a	placebo	…
Key
However,	Lozanov admits	
that	a	certain	amount	of	
ritual is	necessary	in	order	
to	convince	students,	…
MCP
Vocabulary	Definition
A	placebo	is	designed	to	
convince	people	that	
something	is	having	an	
effect	when	it	isn’t.
Reading	Passage
[A	paragraph	describing	
the	difference	between	
the	first	and	second	
halves	of	a	class]
Key
FALSE	- In	the	example	of	
suggestopedic teaching	in	
the	fourth	paragraph,	
music	is	NOT	the	only	
variable	that	changes.
MCP
Vocabulary	Definition
A	variable	is	something	
that	changes.
Reading	Passage
Preventable	water-related	
diseases	kill	an	estimated	
10,000	to	20,000	children	
every	day...
Key
“The	relevance	to	health”	
is	the	heading	for	
paragraph	C
MCP
Deeper	Vocabulary	
Meaning
“disease”	is	a	word	
associated	with	“health”
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External Knowledge 
External knowledge is when readers draw on some knowledge that they already 
knew before they started reading the text, which helps them to "fill gaps in the 
explicit linguistic elements of the text" (Bernhardt, 1991a, p. 33). Hudson (2007) 
identifies two types of external knowledge: content schema and cultural schema. 
Content schema is domain- or topic-specific knowledge, and cultural schema is 
knowledge known by a specific cultural group. Test takers can use external 
knowledge to help them mediate between the item’s reading passage and the item’s 
key. Usually, external knowledge serves as prerequisite information for a pragmatic 
inference. 
 
Figure 4-11 Example of External Knowledge in IELTS Reading Test Papers 
 
Transformative and Information-Supplying MCPs 
Another component of the framework is the classification of the MCPs into two 
categories: transformation and information-supplying. So far, I have written about 
MCPs mediating between passage and response alternative, but when performing 
the 3IP it is useful to think of the MCPs performing two kinds of mediation. The first 
kind of mediation is transformative, where the MCP transforms the wording of key 
information. For example, synonymy transforms 'Sam went to the shop' into 'Sam 
went to the store'. The second kind of mediation accesses key information from the 
test taker's knowledge, be it linguistic knowledge or otherwise. For example, upon 
reading the word 'variable' in the passage, vocabulary definition (linguistic 
knowledge, presumably) would supply the proposition 'a variable is something that 
changes,' which could stand as key information (or prerequisite information in the 
case of an inference). The nine MCPs can be loosely divided into two categories, 
Reading	Passage
(summary)	Natural	
selection	favoured	bats	
who	hunt	at	night,	
because	lots	of	other	
animals	hunt	during	the	
day.
Key
Paragraph	A	is	the	
paragraph	that	explains	
why	bats	hunt	in	the	dark.
MCP
External	Knowledge
When	natural	selection	
favours	something	(in	the	
past),	modern	iterations	
of	the	animal	will	have	the	
characteristics	of	the	
favoured	animal.
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transformative and information-supplying, although it is theoretically possible for 
many of the MCPs to play both roles. 
Transformative MCPs 
• synonymy 
• example of 
• reference resolution 
• grammatical logic 
• summary 
Information-Supplying MCPs 
• genre knowledge 
• vocabulary definition 
• deeper vocabulary knowledge 
• external knowledge 
 
Classification Heuristics 
The purpose of the 3IP conceptual framework is facilitate to the classification of test 
items, and the final component, a set of heuristics, brings the other components 
together to achieve this goal. The participants use these heuristics to decide on the 
classification of each IELTS item. The input for the heuristics is the MCPs found in 
an item, and the output is the classification of the item as NI, IPROP, or IPRAG. 
These heuristics operationalise the language testing literature's definitions of 
propositional and pragmatic inference, as set forth in chapter 0. 
 
The first of these heuristics identifies NI items: 
if the item only has one key information proposition, which is explicit 
in the text, and transformative MCPs provide the link between the 
key information and the wording of the key, then this is an NI item. 
Figure 4-12 shows two examples of NI items, where there is only one key 
information proposition, and the MCP linking it to the key is a transformative MCP. 
With just one key information proposition and a transformative MCP, this heuristic 
identifies paraphrase, rather than inference. 
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Figure 4-12 Examples of NI items, based on key information and MCPs. 
 
The second heuristic is the inverse of the first heuristic and identifies inference items, 
distinguishing them from NI items: 
If there are two or more key information propositions, then the item 
will be an inference item, with the key information propositions and 
wording of the key forming a syllogism. 
With the inclusion of two key information propositions from which a conclusion must 
be drawn using syllogistic logic, this heuristic distinguishes inference items from 
simple paraphrases.  
 
The third and fourth heuristics enable the 3IP participants to distinguish between 
IPROP and IPRAG inference items. An inference item is an IPROP item if the key 
information is either a) explicit in the text or b) supplied by an information-supplying 
MCP that draws on linguistic knowledge. An inference item is an IPRAG item, 
however, if one or more of the key information propositions are not explicit and are 
supplied by an information-supplying MCP that draws on non-linguistic knowledge. 
As discussed in chapter 0, the distinction between linguistic and non-linguistic 
knowledge is vague, but for the purpose of the 3IP, vocabulary definition, deeper 
vocabulary knowledge and genre conventions were considered to be drawing on 
linguistic knowledge, with only external knowledge drawing on non-linguistic 
Information-
Supplying	MCPs
Nil
Key
Sam	went	to	the	
store
Transformative	
MCP	or	Inference
Synonymy
Key	Information
Sam	went	to	the	
shop.
Information-
Supplying	MCPs
Nil
Key
The	lion	waited.
Transformative	
MCP	or	Inference
Grammatical	logic
Key	Information
The	lion	tamer	
made	the	lion	
wait.
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knowledge. Figure 4-13 and Figure 4-14 show examples of IPROP and IPRAG 
items, respectively. 
 
 
Figure 4-13 Examples of IPROP items, based on key information and MCPs. 
Information-
Supplying	MCPs
1. Nil	(explicit	in	
text)
2. Nil	(explicit	in	
text)
Key
Red	wine	is	good	
for	your	health.
Transformative	
MCP	or	Inference
Inference	
Key	Information
1.Resveratrol	is	
good	for	your	
health.	
2.Red	wine	has	a	
lot	of	
resveratrol.
Information-
Supplying	MCPs
1. Nil	(explicit	in	
text)	
2. Genre	
conventions
Key
“An	explanation	
for	reduced	water	
use”	is	the	heading	
for	paragraph	G
Transformative	
MCP	or	Inference
Inference
Key	Information
1. (Topic	sentence)	
Fortunately	–
and	
unexpectedly	–
the	demand	for	
water	is	not	
rising	as	rapidly	
as	some	
predicted...
2.Topic	sentences	
usually	tell	us	
what	a	
paragraph	is	
about.
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Figure 4-14 Example of an IPRAG item, based on key information and MCPs. 
Putting the Framework into Practice 
To use the framework components to distinguish between IPROP, IPRAG, and NI 
test items, the 3IP participants were trained to follow a specific procedure, consisting 
of a series of decision points. The first decision is to identify the test item's key 
information. Key information is any proposition that provides the information that 
allows the test taker to select the correct response alternative. A simple test item 
might only have one key information proposition, but more complex items can have 
multiple key information propositions in the passage. Also, key information may not 
be explicit in the passage and is instead supplied by the test taker's knowledge.  
 
The second decision is to identify the MCPs that test takers are most likely to 
perform. The participants identify the MCPs through introspection, as they take on 
the role of test taker and think through the process of responding to the test task. 
Also, when identifying the MCPs the participants should note whether the item's 
MCPs are transformative or information-supplying. The final decision for the 3IP 
participants, after identifying the key information and the MCPs, is to apply the 
heuristics to categorise items as NI, IPROP and IPRAG.  
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4.4.2 Participants 
The participants were EAP teachers with 10+ years teaching experience. They had 
all worked on developing EAP tests for their own language institution and all had a 
Master's Degree in Applied Linguistics or equivalent, or were currently working 
towards one. There were five participants for the training and conduct of the 3IP, but 
only four were able to attend the later focus group. 
 
4.4.3 Materials 
14 IELTS reading test items were selected for 3IP analysis. The past test paper 
books Cambridge IELTS 7: Examination papers from University of Cambridge ESOL 
Examinations (2009) and Cambridge IELTS 9: Authentic examination papers from 
Cambridge ESOL (2013) were selected for the 3IP research because they were the 
newest IELTS test papers that I could access. IELTS reading test papers contain 
around 42 test items and have a wide range of test task types. These task types, 
however, are not consistent across the test papers, so I surveyed five IELTS test 
papers in the two books, to find which task types occurred most frequently. These 
results are shown in Table 4-1. 
 
Table 4-1 
Frequency of Task Types in Five IELTS Reading Test Papers 
Task type Number of items 
True/False/Not Given 60 
Match Paragraphs to Information 40 
Paragraph Completion 33 
Multiple choice: stem completion 16 
Match Headings to Paragraphs 11 
Short Answer Response 11 
Sentence Completion 10 
Match Statements to List 8 
Select Multiple Topics from List 7 
Diagram Labelling 4 
Stem Completion - Matching 3 
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Multiple choice: writer's purpose 2 
 
After identifying the most typical task types, Test 4 in Cambridge IELTS 9 was 
selected to be analysed with the 3IP because it consisted of test task types that were 
most representative of a typical IELTS reading test paper. There would not be 
enough time to analyse all 42 items in the test paper during the 3IP experiment, so 
14 items were selected from this test paper for the 3IP. The items were selected 
based on my judgement of which items were most likely to require inference-making. 
 
An Excel spreadsheet was also created that allowed the participants to copy and 
paste key information from the reading passage, specify which MCP could be 
performed on that information, and type in the proposition after it had been 
transformed, or supplied, by the MCP. In this way, the expert participants could 
systematically work their way through a test taker's process of mediating between 
the reading passage and the item's key. The spreadsheet also required the 
participants to make a final determination as to whether the item was NI, IPROP or 
IPRAG. 
 
4.4.4 Procedure 
Prior to performing the 3IP on the 14 IELTS items, the 5 participants received 
training in the 3IP and its conceptual framework. The training began with a document 
describing the MCPs, which the participants read in their own time. Then the 
participants convened for a one-hour training session, which consisted of three parts. 
First, a slideshow presentation gave the participants a background briefing on 
inferences and inference test items. Second, another slideshow presentation 
demonstrated how to do the 3IP. This demonstration focused on the sequence of 
decisions the participants would perform on each IELTS item, and examples were 
provided to aid the training. Third, the participants practised performing the 3IP on 
two IELTS items from Test 3 of Cambridge IELTS 7 (2009), which they received 
feedback on. 
 
Immediately after the training session, the participants spent one hour performing the 
3IP on the 14 IELTS items. They worked through the items in numerical order, but 
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each participant started from a different item, to ensure roughly even coverage 
across the 14 items. Several weeks after performing the 3IP on the 14 IELTS items, 
the participants reconvened as a focus group to discuss the decisions they made 
while performing the 3IP.  
 
4.5 Results and Analysis 
It was anticipated that each participant would be able to analyse 6-10 of the items, 
with each item being analysed by 3-4 of the participants. However, the 3IP training 
took longer than the allocated hour, and the 3IP itself was more time-consuming than 
anticipated, so only nine of the fourteen IELTS items were analysed. Each of these 
nine items was analysed by a varying number of participants, ranging from one to 
four. These results are summarised in Table 4-2. Furthermore, closer inspection of 
the participants' analyses revealed that some analyses were incomplete and/or the 
3IP had been incorrectly applied. Consequently, the size of the dataset was much 
smaller than anticipated. 
 
Table 4-2 
Number of Times Each IELTS Item Was Analysed by a Participant 
IELTS item Analyses by participants 
Item 3 (reading passage 1) 2 
Item 15 (reading passage 2) 4 
Item 16 (reading passage 2) 3 
Item 17 (reading passage 2) 2 
Item 18 (reading passage 2) 2 
Item 20 (reading passage 2) 2 
Item 26 (reading passage 2) 0 
Item 27 (reading passage 2) 2 
Item 28 (reading passage 2) 1 
Item 30 (reading passage 3) 1 
Item 31 (reading passage 3) 0 
Item 36 (reading passage 3) 0 
Item 37 (reading passage 3) 0 
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Item 39 (reading passage 3) 0 
 
 
For the participants performing the 3IP, the first decision point was to identify the 
item's key information. To analyse agreement between participants on what is and is 
not key information, the unit of key information was defined as a clause. The overall 
agreement across the five participants was 0.729, with agreement on 51 of the 70 
decisions made. Items 28 and 30 were not included in this analysis because only 
one participant performed the 3IP on them. Agreement on the identification of key 
information varied across the remaining seven items, as can be seen in appendix F 
(Table 10-1). Analysis of the differences between the participant decisions shows 
that the participants could always agree on at least one clause being key 
information. They differed, however, in how many other clauses to include as key 
information. The most extreme example of this difference is Item 15, where two of 
the four participants identified two clauses as key information, and the other two 
participants decided that the whole paragraph was key information. 
 
The second decision point for the participants was to decide which MCPs were likely 
to be used by test takers to answer the test question. The MCPs identified by the five 
participants during the 3IP are in  
Table 4-3. The results show that the most prevalent MCP, as identified by the 
participants, was synonymy. Given that it is standard reading test item writing 
practice to avoid using the same words in the key as in the reading passage, the 
prevalence of synonymy is to be expected. 
 
Table 4-3 
MCP Identification During the Performance of the 3IP on 9 IELTS Items 
MCP Participant 
E2 
Participant 
E3 
Participant 
E4 
Participant 
E5 
Participant 
E6 
Total 
Synonymy 3 1 11 7 11 33 
 88 
Summary 2 6 2 2 0 12 
Reference 
resolution 
2 0 0 4 1 7 
Genre 
conventions 
0 0 0 2 1 3 
Deeper 
vocabulary 
meaning 
0 0 0 1 2 3 
Vocabulary 
definition 
1 0 0 0 0 1 
Grammatical 
logic 
0 0 0 1 0 1 
Example of 0 0 0 0 0 0 
External 
knowledge 
0 0 0 0 0 0 
 
To calculate agreement between participants on their identification of MCPs, the 
following procedure was followed: 
1. For each clause identified as key information, the MCPs attached 
to the clause by the participants were listed. Duplicate MCPs were 
removed, to produce a list of unique MCPs for each clause.  
2. For each clause identified as key information, a score representing 
perfect agreement was calculated by multiplying the number of 
unique MCPs assigned to that clause by the number of participants 
who deemed that clause to be key information. 
3. For each MCP assigned to a key information clause, an 
agreement score was calculated according to the following heuristics: 
If no participants agreed on the MCP, 0 points. 
If 2 participants agreed on the MCP, 2 points. 
 89 
If 3 participants agreed on the MCP, 3 points. 
If 4 participants agreed on the MCP, 4 points. 
4. For each key information clause, each MCP's agreement score (3, 
above) were added together to create an agreement score for the 
clause. 
5. A score representing perfect agreement across all key information 
clauses across all nine IELTS items was calculated by totalling the 
perfect agreement score (2, above) for each clause. Key information 
clauses that were identified as such by only one participant were 
excluded from this calculation. 
6. A total agreement score, representing agreement across all key 
information clauses across all nine items, was calculated by totalling 
the clause agreement scores (4, above). Key information clauses 
that were identified as such by only one participant were excluded 
from this calculation. 
7. Finally, a ratio representing the degree of agreement between the 
participants on their identification of MCPs was calculated by dividing 
the total agreement score (6, above) by the score representing 
theoretical perfect agreement (5, above). 
For the five participants, the MCP agreement ratio was 0.206, calculated from 7 
IELTS items and 18 clauses of key information. These results indicate there was 
much disagreement between the participants over which transformative MCPs would 
be used by test takers to answer the IELTS items. 
 
The final decision point for the participants was the classification of the IELTS items 
as IPROP items, IPRAG items, or not inference items at all (NI). As this decision was 
a relatively straightforward application of heuristics based on MCP identification, 
classification agreement across the five participants is expected to reflect MCP 
identification agreement. Again, only seven of the nine IELTS items were included in 
the analysis of the classification agreement because two items (Item 28 and Item 30) 
were only analysed by one participant. No items were classified as IPRAG items, 
which was to be expected because the MCP external knowledge was never 
identified in the nine IELTS items by the participants. As can be seen in Table 4-4, 
the participants agreed on the classification of four of the seven items, with the 
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participants agreeing that these four items were NI items. For the three items where 
there was disagreement, the disagreement was over whether the item was an 
IPROP inference item, or an NI item. 
 
Table 4-4 
3IP Classification Results for 9 IELTS Items 
Test item NI IPROP IPRAG Agreement 
Item 3 2 0 0 Yes (2/2) 
Item 15 4 0 0 Yes (4/4) 
Item 16 2 1 0 No (2/3) 
Item 17 2 0 0 Yes (2/2) 
Item 18 1 1 0 No (1/2) 
Item 20 2 0 0 Yes (2/2) 
Item 27 1 1 0 No (1/2) 
Item 28 1 0 0 n/a 
Item 30 0 1 0 n/a 
 
4.5.1 3IP Focus Group 
The final part of the 3IP experiment was a focus group to discuss the items analysed 
through the inference item identification procedure. Four of the original five expert 
participants reconvened several weeks after the 3IP session. Six of the nine items 
analysed during the 3IP session were selected for discussion in the focus group. 
Three of the items unanimously labelled as not inference items (Items 15, 20 and 28) 
were excluded. However, Items 3 and 17 were included, despite being classified as 
NI items, because the researcher wanted to discuss the possibility of test takers 
making pragmatic inferences as they answered these two items. 
 
The focus group lasted for one hour, and consisted of three parts. The first ten 
minutes was an introduction. The next 45 minutes were spent discussing four of the 
six selected IELTS items. The discussion was loosely structured around a participant 
explaining why they selected the MCPs they did, and why they understood the items 
to have a pragmatic inference, propositional inference, or no inference at all. Then 
the other participants were prompted to comment on that analysis, and offered 
alternative ways to analyse the item. The focus group did not aim to reach 
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agreement amongst the participants over the MCPs or about which route to the 
correct response the test taker is expected to take. Rather, it was expected that the 
focus group would generate multiple plausible routes for each item. These routes are 
similar to the concept of model of ideal performance (discussed in section 3.8), but 
this terminology was not used during the focus group. The final five minutes were 
used as a conclusion and general discussion. The focus group was video recorded 
and transcribed to assist analysis. 
 
Several recurring themes emerged during the focus group. First, on several 
occasions the participants mentioned that the complexity of the cognitive processing 
a test taker might perform can depend on how thoroughly they confirm that every 
word or phrase in an item's key is correct. For example, when deciding if "Marie was 
able to attend the Sorbonne because of her sister's financial assistance" is true, false 
or not given, confirming that Marie went to the Sorbonne only requires a lot less 
cognitive processing than confirming that Marie went to the Sorbonne and this was 
due to her sister's assistance and her sister's assistance was financial. Thus, 
determining whether an item is an inference or not requires item writers to guess at 
how thorough a test taker might be when selecting an answer. 
 
Another theme was disagreement over the precise meaning of particular words. For 
example, the participants discussed whether the adverb 'in turn' necessarily means 
reciprocity in exactly the same way, or just reciprocity in a similar way. This may 
seem like a small difference, but it can make a significant difference to how a test 
taker might mediate between text and key. In this particular case, test takers who 
understand 'in turn' to mean reciprocity in a similar way will have to make an 
inference to determine the exact nature of that reciprocity. 
 
Sometimes, upon reading a particular word, a test taker is supposed to know some 
kernel of information based on an understanding of that word. A third theme that 
emerged, however, was disagreement over whether that information came from 
vocabulary definition, deeper vocabulary knowledge, or external knowledge. For 
example, does knowing that 'digestion' involves a process of 'conversion' come from 
linguistic knowledge of the word 'digestion', is it part of a deeper understanding of the 
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word 'digestion', or is it external non-linguistic knowledge, something learned in a 
science class rather than an EFL class? 
 
Another theme was the vagueness of synonymy. Even though the definition of a 
synonym is quite simply worded - a word that has the same meaning as another 
word - recognising synonymy between words or phrases in the text and the key is a 
lot more ambiguous. Synonymy is perhaps best thought of as a spectrum, rather 
than the binary absolutes of synonymous and not synonymous. The participants 
often talked about words being partially synonymous, such as partial synonymy 
between "changing historical accuracy" and "interpreting a fact", or between "rather 
scarce" and "a limitation".  
 
4.6 Discussion 
Although the scale of the 3IP experiment was small, the results suggest that the 
expert participants had difficulty consistently identifying the cognitive processes, 
including inference-making, that test takers would use to answer the IELTS items. 
The idea of cognitive validity (Khalifa & Weir, 2009; O'Sullivan & Weir, 2011), or 
response process validity (American Educational Research Association, 2014; 
Hubley & Zumbo, 2017), is predicated on two assumptions: that test developers 
know what cognitive processes are used in the real-world target language use; and 
that it is possible to write test items that elicit those cognitive processes from test 
takers. The results of the 3IP experiment cast doubt upon this second assumption. 
 
4.6.1 Identifying Key Information 
Breaking this second assumption down further, the production of cognitively valid 
test items also assumes that reading test item writers can identify, ether consciously 
or unconsciously, an item's key information. That is, the specific portions of the 
reading passage that act as both the input and the stimulus for the performance of 
the target cognitive processes. In the 3IP experiment, the inter-participant reliability 
in identifying key information was 0.729, which means that they usually agreed on 
what was key information and what was not, but disagreements were not 
uncommon. Given that performance of cognitive processes is built upon the key 
information, we can expect disagreements in key information to flow on to MCP 
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identification. The implication of this finding is that any item writer training that is 
intended to improve their ability to write items that elicit target cognitive processes 
should include - indeed, perhaps start with - a discussion of key information and how 
to define and identify it. For inference items, accurate and consistent identification of 
key information is crucial. This key information acts as the propositions from which 
the inference is made (prerequisite information), and the ability to identify 
prerequisite information, particularly information that is not explicit in the reading 
passage, is crucial to item writers being able to distinguish between propositional 
and pragmatic inferences. 
 
4.6.2 Identifying Inference-Making and Other Cognitive Processes 
There was even less inter-participant agreement over which cognitive processes 
were likely to be performed by the test takers to respond to each test item, which 
undermines the assumption that item writers can write items that consistently elicit 
target cognitive processes, such as inference-making. Inter-participant agreement 
was better for the classification of the IELTS items into IPROP, IPRAG and NI, but 
the agreement still was not high enough to satisfy the assumption that item writers 
can identify with clarity and consistency what cognitive processes a test item is 
measuring. Interestingly, all disagreements over these classifications were over 
whether an item was IPROP or NI. While the literature focuses on test developers 
distinguishing between propositional and pragmatic inference items, the 3IP results 
suggest that more attention should be paid to clarifying the more fundamental 
distinction between what is and is not an inference item. This will be taken up again 
in chapter 8. 
 
4.6.3 Identifying Models of Ideal Performance 
Storey's (1997) notion of a model of ideal performance can help us understand the 
difficulties that the 3IP participants had identifying MCPs and classifying the IELTS 
items. Item writers, when identifying or writing an inference item, can articulate a 
model of ideal performance as the set of cognitive processes, culminating in making 
an inference, that a strong reader, with a strong inference-making ability, will perform 
when responding to the test task. Test users can then conclude from the test scores 
which test takers have strong inference-making abilities and thus are likely to be 
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successful readers in an academic context. When test taker performances adhere to 
this model of ideal performance logic, conclusions drawn from the test results can be 
said to have cognitive validity, because strong readers are performing the target 
cognitive processes, and the target cognitive processes mirror those that would be 
performed in the real-world target language use context.  
 
However, several findings from the 3IP experiment show that, in practice, the model 
of ideal performance is not such a simple and neat concept. Both the 3IP item 
analyses and the focus group have shown that item writers can have differing 
opinions on what an item's model of ideal performance7 is. Furthermore, even if item 
writers can agree on an ideal model of performance and carefully craft an item that 
requires inference-making, item writers cannot assume that test takers will adhere to 
the model of ideal performance and make the target inference. Thus, in addition to 
asking themselves, 'is there an inference to be made in this item,' item writers must 
also ask themselves, 'will the inference be made?' In other words, items writers need 
to consider the ways in which test takers might deviate from the model of ideal 
performance. The 3IP experiment uncovered two reasons for test takers to deviate 
from a model of ideal performance: satisficing, and a lack of language proficiency. 
 
Satisficing is a human behaviour that sees us making a 'good enough' decision when 
the optimal decision is unavailable or impractical (Simon, 1981). Applying the 
concept of satisficing to language comprehension produced the 'good enough' 
approach to language comprehension (Ferreira, Bailey, & Ferraro, 2002), where text 
representations created during language comprehension "are merely 'good enough', 
given the task the comprehender needs to perform," rather than producing an 
unnecessarily detailed and complete text representation (Ferreira & Patson, 2007, p. 
71). Following this logic, test takers will only form text representations that are 
minimally sufficient for them to complete the test task, rather than forming complete 
text representations of the reading passage. In this way, it is quite possible for test 
takers to skip making an inference item's target inference if it falls beyond the 
satisficing threshold. Such a possibility was discussed during the 3IP focus group, 
																																																						
7	In	the	focus	group,	it	was	discussed	as	the	test	taker's	"route"	to	the	answer,	rather	than	
using	the	term	"model	of	ideal	performance".	
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where an IELTS true/false/not given item contained an inference, but that inference 
would only be made if the test taker made the effort to ensure that every word of the 
task statement was true. Satisficing behaviour, on the other hand, would see the test 
taker form a partial text representation, realise from that partial representation that 
most of the task statement was true, select 'true' as their answer and move on to the 
next item without making the target inference. 
 
Insufficient reading proficiency is the other reason that test takers deviate from an 
ideal model of performance. Low-proficiency test takers can perform alternative 
cognitive processes to compensate for their lack of proficiency. This behaviour is to 
be expected, but the 3IP participants sometimes found it difficult to differentiate 
between these 'compensatory' cognitive processes and cognitive processes that 
should be part of the model of ideal performance. This contributed to the variation 
across the participants in MCP identification and item classification. 
 
4.6.4 Improving Definitions and Training 
The implication of the 3IP results is that identifying cognitive processes is inherently 
difficult and complex. Just like a rating rubric and rater training aim to reduce the 
complexity of scoring a speaking test performance, test developers will need to 
address the complexity of identifying cognitive processes through measures such as 
item writer training and the detailed definition of cognitive processes and test 
constructs. The 3IP was an exploratory attempt to address this complexity by 
providing a conceptual framework, a systematic procedure, and training for item 
analysis. The 3IP results, however, show that it failed to reduce the complexity. The 
low number of items analysed by the participants during the one-hour time period 
attests to its complexity, as does the fact that the participants incorrectly performed 
the 3IP on several occasions.  
 
Much of the 3IP's complexity lies in the definitions of the mediating cognitive 
processes. Despite my best efforts to clearly articulate them, they contain inherent 
ambiguities that result in item writers labelling the same phenomena as different 
MCPs. For example, one MCP whose definition was not clear enough was 
synonymy. Identifying instances of synonymy proved to be not as simple as 
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identifying instances where a word in the passage can be replaced with a word from 
the key. The focus group also showed that there are differing degrees of synonymy. 
Consequently, when item writers are trying to anticipate whether test takers will 
recognise synonymy, they have to ask themselves what is the threshold degree of 
synonymy for test takers to use synonymy to mediate between text and key. 
Conversely, when is the degree of synonymy so low that test takers have to use 
other ways to mediate between text and key, such as make an inference? 
 
Another problematic MCP was grammatical logic. The 3IP did not define 
grammatical logic as a form of inference-making because it does not require the 
reader to make an inference by drawing on two or more pre-requisite propositions. 
Nevertheless, there could also be a strong argument that grammatical logic is a form 
of inference. Indeed, Chaffin's (1979) example (above) comes from an article about 
invited and necessary inferences. This ambiguity highlights the difficulty of 
distinguishing between inferences and paraphrases. If item writers are to be able to 
consistently agree on what is an inference and what is a paraphrase, there needs to 
be clarity on the status of grammatical logic as an inference. 
  
Finally, the 3IP conceptual framework training for the participants did not contain any 
reference to models of ideal performance, nor the effect that satisficing and 
compensation for insufficient English proficiency can have on models of ideal 
performance. This may have resulted in the participants feeling overwhelmed by the 
numerous possible ways that test takers could conceivably answer the test items. 
Explicit definition of and training in the model of ideal performance concept, 
combined with discussions of the ways test takers might deviate from models of ideal 
performance, may obviate much of this confusion and feelings of being 
overwhelmed. 
 
4.7 Conclusion 
This chapter has explored inference items from the item writer and test designer 
perspective. Chapter 0 showed that inference items were under-researched and that 
there is a lack of clarity within the language testing literature about what inference 
items are and how to write them. The informal survey of test developers discussed in 
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this chapter suggested that members of the language testing community viewed 
inference items in the same way. 
 
To examine the extent to which the inference items guidelines and taxonomy in the 
literature can help items writers and test developers produce inference items, the 3IP 
was developed. This provided a conceptual framework and systematic procedure for 
the analysis and classification reading test items. It focused on three related key 
decisions: identifying key information, identifying mediating cognitive processes, and 
classifying items as NI, IPROP or IPRAG. A group of expert participants performed 
the 3IP on a set of IELTS items. There was significant disagreement between the 
participants over a) what portions of items' reading passages served as key 
information, b) what mediating cognitive processes the test takers were likely to use 
to answer the test item, and c) whether the items were propositional inference items 
or not inference items at all. However, it should be noted that the 3IP was performed 
on a small number of test items, by a small number of participants, which limits the 
extent to which any generalisations can be made from this data. 
 
The process of introspectively thinking through the cognitive processes involved in 
answering an inference item is crucial to writing inference items that are cognitively 
valid, but the 3IP results show that this process is inherently complex. Given the 
variance exhibited by the participants in this 3IP experiment, as a team of items 
writers they would most likely produce a set of inference items that had little 
consistency in terms of cognitive processes. This impacts test reliability and 
cognitive validity, and potentially explains why the informal survey respondents found 
inference items to be unreliable, poor discriminators, and having poor fit statistics.  
 
The 3IP conceptual framework and systematic procedure operationalised the 
literature's implied guidelines and taxonomy in order to alleviate some of the inherent 
complexity of inference item identification, but the 3IP results show that it did not 
achieve its goal. The retrospective review of 3IP revealed that its definitions of 
cognitive processes need to be clearer, and more time is needed for both the 3IP 
training and the performance of the 3IP. This will help improve consistency across 
the three key decision points. Furthermore, the notion of models of ideal 
 98 
performance and test taker deviation from them needs to be addressed within any 
future frameworks and procedures.  
 
This chapter illustrated some of the problems item writers and test designers have 
identifying inference items and the cognitive process contained within them, and 
writing inference items that specifically elicit those cognitive processes. The following 
chapters (5, 6 and 7) explore the test takers' perspective by examining the cognitive 
processes test takers actually perform in response to inference items. A better 
understanding of inference items from both the item writer and test taker perspective 
allows chapter 8 to revisit the inference item issues raised in chapters 3 and 4 and 
offer some recommendations for improved clarity for the inference-making construct 
and for writing inference items. 
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5 Inference Items and Test Taker Behaviour: 
Methods 
5.1 Introduction 
In addition to exploring EAP inference items from the item writer's perspective, this 
research explores the behaviours performed by test takers as they respond to 
inference items. This chapter details the research methods used to do this. The data 
takes the form of verbal protocols, where ESL participants spoke their thoughts 
aloud as they worked their way through inference items. The verbal protocols are 
analysed in two ways: behaviour coding, and an analysis procedure created for this 
research called key information analysis. Figure 5-1 provides a graphic overview of 
the research methods, including the process of selecting EAP inference items for the 
verbal protocols. 
 
Figure 5-1 Overview of Research Methods  
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This research sits in a somewhat unique position. Cognitive scientists have used 
verbal protocol research to examine inference-making while reading (Trabasso & 
Suh, 1993; van den Broek et al., 2001), but not within an L2 reading comprehension 
test response context. Language testing researchers have used verbal protocols to 
examine the cognitive processes and behaviours performed by participants in 
response to a test item (Alderson, 1990b; Anderson et al., 1991; Cohen & Upton, 
2007; Li & Suen, 2013; Storey, 1997; Weigle, Yang, & Montee, 2013), but they have 
not looked at inference-making specifically. This research will be the first to use 
verbal protocols to look at inference-making while reading in response to reading 
comprehension test items. The research methods used in the existing language 
testing and cognitive sciences literatures are modified to address the research 
questions investigated in this thesis. 
 
5.2 Data Collection 
5.2.1 Materials 
Test Items 
Six EAP reading comprehension test items were selected for the verbal protocol 
sessions. Three of the items were from published IELTS past test papers, and the 
other three were from published TOEFL iBT past test papers. All the items were 
selected-response but differed in test task, e.g. stem completion, matching the 
heading to the paragraph. See Table 5-1 for the complete list. Six items allowed 
enough variety to compare test item characteristics with the behaviour exhibited by 
the participants, while also allowing each item to be attempted by enough 
participants. IELTS and TOEFL iBT were chosen because they are the most widely-
used EAP tests, and having items from both tests provided a greater variety in test 
task types. 
 
The IELTS items were selected based on the results of the 3IP (see chapter 4) and 
the TOEFL iBT items were selected by the researcher. For these TOEFL iBT items, 
the selection process began with a review of TOEFL iBT past test papers 
(Educational Testing Service, 2015a, 2015b), which identified a set of seven 
inference items by finding the words 'infer' or 'imply' in the item's question. From this 
set of inference items, two items were eliminated because they were deemed 
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problematic in regard to their expected response and distractors. Another item was 
ruled out because the target inference's pre-requisite propositions (key information) 
were located in two different paragraphs, and the extra reading would have slowed 
down the verbal protocol sessions. The fourth item to be eliminated had just one 
proposition for prerequisite information, making the target inference closer to a 
grammatical logic (recognising entailment, see section 4.4.1) cognitive process, 
rather than an inference drawn through syllogistic logic. 
 
The inference items were modified to allow the participants to produce as many 
protocols as possible during the one-hour verbal protocol sessions. Both IELTS and 
TOEFL iBT have long reading passages consisting of four or more paragraphs, and 
each passage has numerous test items (test questions) associated with it. To cut 
down on reading time, only the paragraphs relevant to the inference items were 
presented to the participants. This had two inconsequential effects on the inference 
items. First, the paragraphs presented to the participants were not always the first 
paragraph in the reading passage, which removed the participants' ability to use the 
context provided in the preceding paragraphs to aid comprehension of the paragraph 
in focus. Nevertheless, each modified inference item was able to stand alone, with all 
the information required to answer the question present in the focus paragraph. In 
one case (inference item 5), summaries of preceding paragraphs were shown to the 
participants to provide them with some context for the focus paragraph. Second, for 
inference items 3 and 5, the nature of the task changed slightly, from being matching 
tasks to multiple choice tasks. The two task types are very similar, but with matching 
tasks test takers can eliminate response alternatives as they find matches. The more 
matches they make, the easier the task gets, because the test taker only has to think 
about the response alternatives that have not yet been matched. Inference items 3 
and 5 became multiple choice tasks, which meant that the participants could not use 
that elimination-by-matching strategy. 
 
A range of task types were represented by the six inference items, and Table 5-1 
lists the six items, their task types (after modification), and their sources. All were 
selected-response items, where test takers select an answer from a range of choices 
rather than writing an answer themselves. 
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Table 5-1 
Inference Item Sources and Task Types 
Inference 
item 
Source Task type 
Inference 
Item 1 
IELTS, Test 4, Reading 
Passage 1, Item 3 
(Cambridge English, 2013) 
 
Multiple choice: 
Statement verification, with three 
response alternatives (True, False, or 
not given) 
 
Inference 
Item 2 
TOEFL iBT, Test 1, Reading 
Passage 3, Item 31 
(Educational Testing Service, 
2015a) 
 
Multiple choice: 
Q&A, with four response alternatives 
Inference 
Item 3 
IELTS Test 4, Reading 
Passage 3, Item 30 
(Cambridge English, 2013) 
 
Multiple choice: 
Match heading to a paragraph, with 
seven response alternatives 
Inference 
Item 4 
TOEFL iBT, Test 4, Reading 
Passage 1, Item 2 
(Educational Testing Service, 
2015a) 
 
Multiple choice: 
Stem completion, with four response 
alternatives 
Inference 
Item 5 
IELTS, Test 4, Reading 
Passage 2, Item 17 
(Cambridge English, 2013) 
 
Multiple choice: 
Match paragraph to statement, with 
four response alternatives 
Inference 
Item 6 
TOEFL iBT, Test 5, Reading 
Passage 1, Item 4 
(Educational Testing Service, 
2015a) 
Multiple choice: 
Q&A, with four response alternatives 
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The reading passage for each item was printed on one page, and the test task 
(question) was printed on the opposite page. Beneath each test task was a single-
question questionnaire, asking the participants to indicate how confident they were 
with their chosen answer. The inference items and confidence questionnaire can be 
seen in appendix C (section 10.3). In participant-facing materials, the inference items 
were called Reading Tasks, in order to avoid biasing the participants towards 
discussing inference-making in their verbal protocols (Bowles, 2010). 
 
It is recommended practice to give verbal protocol participants a warmup task 
(Bowles, 2010), so an additional test item was also prepared in the same manner to 
allow the participants to perform a practice verbal protocol. Feedback was to be 
given after performance of the practice verbal protocol, which meant that there was 
potential to bias the subsequent verbal protocols. To allay this concern, an item that 
was not an inference item was chosen as the practice item, to reduce the likelihood 
that the feedback would prime the participants to talk about inference-making in their 
subsequent protocols. 
 
Instructions Sheet 
The instructions given to verbal protocol participants have a large impact on the 
quality of the protocols produced (Ericsson & Simon, 1993; Green, 1998). In addition 
to instructing the participants in what they are required to do, it is important that the 
instructions mention how to do verbal protocols. In particular, participants need to 
understand that their verbal protocol should be more a "train-of-thought" 
verbalisation rather than an explanation to a third party (Bowles, 2010; Horiba, 
1993). For this research, a two-page (double-sided) bullet-point instructions sheet 
was developed. Some of the instructions were copied verbatim from the example 
instructions in Verbal Protocol Analysis in Language Testing Research (Green, 1998, 
p. 46). In order to avoid unintentionally priming the participants to talk about 
inferences in their protocols, no mention of 'inferences' or 'inference-making' was 
made in the instructions sheet. The instructions sheet is reproduced below, in 
Figure 5-2: 
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• In this study, I am interested in in what you think while you answer 
questions on reading comprehension tests. I want to know how you arrive at 
your answer for each question. 
 
• On the table in front of you are a few reading comprehension test tasks 
(from IELTS & TOEFL). On the right are the test questions and answer 
sheet, and on the left are the reading passages for the questions. The 
paper colour indicates pairs of passages and questions. The passages are 
placed apart deliberately: please do not move them. 
 
• There is a variety of tasks: they are not all multiple choice. Please read 
each question carefully. 
 
• Some of the passages have titles, some of them don’t. Most of the 
passages have each paragraph labelled. 
 
• I’m going to ask you to complete the reading tasks. You will have 10 
minutes to complete each task. 
 
• I am going to ask you to think aloud as you work through the reading tasks. 
By “thinking aloud” I mean that I want you to say out loud everything you 
are thinking from the time you start the task until you complete it. I would 
like you to talk constantly from the time you commence the task until you 
have completed it.  
 
• It is important that you do not plan out or try to explain to me what you are 
thinking. I need to hear what comes from “the top of your head”, rather than 
planned thoughts. It may help if you imagine that you are in a room by 
yourself. 
 
• It is very important that you keep talking. If you are silent for any period of 
time, I shall remind you to keep talking. 
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• Some things you might say are: 
o Questions that you are asking yourself. 
o Things (words, grammar, sentences) that you understand… or don’t 
understand. 
o Summaries of the sentences you are reading, or the important point 
you got out of the sentence. 
o What you are doing now/next. 
o Decisions you are making. 
o Conclusions you are making. 
o Interesting or important things you notice. 
 
• You may use your finger or pen to point at what you are reading, but you 
don’t have to. 
 
• It is ok to say that you do not understand parts of the passage, or that you 
are guessing the answer. 
 
• Write your answers on the answer sheet on the right. 
 
• I can’t help you to answer the question. 
 
• You shouldn’t need to talk about your opinions of the passage or the 
question, unless that opinion helps you answer the question. 
 
• On each answer sheet, there is also a question about how confident you 
are that your answer is correct. This is what that question looks like: 
How confident are you that your answer is correct (please tick one)? 
 Not confident at all. It’s just a random guess. I have no idea what the 
correct answer is. 
 Not confident. It’s probably not right. I don’t really know what the 
answer is, but I’ve chosen an answer that looks like it might be the answer. 
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 A little bit confident. I’ve probably chosen the correct answer. 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 Very confident. I have definitely chosen the correct answer.  
 
• I may ask you some questions after each task. 
 
• I will not tell you whether your response is correct or not unless you ask at 
the end of the study. 
 
• Now watch this video example. 
 
• Do you understand what I am asking you to do? Do you have any 
questions? 
 
• Please sign the participant consent form now. 
 
• Now let’s do a warm-up, to help you say what you are thinking without 
planning before you speak. 
 
• Now let’s do a practice task. 
 
• Are you ready to begin? 
 
 
Figure 5-2 Verbal Protocol Instructions for Participants 
 
Model Verbal Protocol Video 
Target verbal protocol behaviour was modelled for the participants in a short video.  
In the five-minute video, I demonstrated how to respond to a TOEFL iBT reading 
comprehension test item. To obviate the risk of biasing the participants' performance 
in the verbal protocols, the test item for the video was not an inference item, and no 
mention was made of making inferences during the video (Bowles, 2010). 
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Session Tracking Sheet 
During these 1-hour verbal protocol sessions, it was important to keep the procedure 
for each session as similar as possible, in order to maintain consistency across the 
17 participants. To help maintain this consistency, a session tracking sheet was 
produced. This sheet listed the steps to be taken in each session, at approximately 
what time each step should begin, and provided a space for the researcher to take 
notes for the follow-up retrospective interviews after each verbal protocol (see 
section 5.2.3, below). A session tracking sheet was printed for each verbal protocol 
session, and can be seen in appendix G (Figure 10-1). 
 
Piloting 
It is advisable to pilot test the verbal protocol instructions (Bowles, 2010), so the 
verbal protocol materials and procedure were tested with two pilot participants. The 
materials performed as expected and did not require any changes aside from some 
refinements to document layout and the correction of typographical errors. Some 
minor changes were also made to the procedure, in order to maximise time use and 
consistency. 
 
5.2.2 Participants 
Seventeen postgraduate students were recruited as participants for the verbal 
protocol research. They all spoke English as a second language and represented 
nine different first languages, with Indonesian and Mandarin being most represented. 
12 participants were female and 5 were male. They came from five academic fields: 
business, linguistics, chemistry and molecular biosciences, environmental 
management, and psychology. 13 of them were PhD candidates and 4 of them were 
doing a research Master's degree. 
 
The participants were restricted to those highly proficient in English, and there were 
two reasons for this. First, producing a verbal protocol through stream-of-thought 
verbalisation is difficult, especially when speaking and reading in a second language, 
as these participants would be. Ideally, verbal protocols are conducted in the 
participant's L1 (Bowles, 2010), but this research project did not have a sufficient 
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budget for translation and interpreting. Second, before test takers can make 
inferences, they need to be able to understand the information in the items' reading 
passages to draw the inferences from.  
 
Consequently, a minimum requirement for participant English proficiency was set at 
an overall IELTS score of 7.0. Where possible, IELTS reading and speaking scores 
were also checked to ensure they were 7.0 or higher. Four of the participants had a 
recent IELTS score of 7.0, five had a score of 7.5, another five held an IELTS score 
of 8.0, and one was at 8.5. Two participants had not taken an IELTS test, but I 
considered their English proficiency to be more than sufficient for the verbal 
protocols. This consideration was based on my own observations of their English 
proficiency and the facts that they had either completed or nearly completed a PhD 
at an Australian university and they had both lived for over 14 years in English-
speaking countries. 
 
5.2.3 Procedure 
The verbal protocols were produced in 1-hour sessions with the participants. Each 
verbal protocol session followed the same procedure. Each session began with an 
overview of the session and verbal protocol instructions. The instructions sheet was 
given to the participant to refer to as I talked the participant through the instructions. 
The instructions usually took about ten minutes. After the instructions, the 
participants were shown the verbal protocol model video, after which the participants 
were given the opportunity to ask questions. The participants then signed the 
participant consent form and practised producing a verbal protocol on the practice 
inference item. The training concluded with feedback to the participants on their 
practice verbal protocol. The training took about 25 minutes in total, which is nearly 
half of the 1-hour session. Although this did not leave much time for actual verbal 
protocol production, complete instructions and practice are crucial to the production 
of high-quality verbal protocols (Green, 1998). 
 
The participants spent the remaining 35 minutes producing verbal protocols for as 
many of the six inference items as possible. They were given a generous time limit of 
ten minutes for each item, but they were instructed to try and place the same time 
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pressure upon themselves as they would in a real IELTS or TOEFL iBT test. The 
participants were allowed to write on the reading passages and answer sheets, but 
this was not an absolute requirement. The reading passages were placed on the 
table on the participant's left, the answer sheets on the right, and between them was 
the instructions sheet. This placement created an A4-sized gap between the reading 
passage and the answer sheet, which allowed researchers to clearly see which 
paper they were reading. The participants produced verbal protocols for the 
inference items in sequential order, but rather than starting each participant on 
inference item 1, the starting inference items were staggered, ensuring a roughly 
even number of protocols for each inference item. As the participants produced their 
verbal protocols, I took notes on the session tracking sheet. Each verbal protocol 
was video recorded for later transcription and analysis. 
 
After each verbal protocol, the participants completed the confidence questionnaire, 
and I followed-up with a semi-structured retrospective interview. These retrospective 
interviews are commonplace in verbal protocol collection and, while of secondary 
importance, the elaborative probes produce complementary evidence (Ericsson & 
Simon, 1993; Padilla & Leighton, 2017). The interview questions were usually aimed 
at determining the following: 
• to what extent the participant understood the key information 
in the reading passage; 
• what role that key information played in the participant's path 
to their chosen answer; 
• the rationale behind the chosen answer, and; 
• how much of the reading passage the participant thought they 
understood. 
I also asked the participants if they knew the meaning of the word 'infer,' but only 
after the last inference item of the session, because there was a chance that asking 
about 'infer' earlier might bias the verbal protocols. 
 
5.2.4 Output 
The 17 participants produced 72 verbal protocols, roughly evenly distributed across 
the six inference items. This distribution and the correct response rate for each item 
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can be seen in Table 5-2. The verbal protocols were video recorded and then 
transcribed. The transcription format was a modified version of Jefferson's (2004) 
format, and included the participants' physical actions and what they wrote or drew 
on the reading passage or answer sheet. 
 
Table 5-2 
Number of Verbal Protocols Produced for Each Inference Item and their Rate of 
Correct Responses 
Inference item Protocols 
produced 
Correct responses 
(number) 
Correct responses 
(%) 
Inference Item 1 11 8 73 
Inference Item 2 12 5 42 
Inference Item 3 13 8 62 
Inference Item 4 13 9 69 
Inference Item 5 12 12 100 
Inference Item 6 11 7 64 
 
5.3 Analysis Procedures 
Within the language testing literature, there are several accepted procedures for 
analysing verbal protocols. The most common procedure is coding (see, for 
example, Cohen & Upton, 2006a), but verbal protocols can also be treated as case 
studies (see, for example, Weigle et al., 2013). However, in order to develop a more 
complete understanding of the participants' behaviour as they responded to the 
inference items, two procedures were employed. The first was behaviour coding, and 
the second was a procedure developed specifically for this research called key 
information analysis. The two analysis procedures will be described in detail in the 
following sections. Prior to that, however, is a discussion of the limitations of verbal 
protocol research and what care must be taken when analysing verbal protocols. 
 
5.3.1 Limitations of Verbal Protocol Research 
Verbal protocol research is not without its limitations and care needs to be taken to 
ensure that verbal protocol data collection and analysis produces results that are an 
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accurate representation of test taker behaviour. One issue is the concern that the 
need to verbalise thoughts actually changes cognitive behaviour from what it would 
have been otherwise (Smagorinsky, 1998, cited in Ericsson & Simon, 1998; Swain, 
2006). In response to this concern, Ericsson & Simon (1993) conducted a meta-
analysis of verbal protocol research and found that the degree of cognitive behaviour 
change depends on the type of verbalisation. They found that 'stream-of-
consciousness' verbalisation produces little cognitive change. Verbalisation that 
takes the form of a coherent, articulate explanation of one's thought process, on the 
other hand, does change cognitive behaviour. Presumably, this is caused by the 
participant's need to interrupt their thought process to 'think about what they are 
thinking about.' 
 
Another issue is the extent to which verbal protocols can be said to truly represent 
the participants' thought processes. It is well recognised by verbal protocol 
researchers that verbal protocol provides data about what information or thoughts 
are heeded - present in the working memory - at a particular point during the task 
(Ericsson & Simon, 1993; Whitney & Budd, 1996). However, it is also recognised 
that the data should not 
be taken as direct reflections of thought processes but, rather, as 
data that are correlated with underlying thought processes. They 
contain a sample of what is in the subject’s immediate awareness 
during the task and should be interpreted only as such (Horiba, 1993, 
pp. 57-58). 
Nevertheless, it is often possible, given the right analysis procedures, to draw 
conclusions about participant cognitive behaviour – even inference-making 
behaviour – from the verbal protocol data (Graesser et al., 2015; Green, 1998; 
Storey, 1997; van den Broek et al., 2015; Whitney & Budd, 1996). 
 
Given these limitations, the data from verbal protocols can be considered fragile, and 
where possible other data should be collected to support the verbal report data 
(Horiba, 1993). To this end, the reading passages and answer sheets from each 
protocol were also collected, with the markings and notations made on these 
documents by the participants becoming another source of data. Also, similar to the 
approach used by Li & Suen (2013), most verbal protocols were followed up with a 
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retrospective interview, providing further data that can give the researcher insight 
into the participants' cognitive behaviour during the verbal protocols. 
 
5.3.2 Behaviour Coding Procedure 
In essence, coding verbal protocols involves applying labels (known as codes) to 
portions of verbal protocols, where each label represents a particular participant 
behaviour. The first step of the coding procedure was to develop the behaviour 
labels. The usual procedure is to develop a list of labels prior to commencing 
analysis, with the research question guiding that development. However, in this 
research it was not clear to what extent participant inference-making behaviour 
would be overt, and how the behaviour would change in response to the different 
types of item tasks. In response to this uncertainty, I used a procedure called "open 
coding" (Li & Suen, 2013). Coding of the verbal protocols began without a finalised 
list of behaviour labels and the list was developed as coding progressed.  
 
As starting points for the development of this list, I experimented with applying 
coding schemes (list of behaviour labels) from several different verbal protocol 
projects in the literature (Anderson et al., 1991; Linderholm & van den Broek, 2002; 
Trabasso & Magliano, 1996; Weigle et al., 2013) to a few of the verbal protocols, to 
see which could be easily applied, and which produced data that provided the most 
complete picture of participant behaviour vis-à-vis the research question. None of 
those coding schemes were designed to examine inference-making behaviour in 
verbal protocols, but Anderson et al. (1991)'s coding scheme provided a more 
comprehensive scheme for coding the overall behaviour in the verbal protocols, so it 
became the basis for the open coding. 
 
Coding began with inference item 2, and Anderson et al. (1991)'s coding scheme 
was modified and added to as coding progressed. The finalised coding scheme 
contained 44 codes, many of which were the same as Anderson et al. (1991)'s 
labels. There were three main code categories, following Cohen & Upton's (2006b) 
strategies taxonomy: reading strategies, test management strategies, and test-
wiseness strategies. The reading and test management codes were further 
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subdivided into groups, which can be seen in tables Table 5-3, Table 5-4, and 
Table 5-5. 
 
Table 5-3 
Codes Representing Reading Strategies 
 
Table 5-4 
Codes Representing Test Management Strategies 
Group Number of 
Codes 
 
Definition 
Real-world 
Strategies 
9 Reading strategies that can also be used by 
readers when reading to learn in non-testing 
contexts. 
 
Prior Knowledge 4 Any instances where prior knowledge, or lack 
thereof, affected the participants' behaviour. 
 
Item Specific 5 Codes only applicable to particular inference 
items. Usually related to specific vocabulary. 
 
Category Number of 
Codes 
 
Definition 
Response 
Patterns 
8 The order in which participants read the 
components of the test task (reading passage, 
task statement, response alternatives etc.). 
 
Mediation 10 How the participants work between the passage 
and the task in order to find the correct answer. 
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Table 5-5 
Codes Representing Test-Wiseness 
 
 
Many of the codes, however, were further broken down into sub-codes. These 
signify behaviour nuances such as whether the behaviour contributed to an accurate 
response or not, or the portion of the passage the behaviour was performed on (i.e. 
local, global etc.). The coding scheme can be seen in its entirety in appendix E 
(10.5). A 9000-word document was also produced that fully defines, exemplifies the 
codes, and gives instructions on how to apply the codes. The software program 
Nvivo 11 was used to perform the coding procedure. 
 
To measure the reliability of the coding procedure, a co-coder coded a subset of the 
protocols and rates of agreement were measured. Three subsets of protocols were 
created. A set of 12 (17%) protocols was used in the development of training 
documents, providing examples of each code. A set of 4 (6%) protocols was used for 
coder training, to give the co-coder something to practise on, and 18 (25%) protocols 
were set aside for co-coding. These 18 protocols consisted of three protocols from 
Other 4 Codes that do not belong to a behaviour 
category. 
 
Code Description 
TWS1 analyses response alternatives for patterns, similarities, 
differences 
TWS2 eliminates all other RAs 
TWS3 matches an RA to a portion of the text 
TWS4 states that they responded to the item without knowing the 
meaning of  
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
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each of the six test tasks, and as much as possible the 18 protocols represented an 
even spread of the 17 participants. 
 
The co-coder was an experienced co-coder, but still required specific training for this 
project. A training program was developed, including the aforementioned document 
with extensive definitions and examples of each code. The training took five hours 
and included familiarisation with the six test tasks, familiarisation with the verbal 
protocols and how they are transcribed, a thorough reading and discussion of the 
code definitions document, and both guided and independent coding practice on 
Nvivo 11. After the training, the co-coder independently coded the 18 protocols that 
would be used to measure coding reliability. 
 
Despite this training, initial coder agreement rates on many of the codes were very 
low. For example, agreement between the co-coder and myself on the participants' 
stated rationales for choosing their answer was 0.72. An initial inspection showed 
that there were three causes of disagreement: (1) incorrect coding by the co-coder; 
(2) incorrect coding by me; and (3) the unavoidably ambiguous nature of the code 
definitions and the inherent subjectivity that brings. I met with the co-coder to discuss 
each instance of coding disagreement, with the goal of placing each disagreement 
into one of those three categories and resolving the disagreement in favour of the 
co-coder or myself. Category (1) disagreements were fixed immediately by changing 
the co-coder's coding. Category (3) disagreements were left untouched. Category (2) 
disagreements were also fixed immediately by adjusting my coding, but my coding 
errors were also analysed to see if any of them might be systematic errors. Five 
potential systematic errors were discovered, so I re-coded all 72 protocols, focusing 
on those potential systematic errors. The five systematic errors and the number of 
changes made in the re-coding to address them are shown in Table 5-6. 
 
Table 5-6 
Systematic Coding Errors 
Codes 
involved 
 
Description of error 
 
Number of changes 
made during re-coding 
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M2, 
TWS3 
Failure to notice the participant eliminating 
response alternatives and coding the 
participant's rationale as 'no rationale' 
 
2 
TWS2, 
TWS3 
Failure to notice clear examples of 
participants eliminating response 
alternatives 
 
8 
M3, M4 Systematic inconsistencies in the 
application of the 'partial response 
alternative elimination' and 'no response 
alternative elimination' test taking 
strategies 
 
28 
RWS8 Failure to notice instances of participants 
scanning for specific information 
 
1 
RWS2, 
RWS3 
Inconsistent application of the 're-read' and 
're-read again' participant response 
patterns 
 
16 
 
Coder agreement rates were then re-calculated for each code. Each application of a 
code to a portion of the protocol was checked to see if the other coder had applied 
the same code in the same place. If there was a match, this counted as an instance 
of agreement, otherwise it was an instance of disagreement. If a particular code was 
not applied to a protocol by either coder, this also counted as an instance of 
agreement. Some groups of codes were mutually exclusive, meaning that only one 
code from the group could be applied to a particular protocol. For these groups of 
codes, coder agreement was calculated for the group, rather than for each individual 
code. 31 of the 44 codes had 100% agreement between the two coders, and the 
lowest agreement was 0.83 for the code selectively reads: local, based on task. A 
table of coder agreement for each code can be seen in appendix F (10.6), which 
shows that the coding was reliable. 
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5.3.3 Key Information Analysis 
The coding analysis provides data about overall behaviour patterns in the verbal 
protocols. However, it provides only limited insight into inference-making behaviour. 
Moreover, frequency counts do not necessarily reveal the internal structure of these 
protocols (Whitney & Budd, 1996). As a result, a complementary, more qualitative 
analysis procedure was developed to analyse the inference-making behaviour in the 
verbal protocols. Key information analysis focuses on the participants' understanding 
of the information in the reading passage that is key to answering the test item. It is 
designed to establish when participants: 
• make the target inference to answer the test item; 
• find a way to answer the test item without making the target 
inference; 
• answer incorrectly because they could not make the target 
inference; and 
• answer incorrectly because they did not understand the target 
inference's prerequisite information. 
 
It is acknowledged that verbal protocols cannot explicitly show cognitive processes 
such as these, and there are limits to reliably inferring these cognitive processes 
from the verbal protocol data (Horiba, 1993). However, it is possible to collect 
evidence from the protocols to strongly suggest that a particular cognitive process 
was performed by the participant. Thus, key information analysis is an evidence-
based analysis procedure: the researcher sifts through each verbal protocol to find 
comments or behaviours that indicate a particular cognitive process was performed, 
and if enough evidence can be found, conclusions can be drawn about what the 
participants were thinking as they responded to the test items. Nevertheless, it is 
also entirely possible that a given verbal protocol does not have enough evidence in 
it for reliable conclusions to be drawn and thus it was not expected that the key 
information analysis would uncover the cognitive processes in all of the 72 verbal 
protocols. Also, it is possible for different analysers to interpret the same evidence 
differently, resulting in different conclusions about whether the participant made the 
target inference or not. 
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It is called key information analysis because it focuses on the participants' 
understanding of the information in the reading passage that is key to answering the 
test item. To correctly answer an inference item, the test takers first need to read and 
understand the key information in the reading passage (or perhaps supply this 
information from their own knowledge external to the text), because these 
propositions stand as the target inference's prerequisite information - the premises 
upon which the inference is made. Key information analysis requires the researcher 
to look through the verbal protocols for evidence of the participants both paying 
attention to and understanding the key information. 
 
Lists of the key information for each of the six inference items were developed. This 
key information was initially drawn from the analyses provided by the experts who 
performed the 3IP and subsequent focus group. To further narrow down and define 
the key information, propositional analyses (Koda, 2005) were performed on the 
inference items, which provided complete lists of the propositions explicit in the 
reading passages. These propositional analyses can be seen in appendix D (10.4). 
These two information sources were then combined to produce a definitive list of key 
information for each inference item. The second item that needed to be prepared 
was a template for the analyses. A Microsoft Word template document was created 
for each of the six tasks, which listed the item's key information, for easy reference, 
and provided a standardised format for consistency of analysis across the protocols. 
 
To perform the key information analysis, analysers (myself and a co-analyser) went 
through the protocols word by word, looking for comments and behaviours that were 
associated with the item's key information. Each comment or behaviour was 
assessed to determine if it provided evidence (or not) of the participant: 
• attending to and/or understanding the key information; and 
• not attending to and/or not understanding the key information. 
Any evidence found was listed under its associated key information in the Word 
document, and the process usually resulted in several pieces of evidence for each 
piece of key information. This evidence was gathered from the verbal protocols, the 
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retrospective interviews and any writing or drawing participants may have made 
while responding to the inference items. 
 
After the evidence-gathering was complete, the evidence for each piece of key 
information was considered, in order to decide which pieces of key information had 
been attended to and understood or not (or that there was not enough evidence to 
support either conclusion). Then, with a more complete picture of which pieces of 
key information had been understood or not, the researcher could draw conclusions 
about whether the participants had made the target inference and what path had led 
them to their chosen item response. Quite often, however, there was not enough 
evidence in a verbal protocol to reliably draw any conclusions from it, and these 
protocols were designated as such. 
 
General guidelines were established to help analysers decide what was evidence or 
not: 
• For much of each verbal protocol, the participants spent a lot 
of time reading aloud from the item's reading passage, 
question/task or the response alternatives. This was not, 
however, considered to be conclusive evidence of the 
participant attending to or understanding the portion of text 
being read aloud. 
• Not reading a portion of the text aloud does not necessarily 
mean it was not attended to. It may have been read silently. 
• Paraphrasing or summarising, on the other hand, could be 
considered evidence of understanding a portion of the text. 
Inaccurate paraphrasing or summarising could be evidence of 
misunderstanding. 
• Similarly, when the participants extrapolated or drew a 
conclusion from the text, it could be considered evidence of 
understanding, or even misunderstanding. 
• Sometimes, a participant comment that relates to one piece of 
key information cannot have been said without the participant 
first understanding another earlier piece of key information. 
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For example, if the participant said, "the museums are 
presenting the exhibits in a way that visitors find them easy to 
understand", this also implies that the participant understood 
the key information that 'museum staff prepare the exhibits' 
and that 'museum staff make choices about how exhibits are 
presented'. In this way, a single comment or behaviour in a 
protocol can become evidence for multiple pieces of key 
information. 
• A participant saying that they understood a portion of the text 
does not necessarily mean that they did understand it. 
 
Once the protocol was analysed and a decision about the target inference had been 
made, the analysers then wrote a conclusion paragraph about why the participant 
chose the response alternative they did, and whether the participant made the target 
inference or not. Finally, analysers returned to the top of the key information analysis 
document and provided single sentence judgement as to whether the participant 
chose the correct response alternative or not, and whether the target inference was 
made, not made, or it is unclear whether the target inference was made or not. This 
resulted in six possible outcomes for a key information analysis, which can be seen 
in Table 5-7. Appendix H (0) provides detailed instructions for the key information 
analysis, and appendix I (10.9) is an abridged overview of the co-analyser training. 
 
Table 5-7 
The Six Key Information Analysis Outcomes 
Response Target inference 
Correct Made 
Correct Not Made 
Correct Unclear 
Incorrect Made 
Incorrect Not Made 
Incorrect Unclear 
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To measure the reliability of the key information analyses, a co-analyser analysed a 
subset of the verbal protocols. They received approximately five hours of training in 
the key information analysis procedure, including two practice analyses. They 
independently analysed ten verbal protocols, meeting with me after each analysis to 
discuss their decisions. The purpose of these meetings was not to reach agreement, 
but as a form of continuing training. The subset of ten protocols was chosen so as to 
achieve an even spread across the six key information analysis outcomes, based on 
the results of my prior key information analyses (see Table 5-7). I chose the 
protocols from a list of the protocols and their outcomes, rather than inspecting the 
protocols and their key information analyses directly. We were deemed to be in 
agreement when the co-analyser had reached the same conclusion that I had 
regarding the target inference. Agreement on the conclusions regarding the target 
inferences was 40% across the ten protocols. The low agreement will need to be 
taken into consideration when analysing and drawing conclusions from the protocols. 
The reasons for, and implications of, this lack of agreement are discussed in 
section 8.3. Details of the key information analysis agreement can be seen in 
Table 5-8. 
 
Table 5-8 
Key Information Analysis Agreement 
Protocol 
 
Participant 
response 
Participant 
inference - 
researcher 
Participant 
inference -  
co-analyser 
Agreement 
Inference item 2 
S2019 
Incorrect 
Inference not 
made 
Inference not 
made 
Agreement 
Inference item 1 
S2002 
Correct 
Inference 
made 
Inference made Agreement 
Inference item 3 
S2032 
Correct 
Inference not 
made 
Inference 
unclear 
Disagreement 
Inference item 5 
S2024 
Correct 
Inference 
unclear 
Inference made Disagreement 
Inference item 6 
S2010 
Incorrect 
Inference 
unclear 
Inference not 
made 
Disagreement 
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Inference item 4 
S2012 
Incorrect 
Inference 
made 
Inference made Agreement 
Inference item 2 
S2026 
Correct 
Inference not 
made 
Inference made Disagreement 
Inference item 3 
S2010 
Incorrect 
Inference 
made 
Inference not 
made 
Disagreement 
Inference item 5 
S2017 
Correct 
Inference not 
made 
Inference not 
made 
Agreement 
Inference item 4 
S2035 
Correct 
Inference 
made 
Inference not 
made 
Disagreement 
Note.	The	protocol	column	designates	the	protocol	produced	by	said	participant	(for	
example,	S2019)	when	responding	to	said	inference	item	(for	example,	inference	item	2). 
 
5.4 Comparing Verbal Protocol Behaviour to Models of 
Ideal Performance 
The behaviour coding analysis produced a list of participant behaviour frequency 
counts, and the key information analyses tell us in which protocols the target 
inference was made. Further analysis, however, is needed to understand whether 
the participants' behaviours conform with the behaviours necessary for test users to 
draw an accurate conclusion about the participants' inference-making ability. In other 
words, further analysis is needed to find out what the behaviours tell us about the 
cognitive validity of the inference items used in the verbal protocols and of inference 
items in general. To this end, in chapters 6 and 7 I compare the behaviour observed 
in the verbal protocols to models of ideal performance. A model of ideal performance 
is a set of behaviours that a proficient test taker can be expected to perform while 
answering a test item. The concept of a model of ideal performance is discussed in 
section 3.8, and is explained in more detail in chapters 6 and 7. 
 
5.5 Summary and Conclusion 
This chapter has described how 72 verbal protocols were collected from 17 ESL 
participants, who voiced aloud their thoughts as they worked their way through 
answering inference items. These protocols were analysed in two ways. To get a 
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picture of all the behaviours and cognitive processes performed by the participants, 
the behaviours in the protocols were coded, which produced a list of behaviour 
frequency counts. To find out if the participants were making the items' target 
inferences, key information analyses were performed. In the next chapter, the 
relationships between the coded behaviours, target inference-making, and item 
response accuracy are explored. These three elements are also compared to a 
proposed model of ideal performance for inference items. The subsequent chapter, 
chapter 7, looks at how these relationships differ for the different kinds of inference 
item task (such as four-option multiple choice, match heading to paragraph etc.). 
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6 Inference Items and Test Taker Behaviour: 
Conforming to a Model of Ideal Performance 
6.1 Introduction 
This chapter is the first of two chapters analysing and discussing the results of the 
verbal protocol analyses. Chapter 5 described how 72 verbal protocols, performed 
by 17 ESL participants on 6 inference items, were collected and the two ways that 
the data were analysed. One analysis was a coding procedure, where participant 
utterances in the protocols were labelled as specific behaviours. The other analysis 
procedure, called the key information analysis procedure, asked analysers to 
examine to what extent the participants understood the inference item's key 
information and, based on that, conclude whether the participants had made the 
item's target inference. The verbal protocol collection and these two analysis 
procedures were performed to address RQ2, which asks what behaviours - 
particularly cognitive processes - test takers perform when responding to inference 
items. 
 
This chapter compares the test taker behaviours exhibited during the verbal 
protocols to a model of ideal performance (MIP). A model of ideal performance 
(Storey, 1997) can be thought of as a set of behaviours that would most closely 
resemble the behaviours performed in the real-world target language use context, if 
performed by test takers when responding to a test item. As such, a model of ideal 
performance is also the set of behaviours that item writers intend to elicit from test 
takers. A model of ideal performance is proposed and compared with the behaviour 
observed in the verbal protocols. More specifically, three questions are asked of 
each behaviour type: 
a) How often was the behaviour performed by the participants? 
b) Is there a detectible relationship between occurrences of the 
behaviour and protocols where the participant made the target 
inference? 
c) To what extent do the results of 1 and 2 reflect the proposed 
ideal model of performance for inference items? 
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The greater understanding of what test takers are doing as they respond to inference 
items will have implications for inference item cognitive validity and future item 
writing and development. These implications are touched on in this chapter's 
conclusion, and are discussed at greater length in chapter 8. First, however, this 
chapter begins with a summary report of the results of the coding procedure and the 
key information analysis. 
 
6.2 Behaviour Coding and Key Information Analysis 
Summary 
Participant utterances in the 72 protocols were tagged with labels that represented 
test taker behaviours, and this produced an overview of the behaviours test takers 
perform as they respond to inference items. There were codes representing 44 test 
taker behaviours, grouped into 8 categories. The analysis revealed which behaviours 
were performed often and which were not (see Table 6-1). Some behaviours can 
only be performed once during a protocol, while others can be performed multiple 
times. 
 
Analysis of participant behaviour as individuals was not part of the research project, 
but a descriptive analysis of the performances of behaviours across the participants 
shows that the behaviours were relatively evenly distributed across the participants. 
There were few cases where one behaviour was performed exclusively by just one 
or two participants.  The range in percentage of participants who performed each 
behaviour at least once was 100, and there was a relatively even spread across this 
range, with the exception of behaviours performed by 13% or less of the participants, 
which saw the highest frequency. That variation in individual participant behaviour 
was not accounted for in the analysis is a limitation of this research. However, given 
the generally even spread of behaviour performances across the participants, it is 
unlikely to have introduced significant positive or negative bias in the analysis 
results.
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Table 6-1 
Frequency of Test Taker Behaviours Performed During the Verbal Protocols 
Behaviour Number of protocols 
with occurrences 
Total number 
of occurrences 
Percentage of 
participants 
Mean Standard 
Deviation 
Reading strategies  376    
Real-World Strategies  318    
Identifies key words in the task prior to reading the 
passage 
23 36 
71% 4.33 3.42 
Re-reads passage 53 96 100% 5.88 2.69 
Re-reads passage again 25 51 94% 3.31 2.18 
Analyses text structure 
• global 
• local or paragraph 
 
5 
6 
 
6 
8 
 
29% 
35% 
 
1.00 
1.33 
 
0.00 
0.52 
Identifies key words in the reading passage (based 
on task) 
18 29 
65% 2.73 1.10 
Reads for context 6 9 35% 1.50 0.80 
Reads for gist 
• paragraph 
• title or heading, or global 
 
6 
13 
 
11 
15 
 
35% 
65% 
 
1.83 
1.45 
 
0.71 
0.52 
Scans passage for specific word or phrase 11 13 47% 2.00 1.25 
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Selectively reads 
• local 
o based on genre conventions 
o based on task 
• target paragraph - based on task 
 
 
7 
11 
7 
 
 
13 
13 
7 
 
 
35% 
47% 
35% 
 
 
2.17 
1.38 
1.00 
 
 
1.17 
0.38 
0.00 
 
Prior Knowledge 
 
 
15 
   
Acknowledges lack of prior knowledge of topic 2 4 12% 2.00 0.00 
Acknowledges prior knowledge of topic 7 8 35% 1.00 0.00 
Draws on genre conventions 1 1 6% 1.00 - 
Draws on prior knowledge 1 2 12% 1.50 0.71 
 
Item-Specific 
 
 
43 
   
Explicitly links 'this promise' to the understanding in 
the previous sentence (Inference item) 
4 4 45% 1.00 0.00 
Correctly figures out meaning of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
 
3 
0 
2 
 
3 
0 
2 
 
25% 
0% 
23% 
 
1.00 
- 
1.00 
 
0.00 
- 
0.00 
Incorrectly or incompletely guesses the meaning of 
• algae, fungi or lichen (Inference item 2) 
 
1 
 
1 
 
8% 
 
1.00 
 
- 
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• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
0 
4 
0 
7 
0% 
31% 
- 
1.75 
- 
0.96 
States or shows that they already knew the meaning 
of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
 
1 
1 
1 
 
1 
1 
1 
 
8% 
8% 
8% 
 
1.00 
1.00 
1.00 
 
- 
- 
- 
States or shows (before responding) that they do not 
know the meaning of  
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
 
 
4 
0 
8 
 
 
8 
0 
15 
 
 
33% 
0% 
62% 
 
 
2.00 
- 
1.88 
 
 
1.41 
- 
0.99 
States that they responded to the item without 
knowing the meaning of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
 
 
0 
0 
2 
 
 
0 
0 
2 
 
 
0% 
0% 
15% 
 
 
- 
- 
1.00 
 
 
- 
- 
0.00 
 
Test Management Strategies 
 
 
683 
   
Response Patterns  337    
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Begins by reading passage for orientation, then 
task, and then passage* 
5 5 18% 1.67 1.15 
Begins by reading passage for orientation, then 
task, RAs and passage* 
4 4 18% 1.33 0.58 
Begins by reading the test task and RAs, then the 
passage* 
28 28 71% 2.42 1.00 
Begins by reading the passage* 0 0 0% - - 
Begins by reading the task, then the passage* 35 35 100% 2.00 1.22 
Goes back to the task or task question or task 
statement for clarification or reminder 
39 62 100% 4.29 1.69 
Rapidly alternates attention between passage and 
task or response alternatives 
19 34 65% 3.27 2.45 
Reads and considers the task or task question or 
task statement or RAs before going back to the 
passage or portion 
56 169 100% 9.88 5.25 
 
Mediation 
 
 
317 
   
Identifies RA as a conclusion from the text* 
• accurately 
• inaccurately 
 
35 
11 
 
35 
11 
 
94% 
53% 
 
2.19 
1.22 
 
0.75 
0.44 
Does not state a reason*      
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• accurate response 
• inaccurate response 
2 
3 
2 
3 
6% 
6% 
1.00 
1.00 
- 
- 
Chooses RA based on text representation, no need 
for RA elimination* 
14 14 71% 1.75 0.97 
Partially eliminates RAs until RA selected* 5 5 88% 1.87 0.92 
Compares RA to reading passage 
• asks a question or undecided 
• matches RA to a different portion of the text 
o accurately 
o inaccurately 
• identifies possible answer 
o accurately 
o inaccurately 
• rules out RA 
o accurately 
o inaccurately 
 
5 
 
1 
0 
 
11 
11 
 
31 
4 
 
9 
 
1 
0 
 
11 
14 
 
52 
5 
 
24% 
 
6% 
0% 
 
71% 
53% 
 
88% 
18% 
 
2.00 
 
1.00 
- 
 
1.33 
1.67 
 
3.47 
1.00 
 
2.00 
 
- 
- 
 
0.65 
1.32 
 
1.81 
- 
Compares RA to text representation 
• asks a question or undecided 
• matches RA to a different portion of the text 
o accurately 
o inaccurately 
 
7 
 
2 
0 
 
7 
 
3 
0 
 
35% 
 
12% 
0% 
 
1.17 
 
1.50 
- 
 
0.41 
 
0.71 
- 
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• identifies possible answer 
o accurately 
o inaccurately 
• rules out RA 
o accurately 
o inaccurately 
 
14 
5 
 
34 
8 
 
15 
7 
 
71 
8 
 
71% 
29% 
 
88% 
41% 
 
1.50 
1.20 
 
5.47 
1.14 
 
0.80 
0.45 
 
2.47 
0.38 
Compares task to reading passage 
• accurately 
• inaccurately 
 
6 
0 
 
7 
0 
 
29% 
0% 
 
1.40 
- 
 
0.55 
- 
Compares task to text representation 
• accurately 
• inaccurately 
 
1 
0 
 
1 
0 
 
6% 
0% 
 
1.00 
- 
 
- 
- 
Identifies portion of the text as irrelevant vis-à-vis 
the task 
• accurately 
• inaccurately 
 
9 
0 
 
14 
0 
 
53% 
0% 
 
1.67 
- 
 
0.71 
- 
 
Identifies key information vis-à-vis the task - local 
• accurately 
• inaccurately 
 
24 
1 
 
29 
1 
 
71% 
6% 
 
2.38 
1.00 
 
1.61 
- 
 
Other 
 
 
29 
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Admits to a degree of guessing 6 9 24% 2.25 0.50 
Changes a response after having marked one 3 3 18% 1.00 0.00 
Expresses uncertainty at correctness of answer 
chosen 
4 4 
24% 1.00 0.00 
Identifies task as an inference task 11 13 47% 1.63 0.74 
 
Test-Wiseness Strategies 
 
 
27 
   
Analyses response alternatives for patterns, 
similarities, differences 
4 4 
24% 1.00 0.00 
Eliminates all other RAs* 
• accurately 
• inaccurately 
 
4 
5 
 
4 
5 
 
24% 
35% 
 
1.25 
1.00 
 
0.50 
0.00 
Matches an RA to a portion of the text* 
• accurately 
• inaccurately 
 
8 
4 
 
8 
4 
 
41% 
18% 
 
1.29 
1.67 
 
0.49 
1.15 
Note. Behaviours marked with an asterisk can only be performed, at most, once during a verbal protocol, and are mutually 
exclusive with other behaviours. 
 
Percentage of participants is the ratio of the participants who performed the given behaviour at least once. 
 
Mean represents how many times a participant performed the given behaviour, across all protocols they produced. Calculation 
excludes those who did not perform the behaviour at all. 
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The key information analysis was used to determine whether the participant made 
the item's target inference during each verbal protocol. The target inference cannot 
be made without the participant first understanding the inference's pre-requisite 
propositions (key information), so the analysers first needed to determine whether 
the participant had understood the key information. Using this and other holistic 
evidence a determination was then made as to whether the participant had made the 
target inference or not. Each of the 72 verbal protocols were tagged as either: 
• target inference was made; 
• target inference was not made, or; 
• unclear whether target inference was made or not. 
 
These tags were cross-referenced with the participants' responses (correct or 
incorrect) to produce Table 6-2. A disjunctive outcome occurs when a participant 
answers correctly without making the target inference, or when a participant answers 
incorrectly despite making the target inference. The disjunctive outcomes are listed 
as 'Correct BUT no target inference' and 'Incorrect, BUT target inference' in 
Table 6-2. It is evident that the ability to make the target inference does not ensure a 
correct answer, and that the target inference does not need to be made to answer 
correctly. Eleven of the 72 protocols (16%) had disjunctive outcomes. The 
implications of these disjunctive outcomes in the verbal protocols is discussed in 
Chapter 8. 
 
Table 6-2 
Item Responses and Participant Inference-Making on 72 Verbal Protocols 
Case Number of protocols Percentage (%) 
Correct 49 69 
Correct AND target inference 32 44 
Correct BUT no target inference 7 11 
Correct, target inference unclear 10 14 
   
Incorrect 23 31 
Incorrect BUT target inference 4 5 
Incorrect AND no target inference 19 26 
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Before moving on to discussing the proposed model of ideal performance for 
inference items, it is necessary to explain the notation devices that will be used in 
chapters 6 and 7. Relationships between particular participant behaviours and 
protocols that make the target inference will be reported as three figures, enclosed 
within brackets. For example: 
(0.727, +0.227, n=11) 
These figures are based on a subset of the protocols that contain the particular 
behaviour. The first figure represents the ratio of protocols within that subset where 
the participant made the target inference. The higher this ratio, the higher the 
association between the behaviour and target inference-making. The second figure 
compares the subset's target inference ratio with the target inference-making ratio 
across all 72 protocols. The target inference was made in 36 of the 72 protocols, 
meaning a ratio of 0.500. The second figure is calculated by subtracting 0.500 from 
the subset's target inference-making ratio. This figure can be positive or negative, 
with a positive figure indicating that protocols with the particular behaviour had more 
target inference-making than the norm. The third figure shows the number of 
protocols in the protocol subset. Similar figures are also used to show how many 
protocols in a protocol subset had correct answers. In the 72 protocols, 49 of the 
items were answered correctly, for a response accuracy ratio of 0.681.  
 
6.3 A General Model of Ideal Performance for Inference 
Items 
The behaviour coding and key information analysis describes participant 
performance during the verbal protocols as they responded to inference items. Of 
interest is the match between the cognitive processes performed in response to a 
test item and the cognitive processes performed in the real-world target language 
use, that is, the degree of cognitive validity (O'Sullivan & Weir, 2011). As such, EAP 
inference item writers aim to produce inference items that elicit cognitive processes 
that are as similar as possible to those performed by university students as they 
Incorrect, target inference unclear 0 0 
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make inferences while reading to learn. This set of intended behaviours or cognitive 
processes is characterised here as a model of ideal performance (MIP) (Storey, 
1997). A model of ideal performance for inference items includes cognitive 
processes that are pre-requisite for inference-making, as well as the act of making 
the inference itself. A model of ideal performance for inference items is proposed 
here. This model will then be compared to the participant behaviours performed in 
the verbal protocols. 
 
This MIP is based on the models of reading comprehension outlined in Chapter 2. 
However, this model is, by definition, a model of test-taking behaviour, and as such 
the model will also incorporate behaviours that are specific to test-taking, and thus 
deviate from real-world behaviour. One cannot expect the behaviours performed in a 
test to be exactly the same as those in the real world (Alderson et al., 2014). 
Nevertheless, test developers can aim to make them as similar as possible, and the 
general MIP should reflect this. Taking this into account, an MIP for inference items 
is defined here as: the set of behaviours performed by test takers while answering 
inference items that is most likely to lead to test takers making an inference in a way 
that is most similar to inference-making in the real-world target language use. The 
literature review in chapter 2 also covered the three elements of reading 
comprehension: the comprehension context, which influences which comprehension 
processes the reader employs, which in turn influence the comprehension product, 
the reader's understanding of the text at the end of the reading process. These three 
components are used as a framework for the MIP for inference items. 
 
6.3.1 MIP: Setting the Comprehension Context 
The first test taker behaviour in the MIP is to read the item's test task, because the 
test task is the mechanism through which a test item sets the comprehension 
context. It is important to set a comprehension context, because it significantly 
influences the behaviours and cognitive processes performed while reading (Grabe, 
2009; Horiba, 2000). As such, the MIP for inference items should include the setting 
of a comprehension context that encourages inference-making and is as close as 
possible to a real-world comprehension context. 
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In constructing tests it is important to include texts and activities 
which mirror as closely as possible those which students have been 
exposed to and/or are likely to meet in their future target situations 
(Urquhart & Weir, 1998, p. 119). 
 
 
The key component of a comprehension context is the reader's purpose for reading. 
Not all reading purposes require readers to make inferences, even those in an 
academic context: scanning through a reference list for a particular author's name, 
for example, would not require any inference-making. On the other hand, any 
reading purpose that requires a relatively detailed, complete and coherent text 
representation is likely to require inference-making. Inference items can 
communicate such a reading purpose to test takers through the test tasks, but first 
the tasks must be read and understood by the test takers. The test task can give the 
test taker a purpose for reading, which can encourage them to read in a manner 
conducive to inference-making. Furthermore, being asked a question related to an 
inference prior to reading can increase the likelihood of a reader making that 
inference (Noordman et al., 2015). 
 
However, there are several behaviours that test takers can perform that deviate from 
the general MIP comprehension context setting. The first of these would be to read 
the passage without first reading the test task. This would be akin to a university 
student picking up and reading a text with no other purpose than to see if they can 
understand it. When reading to learn in an academic context, students have specific 
purposes for reading which shape the way they read, and if test takers read the 
passage with no purpose, the resulting comprehension process will be significantly 
different.  
 
Another test taker behaviour that deviates from both the MIP and real-world reading 
behaviour is reading the item's response alternatives prior to reading the text. In the 
real-world target language use, students rarely read a text that has a set of response 
alternatives associated with it. Reading the response alternatives prior to reading the 
passage could trigger behaviours in ways that are not available in the real world. For 
example, the vocabulary in the response alternatives could trigger spreading 
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activation to areas of the test taker's semantic network, helping the test taker to 
identify key information based on the response alternative, rather than the test task.  
 
More important, however, is the fact that reading the response alternatives places 
the target inference proposition (the key) in the test taker's mind before they start 
reading. Rather than generating that proposition from premises read in the passage, 
the test taker instead searches the passage for premises that can form a coherent 
syllogism with the conclusion proposition (the key) already present in the test taker's 
mind. This process does not require the test taker to generate a proposition through 
inference-making, and thus is a very different cognitive process to inference-making 
in the real-world target language use. I will refer to this behaviour as premise-
matching, to distinguish it from the proposition-generating inference-making. 
 
6.3.2 MIP: Comprehension Process 
After setting the comprehension context by reading the item's task, the next 
behaviour in the MIP for inference items is to read the passage. The first thing test 
takers need to do is find the item's key information within the reading passage. This 
can happen as part of a deliberate expeditious reading (Khalifa & Weir, 2009; 
Urquhart & Weir, 1998) to find the key information, or as the test taker carefully 
reads the entire reading passage, or through a combination of the two approaches. 
These approaches reflect behaviours performed in real-world academic reading, so 
the proposed MIP treats them the same in terms of cognitive validity. Furthermore, a 
test taker's approach to finding the key information is not expected to affect their 
ability to make the target inference. 
 
After finding the key information, the test taker needs to read and understand it. This 
information stands as the premises from which the target inference is drawn, so test 
takers cannot make the target inference without first carefully reading this 
prerequisite information. Thus, the proposed MIP includes the careful reading and 
comprehension of the item's key information as a pre-requisite behaviour. This 
includes cognitive processes such as lexical access and syntactic parsing that 
cannot be directly observed in the verbal protocols. There are, however, observable 
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verbal protocol behaviours such as re-reading, summarising, or paraphrasing the key 
information that indicate that careful reading is being performed. 
 
Once all the key information has been carefully read and understood, the test taker 
then draws the target inference from the key information, and adds this newly 
generated proposition to their mental representation of the reading passage. At this 
point, the test taker may continue to read the reading passage, or they may turn their 
attention to the test task, believing that they have inferred the answer to the test 
question. The test taker reads through the response alternatives, usually 
sequentially8, until they find one that matches the proposition they inferred while 
reading the passage. At this point, in the MIP for inference items, there would be no 
need for test takers to refer back to the passage because they already have the 
inferred proposition as part of their text representation. Once they find the response 
alternative that matches the inferred proposition, the final step in the MIP is to mark it 
as their selected answer and move on to the next test item. 
 
There are numerous behaviours that test takers can perform that deviate from the 
proposed MIP's comprehension process. For example, it is assumed that when test 
takers are rapidly alternating their attention between the response alternatives and 
the reading passage, this suggests that they are performing premise-matching 
problem-solving cognitive processes rather than generating an inference from 
understood premises. Also, when test takers return to the reading passage after 
spending time reading and considering the response alternatives, it is no longer clear 
whether they are reading to generate an inference or to premise-match. And test-
taking strategies that are not possible in real-world reading contexts, such as 
eliminating response alternatives, are also clear deviations from the MIP for 
inference items. 
 
																																																						
8 In all 72 verbal protocols, for example, the participants approached the response 
alternatives in a roughly sequential manner. 
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6.3.3 MIP: Summary 
To summarise, the proposed MIP for inference items is a broadly defined set of 
behaviours that test takers with sufficient reading proficiency and inference-making 
ability are expected to perform in response to inference items.  
• Set comprehension context. Test takers begin by reading an 
inference item's task statement and/or task question to set the 
comprehension context. This is done without reading any 
response alternatives that may be present. 
• Find key information. Then they read the passage and find the 
target inference's prerequisite information, which can be done 
by reading carefully or expeditiously. The prerequisite 
information itself must be read carefully and understood. 
• Read key information and choose an answer. Upon 
comprehending the prerequisite information, the test taker 
makes the target inference. When they turn their attention to 
the item's test task and response alternatives, they work 
through the response alternatives until they find one that 
matches the inference they made earlier. 
 
 
6.4 Comprehension Context Behaviours 
This section looks at the behaviours performed by the participants at the beginning 
of each verbal protocol to establish their comprehension contexts. According to the 
MIP for inference items, test takers should set the comprehension context by reading 
the item's task statement and/or task question, and then move on to reading the 
passage without reading the item's response alternatives. The participants, however, 
were instructed to respond to the inference items as they would in a real IELTS or 
TOEFL iBT testing situation. The behaviours performed at the beginning of the 
protocols are compared to the MIP. Then these behaviours are considered in relation 
to participant target inference making to see if there is a detectable relationship 
between the two.  
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The behaviours performed at the very beginning of the protocols matched that which 
was expected by the MIP. In all 72 protocols, no participant read the passage prior to 
reading the test task. Instead, most participants began by reading the test task, a 
behaviour performed on 63 of the protocols (87.5%).  
Again I'm starting first the question. ((looks at answer sheet)) "Does 
the following statement agree with the information given in the 
reading passage?" So it's a kind of true or false. "Marie was able to 
attend the Sorbonne because of her sister's financial contribution." 
Okay. I got the meaning (S2002, inference item 1). 
	
Occasionally (12.5%), participants began responding to the test item by taking a 
quick look at the reading passage to orientate themselves to its content and 
structure. Usually, this orientation consisted of reading the passage's title, if it had 
one, and was always immediately followed by reading the test task. Thus, the 
behaviour in all 72 protocols conformed to the first part of the expected MIP 
behaviour: reading the task statement to establish a purpose for reading the 
passage. 
 
The second behaviour specified in the MIP comprehension context setting was to 
move on to reading the passage without first reading the item's response 
alternatives. Of the 49 protocols that had readable9 response alternatives, 
participants read the response alternatives prior to reading the passage in 67.3% of 
the protocols (33 protocols). 
	
Hmm, there are four options. I will have to select one. I will read the 
four, all the four options first before I read the paragraph. "The algae 
help the fungi meet some energy needs." (S2012, inference item 2) 
	
Thus, it was commonplace for a participant's comprehension context to be 
influenced by the content of the response alternatives, adding elements that would 
not be present in the real-world language use context. This includes the proposition 
																																																						
9 Inference item 1 was a true or false task, and thus had no response alternatives 
that could influence the participant. Similarly, Inference item 5's response 
alternatives were the passage's paragraphs. 
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that would have been generated through inference-making, if the passage had been 
read in a non-testing situation. 
 
To analyse the relationship between reading response alternatives prior to the 
reading passage and response accuracy and inference-making, the 72 protocols 
were divided into three subsets. One subset was the 33 protocols where the 
participant chose to read the response alternatives prior to the passage, 
representing protocols where the participants deviated from the MIP. The second 
subset represents participants who conformed to the MIP, consisting of the 17 
protocols where the participants decided to read the passage without reading the 
response alternatives beforehand. The third subset consisted of all the Inference 
item and Inference item 5 protocols and represented protocols where participants 
were forced to conform to the MIP. In these protocols, the participants had no choice 
but to read the passage without reading the response alternatives prior, because 
these items have no response alternatives that were external to the reading 
passage. 
 
For comprehension context setting, there is no discernible relationship between 
conforming to the MIP and item response accuracy. The deviation subset was 
negatively correlated with response accuracy (0.576, -0.105, n=33), and the 
conformity subset was similarly negatively correlated (0.588, -0.093, n=17). The 
forced-conformity subset was strongly correlated with response accuracy (0.909, 
0.228, n=22), suggesting that Inference item and Inference item 5 were relatively 
easy inference items, rather than representing a relationship between conforming to 
the MIP and response accuracy. 
 
In terms of inference-making, there is also no discernible relationship between 
conforming to the MIP and making the target inference. The forced-conformity 
subset was moderately correlated with inference-making, but the conformity subset 
had a moderate negative correlation. Combining the conformity and forced-
conformity subsets revealed that participants who did not read the response 
alternatives beforehand were more likely to make the target inference, but the 
correlation was weak (0.538, 0.038, n=39). These results suggest that foregoing the 
reading of response alternatives prior to reading the passage has no relationship 
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with inference-making, a finding contrary to the proposed MIP. Note, however, that 
when a key information analysis determines that an inference has been made, the 
analysis is unable to distinguish between inferences generated inline and premise-
matching behaviour. This is taken up again in section 8.3. 
 
6.5 Finding the Item's Key Information 
After the establishment of the comprehension context, the proposed MIP for 
inference items expects the test takers to begin reading the passage and locate the 
target inference's prerequisite information. This section looks at the behaviours 
performed by the verbal protocol participants in finding the key information. The 
analysis assumes two broad approaches, careful reading and expeditious reading. It 
also assumes careful reading to be the default approach and focuses on the 
relationship between expeditious reading, response accuracy and target inference-
making.  
 
For the purpose of this analysis, expeditious reading consists of the following 
behaviours, generally performed in this sequence: identifying key words in the task 
or response alternatives, scanning, identifying key words in the passage, and 
selective reading based on the task. Different patterns of these four behaviours will 
indicate different degrees of expeditious reading. It should be noted, however, that 
three of the six reading passages consisted of only one paragraph, greatly reducing 
the likelihood that a participant might want to read expeditiously. Furthermore, two of 
the three multi-paragraph passages had test tasks that instructed the participant on 
precisely which paragraph they needed to read, again reducing the likelihood of 
expeditious reading. 
 
6.5.1 Identifying Key Words in the Task Statement or Response 
Alternatives 
One strategy commonly employed by test takers is to read the task statement and 
response alternatives at the beginning in order to identify key words that they should 
look for when they read the passage. In real-world academic reading contexts, 
students can be primed to look for certain key words based on their purpose for 
reading. For example, they can identify key words in an essay topic, either 
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consciously or subconsciously, before they begin researching. This real-world 
reading behaviour is approximated in the proposed MIP when test takers identify key 
words in the task statement. While the identification of key words is not a pre-
requisite for inference-making, it enables expeditious reading, through which test 
takers can identify key information more quickly and subsequently focus their 
attention on it. However, in real-world reading contexts there are rarely response 
alternatives to draw key words from, and thus test takers who read response 
alternatives and identify key words are deviating from the MIP. 
 
Identifying key words was a relatively commonplace behaviour, with 51 instances in 
24 protocols. Of these 51 instances, 30 (58.8%) identified key words on the task 
statements, conforming to the MIP. Only 21 instances (41.2%) identified key words 
in the response alternatives, suggesting that deviating from the MIP by drawing key 
words from response alternatives was not a common behaviour. 
“The [A word {algae}] helps the fungi need some energy needs.” So, 
its key word ((circles “energy”)) is energy, and “the [A word {algae}] 
protect fungi from sun radiation.” It's about ((circles “sun’s radiation”)) 
sun’s radiation ((underlines “protect”)) protect. And “(inaudible) fungi 
with greater space [of] absorbing water”, ((underlines “absorbing 
water”)) (S2016, inference item 2) 
This conclusion must be tempered, however, by the fact that two of the six Tasks (22 
of the 72 protocols) have no response alternatives from which key words can be 
drawn10. 
 
Overall, there was a weak negative correlation between key word identification and 
response accuracy (0.625, -0.056, n=24), and participants who performed key word 
identification behaviour were slightly less likely to make the target inference (0.416, -
0.084, n=24).  However, analysing the two kinds of key word identification behaviour 
separately reveals that it is the drawing of key words from response alternatives – 
deviating from the MIP -  that is negatively correlated with inference-making (0.167, -
0.333, n=6). Furthermore, when key word identification was analysed in conjunction 
																																																						
10 Inference item 1's response alternatives are "true," "false," and "not given," and 
Inference item 5's response alternatives are the four paragraphs of the reading 
passage. 
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with other expeditious reading behaviours such as scanning and selective reading, 
different findings emerged. When key identification was performed together with 
scanning, there was no target inference-making. This suggests that it is the broader 
process of expeditious reading that has the negative correlation with inference-
making, rather than key word identification itself.  
 
6.5.2 Scanning 
Scanning is an expeditious reading strategy that is performed in both real-world 
reading and testing contexts. The purpose of scanning is not to form a coherent text 
representation but to find instances in the text of a predetermined target word or 
category of words (Khalifa & Weir, 2009, p. 59). As such, the proposed MIP does not 
consider scanning behaviour itself to be essential for inference-making, because it 
does not result in the propositions contained in the key information being added to 
the test taker's text representation. Test takers may, however, use scanning as an 
optional behaviour to help them find the key information more quickly, which then 
needs to be read carefully. 
 
Scanning was relatively infrequent in the protocols, appearing in 13 of the 72 
protocols (18.1%). The participants scanned for words drawn mostly from the task 
statement or question, rather than the response alternatives, although many of these 
words, such as Sorbonne, algae, self-as-subject, and competitors, also appear in the 
response alternatives. 
I will skip to Sorbonne.  ((scanning for "Sorbonne")) Sorbonne, is 
there any reference to Sorbonne? Paris, ((points at "Paris")) 
Sorbonne? ((points at "Sorbonne")) Okay. (S2012, inference item 1) 
Scanning was also occasionally used to find information that had been previously 
read. 
What does it say about competitors? ((searches)) I remember seeing 
somewhere. ((searches)) Okay. "… this- Occasionally, this may 
mean working with …competitors-" (S2010, inference item 6) 
 
Scanning behaviour was strongly negatively correlated with both response accuracy 
(0.308, -0.373, n=13) and target inference-making (0.154, -0.346, n=13). Closer 
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inspection of the nine protocols that answered incorrectly showed that scanning 
behaviour was the cause of the incorrect response. For example, when answering 
Inference item 1, S2026 scanned for 'Sorbonne', skipping paragraphs one and two 
and finding 'Sorbonne' in the third paragraph. As a result, S2026 answered without 
reading paragraph two, which contained some key information. These scanning 
miscues prevented the test takers from being able to attempt to make the target 
inference. 
 
6.5.3 Identifying Key Words in the Passage 
Another reading strategy available to both readers in the real world and test takers is 
the identification of key words in the reading passage. A university student may be 
reading a text with a clear purpose, and as they read they might identify words that 
are directly relevant to their task. The proposed MIP does not consider this to be a 
pre-requisite behaviour for inference-making, although test takers could use the 
strategy to help them identify and focus on the key information. In real-world reading 
contexts, key words are defined by the reader's purpose. In the MIP, the test item's 
task statement or task question stands as the purpose for reading. The response 
alternatives, however, do not, because they are an element not present in real-world 
reading contexts. Thus, the identification of key words derived from response 
alternatives is a deviation from the proposed MIP.  
 
Coded instances of identifying key words in the passage usually involved the 
participant making remarks about words in the passage that were the same as, or 
very similar, to words in the test task or response alternatives. 
((points at "Sorbonne")) Yea, it is mentioned in paragraph 3 here. 
(S2024, inference item 1) 
 
and “these are not single individual plant … and symbiotic 
combination of-“ okay. So, ((puts a rectangle around “alga and 
fungus”)) I’ve got the key words, like the two subjects. (S2016, 
inference item 2) 
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There were two main cases in which this behaviour was coded: when participants 
identified key words at the end of a successful scanning process; and when the 
participant identifies the key words as they are reading carefully. 
 
The participants identified key words in the passage in only 19 of the 72 protocols 
(26.4%), but it was a behaviour prone to occurring multiple times in a single protocol. 
Identifying key words in a passage as a result of scanning behaviour only occurred in 
7 of those 19 protocols. The words most often identified can be seen in Table 6-3. 
Almost all of the identified key words were words from the task statement, rather 
than the response alternatives. 
 
Table 6-3 
Key Words Identified in the Verbal Protocols 
Inference item Key words 
1 Sorbonne, sister 
2 lichen, algae, symbiotic, fungi, Sun's energy 
3 - 
4 stencil, spray by mouth 
5 self-as-subject 
6 instrumental ties, competitors 
 
 
Analysis of the key word identification behaviour reveals that there is a strong 
negative correlation between key word identification at the end of scanning and both 
response accuracy and inference-making. Overall, protocols with key word 
identification had only a slight negative correlation with response accuracy (0.632, -
0.049, n=19) and inference-making (0.368, -0.132, n=19). This 19-protocol subset 
was further divided into subsets based on whether scanning behaviour was involved 
in the key word identification. The scanning subset most strongly negatively 
correlated with response accuracy (0.286, -0.395, n=7) and inference-making (0.143, 
-0.357, n=7). The proposed MIP does not expect a relationship between the type of 
reading used to find the key information and inference-making, yet these findings 
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show another expeditious reading behaviour negatively correlating with inference-
making. 
 
6.5.4 Selective reading 
Another strategy available to readers in a university context is selective reading11, 
where they choose a small portion of the text to carefully read (Khalifa & Weir, 2009, 
p. 58). Deciding on which portion of the text to read stems from the purpose of 
reading, and generally involves a process of deciding what information to look for 
based on the reading purpose, scanning for that information, identifying key words in 
the text, and then selecting the surrounding text for careful reading. In the verbal 
protocols, instances of careful reading of a small portion of text following scanning 
were coded as selective reading. When selective reading constitutes careful reading 
of the item's key information, it is considered to be essential for making the target 
inference, and thus conforms to the proposed MIP. It differs from non-selective 
careful reading of the key information in that only the key information sentence is 
read, whereas test takers not reading selectively will carefully read the sentences 
before and after the key information, if not the whole paragraph.  
 
Selective reading was not very common, appearing in 9 (12.5%) protocols. Three of 
those instances of selective reading came at the end of deliberate scanning. 
Uhm, Sorbonne.  ((scans reading passage)) What is this? Aha. 
((points at "Sorbonne")) "In 1891 this promise was fulfilled and Marie 
went to Paris and began to study at the Sorbonne" (S2022, inference 
item 1). 
The remaining six protocols were from Tasks 2, 4 and 6, which have single-
paragraph passages, meaning that the selective reading behaviour occurred after a 
searching glance across the paragraph rather than a bonafide scanning process. 
“These are not single individual plants;” Here we go. “a symbiotic 
combination of an alga and a fungus.” Now reading more closely. 
																																																						
11 More commonly called search reading in the literature, but here the code is called 
selective reading to focus on the last part of search reading: the careful reading of a 
selected portion of the text. 
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Um, from “The algae capture the Sun's energy by photosynthesis 
and store it in organic molecules” (S2001, inference item 2) 
 
 
Selective reading negatively correlated with both response accuracy (0.444, -0,237, 
n=9) and inference-making (0.222, -0.278, n=9). Again, these findings were not 
expected by the proposed MIP.  
 
6.5.5 Reading for Gist 
University students might sometimes read for gist, meaning that they will quickly 
read a text to extract its gist, topic, or main ideas. This can either be done at the local 
level, extracting the gist from a sentence or two, or even a whole paragraph, or at the 
global level, where readers quickly read a text to get an idea of what the whole text is 
generally about. In the protocols, these behaviours were coded as reading for gist - 
paragraph or reading for gist - global. According to the proposed MIP for inference 
items, gist reading of key information would likely preclude test takers from making 
the target inference because they do not incorporate the key information into their 
mental representations of the text. Gist reading of non-key information, however, 
does not prevent test takers from making the target inference. 
 
There was very little gist reading at the paragraph level in the 72 protocols. Only six 
protocols (8.3%) had paragraph-level gist reading, and Inference item 3, which 
seemed most conducive to gist reading, had no instances of it at all. Most of the 
paragraph-level gist reading was spent reading paragraphs that did not contain the 
key information, with the reader trying to build some context around the key 
information. 
(looks at reading passage)) Uhm, from ((circles "Marie Curie")) first 
paragraph, Marie Curie and some personal information, "with her 
husband" (underlines "her husband")) and she got a, uh, Nobel 
((underlines "Nobel Prize")) Prize. So, it's about her accomplishment 
((glances at answer sheet)) (S2016, inference item 1) 
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There was slightly more gist reading at the global level, with 14 (19.4%) protocols 
containing some form of global gist reading behaviour. Almost all instances of this 
behaviour were quick reads of the passage title. 
It's about "Young children's sense of identity" It's about like cognition 
and things like that (S2013, inference item 5). 
 
A combined analysis of the two gist reading behaviours shows that gist reading had 
a strong positive correlation with answering correctly (0.900, +0.219, n=20), and a 
moderate positive correlation with making the target inference (0.600, +0.100, n=20). 
This concords with the MIP, as the participants did not gist read the key information. 
Instead, they performed gist reading early in the protocols, which aided in schema 
activation. They also used gist reading to flesh out the context around the key 
information without having to develop a coherent text representation of the whole 
passage. Given the high accuracy ratio, and relatively high inference-making ratio, 
this seems to be a useful reading strategy for the participants of this research. In 
fact, gist reading was the only expeditious reading behaviour to positively correlate 
with response accuracy and inference-making. The difference between gist reading 
and the other expeditious reading behaviours is that gist reading adds to the test 
taker's mental representation of the text, whereas the other behaviours are designed 
to help the test taker to form the smallest text representation needed to answer 
correctly. In other words, with the exception of gist reading, most expeditious reading 
behaviours aim to minimise the amount of reading the test taker does. 
 
6.6 Reading Key Information and Choosing an Answer 
This section examines the behaviours performed as the verbal protocol participants 
read the item's key information, made the target inference and subsequently 
selected a response alternative as their answer. The first behaviour examined is 
sequence in which the participants paid attention to the various components of the 
test items. Then the manner in which the participants compared their understanding 
of the key information with their understanding of the response alternatives is 
analysed. Finally, this section examines the test-taking strategy of eliminating 
response alternatives. All of these behaviours will analysed in terms of their 
relationship with response accuracy and inference-making. 
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6.6.1 Reading Sequence 
Inference items consist of numerous components, including the task statement, task 
question, response alternatives and the reading passage. Test takers can only 
attend to one of these components at a time. The reading sequence group of 
behaviours contains behaviours relating to the order in which the participant attends 
to these components. According to the proposed MIP, after finding the key 
information, proficient readers and inference-makers read and understand the key 
information and make the target inference. The proposition generated by the 
inference is be incorporated into the test taker's mental representation of the text. 
Later, when considering the response alternatives for the first time, the test taker 
draws on this propositional knowledge in the text representation to immediately 
identify a response alternative as the correct answer. 
 
Re-reading 
Re-reading portions of the text was a common behaviour across the 72 protocols. 
There were 101 instances of re-reading. This means that, on average, each 
participant re-read at least one portion of the text while responding to each test item. 
Re-reads were coded when the participant had read through all or most of the text 
before returning to portions of the text to re-read them, usually after having read 
through and considered the response alternatives and being unable to decide on an 
answer. Excluded were instances of immediately re-reading a sentence after having 
failed to understand it the first time. The prevalence of re-reads suggests that in most 
protocols, the target inference was not made during the first read-through of the 
passage in most protocols. 
 
There were, however, 17 protocols (23.6%) where the participant chose their answer 
without re-reading any of the passage, suggesting that they had made the target 
inference in-line, or not made the target inference at all (see Table 6-4). In 
comparison to protocols with re-reading, protocols without re-reading resulted in 
more accurate responses (0.765, +0.084, n=17) and more participants produced the 
target inference while responding to the item (0.647, +0.147, n=17). This increase in 
inference-making in protocols with no re-reading suggests that test takers who 
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conform to the MIP are more likely to make the target inference. Conversely, less-
proficient test takers who needed to re-read portions of the passage, or those that 
returned to re-read portions of the passage after looking at the response alternatives, 
were less likely to make the target inference. 
 
Table 6-4 
Relationship Between Re-reading a Portion of the Passage, Response Accuracy, 
and Target Inference-making 
Case Protocols with re-
reading (n=55) 
Protocols without re-
reading (n=17) 
Correct 36 (66%) 13 (77%) 
Correct AND target inference 23 (42%) 10 (59%) 
Correct BUT no target inference 5 (9%) 1 (6%) 
Correct, target inference unclear 8 (15%) 2 (12%) 
Incorrect 19 (34%) 4 (23%) 
Incorrect BUT target inference 2 (3%) 1 (6%) 
Incorrect AND no target 
inference 
16 (29%) 3 (17%) 
Incorrect, target inference 
unclear 
1 (2%) 0 (0.0%) 
 
Consideration of the Response Alternatives 
The MIP proposes that test takers only read and consider the response alternatives 
after they have read the passage and made the target inference. Reading the 
response alternatives prior to making the target inference introduces information that 
would not be present in real-world reading contexts, and makes it possible for test 
takers to perform premise-matching instead of inference generation. However, it is 
well known that many test takers read the response alternatives both before and 
while they read the passage. The latter behaviour was coded as consideration of the 
response alternatives12.  
																																																						
12 The reading and consideration of response alternatives immediately prior to the 
selection of a final answer was not coded as "consideration of response 
alternatives". The code was not applied to any Inference item or Inference item 5 
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((looks at answer sheet)) "It can be inferred from paragraph 1 that 
even- even when paint- " Oh, even! "…  when paint was sprayed by 
mouth to make a hand stencil" "there was no way to know-" There 
was. ((nods)) "the stencil- the stencilled hand was … dominant-" 
Uhm, probably C, ((places point of pen to the right of RA-C, but 
doesn't write anything)) but let's see (S2017, inference item 4). 
	
The participants did not follow the MIP in most of the 72 protocols, but this had no 
detectible relationship with response accuracy and target inference making. There 
were only 16 protocols (22.2%) that were completed without any response 
alternative consideration. 66.7% of the protocols with response alternative 
consideration had accurate responses (0.667, -0.014, n=54), almost exactly the 
same as the accuracy ratio for the 72 protocols overall. Similarly, there was almost 
no difference between target inference-making in the response alternative 
consideration protocol subset (0.518, +0.018, n=54) and all 72 protocols. The key 
information analysis, however, cannot distinguish between in-line inference 
generation and premise-matching. Premise matching was a possibility on the 54 
protocols with response alternative consideration, because the participants were 
reading the passage after seeing the item’s key.  
 
6.6.2 Mediation between Reading Passage and Response 
Alternatives 
One critical behaviour test takers perform when responding to a selected-response 
reading test item is to identify a match (or lack thereof) between a portion of the 
reading passage and a response alternative. For the purpose of protocol coding, this 
research calls this mediation, because participants were required to mediate 
between the wording of the passage and the wording of the response alternative to 
see if there is a match or not. Participants following the proposed MIP for inference 
items would only read the response alternatives after having read the passage and 
generated the target inference. They would recognise distractors immediately upon 
reading them because they do not match their mental representation of the text. 
																																																						
protocols, because those item's response alternatives were true, false and not given, 
and the paragraphs in the passage. 
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Similarly, the item's key (the correct answer) would be identified immediately upon 
reading it because it would match the inference that was generated earlier and 
added to the text representation. As such, each of the mediation behaviours below 
was sub-coded as either being based on the participant's text representation 
(representation-based) or reliant on the participant's re-reading of the passage 
(passage-based). Text representation-based mediation behaviours conform to the 
proposed MIP, whereas passaged-based mediation behaviours do not. Each 
instance of mediation behaviour was also coded as being accurate or inaccurate, 
vis-à-vis answering the item correctly. 
 
Identifying Possible Answers 
When a participant read a response alternative and mentioned that it could be the 
correct answer, the behaviour was coded as identifying possible answers. Identifying 
possible answers was a common behaviour, with participants identifying possible 
answers 54 times in total, on 41 of the protocols. There were slightly more possible 
answer identifications made by referring back to the passage (30 instances, on 25 
protocols), than those made by relying on the participants' mental representations of 
the text (24 instances, on 20 protocols).  
 
Comparing the response accuracy and inference-making of protocols with passage-
based and representation-based identification of possible answers reveals that the 
latter were more likely to answer the item correctly. As can be seen in Table 6-5, 
protocols with representation-based identifications answered correctly (0.850, 
+0.169, n=20) more often than those with passage-based identifications (0.720, 
+0.039, n=25). Text representation-based identifications of possible answers were 
positively correlated with making the target inference (0.650, +0.150, n=20), whereas 
passage-based identifications had no detectible relationship (0.520, +0.020, n=25). 
When comparing these results, however, it must be recognised that four protocols 
had both passage-based and representation-based identification of possible 
answers. Nevertheless, these results suggest that there is a positive correlation 
between representation-based possible answer identification and both making the 
target inference and answering the item correctly. Thus, participants who conformed 
to the MIP and identified possible answers based on their text representation, rather 
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than returning to the passage, were more likely to make the target inference and 
answer the item correctly. 
 
Table 6-5 
Relationship Between Reading Passage- and Text Representation-based 
Identifications of Possible Answers, and Target Inference-making 
Case Protocols with 
passage-based 
identifications (n=25) 
Protocols with 
representation-based 
identifications (n=20) 
Correct 18 (72%) 17 (85%) 
Correct AND target inference 12 (48%) 12 (60%) 
Correct BUT no target inference 3 (12%) 1 (5%) 
Correct, target inference unclear 3 (12%) 4 (20%) 
Incorrect 7 (28%) 3 (15%) 
Incorrect BUT target inference 1 (4%) 1 (5%) 
Incorrect AND no target 
inference 
6 (24%) 2 (10%) 
Incorrect, target inference 
unclear 
0 (0%) 0 (0%) 
 
 
Eliminating Response Alternatives 
Another mediation behaviour is eliminating response alternatives as possible 
answers. When participants declared (or wrote) that a response alternative was not 
the correct answer, and thus ruling it out as an option to choose from, this behaviour 
was coded as ruling out response alternatives. This behaviour was very common, 
being performed on 50 of the 72 protocols, with 143 instances in total. Response 
alternative elimination is also analysed later in this chapter, but this section focuses 
on the manner in which these eliminations were made. Participants adhering to the 
proposed MIP would eliminate response alternatives without referring back to the 
passage, making the elimination based on their mental representation of the text.  
"Instrumental ties require as much emotional-" No, ((puts x after RA-
B)) it's about benefit. "Instrumental ties involve [secure], love-" Not- 
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((puts x after RA-C)) "Instrumental ties should be expected-" Hmm, 
no. ((puts x after RA-D)) (S2032, inference item 6) 
This would include the target inference they had made earlier while reading the 
passage. Text-representation-based elimination, which occurred on 40 protocols, 
was more common than passage-based elimination, which occurred on 29 protocols. 
Nineteen of the protocols had instances of both representation- and passage-based 
elimination, meaning that only 21 of the 50 protocols contained elimination behaviour 
that strictly conformed to the MIP.  
 
An analysis of response accuracy and target inference-making, whose results are 
shown in Table 6-6, reveals a negative correlation with passage-based elimination, 
and a positive correlation with protocols that had no elimination behaviour at all. 
Protocols with no elimination behaviour had above average response accuracy 
(0.773, +0.092, n=22), and these participants were far more likely to make the target 
inference (0.636, +0.136, n=22). Protocols with passage-based elimination 
behaviour were well below average, both for response accuracy (0.586, -0.095, 
n=29) and inference-making (0.413, -0.087, n=29). Protocols with representation-
based elimination behaviour did not deviate far from the average, for both response 
accuracy (0.700, +0.019, n=40) and inference-making (0.525, +0.025, n=40). 
 
Table 6-6 
Relationship Between Reading Passage- and Text Representation-based Response 
Alternative Elimination, and Target Inference-making 
Case Protocols with 
passage-based 
eliminations 
(n=29) 
Protocols with 
representation-
based eliminations 
(n=40)  
Protocols with no 
eliminations (n=22) 
Correct 
 
17 (59%) 28 (70%) 17 (77%) 
Correct AND 
target inference 
 
9 (31.0%) 19 (47%) 14 (64%) 
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Correct BUT no 
target inference 
 
2 (7%) 3 (8%) 1 (4%) 
Correct, target 
inference 
unclear 
 
6 (21%) 6 (15.0%) 2 (9%) 
Incorrect 
 
12 (41%) 12 (30%) 5 (23%) 
Incorrect BUT 
target inference 
 
3 (10%) 2 (5%) 0 (0%) 
Incorrect AND 
no target 
inference 
 
9 (31%) 9 (22%)  5 (23%) 
Incorrect, target 
inference 
unclear 
0 (0%) 1 (3%) 0 (0%) 
 
Overall, these results suggest that participants who adhered to the proposed MIP 
were more likely to make the target inference. Both protocols with no elimination 
behaviour and representation-based elimination behaviour conformed to the MIP 
because the participants made their decisions without referring back to the passage, 
drawing on their text representation instead. Both of these protocol subsets had 
more inference-making than the protocols with passage-based elimination 
behaviour. 
 
6.6.3 Rationales 
The participants' stated reasons for choosing their answer provide another 
perspective from which to analyse inference-making and answer selection 
behaviour. Each of the 72 protocols was coded in one of four ways. Protocols were 
coded as identifies a response alternative as a conclusion from the text when the 
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participant's explanation for choosing a response alternative was based on what they 
understood from the reading passage. 
So, yeah, so, with uhm paragraph 2 and paragraph 3, I know that, 
((looks at answer sheet)) Yes, that {task statement} is true, that 
"Marie was able to attend the Sorbonne because of her sister's 
financial contribution." ((looks at reading passage)) Because she- 
Marie supported her sister first, and then her sister supported Marie 
at the end. ((looks at answer sheet)) So I would say, true ((writes 
True as answer)) (S2028, inference item 1). 
	
Test takers who have followed the MIP and made the inference while they read 
should be able to identify the item's key based on their understanding of the reading 
passage, including the proposition that the inference added to their text 
representation, so identifies a response alternative as a conclusion from the text 
concords with the behaviour expected by the MIP.  
 
When a participant stated that they chose a response alternative because words in 
the response alternative semantically matched words in the reading passage, the 
protocol was coded as matches a response alternative to a portion of the text.  
((looks at reading passage)) I think, from what I read on paragraph E, 
I can conclude that, uh, three ((writes iii as the answer)) is the 
answer because ((looks and points at reading passage)) it's 
mentioned about interpreting, yeah, what I read here (S2026, 
inference item 3). 
If a participant mentioned that they chose their answer because it was the only one 
not yet eliminated, the code eliminates all other response alternatives was applied13. 
So, the remaining answer is option A ((writes A as answer)) (S2012, 
inference item 6). 
Finally, the code no rationale was applied to instances of the participant selecting a 
response alternative without explaining why. In cases where the participant gave two 
rationales, the rationale stated closest in time to selecting the answer was coded.  
																																																						
13 Note that this treatment of response alternative elimination differs from earlier 
treatments, which looked at how individual response alternatives were eliminated, or 
how many response alternatives were eliminated.  
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The most common rationale, by a large margin, was identifying a response 
alternative as a conclusion from the text, with participants on 46 (63.9%) protocols 
expressing some kind of conclusion. This was followed by semantic matching (13 
protocols) and response alternative elimination (11 protocols). There were only two 
protocols where the participant did not state a reason for selecting their chosen 
answer. This suggests that nearly two thirds of the participants selected their answer 
in a manner consistent with the proposed MIP. Nearly a third, however, based their 
selection on something other than understanding the key information and making the 
target inference. Given that the selected-response test format enables them to 
answer correctly regardless, that is a large pool of potential disjunctive outcomes. 
 
Identifies a conclusion was the only rationale to have a positive correlation with 
response accuracy (0.761, +0.080, n=46) and inference-making (0.674, +0.174, 
n=46). Response alternative elimination strongly negatively correlated with response 
accuracy (0.455, -0.226, n=11) and inference making (0.273, -0.227, n=11), 
suggesting it was a preferred back-up strategy for participants unable to understand 
the passage and make the target inference. Semantic matching represents an 
interesting finding. It was very negatively correlated with inference-making (0.154, -
0.346, n=13), yet its response accuracy was only marginally below the average for 
the 72 protocols (0.615, -0.066, n=13). Quite a few participants were able to guess 
the correct answer by finding similar words in the passage and response 
alternatives, rather than by making the target inference. 
 
6.6.4 Response Alternative Elimination as a Test-Taking Strategy - 
RA Elimination 
One very common test-taking strategy is to eliminate response alternatives to narrow 
the range of choices the test taker has to choose from. Taken to the extreme, the 
test taker chooses a response alternative because it is the only one that has not 
been eliminated, rather than a choice based on an understanding of the reading 
passage and the response alternative itself. This behaviour was coded as complete 
elimination. However, one of the core assumptions of the proposed MIP is that 
strong test takers will have read the passage and made the target inference by the 
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time they begin to look through the response alternatives. The inference will already 
be part of their mental representation of the text, so test takers can identify the 
correct response alternative immediately upon reading it. There is no need for a 
deliberate strategy of response alternative elimination; complete elimination 
represents a deviation from the MIP as proposed. When a participant completed a 
protocol without verbally mentioning the elimination of a response alternative, this 
was coded as no elimination and is considered to conform with the MIP. Protocols 
where some response alternatives, but not all but one of them, were eliminated were 
coded as partial elimination. Whether partial elimination deviates from the MIP or not 
depends on the manner in which the eliminations were made, but that is not 
analysed in this section. Although response alternative elimination has been 
analysed earlier in this chapter, this section focuses on the number of eliminations in 
each protocol, and its relationship with response accuracy and inference making. 
 
The most common elimination behaviour was partial elimination, followed by 
complete elimination, with no elimination being the least common behaviour. No 
elimination behaviour occurred on 17 of the 72 protocols, but a large portion of these 
were Inference item 1 protocols. Inference item 1's response alternatives were 
TRUE, FALSE, and NOT GIVEN, which are not suitable for response alternative 
elimination14. Removing Inference item 1 protocols from the analysis, no elimination 
behaviour was performed on only 12 protocols (19.7%), meaning that only a minority 
of participants followed the MIP in how they selected their answers. However, partial 
elimination behaviour cannot be compared to the MIP without also analysing other 
behaviours surrounding the partial elimination behaviour, so it is possible that some 
of the partial elimination protocols also followed the MIP. This is a potential avenue 
for future research. 
 
The correct response rate and target inference-making results show that protocols 
with no response alternative elimination performed much better than protocols with 
partial or complete response elimination. As can be seen in Table 6-7, protocols with 
																																																						
14 TRUE/FALSE/NOT GIVEN items do not have sentence-length response 
alternatives, which means that the usual elimination strategy cannot be applied, 
which is to read response alternatives and rule them out based on the propositions 
contained within them.  
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no elimination had moderate, positive correlations with both response accuracy 
(0.773, +0.092, n=22) and target inference-making (0.636, +0.136, n=22). Protocols 
with partial elimination behaviour had no detectible relationship with response 
accuracy (0.667, -0.014, n=33) and inference-making (0.485, -0.015, n=33). There 
was a moderate negative correlation between participants choosing an answer by 
eliminating all but one response alternative and response accuracy (0.588, -0.093, 
n=17) and inference-making (0.353, -0.147, n=17). 
 
Table 6-7 
Relationship Between Response Alternative Elimination Strategies and Target 
Inference-making 
Case Protocols with 
complete 
elimination (n=17) 
Protocols with 
partial elimination 
(n=33) 
Protocols with no 
elimination (n=22) 
Correct 
 
10 (59%) 22 (67%) 17 (77%) 
Correct AND 
target inference 
 
5 (29%) 14 (43%) 14 (63%) 
Correct BUT no 
target inference 
 
1 (6%) 4 (12%) 1 (5%) 
Correct, target 
inference 
unclear 
 
4 (24%) 4 (12%) 2 (9%) 
Incorrect 
 
7 (41%) 11 (33%) 5 (23%) 
Incorrect BUT 
target inference 
 
1 (6%) 2 (6%) 0 (0%) 
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Incorrect AND 
no target 
inference 
 
5 (29%) 9 (27%) 5 (23%) 
Incorrect, target 
inference 
unclear 
1 (6%) 0 (0%) 0 (0%) 
 
 
6.7 Findings 
This chapter rests upon several assumptions. EAP tests make assessments about 
test takers' inference-making abilities based on their responses to inference items. 
For this assessment to be valid, this chapter assumes that the test taker needs to 
choose the correct answer because they had the ability to make the item's target 
inference, and not for any other reason. Likewise, a test taker should choose the 
wrong answer when their inference-making ability is not good enough, and not for 
any other reason. Another assumption is that a test taker first needs to read and 
understand an inference's prerequisite information in order to make that inference. If 
the test taker answers without first understanding the prerequisite information, then 
the accuracy of their chosen answer reveals nothing about their inference-making 
ability. Thus, inference items need to promote the reading and comprehension of the 
key information. The manner in which this key information is located, read, and 
integrated into the test taker's mental representation of the text should also, as much 
as possible, mirror reading behaviours performed in real-world academic reading 
contexts. 
 
The model of ideal performance represents a set of reading behaviours that both 
encourages test takers to read and understand the key information, and to read and 
make inferences in a manner that is as similar as possible to reading and inference-
making in the real world. The behaviour performed by participants in the verbal 
protocols was analysed to see how much it conformed to or deviated from the MIP, 
and what relationship this had with answering correctly and/or making the target 
inference. 
 162 
 
At the start of each protocol, a majority of the participants deviated from the MIP by 
reading response alternatives prior to reading the passage, where possible. Those 
that did not read the response alternatives prior to the reading passage were slightly 
more likely to make the target inference. The correlation itself was not strong 
enough, however, to suggest that item writers and test developers should consider 
designing inference items that discourage test takers from reading response 
alternatives beforehand. These findings, however, indicate that many test takers 
respond to inference items in a way that facilitates premise-matching. Premise 
matching is a process of finding propositions in the reading passage that stand as 
premises for the conclusion expressed in the item's key. This differs from the real-
world cognitive process of generating an inference from the premises in the text. The 
key information analysis procedure cannot distinguish between these two cognitive 
processes. Therefore, further research is needed to determine the extent to which 
test takers perform premise-matching.  
 
The analysis also found a relationship between inference-making and the manner in 
which participants read to find key information. The MIP does not specify how test 
takers find key information: as long as the key information is found and carefully 
read, the inference can be made. Nevertheless, this chapter analysed the interaction 
between using expeditious reading to find the key information and inference-making. 
When reading the passage to find the key information, participants who performed 
expeditious reading behaviours - scanning in particular - were less likely to both 
make the target inference and answer correctly.  Some of this finding can be 
explained by poor performance of expeditious reading, where the participants 
skipped over the key information altogether. Thus, while the MIP accommodates 
expeditious reading as an optional tool for test takers to use to find key information 
more quickly, there is an increased danger of test takers missing the key information 
if they read expeditiously. This danger was evident in several of the verbal protocols.  
 
When reading the key information and choosing an answer, most of the behaviours 
showed a correlation between conforming to the MIP and making the target 
inference. Behaviours where the participant alternated their attention back and forth 
between response alternatives and reading passage were negatively correlated with 
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inference-making. The implications of these findings are discussed in chapter 8. It is 
also worth noting that many of the behaviours observed in the verbal protocols, such 
as premise-matching, concord with the research into test taker strategies, which 
indicate that test takers are always looking for ways to make it easier to answer 
correctly (see, for example, Wu, Chen, & Stone, 2018). 
 
6.8 Summary and Conclusion 
Overall, this chapter has shown the MIP to potentially be useful for inference item 
writers and reading comprehension test designers, but it is still in need of refinement. 
This research has been a small-scale preliminary study and for any future research 
to have generalizable results it will need to be conducted with more participants, on 
more inference items. Questions remain about the interplay between a) reading 
response alternatives prior to reading the passage, b) response alternative 
elimination, and c) target inference-making. This chapter has also shown that 
premise-matching is a behaviour that test takers can perform, but it remains to be 
shown that they do perform premise-matching, and what that means for test validity. 
Another unanswered question revolves around the interaction between different 
inference item task types and test taker inference-making behaviour. In the next 
chapter, I work with the existing verbal protocol data to address this question, 
comparing the various test task types to see if there are relationships between other 
task characteristics, inference-making, and response accuracy. 
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7 Inference Items and Test Taker Behaviour: 
Comparing Test Tasks 
7.1 Introduction 
This chapter explores how different types of test task interact with test taker 
inference-making behaviour. It looks at how different types of test tasks elicit 
different behaviours from test takers, and compares the behaviours observed in the 
verbal protocols to the models of ideal performance (MIP) for each test task. 
Chapter 5 described how 72 verbal protocols were collected from ESL participants 
as they attempted to answer 6 inference items. These protocols were analysed in 
two ways: the participants' behaviours were coded; and the key information analysis 
procedure was used to ascertain whether the participants were making inferences or 
not. A model of ideal performance (MIP) was described in Chapter 6 as a set of 
behaviours that would most closely resemble the behaviours performed in the real-
world target language use context, if performed by test takers when responding to a 
test item (Storey, 1997). The MIP for inference items describes test taker behaviours 
for inference items in general, but each inference item has its own specific details 
that can be added to this MIP, creating unique instances of the MIP for each 
inference item. This chapter adds these details for each of the six inference items 
used in the verbal protocols, and then compares those MIP instances to the results 
of the behaviour coding and key information analyses. 
 
These MIP instances provide a potentially useful framework for exploring the 
cognitive validity of inference items. Cognitive validity is the extent to which reading 
test items "elicit the cognitive processing involved in target reading contexts beyond 
the test itself" (Khalifa & Weir, 2009, p. 32). To this end, there are two key 
requirements for test items. First, the cognitive processes required to complete the 
test tasks must be appropriate, and secondly should be the same as those used 
when performing the task in a ‘real-world’ context (O'Sullivan & Weir, 2011). 
The MIPs embody assumptions that address these requirements. By comparing the 
MIPs to the actual behaviour performed by test takers in the verbal protocols, we can 
see how reality differs - or is similar to - the theoretical predictions (Storey, 1997). 
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There were four test task types within the six inference items used for the verbal 
protocols, and this chapter examines each of these task types in turn. Detailed 
descriptions of the tasks will be provided below as part of each MIP instance. 
Table 7-1 lists the four task types and how their distribution across the six inference 
items and 72 verbal protocols. 
 
Table 7-1 
Inference Item Task Types Used in the Verbal Protocols 
Task type Inference 
item 
Protocols 
produced 
Source 
test 
Question and answer, with four response 
alternatives 
 
 
Item 2 12 TOEFL 
iBT 
Item 4 13 TOEFL 
iBT 
Item 6 11 TOEFL 
iBT 
Statement verification, with three response 
alternatives (true, false, or not given) 
 
Item 1 11 IELTS 
Match heading to a paragraph, with seven 
response alternatives 
 
Item 3 13 IELTS 
Match paragraph to statement, with four 
response alternatives 
Item 5 12 IELTS 
 
The chapter begins by explaining the kinds of details added to the MIP for each 
inference item, and then it analyses each of these task types in turn. These analyses 
begin with a description of the task and the item-specific MIP details. Then the 
results of the key information analyses are compared to the MIPs, followed by a 
comparison of the coded verbal protocol behaviour and the MIPs. Each test task 
type section concludes with an analysis of the protocols with disjunctive outcomes, 
that is, when inference-making and item response do not align. 
 
Chapter 7 uses the same notation devices as chapter 6, with one addition. In 
chapter 6, protocol subsets were created, based on the behaviours performed in the 
protocols. The inference-making and response accuracy ratios were calculated for 
each subset, and these subset ratios were compared to those of the 72 protocols 
overall. Three sets of figures were used to show these results, as exemplified below: 
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(0.727, +0.227, n=11) 
The first figure is the inference-making or response accuracy ratio. The second 
figure is the difference between the subset ratio and the overall ratio15. The third 
figure is the number of protocols in the subset. Chapter 7 uses these same notation 
devices, but also creates subsets based on task type.  
 
7.2 Item-specific MIP Details 
In this chapter, details specific to each of the six inference items are added to the 
MIP for inference items defined in chapter 6. These details consist of the following 
categories, each of which is explained below: 
• the key's component propositions; 
• the item's key information; 
• the degree of satisficing needed, and; 
• the cognitive processes needed to satisfy each component 
proposition.  
 
The MIP for inference items represents a set of behaviours that test takers are 
anticipated to perform while responding to an inference item. These behaviours are 
considered to be as close as possible to reading and inference-making in the real-
world target language use context. This MIP is built on two assumptions. First, an 
inference is a conclusion drawn from two or premises, so test takers can only make 
the target inference if they are aware of and understand those premises. If they do 
not first read and understand those premises in the reading passage, then they 
cannot perform the item's intended inference-making behaviour, regardless of their 
inference-making ability. 
 
The MIP also assumes a difference between these two behaviours:  
1. test takers generating an inference inline as they read the premises in 
the text, and; 
																																																						
15 For the 72 protocols overall, the inference-making ratio was 0.500, meaning that 
the participants made the target inference in exactly half of the 72 protocols. The 
response accuracy was 0.681, meaning that overall the participants found these 
items to be relatively easy. 
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2. test takers reading the inference in the test item's task statement or 
response alternative, and then identifying the propositions in the 
reading passage that act as premises for the inference. 
The former behaviour, inline inference generation, is similar to inference-making in 
non-testing contexts. Readers read two (or more) propositions in a text16 - the 
premises -  and add those propositions to their mental representations of the text. 
Then they generate another proposition - the inference - which is also added to the 
text representation. The latter behaviour, premise-matching, is considered to be a 
deviation from real-world inference-making because the testing context gives the test 
taker the inference, rather than requiring the test taker to generate the inference. 
Note that the key information analysis procedure cannot necessarily distinguish 
between inline inference generation and premise-matching. 
 
Based on these assumptions, the MIP for inference items - as detailed in chapter 6 - 
contains the following test taker behaviours. Test takers begin by reading the item's 
task statement and/or question, without reading the item's response alternatives. 
Then they read the reading passage until they have read and understood the target 
inference's premises, also known as prerequisite information or key information. At 
this point, they generate the inference and incorporate it into their text 
representations. When they have finished reading, they turn their attention to the 
item's test task and response alternatives. They work through the response 
alternatives until they find one that matches the inference they made earlier. From 
this general outline of test taker behaviour, specific details can be added for each 
inference item. 
 
The first kind of detail is called component propositions. An inference item's target 
inference, as it is written as a task statement or item key, usually consists of several 
component propositions (see Koda, 2005, for a similar treatment). The task 
statements, questions and keys have multiple propositions embedded within them, 
and test takers need to address each of these propositions. For example, the item 
key 'Bob smiled because of the child's performance' requires the test taker to 
																																																						
16 These propositions can also come from outside the text, from the reader's external 
knowledge of the world.  
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establish that a) Bob smiled, that b) there was a performance by a child, and that c) 
there was a causal relationship between the performance and Bob's smile.  
 
The second detail concerns the reading cognitive processes required to establish the 
veracity of each of these component propositions, vis-à-vis the reading passage. 
Some of these propositions may be explicit in the passage and thus require lower-
level cognitive processes such as syntactic parsing and lexical access. Some may 
require the test taker to mediate between the wording of the component proposition 
and the wording of the passage using cognitive processes such as recognising 
synonymy or anaphoric resolution. Some will require inference-making, and some 
may even require the test taker to draw on knowledge external to the text. 
 
Another detail is the degree of satisficing test takers are anticipated to perform. As 
noted at the outset, satisficing is a human behaviour that yields a 'good enough' 
decision when the optimal decision is unavailable or impractical (Simon, 1981). 
Saticficing in reading results in readers forming text representations that are not 
perfect but 'good enough' given the purpose for reading (Ferreira et al., 2002; 
Ferreira & Patson, 2007).  When this concept of satisficing is applied to inference 
items, it asks how many of the component propositions the test taker needs to 
establish as true, vis-à-vis the reading passage, before they can confidently answer 
the test item. Satisficing was identified in section 4.6.3 as a source of confusion for 
item writers classifying inference items. Satisficing's inclusion here is an MIP 
instance detail as an attempt to address that confusion. Throughout this chapter, the 
term establish is used to describe the process of reading the passage and 
determining a proposition to be true, vis-à-vis the passage. 
 
The MIP for inference items assumes that satisficing, or not establishing all 
component propositions as true, is a deviation from ideal performance, because it 
allows test takers to circumvent inference-making. To continue the example from the 
previous paragraph, after reading the test passage a test taker might know that a) 
Bob smiled, and that b) something caused Bob to smile, but they do not know that c) 
there was a performance by a child. In a case like this, it is quite likely the test taker 
would satisfice and select 'Bob smiled because of the child's performance' as their 
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answer, and be reasonably confident that they had selected the correct answer, 
despite not establishing component proposition c) by making an inference.  
 
The item's key information is another detail that is included in each item-specific 
instance of the MIP for inference items. These are the sentences or propositions in 
the reading passage that stand as the inference's premises. The test taker cannot 
make the target inference without first understanding the key information, so it is also 
referred to as prerequisite information. Note that while only two or three propositions 
in the reading passage are usually labelled as key information, these key information 
propositions sometimes cannot be fully understood without reading the propositions 
surrounding them. For example, if a key information sentence requires anaphoric 
resolution, the test taker will need to read the previous sentences to identify the 
anaphoric referent.  
 
7.3 Statement Verification Tasks (Inference Item 1) 
7.3.1 Task Description & Model of Ideal Performance 
Inference item 1 (Cambridge English, 2013) is an IELTS item with a 3-paragraph 
reading passage about Marie Curie. It requires the test taker to decide if a statement 
is true or false depending on the information given in the passage, or whether 
information pertaining to the statement is not given at all. In this respect, Inference 
item 1 could be considered a three-option multiple-choice task, but with the response 
alternatives lacking any content apart from 'true', 'false' and 'not given'. The task 
statement is: 
"Marie was able to attend the Sorbonne because of her sister's 
financial contribution." 
 
The correct answer is 'true', but the task statement has three component 
propositions (CP): 
CP1. Marie attended the Sorbonne. 
CP2. Marie's sister helped Marie attend the Sorbonne. 
CP3. Marie's sister's help was financial in nature. 
The truth of CP1 can be established by reading the key information 
"Marie went to Paris and began to study at the Sorbonne (the 
University of Paris)." 
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and recognising semantic entailment (Miller & Fellbaum, 1991) as the mediating 
cognitive process. CP2 can also be established without the need for an inference, by 
reading the key information and performing some anaphoric resolution. 
"From her [Marie's] earnings she was able to finance her sister 
Bronia's medical studies in Paris, on the understanding that Bronia 
would, in turn, later help her to get an education. 
In 1891 this promise was fulfilled and Marie went to Paris and began 
to study at the Sorbonne (the University of Paris)." 
CP3 is drawing from the same key information, but identifying the required cognitive 
processes is more complicated. There was some disagreement amongst the expert 
participants during the 3IP focus group (see section 4.5.1), focussing on the word 'in 
turn'. If the test taker understands 'in turn' to mean 'returned in precisely the same 
way', then the test taker can recognise grammatical entailment (see section 8.5.4) to 
understand that Bronia's sister's help was financial in nature. However, 'in turn' does 
not always mean 'in precisely the same way17', and if the test taker does not 
understand 'in turn' in this way, they will need to make an inference to establish CP3.  
E1004: We've gotta infer that it's money. 
E1005: Yeah 
… 
E1004:  Ok, what about "would, in turn,"? "In turn" Does "in turn" 
mean... 
E1006: In kind. 
E1005: Reciprocal. But is it reciprocal to say that you receive the 
same thing? The help? Or the money? 
E1004: "In turn" implies that it's the same kind of assistance. 
E1005: Or, just that it's assistance [of any kind]. 
																																																						
17 Some examples from the Corpus of Contemporary American English are: 
"…it reveals the elasticity of price with respect to total acreage which, in turn, 
suggests whether the sample is one of truly agricultural properties and whether the 
loss…" 
	
"…support the program through a more robust and rigorous data collection system 
which will, in turn, provide the ability to determine cost savings to the healthcare 
system."	
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E1006: Or you could just, you could just, yeah, just as assistance. 
You could just look at finance as an example of assistance... and 
then you, when you read "in turn", you think of it simply as 
assistance. (3IP focus group) 
Such an inference would most likely draw on prior knowledge about money being a 
big obstacle to attending universities, and the most common ways that family 
members help people to study at universities. Thus, this pragmatic inference could 
be expressed as the following syllogism: 
Premise: When we talk about family members helping other family 
members, we are normally talking about financial assistance. 
Premise: Bronia fulfilled her promise to help Marie get an education. 
Conclusion: Bronia's help was mostly likely financial assistance. 
 
In terms of satisficing, it is anticipated that most test takers will answer the item after 
establishing CP1 and CP2, but not CP3. Answering the item after establishing CP1 
is a risk, because it ignores the second clause of the task statement. Weak test 
takers, or those pressed for time, may take this option, however. Establishing CP1 
and CP2 will be, for most test takers, 'good enough', with only the financial nature of 
Bronia's help remaining in doubt. Nevertheless, there is a high likelihood that test 
takers who establish CP2 will also establish CP3, especially as CP3 is given to the 
test taker in the task statement, making this inference item a premise-matching 
exercise rather than requiring an inference to be generated inline. 
 
7.3.2 Inference Item 1 Participant Behaviours Compared to the MIP 
Inference item 1 participants began responding to the task in the same way that all 
the verbal protocols did: by reading the task statement. This behaviour conforms to 
the MIP because it sets a purpose for reading. Furthermore, as inference item 1's 
response alternatives are 'true', 'false', and 'not given', and contain no propositions to 
be read, all inference item 1 participants read the reading passage without reading 
the response alternatives beforehand. However, inference item 1 is also unique 
amongst the 6 verbal protocol tasks because it is the only task where the task 
statement is the target inference. Thus, all Inference item 1 participants began 
reading the passage with the target inference already in mind. Any inference-making 
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was likely to be premise-matching rather than inline inference generation. This is a 
signification deviation from the proposed MIP. 
 
Other behaviours that normally indicate a deviation from the MIP were also rarely 
performed because of the lack of readable response alternatives. Participants rarely 
interrupted their reading of the passage to consider the task statement (0.636, -1.711 
n=11). Similarly, there were few instances of re-reading (n=11) and re-reading again 
(n=11) after considering the task statement. There were no inference item 1 
protocols where the participant stated that they chose their answer through 
semantically matching words in the passage with words in the task statement or 
response alternatives (n=11). Nor were there any participants who said that they 
chose their answer by eliminating all the other response alternatives (n=11). On the 
contrary, all inference item 1 participants said that they chose their answer because 
they recognised it as a conclusion from the reading passage (n=11), which conforms 
to the MIP. 
 
In the inference item 1 protocols, the participants frequently made the target 
inference, and all correct item responses were based on making the target inference. 
Inference item 1 had a weak but positive correlation with response accuracy (0.727, 
+0.046, n=11), and the key information analyses showed that inference item 1 was 
strongly correlated with making the target inference (0.727, +0.227, n=11). There 
were no disjunctive outcomes, suggesting that the lack of response alternatives 
(apart from true, false, and not given) makes it harder for test takers to find a path to 
the answer that does not include making the target inference. However, all eleven 
inference item 1 participants read the task statement prior to reading the passage, 
meaning that the conclusion of the target inference was already in their minds as 
they read. Any inference-making was likely to be premise-matching, rather than 
inline inference generation. 
 
Most participants read the passage until all three component propositions had been 
established, indicating that satisficing was minimised. Most participants realised 
quite early in their protocols that Marie had indeed attended the Sorbonne, making 
"Marie was able to attend the Sorbonne" (CP1) true, but they continued to read until 
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they proved or disproved the remainder of the task statement, "because of her 
sister's financial contribution." 
I'm- I, ((looks at answer sheet)) I guess, I guess the first part of the 
information is given, it is true that "Marie was able to attend 
Sorbonne", but the second part whether he- she attends Sorbonne is 
"because of her sister's financial contribution" (Inference item 1, 
S2012). 
 
7.4 Matching Heading to Paragraphs Tasks (Inference 
Item 3) 
7.4.1 Task Description & Model of Ideal Performance 
Inference item 3 (Cambridge English, 2013, pp. 97-99) is an IELTS item with a 6-
paragraph reading passage about museums. The test taker is given a list of seven 
paragraph headings and is asked to select the correct heading for paragraph E18. As 
such, inference item 3 could be considered a seven-option multiple-choice task, 
requiring the test taker to carefully read one paragraph to extract the paragraph's 
main idea. Most of paragraph E is reproduced here: 
"It could be claimed that in order to make everything in heritage more 
'real', historical accuracy must be increasingly altered.  For example, 
Pithecanthropus erectus is depicted in an Indonesian museum with 
Malay facial features, because this corresponds to public 
perceptions.  Similarly, in the Museum of Natural History in 
Washington, Neanderthal man is shown making a dominant gesture 
to his wife.  Such presentations tell us more about contemporary 
perceptions of the world than about our ancestors.  There is one 
compensation, however, for the professionals who make these 
interpretations: if they did not provide the interpretation, visitors 
would do it for themselves, based on their own ideas, misconceptions 
and prejudices."  
 
																																																						
18 In an IELTS test, the test taker would have to match a heading to all six 
paragraphs. 
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The item's target inference is the correct heading for paragraph E, which is: 
"Interpreting the facts to meet visitor expectations" 
This can be broken down into three component propositions: 
CP1. Somebody is interpreting some facts. 
CP2. Somebody is meeting visitor expectations. 
CP3. Somebody is performing CP1 in order to achieve CP2. 
 
The truth of CP1 and CP2 can be established by reading paragraph E and 
performing cognitive processes like recognising synonymy, hyponymy and 
grammatical entailment to mediate between the wording of the passage and the 
correct heading. CP3, however, is not explicit in the reading passage, requiring the 
test takers to make an inference in order to establish CP3. This inference can be 
expressed as the following syllogism: 
Premise: Depicting Pithecanthropus erectus with Malay facial 
features is an example of interpreting the facts ("altering historical 
accuracy"). 
Premise: Pithecanthropus erectus is depicted with Malay facial 
features to meet visitor expectations ("to correspond with public 
perceptions"). 
Conclusion: Somebody is interpreting facts (CP1) in order to meet 
visitor expectations (CP2). 
 
Similar to inference item 1, there is a relationship between the degree of satisficing 
and making an inference. Answering after establishing only CP1 and CP2 is a likely 
test taker behaviour.  
It's a very complete kind of, I guess, mediation, in terms of getting to 
that answer. For me -  and I'm assuming maybe a lot of test takers - I 
would have possibly just gone with that first s[ynonym] "making an 
interpretation" and then that first example of "public perceptions", and 
I would have gone 'That's enough for me'. (3IP focus group, E1005) 
Inference-making behaviour is only required if the test taker established CP3 as well. 
As such, if the test takers' responses to this item were used to draw conclusions 
about the test takers' inference-making ability, these conclusions would lack validity 
unless it was also known that the test takers attempted to establish CP3. 
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7.4.2 Inference Item 3 Participant Behaviours Compared to the MIP 
Overall, responses to inference item 3 aligned with the MIP better than other 
inference items. For example, more inference item 3 participants than any other 
inference item19 skipped reading the response alternatives at the start of the protocol 
(0.462, +0.135, n=13). Inference item 3 had more response alternatives (seven) than 
the other Tasks (four), which meant that it would take more time to read all the 
response alternatives. Perhaps the participants calculated that the extra time spent 
reading the response alternatives would not result in a payoff for them. 
((looks at answer sheet)) Okay. So, I'm not going to read the answers 
again because it's about- for paragraph E. (Inference item 3, S2002) 
 
There was also a relatively low frequency of inference item 3 participants interrupting 
their reading to consider the response alternatives. Inference item 3 had seven 
response alternatives, so it was expected that there would be more total instances of 
considers the response alternatives and/or task statement than the other inference 
items. Indeed, there were 40 instances, placing inference item 3 second highest. 
However, as Table 7-2 shows, when viewed as a ratio of instances to the number of 
items20 that participants might interrupt their reading to consider, the answer sheet 
was not as great a distraction on inference item 3 protocols as it was for other tasks. 
Three of the inference item 3 protocols had no considers the response alternatives 
and/or task statement at all, and in these three protocols the participants conformed 
to the MIP completely. 
 
																																																						
19 Excluding Inference item, whose response alternatives were "true", "false", and 
"not given". 
20 The items that participants could consider, and thus draw their attention away from 
the reading passage, are task statements and the response alternatives. Every Task 
has 1 task statement, but the number of response alternatives varies. Inference item 
1 and 5's response alternatives are not included because they cannot interrupt 
reading: Inference item's response alternatives have no content (true/false/not 
given), and Inference item 5's response alternatives are the passage's paragraphs.  
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Table 7-2 
Ratio of Response Alternative Considerations to the Number of Items that Could be 
Considered 
Inference 
item 
Number 
of items 
Instances of considering the response 
alternatives and task statements 
Ratio 
1 1 7 7 
2 5 47 9.4 
3 8 40 5 
4 5 39 7.8 
5 1 11 11 
6 5 24 4.8 
 
The way in which the participants in the inference item 3 protocols identified possible 
answers also suggests that they were conforming to the MIP. There were 16 
instances of identifying possible answers as the participants worked through the 
Inference item 3 response alternatives. In 12 of these instances (on 8 of the 13 
protocols), the participant identified the possible answer without referring back to the 
reading passage.  
"Interpreting the facts to meet visitors' expectations." This one could 
be true. It was about visitors' expectations and, uhm, how they 
interpret it, ((puts circle after RA-iii)) (Inference item 3, S2013) 
This conforms to the MIP because it suggests that the participants were making 
these decisions based on their established text representations, rather than applying 
puzzle-solving processes to compensate for an incomplete text representation.  
 
Despite these behaviours conforming to the MIP, Inference item 3 had relatively little 
target inference-making. The key information analyses found a moderate negative 
correlation with inference-making (0.308, -0.192, n=13). This can be partially 
explained by the fact that inference item 3 was one of the more difficult tasks, with a 
weak negative correlation with response accuracy (0.615, -0.066, n=13). However, 
there were also two inference item 3 protocols with disjunctive outcomes. 
 
7.4.3 Inference Item 3 Disjunctive Outcomes 
A disjunctive outcome is when the test taker answers correctly without making the 
target inference, or vice versa. Despite a lot of conformity with the MIP, there were 
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two disjunctive outcomes on inference item 3 verbal protocols. This section takes a 
closer look at these disjunctive outcomes. 
 
Inference item 3, S2010 
S2010 chose the wrong response alternative, despite making the target inference, 
because they thought that another response alternative was a better heading for 
paragraph E as a whole. S2010 did read the response alternatives prior to reading 
the passage, noting that RA-iii, "Interpreting the facts to meet visitor expectations," 
was "According to my expertise", as S2010 was doing a Masters Degree in tourism.  
R: Well, why is, why is there a link in your- why did find the link 
between the words 'historical accuracy' and the word 'interpretation'? 
P: Hmm, because I'm doing tourism management. Interpretation is 
about delivery, the information about this item to the visitors 
R: Right. 
P: So historical accuracy, if the interpretation is not delivered in the 
right way and there may be misunderstanding from the visitor 
because people interpret things based on what they have know, 
yeah. 
 
S2010 generally did not conform to the MIP. They read the response alternatives 
before the passage, eliminated response alternatives, and considered the response 
alternatives numerous times while reading the passage. Their comments about the 
response alternatives demonstrate the text representation they had formed. RA-ii 
(distractor), "Mixed views on current changes to museums," prompted S2010 to 
mention that their text representation of paragraph E had a pros and cons structure. 
((looks at reading passage)) It {paragraph E} talks about the good 
and the bad about it, I guess. Not really the good side of the 
interpretation but more on the (choices). (Inference item 3, S2010) 
When discussing RA-iii (key), S2010 showed that they had made the target 
inference, or had that proposition from prior knowledge, but they thought that the 
heading applied only to the first part of paragraph E. 
So I would say, "Interpreting the fact to meet visitors' expectations." 
Yes, that's half ((writes 'half' after RA-iii)) the paragraph ((looks at 
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reading passage)) it's talking about because this is the market trends. 
We need to make the market demand. (Inference item 3, S2010) 
Using the inclusive "we", S2010 again showed that they were approaching this item 
from the perspective of an expert in the subject matter. S2010 eliminated all of the 
response alternatives but two, leaving them with a final choice between RA-ii and 
RA-iii. In the end, they chose to eliminate RA-iii because the heading applied only to 
the first half of paragraph E, whereas the RA-ii heading could be applied to the whole 
paragraph. 
Uhm, so the correct answer would be B {RA-ii}, ((looks at reading 
passage)) because the first part of the paragraph is talking about the 
real fact has to compromise to the public perceptions and also 
contemporary perceptions about the world which is sort of what's 
going on there. However, there is the downside which all of those so-
called real effects is based on people's individual ideas and 
misconceptions or even prejudice and so I'm going to go with 
number, uh, B. ((write ii as answer)) (Inference item 3, S2010) 
 
The inaccurate response to this test item cannot be said to reflect S2010's inference-
making ability. They did not choose the wrong response alternative because they 
lacked inference-making ability. S2010's performance, however, does not 
necessarily demonstrate inference-making ability either.  
 
Inference item 3, S2032 
S2032 could not understand much of paragraph E, nor made the target inference, 
but they found an alternative path to the correct answer. S2032 did not read any 
response alternatives prior to reading the passage, conforming to the MIP. However, 
they skipped straight to reading paragraph E without establishing any of the context 
around paragraph E. Consequently, S2032 looked confused, expressed an inability 
to understand the paragraph, and gave paraphrases of paragraph E sentences that 
showed a very limited understanding. 
"It could be claimed that in order to make everything in heritage more 
'real', historical accuracy must be increasingly alt-." ((makes a 
confused face)) I have no idea. And then "claimed that in order to 
make (Inference item 3, S2032). 
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So, there're museums, interpretation, something about interpretation 
in the museum that about something affecting the visitors (Inference 
item 3, S2032). 
After reading the passage, S2032 started eliminating response alternatives in order. 
After eliminating RA-i and RA-ii, S2032 circled RA-iii as a possible answer, based on 
the mention of 'interpretation' in the paragraph. 
"Interpreting the fact to meet visitor-" it feels like this one ((circles 
"iii")) because there's interpretation there (Inference item 3, S2032). 
S2032 went through the motions of checking the other response alternatives before 
returning to mark RA-iii as their chosen answer. 
I would just choose number three because it feels like about 
interpretation. ((looks at reading passage)) The history, fact of the 
museum items. ((writes iii as answer)) (Inference item 3, S2032) 
S2032 answered correctly by semantically matching a word in the passage with a 
word in the correct response alternative. They did not understand much of paragraph 
E and they did not make the target inference, and it cannot be said that S2032's 
accurate response represents their inference-making ability. This is an inevitable 
consequence of the selected-response nature of these test tasks. 
7.5 Matching Statements to Paragraphs Tasks (Inference 
Item 5) 
7.5.1 Task Description & Model of Ideal Performance 
Inference item 5 (Cambridge English, 2013, pp. 91-93) is an IELTS task asking test 
takers to read a four-paragraph passage about how young children form a sense of 
identity.  Then test takers are required to identify which paragraph contains the 
information specified in the task statement: 
"A reason for the limitations of scientific research into ‘self-as-
subject’"  
Thus, the response alternatives are the four paragraphs themselves, with paragraph 
D being the correct answer: 
"This understanding that children gain of themselves as active agents 
continues to develop in their attempts to co-operate with others in 
play. Dunn (1988) points out that it is in such day-to-day relationships 
and interactions that the child's understanding of his- or herself 
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emerges. Empirical investigations of the self-as-subject in young 
children are, however, rather scarce because of difficulties of 
communication: even if young infants can reflect on their experience, 
they certainly cannot express this aspect of the self directly." 
 
The task statement consists of four component propositions: 
CP1. There is something called 'self-as-subject'. 
CP2. 'Self-as-subject' (CP1) is researched (by scientists). 
CP3. There are limitations to this research (CP2). 
CP4. There is a reason for these limitations (CP3). 
 
Test takers can easily establish the truth (vis-à-vis the reading passage) of 
CP1 as the entire reading passage is about 'self-as-subject'. CP2 is also 
easily established because most of the reading passage is about research 
into 'self-as-subject'. Even if a test taker only reads paragraph D, they can 
recognise synonymy with "Empirical investigations into self-as-subject" to 
establish CP2. CP4 is also quite simple to establish, because the words 
"because of" denote "a reason". 
Identifying the cognitive processes to establish CP3 is more complicated. 
Depending on one's definition of synonymy, recognising synonymy between 
"rather scarce [research]" and "limitations of scientific research" can 
establish CP3. However, the participant experts in the 3IP focus group (see 
section 4.5.1) also debated whether this was indeed synonymy, or whether it 
was an inference. It was argued that the link between "rather scarce" and 
"limitations" was a pragmatic inference, drawing on prior knowledge of 
academic research, where a research limitation generally results in a lack of 
research. Expressed as a syllogism, this pragmatic inference would be: 
Premise: Scarcity of research can be a consequence of limitations of 
research. (external knowledge) 
Premise: Empirical investigations into self-as-subject are rather 
scarce.  
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Conclusion: There are limitations of scientific research into 'self-as-
subject'.  
 
Satisficing theory suggests that it is possible for test takers to select their answer 
after establishing CP1, CP2 and CP4, deeming the establishment of three out of the 
four component propositions to be 'good enough'. Inference-making behaviour will 
only be performed if the test taker attempts to satisfy CP3. 
 
7.5.2 Inference Item 5 Participant Behaviours Compared to the MIP 
The most significant feature of the participant behaviours performed in the inference 
item 5 protocols was the high incidence of expeditious reading behaviours. 
Participants reading expeditiously can still conform to the MIP as long as they read 
the key information carefully enough to understand it and then make the target 
inference. Indeed, expeditious reading can help test takers identify the key 
information more quickly. However, the findings in chapter 6 also note that reading 
only the key information and ignoring the context around the key information are 
associated with a failure to make the target inference. 
 
The behaviours performed in inference item 5 indicate that many participants were 
searching for a paragraph that contains the same or similar lexical items to the task 
statement. The wording of Inference item 5's instructions -  "Which paragraph 
contains the following information?" (my italics) (Cambridge English, 2013) -  
suggests that this would be a rational strategy for the participants. The inference 
item 5 protocols had the second highest ratio of participants performing the test-
taking strategy of identifying key words in the task statement prior to reading the 
passage (0.500, +0.167, n=12). Furthermore, inference item 5 protocols also had the 
most participants who identified those key words as they read the passage, at ten 
instances in six protocols (0.500, +0.236, n=12). Most often, this behaviour found the 
word 'self-as-subject'. 
Oh here it is, ((glances at answer sheet)) self-as-subject, that's the 
words (S2035, Inference item 5). 
 
Inference item 5 protocols also had the most instances of the participant recognising 
a portion of the text (clause or sentence) as being key information relative to the task 
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statement. Almost all of the 12 participants who attempted inference item 5 reacted 
to reading "empirical investigations". 
“Empirical investigations of the self-as-subject ((makes aha! sound)) 
... however, rather scarce ((nods head sideways)) because of 
difficulties of- " Here we go (S2001, Inference item 5). 
Many of the participants also highlighted "scarce" and "difficulties". 
"Empirical investigation of the self-as-subject in young children are, 
however, rather scarce ((glances at answer sheet)) because-" Ah, 
that might be the answer. Scarce might be limit (S2035, Inference 
item 5). 
because of difficulty of communication ((underlines "because of 
difficulties of communication")) It seem like a reason. (S2032, 
Inference item 5). 
10 of the 12 inference item 5 protocols contained this behaviour, placing it well 
above the ratio for the 72 protocols overall (0.833, +0.472, n=12).  
 
There was slightly more inference-making than average in the inference item 5 
protocols, but inference item 5 also had the highest number of disjunctive outcomes. 
The key information analysis results show a weak positive correlation between 
inference item 5 and inference-making (0.583, +.083, n=12). Inference item 5 was 
also the easiest inference item, with all 12 participants who attempted Inference item 
5 choosing the correct response alternative (1.000, +0.319, n=12). 
 
7.5.3 Inference item 5 Disjunctive Outcomes 
Of the 12 inference item 5 protocols, 3 of them had a disjunctive outcome, where the 
participants answered correctly without making the target inference. The participants 
made assumptions about the passage based on external knowledge. These 
assumptions worked in conjunction with semantic matching to enable the 
participants to answer correctly without understanding much of paragraph D or 
making the target inference. Only two of the three protocols are examined here. 
 
Inference item 5, S2017 
Participant S2017, a psychology PhD candidate, answered Inference item 5 correctly 
without making the target inference. Instead, S2017 made a slightly different 
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inference, drawing on prior knowledge and genre conventions. During the protocol, 
S2017 misunderstood the meaning of 'self-as-subject', thinking it was a research 
methodology rather than a developmental psychology theory. 
((looks at answer sheet)) "A reason for the limitation of scientific 
research into 'self-as-subject'" Uhm, it's like a diary or recording a 
person as a subject (S2017, Inference item 5). 
On their first reading of the key information, they mentioned that paragraph D could 
be the answer, and after reading the key information more carefully they selected 
paragraph D as their answer. 
 
However, there is evidence in the retrospective interview that shows that S2017 did 
not make the target inference. First, they acknowledged that they did not know the 
meaning of scarce, a key word in the inference. 
P: "However," uhm, I'm not really sure about the meaning of the 
"scarce" (S2017, Inference item 5). 
S2017 also explained that they had made some assumptions about the structure of 
the passage, which they used to eliminate paragraphs A, B, and C. Then they 
focused on paragraph D when they read the word "however" which, based on their 
genre convention expectations, signalled "limitation" to them. 
P: And when I read the other paragraph, A, B, C, it's about explaining 
the theory, but I cannot sense the limitation of that- the weakness or 
limitation of that theory, but when I read the last paragraph, I think 
the keyword there I found is 'however'. 
R: Okay. Why is that a keyword? 
P: Because, for- Yeah, when I found a 'however', it means like is you 
need to read carefully or you need to interpret the previous fact 
carefully, because this is the reason. So, I think that's the limitation, 
the answer (S2017, Inference item 5). 
Finally, S2017's comments showed that their background in developmental 
psychology led them to make other assumptions about the content of the passage. 
They did make an inference based on the key information and prior knowledge, but 
this inference was that these "difficulties of communication" are a limitation of 
developmental psychology research in general, rather than self-as-subject (which 
they had misunderstood the meaning of). 
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P: So, I think this sentence is expressing you cannot believe self as 
subject research 100% because, uh, when the participant, it's a 
young infant, they reflect their experience but because- so, yeah, 
that's the sentence for me, I think. 
R: Okay, good. How do you know that? 
P: How? Because probably my background is psychology and it's 
quite familiar, I can- I quite familiar with the context of the 
developmental psychology (S2017, Inference item 5). 
After having decided that paragraph D contained a limitation, S2017 must have 
worked backwards to infer the meaning of the unknown word, "scarce". 
P: "However," uhm, I'm not really sure about the meaning of the 
"scarce". 
R: Right. 
P: But I- I think that's {scarce} something negative, not negative, but 
it's like kind of limitation (S2017, Inference item 5). 
 
It is difficult to draw any conclusions about S2017's inference-making ability from 
their behaviour in this protocol. They did not understand the key information and they 
did not make the target inference. They did make a different inference, however, one 
that is logical but based on a misunderstanding of the key information. This 
alternative inference was aided by S2017's prior knowledge, and the alternative 
inference helped them choose the correct response alternative. 
 
Inference item 5, S2035 
S2035 also chose the correct response alternative, despite not making the target 
inference. Similar to S2017 and S2022, S2035 also eliminated paragraphs A, B and 
C as they read through the passage. 
((looks at reading passage)) Paragraph A, no. Paragraph A doesn't 
talk about this one {task statement}. Paragraph A is mentioned about 
there are two types of features, so A was not the answer (S2035, 
Inference item 5). 
Unlike S2017 and S2022, however, S2035 knew the meaning of "scarce" and was 
able to link it to "limitations", which is what initially caused them to think that 
paragraph D might be the answer. 
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"Empirical investigation of the self-as-subject in young children are, 
however, rather scarce ((glances at answer sheet)) because-" Ah, 
that might be the answer. Scarce might be limit. This talked about 
limitations because of difficulties of communication (S2035, Inference 
item 5). 
 
In the retrospective interview, however, S2035 revealed that they had chosen their 
answer based mostly on the semantic match between "scarce" and "limitations", 
rather than a coherent text representation including the target inference.  
R: So your answer was based on the word "scarce"? 
P: &Yes. That is quite stupid actually.& ((laughs)) 
R: No, not at all, not at all. 
… 
R: Okay, very good. You said 'scarce might be limit-' 
P: Yes. 
R: Why? Can you explain that? 
P: Just find the words like the synonym, like scarce means that like 
limited. So, I just get from there (S2035, Inference item 5) 
They also did not understand the task statement. 
P: So, I just get from there {the word "scarce"} because I really 
couldn't find any-  like other paragraphs, any related to this because I 
don't really understand what it means, like a reason for the limitations 
of scientific research into this field. Like what's the reason-  I 
understand every single words, but when it combine together as a 
sentence, I couldn't really catch what does that means or what does 
that want (S2035, Inference item 5). 
Also, S2035 acknowledged that they did not find a reason in any of the paragraphs, 
meaning that they answered without establishing component proposition CP4. 
R: Do you know what a limitation of scientific research is? 
P: Yes, I know. 
R: Okay. 
P: But I couldn't find like in the paragraph, there is talking about any 
reasons for that (S2035, Inference item 5). 
 
 186 
 
 
7.6 Question and Answer Multiple Choice Tasks 
(Inference Items 2, 4 & 6) 
7.6.1 Task Descriptions & Models of Ideal Performance 
Inference items 2, 4 and 6 are all TOEFL iBT tasks that require the test taker to read 
one paragraph and answer a 4-option multiple-choice question. In contrast to the 
three IELTS Tasks, it is quite clear that the test developers intended these items to 
be inference items, based on the wording of the task statement which contains "can 
be inferred from", and on the public description of the validation of the TOEFL iBT 
(Chapelle et al., 2008). The task statements are either in the form of a question, with 
the response alternatives being answers to that question, or as a sentence stem, 
with the response alternatives being the second half of the sentence. 
 
Inference Item 2 
Inference item 2's (Educational Testing Service, 2015a, pp. 27-28) reading passage 
is a paragraph about lichens and the symbiotic relationship between algae and fungi 
within lichen. The task statement asks: 
"It can be inferred from paragraph 2 that the fungi in lichens benefit 
from their symbiotic relationship with algae in what way?" 
The key information in the paragraph is contained in three sentences: 
"These [lichen] are not single individual plants; each one is a 
symbiotic combination of an alga and a fungus. The algae capture 
the Sun's energy by photosynthesis and store it in organic molecules. 
The fungi absorb moisture and mineral salts from the rocks, passing 
these on in waste products that nourish algae." 
There is also a definition of symbiosis contained within the paragraph, so that test 
takers who do not know the meaning of symbiosis are not disadvantaged: 
"…are examples of symbiosis, a phenomenon that depends upon the 
close cooperation of two or more forms of life…" 
 
There are four response alternatives, among which the correct answer is RA-A: 
"A.  The algae help the fungi meet some of their energy needs." 
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A propositional analysis of RA-A reveals the target inference to contain the following 
component propositions: 
CP1. The algae help the fungi. 
CP2. The fungi need energy. 
CP3. The algae provide energy to the fungi. 
 
None of these component propositions are explicit in the reading passage and 
additional cognitive processes are required. CP1 can be established by recognising 
semantic entailment, where two entities being in a symbiotic relationship entails that 
they help each other. Test takers can draw on their mundane external knowledge of 
plant life to establish CP2. CP3 requires an inference, which can be expressed in the 
following syllogism: 
Proposition: The algae and the fungi have a symbiotic relationship. 
Proposition: The algae has energy. 
Proposition: The fungi nourishes the algae with its waste products. 
Conclusion: In return, the algae gives the fungi some energy. 
 
In terms of satisficing, most test takers are anticipated to try to establish all three 
component propositions before they choose their answer. CP1 is very general, and 
all the response alternatives describe the algae helping the fungi in some way. CP2 
is mundane general knowledge, not learned from the reading passage, so not likely 
to be deemed 'good enough' evidence to choose RA-A on. For most test takers, only 
the establishment of CP3 by making the inference would provide enough evidence 
that RA-A should be selected as their answer. 
 
Inference Item 4 
Inference item 4 (Educational Testing Service, 2015a, p. 205) is about the 
dominance of right-handedness in primitive humans, which anthropologists can 
conclude by analysing stencilled cave paintings. The task statement is a sentence 
stem: 
"It can be inferred from paragraph 1 that even when paint was 
sprayed by mouth to make a hand stencil" 
The correct answer (RA-B) is a clause that completes that sentence: 
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"B. …when paint was sprayed by mouth to make a hand stencil, the 
stencilled hand was the weaker hand." 
The combined information from the stem and RA-B can be broken down into the 
following component propositions: 
CP1. Paint was sprayed by mouth by somebody to make hand 
stencils. 
CP2. There is a stencilled hand.  
CP3. The stencilled hand was the weaker hand. 
CP4. When CP1, CP3. 
 
CP1, CP2 and CP4 are established as true because they are part of the task 
statement, not the reading passage, so test takers will need to establish CP3 before 
they can choose RA-B as their answer with confidence. To establish CP1, CP2 and 
CP4, test takers can apply lower-order reading cognitive processes to the task 
statement. CP3, however, requires understanding of the key information and 
inference-making. 
 
The key information sits within two sentences: 
"When a left hand has been stenciled, this implies that the artist was 
right-handed, and vice versa. Even though the paint was often 
sprayed on by mouth, one can assume that the dominant hand 
assisted in the operation." 
 
The target inference can be expressed as the following syllogism: 
Premise: To make a hand stencil, a hand can be placed on a surface 
and be sprayed with paint, to leave an outline. 
Premise: Humans have dominant and weak hands. 
Premise: The dominant hand assists when spraying paint by mouth 
(to make a hand stencil). 
Conclusion: The stencilled hand was the weaker hand. 
To establish the first premise, the test taker needs to know the word "stencil" and 
use recognise semantic entailment to know what process happens to a stencilled 
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hand21. The second premise can be established by drawing on mundane external 
knowledge. The third premise is explicit in the text, although it does require some 
anaphoric resolution to completely understand the proposition. 
 
Inference Item 6 
Inference item 6's (Educational Testing Service, 2015a, pp. 269-270) passage is 
about two types of relationships people can have with each other: instrumental ties 
and expressive ties. The task statement asks a question of the test takers, one which 
requires an inference: 
"Which of the following can be inferred about instrumental ties from 
the author's mention of working with competitors in paragraph 2?" 
The correct response alternative is RA-A: 
"A. Instrumental ties can develop even in situations in which people 
would normally not cooperate." 
RA-A consists of the following component propositions: 
CP1. Instrumental ties develop (they do not just exist). 
CP2. Instrumental ties' ability to develop is contingent upon the 
situation. 
CP3. There are situations where people do not normally cooperate. 
CP4. CP1 can happen even in a CP3 situation. 
 
The key information lies in two sentences in the second half of the paragraph: 
"Instrumental ties are social links formed when we cooperate with 
other people to achieve some goal. Occasionally, this may mean 
working with instead of against competitors." 
																																																						
21 There are several sentences in the paragraph that provide hints about what a 
stencil is and how they are made, meaning that a test taker may be able to establish 
the first premise by guessing the meaning of an unknown word. 
"When a left hand has been stenciled, this implies that the artist was 
right-handed, and vice versa… One also has to make the assumption 
that hands were stenciled palm downward-a left hand stenciled palm 
upward might of course look as if it were a right hand." 
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While CP1 can be established by reading explicit information in the passage, the 
other component propositions require inference-making. To establish CP1, test 
takers can recognise synonymy and grammatical entailment when reading 
"Instrumental ties are social links formed…". CP2 and CP3 fall into place after the 
following target inference is made to establish CP4: 
Premise: Instrumental ties are formed when we cooperate to achieve 
a goal. 
Premise: Working with a competitor may mean the formation of an 
instrumental tie. 
Premise: People do not normally cooperate with competitors. 
(external) 
Conclusion: Instrumental ties can develop even in situations in which 
people would normally not cooperate. 
The first two premises in this syllogism are explicit in the passage requiring only 
lower-order reading processes. The third premise, that people do not normally 
cooperate with competitors, could be drawn from mundane external knowledge or 
deeper vocabulary knowledge, depending on one's definition of those two cognitive 
processes. 
 
7.6.2 Inference item 2, 4 and 6 Participant Behaviour Compared to 
the MIP 
The three question-and-answer multiple choice inference items had more participant 
behaviour that deviated from the MIP than the other task types. One such behaviour 
was re-reads, where the participant returns to the passage after considering the 
response alternatives to reread a portion of it. Of the 101 instances of re-reading 
across the 72 protocols, 65 (64.3%) occurred on question-and-answer task 
protocols. Furthermore, the protocols from these three tasks accounted for 88.7% of 
the instances of re-reads again, where participants return to the passage to re-read a 
portion of the passage for a second, third or fourth time. Considers response 
alternatives, where the participant reads and considers the response alternatives 
and then returns to the passage without answering the question, was also more 
prevalent on the three four-option multiple-choice TOEFL iBT Tasks (0.944, +0.166, 
n=36). This may be because the 4-option, question-and-answer multiple choice 
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format encourages test takers to shift their attention back and forth between the 
answer sheet and the reading passage, rather than conforming to the MIP and 
reading in a roughly linear sequence as assumed by the MIP. 
 
The participants' stated rationales for choosing an answer for the question-and 
answer multiple choice tasks also deviated from the MIP. The elimination rationale, 
where participants state that they chose an answer because they had eliminated all 
the other response alternatives, was strongly correlated with these tasks (0.250, 
+0.097 n=36). The matching rationale, however, where participants state that they 
chose their answer because words in the response alternative matched words in the 
passage, was only slightly more common on Tasks 2, 4 and 6 (0.194, +0.013, n=36).  
The rationale identifies response alternative as a conclusion from the text, which 
indicates that the participants have read in a way that conforms to the MIP, was quite 
rare on Tasks 2 (0.417, -0.222, n=12) and 6 (0.364, -0.275, n=11), but very common 
on Inference item 4 (0.846, +0.207, n=13). Overall, these results suggest that, with 
the exception of Inference item 4, the participants on the question-and-answer 
multiple choice tasks were more likely to puzzle out an answer to the question, rather 
than conform to the MIP. 
 
The key information analysis showed that overall participants were less likely to 
make the inference on Tasks 2, 4 and 6, but again behaviour on Inference item 4 
was very different to Tasks 2 and 6. Combining the three tasks together, there was a 
weak negative correlation with inference-making (0.444, -0.056, n=36). Analysing 
each task individually, however, revealed that inference-making on Inference item 4 
was well above average (0.692, +0.192, n=13), while Inference item 6 had a 
moderate negative correlation (0.363, -0.136, n=11), and Inference item 2 had a 
strong negative correlation (0.167, -0.333, n=12).  
 
7.6.3 Inference Item 2, 4 and 6 Disjunctive Outcomes 
Disjunctive outcomes were slightly more common on the 4-option question-and-
answer multiple choice task items, with six of the nine disjunctive outcomes coming 
from Tasks 2, 4 and 6. These disjunctive outcomes again illustrate that selected-
response test tasks encourage deviation from the MIP, and the format can result in 
test takers choosing answers that give a false indication of their inference-making 
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ability. Test takers can be unable to make the target inference, yet answer correctly 
using test taking strategies such as matching words in the correct response 
alternatives with words in the passage, as seen in S2002's inference item 2 protocol. 
Conversely, test takers can make the target inference yet answer incorrectly 
because they misread the response alternatives, as was the case with S2010's 
inference item 6 protocol (below). 
 
S2010 Inference Item 6 
In inference item 6, S2010 made the target inference, but they chose the wrong 
answer because they misread the wording of the correct response alternative (RA-
A). They generally conformed with the MIP, reading the passage carefully and 
making elaborative comments that showed that they understood the key information 
well. 
Okay, so instrumental ties sounds ((circles "cooperate")) more 
rational to me because it doesn't really involve emotional investment 
with other people, to achieve ((circles "goal")) some sort of goal. So 
you need to cooperate to achieve a goal. 
… 
"Occasionally, this may mean working with-" Huh? "… working with 
instead of-" Okay, so working with ((underlines "working with")) 
competitors rather than against ((makes hand gesture)) competitors. 
((draws arrow from "working with" to "competitors")) So that would be 
tricky (S2010, Inference item 6). 
After reading the paragraph, S2010 began to work their way through the response 
alternatives. RA-A (correct response) was ruled out because it was considered to be 
the opposite of target inference. S2010 
So this "develops [when] in situation-" sorry, "… even in situations in 
which people would normally not cooperate." ((looks at reading 
passage)) Okay. This is talking about when we cooperate, ((looks at 
answer sheet)) so not when we not cooperate ((circles "not")), so this 
is the opposite ((puts x after RA-A)) ((looks at reading passage)) in 
the paragraph, what the author was saying (S2010, Inference item 
6). 
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S2010 had made the target inference, but incorrectly ruled out RA-A because they 
misunderstood RA-A. They then eliminated RA-B and RA-C, but refrained from 
selecting RA-D as their answer because they were not convinced it was the right 
answer. Consequently, they went through a process of checking their response 
alternative eliminations, and again eliminated RA-A because they mistakenly 
believed it to mean the opposite of what they had inferred from the passage. 
((looks at answer sheet)) And "security, love and acceptance." 
((glances at reading passage)) Again, it didn't mention ((puts x after 
RA-C)), so I'm going to- the first one is definitely not correct because 
((looks at reading passage)) ((points at the "working with 
competitors" sentence)) it's the opposite of what's talking about in the 
paragraph (S2010, Inference item 6). 
Finally, S2010 chose RA-D because it was the last remaining response alternative, 
but they were not very satisfied with this. 
So based on this, if there's only one correct answer, I'm going to go 
with D ((writes D as answer)). However, ((sighs)) I'm not 100% sure. 
((ticks "not confident")) I'm not very confident (S2010, Inference item 
6). 
 
 
7.7 Findings 
This chapter has compared participant test response behaviour on four different 
inference item test tasks. Three of the test tasks came from three IELTS items, and 
the fourth task is from three TOEFL iBT items. The MIP was better reflected in the 
participant behaviours on the IELTS items. IELTS items also elicited slightly more 
inference-making behaviour than the TOEFL iBT items, according to the key 
information analysis. A small dataset and low inter-analyser reliability, however, 
make it difficult to draw any generalizable conclusions from these findings.  
 
The findings show that selected-response inference item tasks enable disjunctive 
outcomes, which occurred frequently enough to be of concern. On seven (11%) 
protocols, the participant was able to select the correct answer despite not making 
the target inference. Furthermore, on four (5%) protocols, participants who 
conformed to the MIP and made the target inference selected the wrong answer 
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because they misunderstood the response alternatives. These disjunctive outcomes 
reduce the accuracy and validity of any conclusions drawn about a test taker's 
inference-making ability, because test users make these conclusions based on the 
chosen answer rather than the process of choosing an answer. Some implications of 
disjunctive outcomes are discussed in section 8.4.2. 
 
Selected-response inference item tasks also enable premise-matching cognitive 
behaviour, and some tasks not only enable but also guarantee that test takers 
perform premise-matching behaviour. Chapter 6 found that most test takers read the 
response alternatives prior to reading the passage, making it possible to perform 
premise-matching behaviour. This chapter found that statement verification tasks 
(true, false or not given; inference item 1) force test takers into performing premise-
matching. The item's target inference is the item's task statement. Unlike other 
selected-response tasks where the target inference is one of the response 
alternatives, the only way for test takers to avoid premise-matching is to read the 
passage without reading the task statement beforehand. Chapter 6, however, 
established that participants in all 72 protocols read the task statement prior to 
reading the passage. While reading the task statement first is encouraged, because 
it acts to set the comprehension context, premise-matching behaviour raises 
questions for inference item cognitive validity, which is discussed in section 8.4.1. 
 
It is axiomatic that test takers cannot make an inference unless they first have read 
and understood the inference's prerequisite information (premises). It follows, then, 
that inference item writers need to write items that make it as likely as possible that 
the test takers will read the key information and can understand it. Several 
observations emerged from this chapter that item writers can use to help them 
achieve this goal. 
 
The first observation is that sometimes comprehension of the key information is 
contingent upon knowledge of a key item of vocabulary: for example, 'symbiosis' in 
inference item 2, or 'stencil' in inference item 4. If the test takers do not know this 
word, then they cannot attempt to make the inference, and inference-making ability 
remains untested. A second observation is that key information is more 
understandable when test takers read the context surrounding it also, but 
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expeditious reading discourages that. It was also observed in chapter 6 that test 
takers are prone to skipping key information altogether when they are reading 
expeditiously. One final observation is that some of the inference items in this 
research had mundane knowledge as a target inference's premise. This actually 
helps inference items set the conditions that enable inference making, because it is 
one less premise that test takers might skip over or misunderstand. The implications 
of these observations for inference item writing are discussed in chapter 8. 
 
7.8 Summary and Conclusion 
This chapter has examined the interaction between test task type and the behaviour 
performed by test takers in response to them. It found that the participants 
conformed to the MIP and make the target inference slightly less frequently when 
responding to 4-option question-and-answer multiple choice items. The analysis 
showed that premise-matching was often enabled, and that disjunctive outcomes 
were not uncommon. Through the process of conducting this research, it emerged 
that inference items have certain characteristics that should be analysed by item 
writers: component propositions, syllogism, and satisficing. Finally, this chapter also 
uncovered several test taker behaviours that reduce the likelihood that they will read 
and understand the item's key information, which would make them unable to 
attempt to make the target inference. The next chapter pulls the findings from the 
empirical investigations in this research to discuss the implications for inference item 
cognitive validity, future inference item writing and test development, and future 
research into inference items. 
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8 Implications and Conclusion 
8.1 Introduction 
This research began by reviewing the reading and language testing literature and 
found that it was insufficient to help test designers and item writers clearly and 
consistently define inference-making test constructs. To address this, I explored 
inference items from both the item writer and test taker perspectives. For the item 
writer perspective, a group of expert item writers were asked to analyse six reading 
test items and categorise them according to definitions found in the literature. This 
inference item identification procedure (3IP) experiment found that using 
introspection to predict test taker behaviour in response to inference items is very 
complex and fuzzy, and leads to inconsistency across item writers. This experiment 
also revealed several specific areas where the language testing literature lacks 
clarity.  
 
Inference items were also explored from the test taker perspective. I compared test 
taker behaviour in 72 verbal protocols to a model of ideal performance (MIP) for 
inference items. I found that test takers who conform to the MIP were more likely to 
make the inference item's target inference. The protocols also showed that a 
premise-matching cognitive process, rather than inline inference generation, was 
commonplace. Furthermore, they showed that selected-response test tasks allow 
disjunctive outcomes, where the test taker's final answer does not necessarily reflect 
their inference-making ability. 
 
This chapter reviews these findings and discusses their implications for future 
development of, and research into, inference items. There are four sections, the first 
of which discusses four areas of the inference item literature that lack clarity. The 
next section is an introspective review of the research methods used in this 
research. The methodological limitations of using verbal protocols to research 
inference items are discussed, as are the implications for future inference item 
research. The third section discusses the appropriateness of using selected-
response test tasks to measure inference-making ability, and raises some questions 
that future research into the cognitive validity of inference items will need to address. 
The fourth section explores how test designers can improve selected-response 
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inference items, and what measures item writers and their trainers can take to 
improve consistency across inference items.  
 
8.2 The Language Testing Literature, Inference Items, 
and a Lack of Clarity 
 
As discussed in detail in chapter 0, much of the language testing literature on 
inference items focuses Chikalanga's (1992) distinction between propositional and 
pragmatic inferences. Propositional inferences are preferred over pragmatic 
inferences because they minimise the need for external knowledge (see, for 
example, Milanović, 2011), which is a desirable characteristic of a fair and valid 
reading comprehension test (Alderson, 2000; Khalifa & Weir, 2009). However, the 
language testing literature has yet to precisely and consistently define inference-
making in a manner that is useful to inference item writers. Item writing teams need 
to be able to write inference items that are consistent, in order to produce test papers 
that are reliable. Item writers also need to be able to precisely specify the cognitive 
processes that they are eliciting from the test takers, to produce test papers that 
have greater cognitive validity. 
 
The guidelines for writing propositional inference items in the language testing 
literature lack the clarity in three key areas:  
• the definition of external knowledge; 
• the degree of cogency required, and; 
• the distinction between an inference and a paraphrase. 
This lack of clarity results in a situation where different item writers can diligently 
follow the guidelines, yet produce inference items that elicit significantly different 
cognitive processes, which is a problem for test reliability and cognitive validity. 
 
It is possible that unpublished test specifications provide more clarity for their item 
writers, but these confidential documents are inaccessible to the broader language 
testing community. Furthermore, books such as Alderson (2000), Chapelle, Enright 
& Jamieson (2008), and Khalifa & Weir (2009), while not publishing test 
specifications in their entirety, provide substantial information about the test 
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specifications of some commercially available EAP tests, yet say little about the 
three areas identified above. A desire for clarity exists within the language testing 
community, as evidenced by the emails I received from members of the LTEST-L 
mailing list. Clarity, however, does not mean strict definitions and prescriptions for 
how all inference items must be written. Instead, it means enough clarity that test 
developers, test designers and item writers can make their own decisions about how 
to define and write inference items for their test, vis-à-vis their test's purpose. 
 
8.2.1 External Knowledge 
The lack of clarity surrounding the definition of 'external knowledge' - that is, 
information that is not explicit within the reading passage - is the first issue that 
makes it difficult for inference item writers to adhere to recommended practice. 
Simply proscribing pragmatic inferences in favour of propositional inferences masks 
the inherently subjective nature of labelling a proposition as explicit in the text or as 
external knowledge. Several writers acknowledge that the propositional/pragmatic 
distinction has its limitations (Hughes, 2003; Urquhart & Weir, 1998), with the source 
of ambiguity being the inability to objectively designate information as external 
knowledge or otherwise. Hughes (2003) even contended that all inferences are 
pragmatic to a certain extent. This ambiguity is unsurprising, given that readers are 
constantly drawing on external knowledge as part of the reading comprehension 
process. Fish (1980) even famously argued that there is no distinction between a 
text and the context (including external knowledge) within which it sits. 
 
To further explore the subjective nature of defining external knowledge, consider 
what it means to 'know' a word, and the depth of vocabulary knowledge required to 
make the following inference: 
Statement: The fugitive was able to leave the country. 
Inference: The fugitive left the country (Harris & Monaco, 1978).  
Key to making this inference is the word 'fugitive'. At its most basic, dictionary-level 
definition, we know that a fugitive is someone who is on the run from the law. But we 
also know that fugitives are chased and hunted by the police, that the standard 
behaviour for fugitives is to 'head for the border', and that it is usually very difficult for 
fugitives to be able to get out of the country.  All of this information is needed to 
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make the inference, but how much of this knowledge is knowledge of the word 
'fugitive' - and thus knowledge that is explicit in the text - and how much of it is 
external knowledge?  
 
Ultimately, a word is just a label we apply to a concept in our minds, so it will always 
be difficult to separate vocabulary knowledge from external knowledge objectively. It 
can be concluded that Harris & Monaco (1978) consider the information about 
fugitives I listed above to be external knowledge, because they labelled the inference 
as a pragmatic inference (scriptally implicit, in their terminology). However, without a 
concrete definition, there is a high likelihood that other item writers would make a 
different determination. "The boundary between word knowledge and world 
knowledge can be hard to specify" (Just & Carpenter, 1987, p. 63). Can inference 
item writers consistently write external knowledge-free propositional inferences, 
given this subjectivity?  
 
Thus, there is a need to reduce the subjectivity in labelling a proposition as external 
knowledge or not. This responsibility will most likely fall to the test designers who 
write the test specifications and item writing manuals. Some suggestions for defining 
external knowledge and training item writers to make decisions about external 
knowledge are given in section 8.5. 
   
8.2.2 Cogency 
Cogency is the extent to which an inference can be said to be necessarily true. A 
cogent inference is one that all readers can agree is true, assuming the propositions 
upon which the inference is drawn (the premises) are also true. For example, upon 
reading 'Socrates is a man, and all men are mortal', all readers would agree that 
'Socrates is mortal' is true, making it a cogent inference. However, when reading 
'The waitress knocked the glass off the table and it struck the ground,' we cannot say 
that the inference 'the glass shattered' is cogent, because there are some readers 
who would concede that there is a possibility that the glass did not break. 
 
While the language testing literature has focused on propositional and pragmatic 
inferences because their definitions provide a mechanism for controlling external 
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knowledge, Chikalanga (1992) also distinguished between the two inference types 
along cogency lines. "Propositional inferences are regarded as necessarily true 
inferences because they can be derived from the semantic content of explicitly 
stated propositions in the text," (Chikalanga, 1992, p. 699) whereas a pragmatic 
inference may not necessarily be true. This aspect of the distinction has not been 
discussed in the language testing literature, which is somewhat surprising given the 
need for item writers to write selected-response test items that can have only one, 
indisputably correct answer. Indeed, if Chikalanga's logic holds true, then it provides 
a heuristic for item writers to double check that they have written propositional 
inferences: if the inference is cogent, then the inference is a propositional inference. 
 
However, like external knowledge, deciding on an inference's cogency is subjective. 
Readers, including item writers, can disagree over the cogency of an inference 
because of their differing background knowledge (Chikalanga, 1992). For example, 
an item writer who had never seen nor heard of a glass surviving a fall from a table 
would be more inclined to declare the above inference cogent. Thus, the 
subjectivities in defining external knowledge and in determining cogency are 
intertwined. Indeed, disagreement over cogency can often be traced back to different 
opinions of the role of external knowledge in the inference. In theory, propositional 
inferences do not draw on external knowledge, and thus cogency should be assured. 
In practice, however, external knowledge can creep into inferences intended to be 
propositional which, in turn, affects cogency. Again, this research finds that item 
writers need clearer guidelines regarding the expected cogency of the inference 
items they write, and some ways the test designers provide this clarity are briefly 
discussed in section 8.5.4. 
 
8.2.3 Inferences and Paraphrases 
It is often difficult for item writers to differentiate between items that require an 
inference and items that require paraphrasing. In the 3IP experiment (Chapter 4), the 
disagreement between the expert participants was greatest when they were deciding 
whether an item was an inference or a paraphrase, rather than whether it was a 
pragmatic or propositional inference item. The literature does not adequately specify 
the difference between a propositional inference and a paraphrasing of information in 
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the reading passage. This is a problem because most selected-response test items 
have a paraphrase of the reading passage as the correct answer; if the wording of 
the answer exactly matched that of the reading passage, the item would be too easy. 
Often the paraphrasing results in wording that is significantly different to the wording 
in the passage, even to the point of having slightly different meanings. At this point, a 
heavy paraphrase can appear to match the definition of an inference item: that is, the 
item's answer is not explicitly written into the reading passage. This leaves inference 
item writers to wonder, at times, whether the key they have written is an inference or 
just a heavy paraphrase.  
 
Closely entwined within this difficulty of differentiating between paraphrase and 
inference is the notion of entailment and other semantic relations (Miller & Fellbaum, 
1991) and their unclear status as an inference. Entailment is the semantic 
relationship between words (usually verbs) where one word strictly implies another 
word, with 100% cogency. For example, we can say that 'He is snoring' entails 'He is 
sleeping' (Miller & Fellbaum, 1991). One can assume that if a reader reads 'Sam was 
snoring', they will most likely add 'Sam is sleeping' to their situation model. However, 
is the reader making an elaborative inference when they do so, or are they merely 
using their knowledge of the word 'snoring'? This remains undefined in the language 
testing literature. If the reading passage says 'Sam was snoring' and the item's key is 
'Sam was sleeping,' on what basis do item writers decide whether that is an 
inference or a paraphrase? 
 
Therefore, again, there is a need to bring this lack of clarity to the attention of test 
designers so they can attempt to address it in their test specifications. Currently, 
whether something is an inference or a paraphrase is a subjective decision, and test 
designers need to find ways to make this decision more objective for their item 
writers. Section 8.5.4 provides some suggestions. 
 
8.3 Researching Inference Items 
Researching inference-making has always been challenging because it is an internal 
cognitive process that cannot be directly observed. This research found that 
performing key information analysis on verbal protocols provides only a limited 
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picture of the cognitive behaviour the participants perform while they respond to 
inference items. The verbal protocol data itself has limitations, there was limited 
agreement between the analysers performing the key information analysis, and the 
analysis itself cannot distinguish between inline inference generation and premise-
matching. This section discusses each of these three findings and offers suggestions 
for future research.  
 
The verbal protocol data was limited in utility because the participants spent most of 
the protocols reading aloud. Although a large amount of data was collected - 72 
protocols, from 17 participants, totalling over 9 hours of data - there were limitations 
on its usefulness. The majority of those 9 hours were spent with the participants 
reading aloud from the test task, reading passage and response alternatives. While 
reading aloud can indicate which propositions within the inference item the 
participant is attending to, it does not provide any conclusive evidence that these 
propositions have been understood, nor indicate what cognitive processes they are 
performing. Instead, analysts have to conclude the degree of comprehension from 
the utterances made between segments of reading aloud. These non-reading aloud 
utterances formed only a small part of the nine hours of verbal protocol data, leaving 
the analysts with not much to work with. That is not to say that reading aloud was not 
necessary in this research, because analysts needed to know which propositions 
were being attended to and commented upon. However, to make future research 
more efficient, participants could be instructed to say only their thoughts and not 
read aloud, and use eye-tracking technology in parallel instead to track what 
propositions they are attending to as they say their thoughts aloud. This also reduces 
the cognitive burden of reading aloud, allowing the participant to focus more on 
comprehension. 
 
The fact that the participants were producing verbal protocols in a second language 
also limited the utility of the verbal protocols. Producing 'stream-of-thought' 
utterances is difficult in one's first language, and doubly so in a second language. 
This research anticipated this problem somewhat and thus restricted participants to 
those with advanced English proficiency. Nevertheless, there were many protocols 
with unclear utterances, leaving the analysers to guess at the meanings of those 
utterances. In future research, verbal protocols will produce much higher quality data 
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if the participants speak in their first language, which would require the inclusion of 
bilingual researchers on the research team. 
 
To summarise, this research found that to produce better quality verbal protocols in 
data research, eye-tracking technology should be used so that the participants are 
no longer required to read aloud. Instead, they should be instructed to verbalise their 
thoughts about the text, rather than verbalising the text itself, and they should do this 
in their first language. One additional finding was that analysts found it easier to 
understand inference item 4's verbal protocols and draw conclusions about whether 
the target inference had been made or not. The reason was because inference item 
4 had a strong physical and spatial element: the participants were able to use hand 
gestures to demonstrate their understanding of "palm up" and "palm down", "making 
stencils by spitting paint", and "the dominant hand assisting in the process". Thus, 
future researchers of inference items should consider choosing inference items for 
their verbal protocols that are likely to elicit physical gestures. 
 
None of these measures, however, address the other methodological finding from 
this research: the key information analysis, when performed on verbal protocols from 
selected-response inference items, cannot distinguish between inline inference 
generation and premise-matching. Most participants read the target inference 
proposition as a task statement or response alternative, prior to reading the 
inference's prerequisite information. Later, when they read the prerequisite 
information and verbalise the target inference, analysts cannot determine whether 
the inference was generated by the participant when reading the prerequisite 
information, or whether the participant had matched the prerequisite information to 
the inference proposition already in their minds. One way to overcome this problem 
in future research is to have the participants perform verbal protocols on inference 
items that do not reveal the target inference in the task statement or response 
alternatives. Unfortunately, no IELTS or TOEFL iBT inference items allow this. Nor, 
indeed, do any selected-response inference item tasks at all, so researchers will 
have to produce their own inference items that do meet these requirements. 
Section 8.4.1 below explains why it is important to be able to distinguish between 
premise-matching and inline inference generation. 
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8.4 Selected-Response Test Tasks and Inference-Making 
Selected-response tasks enable test taker behaviour that challenge the cognitive 
validity of the format. Questions about the cognitive validity of selected-response 
tasks is not new (Koda, 2005; Magliano et al., 2011), and this research provides 
empirical evidence that addresses these questions, for inference items in particular. 
This research has found that test takers who answer selected-response inference 
items correctly are likely to perform inference-making in a manner that differs from 
real-world inference-making, and sometimes not even make an inference at all. This, 
in turn, enables misleading conclusions to be drawn about inference-making ability 
from test taker responses to inference items, because they may not necessarily 
reflect the cognitive processes performed by the test taker. 
 
8.4.1 Premise-Matching 
The biggest difference between real-world inference-making and that which was 
performed in the verbal protocols was the difference between premise-matching and 
inline inference generation. In authentic academic reading, readers read an 
inference's premises (or draw on premises external to the text) and then generate an 
inference. This inference is a proposition that is new information for the reader, and it 
is subsequently incorporated in the reader's mental representation of the text 
(Kintsch, 1998). Thus, in real-world reading contexts, readers generate inference 
inline, as they read.  
 
In the verbal protocols, however, it is likely that most of the participants performed 
premise-matching, rather than inline inference generation. Most participants read the 
inference proposition prior to reading the text, by reading the task statement or the 
item's key. Rather than generating the inference, they read it. For example, when 
responding to inference item 4, most participants read "the stenciled hand was the 
weaker hand," which is both the item's key and target inference, before they looked 
at the reading passage. Then as they read the reading passage, with the 
key/inference already in their minds, they identified propositions that act as premises 
for the inference. Using logic, they recognise that these premise propositions mean 
that the inference proposition is true - premise-matching -  and then answer the 
inference item correctly. It is possible, however, for the participants to read the target 
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inference prior to the reading passage, forget it, and then generate the inference 
inline. Nevertheless, this research assumes this to be an unlikely behaviour, due to 
the centrality of task statements and response alternatives to the item response 
process. 
 
The prevalence of premise-matching behaviour raises questions for inference item 
cognitive validity because it is a cognitive process that is not performed in real-world 
reading to learn contexts. While reading for study, students generate inferences from 
the premises they read, rather than reading the inference and finding premises that 
match it. Premise matching and inline inference generation are similar cognitive 
processes as they both involve reading and understanding the premises and 
applying syllogistic logic. The question for cognitive validity, however, is whether they 
are similar enough. If a test taker is proficient in premise-matching, can it be 
assumed that they are proficient in inline inference generation as well? If a student 
passes an EAP reading comprehension test using premise-matching, will they be 
able to perform inline inference generation once they enter university? In short, can 
premise-matching ability in a test context predict inline inference generation ability in 
a non-test context? 
 
Therefore, further research is required to determine whether a test taker's ability to 
perform premise-matching in a test environment can predict their ability to perform 
inline inference generation in a real-world academic reading context. Given the 
practical nature of selected-response test tasks, it is safe to assume that they will 
continue to be a mainstay of academic reading proficiency tests. Therefore, I 
recommend some criterion-related validity research. As alluded to in section 8.3 
above, it is necessary for researchers to design inference item tasks that elicit inline 
inference generation and preclude premise-matching. Test taker results on these 
test items could then be compared to test taker ability to perform premise-matching 
on selected-response inference items to establish the criterion-related validity of 
premise-matching inference items. 
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8.4.2 Disjunctive Outcomes 
Selected-response test tasks make it possible for a test taker to answer an inference 
item correctly without performing inference-making behaviour. It is also possible for 
them to correctly make the target inference yet answer incorrectly. These disjunctive 
outcomes occurred on 11 of the 72 verbal protocols analysed in this research. This 
means that basing conclusions about the participants' inference-making ability solely 
on their final answers to the inference items would have been misleading at least 
16% of the time. While this is not an overwhelming percentage, this finding should 
prompt test designers to ask themselves what is an acceptable margin of error. 
Selected-response tasks make it possible for a test taker to get a high score in these 
tests without performing any inference-making behaviour. This, in turn, means that 
test users are potentially declaring candidates suitable for enrolment to an English-
medium university without knowing anything about their ability to make inferences 
while reading to learn. 
 
The likelihood of disjunctive outcomes also prevents IELTS and TOEFL iBT from 
publishing test scores representing inference-making ability, because they cannot be 
sure that the product (the test score for inference items) reflects the process 
(inference-making). Indeed, with the exception of Dialang ("Dialang,"), I know of no 
reading test that reports on a test taker's inference-making ability. This greatly 
reduces the diagnostic utility of the post-test feedback to the test taker. This is a 
considerable problem because these tests are both career-defining and prohibitively 
expensive for many test takers. The absence of feedback on a failed test makes it 
more difficult for test takers to improve for the next time they sit the test, which will be 
equally expensive. How many candidates have failed to gain entrance to an English-
medium university because they did not know they were weak in inference-making, 
despite spending hundreds if not thousands of dollars on EAP testing? 
 
These EAP tests, instead, prefer to give a score for the test taker's overall reading 
ability. In producing this score, the test taker performs numerous reading cognitive 
processes and subskills. The exact composition of these cognitive processes is 
unknown, however, and may not necessarily include inference-making nor resemble 
reading cognitive processes in real-world contexts. Nevertheless, as long as this 
 207 
"scattergun approach" (Urquhart & Weir, 1998, p. 135) elicits a variety of reading 
cognitive processes from test takers, test developers are satisfied that the test 
scores are sufficiently representative of the test taker's overall reading ability. Given 
these goals and the practical nature of selected-response test items, it is safe to 
assume that selected-response inference items will continue to be the predominant 
way that EAP tests measure inference-making ability. With this in mind, the next 
sections look at the ways in which the findings from this research can help test 
designers and item writers produce more consistently elicit inference-making 
behaviour. 
 
8.5 Improving Inference Item Writing 
This research has shown that there are two fundamental ways that inference item 
writing can be improved: produce items that are more likely to elicit (and thus 
measure) inference-making behaviour; and producing these items more consistently. 
The verbal protocols showed that inference-making behaviour in response to those 
six inference items was far from guaranteed and, in some cases, not even necessary 
for a correct answer. The research into the inference item identification (3IP) 
procedure, discussed in chapter 4, revealed several issues that suggest that much of 
inference item writing (or post-facto classification) is subjective and thus threatens 
consistency. The 3IP expert participants were inconsistent in their analyses of 
inference items, particularly in identifying key information and cognitive processes. 
The results and experience of the 3IP experiment lead to the identification of three 
areas of the language testing literature that lack clarity, as discussed in section 8.2.  
 
This section offers suggestions to improve both the elicitation of inference-making 
behaviour and consistency across inference items. The first sub-section discusses 
some ways item writers can help set the conditions that will enable test takers to 
attempt the target inference. After that, three key decision points in inference item 
writing are discussed in respect to the challenges to consistency in making those 
decisions that emerged from the research. To address these consistency challenges, 
inference item writers need training to make their implicit decisions more explicit. To 
help with these decisions, this section also offers some conceptual frameworks that 
item writers can employ while they write. However, even if item writers are aware of 
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these decisions, the decisions will be inconsistent across groups of item writers 
unless they have clear specifications and definitions to refer to. To help test 
designers provide such specifications and definitions, this section also offers some 
suggestions for defining key information types and cognitive processes in a way that 
is useful for inference item writers.  
 
8.5.1 Enabling Inference-Making Behaviour 
Although inference items aim to elicit inference-making behaviour from the test 
takers, the verbal protocols showed that many of the participants did not attempt to 
make the target inference. In many cases, they were not able to make the attempt, 
because the conditions for inference-making had not been set. Those conditions are 
the comprehension of the key information: one cannot make an inference without the 
inference's premises are not already in one's mind. Therefore, to elicit more 
inference-making behaviour from test takers, inference items should be designed 
and written in a manner that maximises the likelihood that the test taker will read and 
understand the key information. 
 
Several observations related to maximising the comprehension of key information 
were made in chapter 7, which suggest possible areas for future improvement. First, 
sometimes the comprehension of key information is contingent upon a key item of 
vocabulary. Item writers should be aware of this as they write, and only use key 
words that are likely to be known by most of the intended test takers. Another option 
is to define the key vocabulary within the reading passage, as was the case in 
inference item 2. Second, test takers are less likely to comprehend the key 
information if they read expeditiously, so expeditious reading while responding to 
inference items should be discouraged. Test designers and inference item writers 
should consider whether there is anything about the test task, or even the structure 
of the test paper and its time constraints, that encourages expeditious reading.	
 
A third way to maximise the comprehension of key information is to use key 
information that the test taker already knows. That is, rather than have key 
information written into the reading passage in a second language that can possibly 
be misunderstood, have the key information be mundane external knowledge. This 
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reduces the number of key information propositions that the test taker needs to find 
and potentially fail to comprehend. In this respect, pragmatic inferences based on 
mundane knowledge (Hughes, 2003) may be better inference items than those 
based on propositional inferences. This could be investigated in future research, 
although there remain concerns over identifying knowledge that is mundane for all 
intended test takers, who may come from very diverse backgrounds. 
 
8.5.2 Key Decisions for Inference Item Writers and Challenges to 
Consistency 
One source of subjectivity and inconsistency in inference item writing lies in the item 
writer decision-making process. Three key item writer decision points have been 
identified during this research. They need to a) precisely identify the inference itself; 
b) identify the key information that the inference is drawn upon (the prerequisite 
information, in the case of an inference item); and c) identify the cognitive processes 
test takers use to mediate between the key information and the correct answer (the 
MCPs). These three decisions are often complementary and performed in parallel, 
but are also often the source of subjectivity and disagreement between item writers. 
In this research, several challenges that make it difficult to make consistent decisions 
about key information and MCPs emerged, which are discussed below. 
 
Identifying Key Information 
In selected-response test formats, test takers match information in the reading 
passage to one of the response alternatives. To do this they must read and 
understand the relevant information in the passage. This is called the key 
information, and can range in size from a single proposition to a whole paragraph, or 
even across paragraphs. To write inference items, item writers need to be able to 
identify the key information from which the test taker will draw the inference. Prima 
facie, this would appear to be a relatively simple task, but it is deceptively difficult. 
The 3IP results revealed low agreement between the expert participants when they 
identified key information for IELTS items (see section 4.5). Over the course of this 
research, several reasons have emerged that explain why identifying key information 
is a difficult, often subjective decision.  
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One such reason is endophoric reference, which can extend key information to other 
propositions. If a key information proposition contains a word or phrase (such as 'this 
problem') that can only be fully understood by reference to another proposition, item 
writers must decide whether that other proposition should be included as key 
information. For example, inference item 3 for the verbal protocols (Cambridge 
English, 2013) included these propositions:  
1. It could be claimed that in order to make everything in heritage 
more 'real', historical accuracy must be increasingly altered.  
2. For example, Pithecanthropus erectus is depicted in an Indonesian 
museum with Malay facial features,  
3. because this corresponds to public perceptions. 
Proposition 3 is key information, but without understanding propositions 1 and 2, the 
'this' in proposition 3 has little meaning for the test takers. Thus, item writers ask 
themselves if propositions 1 and 2 should also be considered key information. 
Without guidelines for answering this question, different writers will produce different 
answers, resulting in inconsistency. 
 
Key information can also be difficult to pinpoint when it is a summary of a group of 
propositions in the reading passage, rather than being a single stand-alone 
proposition. Readers form these macropropositions through processes such as 
generalisation, deletion and integration (van Dijk, 1977). This additional layer of 
abstraction makes it difficult for item writers to decide which propositions in the 
passage contribute to the macroproposition, and thus should be considered key 
information, and which do not. For example, consider an IELTS item (Item 15, Test 
4, in Cambridge English, 2013, pp. 91-93) examined by the participants during the 
3IP experiment. The macroproposition crucial to answering the item correctly was 
"Children develop an understanding that their own movements dictate what the 
mirror image does because only their actions can change it." Two of the four expert 
participants who analysed this item listed all six propositions in the paragraph as key 
information. The other two participants listed only three of the propositions. Even 
deciding which propositions contribute to the macroproposition can be difficult, 
because of complicating factors like endophoric reference. Consequently, in cases 
like this, identifying key information can be quite subjective, especially in the 
absence of precise specifications to guide the item writers 
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Another complicating factor is that test takers can find more than one 'path' to the 
correct answer. Item writers can try to predict test taker behaviour, predicting which 
key information test takers will read, and what mediating cognitive processes they 
will perform to choose the correct answer. In reality, however, test takers will find 
other ways to arrive at the correct answer, by reading other propositions, performing 
mediating cognitive processes on them, and somehow rationalising a match between 
those propositions and the item's key. Perhaps test takers use these alternative 
paths to compensate for a lack of comprehension, or perhaps because they found 
another legitimate path. Again, item writers need to make a decision about whether 
the propositions on these alternate paths should be considered to be key information 
or not, and without adequate specification, these decisions are likely to be 
subjective. 
 
Closely related to the problem of alternative paths, item writers also need to make 
decisions about supporting propositions being key information or not. For this 
research, a supporting proposition has been defined as a proposition that is not key 
information, but helps test takers to understand a key information proposition. One 
simple example of this is inference item 2 from the verbal protocols (Item 31, Test 1, 
in Educational Testing Service, 2015a, pp. 26-28). The key information proposition 
included the word "symbiosis", which was crucial to drawing the inference. The 
shortest path to the target inference and correct answer assumes the test taker 
knows the meaning of symbiosis. For test takers who do not know the word 
symbiosis, however, there is a proposition later in the paragraph that defines 
symbiosis, and thus supports the test taker in understanding the key information. 
Should supporting propositions such as this be considered key information also? 
Again, this is for test designers to define in their test specifications. 
 
Identifying Mediating Cognitive Processes 
Item writers also need to think about the mediating cognitive processes that test 
takers might use to match the explicit key information to the item's key. A mediating 
cognitive process (MCP) is defined in chapter 4 as a cognitive process that test 
takers use to mediate between the wording of key information in the passage and 
 212 
the wording of the key. However, it should not be taken for granted that item writers 
can accurately and reliably identify MCPs. The 3IP results found that the five expert 
participants had little agreement on what MCPs were at play in the IELTS items they 
analysed. These findings suggest that identifying MCPs is inherently difficult, and 
that the MCP definitions and training for the 3IP were insufficient. The MCP 
taxonomy provided in chapter 4 was a good starting point, but the language testing 
research community and test developers need to improve upon it. Item writers may 
also benefit from training, which should consist of, among other things, exposure to 
numerous examples of each MCP, however they may be defined. 
 
8.5.3 Conceptual Frameworks for More Consistent Decision-
Making 
The previous section shows both the importance and difficulty of consistently 
identifying an item's target inference, its prerequisite information, and the MCPs. 
Item writers are already making these decisions as they write, but most often they 
are doing it subconsciously. If subjectivity in writing inference items is to be reduced, 
these implicit decisions need to become explicit, which can be achieved through item 
writer guidance and training. This section describes several conceptual frameworks 
and heuristics that test designers and item writers can use to shape how they 
approach these three decision points. The first of these conceptual tools is the 
propositional analysis, where item writers break a text down into a list of its 
constituent propositions. The literature contains several different ways to do a 
propositional analysis (see, for example, Kintsch, 1998), but I found Koda's (2005) 
technique to be most suitable for item writing.  
 
A propositional analysis can be conducted on the item's key to identify the target 
inference. An item's target inference sits within the item's key (or task statement in 
the case of a statement verification test task). The target inference, however, is not 
equal to the item's key. A key is a statement, and there are usually several implied or 
explicit sub-propositions within that statement: these are the component 
propositions. Component propositions can be identified by performing propositional 
analysis. This produces a list of component propositions (see chapter 7 for 
examples). Producing this list makes it easier for inference item writers to identify the 
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target inference. Item writers can work through the list of component propositions, 
identifying which ones are mentioned explicitly in the reading passage, and which 
one requires an inference from the test taker. The key implication of this is that it is 
crucial to identify the target inference with this level of precision because every other 
decision in the process of writing or identifying inference items, such as identifying 
key information, is based on the defined target inference. 
 
This list of component propositions also helps item writers consider the role that 
satisficing might play in the test taker's behaviour. The 3IP experiment in Chapter 4 
revealed that satisficing can be a source of confusion and disagreement among item 
writers if not addressed explicitly. If item writers have a list of component 
propositions, they can ask themselves which component propositions must be 
satisfied before a test taker can confidently select the key as their answer, and which 
ones are optional. If the target inference component proposition is optional, as was 
the case in several of the analyses in chapter 7, then the item would not be a very 
reliable inference item. Inference items should elicit inference-making from the test 
takers, but they are unlikely to make the extra effort of making an inference to satisfy 
an optional component proposition, particularly when they are under stress and face 
time constraints. 
 
Propositional analysis can also help item writers to identify key information. 
Performing propositional analyses forces item writers to see explicit informational 
units in the passage, and the relationships between each proposition. This, in turn, 
helps them to pin point which propositions: 
• stand as premises for the inference; 
• are required for endophoric resolution; 
• stand as supporting propositions; and 
•  are part of a macroproposition that stands as a premise for 
the inference. 
Propositional analysis of a whole reading passage is a time-consuming process, 
however, and thus better used as a training technique to transform the way item 
writers analyse reading passages while they produce items, rather than something 
that should be performed on every inference item being written.  
 214 
 
The second conceptual framework that can aid item writers is syllogism, and it 
operates in conjunction with propositional analysis. Syllogism is a form of logical 
reasoning where a conclusion is drawn from two or more premises. For example: 
Premise: All Italian soccer players are divers. 
Premise: Luigi is an Italian soccer player. 
Conclusion: Therefore, Luigi is a diver. (Rocci, 2006, p. 422) 
Syllogism can serve as a template for making explicit the test takers' predicted 
logical journey from the reading passage to the item's key. Item writers can fill in a 
syllogism template in parallel with identifying the item's target inference and key 
information. In fact, writing out the inference's syllogism can be a useful way for item 
writers to check that they have identified the correct key information and target 
inference. 
 
The syllogism template has a slot for the inference's conclusion and two slots for 
premises, with the option to add more premise slots if necessary. The syllogism's 
conclusion is the item's target inference and the premises are the key information 
propositions that the test taker draws upon to make the inference. Item writers can fill 
the conclusion slot with the item's target inference, and fill the premise slots with key 
information as they introspectively analyse the item. Identifying which propositions 
serve as syllogism premises is the difficult part of this process, but it is easier if the 
item writer has already performed a propositional analysis. As an example, here is 
inference item 6 (Item 4, Test 5, in Educational Testing Service, 2015a, pp. 269-270) 
from the verbal protocols written in the syllogism format: 
Premise: Instrumental ties are social links formed by people when 
they cooperate with other people to achieve some goal. 
Premise: Cooperating with other people to achieve some goal may 
mean working with competitors. 
Premise: "Competitors" are normally someone with whom we do not 
cooperate. 
Conclusion: Instrumental ties can develop even in situations in which 
people would normally not cooperate. 
Being required to fill the premise slots of the syllogism template forces item writers to 
think carefully about what information the test takers need to know and understand in 
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order to answer the test item correctly. As a heuristic, item writers can ask 
themselves "can the test taker (who is at the test's target proficiency level) answer 
the question without understanding this proposition?" If the answer is no, then the 
proposition must be key information. 
 
As another heuristic, item writers can also ask themselves 'how do you know?' to fill 
the premise slots in the syllogism template. For example, if the reading passage 
says, 'The waitress knocked the glass off the table and it struck the ground,' and the 
item's key is 'The glass probably shattered,' item writers can ask themselves 'How do 
I know that the glass probably shattered?' Their answers would be similar to 'the 
glass fell off the table and hit the ground, and when that happens, glasses usually 
break,' which could then be used to complete the syllogism template: 
Premise: The glass fell off the table and hit the ground. 
Premise: Glasses usually shatter when they fall off tables. 
Conclusion: The glass probably shattered. 
 
The syllogism template can also be used with most reading comprehension test 
items, even paraphrase items. For example, in Item 13, Test 1 in Cambridge English 
(2009, pp. 18-21), the passage says "The American zoologist Donald Griffin coined 
the term ‘echolocation’," and the key is " The word ‘echolocation’ was first used by 
someone working as a zoologist." Item writers can ask themselves 'How do I know 
that a zoologist was the first to use the word 'echolocation'?' Their answer would be 
'A zoologist coined the term 'echolocation', and 'coin a term' means to first use a 
word,' which, when expressed as a syllogism, is: 
Premise: American zoologist Donald Griffin coined the term 
‘echolocation’. 
Premise: 'Coin a term' and 'to first use a word' have the same 
meaning. 
Conclusion: The word ‘echolocation’ was first used by someone 
working as a zoologist. 
Identifying the premises (the key information) in this way also helps item writers to 
think about the MCPs used to answer the test question. 
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While filling the premise slots with key information, item writers can also ask 
themselves 'where did this information come from?' If the information is explicit in the 
text, then the information was provided by lower-level cognitive processes only, such 
as lexical access, syntactic parsing and semantic proposition formation (Grabe & 
Stoller, 2011). Often, however, additional cognitive processes are used to access the 
information, such as recognising synonymy provides "'Coin a term' and 'to first use a 
word' have the same meaning." Similarly, test takers draw on external knowledge for 
the premise 'Glasses usually shatter when they fall off tables.' Thus, in this way the 
syllogism template is a useful tool for item writers to systematically think through the 
cognitive processes and key information that test takers will likely use to answer a 
test question. 
 
8.5.4 Towards Better Definitions 
One common theme running through the key decisions discussed above was the 
need for clear definitions and test specifications. Assuming that an item writer has 
accurately identified an intended inference item's key information and the cognitive 
processes that access the key information, the next decision the item writer needs to 
make is to decide whether the item conforms to the test's specifications. Knowing the 
item's key information and MCPs will make this decision a lot easier, but due to the 
ambiguities in the literature discussed in chapters 0 and 8.2, making this decision 
based on the language testing literature's inference item definitions alone will be 
difficult. The 3IP results showed that the expert participants struggled to use their 
identified key information and MCPs to consistently differentiate between 
propositional inference items and non-inference (paraphrase) items. What is needed 
is a clear definition of these test constructs, and this section argues that definitional 
clarity is best served by focussing on the relationship between kinds of key 
information and kinds of inference and non-inference items. 
 
Categorising Key Information 
EAP test designers should write test specifications that precisely define their reading 
test constructs in reference to different types of key information. These definitions 
should be written to explicitly state what kinds of key information and cognitive 
process constitute which item types. This should enable item writers to apply simple 
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heuristics, such as 'if the item has key information type x, then classify it as item type 
a,' removing much of the subjectivity from these decisions. This, in turn, requires test 
designers to categorise both key information types and item types. For the latter, this 
section will assume the three items types prominent in the language testing literature 
and throughout this research: propositional inference item, pragmatic inference item, 
and non-inference item. The former, the categorisation of key information, is 
discussed in this section.  
 
Any categorisation of key information by an EAP test designer must be based on the 
test's purpose. Test designers are required to understand both the types of 
information and cognitive processes that are important to readers reading in the 
test's target language use domain. Test designers will need to research this and 
make decisions in accordance with the test's purpose, but as a starting point I have 
included Table 8-1 as an example of the kinds of key information that should be 
considered. It is not meant to be a definitive list of key information types, but an 
indication of the future direction of research. It shows types of key information, an 
example of each, and the cognitive process that readers might use to access them. 
The table's contents are roughly ranked from information that is explicit in the text 
and/or based on linguistic knowledge, to information that comes from outside the text 
and is non-linguistic in nature. 
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Table 8-1 
Examples of Types of Key Information 
Key information type Example Mediating cognitive processes 
information explicit in 
reading passage 
 
Sam was born in a barn. word recognition, lexical access, 
syntactic parsing 
x refers to y 
 
 
“this technique” refers to "the principle of using echoes to detect 
obstacles" in the previous sentence. 
reference resolution 
x means y 
 
A "variable" is something that changes. draw on vocabulary definition 
x is like y 
 
“coin the term” is like "to first use a word." recognise synonymy 
x semantically entails y 
 
"made the lion eat" entails "the lion ate." 
 
recognise semantic entailment 
 
x grammatically entails y 
 
"Sue is older than Jane" entails "Jane is younger than Sue." recognise grammatical 
entailment 
 
x is a part of y 
 
An "arm" is part of a "human body." recognise meronymy 
x is a kind of y 
 
“the detection of submarines” is a kind of “military use.” recognise hyponymy 
x is an umbrella term for y 
 
“limb” is an umbrella term for “arm or leg.” recognise hypernymy 
x is opposite to y "anxious" is the opposite of "relaxed" recognise antonymy 
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x is y done in a certain way 
 
 
"inventing something" is "discovering something" useful that has not 
existed before.  
recognise troponymy 
x can be summarised as y 
 
The facial vision sensation is like the sensation of a phantom limb. form macropropositions  
formal schema knowledge 
 
Topic sentences usually tell us what a paragraph is about. draw on formal schema 
sociolinguistic knowledge 
 
The word "sir" is very respectful and rarely used in emails. draw on sociolinguistic 
knowledge 
 
vocabulary-related external 
knowledge 
 
A "fugitive" usually tries to cross a border to escape into another 
country 
draw on knowledge of a concept 
mundane external 
knowledge 
 
Students who study hard get better grades. draw on external knowledge 
culture-specific knowledge 
 
 
In Indonesia, the dead are buried wrapped in a white sheet, thus the 
colour white is associated with death. 
draw on external knowledge 
domain-specific knowledge 
 
 
A flywheel makes sure that the drive shaft spins consistently, even 
though the engine provides energy in bursts. 
draw on external knowledge 
Note. A retrospective analysis of the 3IP experiment suggests that the 3IP's definitions were not clear or detailed enough, so the MCPs 
listed in this table are intended to be an improvement upon those listed in section 4.4.1.  
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In particular, test designers need to decide which types of key information are 
'external knowledge'. To do this, the first step is to produce a list of key information 
types. When creating such a list, it is useful to break the key information types into 
categories, based on the cognitive processes used to access the information. The 
following paragraphs explain each of the MCPs in Table 8-1, and discuss whether 
the information they access should be considered external knowledge or not. The 
MCPs are divided into four subsets: 
a) those that draw on knowledge of the L2; 
b) those that are complex cognitive processes that primarily draw 
on L2 knowledge, but also involve non-linguistic cognitive 
processes; 
c) those that draw on meta-linguistic knowledge; and 
d) those that draw on non-linguistic external knowledge. 
 
Linguistic MCPs 
The first subset of MCPs are generally considered to draw on linguistic knowledge 
rather than non-linguistic knowledge external to the text. Word recognition, lexical 
access, and syntactic parsing are lower-level cognitive processes (Grabe, 2009; 
Grabe & Stoller, 2011; Hudson, 2007) that are very much tied to a test-taker's 
knowledge of English grammar and vocabulary. Key information obtained by these 
cognitive processes alone would be considered text-based information, rather than 
external knowledge. Drawing on vocabulary definition is when the very meaning of a 
word itself provides the key information. This was seen in the verbal protocols in 
inference item 2, where the meaning of the word 'symbiosis' became a premise for 
the item's inference. Knowing the definitions of words would generally be considered 
knowledge of the L2 rather than external knowledge. 
 
Recognising relationships between specific pairs of words (or groups of words), such 
as a word in the key information and a word in a response alternative, is mostly a 
linguistic MCP. Recognising synonymy, meronomy, hyponymy, hypernymy, 
antonymy and troponymy (Miller & Fellbaum, 1991; Nation, 2001) require test takers 
to recognise the semantic relationships between words. Recognising a relationship 
between two words in turn requires test takers to know meanings of the two words, 
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and thus would be considered linguistic knowledge rather than external knowledge. 
Recognising semantic entailment is when the test taker understands that the 
vocabulary of one proposition strictly implies another, related proposition (Miller & 
Fellbaum, 1991). For example, reading that 'Tom fattened the pig' semantically 
entails that 'Tom fed the pig.' Recognising the relationship between entailment verbs 
such as feed/fatten, or buy/sell, requires knowing the meaning of both words in the 
L2, and thus is mostly linguistic in nature.  
 
Complex Linguistic MCPs 
Another subset of Table 8-1's MCPs entail processes that go beyond the simple 
application of linguistic knowledge. Reference resolution is the process of resolving 
endophoric reference. This cognitive process is generally considered a language 
proficiency-based ability, as opposed to drawing on external knowledge, because it 
generally involves an understanding of pronouns and demonstrative determiners and 
the comprehension of propositions that appear elsewhere in the text. Some, 
however, consider endophoric resolution to be a form of inference itself (Grabe, 
2009; Kintsch, 1998).  
 
Forming macropropositions is the process of combining multiple propositions into a 
macroproposition that acts as a summary of its constituent propositions (Kintsch, 
1998; Koda, 2005; van Dijk, 1977). It is a complex cognitive process involving four 
subordinate processes: generalisation, deletion, integration and construction (van 
Dijk, 1977). Forming macropropositions also requires the test taker to read and 
understand its constituent propositions. This, in turn, would necessarily require 
cognitive processes based on L2 knowledge, but may also involve cognitive 
processes that draw on non-linguistic knowledge. Thus, given that forming 
macropropositions can involve combinations of any kind of cognitive processes, it is 
difficult to categorise forming macropropositions as a cognitive process based on L2 
knowledge or otherwise.  
 
Recognising grammatical entailment is when the syntax, morphology, or the 
relationship between clauses strictly implies another proposition. For example, the 
passive form of a proposition entails its active form: 'Tom was given some bread by 
the baker' grammatically entails 'The baker gave some bread to Tom.' Another form 
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of grammatical entailment is modus ponens logic, where the consequent of a 
conditional statement can be assumed to be true if the statement's antecedent is 
shown to be true (Lea, 1998). For example, if we read 'If Tom walks out of the casino 
smiling (consequent), he has money (antecedent),' and later in the text we read 'Tom 
walked out of the casino with a big smile on his face,' it is strictly implied that 'Tom 
has money'. Recognising grammatical entailment relies on knowledge of L2 syntax, 
morphology, and conjunctions and thus can be considered a cognitive process 
based on linguistic knowledge. However, it also involves cognitive processes that 
align more closely with logic and reasoning than language knowledge, casting doubt 
on its categorisation as an MCP based on L2 knowledge alone. Like reference 
resolution, recognizing grammatical entailment may even be a form of inference 
itself: Hughes (2003) labelled an example of grammatical entailment as a 
propositional inference, and Lea (1998) labelled grammatical entailment based on 
modus ponens as logical inference. 
 
Metalinguistic MCPs 
A third subset of MCPs draw on what might be considered metalinguistic knowledge. 
When a test taker draws on formal schema, they draw on their knowledge of text 
structure and genre conventions. They do so ostensibly to help establish text 
coherence (Grabe, 2009; Hudson, 2007), but the information gained can also 
become key information: a clue that helps the test taker arrive at the correct answer. 
The most frequent case of drawing on formal schema during the verbal protocols 
(Chapter 6) was the participants recognising that the first sentence (the topic 
sentence) of a paragraph is likely to express the paragraph's main idea. The other 
MCP to involve meta-linguistic knowledge is drawing on sociolinguistic knowledge. 
Test takers can obtain key information from understanding the reading passage's 
register (Halliday & Hasan, 1976) and the social context the passage is situated in 
(Hymes, 1974). Similarly, inferring implicature based on an implicit knowledge of 
Grice's maxims (Grice, 1989) could also fall under the umbrella of drawing on 
sociolinguistic knowledge, or perhaps stand as a metalinguistic MCP on its own. 
While these types of metalinguistic knowledge can supply key information, for the 
purpose of defining a propositional inference, it is unclear whether they should be 
considered linguistic (text-based) information or external knowledge. 
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External Knowledge MCPs 
The final subset has much less ambiguity than the others, because in most cases 
they can be said to be clearly drawing on external knowledge. When test takers draw 
on mundane knowledge, they access information external to the reading passage 
that all test takers can be assumed to know. Although an inference that had a 
premise supplied by mundane external knowledge would technically be a pragmatic 
inference, Hughes (2003) argued that such an inference can still be included in 
reading comprehension tests because no test taker would be disadvantaged by not 
knowing the particular item of external knowledge. Test takers can also draw on 
culture-specific knowledge and domain-specific knowledge to supply themselves 
with key information. Culture-specific knowledge refers to knowledge that, generally 
speaking, would only be known by members of a particular culture, and domain-
specific knowledge is knowledge of a particular topical area, such as music or 
vehicle mechanics (Bernhardt, 1991b; see also "cultural schema" and "content 
schema", in Hudson, 2007). 
 
The final MCP in this subset, drawing on knowledge of a concept, also draws on 
external knowledge, but care must be taken to distinguish it from drawing on a 
vocabulary definition. Words represent concepts in our minds (Fodor, 1975; Pinker, 
1994), but a basic definition of a word cannot capture all that we know about the 
concept it represents. For example, we know that 'peace is desirable', even though a 
dictionary entry for 'peace' would probably not mention its desirability. Similarly, a 
dictionary is unlikely to tell us that a 'fugitive' usually tries to cross a border, but this 
is part of our concept of 'fugitive'. Key information that is drawn from broader 
knowledge of a concept, rather than knowledge of a word's definition, is likely to be 
considered external information. However, as discussed elsewhere in this chapter, 
the distinction between knowledge of a word and external knowledge is ambiguous 
(Just & Carpenter, 1987), and risks drawing test designers into unresolved debates 
(see, for example, Margolis & Laurence, 2014) about the nature of one's lexicon and 
how knowledge is stored in the human brain. 
 
Addressing the Lack of Clarity 
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In light of the experience of the 3IP expert participants, in section 8.2 above I discuss 
four ways that the language testing literature lacks clarity in defining the inference-
making constructs and the operationalisation of them. This lack of clarity leads to 
subjectivity when writing or classifying inference items, particularly in deciding 
whether a reading comprehension test item is a propositional inference item, a 
pragmatic inference item, or neither. The sections above introduced categorisations 
of key information types, propositional analyses and syllogism templates as 
conceptual frameworks to better understand what behaviour a test item requires a 
test taker to perform. This section discusses how test designers can use these 
frameworks to address the literature's lack of clarity and make it easier for item 
writers, editors, and test designers to consistently write and classify inference items. 
 
To decide if an inference is a propositional inference, item writers need to decide that 
all of its key information is in-text information, or that none of it is external 
knowledge. It is inherently difficult to objectively label a proposition as in-text 
information or not, but propositional analysis and the syllogism template (see 
section 8.5.2) are two conceptual tools that lay the groundwork for item writers to 
make these decisions more objectively. Item writers trained in propositional analysis 
can look at a text and mentally break it down into a list of propositions. From such a 
list, they can decide which propositions are key information and place them into the 
premise slots in the syllogism template. Furthermore, if there are empty premise 
slots in the template after all text-based key information has been entered, the item 
writer is forced to think of what proposition from outside the text is needed to fill the 
premise slot and complete the syllogism. 
 
With the item's key information made clear, it should be easy for item writers to 
identify which are drawn from external knowledge and which are in-text information, 
as long as the test designers have clearly defined what external knowledge is. Thus, 
test designers need to include a list of types of key information, such as Table 8-2, in 
their test specifications, and label each type as either in-text information or external 
knowledge. Table 8-2 provides an example (abridged, for convenience) of what such 
a list will include: 
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Table 8-2 
Example of Defining External Information by Types of Key Information 
Key information type 
 
Cognitive processes Label 
information explicit in 
reading passage 
 
word recognition, lexical 
access, syntactical parsing 
in-text information 
x refers to y 
 
reference resolution in-text information 
x means y 
 
draw on vocabulary definition in-text information 
x is like y 
 
recognise synonymy in-text information 
x entails y (semantically) 
 
recognise semantic 
entailment 
 
in-text information 
x can be summarised as y 
 
forming macropropositions  in-text information 
formal schema knowledge 
 
draw on formal schema in-text information 
sociolinguistic knowledge 
 
draw on sociolinguistic 
knowledge 
external knowledge 
vocabulary-related external 
knowledge 
 
draw on knowledge of a 
concept 
external knowledge 
culture-specific knowledge draw on external knowledge external knowledge 
domain-specific knowledge draw on external knowledge external knowledge 
 
With external knowledge and in-text information explicitly defined in a list such as 
this, item writers can easily compare the premises/key information in their syllogism 
templates with the items on the list. Assuming the test's specifications adhere to 
Chikalanga's (1992) propositional and pragmatic inference distinction, item writers 
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can declare any syllogism whose premises are all in-text information premises as a 
propositional inference. Similarly, a syllogism template that has one or more premise 
of an external knowledge key information type is a pragmatic inference. For item 
writers, this system takes a lot of the subjectivity of deciding what is external 
information and what is not, which is one of the four key areas of ambiguity in the 
language testing literature on inference items.  
 
Propositional analysis and syllogism templates also help item writers address a 
second area of ambiguity for inference items: cogency. Item writers are expected to 
write cogent test items, where the correct answer is clearly correct. Test items that 
are not entirely cogent are a problem because test stakeholders may argue that the 
item is flawed, because in some contexts the item's key is not necessarily a correct 
answer. Cogency is derived from the premises on which the inference is made (Copi, 
Cohen, & McMahon, 2011). The 'truer' the premises are, the more cogent the 
inference is. By breaking an inference item down into its syllogism components, item 
writers are in a better position to assess how 'true' each premise is. Consider these 
key information premises from the examples in Table 8-1: 
"'made the lion eat' entails 'the lion ate'"; 
 "a 'variable' is something that changes"; 
"a flywheel makes sure that the drive shaft spins consistently, even 
though the engine provides energy in bursts". 
Inference items that contained these premises are likely to be cogent, because the 
premises themselves are necessarily true. However, an item that had 'students who 
study hard get better grades' as a premise, however, would have questionable 
cogency because the premise is not necessarily true, and the item may need to be 
rewritten or discarded. 
 
Propositional analysis, syllogism templates, and a list of key information types can 
also help test designers distinguish between paraphrase and propositional inference. 
One advantage of viewing test items through a syllogistic lens is the realisation that 
all test items - be they paraphrases or inferences or otherwise - involve syllogistic 
reasoning and can be broken down into a syllogism template. Consider this 
paraphrase item, as a syllogism: 
Question: Who did Tom meet? 
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Premise (explicit in reading passage): Tom met a physician. 
Premise (drawing on L2 knowledge): A doctor is another word for 
physician. 
Conclusion (item's key): Tom met a doctor. 
Given this realisation, test designers and item writers cannot distinguish between 
paraphrase items and inference items on the basis of syllogistic logic alone. 
 
Instead, the difference between a propositional inference item and a paraphrase item 
can be defined by the number of in-text propositions the item draws on. The general 
notion within the academic reading and testing literature that a propositional 
inference involves piecing together multiple in-text premises22, so if an item has two 
in-text propositions as key information, it is a propositional inference item. 
Conversely, a paraphrase is generally thought of as the re-wording of a proposition, 
on a one-to-one basis. In other words, one in-text proposition is paraphrased and the 
outcome is another proposition with the same meaning as the original in-text 
proposition. Thus, an item that draws on only one in-text proposition as key 
information is a paraphrase item. These definitions, however, require a definition of 
'in-text proposition' as information that is completely explicit in the text, understood 
through lower-level cognitive processes such as word recognition, lexical access and 
syntactic parsing. Table 8-3 provides some illustrative examples of the difference 
between propositional inference and paraphrase based on the number of in-text 
propositions: 
 
																																																						
22	The	language	testing	literature	is	vague	about	how	many	in-text	propositions	a	
propositional	inference	requires.	Close	examination	of	statements	in	the	literature	reveals	a	
slight	inclination	towards	defining	a	propositional	inference	as	an	inference	requiring	more	
than	one	in-text	proposition.	The	clearest	example	is	"Text-based	[propositional]	inference	
which	requires	inference	between	parts	of	a	text	may	be	more	amenable	to	inclusion	within	
tests"	(my	italics,	Khalifa	&	Weir,	2009,	p.	51).	A	similar	trend	emerges	in	academic	reading	
textbooks,	with	definitions	and	examples	of	inference-making	demonstrating	the	notion	
that	a	university-level	inference	requires	piecing	together	multiple	clues	(see,	for	example,	
Elder,	2004;	Glendinning	&	Holmstrom,	2004;	Smith,	2005).	
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Table 8-3 
Examples of Propositional Inference and Paraphrase 
Premise source 
 
Premises Conclusion Item type 
In-text information 
(word recognition, lexical 
access, syntactic parsing) 
 
All birds lay eggs. 
Magpies 
lay eggs. 
Propositional 
inference In-text information 
(word recognition, lexical 
access, syntactic parsing) 
 
Magpies are birds. 
 
In-text information 
(word recognition, lexical 
access, syntactic parsing) 
 
Tom was snoring 
loudly. Tom was 
sleeping. 
Paraphrase 
recognise semantic entailment 
"Snoring" entails 
"sleeping" 
The second example in Table 8-3 shows how a paraphrase will have two premises 
and syllogistic logic is used to generate the paraphrase, but only one of the premises 
is purely text-based, being supplied through lower-level cognitive processes. 
 
The definitions above clarify the difference between a paraphrase item and a 
propositional inference item, but not the difference between a paraphrase and a 
pragmatic inference. Indeed, this new definition of a paraphrase item is also very 
similar to the definition of a pragmatic inference item. They both draw a conclusion, 
using syllogistic logic, from two premises, with one premise explicit in the text and 
the other premise drawn from test takers' knowledge. The element that distinguishes 
between the two item types is the kind of external knowledge that provides the 
second premise. What remains to be defined are the kinds of external information 
that constitute a paraphrase premise, and the kinds that constitute a pragmatic 
inference premise. 
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An examination of the academic reading and testing literature reveals an expectation 
that pragmatic inferences piece together a) in-text clues with b) clues drawn from 
general knowledge of the world, such as knowledge of a concept or domain-specific 
knowledge. For example, Hughes' (2003) pragmatic inference example requires the 
reader to know the distance between Reading and Heathrow Airport, and 
Glendinning & Holmstrom provide "bats produce high-frequency sound inaudible to 
many species" and "zoos can provide animals from different areas so the available 
genetic pool is large" as example of external knowledge clues (2004, p. 66). 
Therefore, items that have key information obtained through external knowledge 
MCPs are pragmatic inference items. Conversely, paraphrasing is generally thought 
of as a skill that requires a high degree of language proficiency and general 
intelligence. On that basis, items who have key information derived from linguistic or 
complex linguistic MCPs can be labelled as paraphrases. Finally, items with 
premises supplied by metalinguistic MCPs, such as drawing on formal schema or 
drawing on sociolinguistic knowledge, are unlikely to be confused with a paraphrase 
item because items with these MCPs generally give test takers a task that is clearly 
not a paraphrase task, such as to identify the author's intent, or identify the structure 
of the text. Table 8-4 provides an overview of these definitions of paraphrase, 
propositional inference, and pragmatic inference items. 
 
Table 8-4 
Item Type Definitions Based on Which Cognitive Processes are Used and the 
Outcome They Produce 
Item type Premise MCPs Outcome 
Paraphrase 
Premise 1 Linguistic MCPs 
A paraphrase of 
Premise 1 
Premise 2 
Linguistic MCPs  
Complex Linguistic MCPs  
Propositional 
Inference 
Premise 1 
Linguistic MCPs 
Complex Linguistic MCPs 
A new proposition, 
logically derived 
from Premises 1 
and 2 
Premise 2 
Linguistic MCPs 
Complex Linguistic MCPs 
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Pragmatic 
Inference 
Premise 1 
Linguistic MCPs 
Complex Linguistic MCPs 
A new proposition, 
logically derived 
from Premises 1 
and 2 
Premise 2 External knowledge MCPs 
Identify author's 
intent; 
identify intended 
readers etc 
Premise 1 
Linguistic MCPs 
Complex Linguistic MCPs 
A new proposition, 
logically derived 
from Premises 1 
and 2 
Premise 2 Meta-linguistic MCPs 
 
This section has shown that these three conceptual tools - propositional analysis, 
syllogism templates, and lists of key information types (and attendant MCPs) - can 
address a lot of the ambiguities in the language testing literature. These conceptual 
frameworks can help test designers precisely define different kinds of reading test 
items, which item writers can then use to produce items with greater consistency. 
However, one key ambiguity in the literature has yet to be addressed: when is a 
proposition or piece of information 'external knowledge'? This will be discussed in the 
next section, along with its implications for Chikalanga's (1992) 
pragmatic/propositional distinction. 
 
8.5.5 Beyond the Propositional/Pragmatic Inference Distinction 
The sections above have shown how conceptual frameworks like propositional 
analysis, syllogism templates, and taxonomies of key information types can address 
ambiguities in the literature around inference items. This results in more consistent 
item writer decision-making which, in turn, means more consistent production of 
inference items. However, all of this assumes that test designers can make a 
decision about what is, and is not, 'external knowledge' in order to define 
propositional and pragmatic inferences. The previous section's analysis of four key 
information sub-categories showed that one sub-category is clearly in-text 
information, and another sub-category is clearly external knowledge. However, 
another sub-category involves cognitive processes that are more closely related to 
logic and reasoning than L2 knowledge, and the other sub-category involves meta-
linguistic knowledge, which straddles linguistic knowledge and world (external) 
knowledge. The line between linguistic and non-linguistic world knowledge remains 
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fuzzy. Consequently, the distinction between pragmatic and propositional inferences 
remains unclear, and any decisions made by test designers about this distinction are 
likely to be subjective. 
 
In this section, I argue not only that it is near impossible to make this distinction 
objectively, but also that making this distinction is not necessary. The language 
testing community adopted the distinction as a means to an end: to make sure that 
external knowledge does not make tests unfair and to make sure the tests are 
testing what they are intended to. However, focusing on the propositional and 
pragmatic inference distinction distracts test designers and item writers from that 
end, and from more fundamental questions for test construct definition and cognitive 
validity. This discussion is intended to give test designers an alternative way of 
approaching test construct definition for inference items. 
 
Chikalanga's (1992) distinction between propositional and pragmatic inferences is 
based on an assumption that external knowledge and text-based information can be 
cleanly separated, but it is this assumption that limits the distinction's utility as a tool 
for inference item operationalisation. The inherent ambiguity between external 
knowledge and text-based information has already been established in this thesis, in 
chapter 0, and sections 8.2.1, and 8.5.4. There is even an ontological argument to 
be made that there is no distinction, because any text is by definition an encoding of 
external knowledge or real-world experience. If this distinction is unreliable, then how 
are test designers to use it to make decisions about their inference-making 
constructs? 
 
To define inference-making test constructs, test designers should turn their attention 
away from the propositional/pragmatic distinction and towards the test design 
fundamentals (Bachman, 1990):  
1. define the test purpose; 
2. identify the target language use, vis-à-vis the test purpose; 
3. identify, theoretically, the behaviours and cognitive processes 
performed during real-world use of that target language in the 
target context; 
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4. define test constructs based on these real-world behaviours 
and cognitive processes; and 
5. produce test tasks that elicit behaviours and cognitive 
processes that are as close as possible to those performed in 
the real-world target language use context. 
Thus, when test designers consider the types of key information that can serve as an 
inference's premise, rather than asking 'is this external knowledge?', they should be 
asking 'do readers draw on this kind of information when they read in the target 
language context?'.  
 
For EAP reading test inference items, test designers need to consider the kinds of 
knowledge that successful university-level readers draw upon to make inferences 
while they read to learn. For example, consider what kinds of prerequisite 
information would be needed to respond to the following test tasks, which Urquhart & 
Weir (1998) have suggested as likely to elicit propositional inferences: 
• discovering writer's intention; 
• understanding writer's attitude to the topic; 
• identifying the addressee; 
• distinguishing fact from fiction (Urquhart & Weir, 1998; Weir et 
al., 2000). 
Urquhart & Weir could be criticised for labelling these tasks as eliciting propositional 
inferences because they would require the test taker to draw on sociolinguistic 
knowledge, which is arguably a form of external knowledge, rather than knowledge 
of the L2. However, this kind of debate is precisely the kind of distraction that the 
propositional/pragmatic inference distinction can cause test designers. Instead, EAP 
test designers should be asking whether the types of knowledge needed to perform 
these tasks are likely to be needed by university students as they read to learn, 
regardless of whether they might be deemed external knowledge or not. If the 
answer is yes, they should be included in the test construct, and the 
propositional/pragmatic distinction becomes irrelevant.  
 
Prima facie, this heuristic appears to operate in contradiction to the issue of external 
knowledge and test fairness, as discussed in chapter 0. The literature has adopted 
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the propositional/pragmatic inference distinction, and recommended that pragmatic 
inferences be avoided, so that external knowledge would not become a source of 
test unfairness. The fear is that a test taker might not know the cultural- or domain-
specific external knowledge that constitutes a pragmatic inference item's premise, 
and then be unable to make the target inference. The test taker would, in effect, be 
deemed less proficient in English, even though the reason for the incorrect answer 
had nothing to do with their English proficiency. Other test takers who are fortunate 
enough to know the external knowledge-based premise are at an unfair advantage.  
In testing terms, this is a construct irrelevance (Messick, 1989) issue, where the 
irrelevant construct - external knowledge - influences test results. 
 
However, I argue that many forms of external knowledge are not irrelevant to reading 
to learn in an academic context. The heuristic asks test designers to decide what is 
relevant and irrelevant based on the test purpose and target language use, rather 
than arbitrary decisions about what is and is not external knowledge. EAP tests are a 
form of second language performance test, which aim to measure the test taker's 
ability to perform a task, using language as the primary tool to achieve that task 
(McNamara, 1996). In the case of EAP reading tests, the task is reading to learn in 
an academic context, and the task is performed in English. One characteristic of 
second language performance tests is that they will inevitably require the test takers 
to draw on non-linguistic knowledge and abilities to perform the task (McNamara, 
1996). Thus, when viewed through the lens of performance testing, non-linguistic 
knowledge is not irrelevant, as long as it is something that most successful university 
readers draw upon as they read to learn. In other words, it is acceptable for an EAP 
test taker to get an item wrong because they lacked some non-text-based 
knowledge, if that knowledge is something that successful university level readers 
must know. 
 
However, McNamara's (1996) discussion of non-linguistic constructs (or non-
linguistic ability for use, as per Hymes (1974)) and performance testing also comes 
with a warning. He likened the inclusion of non-linguistic constructs in performance 
tests to the act of opening Pandora's Box. There are so many non-linguistic 
constructs involved in language use, and so few of them have been empirically 
investigated to understand their effect on test taker performance. Nevertheless, from 
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a test designer's perspective, developing a list of types of information sources and 
the cognitive processes used to access them, such as that in Table 8-2, will serve to 
standardise a test development team's understanding of these non-linguistic 
constructs. It may also serve as the basis for empirical research into how these 
different kinds of information sources affect test taker behaviour. Furthermore, 
employing the propositional analysis and syllogistic template techniques gives test 
development teams a solid foundation for discussing the edge cases, where it is 
unclear which category of non-linguistic knowledge an inference item's premise (key 
information) might belong to. 
 
8.6 Limitations 
This research has several limitations which should be taken into account when 
considering the findings laid out in this thesis. The 3IP component of this research 
(see chapter 4) was limited by the small number of expert participants in the study, 
and the small number of IELTS items that they analysed. Furthermore, the limited 
time spent with the participants precluded the conduct of a mock inference item 
writing session. This would have allowed a more direct insight into the decisions item 
writers make as they write inference items. Instead, an item analysis task was 
conducted. 
 
The verbal protocol component of the research (see chapters 5, 6 and 7) had several 
limitations of its own. First, the participants produced the verbal protocols in their 
second language (English), which may have restricted their ability to fully verbalise 
their streams of thought. Second, the descriptive analysis (frequency count) of the 
behaviours performed across the verbal protocols did not account for individual 
variation in the performance of these behaviours by individual participants. This 
violates the independence of responses and the reader should be aware that this 
may result in some positive or negative bias in the interpretation of the results. Third, 
when the key information analysis procedure was used to analysis the verbal 
protocol data, the agreement rates between the two analysers was relatively low, 
suggesting that the results may have been slightly different had the key information 
analysis been performed by another researcher. Finally, the key information analysis 
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procedure was unable to differentiate between inline inference generation and 
premise-matching behaviour. 
 
	
8.7 Suggestions for Future Research 
There are numerous questions raised in this research and further research could be 
pursued in several directions. The question that intrigues me the most, however, is 
the question over the validity of using premise-matching behaviour to predict a test 
taker's ability to make inferences while they read to learn in a university context. This 
research has shown that premise-matching, rather than inline inference generation, 
is both possible when responding to a selected-response inference item, and also 
most likely to be very commonplace. It has also been shown the premise-matching, 
while sharing some commonalities with real-world inference generation, is a different 
cognitive process, and one that can only exist in testing contexts. Thus, test taker 
performance on premise-matching is being used as the basis to make claims about 
the test taker's ability to make inferences while they read to learn at university. 
However, is the premise-matching cognitive process similar enough to inline 
inference generation that it can stand as a proxy for inline inference generation? In 
other words, if a test taker is good at premise-matching, can we assuming with 
confidence that they are also good at inline inference generation? 
 
Criterion validity research could be conducted to answer this question. A test would 
need to be constructed that measures inline inference generation. One such test 
could be a battery of test items that consist of two reading paragraphs, and in some 
of these items a proposition in the second paragraph contradicts an inference drawn 
while reading the first paragraph. The test taker's task would be to read these 2-
paragraph test items and identify the items that have an implied contradiction within 
them. To measure the correlation between inline inference generation and premise-
matching, a cohort of participants would sit both a battery of "spot-the-contradiction" 
test items, to measure inline inference generation, and a battery of multiple-choice 
inference items, to measure premise-matching. An analysis of the correlation 
between scores on the inline inference generation test and the premise-matching 
test can indicate the validity of claims of inline inference generation ability based on 
performance of premise-matching.   
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8.8 Conclusion 
I began this research because I wanted to find out what behaviours test takers 
actually performed when they answered EAP inference items. This, in turn, would 
provide insight into ways we can improve test design and inference item writing. The 
findings showed that selected-response test items facilitate a wide variety of 
behaviours and do not guarantee that test takers will attempt to make inferences in a 
manner similar to inference-making in real-world EAP reading contexts. This 
reinforces the understanding that it is very difficult to make valid claims about a test 
taker's inference-making ability based on their response to selected-response 
inference items. This, in turn, leads to a lack of diagnostic feedback to test takers 
from these EAP tests. It also raises the possibility of candidates being admitted to 
university without sufficient ability to make inferences while reading to learn in 
English. 
 
The findings also showed that the cognitive processes involved in answering 
inference items are incredibly complex which, combined with a lack of clarity in the 
language testing literature, can result in inconsistency across inference item writers.  
These item writers are making key decisions while they write implicitly, but they need 
training and conceptual frameworks to make these decisions explicit. This will enable 
test designers and item writers to discuss and analyse the decision-making, in order 
to increase consistency in the writing and analysis of inference items. 
 
Any such consistency, however, depends on test designers producing precise test 
construct definitions to which item writers can refer. Taxonomies of key information 
types and the cognitive processes test takers use to access the key information 
provide a lot of clarity to inference item construct definition. This chapter has also 
offered several such taxonomies as starting points for test designers to develop their 
own taxonomies, in order to meet the needs of each particular test. Nevertheless, 
this research has merely scratched the surface of inference items and test taker 
behaviour in response to them, and more research is needed before EAP tests can 
confidently measure the inference-making ability of a hopeful university entrant. 
Clearly much more work is needed. 
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10.2 Appendix B: Agreement amongst 3IP Participants on 
the Identification of Key Information 
Table 10-1 
Agreement Amongst 3IP Participants on the Identification of Key Information on 9 
IELTS Items 
Test item Key information Number of 
participants 
Agreement 
Item 3 
1. From her earnings she was able to finance her sister 
Bronia's medical studies in Paris, 
2 1.00 
Item 3 
2. on the understanding that Bronia would, in turn, later 
help her to get an education. 
2 1.00 
Item 3 3. In 1891 this promise was fulfilled 2 1.00 
Item 3 
4. and Marie went to Paris and began to study at the 
Sorbonne (the University of Paris). 
2 1.00 
Item 15 
1. Another powerful source of information for infants 
about the effects they can have on the world around 
them is provided when others mimic them. 
4 1.00 
Item 15 
2. Many parents spend a lot of time, particularly in the 
early months, copying their infant's vocalizations and 
expressions. 
4 1.00 
Item 15 
3. In addition, young children enjoy looking in mirrors, 
where the movements they can see are dependent 
upon their own movements. 
4 0.50 
Item 15 
4. This is not to say that infants recognize the reflection 
as their own image (a later development). 
4 0.50 
Item 15 
5. However, Lewis and Brooks-Gunn (1979) suggest 
that infants' developing understanding that the 
movements they see in the mirror are contingent on 
their own, leads to a growing awareness that they are 
distinct from other people. 
4 0.75 
Item 15 
6. This is because they, and only they, can change the 
reflection in the mirror. 
4 0.50 
Item 16 
1. Lewis and Brooks-Gunn argued that an important 
developmental milestone is reached when children 
become able to recognize themselves visually without 
the support of seeing contingent movement. 
3 1.00 
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Item 16 
2. The psychologists reasoned that if the children knew 
what they usually looked like, they would be surprised 
by the unusual red mark and would start touching it. 
3 0.33 
Item 16 
3. On the other hand, they found that children of 15 to 
18 months are generally not able to recognize 
themselves unless other cues such as movement are 
present. 
3 0.33 
Item 16 
4. This recognition occurs around their second 
birthday. 
3 0.33 
Item 17 
1. Empirical investigations of the self-as-subject in 
young children are, however, rather scarce because of 
difficulties of communication: 
2 1.00 
Item 17 
2. even if young infants can reflect on their experience, 
they certainly cannot express this aspect of the self 
directly. 
2 1.00 
Item 18 
1. the children seemed to be disputing ownership 
rather than wanting to play with it. 
2 0.50 
Item 18 
2. Although it may be less marked in other societies, 
the link between the sense of 'self ' and of 'ownership' 
is a notable feature of childhood in Western societies. 
2 1.00 
Item 20 
1. Mead (1934) went even further, and saw the self and 
the social world as inextricably bound together: 
2 0.50 
Item 20 
2. 'The self is essentially a social structure, and it 
arises in social experience … 
2 0.50 
Item 20 
3. ... it is impossible to conceive of a self arising 
outside of social experience.' 
2 1.00 
Item 27 
1. Recently, however, attitudes towards history and the 
way it should be presented have altered. 
2 1.00 
Item 27 
2. Such developments have been criticised as an 
intolerable vulgarisation, 
2 1.00 
Item 27 
3. but the success of many historical theme parks and 
similar locations suggests that the majority of the public 
does not share this opinion. 
2 1.00 
Item 27 
4. Good examples of this approach in the UK are the 
Jorvik Centre in York; the National Museum of 
Photography, Film and Television in Bradford; and the 
Imperial War Museum in London 
2 0.50 
Item 27 5. In the US the trend emerged much earlier: 2 0.50 
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Item 28 
1. In a related development, the sharp distinction 
between museum and heritage sites on the one hand, 
and theme parks on the other, is gradually evaporating. 
2 0.50 
Item 30 1. because this corresponds to public perceptions. 1 n/a 
Item 30 
2. There is one compensation, however, for the 
professionals who make these interpretations: 
1 n/a 
Item 30 
3. if they did not provide the interpretation, visitors 
would do it for themselves, based on their own ideas, 
misconceptions and prejudices. 
1 n/a 
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10.3 Appendix C: Reading Tasks (Inference Items) 
The following six reading comprehension test items were used in the verbal 
protocols. They are presented here as they were presented to the verbal protocol 
participants. 
 
10.3.1 Reading Task 1 – Reading Passage 
 
Marie Curie is probably the most famous woman scientist who has ever lived. Born 
Maria Sklodowska in Poland in 1867, she is famous for her work on radioactivity, and 
was twice a winner of the Nobel Prize. With her husband, Pierre Curie, and Henri 
Becquerel, she was awarded the 1903 Nobel Prize for Physics, and was then sole 
winner of the 1911 Nobel Prize for Chemistry. She was the first woman to win a Nobel 
Prize. 
 
From childhood, Marie was remarkable for her prodigious memory, and at the age of 
16 won a gold medal on completion of her secondary education. Because her father 
lost his savings through bad investment, she then had to take work as a teacher. From 
her earnings she was able to finance her sister Bronia's medical studies in Paris, on 
the understanding that Bronia would, in turn, later help her to get an education. 
 
In 1891 this promise was fulfilled and Marie went to Paris and began to study at the 
Sorbonne (the University of Paris). She often worked far into the night and lived on 
little more than bread and butter and tea. She came first in the examination in the 
physical sciences in 1893, and in 1894 was placed second in the examination in 
mathematical sciences. It was not until the spring of that year that she was introduced 
to Pierre Curie. 
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10.3.2 Reading Task 1 – Question and Answer Sheet 
Does the following statement agree with the information given in the reading 
passage? 
 
1. Marie was able to attend the Sorbonne because of her sister's financial 
contribution. 
 
In the box below, write: 
2. TRUE, if the statement agrees with the information 
3. FALSE, if the statement contradicts the information 
4. NOT GIVEN, if there is no information on this 
 
 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
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10.3.3 Reading Task 2 – Reading Passage 
 
Paragraph 2 
Spores light enough to float on the breezes were carried thousands of miles from more 
ancient lands and deposited at random across the bare mountain flanks. A few of 
these spores found a toehold on the dark, forbidding rocks and grew and began to 
work their transformation upon the land. Lichens were probably the first successful 
flora. These are not single individual plants; each one is a symbiotic combination of 
an alga and a fungus. The algae capture the Sun's energy by photosynthesis and store 
it in organic molecules. The fungi absorb moisture and mineral salts from the rocks, 
passing these on in waste products that nourish algae. It is significant that the earliest 
living things that built communities on these islands are examples of symbiosis, a 
phenomenon that depends upon the close cooperation of two or more forms of life and 
a principle that is very important in island communities. 
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10.3.4 Reading Task 2 – Question and Answer Sheet 
It can be inferred from paragraph 2 that the fungi in lichens benefit from their 
symbiotic relationship with algae in what way? 
A. The algae help the fungi meet some of their energy needs. 
B. The algae protect the fungi from the Sun's radiation. 
C. The algae provide the fungi with greater space for absorbing water. 
D. The fungi produce less waste in the presence of algae. 
 
Please write your answer, A-D, in the box below: 
 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
  
 252 
10.3.5 Reading Task 3 – Reading Passage 
The Development of Museums 
Paragraph A (Summary) 
Museums used to be used primarily by scientific researchers, which meant that 
museums were difficult for normal people to understand and enjoy. 
 
Paragraph B (Summary) 
Recently, however, museums have changed the way they present history, allowing 
normal people to “experience” history, rather than read about historical objects. 
 
Paragraph C (Summary) 
Related to this, the difference between theme parks and museums is becoming less 
clear, with museums using ideas from theme parks, and theme parks incorporating 
historical accuracy into their attractions. 
 
Paragraph D 
Theme parks are undergoing other changes, too, as they try to present more serious 
social and cultural issues, and move away from fantasy. This development is a 
response to market forces and, although museums and heritage sites have a special, 
rather distinct, role to fulfil, they are also operating in a very competitive environment, 
where visitors make choices on how and where to spend their free time.  Heritage and 
museum experts do not have to invent stories and recreate historical environments to 
attract their visitors: their assets are already in place. However, exhibits must be both 
based on artefacts and facts as we know them, and attractively presented. Those who 
are professionally engaged in the art of interpreting history are thus in a difficult 
position, as they must steer a narrow course between the demands of 'evidence' and 
'attractiveness', especially given the increasing need in the heritage industry for 
income-generating activities. 
 
Paragraph E 
It could be claimed that in order to make everything in heritage more 'real', historical 
accuracy must be increasingly altered.  For example, Pithecanthropus erectus is 
depicted in an Indonesian museum with Malay facial features, because this 
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corresponds to public perceptions.  Similarly, in the Museum of Natural History in 
Washington, Neanderthal man is shown making a dominant gesture to his wife.  Such 
presentations tell us more about contemporary perceptions of the world than about 
our ancestors.  There is one compensation, however, for the professionals who make 
these interpretations: if they did not provide the interpretation, visitors would do it for 
themselves, based on their own ideas, misconceptions and prejudices.  And no matter 
how exciting the result, it would contain a lot more bias than the presentations provided 
by experts. 
 
Paragraph F 
Human bias is inevitable, but another source of bias in the representation of history 
has to do with the transitory nature of the materials themselves. The simple fact is that 
not everything from history survives the historical process. Castles, palaces and 
cathedrals have a longer lifespan than the dwellings of ordinary people. The same 
applies to the furnishings and other contents of the premises. In a town like Leyden in 
Holland, which in the seventeenth century was occupied by approximately the same 
number of inhabitants as today, people lived within the walled town, an area more than 
five times smaller than modern Leyden. In most of the houses several families lived 
together in circumstances beyond our imagination. Yet in museums, fine period rooms 
give only an image of the lifestyle of the upper class of that era. No wonder that people 
who stroll around exhibitions are filled with nostalgia; the evidence in museums 
indicates that life was so much better in the past. This notion is induced by the bias in 
its representation in museums and heritage centres. 
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10.3.6 Reading Task 3 – Question and Answer Sheet 
The reading passage has six paragraphs, A-F, but the first three paragraphs (A-C) 
have been summarized for you. 
 
Choose the correct heading for paragraph E from the list of headings below. 
i. Commercial pressures on people in charge 
ii. Mixed views on current changes to museums 
iii. Interpreting the facts to meet visitor expectations 
iv. The international dimension 
v. Collections of factual evidence 
vi. Fewer differences between public attractions 
vii. Current reviews and suggestions 
 
Write the correct number, i-vii, in the box below: 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
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10.3.7 Reading Task 4 – Reading Passage 
 
Paragraph 1 
We all know that many more people today are right-handed than left-handed. Can one 
trace this same pattern far back in prehistory? Much of the evidence about right-hand 
versus left-hand dominance comes from stencils and prints found in rock shelters in 
Australia and elsewhere, and in many Ice Age caves in France, Spain, and Tasmania. 
When a left hand has been stenciled, this implies that the artist was right-handed, and 
vice versa. Even though the paint was often sprayed on by mouth, one can assume 
that the dominant hand assisted in the operation. One also has to make the 
assumption that hands were stenciled palm downward-a left hand stenciled palm 
upward might of course look as if it were a right hand. Of 158 stencils in the French 
cave of Gargas, 136 have been identified as left, and only 22 as right; right-
handedness was therefore heavily predominant. 
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10.3.8 Reading Task 4 – Question and Answer Sheet 
It can be inferred from paragraph 1 that even when paint was sprayed by mouth to 
make a hand stencil 
A. there was no way to tell which hand was stenciled 
B. the stenciled hand was the weaker hand 
C. the stenciled hand was the dominant hand 
D. artists stenciled more images of the dominant hand than they did of the weak 
 
Please write your answer, A-D, in the box below: 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
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10.3.9 Reading Task 5 – Reading Passage 
Young children's sense of identity 
Paragraph A 
A sense of self develops in young children by degrees. The process can usefully be 
thought of in terms of the gradual emergence of two somewhat separate features: 
the self as a subject, and the self as an object. William James introduced the 
distinction in 1892, and contemporaries of his, such as Charles Cooley, added to the 
developing debate. Ever since then psychologists have continued building on the 
theory. 
 
Paragraph B 
According to James, a child's first step on the road to self-understanding can be 
seen as the recognition that he or she exists. This is an aspect of the self that he 
labelled 'self-as-subject ', and he gave it various elements. These included an 
awareness of one's own agency (i.e. one's power to act), and an awareness of one's 
distinctiveness from other people. These features gradually emerge as infants 
explore their world and interact with caregivers. Cooley (1902) suggested that a 
sense of the self-as-subject was primarily concerned with being able to exercise 
power. He proposed that the earliest examples of this are an infant's attempts to 
control physical objects, such as toys or his or her own limbs. This is followed by 
attempts to affect the behaviour of other people. For example, infants learn that 
when they cry or smile someone responds to them. 
 
Paragraph C 
Another powerful source of information for infants about the effects they can have on 
the world around them is provided when others mimic them.  Many parents spend a 
lot of time, particularly in the early months, copying their infant's vocalizations and 
expressions. In addition, young children enjoy looking in mirrors, where the 
movements they can see are dependent upon their own movements. This is not to 
say that infants recognize the reflection as their own image (a later development). 
However, Lewis and Brooks-Gunn (1979) suggest that infants' developing 
understanding that the movements they see in the mirror are contingent on their 
 258 
own, leads to a growing awareness that they are distinct from other people. This is 
because they, and only they, can change the reflection in the mirror. 
 
Paragraph D 
This understanding that children gain of themselves as active agents continues to 
develop in their attempts to co-operate with others in play. Dunn (1988) points out 
that it is in such day-to-day relationships and interactions that the child's 
understanding of his- or herself emerges. Empirical investigations of the self-
as-subject in young children are, however, rather scarce because of difficulties of 
communication: even if young infants can reflect on their experience, they certainly 
cannot express this aspect of the self directly. 
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10.3.10 Reading Task 5 – Question and Answer Sheet 
The reading passage has 4 paragraphs, A-D. 
 
Which paragraph contains the following information? 
 
• A reason for the limitations of scientific research into ‘self-as-subject’ 
 
Write the correct letter, A-D, in the box below: 
 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
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10.3.11 Reading Task 6 – Reading Passage 
 
Paragraph 2 
People are bound within relationships by two types of bonds: expressive ties and 
instrumental ties. Expressive ties are social links formed when we emotionally invest 
ourselves in and commit ourselves to other people. Through association with people 
who are meaningful to us, we achieve a sense of security, love, acceptance, 
companionship, and personal worth. Instrumental ties are social links formed when we 
cooperate with other people to achieve some goal. Occasionally, this may mean 
working with instead of against competitors. More often, we simply cooperate with 
others to reach some end without endowing the relationship with any larger 
significance. 
 
  
 261 
10.3.12 Reading Task 6 – Question and Answer Sheet 
 
Which of the following can be inferred about instrumental ties from the author's 
mention of working with competitors in paragraph 2? 
A. Instrumental ties can develop even in situations in which people would 
normally not cooperate. 
B. Instrumental ties require as much emotional investment as expressive ties. 
C. Instrumental ties involve security, love, and acceptance. 
D. Instrumental ties should be expected to be significant. 
 
Please write your answer, A-D, in the box below: 
 
 
How confident are you that your answer is correct (please tick one)? 
 
 Not confident at all. It’s just a random guess. I have no idea what the correct 
answer is. 
 
 Not confident. It’s probably not right. I don’t really know what the answer is, but 
I’ve chosen an answer that looks like it might be the answer. 
 
 A little bit confident. I’ve probably chosen the correct answer. 
 
 Quite confident. I’d be surprised if I found out that the answer is wrong. 
 
 Very confident. I have definitely chosen the correct answer.  
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10.4 Appendix D: Inference Item Propositional Analyses 
10.4.1 Propositional Analysis Guidelines 
• explicit coherence signals (connectives, co-referents, surface structure clues) 
get their own number. 
• coherence inferences (bridging [causative, semantic connections], 
elaborative) get their own numbers. 
• each clause gets its own number, including 
o embedded clauses (eg noun clauses) 
o  non-finite clauses 
• to refer to multiple clauses, use a hyphen 
• codes: (Koda, 2006, p. 124-133) 
o explicit information 
§ explicit (not for coherence, just straight up) 
o explicit coherence methods (identifiable text clues, including 
organizational conventions) 
§ surface structure-based coherence building (sequential ordering 
of ideas, structure of paragraphs (ie topic sentences), sentence 
dividers,  
§ connective-based coherence building (global: "They indicate, for 
example, how paragraphs relate to the main theme of the txt 
and how ideas are linked across paragraphs. For example, 
relevance indicators (pointer words and phrases such as "thus," 
"to reiterate," and "let me emphasize" help readers focus their 
attention on the information directly relevant to the major point. 
Summary indicators ("in sum," "by way of summary," and "in 
conclusion") alert readers that the designated content focuses 
on the main ideas of a paragraph, or even a longer segment. 
Enumerators (e.g., first, second, last), moreover, hint at the 
relationship of a particular discourse point to a global text 
organization, promoting comprehension by providing a structural 
frame for organizing text information.) 
§ connective-based coherence building (adversative: however, 
nonetheless) 
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§ connective-based coherence building (causal: because, 
consequently) 
§ connective-based coherence building (additive: and, in addition) 
§ connective-based coherence building (temporal: before, after) 
§ co-reference-based coherence building (lexical replacement) 
§ co-reference-based coherence building (ellipted form) 
§ co-reference-based coherence building (pronominal form) 
o implicit coherence methods (conceptual manipulations – inference and 
reasoning, for example 0 to connect text elements) 
§ bridging inference-based coherence building 
§ elaborative inference-based situation model building 
§ propositional-logic inference-based situation model building 
 
Table 10-2 
Inference Item 1 Propositional Analysis (abridged) 
Proposition 
number 
Proposition Code 
1.1 Her father lost his savings explicit 
1.2 Marie's father lost his savings co-reference-based coherence building 
(pronominal form) 
1.3 Maries father lost his saving 
through bad investments 
explicit 
2.1 Marie worked explicit 
2.2 Marie had to work explicit 
2.3 Marie worked as a teacher explicit 
2.4 Marie had to take work as a 
teacher 
explicit 
3 1.3 caused 2.4 connective-based coherence building 
(causal: because, consequently) 
4.1 Marie earned money explicit 
4.2 Marie earned money by being a 
teacher 
bridging inference-based coherence 
building 
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5.1 She financed her sister Bronia's 
medical studies 
explicit 
5.2 Maria financed her sister 
Bronia's medical studies 
co-reference-based coherence building 
(pronominal form) 
5.3 Maria had a sister explicit 
5.4 Maria's sister was called Bronia explicit 
5.5 Bronia studied medicine explicit 
5.6 Maria financed her sister 
Bronia's medical studies in Paris 
explicit 
5.7 Bronia studied medicine in Paris explicit 
6.1 p5.6 was on the understanding 
Bronia would help her 
explicit 
6.2 p5.6 was on the understanding 
Bronia would help Maria 
co-reference-based coherence building 
(pronominal form) 
6.3 p5.6 was on the understanding 
Bronia would help Maria later 
explicit 
6.4 p5.6 was on the understanding 
Bronia would help Maria later to 
get an education 
explicit 
6.5 There was an 
agreement/understanding 
elaborative inference-based situation 
model building 
6.6 There was an 
agreement/understanding 
between Maria and Bronia 
elaborative inference-based situation 
model building 
6.7 The agreement was of a 
reciprocal nature 
explicit 
6.8 There was an 
agreement/understanding that 
Bronia would help Maria to get 
an education 
explicit 
7.1 This promise was fulfilled explicit 
7.2 6.8 was fulfilled co-reference-based coherence building 
(lexical replacement) 
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7.3 6.8 was fulfilled in 1891 explicit 
7.4 6.8 was fulfilled in 1891 by 
Bronia 
bridging inference-based coherence 
building 
7.5 Bronia helped Maria to get an 
education in 1891 
bridging inference-based coherence 
building 
8.1 Marie went to Paris and began 
to study at the Sorbonne 
explicit 
8.2 Marie went to Paris and studied 
at the Sorbonne 
explicit 
8.3 Marie was able to study at the 
Sorbonne 
explicit 
9 7.5 led to 8 connective-based coherence building 
(causal: because, consequently) 
10 The Sorbonne is a university in 
Paris 
explicit 
s1 There is a person called Marie explicit 
s2 The Sorbonne is something that 
can be attended 
explicit 
s3 Marie attended the Sorbonne explicit 
s4 Marie was able to s3 explicit 
s5 s4 was because of her sister's 
financial contribution 
explicit 
s6 Marie has a sister explicit 
s7 Marie's sister made a financial 
contribution to Marie  
explicit 
 
 
Table 10-3 
Inference Item 2 Propositional Analysis 
Proposition 
number 
Proposition Code 
1 There are spores light enough to 
float on breezes 
explicit 
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2.1 1 were carried thousands of 
miles 
explicit 
2.2 1 were carried from more 
ancient lands 
explicit 
3.1 1 were deposited at random. explicit 
3.2 1 were then deposited across 
the bare mountain flanks. 
connective-based coherence building 
(temporal) 
4 There are dark, forbidding rocks explicit 
5.1 A few of 1 found a toehold co-reference-based coherence building 
(pronominal form) 
5.2 A few of 1 found a toehold on 
the dark, forbidding rocks 
explicit 
6.1 A few of 1 began to work their 
transformation upon the land. 
explicit 
7 A toehold was needed before 
the 1 could begin to work their 
transformation. 
elaborative inference-based situation 
model building 
8 The land being transformed 
consisted of bare mountain 
flanks and dark forbidding rocks 
co-reference-based coherence building 
(lexical replacement) 
9.1 Lichens are flora. explicit 
9.2 Lichens are successful flora. explicit 
9.3 Lichens were probably the first 
successful flora. 
explicit 
10 Lichens might not be the first 
successful flora. 
propositional-logic inference-based 
situation model building 
11 There are successful flora other 
than lichen. 
propositional-logic inference-based 
situation model building 
12 There are flora other than 
lichen. 
propositional-logic inference-based 
situation model building 
13 Lichen are not single individual 
plants. 
explicit 
 267 
14.1 each lichen is a symbiotic 
combination 
explicit 
14.2 each lichen is a symbiotic 
combination of an alga and a 
fungus 
explicit 
15 14 explains 13 surface structure-based coherence 
building 
16 A symbiotic combination is the 
same meaning as "not single 
individual" 
surface structure-based coherence 
building 
17 An alga is a plant propositional-logic inference-based 
situation model building 
18 A fungus is a plant propositional-logic inference-based 
situation model building 
19 An alga and a fungus are 
symbiotic 
propositional-logic inference-based 
situation model building 
20 An alga and a fungus cannot 
survive without each other 
elaborative inference-based situation 
model building 
21 An alga and a fungus cooperate 
to survive 
elaborative inference-based situation 
model building 
22 An alga and a fungus have a 
mutually beneficial relationship 
elaborative inference-based situation 
model building 
23.1 The algae capture the Sun's 
energy  
explicit 
23.2 The algae capture the Sun's 
energy by photosynthesis 
explicit 
24.1 The algae store the Sun's 
energy 
explicit 
24.2 The algae store the Sun's 
energy in organic molecules 
explicit 
25 The algae share the energy with 
the rest of the lichen (fungi) 
elaborative inference-based situation 
model building 
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26 The algae get the energy on 
behalf of the rest of the lichen 
(fungi) 
elaborative inference-based situation 
model building 
27 The algae gives the energy to 
the rest of the lichen (fungi) 
elaborative inference-based situation 
model building 
28.1 The fungi absorb moisture explicit 
28.2 The fungi absorb mineral salts explicit 
28.3 The fungi absorb moisture and 
mineral salts from the rocks 
explicit 
29.1 The fungi pass moisture and 
mineral salts on 
explicit 
29.2 The fungi pass moisture and 
mineral salts on in waste 
products 
explicit 
30 the waste products nourish 
algae 
explicit 
31 lichen recycles waste elaborative inference-based situation 
model building 
32 lichen is efficient elaborative inference-based situation 
model building 
33.1 things built communities explicit 
33.2 things built communities on 
these islands 
explicit 
33.3 the earliest living things that built 
communities on these islands 
are examples of symbiosis 
explicit 
34 lichen were the earliest living 
things that built communities on 
these islands 
explicit 
35 lichen are examples of 
symbiosis 
explicit 
36 33.3 is significant explicit 
37.1 symbiosis is a phenomenon explicit 
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37.2 symbiosis is a phenomenon that 
depends upon the close 
cooperation of two or more 
forms of life 
explicit 
38 without upon the close 
cooperation of two or more 
forms of life, there is no 
symbiosis 
propositional-logic inference-based 
situation model building 
39.1 symbiosis is also a principle connective-based coherence building 
(additive) 
39.2 symbiosis is a principle that is 
very important 
explicit 
39.3 symbiosis is a principle that is 
very important in island 
communities 
explicit 
40 symbiosis is important to island 
communities that include lichen 
propositional-logic inference-based 
situation model building 
q1 something can be inferred explicit 
q2 something can be inferred from 
paragraph 2 
explicit 
q3 there is fungi in lichen explicit 
q4 fungi has a relationship with 
algae 
explicit 
q5 fungi and algae's relationship is 
symbiotic 
explicit 
q6 fungi benefit from their symbiotic 
relationship with algae 
explicit 
q7 fungi benefit from their symbiotic 
relationship with algae in some 
way 
explicit 
q8 how fungi benefit from their 
symbiotic relationship with algae 
explicit 
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can be inferred from paragraph 
2 
 
 
Table 10-4 
Inference Item 3 Propositional Analysis 
Proposition 
number 
Proposition Code 
1 historical accuracy must be 
altered by museums 
explicit 
2 the purpose of 1 is to make 
everything in heritage more 
'real'. 
explicit 
3 1-2 is a claim explicit 
4 the meaning of 'real' in 2 is 
subjective 
surface structure-based coherence 
building 
5.1 Pithecanthropus erectus is 
depicted  
explicit 
5.2 Pithecanthropus erectus is 
depicted with Malay facial 
features 
explicit 
5.3 Pithecanthropus erectus is 
depicted in an Indonesian 
museum 
explicit 
6 the depiction of Pithecanthropus 
erectus is an example of 1-2 
connective-based coherence building 
(global) 
7 Pithecanthropus erectus was 
depicted with facial features that 
matched the facial features of 
the visitors  
elaborative inference-based situation 
model building 
8 5 was for the purpose of 
corresponding to public 
perceptions 
connective-based coherence building 
(causal) 
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9.1 Neanderthal man is depicted explicit 
9.2 Neanderthal man is depicted 
making a dominant gesture to 
his wife. 
explicit 
9.3 Neanderthal man is depicted in 
the Museum of Natural History 
explicit 
9.4 the Museum of Natural History 
is in Washington 
explicit 
9.5 Neanderthal man is depicted in 
Washington 
explicit 
10 Neanderthal man is depicted in 
a US/Western cultural context 
elaborative inference-based situation 
model building 
11 9 is similar to 5 connective-based coherence building 
(global) 
12 the nature of 11. is that they are 
both examples of 1-2 
connective-based coherence building 
(global) 
13 5 and 9 are more indicative of 
contemporary perceptions of the 
world than about our ancestors. 
explicit 
14 5 and 9 are more indicative of 
contemporary perceptions of the 
world because they correspond 
to public perceptions. 
bridging inference-based coherence 
building 
15 5 and 9 are presentations co-reference-based coherence building 
(lexical replacement) 
16 There is a difference between 
contemporary perceptions of the 
world and our ancestors. 
explicit 
17.1 there is a compensation for the 
professionals 
explicit 
17.2 the professionals make these 
interpretations (5 and 9) 
explicit 
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19 5 and 9 are interpretations. co-reference-based coherence building 
(lexical replacement) 
20 the professionals work in 
museums 
bridging inference-based coherence 
building 
21 something bad is happening to 
the professionals 
elaborative inference-based situation 
model building 
22.1 if the professionals did not 
provide the interpretations, the 
visitors would make their own 
interpretations. 
explicit 
22.2 the professionals provide 
interpretations 
explicit 
22.3 visitor interpretations are based 
on their own ideas 
explicit 
22.4 visitor interpretations are based 
on their own misconceptions 
explicit 
22.5 visitor interpretations are based 
on prejudices 
explicit 
23 visitors can make interpretations explicit 
24 When the professionals provide 
the interpretations, the visitors 
don't. 
bridging inference-based coherence 
building 
25 17.1 is that the professionals 
can mitigate biased 
interpretations. 
bridging inference-based coherence 
building 
26 the professionals do not want 
biased interpretations 
bridging inference-based coherence 
building 
27 the professionals do not like 1 bridging inference-based coherence 
building 
28 the professionals do not like 1 
because professional historians 
value historical accuracy. 
elaborative inference-based situation 
model building 
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29.1 visitor interpretations are more 
biased than the presentations 
provided by the experts 
explicit 
29.2 visitor interpretations can be 
exciting 
explicit 
29.3 29.1 is true regardless of the 
extent of 29.2 
explicit 
30 the experts are the 
professionals who work in the 
museums 
bridging inference-based coherence 
building 
31 visitor interpretations are biased 
because they are based on their 
own ideas, misconceptions and 
prejudices 
bridging inference-based coherence 
building 
a.1 someone is interpreting facts propositional-logic inference-based 
situation model building 
a.2 facts are being interpreted to 
meet visitor expectations 
explicit 
a.3 these visitors have expectations explicit 
 
 
Table 10-5 
Inference Item 4 Propositional Analysis 
Proposition 
number 
Proposition Code 
1 there are many right-handed 
people. 
explicit 
2 there are not so many left-
handed people. 
explicit 
3 there are many more people 
today are right-handed than left-
handed. 
explicit 
4 we all know 3 explicit 
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5.1 3 is a pattern co-reference-based coherence building 
(lexical replacement) 
5.2 can one trace this same pattern 
far back in prehistory? 
explicit 
5.3 this same pattern means 3 co-reference-based coherence building 
(lexical replacement) 
6 the text will probably answer 5 surface structure-based coherence 
building 
7 there is evidence about right-
hand versus left-hand 
dominance 
explicit 
8.1 much of 7 comes from stencils 
and prints 
explicit 
8.2 much of 7 comes from stencils 
and prints found in rock shelters 
in Australia 
explicit 
8.3 much of 7 comes from stencils 
and prints found in rock shelters 
not in Australia 
explicit 
8.4 stencils can be evidence of 7 explicit 
8.5 prints can be evidence of 7 explicit 
9 much of 7. can be found in 
many Ice Age caves in France, 
Spain, and Tasmania 
explicit 
10.1 a hand can be stenciled bridging inference-based coherence 
building 
10.2 artists do stenciling co-reference-based coherence building 
(ellipted form) 
10.3 when a left hand has been 
stenciled, the artist was right-
handed 
explicit 
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10.4 when a right hand has been 
stenciled, the artist was left-
handed 
bridging inference-based coherence 
building 
10.5 10.3 and 10.4 are inferences explicit 
10.6 artists use one hand to stencil 
the other one 
elaborative inference-based situation 
model building 
10.7 the artists were prehistoric 
artists 
bridging inference-based coherence 
building 
11.1 paint is used to stencil hands bridging inference-based coherence 
building 
11.2 stenciling a hand involves 
putting paint on a hand 
bridging inference-based coherence 
building 
11.3 paint was sprayed onto 
something by mouth 
explicit 
11.4 paint was sprayed onto a hand 
by mouth 
co-reference-based coherence building 
(ellipted form) 
11.5 11.3-4 occurred often, but not 
always 
explicit 
12.1 there are dominant hands explicit 
12.2 there are weak hands elaborative inference-based situation 
model building 
12.3 the dominant hand assisted in 
the operation 
explicit 
12.4 the dominant hand assisted in 
making stencils 
co-reference-based coherence building 
(lexical replacement) 
12.5 12.3-4 are an assumption explicit 
12.6 12.3-4 are a reasonable 
assumption 
elaborative inference-based situation 
model building 
13 even if 11 is true, 12 is still true  connective-based coherence building 
(adversative: however, nonetheless) 
14 12-13 is true because the artists 
used the dominant hand to 
manipulate the paint 
elaborative inference-based situation 
model building 
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15 14 is true because humans 
prefer to use dominant hands to 
manipulate things 
elaborative inference-based situation 
model building 
16 the weak hand was stenciled elaborative inference-based situation 
model building 
17 16 because the dominant hand 
was needed to manipulate 
things 
elaborative inference-based situation 
model building 
18.1 a left hand stenciled palm 
upward might of course look as 
if it were a right hand 
explicit 
18.2 18.1 because the shape left 
behind would be similar to the 
shape of a stenciled right-hand 
elaborative inference-based situation 
model building 
19.1 hands were stenciled palm 
downward 
explicit 
19.2 prehistoric artists' hands were 
stenciled palm downward 
co-reference-based coherence building 
(ellipted form) 
20.1 18 is possible, so 19 is an 
assumption 
surface structure-based coherence 
building 
20.2 18 is possible, so 19 is a 
reasonable assumption 
elaborative inference-based situation 
model building 
21.1 there is a cave in France explicit 
21.2 there is a cave in France called 
Gargas 
explicit 
21.3 there are stencils in Gargas explicit 
21.4 there are 158 stencils in Gargas explicit 
21.5 136 of 21.4 have been identified 
as stencils of left hands 
explicit 
21.6 136 of 21.4 were made by right-
handed artists 
explicit 
22.1 22 of 21.4 have been identified 
as stencils of right hands 
explicit 
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22.2 22.1 is not a big number explicit 
23 21 and 22 are evidence of 3 explicit 
24 21, 22, and 23 are only true if 19 
is true 
connective-based coherence building 
(adversative: however, nonetheless) 
q.1 something can be inferred explicit 
q.2 something can be inferred from 
paragraph 1 
explicit 
q.3 paint is used to make a hand 
stencil 
explicit 
q.4 paint is sprayed on something explicit 
q.5 paint is sprayed on something to 
make a hand stencil 
explicit 
q.6 paint is sprayed on a hand to 
make a hand stencil 
co-reference-based coherence building 
(ellipted form) 
q.7 even if a.5-a.6 is true, 
something else is true 
connective-based coherence building 
(adversative: however, nonetheless) 
a.1 there is a weaker hand explicit 
a.2 there is a stronger hand elaborative inference-based situation 
model building 
a.3 a hand was stencilled explicit 
a.4 the weaker hand was the 
stencilled hand 
explicit 
 
 
Table 10-6 
Inference Item 5 Propositional Analysis 
Proposition 
number 
Proposition Code 
1.1 Empirical investigations of the 
self-as-subject are rather scarce 
explicit 
1.2 Empirical investigations of the 
self-as-subject in young children 
are rather scarce 
explicit 
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2 1 is contrary to the preceding 
clause. 
connective-based coherence building 
(adversative: however, nonetheless) 
3 There are difficulties of 
communication. 
explicit 
4 3 is the reason for 1 connective-based coherence building 
(causal: because, consequently) 
5.1 They certainly cannot express 
this aspect of the self 
explicit 
5.2 Young infants certainly cannot 
express this aspect of the self 
co-reference-based coherence building 
(pronominal form) 
5.3 Young infants certainly cannot 
express this aspect of the self 
directly 
explicit 
6 Young infants cannot reflect on 
their experience 
propositional-logic inference-based 
situation model building 
7 Even if young infants can reflect 
on their experience, 5.3 is true. 
explicit 
8 7 is further explanation of 3 (:) surface structure-based coherence 
building 
9 Empirical investigations of the 
self-as-subject in young children 
require young children to 
communicate 
elaborative inference-based situation 
model building 
a.1 There is scientific research into 
'self-as-subject' 
explicit 
a.2 There are limitations to a.1 explicit 
a.3 There is a reason for a.2 explicit 
a.4 A paragraph (one of the four 
paragraphs) contains a.3 
explicit 
a.5 'Self-as-subject' is a special 
term 
surface structure-based coherence 
building 
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Table 10-7 
Inference Item 6 Propositional Analysis 
Proposition 
number 
Proposition Code 
1.1 People are bound. explicit 
1.2 People are bound within 
relationships. 
explicit 
1.3 People are bound within 
relationships by two types of 
bonds. 
explicit 
2 The two types of bonds are 
expressive ties and instrumental 
ties. 
explicit 
3 Expressive ties bind people 
within relationships. 
bridging inference-based coherence 
building 
4 Instrumental ties bind people 
within relationships. 
bridging inference-based coherence 
building 
5.1 Expressive ties are social links. explicit 
5.2 Expressive ties are social links 
formed by people when they do 
something. 
explicit 
5.3 Expressive ties are social links 
formed by people when they 
emotionally invest themselves in 
other people. 
explicit 
5.4 Expressive ties are social links 
formed by people when they 
emotionally commit themselves 
in to other people. 
explicit 
6 Social links can be formed when 
people emotionally invest 
themselves in other people. 
bridging inference-based coherence 
building 
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7 Social links can be formed when 
people emotionally commit 
themselves in to other people. 
bridging inference-based coherence 
building 
8.1 association with people. explicit 
8.2 association with people who are 
meaningful to people. 
explicit 
9.1 people achieve a sense of 
security. 
explicit 
9.2 people achieve a sense of love. explicit 
9.3 people achieve a sense of 
acceptance. 
explicit 
9.4 people achieve a sense of 
companionship. 
explicit 
9.5 people achieve a sense of 
personal worth. 
explicit 
10 through 8.2, 9.1-9.5  connective-based coherence building 
(causal: because, consequently) 
11.1 Instrumental ties are social links. explicit 
11.2 Instrumental ties are social links 
formed by people when they do 
something. 
explicit 
11.3 Instrumental ties are social links 
formed by people when they 
cooperate with other people to 
achieve some goal. 
explicit 
12 Social links can be formed when 
people cooperate with other 
people to achieve some goal. 
bridging inference-based coherence 
building 
13.1 This may mean working with 
competitors. 
explicit 
13.2 This may mean working with 
competitors instead of against 
competitors 
explicit 
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13.3 Cooperating with other people to 
achieve some goal may mean 
working with competitors instead 
of against competitors. 
co-reference-based coherence building 
(pronominal form) 
14 13.3 happens occasionally. explicit 
15 Working with competitors 
instead of against competitors 
may result in the formation of 
instrumental ties. 
elaborative inference-based situation 
model building 
16 people usually work against 
competitors. 
elaborative inference-based situation 
model building 
17.1 people cooperate with others. explicit 
17.2 people cooperate with others to 
reach some end. 
explicit 
17.3 people 17.2 simply and without 
endowing the relationship with 
any larger significance. 
explicit 
18.1 17.3 happens more often explicit 
18.2 17.3 happens more often than 
5.3-5.4 
co-reference-based coherence building 
(ellipted form) 
q.1 something can be inferred explicit 
q.2 something can be inferred from 
paragraph 2 
explicit 
q.3 the author mentioned something explicit 
q.4 the author mentioned 'working 
with competitors' 
explicit 
q.5 the author of paragraph 2 
mentioned 'working with 
competitors' 
bridging inference-based coherence 
building (semantic) 
q.6 a.1 can be inferred from a.5 explicit 
a.1  Instrumental ties can develop explicit 
a.2 Instrumental ties can develop 
even in some situations. 
explicit 
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a.3 Instrumental ties can develop 
even in situations in which 
people would normally not 
cooperate. 
explicit 
a.4 There are situations where 
people do not normally 
cooperate. 
explicit 
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10.5 Appendix E: Codes for Verbal Protocol Analysis 
10.5.1 Reading Strategies 
Real-World Strategies 
RWS1. identifies key words in the task prior to reading the passage 
RWS2. re-reads passage 
RWS3. re-reads passage again 
RWS4. analyses text structure 
• global 
• local or paragraph 
RWS5. identifies key words in the reading passage (based on task) 
RWS6. reads for context 
RWS7. reads for gist 
• paragraph 
• title or heading, or global 
RWS8. scans passage for specific word or phrase 
RWS9. selectively reads 
• local 
o based on genre conventions 
o based on task 
• target paragraph - based on task 
	
Prior Knowledge 
PK1. acknowledges lack of prior knowledge of topic 
PK2. acknowledges prior knowledge of topic 
PK3. draws on genre conventions 
PK4. draws on prior knowledge 
 
Item Specific 
IS1. explicitly links 'this promise' to the understanding in the previous sentence 
(Inference item) 
IS2. correctly figures out meaning of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
 284 
• stencil (Inference item 4) 
IS3. incorrectly or incompletely guesses the meaning of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
IS4. states or shows that they already knew the meaning of 
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
IS5. states or shows (before responding) that they do not know the meaning of  
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
 
10.5.2 Test Management Strategies 
Response Patterns 
RP1. begins by reading passage for orientation, then task, and then passage 
RP2. begins by reading passage for orientation, then task, RAs and passage 
RP3. begins by reading the task and RAs, then the passage 
RP4. begins by reading the passage 
RP5. begins by reading the task, then the passage 
RP6. goes back to the task or task question or task statement for clarification or 
reminder 
RP7. rapidly alternates attention between passage and task or response alternatives 
RP8. reads and considers the task or task question or task statement or RAs before 
going back to the passage or portion. 
	
Mediation 
M1. identifies RA as a conclusion from the text 
• accurately 
• inaccurately 
M2. does not state a reason 
• accurate response 
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• inaccurate response 
M3. chooses RA based on text representation, no need for RA elimination 
M4. partially eliminates RAs until RA selected 
M5. compares RA to reading passage 
• asks a question or undecided 
• matches RA to a different portion of the text 
o accurately 
o inaccurately 
• identifies possible answer 
o accurately 
o inaccurately 
• rules out RA 
o accurately 
o inaccurately 
M6. compares RA to text representation 
• asks a question or undecided 
• matches RA to a different portion of the text 
o accurately 
o inaccurately 
• identifies possible answer 
o accurately 
o inaccurately 
• rules out RA 
o accurately 
o inaccurately 
M7. compares task to reading passage 
• accurately 
• inaccurately 
M8. compares task to text representation 
• accurately 
• inaccurately 
M9. identifies portion of the text as irrelevant vis-à-vis the task 
• accurately 
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• inaccurately 
M10. identifies key information vis-à-vis the task - local 
• accurately 
• inaccurately 
	
Other 
O1. admits to a degree of guessing 
O2. changes a response after having marked one 
O3. expresses uncertainty at correctness of answer chosen 
O4. identifies task as an inference task 
 
	
10.5.3 Test-Wiseness Strategies 
TWS1. analyses response alternatives for patterns, similarities, differences 
TWS2. eliminates all other RAs 
• accurately 
• inaccurately 
TWS3. matches an RA to a portion of the text 
• accurately 
• inaccurately 
TWS4. states that they responded to the item without knowing the meaning of  
• algae, fungi or lichen (Inference item 2) 
• symbiosis (Inference item 2) 
• stencil (Inference item 4) 
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10.6 Appendix F: Coder Agreement Rates 
 
Table 10-8 
Coder Agreement Rates 
Code ID 
 
Code description 
 
Agreement 
rates 
RWS1 identifies key words in the task prior to reading the 
passage 
 
92% 
RWS2 re-reads passage 
 
100% 
RWS3 re-reads passage again 
 
100% 
RWS4 analyses text structure: global 
 
95% 
RWS4 analyses text structure: local or paragraph 
 
94% 
RWS5 identifies key words in the reading passage (based on 
task) 
 
89% 
RWS6 reads for context 
 
89% 
RWS7 reads for gist: paragraph 
 
95% 
RWS7 reads for gist: title or heading, global 
 
84% 
RWS8 scans passage for specific word or phrase 
 
100% 
RWS9 selectively reads: local, based on task 
 
83% 
RWS9 selectively reads: local, based on genre conventions 
 
90% 
RWS9 selectively reads: target paragraph, based on task 
 
94% 
 288 
PK1 acknowledges lack of prior knowledge of topic 
 
100% 
PK2 acknowledges prior knowledge of topic 
 
100% 
PK3 draws on genre conventions 
 
100% 
PK4 draws on prior knowledge 
 
100% 
IS1 explicitly links 'this promise' to the understanding in the 
previous sentence (Inference item) 
 
100% 
IS2 correctly figures out meaning of: algae, fungi or lichen 
(Inference item 2) 
 
100% 
IS2 correctly figures out meaning of: symbiosis (Inference 
item 2) 
 
100% 
IS2 correctly figures out meaning of: stencil (Inference item 
4) 
 
100% 
IS3 incorrectly or incompletely guesses the meaning of: 
algae, fungi or lichen (Inference item 2) 
 
100% 
IS3 incorrectly or incompletely guesses the meaning of: 
symbiosis (Inference item 2) 
 
100% 
IS3 incorrectly or incompletely guesses the meaning of: 
stencil (Inference item 4) 
 
100% 
IS4 states or shows that they already knew the meaning of: 
algae, fungi or lichen (Inference item 2) 
 
100% 
IS4 states or shows that they already knew the meaning of: 
symbiosis (Inference item 2) 
 
100% 
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IS4 states or shows that they already knew the meaning of: 
stencil (Inference item 4) 
 
100% 
IS5 states or shows (before responding) that they do not 
know the meaning of: algae, fungi or lichen (Inference 
item 2) 
 
100% 
IS5 states or shows (before responding) that they do not 
know the meaning of: symbiosis (Inference item 2) 
 
100% 
IS5 states or shows (before responding) that they do not 
know the meaning of: stencil (Inference item 4) 
 
100% 
RP1 begins by reading passage for orientation, then task, 
and then passage 
 
100% 
RP2 begins by reading passage for orientation, then task, 
RAs and passage 
 
RP3 begins by reading the task and RAs, then the passage 
 
RP4 begins by reading the passage 
 
RP5 begins by reading the task, then the passage 
 
RP6 goes back to the task or task question or task statement 
for clarification or reminder 
 
89% 
RP7 rapidly alternates attention between passage and task or 
response alternatives 
 
95% 
RP8 reads and considers the task or task question or task 
statement or RAs before going back to the passage. 
 
95% 
M1 identifies RA as a conclusion from the text: accurately 100% 
 290 
 
M1 identifies RA as a conclusion from the text: inaccurately 
 
100% 
M2 does not state a reason: accurate response 
 
100% 
M2 does not state a reason: inaccurate response 
 
100% 
M3 chooses RA based on text representation, no need for 
RA elimination 
 
94% 
M4 partially eliminates RAs until RA selected 
 
94% 
M5 compares RA to reading passage: asks a question or 
undecided 
 
94% 
M5 compares RA to reading passage: matches RA to a 
different portion of the text, accurately 
 
100% 
M5 compares RA to reading passage: matches RA to a 
different portion of the text, inaccurately 
 
100% 
M5 compares RA to reading passage: identifies possible 
answer, accurately 
 
94% 
M5 compares RA to reading passage: identifies possible 
answer, inaccurately 
 
95% 
M5 compares RA to reading passage: rules out RA, 
accurately  
 
96% 
M5 compares RA to reading passage: rules out RA, 
inaccurately 
 
100% 
M6 compares RA to text representation: asks a question or 
undecided 
 
94% 
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M6 compares RA to text representation: matches RA to a 
different portion of the text, accurately 
 
100% 
M6 compares RA to text representation: matches RA to a 
different portion of the text, inaccurately 
 
100% 
M6 compares RA to text representation: identifies possible 
answer, accurately 
 
100% 
M6 compares RA to text representation: identifies possible 
answer, inaccurately 
 
94% 
M6 compares RA to text representation: rules out RA, 
accurately 
  
100% 
M6 compares RA to text representation: rules out RA, 
inaccurately 
 
100% 
M7 compares task to reading passage, accurately 
 
100% 
M7 compares task to reading passage, inaccurately 
 
100% 
M8 compares task to text representation, accurately 
 
100% 
M8 compares task to text representation, inaccurately 
 
100% 
M9 identifies portion of the text as irrelevant vis-à-vis the 
task, accurately 
 
89% 
M9 identifies portion of the text as irrelevant vis-à-vis the 
task, inaccurately 
 
100% 
M10 identifies key information vis-à-vis the task - local, 
accurately 
 
90% 
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M10 identifies key information vis-à-vis the task - local, 
inaccurately 
 
100% 
O1 admits to a degree of guessing 
 
100% 
O2 changes a response after having marked one 
 
100% 
O3 expresses uncertainty at correctness of answer chosen 
 
100% 
O4 identifies task as an inference task 
 
100% 
TWS1 analyses response alternatives for patterns, similarities, 
differences 
 
100% 
TWS2 eliminates all other RAs: accurately 
 
100% 
TWS2 eliminates all other RAs: inaccurately 
 
100% 
TWS3 matches an RA to a portion of the text: accurately 
 
100% 
TWS3 matches an RA to a portion of the text: inaccurately 
 
100% 
TWS4 states that they responded to the item without knowing 
the meaning of: algae, fungi or lichen (Inference item 2) 
 
100% 
TWS4 states that they responded to the item without knowing 
the meaning of: symbiosis (Inference item 2) 
 
100% 
TWS4 states that they responded to the item without knowing 
the meaning of: stencil (Inference item 4) 
 
100% 
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10.7 Appendix G: Verbal Protocol Session Tracking Sheet 
 
Figure 10-1 Verbal Protocol Session Tracking Sheet 
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10.8 Appendix H: Key Information Analysis Framework 
10.8.1 Key points 
• If the participant has answered correctly, assume - in the absence of evidence 
to the contrary - that the participant has made the target inference. 
• Just because a participant is reading something aloud doesn't necessarily 
mean they are understanding it. 
• Just because a participant says they understand something, doesn't 
necessarily mean that they do. 
• Every word in the target inference is important. For a participant to be judged 
to have made the target inference, they must have made the complete target 
inference. 
• One portion of a protocol can be evidence for more than one piece of key 
information. 
• The participant does not have to understand all of the pieces of key 
information in order to make the target inference. The reason there are so 
many pieces of key information listed is because there are more than one 
'paths' to the target inference, each path requiring different combinations of 
pieces of key information. 
 
10.8.2 Bullet point levels (for KI, Inference) 
• Level 0: Summary/conclusion re comprehension of key information 
• Level 1: "During the concurrent verbal protocol:" or "During the retrospective 
interview:" 
• Level 2: A summary/description of the piece of evidence. Summary will be 
expressed in terms of comprehension or lack thereof. 
• Level 3: The evidence itself, in italics. 
 
10.8.3 Introductions 
• In the introduction, you want to simply say whether a) the participant got the 
question correct, and b) whether they made the target inference. 
• Of course, if there is not enough evidence re the inference, you'll have to say 
that. 
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• Format: 
o SXXXX chose/did not choose the correct response alternative, 
and/but… 
 
10.8.4 Conclusions 
• If the participant chose the incorrect response alternative, the conclusion will 
explain, in a summary, why the participant didn't get the item correct. Usually, 
this is because: 
o the participant did not understand part of the key information 
o the participant did not make the inference 
• If the participant chose the correct response alternative, the conclusion will 
explain, in a summary, why the participant got the item correct. There can be 
many paths to the correct answer, including: 
o understanding all key information, and making the target inference 
o matching words in the text to words in the response alternative 
o understanding key information, but not making the target inference, 
choosing the key for a different reason  
• Unlike the introduction, it's ok to use words like: 
o despite 
o because 
o instead 
• It's ok to speculate on participant characteristics (ie proficiency short-comings) 
• Format: 
o SXXXX correctly/incorrectly responded to the task because… 
 
10.8.5 Key Information Comprehension Summaries 
• These will often be written after all the evidence (for each piece of key 
information) has been written up. 
• Format: 
o SXXXX (partially) attended to/did not attend to KIx, and/but it 
can/cannot be inferred that SXXXX (partially) understood/did not 
understand/misunderstood KIx. 
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o There is no evidence either way of SXXXX attending to and 
understanding KIx. 
o It is unclear whether S2XXX attended to KIx or not, but it can be 
inferred that S2XXX did not understand KIx. 
o S2XXX attended to KIx and claimed to understand it, but it is unclear 
whether S2XXX actually understood KIx or not. 
• Sometimes, a follow-up sentence will be necessary address contradictory or 
incomplete evidence. 
o Eg. The evidence from the concurrent verbal protocol suggested 
S2001 understood KI2, but the only proof was found in the 
retrospective interview. 
 
10.8.6 Target Inference Completion Summaries 
• One of: 
o SXXXX made the target inference. 
o SXXXX did not make the target inference. 
o It is unknown whether SXXXX made the target inference. 
 
10.8.7 Evidence Summaries 
• The purpose of these summaries is to mediate between the actual wording of 
the evidence (the verbal protocol segment) and the argument being made in 
the key information comprehension summary. 
o How does what the participant said contribute to proving the claim 
made in the bullet point above? 
• As such, there is not much in the way of prescribed writing format for these. 
Write whatever answers that question. 
• Cite the actual evidence, either in-line, or as a block quote (next level down in 
bullet points). Evidence will be in italics. 
• If a participant verbally claims to have understood something, include that as 
evidence, but make sure to note it as a claim of understanding: it doesn't 
necessarily prove understanding. 
• Start each summary with a non-finite clause stating when this piece of 
evidence occurred. For example: 
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o When reading the task instructions, 
o After reading through the response alternatives, 
• If the evidence is the lack of attending to something, there is no need to cite 
actual protocol text. 
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10.9 Appendix I: Key Information Analysis Training 
(abridged) 
10.9.1 Introduction 
An inference item is a reading test task that is intended to elicit inference-making 
behaviour from the test-taker. My research investigates the behaviours test-takers 
perform as they attempt to complete inference items. 
 
To get data representing this behavior, I asked 17 participants to complete 6 
inference items, saying aloud what they were thinking as they worked through the 
items. This resulted in 72 verbal protocols, which will be the objects of your key 
information analysis. 
 
I have analysed each of these 72 protocols in three different ways, one of which is 
the key information analysis. I need someone else to do key information analyses on 
some of the protocols, so that the results can be compared in order to find out how 
reliable key information analysis is. 
 
The purpose of key information analysis is to determine whether, for each protocol, 
the participant made the intended inference or not. This is incredibly difficult to do 
objectively, however, because inference-making is an invisible mental process, and 
even if a participant were to self-report inference-making behavior during the 
protocol (they rarely do), we can't assume that a participant actually made an 
inference just because the participants themselves believed they did. 
 
So I created key information analysis, which is a detailed procedure for analysing the 
participant behaviour in the protocols. The procedure will never tell us with 100% 
certainty whether the participant made the target inference or not, but it will help us 
determine 'beyond reasonable doubt' whether the inference was made or not. In 
keeping with the law court theme, a key information analysis helps us gather the 
evidence we need to prove beyond reasonable doubt that the inference was made 
(or not). 
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Before describing what form this evidence takes, it is necessary first to discuss how 
inference items elicit inference-making behavior from the test takers. Here's how you 
can know if a reading test item is an inference item: 
 
If the answer to the question is not explicitly written into the item's reading passage, 
then it is an inference item. 
 
This means that rather than finding the answer to the question in the passage itself, 
the test taker has to read the passage, find the clues, and infer the correct answer 
from those clues.  
 
We're calling those clues the key information, because without understanding those 
clues, the test taker won't be able to make the inference and arrive at the correct 
answer. The key information for each of the six inference items has already been 
identified for you. Your job is to gather evidence from the verbal protocols that shows 
whether the participant understood each piece of key information.  
 
Once all the evidence has been gathered, you will look at each piece of key 
information and decide, based on that evidence, whether it has been understood or 
not. Once you know how much of the key information was understood, you can 
make a much more informed decision about whether the participant made the target 
inference or not. 
 
You will receive a lot more instruction and training in key information analysis, so 
don't stress if you don't quite understand all of it yet. 
 
Speaking of training, your training will consist of the following: 
d) Familiarisation: read items, watch protocol, read transcript 
e) Read example analyses 
f) Discuss example analyses 
g) Practice analysis: walkthrough-talkthrough 
h) Independent analysis practice 
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But before we go any further, you'll need to make a MEGA account (mega.co.nz) 
and then tell me what email address you created the account with. 
10.9.2 Familiarisation 
Read the Inference Items 
The next thing you will need to do is to read each of the six inference items. It's 
important that you a very familiar with the items, and that you understand what the 
target inference for each item is. So I'll also write a paragraph about each item 
explaining why it is considered an inference item and what the target inference is. 
 
The items can be found in your MEGA account here: 
[abridged] 
  
Read them now, try to figure out the answers, then check your answers with the list 
at the end of this document, and then read about each item's target inference below.  
 
Inference item 1 - Marie Curie (IELTS) 
This true/false/not given task is considered an inference items because task 
statement talks about Marie's sister's help being financial help: 
because of her sister's financial contribution. 
But the passage doesn't say what kind of help Marie's sister gives her: 
on the understanding that Bronia would, in turn, later help her to get 
an education. 
 
Anaphoric resolution is very important in this item, with the test taker needing to link 
'this promise' back to the understanding between Bronia and Marie in the previous 
sentence: 
In 1891 this promise was fulfilled and Marie went to Paris and began 
to study at the Sorbonne (the University of Paris).  
However, for this research, anaphoric resolution is not considered to be inference-
making. 
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It can also be argued that the words 'in turn' mean that Bronia would, in turn, give 
Maria precisely the same kind of help that Bronia received from Maria: namely, 
financial help: 
From her earnings she was able to finance her sister Bronia's 
medical studies in Paris, on the understanding that Bronia would, in 
turn, later help her to get an education. 
This would obviate the need for an inference, and some readers might interpret the 
text in this way. 
 
For inference item 1, the target inference is mostly unnecessary. Most test takers 
would understand from the explicit text that Bronia helped Maria 'In some way', 
which would be enough for them to choose TRUE. In other words, most test takers 
are going to ignore that fact that the task statement specifies financial help. 
 
Nevertheless, it is still useful for this research to analyse how participants respond to 
this potential need for an inference. 
 
Inference item 2 - Symbiotic Lichens (TOEFL iBT) 
This 4-option multiple choice item is considered an inference item for two reasons. 
First, inference is explicitly mentioned in the task question: 
It can be inferred from paragraph 2 that the fungi in lichens benefit 
from their symbiotic relationship with algae in what way? 
 
Second, the key is about the algae giving energy to the fungi: 
The algae help the fungi meet some of their energy needs. 
But the text only talks about the algae gathering and storing energy, not giving to the 
fungi: 
The algae capture the Sun's energy by photosynthesis and store it in 
organic molecules. 
Thus, the test taker has to infer that the algae also gives the energy to the fungi, not 
just store it. 
 
Inference item 3 - Museums and Interpretation (IELTS) 
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This match-the-title-to-the-paragraph item is considered an inference item because 
that key talks about the purpose of the interpretations is to meet visitor expectations: 
Interpreting the facts to meet visitor expectations 
However, although the text states that interpretations are being made, it does not 
explicitly state the purpose of the interpretations. Thus, the test taker is left to infer 
the purpose of the interpretations. 
 
Similar to inference item 1, however, the target inference is not absolutely 
necessary. Test takers can read and understand the paragraph, understand that it is 
about 'interpreting the facts', and choose the correct response alternative on that 
basis, ignoring that the key also mentions a purpose for making the interpretations. 
 
Inference item 4 - Stencilled Left Hands (TOEFL iBT) 
This 4-option multiple choice item is considered an inference item for two reasons. 
First, inference is explicitly mentioned in the task stem: 
It can be inferred from paragraph 1 that even when paint was 
sprayed by mouth to make a hand stencil 
 
Second, the key talks about the stencilled hand being the weaker hand: 
the stenciled hand was the weaker hand 
but the passage does not explicitly say that, talking in terms of right- and left-
handedness, rather than strong and weak hands: 
When a left hand has been stenciled, this implies that the artist was 
right-handed, and vice versa. 
Of 158 stencils in the French cave of Gargas, 136 have been 
identified as left, and only 22 as right; right-handedness was 
therefore heavily predominant. 
This leaves the test taker to infer that a left-handed stencil means that the weaker 
hand has been stencilled. 
 
Inference item 5 - Sense of Identity (IELTS) 
This match-the-paragraph-to-the-statement item is considered an inference item 
because the task stem talks about finding a reason for limitations of scientific 
research: 
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A reason for the limitations of scientific research into ‘self-as-subject’ 
yet the passage doesn't mention limitations, only scarcity: 
Empirical investigations of the self-as-subject in young children are, 
however, rather scarce because of difficulties of communication: 
 
The test taker can understand that a reason is being discussed through the use of 
the word "because", and "empirical investigations" stands as a synonym for 
"scientific research", leaving the test taker to infer that this "scarcity" is cause by a 
"limitation". 
 
Again, like inference item 1 and inference item 3, this target inference is mostly 
unnecessary because a reason is clearly stated: 
scarce because of difficulties of communication 
and it is linked in the same sentence to "empirical investigations".  
 
Inference item 6 - Instrumental Ties (TOEFL iBT) 
This 4-option multiple choice item is considered an inference item for two reasons. 
First, inference is explicitly mentioned in the task question: 
Which of the following can be inferred about instrumental ties from 
the author's mention of working with competitors in paragraph 2? 
 
Second, the key talks generally about cooperation in situations where cooperation 
doesn't normally happen: 
in situations in which people would normally not cooperate. 
But the text instead gives a specific example of cooperation between competitors: 
Occasionally, this may mean working with instead of against 
competitors. 
Thus, it is left to the test taker to infer that working with competitors is an instance of 
a situation in which people do not normally cooperate. 
 
Watch a Verbal Protocol 
The next step for you is to watch a verbal protocol, so you can get an idea of what 
they are like. 
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You should watch S2024 Inference item 4, which you can find at the 0:00:30 mark 
here: 
[abridged] 
 
Read a Transcript 
Finally, to familiarise yourself with how the verbal protocols are transcribed, read the 
transcript at: 
[abridged] 
 
10.9.3 Read Example Analyses 
Now that you've got an understanding of what the inference items are and what a 
verbal protocol looks like, it is time for to take your first look at some key information 
analyses. 
 
Here are two analyses that I did myself several months ago: 
[abridged] 
 
We're going to be discussing them in quite a lot of detail later, so you need to read 
them carefully now. Really carefully. Try to think about every decision I might have 
made while doing my analysis. 
 
To that, you'll need to first watch the videos of the protocols (one of which you've 
already seen): 
[abridged] 
 
And refer constantly to transcripts while you read: 
[abridged] 
 
And the same goes for the inference items themselves: 
[abridged] 
 
You've been allocated 1 hour for this reading, so take your time and do it properly. 
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10.9.4 Discuss Example Analyses 
The next step is to get together and discuss the examples. Let me know when you're 
ready. 
 
10.9.5 Practice Analysis: Walkthrough-Talkthrough 
Now that you know what a key information analysis looks like, it's time for you to 
learn how to do one. We'll sit down and do an analysis together soon, but there are a 
few things that you should read first.  
 
What We'll Be Comparing 
Ultimately, I'm only going to be comparing your analyses to my analyses in two 
places: The introduction, which you write at the very top of the analysis (eg "S20XX 
chose the correct response alternative, and made the target inference."), and the 
conclusion, which you write at the end of the analysis. 
 
Introductions 
Our introductions will be compared quantitatively. You have a limited number of 
things you can write in an introduction, which are summarised in this table: 
Response Target Inference 
Correct made 
Correct did not make 
Correct unclear 
Incorrect made 
Incorrect did not make 
Incorrect unclear 
 
There is a templated way for writing these introductions, which is specified in the 
'analysis framework' document (see below). 
 
Conclusion 
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The conclusion, on the other hand gives you more freedom to describe in your own 
words how the participant arrived at the answer they chose, and whether they made 
the inference or not. Our conclusions will be compared qualitatively. 
 
To give you an idea of the ways the conclusion can be written, here is a document 
that contains example conclusions: 
[abridged] 
 
This document also has a small training exercise for you in it. Altogether, it should 
take you about 20 minutes. 
 
Evidence 
For the most part, I won't be looking at the decisions you made about each piece of 
key information and the evidence you used to justify those decisions. I'll only be 
looking at that if I need to figure out why our decisions diverged. Nevertheless, you'll 
still need to write these in a manner that is understandable by others. 
 
Analysis Framework 
There's still one more document you'll need to read before we can start your first 
practice analysis. It's a bunch of instructions. They won't make 100% sense until we 
sit down and talk about them together, but if you read them now it will give us a head 
start. 
[abridged] 
 
Walkthrough-Talkthrough 
Once you've read that, let me know and we'll do the first analysis together. The files 
you'll need are: 
[abridged] 
 
Please save your analysis as: 
[abridged] 
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10.9.6 Independent Analysis Practice 
Okay. You've done one key information analysis with me. Now it's time to try one on 
your own. It should take between 30 and 60 minutes. Here are the files you'll need: 
[abridged] 
 
Please save your analysis as: 
[abridged] 
 
Once you've finished that, let me know and we'll discuss it together. Depending on 
how you go, you may need to do another practice run. 
 
