Abstract-Frequency-warped signal processing techniques are attractive to many wideband speech and audio applications since they have a clear connection to the frequency resolution of human hearing. A warped version of linear predictive coding (LPC) is studied in this paper. The performance of conventional and warped LPC algorithms are compared in a simulated coding system using listening tests and conventional technical measures. The results indicate that the use of warped techniques is beneficial especially in wideband coding and may result in savings of one bit per sample compared to the conventional algorithm while retaining the same subjective quality.
I. INTRODUCTION
P ARAMETRIC representation of a spectrum by means of linear prediction (LP) is a powerful technique in speech and audio signal processing. For speech coding applications, it was introduced more than 30 years ago [1] and it is still the main tool in that field. The main advantage in speech applications is usually attributed to the all-pole characteristics of vowel spectra. However, it also has clear advantages in terms of human hearing because the ear is obviously more sensitive to spectral poles than zeros [2] . In comparison to nonparametric spectral modeling techniques such as transforms or filterbanks, linear predictive coding (LPC) is also more powerful in compressing the spectral information into few filter coefficients for which very efficient quantization techniques are readily available [3] . This is one reason why LPC techniques have also recently been applied to wideband audio coding [4] , [5] .
In frequency-warped, or simply warped signal processing techniques, the spectral representation of a system is modified. This is typically done by replacing the unit delay elements of a conventional structure by first-order allpass filters [6] , [7] . Warped linear predictive coding, WLPC, is a clear step forward in the utilization of characteristics of human hearing in designing coding algorithms since a WLPC system can be adjusted so that the spectral resolution closely approximates the frequency resolution of human hearing. After pioneering work by Strube [7] , it has not been widely used. A group of Publisher Item Identifier S 1063-6676(01)04979-3.
researchers [8] - [11] have systematically studied and exploited WLPC techniques in speech analysis and coding applications as a part of their mel-generalized cepstral coding methodology. The related techniques with Laguerre filters have been used by many authors especially in the field of automatic control, e.g., [12] . For wideband audio applications it was first used by Laine et al. [13] . Recently, the current authors have used WLPC techniques especially in low-delay wideband audio coding [14] , [15] . After the introduction of various implementation techniques for warped synthesis filters [16] , [17] , it has become clear that basically all conventional techniques for parametric spectral estimation and linear filtering can be warped in a straightforward way. Hence, it is possible to take practically any algorithm from the vast literature of LPC-based speech and audio coding techniques and form a new warped algorithm.
Even if the performance of some particular WLP codecs have been compared with existing linear predictive codecs, e.g., in [18] , [11] , no systematic testing between the WLPC and LPC schemes has been performed, so far. In this article, WLPC and LPC are compared in listening tests at various sampling rates and as a function of model order. This is done using a simplified and generalized LP codec.
A brief introduction to frequency-warping techniques is given in Section II. This is followed by the derivation of various properties of the WLPC algorithm in Section III and warped filters in Section IV. In Section V, WLPC and LPC schemes are compared in terms of various technical measures. The test setup and the simulated codec are described in Section VI. Section VII presents listening test results with music and speech signals. In Section VIII, it is discussed how the use of frequency-warped techniques would change the design of LP-based coding algorithms. Finally, conclusions are drawn in Section IX.
II. FREQUENCY WARPING
The transfer function of a first-order allpass, AP, filter is given by (1) By definition, the magnitude response of the filter is a constant. The phase response of is given by
The phase function determines a frequency mapping occurring in the allpass chain [6] , [7] , [19] . If the parameter , the transfer function (1) reduces to a single unit delay with linear phase and a constant group delay. The turning point frequency defines the frequency where warping does not affect the frequency resolution, i.e., where the group delay is one. A convenient expression for as a function of and sampling frequency is given by (3) The frequency resolution of a warped system with is higher below, and lower above , than in a conventional system with uniform frequency resolution.
For a certain value of the frequency mapping closely resembles the frequency mapping occurring in the human auditory system. Smith and Abel [19] derived an analytic expression for so that the mapping, for a given sampling frequency , matches the psychoacoustic Bark-scale mapping. There are unfortunately typographical errors in the original article but the value is given by (4) where is the sampling rate in hertz. At high sampling rates, the difference between the warped and linear scale is significant. At an 8 kHz sampling rate, the difference is relatively small because is close to zero, i.e., the frequency mapping is close to linear mapping. Hence, it can be expected that the difference in frequency resolution between a warped and conventional signal processing system would be small at low sampling rates.
The value of obeys formula (4) in all experiments reported in this article. However, other choices may also be appropriate. In [20] , the performance of a warped MGC-CELP wideband speech coder was studied in listening tests. The highest DMOS value was found with , while the best match with the Bark scale was with . Hence, in the tuning of a warped coder, it is advisable to adjust the value of so that it gives the best results for a particular coder and relevant types of test signals. It is also possible to let be an adaptive parameter in a coder.
III. WARPED LINEAR PREDICTION
The standard method of transforming a discrete signal processing system to a warped system involves replacing the unit delays of the original system by first-order allpass filters [6] , [13] , [21] . For many algorithms, this can be done immediately. However, there are algorithms where the modification is not straightforward. For example, warping of the Barnwell's adaptive autocorrelation method [22] requires a new derivation for lagged product windows, and the least-square lattice method [23] calls for similar techniques to those introduced for RLS Laguerre-lattice filters in [24] .
In classical forward linear prediction [25] an estimate for the next sample value is obtained as a linear combination of previous values given by and (5) where are fixed filter coefficients and is the transform of . Here is a unit delay filter or a shift operator, which may be replaced by a first-order allpass filter to obtain (6) In the time domain, we define a generalized shift operator fold convolution (7) where the asterisk denotes convolution and is the impulse response of . Furthermore, we denote . The inverse transform of is , and if . The mean square error of the estimate may now be written as (8) where is expectation. A conventional minimization procedure [25] leads to a system of normal equations (9) with . For an allpass filter , it holds that . Thus, one can apply Parceval's theorem to show that (10) where and are any integers and indicates that the normalization of the expectation is omitted to simplify notation.
This states that the same correlation values appear in both terms of the left-hand side of (9) . Therefore, (9) can be seen as a generalized form of the Wiener-Hopf equations. The correlation terms can be easily computed using the network in Fig. 1 and optimal coefficients can be solved efficiently using, for example, the Levinson-Durbin algorithm (see, e.g., [25] ) just like in the conventional autocorrelation method of linear prediction. 
IV. WARPED FILTER STRUCTURES
A prediction error filter, or the inverse filter, given by (11) is a warped FIR-type filter, WFIR 1 . The output of the prediction error signal is usually called the residual signal . Warped FIR filters are actually closely related to Laguerre filters which a long tradition in the theory of signal processing. The basic idea was already introduced by Wiener [26] . Later, it was systematically studied by Lee [27] in the case of analog filters. In [28] discrete Laguerre filters and a method to transform an ordinary transversal filter to a Laguerre filter was presented. Recently, Laguerre filters have been studied by many authors, e.g., [12] and [29] , especially in the context of system identification in automatic control theory.
Warped direct-form FIR filters were introduced by [30] , see, e.g., [31] , for a review. A warped FIR-type lattice filter may be derived directly by replacing the unit delays of the conventional filter structure with first-order allpass elements [32] . This leads to the structure shown in Fig. 2 . The reflection coefficient of the warped structure can be computed from the estimated coefficients of a warped direct-form filter as in the case of a conventional filter [25] .
It is also possible to implement a synthesis filter given by (12) using, e.g., techniques presented in [16] , [17] . The block diagram of a warped recursive lattice filter is shown in Fig. 3(a) , where are the reflection coefficients of the filter. The implementation algorithm for this structure can be found in [16] , [17] .
Strube [7] pointed out that in the frequency domain the prediction error power of (8) is of the following form: (13) where is the Fourier transform of the residual. This means that (9) minimizes an error weighted with 1 The abbreviation FIR is inaccurate because this has an infinite impulse response. However, the name is used here due to the structural similarity.
. The transfer function of this weighting filter is given by (14) This is a first-order lowpass filter and it causes the spectrum at the output of (11) not to be perfectly flat but having low-pass characteristics. In all the experiments reported in this article the residual signal is filtered using (15) to produce a flat residual spectrum for the quantizer. Moreover, is applied to the excitation before synthesis filtering. This is done in order to make the comparison between spectral flatness measures in warped and conventional LPC reasonable in Section V.
In addition, it is a well-known property of any minimumphase filter [33] , [25] that if the zeros or poles of the filter are within the unit circle, and (16) This also holds for a warped filter if the integration is performed using as the integration variable. However, this is not the case if the integration is performed with and hence, there is an additional gain term in the filter. The proof of (16) for a conventional filter presented in [25] leads to (17) where is the real part. Replacing with from (1), we have (18) Therefore, the gain term in is obviously given by (19) In fact, is exactly the same as the first sample value of the impulse response of (11) . By dividing the coefficients of a warped filter by the filter satisfies (16) . In this paper, this is done only in computing prediction gain values in Section V in order to make it possible to compare prediction gains in warped and conventional LPC. If this was not used, the prediction gain in the warped case would be typically lower due to the amplified residual level at the output of . This difference in overall gain in LPC and WLPC residual spectra can be seen in Fig. 5 (b).
V. PERFORMANCE IN TERMS OF TECHNICAL MEASURES
The minimization of the mean square value of the prediction error signal is equivalent to the maximization of the prediction gain [34] . It is defined as , where and are the variances of the input signal and residual, respectively. Once the gain term from (19) has been taken into account, the prediction gain in WLPC and LPC for typical speech and audio signals are approximately at the same level. In the average over all test sequences in Table I , the difference between WLPC and LPC is the highest, 4 dB, when the sampling rate is high (48 kHz) and the model order is low (20) . In other cases, the difference is in the range of 1 dB.
Another widely used measure for the performance of an LPC model is based on measuring the whitening property of an inverse filter. The spectral flatness measure (SFM) is expressed as a ratio between geometric and arithmetic averages of a residual power spectrum computed over discrete spectrum bins [34] . Decibel values are often used so that in the case of white noise dB. With the test sequences in Table I , conventional LPC typically gives a 1-3 dB higher value of SFM than WLPC. The difference between a 20th-and a 50th-order model in the two cases is 10-15 dB. Fig. 5(a) shows the power spectrum of a 1024 sample (at the sampling rate of 48 kHz) excerpt of Test Sequence 2, tubular bells, and the estimated LPC and WLPC spectra. The frequency axis is warped so that it approximates the Bark scale. The warped model can pick out most of the peaks at low frequencies while the conventional model is probably too accurate at high frequencies. Fig. 5(b) shows the corresponding residual spectra in the two cases. Both inverse filters reduce the spectral level at low frequencies approximately by the same amount, but WLPC removes the spectral peaks while LPC, as one can see in Fig. 5(a) , only whitens the signal in a coarse sense, i.e., the peaks of the original spectrum are almost unchanged.
The overall level of the residual spectrum in WLPC is at a higher level than in LPC. The residual spectrum in Fig. 5(b) was computed without using the gain compensation term given by (19) . If the residual was computed with this gain compensation, the overall spectral level in the two cases would be almost the same. In this case, (with compensated gain ) is 5 dB higher for WLPC than for LPC. SFM gives an almost 1 dB higher value for LPC than for WLPC.
One can see from Fig. 5(a) that the spectral resolution of WLP is higher than in LP below approximately 5 kHz, and lower above that, respectively. This can be predicted from (3), which gives kHz. Since the modeling of spectral peaks is considered to be important for perceptually motivated spectral representation it would be useful to find a measure which uses the separability of individual peaks as a criterion. It is known that the ear can resolve two sinusoids at the same level if the difference in frequency exceeds a critical band or equivalent rectangular bandwidth (ERB) [35] . One could say that a two-tone signal is perceived as nontonal if the peaks are within the same band, and tonal if they are separated by more than one ERB. Wideband audio coding algorithms make a clear distinction between tonal and nontonal scale factor bands, see, e.g., [36] .
A set of two-tone signals were produced where the frequency separation is two ERB's. The duration of each signal was 2000 samples, or 63 ms, at a 32 kHz sampling rate. The autocorrelation method of LPC or WLPC was applied to the signal and the performance of the methods at different frequency regions was studied in terms of an interpeak dip depth measure defined by (20) where magnitude of the first peak; magnitude of the second peak; magnitude of the minimum on the frequency response curve in between the peaks (see the top subfigure of Fig. 6 ). The results are shown in the lower subfigure of Fig. 6 . All the values are in decibels and the order of the filter is 20 in each case.
In this experiment, conventional LPC (solid curve) cannot separate the two peaks below approximately 1 kHz, i.e., the value of . The warped LPC (dashed curve) is able to find the two peaks even at very low frequencies where the frequency separation is less than 100 Hz, i.e., the frequency of the lowest peak is approximately 150 Hz. Above the turning point frequency,
, the conventional LP gives higher values of IDD, as expected. This experiment clearly shows the potentials of the warped linear predictive technique in respect to the frequency resolution of hearing.
VI. TEST SETUP
The comparison is performed using a simulated residual-driven, or D PCM [37] , codec where the auto- correlation method of linear prediction is used to estimate the coefficients of a conventional or warped filter. The quantization process is simulated by adding white noise to the excitation signal in the synthesis phase.
A simulated encoder and decoder are shown in Fig. 4 (a) and (b), respectively. The computation of coefficients is performed in frames of 20 ms. In the encoder, the coefficients are used in a prediction error filter to produce a residual signal. This signal is quantized using Jayant's one-word memory quantizer [38] . In this simulated setup, the role of the quantizer is to produce a noise signal which is obtained by subtracting the original residual from the quantized residual, as shown in Fig. 4(b) . The quantization error for the residual is nearly white noise. After the synthesis filtering the quantization noise has the spectral shape determined by the synthesis filter as usual in D PCM codecs.
The coefficients of the filter are computed from 20 ms Hamming windowed frames. The analysis is overlapping such that an analysis frame starts after every 10-ms interval. The coefficients of the filter are not quantized and no bandwidth expansion or other techniques are applied to the obtained all-pole model. Filter coefficients are expressed as reflection coefficients of a corresponding warped lattice filter and they are linearly interpolated between adjacent frames using a trapezoidal rule. Both analysis and synthesis filters are implemented in the warped lattice form.
In the decoder [see Fig. 4(b) ], the quantized residual is first subtracted from the original residual to produce a quantization error signal , which is approximately white noise but follows roughly the energy envelope of the original signal. The excitation for the time-varying synthesis filter (12) is a weighted sum of the original residual and the quantization error signal given by (21) where is the gain coefficient which is used to scale so that . The parameter SNR is the Signal-to-Noise Ratio for the residual signal and therefore it has, roughly, the following relation to the bit-rate of the quantizer (22) where is in decibels; number of bits; some constant; see e.g., [39] . The listening experiments were performed in a standard listening room [40] using one Genelec 1032 loudspeaker, or Sennheiser (HD580) headphones. Test sounds were played from a Silicon Graphics Octane workstation. The listeners used a computer mouse to adjust a slider, corresponding to the SNR parameter, in a graphical user interface which is shown in Fig. 7 . The task of a listener was to find the lowest value of SNR for the residual such that the difference between an original signal and a reconstructed signal was inaudible. In the following, we call this SNR value the threshold and it is expressed in decibels.
Basically, the test procedure is a version of the method of adjustment. A listener may freely adjust the SNR parameter Fig. 7 . Graphical user interface used in the listening tests. The subject is allowed to adjust the signal-to-noise ratio for excitation in real-time using the slider in the middle of the panel. By pressing the two top right buttons the subject may switch between the original signal and the one with quantization noise. When the listener has found the threshold of audibility for quantization error, he/she can press the lower right button to move to the next test sequence. and hear the difference immediately. When a probable range is found the listener may fine-tune the threshold by switching between the original signal and the one with quantization noise.
VII. LISTENING EXPERIMENTS
Two separate listening experiments were performed. Here, an experiment consists of a number of listening tests at different sampling rates and for different orders of LPC filters. In the first experiment, the test sequences are brief and composed of nearly steady-state music and voice signals listed in Table I . The second experiment was performed in order to see how well the results of the first experiment apply to typical nonsteady music and speech signals listed in Table II .
A. Experiment With Steady-State Sounds
The warped and conventional LPC simulations were tested at four different sampling rates (8, 16, 32 , and 48 kHz) and with three different orders (20, 40 , and 50) of the LPC or WLPC filters. In addition, a tenth-order model was tested at a 8 kHz sampling rate. That is, 13 different listening tests were performed using the 12 test sequences. The sequences were chosen so that they represent a wide range of clearly identifiable musical or speech sounds. The signals were selected from more than 20 candidates in a preliminary listening test. The criterion at this phase was to find sequences for which the variance in listening tests among different listeners and between trials is small. Some traditional test sequences, e.g., the harpsichord and some other noisy sounds, were rejected from the set because it turned out that it was difficult for the listeners to judge the quality accurately and produce repeatable test results. Most of the test sequences are from the McGill University Master Samples (MUMS) [41] and EBU SQAM collections. The duration of each sequence is one second and it is played in a continuous loop with a smoothed 10-ms onset and offset and a 20-ms pause between repetitions. Three listeners participated in all 13 listening tests. In addition, there were several others who participated in one to four listening tests. All listeners are students at the Helsinki University of Technology (HUT) and their ages range from 20 to 30. They all have a musical background and have normal hearing. The three listeners who performed all the tests were paid for the task. All listeners were trained approximately for 1 h using one of the test setups.
All listening test data at the sampling rate of 32 kHz are plotted in Fig. 8 . In the figure, the index on the horizontal axis refers to the test sequences in Table I . The vertical axis gives the threshold in decibels. Symbols and are individual data points obtained with conventional LPC and WLPC codecs, respectively. The solid and dashed curves show mean values in LPC and WLPC data, respectively. As shown by (22) , the SNR value is proportional to the bitrate of the excitation signal. Therefore, a lower value of SNR indicates that fewer bits are needed.
At 48-, 32-, and 16-kHz sampling rates, WLPC gives a lower threshold for most of the signals. The difference between LPC and WLPC is small for sequences 7 and 11, that is, low-pitch male vowel and piano. The largest difference is obtained typically with sequences 5, 6, and 10, that is violin, female voice, and horn, respectively.
The average listening test results over all test samples and subjects are shown in Fig. 9 . At sampling rates of 48 kHz and 32 kHz, the threshold in the warped LPC is approximately 6 dB below that of conventional LPC. According to (22) this means that a sufficient bitrate for the residual in WLPC is one bit per sample less, i.e., 48 kb/s or 32 kb/s less, than in LPC. At the 16 and 8 kHz sampling rates the difference between WLPC and LPC is a decreasing function of model order. In the case of a 50th-order model at a 16 kHz sampling rate, or a 35th-order model at a 8 kHz sampling rate the use of warped LPC results in no significant gain compared to the conventional case. However, for low orders of the model the difference is clear, that is, around 2 dB.
The analysis of variance (ANOVA) over all listening data for a sampling rate and a model order shows that the differences Table I . between WLPC and LPC are statistically significant, that is, the -value is well below 0.01 [42] , in all cases except for a 50th-order model at the sampling rate of 16 kHz. Statistical significance is also weakened for 40th-and 50th-order models at a 8 kHz sampling rate, which can be expected from the results in Fig. 9 .
The standard deviation (STD) between listeners averaged over all sequences are shown by solid and dashed curves in Fig. 10 for LPC and WLPC, respectively. Correspondingly, the STD between different test sequences averaged over all listeners are plotted in the same figures by curves marked with the symbol . The data show the same trend as average data in Fig. 9 . At 48 and 32 kHz sampling rates the standard deviation with respect to both attributes is lower in WLPC than in LPC. At 16 and 8 kHz sampling rates, the STD is higher in LPC if the order of the model is low. This result can be interpreted that the performance of WLPC at higher sampling rates and lower model orders is less dependent on an individual characteristic of a listener or a test sequence than in using LPC. In all cases, the difference between the STD between listeners and the STD between different test material is small in WLPC. In LPC, especially when the order of the model is low, the STD depends significantly more on the characteristics of the test sequence than differences between listeners.
B. Verification Experiment with Traditional Sequences
Essentially the same setup was used in the second experiment, but listeners used headphones, and the test material consisted of a set of 5-s excerpts from nonsteady-state traditional test sequences listed in Table II . All seven listeners were experienced. The experiment was performed only at sampling rates of 16 and 32 kHz, and for 20th-and 40th-order models.
Since the test signals are now clearly time-varying signals with transients, onsets, and periodic rhythmic patterns, the quantization noise varies dynamically with the signal in a highly nonlinear way. In addition, a SNR value obtained in a listening test may not reflect the quality of the whole sequence but parts of the sequence where quantization artifacts are most easily perceived. This is one reason why the test was quite difficult for listeners and there is a significant variance between listeners in the final results. This can also be seen in the -values given by ANOVA on the last row of Table II. In particular, the difference between WLPC and LPC at a 16 kHz sampling rate and for a 40th-order model is not statistically significant.
The average results for each signal are shown in Table II . Each value represents a difference in threshold between LPC and WLPC in decibels, such that for positive values, a lower threshold for SNR in decibels is obtained with WLPC. The average difference in threshold between LPC and WLPC at a 32 kHz sampling rate was approximately 5 dB in the first experiment. In this experiment, the mean over all sequences is also 5 dB for a 20th-order model, but for a 40th-order model, the difference is smaller. At a 16 kHz sampling rate, the difference between 20th-order LPC and WLPC models was 4 dB, but the results of the verification experiment show a smaller difference. For a 40th-order model at a 16 kHz sampling rate, the average difference is negligible. In the first experiment, this difference was also small.
There are significant differences in results between test sequences. Best performance of WLPC occurred for complex music and female vocal sequences while for male speech, the difference between LPC and WLPC is small. The performance for speech signals might change if a long-term predictor (LPT) was used. Results are in line with the results of the first experiment shown in Fig. 8 .
Based on the results of the second experiment one may conclude that the general trend in the results of the first experiment is preserved also in the case of nonsteady-state music and speech signals. At least, nothing fundamentally different was found.
Similar results with WLP-based narrow-band speech coding were also obtained by Krüger and Strube [18] and, e.g., Koishida et al. [11] . Results with a wideband coder [20] are also in line with the results of the current article.
VIII. DISCUSSION
It was assumed here that the results obtained with the simplified codec, which was used in listening tests, can also be applied to real speech and audio coders. There are basically two aspects in typical LPC algorithms which are relevant for the current study: the excitation signal and the spectral model. Long-term predictor and post-filtering techniques can be seen as separate blocks in this sense.
The quantization noise in our simplified codec is produced by a gain adaptive scalar quantizer. In modern LP-based coding algorithms the quantizer for the excitation is typically a gain adaptive vector quantizer, see, e.g., [43] . The characteristics of the quantization error are not significantly different between the two cases. However, with the nonsteady-state signals used, e.g., in the second experiment, the choice of the quantizer may be more critical for the final results.
Warped LPC coefficients can be treated similarly as conventional ones. It is possible to convert coefficients to reflection coefficients, as was done in our generalized codec. Moreover, it is possible to compute log-area-ratio terms [44] and also the line spectrum frequency (LSF) representation [45] from the coefficients. The latter is the most commonly used representation for quantization of filter coefficients in modern speech codecs [3] . In warped LPC, the LSF representation is also on the warped frequency scale. Therefore, in the case of a uniform quantization grid, the accuracy in representation is highest at low frequencies. Effectively, this yields automatically a spectral weighting for the quantizer which may be advantageous. Quantization properties of WLP coefficients are generally relatively close to those of conventional LP coefficients.
The bandwidth widening technique [44] is typically used in speech codecs to smooth the spectral model so that the model matches better with the bandwidths of formants in the speech spectrum. In addition, it also makes LSF coefficients more robust for quantization. In WLP, the direct application of this method yields spectral smoothing which is uniform on a warped frequency scale. That is, in the true spectral estimate, the poles at high frequencies are expanded more than at low frequencies. This may also be advantageous with respect to the characteristics of hearing.
Interpolation of coefficients is needed in order to avoid artifacts due to changing of filter coefficients at frame borders. In WLP-based coding, a linear interpolation of LSF coefficients yields a nonlinear transition of spectral peaks in the frequency domain. In natural acoustic systems, a smooth frequency transition is usually produced by a physical lengthening or shortening of a resonator, e.g., the vocal tract, bending of a guitar string, or slide trombone. Since the resonance frequencies of the acoustic tube or string are proportional to the inverse of their physical length, the frequency transitions follow a logarithmic path. This is relatively close to the frequency-warped path which emerges in linear interpolation of warped LSF values. This may be beneficial in some cases. However, the continuous interpolation of the parameters of a WIIR filter necessitate the use of a computationally expensive implementation technique for the filter [16] .
Typically, a warped LP-based codec is computationally more expensive than a conventional LPC. The computation of autocorrelation values requires approximately two to three times the number of operations compared to the conventional case. The implementation of a warped synthesis filter is a significantly, that is, four to eight times, more expensive task than that for the conventional case [16] . On the other hand, the listening tests indicate that in many cases the order of the filter in WLP can be lower and therefore the computational load can be reduced.
IX. CONCLUSIONS
Warped linear predictive coding is an alternative for conventional LPC in speech and audio coding applications. Most of the conventional LPC techniques can be warped by replacing unit delays by first-order allpass filter elements. This can be done basically for any signal processing technique. The main advantage in warped linear predictive spectral modeling is that it can be adjusted in such a way that the frequency resolution in the spectral estimate is relatively close to the frequency resolution of human hearing. This makes it possible to utilize frequency masking characteristics of hearing automatically.
The performance of a generalized linear predictive coder has been studied in this article. It is assumed here that results obtained with a simplified codec could be applicable also to more complex LPC systems.
The comparison in terms of conventional technical measures, that is, prediction gain and spectral flatness showed a small difference between the two coding schemes. A new measure, inter-peak dip depth, has been proposed in this article. This measure was designed to quantify the performance of a parametric spectral model in resolving two adjacent spectral peaks. In terms of this measure, the warped LP model is significantly better than a conventional model below a certain frequency limit which may be derived from the theory of frequency warped signal processing.
Extensive listening tests have shown that a lower bitrate for the residual or excitation signal can be tolerated if the codec uses frequency-warped techniques. Two different listening experiments have been reported in this article. The first experiment was performed with nearly steady-state music and speech signals. A restricted complementary experiment was performed with traditional time-varying test sequences to show that the results of the first experiment are generally valid also for the case of nonsteady-state signals. The saving in bits at 48 and 32 kHz sampling rates is approximately one bit per sample. At a 16 kHz sampling rate the difference is approximately 0.6 bits/sample and 0.3 bits/sample if the order of the model is 20 and 50, respectively. At a 8 kHz sampling rate, a sufficient bitrate for a 10th-order WLPC is approximately 0.5 bits/sample below that of conventional LPC, but if the order of the model is higher than 30 the difference is insignificant.
