ABSTRACT Nowadays, networked manufacturing paradigm, such as cloud manufacturing, has brought new challenges for fault tolerance methods. Failures and errors of manufacturing services are unavoidable in the large-scale network. Appropriate fault tolerance methods need to be adopted to improve the reliability of the whole manufacturing network. Aiming at solving this problem, a two-stage fault tolerance method is, thus, proposed. In the off-line stage, a LeaderRank-based manufacturing nodes ranking (LNR) algorithm is put forward to rank the manufacturing services according to their significance in fault tolerance. Replication strategies are employed only for critical services to achieve the tradeoff between fault tolerance effect and fault tolerance loss. In the online stage, an A*-based heuristic alternative path searching (AHPS) algorithm is proposed to find suitable replacement schemes for composite services. The experimental results illustrate that the two-stage fault tolerance method can improve the reliability of large-scale manufacturing networks both effectively and efficiently.
I. INTRODUCTION
In an increasingly competitive market environment, manufacturing industries tend to enhance their own superior resources and collaborate with others. With the development of the Internet of Things (IoT), cloud computing and communication technologies, networked and service-oriented manufacturing paradigms such as manufacturing gird [1] and cloud manufacturing [2] - [5] are more and more widely applied. In these paradigms, a variety of manufacturing resources are encapsulated into services and flexibly composed to meet the demands of customers with lower cost and better performance. In the process of manufacturing service execution, service failure will inevitably occur due to hardware malfunction, excessive load, communication blockage or human factors. Without proper fault tolerance method, multiple manufacturing tasks will fail which may result in great losses. Therefore, how to build a high-reliability manufacturing
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The reliability engineering of web service has been studied systematically and deeply. To summarize, there are four types of approaches to improve reliability, which are fault prevention, fault forecasting, fault removal and fault tolerance [6] . However, it is almost impossible to build fault-free systems by using fault prevention and fault removal because of the inaccessible of the underlying structure of web services. Therefore, employing fault tolerance methods become an optimal choice to improve the reliability by masking faults instead of preventing or removing faults. One manufacturing service cannot be shared by multiple manufacturing tasks at the same time, so employing functionally equivalent yet independently designed manufacturing services to tolerant faults is an efficient method, which has been widely applied in the field of software fault tolerance. However, it is difficult and expensive to provide alternative functionally equivalent resource for all manufacturing services. A balanced method is to deploy fault tolerance for critical manufacturing services with the redundant resources in the manufacturing network. Thus, how to identify critical services becomes an important issue to be addressed. Traditional approaches identify critical services in web service networks according to the network structure or the reliability properties of service nodes [7] , [8] , which is not comprehensive in the field of networked manufacturing. The static and dynamic reliability properties and the interactions between related manufacturing services should also be taken into consideration. On the basis above, a LeaderRank based manufacturing node ranking algorithm (LNR) is designed to identify critical services from the complex manufacturing network. After that, the fault tolerance strategy is deployed on the critical services to achieve the trade-off between fault tolerance effect and fault tolerance loss during the offline stage.
In the actual production environment, there is still the possibility of failures after the offline fault tolerance because of the neglect of non-critical services. However, few studies have focused on the online fault tolerance method aiming at masking faults of non-critical services. Therefore, another major aim of our work is to design an effective method to find an alternative scheme for failure services during the online stage to further improve the reliability of the manufacturing network. From the perspective of service composition in manufacturing networks, the problem is to find an alternative sequence from the precursor node to the end node of the failure service, which should satisfy the functional and non-functional (Quality of Service, QoS) constraints at the same time. This problem can be modeled as a Multi-constrained optimal path selection (MCOP) problem [9] . An A* based heuristic alternative path searching (AHPS) algorithm is proposed in our work to solve the MCOP problem in the manufacturing network.
The motivation of the two-stage fault tolerance is to balance the fault tolerance effect and cost. By backing up key service nodes in the offline stage, the reliability of critical services is ensured. The fault migration delay can be reduced at the same time by deploying the critical service and the backup in the same location. Through constructing alternative manufacturing path from the shared resource pool in the online stage, resource utilization is increased. Therefore, the offline method is characterized by excellent fault tolerance effect, low delay but low resource utilization. In contrast, the online fault tolerance method has high resource utilization, but the fault migration delay may be large. In order to take advantage of offline fault tolerance and online fault tolerance, the two-stage fault tolerance framework deploys different fault tolerance strategies for different manufacturing services in order to achieve the trade-off between resource utilization and fault-tolerant delay.
From what has been discussed above, a two-stage fault tolerance method is proposed, which is illustrated in figure 1 . This method combines the offline fault-tolerant stage and the online fault-tolerant stage, aiming to further improve the overall reliability of the manufacturing network. The rest of the paper describes the method in detail, which is organized as follows: Section II is a literature review of related work. Section III addresses formal descriptions and mathematical model of this problem. Section IV proposes a novel two-stage fault tolerance method to improve the reliability and robustness of manufacturing networks. Multiple experiments are performed and discussed in Section V to verify the VOLUME 7, 2019 effectiveness of the proposed method. Section VI provides a conclusion and indicates some directions for further research.
II. RELATED WORK
In recent decades, numerous fault tolerance methods are studied in the field of web service, which can be divided into reactive methods and proactive methods [10] . The two-stage fault tolerance method belongs to reactive methods, which contains checking points [11] , [12] , replication [7] , [8] , [13] - [15] , retry [16] , task resubmission, N-version [17] and so on. Unlike the characteristics of web service, the nodes represent physical manufacturing units in complex manufacturing networks; the intermediates during the manufacturing process are also physical products. Moreover, faults in manufacturing networks are usually caused by hardware malfunction or other factors. So reactive methods which are widely applied in web service are inappropriate in the manufacturing environment. This is not only because the hardware malfunction cannot be recovered through reexecution, but also that the above methods will scrap the half-finished products. Therefore, it is appropriate to employ replication strategy based on redundant resources in manufacturing networks.
In order to achieve a better fault tolerance effect with less loss, it is practicable to deploy replication methods only for critical manufacturing services. A new approach is therefore needed for identifying critical services in the manufacturing network. Much research has been done on node ranking in cloud computing networks [7] , [8] , [18] - [21] in order to select the important nodes to deploy offline fault tolerance. Inspired by PageRank and SPARS-J [22] , two node ranking methods named FTCloud and FTCLoud2 are proposed in [7] which take into account the network structure and the importance of the web services. Qiu et al. improved the node ranking model based on FTCloud and proposed ROCloud [8] . Wu et al. proposed the FSCRank framework to evaluate the importance of cloud applications, which introduced the buffer node to accelerate algorithm convergence [23] . Aiming at solving node ranking problem in manufacturing networks, Wu et al. proposed a fault tolerance framework LIVMA based on LeaderRank algorithm [21] . All these work plays an important role in the node ranking problem in complex networks. However, unlike the regular network, the reliability problem of the manufacturing network is characterized by the following features: (1) the static reliability of the manufacturing service itself (reliability of the equipment, reliability of the process and so on) need to be extracted and modeled. (2) The importance degree between different nodes varies with the indicators such as the cooperation relationship and the logistic cost. The work mentioned above only focuses on the failure rate and input, output degree of the node when designing the importance transfer matrix. In the field of manufacturing, the importance of the services involves more factors, such as the static reliability, online time and so on. Thus, how to extract and model the reliability characteristics of complex manufacturing networks, and how to implement the ranking of manufacturing services based on node ranking algorithm in complex networks still remain to be addressed.
The method of online fault tolerance can be viewed as the dynamic replacement of service composition. Many scholars and experts have made efforts in finding optimal service compositions by meta-heuristic algorithms, such as genetic algorithms (GA) [24] - [26] , artificial bee colony algorithms (ABC) [27] , [28] and particle swarm optimization (PSO) [29] . These studies only consider the characteristics of the services, but do not take into account the relationship between services when building the online fault-tolerance service composition model. Other experts try to find the optimal solution by solving the MCOP problem [9] , [30] . Heuristic Optimal Social Trust Path (H_OSTP) algorithm [31] and Multiple Foreseen Path-Based Heuristic Optimal Social Trust Path (MFPB_HOSTP) algorithm [32] are two of the best algorithms among them in both solution quality and algorithm efficiency [32] . However, the H_OSTP method suffers from the imbalance problem [32] , the solutions found by the method are not near optimal sometimes. Moreover, the complexity of the MFPB_HOSTP method is related to the dimensions of QoS [32] . Therefore, when the network scale or the QoS dimension is large, the complexity of MFPB_HOSTP becomes unbearable. Aiming at solving these problems, an improved path selection algorithm (AHPS) is developed to complete the online fault tolerance process.
III. MODELING OF RELIABILITY IN THE MANUFACTURING NETWORK

A. MANUFACTURING SERVICE NETWORK MODEL
In the manufacturing network, the service providers share the idle manufacturing capacities and encapsulate them into multi-functional manufacturing services through platform middleware. A large number of manufacturing services form a complex manufacturing service network. Nodes in complex networks represent manufacturing services with functional attributes and non-functional attributes. There are different non-functional indexes among manufacturing service nodes, such as cooperation tendency, logistics cost, and other factors. If there is a cooperative relationship between two manufacturing service nodes, the two nodes satisfy the constraints such as process constraints, logistics cost constraints, and so on. In this case, a directed arrow is used to connect the two nodes. When the manufacturing task comes, a single manufacturing service node or the service composition composed of several service nodes is invoked to meet the functional and non-functional requirements of the task.
B. RELIABILITY MODELING 1) STATIC RELIABILITY MODELING
Static reliability refers to the influence of equipment attributes, manufacturing capability and other indicators of the service itself on its ability to complete manufacturing tasks. The static reliability of the manufacturing service includes the equipment reliability and the process reliability.
a: RELIABILITY OF THE MANUFACTURING EQUIPMENT
The reliability of manufacturing equipment refers to the ability of production equipment to successfully execute manufacturing tasks. The reliability of manufacturing equipment can be modeled by the degradation index, which is shown in (1) .
γ is the degradation parameter of manufacturing equipment. T MA is the time interval between the last maintenance and the current time. T ON is the online time span of the equipment.D EG refers to the degree of machine degradation, which is negatively correlated with machine reliability. The derivation of D EG is based on the state-based machine maintenance model [33] , which is a popular model in related studies. The model estimates the remaining state of the machine by the equation h = I × e γ 1 ×x 1 +γ 2 ×x 2 +···+γ n ×x n . I is the initial state. γ i is the coefficient and x i is the influence factor. The negative exponential relationship between the machine degeneration degree and time is also illustrated in [34] . Taking the influence of time (T MA and T ON ) into consideration,
b: RELIABILITY OF THE PROCESS
The process reliability refers to the possibility that a manufacturing service composition can produce a qualified product under the constraints of various processes. The process reliability is modeled by (2) .
The process reliability model is designed based on the machine degeneration model [33] .A cc is the process accuracy constraint. When the constraint is strict (A cc is small), the possibility of failure increases. So A cc is positively correlated with the reliability. P n is the number of links in the manufacturing process. S n is the number of types of process structures. Both of them represent the complexity of the process. Complex processes lead to higher failure rates. Therefore, the two parameters are negatively correlated with process reliability. e −λt is the time weighted index and λ is the coefficient of time. It represents the degradation degree of process reliability with time, and the derivation is similar to equation (1).
2) DYNAMIC RELIABILITY MODELING
The actual failure data of manufacturing services can be collected in the process of manufacturing network execution. Dynamic reliability can be modeled by failure probability and failure effect based on the collected failure data.
a: FAILURE PROBABILITY
The failure probability represents the possibility that the failure will occur when the manufacturing service executes a manufacturing task with a duration of t. The failure probability of the manufacturing service needs to be determined before the critical node in the complex networks is identified.
The failure probability F i (t) of node i during the period of t is given by (3) and (4) .
The time-dependent function of failure probability is introduced based on the research [33] . The failure probability is represented as (3). δ i is the failure intensity of node i. It can be derived from the average failure probability of the node during n time periods. f t i,j represents the number of failures of node i during the period of t i,j . e exec t i,j represents the number of times node i has been executed during the period of t i,j . The detailed derivation process is
. Then Equation (4) can be obtained from the equation above.
b: FAILURE EFFECT
In manufacturing networks, different manufacturing services have different degrees of importance due to their different functional and non-functional attributes. When a more critical manufacturing service fails, more service compositions may fail because of it. Equation (5) gives the failure effect of manufacturing nodes.
E i ff is a measure of the impact on the manufacturing network when node i fails. Given a Threshold, when node i fails, if the proportion of the failed service compositions (f i,j ) in the total service compositions (f i,j + s i,j ) is greater than the Threshold, then the node failure is recorded (B > Threshold is a Boolean function, which is detailed in (6) .
> Threshold is false
In the process of importance transferring of a node, the close connection between two adjacent manufacturing nodes is an important factor affecting the weight of the transfer. The weight calculation method of the directed edge between node i and j is given by (7) .
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C i,j is the number of invocations from node i to node j. L i,j represents the logistics cost from node i to node j. The tightness of the relationship between nodes is positively correlated with the number of invocations between nodes and negatively correlated with the logistics cost between nodes. Therefore, the tightness of the relationship between nodes can be expressed as the ratio of C i,j and L i,j .
IV. TWO-STAGE FAULT TOLERANCE METHOD A. FAULT TOLERANCE FRAMEWORK
The two-stage fault tolerance framework consists of offline fault tolerance and online fault tolerance stage, which is shown in figure 2 . The whole process of the framework consists of three steps.
1) FAILURE DETECTION
In the process of manufacturing service execution, if the status, consistency and QoS constraints of the nodes are not satisfied, the fault-tolerant strategy will be executed. Many fault detection and diagnosis technologies have been studied deeply to identify the failure nodes in the manufacturing process. Among these data-driven process monitoring methods are effective methods to detect failure nodes. Partial Least-Square (PLS) [35] , [36] and Principal Component Analysis (PCA) [37] can be used to detect faults for Gaussian process data. In addition, the data of many industrial processes are non-Gaussian, and Independent Component Analysis (ICA) [38] can be employed to detect failure nodes in these processes. Data of actual industrial processes may contain non-linear components, kernel tricks can handle the problem well, such as Kernel PLS (KPLS) [39] , Kernel PCA (KPCA) [39] and Kernel ICA(KICA) [40] . If the industrial process has dynamic characteristics, dynamic PCA [41] performs well in detecting the failure nodes. Therefore, the deployment of appropriate and effective fault detection methods for different manufacturing services can detect fault nodes in a timely manner and lay a good foundation for the two-stage fault-tolerant process.
2) OFFLINE FAULT TOLERANCE
In the offline stage, a complete fault processing process is arranged for the manufacturing services according to the functional and non-functional attributes of the manufacturing service. According to node importance ranking method, critical manufacturing nodes with high invocation frequency, low execution success rate or large impact of failure are identified. The republication method is deployed for critical nodes to achieve the trade-off of fault tolerance effect and fault tolerance loss.
3) ONLINE FAULT TOLERANCE
Online fault tolerance method is needed to further enhance the reliability of manufacturing networks during the execution of the manufacturing process because some non-critical nodes without offline fault tolerance strategy may also fail. By extracting the sub-network from the fault node to the end node of the service, the online fault tolerance process looks for the optimal alternative plan to complete the manufacturing task according to the QoS constraints.
B. OFFLINE FAULT TOLERANCE METHOD
The offline stage is designed to deploy a stable, efficient and reliable fault tolerance scheme for critical services with a high failure rate through redundant resources. That is, manufacturing services that provide offline fault tolerance for critical nodes will always be in the standby state, and will not participate in other service compositions. The resource sharing strategy is not applicable at the offline stage because faults occur frequently or have a large impact on the network. It is more adequate to deploy low-latency backups to tolerant faults. The offline method reduces the fault tolerance delay and improves the fault tolerance effect at the cost of reducing resource utilization. Therefore, this method is only suitable for deployment to important nodes in the manufacturing network.
The most critical step of offline fault tolerance is to identify the critical nodes in the manufacturing networks. In this section, the nodes in the manufacturing network are abstracted and analyzed, and the ontological features, location features, interaction features and other feature information of the nodes are extracted. The manufacturing nodes ranking algorithm (LNR) is proposed based on the LeaderRank algorithm. According to the LNR algorithm, the critical nodes which have a great impact on the overall reliability of the manufacturing networks are identified and selected to deploy the fault tolerance strategy. According to the static and dynamic reliability indexes, the LNR algorithm is designed based on LeaderRank algorithm. The LeaderRank based manufacturing nodes ranking algorithm is given by Algorithm 1.
The critical step of LNR algorithm is to design the iterative matrix and the background node, which determines the effect and convergence of the algorithm. The design of iterative matrix has been studied in [7] , [8] and [23] . In FTCloud [7] , the iterative matrix only takes the network structure into consideration. At the same time, the convergence of the algorithm is guaranteed by the relaxation coefficient d based on the PageRank algorithm [42] . In ROCloud [8] , the failure rates of the nodes are taken into consideration, which is more accurate and effective. In FSCRank [23] , the buffer node is 
Assign the importance value of V n+1 (s) to other nodes according to:
introduced to accelerate the convergence of the algorithm. However, the iterative matrix does not consider static reliability and transmission weights. Compared with these methods, the iterative matrix proposed in this paper considers more relative factors. The background node can not only ensure the convergence of the LNR algorithm but also stabilize the importance of critical nodes.
1) ITERATIVE MATRIX
The static and dynamic reliability of manufacturing nodes should be considered when designing the iterative matrix. Moreover, the transfer of reliability between nodes should also consider the transfer weight of the directed edge between nodes. Assuming that there are n nodes in the manufacturing networks, the iterative matrix M iter is a square matrix with n dimensions. The iterative matrix M iter is given by (8) .
M iter is the transition probability matrix. M iter i,j represents the probability and proportion of importance transfer from node i to node j. Therefore, it is negatively correlated with the reliability of node i and positively correlated with the cooperation trend between node i and j. When designing the iterative matrix, M iter i,j is proportional to w edge i,j . D i EG refers to the degree of machine degradation, which is negatively correlated with machine reliability and positively correlated with M iter i,j . Similarly, the process reliability P i R is negatively correlated with
k represents the average failure rate of the manufacturing service in k manufacturing processes. E i ff represents the influence range on the manufacturing network when node i fails. Both of them are positively correlated with M iter i,j . Therefore, the importance of a single manufacturing service can be represented as (8) .
2) BACKGROUND NODE
The convergence condition of the LNR algorithm is that the manufacturing networks have strong connectivity. A background node n+1 is needed to ensure the convergence of the algorithm. It collects and redistributes the importance indicators according to the node attributes and edge attributes of each manufacturing node to prevent the malicious accumulation of importance of nodes with output degree of zero. All nodes have the same probability to visit the background node, and the nodes with high iteration coefficient in the manufacturing node have a higher probability to be visited by the background node, so the iteration coefficient of the background node is given by (9) .
The design of the background node is also an essential part of the LNR algorithm [43] , [44] . It extends the iterative matrix from n dimension to n+1 dimension. The background node guarantees the strong connectivity of the manufacturing network so that it ensures the convergence of the LNR algorithm. The proof of convergence is discussed in detail in Section IV, part D. The design of the background node also influences the effectiveness of the LNR algorithm. The design method follows two strategies. The strategies can further consolidate the importance of important nodes through the background node.
• The importance of all nodes is transmitted to the background nodes with equal proportion.
• The background node transfers a greater proportion of importance to nodes that are more important.
C. ONLINE FAULT TOLERANCE METHOD
Deployment of offline fault tolerance strategy for important manufacturing nodes in manufacturing networks can improve the overall reliability of the manufacturing network, and also achieve the trade-off of fault tolerance effect and fault tolerance loss. However, in the actual production environment, there is still the possibility of failures after offline fault tolerance deployment, which can not be ignored. Therefore, the online fault-tolerant strategy is adopted to find alternative service compositions for the manufacturing task and meet the demand of the manufacturing task and QoS constraints in order to achieve reliability improvement. This method completes the fault tolerance process by sharing the functionally equivalent yet independently designed manufacturing services, which can improve resource utilization and avoid causing the redundancy of the manufacturing network. The online fault tolerance process is shown in figure 3 . The key problem to find a replacement service composition is to find another path in the subnetwork that can satisfy the QoS constraints of the manufacturing task. Therefore, the search for alternative paths is a multiple constraint optimization path (MCOP) selection problem, which is NP-complete [32] .
In Cloud Computing, the QoS model, which contains the response time, network load, bandwidth and so on, are widely studied in recent researches. In the Cloud Manufacturing environment, the QoS attributes that should be particularly concerned are very different from those in Cloud Computing. In the process of online fault tolerance, the system delay, manufacturing time, service cost and service availability are significant QoS attributes, which play important roles in selecting the alternative scheme. In addition, the reputation, sustainability, environmental protection degree and other attributes are also important QoS indexes that can be taken into account. Without loss of generality, the migration delay, manufacturing time, service cost and service availability are chosen as the representative QoS attributes, which are applied to the AHPS algorithm after modeling. The modeling method for the QoS metrics is described in detail below.
1) SYSTEM DELAY
For the failed manufacturing service, system delay includes the fault detection delay (D fd ) and fault migration delay (D fm ). For a single manufacturing service i, the system delay includes software response delay (D sw i ) and hardware response delay (D hw i ). In addition, there is also the network communication delay (D com j,j+1 ) between manufacturing services. Assuming that a service composition contains n services and the calculation method of delay is shown in (10) . 
3) SERVICE COST Service cost is the cost required to complete the fault migration process and employ the alternative service composition to complete the manufacturing task. It consists of fault migration cost(C fm ), computing cost (C cpt i ), material cost (C mat i ), labor cost (C lab i ) and depreciation cost (C dep i ). Moreover, the manufacturing task involves the transportation of semi-finished products (C log j,j+1 ) and the delivery of finished products (C del j,j+1 ). Therefore, there are logistic cost and delivery cost. To summarize, the calculation method of service cost is given in (12) .
4) SERVICE AVAILABILITY
Service availability refers to the probability that the manufacturing service can be executed normally at a certain inspection time. Since the original service composition has failed, the manufacturing products may not be delivered on schedule if the alternative service composition becomes unavailable. Therefore, service availability is a critical attribute in the online fault tolerance stage. The exponentially weighted moving average (EWMA) [45] method can be adopted to calculate the availability of a single service in the current state based on the historically available data obtained during the service execution. The availability of a service composition can be expressed as a product of the availability of single services. Assuming that the data of n services in m periods are collected. U j i represents the number of times that the service i is available in the jth period. E j i represents the number of times that service i executes in the jth period. The available of the service composition can be calculated by (13)
β is usually greater than 0.9. Equation (13) starts from j = 1 and iterates until A m+1 i is calculated. The target of the online fault tolerance is to find an optimal service composition to replace the failed one and satisfy the functional and non-functional (QoS) constraints at the same time. In the existing studies, the problem can be abstracted as a 0-1 integer constrained multi-objective optimization problem, which is formulated in (14) .
D cons , T cons , C cons and A cons represents the QoS constraints of D, T, C and A respectively. This problem can be solved by meta-heuristic algorithms, such as GA, PSO, ACO, etc. However, the search process for the alternative service composition is conducted on the manufacturing network. There are more constraints to ensure the existence of edges between the manufacturing services. The problem is converted into an MCOP problem. The additional constraints of the problem is formulated in (15) .
In (15), scs j represents the number of services in the service candidate set j and m is the number of remaining subtasks. return msg(Online fault tolerance failed) 5: else 6: Find the optimal path from end to node s with the relaxed function R(P s→e ) (17) as the target.
7:
Execute the Forward Search algorithm to find the near optimal solution P s→e 8: end if 9: return P s→e and R(P s→e ) service in set j is chosen for the alternative service composition and otherwise it equals 0. A is the adjacency matrix of the manufacturing network. This problem can also be solved by meta-heuristic algorithms. However, as the scale of the manufacturing network increases (scs j increases), the decision variable constraints become more and more. This leads to the low efficiency of the meta-heuristic algorithms in finding the near-optimal solution, which has been proved in [9] . In order to solve this problem, an A* based heuristic alternative path searching (AHPS) algorithm is proposed in this section. The AHPS algorithm is a more effective algorithm to solve the MCOP problem due to that it can always satisfy the constraints in (15) in the process of execution. In AHPS, the multi-objective optimization problem is transformed into a single-objective optimization problem by linear weighting method, and then the greedy function and relaxation function are solved as heuristic functions to find the near-optimal path. The pseudo-code of the algorithm is shown in Algorithm 2.
The algorithm first conducts two reverse searches on sub-networks with the Dijkstra method. The search targets are the greedy target (16) and the relaxed target (17) . After two reverse searches, each node has its own greedy function value and relaxation function value to the end node. Taking these two values as heuristic functions, the forward search is conducted on the sub-network. The pseudo-code of the forward search procedure is shown in Appendix A.
The A* based heuristic alternative path searching (AHPS) algorithm tries to find a near-optimal path that satisfies the QoS constraints. If the path exists, the alternative path replaces the original failure path, online fault tolerance succeeds. Otherwise, online fault tolerance fails. The online fault tolerance strategy can not only find a replacement for failed nodes but also ensure that the replacement is near optimal. Part D in this section proves the effectiveness and complexity of the AHPS algorithm. The experiment in Section VI compares the QoS values of alternative paths selected by different methods and further proves the effectiveness of the algorithm.
D. THEORETICAL PROOFS OF LNR AND AHPS ALGORITHMS 1) EFFECTIVENESS PROOF
The effectiveness proof of the LNR algorithm and the AHPS algorithm is given in Appendix B.
2) COMPLEXITY PROOF
Assuming that there are N nodes and E edges in the manufacturing network. The complexity of the LNR algorithm and the AHPS algorithm is analyzed as follows.
a: LNR ALGORITHM: O(KN 2 )
The iteration process of the LNR algorithm is to calculate the stationary distribution of the Markov chain. Each iteration process requires a matrix-vector multiplication. The complexity of each iteration is no worse than O(N 2 ). Then the complexity of the LNR algorithm is O(KN 2 ), where K is the number of iterations when the algorithm converges. The complexity of the LNR algorithm is independent of the number of edges in the manufacturing network.
b: AHPS ALGORITHM O(NlogN + E )
The complexity of the Dijkstra shortest path algorithm is O(NlogN + E) after heap optimization. In the backward search procedure, the AHPS algorithm adopts Dijkstra shortest path algorithm twice to find the greedy heuristic path and relax heuristic path. Therefore, the complexity of the backward search procedure is O(2NlogN + 2E). In the forward search procedure, the AHPS algorithm adopts the Dijkstra shortest path algorithm twice to find whether there is a better solution. So the complexity of the forward search is O(2NlogN + 2E), too. In conclusion, the complexity of the AHPS algorithm is O(4NlogN + 4E), which is equal to O(NlogN + E).
V. EXPERIMENT
To verify the effectiveness of the two-stage fault tolerance method, four experiments were designed in this section. The first experiment proves the effect of LNR algorithm on reliability improvement. Then the second experiment verifies that the two-stage fault tolerance method can further improve the reliability of the manufacturing networks and outperforms the existing algorithms. The third experiment compares the performance of the offline method, the online method and the two-stage method on resource utilization and fault migration delay. Finally, the fourth one tests the QoS metrics (Delay, Time, Cost and Availability) of the alternative scheme selected by different algorithms and proves that the alternative path chosen by AHPS algorithm is near-optimal. The computational experiments are carried out in Matlab R2018a in Windows 10 system. Several functions are designed to construct the experimental environment and implement the algorithms proposed in this paper. The function logic diagram is shown in Appendix C.
A. EXPERIMENT SETUP
Pajek [46] is used to generate a directed network. The generated networks contain 150 nodes and 2147 directed edges. Based on the characteristics of real data, experimental data sets are generated on the simulation platform, which are shown in Table 1 . Then 1000 sets of service compositions were obtained through the random walk in the generated networks. The following process was carried out before the fault tolerance experiment.
• Test the reliability of the service composition. Since the service composition is generated by the random walk, the reliability of the service composition need to be tested in order to prevent the impact of extreme cases on the experimental results. If the reliability of the service composition does not reach the threshold (ReF), it needs to be refactored. The threshold ReF is also a parameter when comparing the effect of different algorithms.
• Execute the service compositions 500 times to calculate the failure probability and failure effect of the nodes in the networks.
• Assign the parameters in Table 1 to the nodes and the edges of the generated networks. Set the threshold in Equation (5) to 0.3.
B. EXPERIMENT ON FAILURE RATE OF OFFLINE METHODS
To study the performance of LNR algorithm, six approaches are compared as follows.
1) NO FAULT TOLERANCE (NFT)
No fault tolerance strategies are employed for the manufacturing nodes. This set of experiments is designed to calculate the failure rate of the manufacturing networks.
2) RANDOM FAULT TOLERANCE (RFT)
Fault tolerance strategies are employed for the K percent nodes. The nodes are randomly selected.
3) FTCLOUD [7] (FCFT)
Fault tolerance strategies are employed for the K percent critical nodes. The nodes are ranked by employing the algorithm given in [7] .
4) ROCLOUD [8] (TCFT)
Fault tolerance strategies are employed for the K percent critical nodes. The nodes are ranked by employing the algorithm given in [8] .
5) LNR ALGORITHM (LNRFT)
Fault tolerance strategies are employed for the K percent critical nodes. The nodes are ranked by employing the LNR algorithm proposed in this paper.
6) ALL FAULT TOLERANCE (AFT)
Fault tolerance strategies are employed for all the nodes in the manufacturing networks. In order to compare the effect of these fault tolerance algorithm, two variables are set which are the fault tolerance ratio (Top-K) and the refactoring threshold (ReF) . Failure rates of service compositions are important indicators to evaluate the effectiveness of different fault tolerance method [7] , [8] . In this experiment, 1000 sets of service compositions are generated in the manufacturing network. The proportions of failed service compositions under different parameters and different fault tolerance methods are counted. The mean values of results obtained from 100 independent tests are recorded, which are shown in Table 2 and Figure 4 , 5
7) PERFORMANCE COMPARISON
• Among these approaches, the failure rate of the manufacturing networks is the highest when no fault tolerance strategy is employed. The failure rate is the lowest when all the nodes in the network employ fault tolerance strategy, but it also means a huge cost.
• Compared with RFT, FCFT, RCFT, and LNRFT obtain better performance in all experimental settings. This result indicates that selecting critical nodes and making targeted fault tolerance can achieve better reliability than tolerating faults of randomly selected nodes. This is because the critical nodes may have higher failure rates or greater failure effects. This result also shows the effectiveness of the algorithm.
• Compared with FCFT and RCFT, LNRFT obtains better results in all experimental settings. This result indicates that the LNR algorithm can define the importance of the nodes more accurately. FCFT considers the structural characteristics of the manufacturing network and RCFT considers the characteristics of the node itself. However, the LNR algorithm not only models the reliability of the nodes more accurately but also considers the transfer model of importance between related nodes. Therefore, the LNR algorithm can give a more convincing order when the importance of some nodes are close to each other.
• With the increase of Top-K from 5 percent to 25 percent, the failure probabilities performance of LNR algorithm decreased monotonically. The result indicates that the reliability of manufacturing networks can be improved by employing the LNR algorithm when more nodes are deployed with fault tolerance strategies.
• With the increase of Ref from 10 percent to 30 percent, the failure rate of the manufacturing networks increased monotonically. This is because the manufacturing service can be re-factored only if the failure rate is higher than Ref. High Ref will retain the manufacturing service with a higher failure rate in the networks, which can lead to a decrease in the overall reliability of the manufacturing networks.
• Figure 4 shows that when Ref is low, the change of Top has little influence on the improvement of reliability; when Ref is high, the change of Top has more influence on the improvement of reliability. This is because When Ref is low, the reliability of the service is relatively high, and the number of nodes that have a large impact on overall reliability is very small, so the proportion of nodes deploying fault tolerance strategy has little impact on overall reliability. When the Ref is high, the reliability of the service nodes is relatively poor, and more nodes depend on the fault-tolerance strategy to improve the overall reliability.
• Figure 5 shows that when top-k remains unchanged, the impact of Ref on overall reliability tends to be flat. This is because the manufacturing service itself has been well designed and implemented with good reliability. When Ref is high, its further enlargement does not necessarily lead to more service re-factoring, so its impact on reliability is getting smaller and smaller.
C. EXPERIMENT ON FAILURE RATE OF TWO STAGE METHOD
To study the performance of two-stage fault tolerance method, one more approach is compared as follows.
1) TWO-STAGE FAULT TOLERANCE METHOD (TSFT)
In the offline stage, fault tolerance strategies are employed for the K percent critical nodes. The nodes are ranked by employing the LNR algorithm proposed in this paper. In the online stage, AHPS algorithm is adopted to find alternative solutions for failure nodes. Experiment 1 has proved that LNR algorithm has the best effect on overall reliability improvement among the six approaches. Therefore, this part compares the effect of two-stage fault tolerance method and LNR algorithm. In this experiment, 1000 sets of service compositions are generated in the manufacturing network. The proportions of failed service compositions under different parameters and different fault tolerance methods are counted. The mean values of results obtained from 100 independent tests are recorded. The results are shown in Table 3 and figure 6.
2) PERFORMANCE COMPARISON
• Compared with LNRFT and other algorithms in experiment 1, TSFT obtains better results in all experimental settings. This result indicates that the two-stage fault tolerance algorithm has a better effect on improving the overall reliability of the manufacturing networks. This is because this method not only uses the LNR algorithm for offline fault tolerance deployment of the network but also find alternative schemes for failure nodes by AHPS algorithm in the execution stage of the service.
• Compared with the LNR algorithm, the two-stage fault tolerance method has a greater influence on reliability when Ref is large. This is because if the Ref is large, the reliability of the service nodes is relatively poor. More nodes without offline fault tolerance strategy may fail during execution. Therefore, the online fault tolerance strategy based on APHS algorithm plays a more important role.
• Figure 6 shows that when Ref remains unchanged, the curve of failure rate becomes smooth with the increase of Top-k. This is because if there are fewer nodes with offline fault tolerance strategy, more nodes depend on the online fault tolerance strategy to improve reliability. So the two-stage fault tolerance algorithm is more effective. The effect of AHPS algorithm becomes less obvious when more nodes deploy the offline fault tolerance strategy.
D. EXPERIMENT ON RESOURCE UTILIZATION AND FAULT MIGRATION DELAY
The two-stage fault tolerance method achieves the trade-off between fault tolerance effect and fault tolerance loss by configuring different fault tolerance strategies for different manufacturing services. The loss in fault tolerance can be measured by resource utilization and fault migration delay. The offline method can deploy the backup service and the failed service in the same place, so its fault migration delay is small, namely the local migration delay. The online method needs to re-select the appropriate manufacturing service in the network, so its migration delay is relatively large, namely the remote migration delay. In this experiment, the local migration delay and the remote migration delay are set to N(100, 10) and N(200, 40), respectively. The resource utilization of the manufacturing network is represented as the ratio of the total number of executions of the services to the number of service nodes. One thousand sets of service compositions are generated in the manufacturing network.
The mean values of results obtained from 100 independent tests are recorded. Table 4 shows the resource utilization of different fault tolerance methods. Figure 7 shows the number of offline fault tolerance nodes in the network when the manufacturing network reaches the same failure rate by different fault tolerance methods. Figure 8 shows the average fault migration delay of different fault tolerance methods.
1) PERFORMANCE COMPARISON
• Table 4 shows that the LNRFT method obtains better resource utilization than other offline methods (RFT, FCFT and ROFT) in all experiment settings. This indicates that the services selected by the LNR algorithm have more times of offline fault tolerance. It also proves that services selected by the LNR algorithm are more likely to fail or have a greater influence on the network.
• Compared with the LNRFT method, the TSFT method has higher resource utilization. This is because that the TSFT method not only deploy the backup services to complete the offline tolerance but also execute the online fault tolerance with the help of the original services in the network after faults occur. Therefore, the TSFT method has higher resource utilization than offline methods.
• From Table 2 and 4, the conclusion can be drawn that although deploying offline fault tolerance for all services can greatly reduce the failure rate, it will also greatly reduce resource utilization. However, if only randomly select some services to deploy offline fault tolerance, both the failure rate and resource utilization are very poor. Therefore, it is meaningful to select important services to deploy offline fault tolerance.
• When Ref remains unchanged, the resource utilization decreases with the increase of Top-K. This is because that the backups of high-ranked services have a higher probability of being employed to complete the fault tolerance. This also illustrates that the LNR algorithm can find out the services that are more important.
• Figure 7 shows that the TSFT method requires only a small number of services to be backed up to achieve the same failure rate as other offline methods. This is because the online stage can efficiently solve the low-frequency faults so that it can reduce the failure rate of the network. Therefore, the TSFT method has much higher resource utilization than other offline methods.
• Figure 8 shows that the fault migration delay of the TSFT method is higher than that of the offline methods but obviously lower than that of the online methods. This is because that the TSFT method solves most faults by offline methods so that the delay is relatively low. As Top-K increases, the delay of TSFT decreases monotonically. In practical application, the ratio of services that deploy offline methods (Top-K) can be adjusted according to actual demands to achieve the trade-off between resource utilization and fault migration delay.
E. EXPERIMENT ON QOS METRICS OF ONLINE METHODS
The experiments above demonstrate the effectiveness of the two-stage fault tolerance algorithm from three aspects: failure rate, resource utilization and fault migration delay. In the online fault tolerance stage, the QoSmetric is an important index to judge whether the alternative scheme is good or not.
To verify the QoS metric of the alternative scheme selected by the AHPS algorithm is near optimal, the experiment is designed in this part. Without loss of generality, the experiment selected four QoS indexes: delay (D), time (T), cost (C) and availability (A), and compared the results of the following three algorithms under different node sizes, different QoS constraints and different linear weights.
1) H_OSTP [31]
Alternative schemes are found by A* algorithm under one heuristic path. The heuristic path is defined by H_OSTP algorithm.
2) MFPB_HOSTP [32] Alternative schemes are found by improved A* algorithm under multiple heuristic paths. The paths are defined by MFPB_HOSTP algorithm. 
3) AHPS
Alternative schemes are found by improved A* algorithm under greedy heuristic function and relaxed heuristic function. These functions are proposed in (16) and (17) .
The mean values of results obtained from 100 independent tests are recorded. Table 5 , 6 and 7 are normalized QoS metrics under different experiment settings. In these tables, MFPB is used to represent the MFPB_HOSTP algorithm. F/400 is the number of feasible solutions in 400 experiments. Equation (17) aggregates the four QoS metrics through the linear weighting method, so it can be used to measure the overall QoS value. Figure 9 shows the aggregation values of the three methods that are calculated through (17) in 400 independent experiments with different network scale and QoS constraints. Figure 10 shows the execution time of the three methods in 400 independent experiments with different network scale.
4) PERFORMANCE COMPARISON
• If the alternative solution exists, all of these three algorithms can find the solution that satisfies the VOLUME 7, 2019 QoS constraints. So all these three algorithms can be used to deploy the online fault tolerance strategy.
• Figure 9 illustrates that the AHPS method can find the alternative solution with better weighted average QoS value sometimes under different QoS constraints and network scale. The X-axis and Y-axis are different experiment settings (20 groups of network scale and 20 groups of QoS constraints). The AHPS algorithm obtains better results than H_OSTP in 7.75% of all experiments (31 of 400). The AHPS also find better solutions in 7.25% of all experiments (29 in 400). This validates the effectiveness of the AHPS algorithm in finding the alternative solutions that are near optimal.
• From Table 5 , 6 and 7 the conclusion can be drawn that compared with H_OSTP and MFPB_HOSTP, the AHPS algorithm obtains better average results in all experimental settings. This result indicates that the AHPS algorithm can find a more optimal alternative scheme than other algorithms. This is because the AHPS algorithm uses the greedy function and the relaxed function as heuristic functions, and the optimal path is more likely to be found when QoS constraints are satisfied.
• Table 5 shows that with the increase of the network scale, the QoS metrics become better. This is because if there are more services in the network, there is a larger probability to choose a better solution through more candidate services.
• Table 6 illustrates that when the QoS constraints become stricter, the feasible solutions in the network become less but the average quality of the solutions increases. This is because that some feasible solutions with low quality become unfeasible under stricter constraints. Therefore, in the 400 independent experiments, there are fewer experiments with feasible solutions but these feasible solutions have higher quality because of the stricter QoS constraints. • Table 7 shows that the AHPS is more inclined to optimize the QoS metrics with higher weights. This is determined by the search target of the algorithm. In the search process, the QoS metric with higher weight has a greater impact on the search result. Therefore, the metric with higher weight needs to be optimized more. In the application, users can set weights according to their actual demands to achieve the customized optimization of QoS metrics.
• Figure 10 shows that the execution time of AHPS is almost similar to that of H_OSTP. This is because that the two algorithms have the same time complexity, which is equal to O(NlogN + E). The execution time of AHPS is much shorter than that of the MFBP_HOSTP algorithm. This is because the MFPB_HOSTP algorithm is more complex due to the multiple foreseen path [32] . Therefore, the execution time of the MFPB_HOSTP algorithm increases rapidly with the increase of the network scale.
VI. CONCLUSION
This paper proposes a two-stage fault tolerance framework for complex manufacturing networks. In the proposed framework, the LNR algorithm and the AHPS algorithm are put forward to complete the offline fault tolerance stage and the online fault tolerance stage. In the LNR algorithm, the significance values of the manufacturing nodes are calculated by the static attributes and dynamic attributes. By deploying the republication strategy to critical nodes in the manufacturing networks, the tradeoff of fault tolerance effect and fault tolerance loss is achieved in the offline stage. During the online stage, the AHPS algorithm is used to find the near-optimal alternative schemes for the nodes without the offline fault tolerance strategy. The experimental results show that the LNR algorithm outperforms other approaches. The two-stage fault tolerance method can further improve the reliability of the manufacturing networks. The AHPS algorithm can find a near-optimal alternative path for the non-critical nodes that fail during the online stage.
Our current two-stage fault tolerance method can be employed to tolerate faults in the computing networks or manufacturing networks. In the future, we will investigate to build more accurate models for manufacturing networks. More node ranking algorithms will be designed to form a ranking algorithm library. Moreover, accurate cost constraint will be considered to be an important factor in critical node selection. The two-stage fault tolerance method will also be deployed in an actual avionics assembly network to improve the reliability of the network.
APPENDIX A FORWARD SEARCH ALGORITHM
Algorithm 3 Path Update(P 1 ,P 2 ,P 3 ) Input: P 1 ,P 2 ,P 3 . Output: Null.
1: if R(P 1 + P 2 ) < R(P 3 ) then 2:
APPENDIX B EFFECTIVENESS PROOF OF THE LNR ALGORITHM AND THE AHPS ALGORITHM LNR ALGORITHM
The LNR algorithm is an algorithm to calculate the importance of manufacturing services in manufacturing networks. To meet the demands of complex manufacturing tasks, the services need to be composed. Therefore, the importance of manufacturing services is related not only to their own attributes but also to the services with which they accomplish the manufacturing tasks together. That is, the importance of manufacturing services can be transmitted to adjacent services. In the LNR algorithm, the initial importance value V i (0) of the node is randomly assigned. The importance values of manufacturing services are iteratively updated by
. To prove the effectiveness of the LNR algorithm, it need to be proved that lim t→∞ V i (t) exists and it is independent of the value of V i (t 0 ). The matrix form of the iterative process is shown in (18) and (19) .
The process of calculating the importance of manufacturing services is a Markov process according to (18) and (19 The proof of (B): According to (9) , there is a background node that is connected to all the other nodes. Therefore, the graph corresponding to M iter is a strongly-connected graph. M iter is an irreducible matrix.
The proof of (C): According to (8) and (19) , M iter is a primitive matrix. Therefore, M iter is not periodic.
From what has been discussed above, the conclusion can be drawn that lim t→∞ V (t) exists and it is independent of the value of V(0). The effectiveness of the LNR algorithm is proved.
AHPS ALGORITHM
The AHPS algorithm is designed to find a near-optimal service composition to replace the failed one and meet the QoS constraints of the manufacturing task at the same time. It consists of two backward searches and one forward search. In order to prove the effectiveness of AHPS algorithm, the following three points need to be proved. (A) If there is a feasible service composition in the network, the backward search with (16) as the target can guarantee to find the feasible solution. (B) If the QoS constraints are not taken into consideration, the backward search with (17) as the target can find the optimal R (P e→i ) paths from each node to the end node. (C) Assuming that p G is defined by the backward search with (16) as the target, p R is defined by the backward search with (17) as the target and p F is defined by the forward search. If p G is feasible, p F is feasible and
The Proof of (A): Assuming that p G is the solution found by the backward search and p G is infeasible. p G is the feasible path in the network. Since p G is the path found by the Dijkstra algorithm with (16) as the target. Therefore, G (p G ) ≤ G p G . According to (16) 
The Proof of (B): Since the Dijkstra algorithm is used for the backward process with (17) as the target. The paths found by the procedure have minimal R (P e→i ). However, the search process does not take into account the QoS constraints, the paths may not be feasible.
The proof of (C): The proof of (C). The purpose of the forward search is to find a near-optimal path under the premise of satisfying QoS constraints. Equation (17) is the search target of the forward search process. p R and p G are two heuristic paths to accelerate the search process. Assuming that V s is the start node, V e is the end node, the forward search process reaches the node V i and V j is the neighbor node of V i . Two conditions need to be satisfied if V j is selected to compose the path p F . The first condition is that the path p s−i−j−e must satisfy the QoS constraints. The second one is that R (p s−i ) + R (p i−e ) < R (p s−e ). If V i is in p G , condition 1 is satisfied and condition 2 may not be satisfied. When condition 2 is not satisfied, there may be another feasible path with better R value. That is, R (p G ) is the supremum of R (p F ), R (p F ) ≤ R (p G ). If V j is in p R , condition 2 is satisfied and condition 1 may not be satisfied. When condition 1 is not satisfied, there may be another feasible path. However, the R-value of the feasible path is larger than R (p R ) according to the proof of (B). That is, R (p R ) is the infimum of R (p F ), R (p R ) ≤ R (p F ). Since (17) is the search target, the forward search is a process of approximating the infimum as far as possible under the premise of satisfying QoS constraints. Therefore, the service composition found by the AHPS algorithm is proved to be near optimal.
APPENDIX C FUNCTION LOGIC DIAGRAM OF THE COMPUTATIONAL EXPERIMENTS
See Figure 11 .
