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1. Introduction
Information technologies are keep transforming our ways of doing business or in interacting with others at a
rapid pace. Firms are increasingly relying on the internet to promote products’ sales [1]. Health care providers are
also seeking ways to take full advantage of IT to deliver a better service to patients [2]. There is also a prominent
trend that people exchange opinions and experiences through the internet [3, 4]. Especially the young generation
who grows up with the development of IT is now used to browsing webs for news and interesting stories. Under
this circumstance, it is more urgent for traditional media companies to predict sales over newspapers/magazines
than ever [5, 6] to avoid excessive printing or to meet unexpected demand. But with the competitive and dynamic
business environment, accurate sales forecasting is challenging.
To our knowledge, in existing literature, three themes emerge in addressing this task. Those include the
operations management approach [7, 8, 9, 10, 11], the statistics approach [12], and the data mining approach
[13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. Speciﬁcally, the operations management approach often assumed
that newspapers/ magazines sales (i.e. customer demands) are random variables that follow certain probability
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Abstract
Advances in information technologies have changed our lives in many ways. There is a trend that people look for news
and stories on the internet. Under this circumstance, it is more urgent for traditional media companies to predict print’s (i.e.
newspapers/magazines) sales than ever. Previous approaches in newspapers/magazines’ sales forecasting are mainly focused
on building regression models based on sample data sets. But such regression models can suﬀer from the over-ﬁtting problem.
Recent theoretical studies in statistics proposed a novel method, namely support vector regression (SVR), to overcome the
over-ﬁtting problem. In contrast to traditional regression model, the objective of SVR is to achieve the minimum structural risk
rather than the minimum empirical risk. This study, therefore, applied support vector regression to the newspaper/magazines’
sales forecasting problem. The experiment showed that SVR is a superior method in this kind of task.
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distribution. But the type of the probability distribution is often determined by personal taste or mathematical
convenience. Establishing regression models based on the ﬁnite data sets for predicting sales is the dominant
method within the statistics approach. But over-ﬁtting is a notable problem facing the regression models’ ap-
proach. Recent theoretical advances in statistics, however, has lead to a novel method, support vector regression
(SVR), belonging to the data mining area. SVR is an extension of support vector machine (SVM) and is devel-
oped based on the structural risk minimization (SRM) objective. Prior studies have proved that SVR has a good
generalization ability [25, 26, 27, 28].
Given the advantages of SVR and the characteristics of the domain problem, this study is thus, focused on using
SVR in predicting newspaper/magazines’ sales by considering various store types and shoppers’ demographic
attributes.
The rest of the paper is organized as follows. Section 2 gives an overview of the problem. Section 3 presents
the SVR method. Experimental results are presented in section 4. Finally, we make conclusion.
2. Overview of the Domain Problem
Sales forecasting is the process of organizing and analyzing information in a way that makes it possible to es-
timate what your sales will be [29, 30]. Forecasting newspaper/magazines’ sales is vitally important for publisher-
s/wholesalers in preparing prints plan and distribution plan. Such sales forecasting also has important implication
to site selection of future stores [31].
The importance of sales forecasting in real world has stimulated the research in this area. To our knowledge,
methods for sale forecasting can be classiﬁed into three areas of research, namely operations research, statistics,
and data mining. Studies in operations research mostly understood customer demands as a random variable
following particular distributions [32]. The interaction between customer demands and selling prices have also
been recognized [8]. Major methods from the traditional statistics approach include: the naı¨ve forecast, the
moving average forecast, the multiple linear regression model, and time series model. A study by Carbonneau
[9] has given an in-depth discussion over each of these methods. Among these statistical methods, multiple linear
regression model is one of the mostly used methods. A basic assumption of this approach is that the sales of
products can be linearly estimated by a set of explanatory variables describing relevant environment, such as the
store type and shoppers’ demographics. However, this assumption can be constantly violated when there actually
exist nonlinear relationships among various explanatory variables and sales of products. Recent advances in data
mining algorithms, such as SVR, has the advantage of modeling the nonlinear relationships. Moreover, SVR
is known for its capability of minimizing the structural risk. The principle of structural risks minimization is to
achieve a balance between model’s complexity (i.e. model’s over-ﬁtting problem) and models’ predictive accuracy
over training data set.
Given the complexity of predicting sales of newspaper/magazines, therefore, the objective of this study is to
use SVR to forecasting sales of newspaper/magazines. The data set was acquired at Hearst Corporation’s1 2010
data mining challenge program. The data set contains past relevant information (from year 2006 - 2009) on various
magazines/newspapers for each stores. Access to the data set was available during the challenge period and was
now closed. The data set has a total of ﬁve tables i.e Sales, Issue, Store/Chain, Wholesaler and Zip+4 data.
Fig.1 shows the overall data mining process of this study.
3. Support Vector Regression
The objective of SVR is to ﬁnd a function g(x) that matches all input data with an error at the most ε and at
the same time as be ﬂat as possible. ε decides the precision of the SVR model. The case of linear function g(x)
has been described in formulation (1).
1Hearst Corporation is one of the largest diversiﬁed media and information companies in the United States. Its major businesses include
magazine, newspaper and business publishing, cable networks, television and radio broadcasting, Internet businesses, TV production and
distribution, newspaper features distribution, business information and real estate. In 2010, Hearst Corporation announced its ﬁrst data mining
challenge project. The objective is to predict the sales of magazine copies at each newsstand location to optimize the overall contribution of
the newsstand location typically referred to as draw.
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Fig. 1. Overview of the Data Mining.
y = g(x) = (w · x) + b (1)
Let the training samples to be T = (x1, y1), ..., (xl, yl) ∈ (Rn × Y)l, where the inputs xi ∈ Rn, and response
variables yi ∈ Y = R, i = 1, ..., l. Identifying values for parameters w and b can be done by minimizing the
following objective function
min
w,b,ξi,ξ∗i
1
2
‖w‖2 +C
l∑
i=1
(ξi + ξ∗i ), (2)
s.t. ((w · xi) + b) − yi ≤ ε + ξi, i = 1, ..., l, (3)
yi − ((w · xi) + b) ≤ ε + ξ∗i , i = 1, ..., l (4)
ξi ≥ 0, i = 1, ..., l, (5)
ξi∗ ≥ 0, i = 1, ..., l, (6)
where ξi, ξ∗i were introduced as slack variables for over and under-predicting. C is a penalty parameter to adjust
the trade-oﬀ between the regression error and the regularization on y = g(x).
Considering the case when linear functions cannot separate the input patterns in the original space, we need to
project the input data into a higher dimensional feature space as is shown in the following formula:
Φ :
Rn → H ,
x→ x = Φ(x) (7)
(8)
Then we express the linear function y in spaceH as
y = g(x) = (w · Φ(x)) + b (9)
The objective function in spaceH is given by the following formulation:
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min
w,b,ξi,ξ∗i
1
2
‖w‖2 +C
l∑
i=1
(ξi + ξ∗i ), (10)
s.t. ((w · Φ(xi)) + b) − yi ≤ ε + ξi, i = 1, ..., l, (11)
yi − ((w · Φ(xi)) + b) ≤ ε + ξ∗i , i = 1, ..., l (12)
ξi ≥ 0, i = 1, ..., l (13)
ξ∗i ≥ 0, i = 1, ..., l (14)
The dual formation of the problem (10) is
min
αi,α
∗
i
1
2
l∑
i, j=1
(α∗i − αi)(α∗j − α j)K(xi, x j) + ε
l∑
i=1
(α∗i + αi) −
l∑
i=1
yi(α∗i − αi), (15)
s.t.
l∑
i=1
(αi − α∗i ) = 0, (16)
0 ≤ αi ≤ C, i = 1, ..., l (17)
0 ≤ α∗i ≤ C, i = 1, ..., l, (18)
where K(xi, x j) = Φ(xi) · Φ(x j). K is called the kernal function.
Then the decision function for x in the space, Rn, is of the following form:
y = g(x) =
l∑
i=1
(a∗i − ai)K(xi, x) + b. (19)
4. Experiment
4.1. Data Preprocessing
Given the objective of this study and the primary key deﬁnitions of the data, we ﬁrst extracted the data by
aggregating the individual magazine sales at the store level. We didn’t aggregate all magazine sales at the store
level because we assumed that given the same store, the sales can vary signiﬁcantly among diﬀerent titles and
issues of magazines/newspapers. There are over 250 attributes for each record.
Datasets’ dimensions were reduced according to their importance to the sales of newspaper/magazines at each
store. Previous studies have found store type and some demographics has signiﬁcant inﬂuence on sales. Based on
ﬁndings from previous literature, we selected the following relevant explanatory variables: store type (Hearst has
given a total of 12 store types based on the locations of the stores. Examples of such store types are bookstore,
convenient store, drug store, and etc.), occupation, education, age, gender, and income. The response variable is
the sales of magazines at each store.
As suggested by previous studies, we performed data transformation by scaling all variables between 0 to 1.
Speciﬁcally, the store type was assessed by a nominal scale, demographic variables and sales were transformed
into interval scales.
4.2. Data Exploration
Before proceeding to run SVR model, we ﬁrst visually examined major characteristics of the data. In order
to present the data in an easy-to-understand form, we clustered the sales into three classes, namely low, media,
and high. Then we explored the major characteristics of each of the three classes over important demographic
attributes.
Fig.2 presented the data exploration results.
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Fig. 2. Data Exploration.
The above diagrams showed that stores’ sales do vary when some of the shoppers’ demographics characteris-
tics vary. Speciﬁcally, stores with local population having higher percentage of technical professionals and sales
service people tends to have higher sales. Local shoppers’ education background also play a role in stores’ sales.
Gender seems do not aﬀect the sellers with relatively high sales. Age distributions among all three classes of sale
do not vary obviously.
However, it should be noted that these visual graphs cannot tell us if there are signiﬁcant eﬀects of these
explanatory variables on sales.
4.3. SVR model
Our algorithm code is written in MATLAB 2010. The experiment environment: Intel Core I5 CPU, 2 GB
memory. we picked up the ﬁrst 500 as the training set. Training sets of the smaller size were randomly extracted
from the 200 selected images. 500 samples were used as a ﬁxed validation set, 500 samples were used as a ﬁxed
test set. Finally, we run SVR on the data set and got the results as follows. In the above table, deviation denotes
Table 1. The accuracy of SVR on Hearst datasets.
Sizes of training data Linear RBF
deviation deviation
100 0.1459 0.1368
200 0.1418 0.1310
300 0.1410 0.1209
400 0.1376 0.1147
500 0.1321 0.1092
the average Euclidean Distances between the actual sales and sales predicted by the SVR model on the testing
data set. From Table 2, we ﬁnd that for all sample sizes, SVR gets better results with the help of the RBF kernel.
To get more interpretable results from SVR, we did a factor analysis within the linear case of SVR as is shown
in Fig. 3.
In the above two graphs, the horizontal axis indicate the 32 explanatory factors. The vertical axis indicate the
relative importance of the 32 attributes compared with each other. The graph on the left hand were results when
sample size was 200. The graph on the right hand showed results when samples size equals to 400. We can see
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Fig. 3. Relative Importance of Explanatory Variables on Sales.
that results from diﬀerent samples sizes do vary. Our experiments showed that the importance of each explanatory
factors tend to be stable as sample sizes exceed 400
Table 2 presented the detailed information on attributes.
Table 2. Description of the 32 dimensions in the Hearst datasets.
ID Dimension ID Dimension
1 Store type 17 Percentage of age from 50 to 70
2 Percentage of technical professionals 18 Percentage of age older than 70
3 Percentage of sales service professionals 19 Percentage of male
4 Percentage of farm service 20 Percentage of female
5 Percentage of blue collar 21 Percentage of income lower than 15000
6 Percentage of other occupation 22 Percentage of income from 15000 to 24999
7 Percentage of retired 23 Percentage of income from 25000 to 34999
8 Percentage of occupation unknown 24 Percentage of income from 35000 to 49999
9 Percentage of education high school 25 Percentage of income from 50000 to 74999
10 Percentage of education some college 26 Percentage of income from 75000 to 99999
11 Percentage of education bachelor degree 27 Percentage of income from 100000 to 124999
12 Percentage of education graduate 28 Percentage of income from 125000 to 149999
13 Percentage of education less than high school 29 Percentage of income from 150000 to 174999
14 Percentage of education unknown 30 Percentage of income from 175000 to 199999
15 Percentage of age younger than 20 31 Percentage of income from 200000 to 249999
16 Percentage of age from 20 to 50 32 Percentage of income larger than 250000
The results generally conﬁrmed that such demographic characteristics as gender, age, income, education, and
occupation distributions aﬀect newspaper/magazines’ sales. Speciﬁcally, the percentage of people with income
level between 100, 000 to 124, 999 has the highest inﬂuence to the sales. The percentage of people working as
blue collar has the second highest importance. Education and age are also important factors in the SVR model.
5. Conclusion
The overall objective of this study is to accurately predict newspaper/magazine sales. This paper presented
how SVR method can be used in sale forecasting. The experiment showed that SVR is a superior method in this
kind of task. Future research could compare the performance of SVR with the performance of other data mining
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methods on forecasting sales. Further, more research is needed in selecting appropriate explanatory variables with
theoretical bases.
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