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Resumo
Em uma rede de sensores sem fios, diversos nodos sensores obte´m dados do local onde se
encontram e comunicam-se entre si, para gerar uma visa˜o global de um objeto de estudo. A ide´ia
de uma rede auto-gerenciada de dispositivos autoˆnomos, de baixa poteˆncia, que colete dados de
um ambiente e propague informac¸o˜es atrave´s de um enlace sem fios traz uma se´rie de novos desa-
fios e requisitos de suporte a` execuc¸a˜o de aplicac¸o˜es. Diversos projetos de pesquisa se propuseram
a tratar o problema de suporte de sistema para redes de sensores sem fios. Entretanto, a maioria
deles falha em tratar principalmente dois dos requisitos levantados neste trabalho: configurac¸a˜o
transparente do canal de comunicac¸a˜o e abstrac¸a˜o unificada e eficiente de hardware de sensoria-
mento.
Este trabalho apresenta o projeto e implementac¸a˜o de um ambiente de suporte a` execuc¸a˜o
de aplicac¸o˜es em redes de sensores sem fios, baseado no sistema operacional EPOS, que inclui o
projeto e implementac¸a˜o do protocolo de controle de acesso ao meio C-MAC (Configurable MAC)
e um sistema de aquisic¸a˜o de dados de sensores. O projeto e implementac¸a˜o modular do protocolo
C-MAC permitem que aplicac¸o˜es configurem o canal de comunicac¸a˜o de acordo com suas neces-
sidades. O sistema de aquisic¸a˜o de dados de sensor desenvolvido e´ capaz de abstrair famı´lias de
dispositivos sensores de maneira uniforme, sem ocasionar sobrecusto excessivo, e apresenta van-
tagens significativas com relac¸a˜o a outras soluc¸o˜es encontradas em outros sistemas operacionais
para redes de sensores.
Abstract
In a wireless sensor network, several sensor nodes obtain data from the place where they
are located and communicate among themselves in order to create a global vision of an object
of study. The idea of a self-managed network of low-power, autonomous devices, that collects
data from an environment and propagates information through a wireless link brings about several
new challenges and requirements in application run-time support. Several research projects have
aimed at solving the problem of system support for sensor networks. However, most of them
fail in dealing with two requirements listed in this work: transparent configuration of the data
communication channel, and efficient and unified sensor hardware abstraction.
This work presents the project and implementation of a run-time support environment for
wireless sensor network applications based on the EPOS system. This environment includes the
project and implementation of the C-MAC (Configurable MAC) medium access control protocol,
which allows applications to configure the communication according to their needs, and a sensor
data acquisition system, which abstracts families of sensing devices in an uniform fashion, without
incurring excessive overhead, and presenting significant advantages in relation to the solutions
found in other operating systems for sensor networks.
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Capı´tulo 1
Introduc¸a˜o
O diciona´rio Houaiss da lı´ngua portuguesa define ubı´quo como algo que esta´ ou existe
ao mesmo tempo em toda parte; onipresente; que se difundiu extensamente; universal [Hou01].
Nos u´ltimos sessenta anos os computadores passaram de ma´quinas de calcular gigantes a objetos
ubı´quos, presentes em todos os aspectos do dia-a-dia humano.
Dos primeiros computadores programa´veis que surgiram na de´cada de 1940 a partir da
aplicac¸a˜o dos conceitos trac¸ados por pioneiros como Alan Turing [Tur37] e Claude Shannon
[Sha38] ate´ a invenc¸a˜o do microprocessador na de´cada de 1970, o personal computer na de´cada
de 1980, e a popularizac¸a˜o das redes de comunicac¸a˜o e a Internet da de´cada de 1990, os avanc¸os
na Cieˆncia da Computac¸a˜o trouxeram o computador para o dia-a-dia de aproximadamente 600
milho˜es de pessoas em todo o mundo, de acordo com dados da International Telecommunication
Union [ITU05].
A verdadeira ubiquidade dos computadores na˜o esta´, entretanto, relacionada diretamente
com os conceitos tradicionais de computador pessoal ou mainframe. Seiscentos milho˜es de pes-
soas representam menos de 10% da populac¸a˜o mundial em 2006. Ao mesmo tempo, Tennenhouse
[Ten00] mostra que apenas 2% dos mais de 8 bilho˜es de microprocessadores fabricados no ano
2000 foram utilizados em computadores interativos. Os 98% restantes equiparam sema´foros de
traˆnsito, freios de automo´veis, roboˆs em plantas industriais, marcapassos, reprodutores de a´udio
digital, video-games e milhares de outros dispositivos de computac¸a˜o embarcada que integram em
alguma escala a vida de todos os habitantes do planeta.
O constante avanc¸o e miniaturizac¸a˜o dos componentes eletroˆnicos esta´ permitindo o surgi-
mento de uma nova categoria de aplicac¸o˜es para o conceito fundamental de computador, na forma
de micro-sensores sem fios de baixo consumo de energia. Estes micro-sensores sa˜o equipados com
8um mo´dulo de sensores analo´gicos ou digitais (e.g., sensor de temperatura, magne´tico, acu´stico),
um processador digital capaz de tratar os sinais dos sensores, um mo´dulo de comunicac¸a˜o sem fios
(e.g., ra´dio de baixa poteˆncia) e um mo´dulo de energia (e.g., bateria, ce´lula solar). Cada sensor e´
capaz de obter uma visa˜o do local em que se encontra e comunicar-se com outros mo´dulos para
gerar uma visa˜o global de um ambiente qualquer.
A conexa˜o destes dispositivos em rede de sensores sem fios traz fascinantes possibilidades de
aplicac¸a˜o em virtualmente todos os campos de conhecimento humano. Uma rede de sensores pode,
por exemplo, monitorar um habitat selvagem em uma floresta e fornecer dados ambientais sobre
a fauna e flora locais. Outro conjunto de sensores pode ser utilizado no controle de um ambiente
inteligente, onde as condic¸o˜es ambientais (e.g., temperatura, umidade, luminosidade) sa˜o alteradas
dinamicamente de acordo com as prefereˆncias dos usua´rios e com as condic¸o˜es clima´ticas exter-
nas. Uma rede corporal de sensores pode fornecer dados biome´tricos sobre pacientes a me´dicos,
auxiliando no diagno´stico de enfermidades. Muitos pesquisadores visualizam um futuro pro´ximo
povoado por circuitos eletroˆnicos microsco´picos, alimentados por energia coletada do ambiente,
formando uma rede de poeira inteligente [HSW+00, KKP99].
A ide´ia de uma rede auto-gerenciada de dispositivos autoˆnomos energizados por baterias
de baixa capacidade ou por energia ambiente, que colete dados de um ambiente e propague
informac¸o˜es atrave´s de um enlace sem fios traz uma se´rie de novos desafios e requisitos tanto
do ponto de vista de hardware quanto de suporte a execuc¸a˜o de aplicac¸o˜es. Para serem instala-
dos na˜o intrusivamente e operar por longos perı´odos com uma fonte limitada de energia, os nodos
devem ser pequenos e consumir pouca energia. Para suprir necessidades de sensoriamento de dife-
rentes aplicac¸o˜es, mantendo uma mesma arquitetura ba´sica, os nodos devem ter projeto modular,
permitindo a conexa˜o com sensores especı´ficos para diferentes aplicac¸o˜es. Da mesma forma, o
hardware de comunicac¸a˜o usado na rede deve permitir a mais ampla configurac¸a˜o possı´vel do
canal de transmissa˜o de dados, para que diferentes aplicac¸o˜es possam se beneficiar de diferentes
te´cnicas de modulac¸a˜o de dados e controle de acesso ao meio. Estes requisitos levaram a` criac¸a˜o
ou adaptac¸a˜o de uma se´rie de tecnologias e proto´tipos e, conforme a complexidade destas tecno-
logias aumenta, torna-se crı´tica a necessidade de suporte de tempo de execuc¸a˜o para mediar as
capacidades do hardware e as necessidades de aplicac¸o˜es.
Os requisitos de sistema para redes de sensores sem fios sa˜o bastante amplos, e incluem
a funcionalidade ba´sica de um sistema operacional, servic¸os de gereˆncia do consumo de ener-
gia, mecanismos para reprogramac¸a˜o, abstrac¸a˜o de hardware de sensores heterogeˆneo e pilha de
comunicac¸o˜es configura´vel. As restritas capacidades computacionais dos nodos de sensor fazem
9ainda com que estes sistemas tenham que operar com recursos limitadas, e torna impossı´vel o uso
de sistemas operacionais tradicionais.
Diversos projetos de pesquisa [HDJH04, dAVV+04, BBD+02, DGV04, HSW+00, ABC+03,
HKS+05] se propuseram a tratar o problema de suporte de sistema para redes de sensores sem
fios. Entretanto, a maioria deles falha em tratar principalmente dois dos requisitos listados:
abstrac¸a˜o unificada e eficiente de hardware de sensoriamento e configurac¸a˜o transparente do canal
de comunicac¸a˜o.
O sistema EPOS [Fro¨01, PFHD04, PF04] e´ um framework baseado em componentes para
gerac¸a˜o de suporte de execuc¸a˜o a aplicac¸o˜es de computac¸a˜o dedicada. O projeto do sistema per-
mite que programadores desenvolvam aplicac¸o˜es independentes de plataforma, e ferramentas de
ana´lise de aplicac¸o˜es permitem a gerac¸a˜o de um sistema de suporte de tempo de execuc¸a˜o que
agregue todos os recursos que esta aplicac¸a˜o especı´fica necessita, e nada mais. Por definic¸a˜o,
uma instaˆncia do sistema utiliza somente os recursos necessa´rios ao suporte da aplicac¸a˜o. Ao
mesmo tempo, o reposito´rio de componentes do sistema disponibiliza um grande conjunto de
servic¸os tradicionais de sistema operacional atrave´s de interfaces independentes de plataforma.
O sistema suporta diversas plataformas computacionais heterogeˆneas, como IA32, PowerPC,
H8, Sparc e MIPS, entre outras [MHWF06, MHW+06]. No contexto deste trabalho, o EPOS
ganhou tambe´m portes para plataformas de 8-bits AVR, tradicionalmente utilizadas em siste-
mas embarcados de baixa poteˆncia como redes de sensores sem fios. Trabalhos relacionados
a esta dissertac¸a˜o adicionaram mecanismos para gereˆncia do consumo de energia aos compo-
nentes do sistema [HWF06b, HWdO+06, HWF06a], tornando o EPOS um bom candidato para
implementac¸a˜o de servic¸os de sistema operacional para redes de sensores sem fios.
1.1 Objetivos
O objetivo principal desta dissertac¸a˜o e´ desenvolver um ambiente de suporte a` execuc¸a˜o de
aplicac¸o˜es em redes de sensores sem fios a partir do sistema operacional EPOS, fazendo uso da
te´cnicas de engenharia de domı´nio denominada Projeto de Sistemas Orientados a Aplicac¸a˜o para
modelar e implementar os componentes de software que se fizerem necessa´rios, implementando-os
sobre uma arquitetura de sistema embarcado que suporte redes de sensores sem fios e validando-os
atrave´s de testes comparativos com outros sistemas existentes para redes de sensores sem fios. A
fim de alcanc¸ar este objetivo principal, ficam estabelecidos os seguintes objetivos especı´ficos:
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• Estudar as tecnologias associadas a`s redes de sensores sem fios, incluindo hardware e pro-
tocolos de comunicac¸a˜o, tecnologias de sensoriamento e plataformas de hardware contem-
poraˆneas.
• Estudar e analisar os servic¸os presentes nos principais sistemas operacionais para redes de
sensores sem fios contemporaˆneos.
• Modelar, implementar e testar servic¸os de sistema operacional para aquisic¸a˜o de dados de
sensores e comunicac¸a˜o em redes de sensores sem fios.
• Incorporar os servic¸os implementados ao sistema EPOS, analisando os resultados obtidos.
1.2 Organizac¸a˜o do Texto
O restante do texto desta dissertac¸a˜o esta´ organizado da seguinte forma:
Capı´tulo 2 descreve os principais conceitos e tecnologias das redes de sensores sem fios.
Capı´tulo 3 descreve e analisa os principais sistemas operacionais para redes de sensores sem
fios desenvolvidos na atualidade, e descreve o sistema EPOS, utilizado como base para
a implementac¸a˜o dos servic¸os de redes de sensores desenvolvidos no contexto desta
dissertac¸a˜o.
Capı´tulo 4 descreve e avalia os servic¸os de comunicac¸a˜o e sensoriamento modelados e imple-
mentados neste trabalho.
Capı´tulo 5 conclui a dissertac¸a˜o e apresenta os trabalhos em andamento e futuros.
Capı´tulo 2
Redes de Sensores Sem Fios
Sensores teˆm um papel fundamental em sistemas embarcados, desde aparelhos “inteligen-
tes” ate´ o controle e monitoramento de ma´quinas industriais. Um sensor eletroˆnico responde a
estı´mulos como luz, pressa˜o ou movimento e geram um sinal mensura´vel, que pode ser interpre-
tado de maneira a extrair informac¸a˜o sobre um objeto de estudo. Avanc¸os no projeto e tecnologias
de hardware levaram a reduc¸o˜es em tamanho, consumo de energia e custo para dispositivos sen-
sores. Tecnologias de Micro Sistemas Eletro-Mecaˆnicos (MEMS – Micro Electro Mechanical
Systems) integram elementos mecaˆnicos, sensores e sistemas eletroˆnicos em um u´nico substrato de
silı´cio, permitindo a atuac¸a˜o autoˆnoma de dispositivos sensores.
Por diversos anos, aplicac¸o˜es industriais veˆm se beneficiando de sistemas de sensores em
redes, onde um conjunto de sensores e´ conectado por um barramento de campo (e.g., CAN, Pro-
fibus). A convergeˆncia recente de sensoriamento e tecnologias de comunicac¸a˜o sem fios de baixa
poteˆncia permitiram o advento de Redes de Sensores sem Fios (RSSF). Em uma Rede de Sensores
sem Fios, diversos nodos sensores, compostos por um conjunto de sensores analo´gicos e digitais,
um micro-controlador, um transceptor sem fios e bateria, coordenam-se e trocam informac¸o˜es de
maneira a prover uma visa˜o global de um dado objeto de estudo. Cada nodo individual possui capa-
cidade limitada, mas a comunicac¸a˜o e processamento cooperativo na rede permitem a obtenc¸a˜o de
dados mais precisos. Com base na pesquisa e aplicac¸o˜es atuais [PK00, BBD+02], e´ possı´vel definir
que a arquitetura ba´sica de hardware de um nodo de sensor, composta por um micro-controlador e
um transceptor sem fios deve:
• Ter dimenso˜es fı´sicas reduzidas.
Para poderem ser instalados de maneira na˜o intrusiva, os nodos sensores devem ter di-
menso˜es reduzidas. Dado o constante avanc¸o das te´cnicas de miniaturizac¸a˜o de hardware, o
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tamanho dos componentes eletroˆnicos utilizados nos nodos tende a diminuir constantemente.
Entretanto, a miniaturizac¸a˜o dos nodos sensores pode estar limitada ao tamanho da fonte de
energia (seja na forma de baterias ou dispositivos para captura de energia ambiente).
• Ser capaz de operar por um longo tempo com quantidade limitada de energia.
A necessidade de operac¸a˜o autoˆnoma de um nodo sensor, e a capacidade limitada de energia
disponı´veis ao mesmo, fazem com que o baixo consumo de energia seja um fator determi-
nante no projeto de hardware. Sendo assim, o projeto de um nodo sensor priorizara´ com-
ponentes de baixa poteˆncia e com suporte a` gerencia do consumo de energia (e.g., micro-
controladores, transceptores de baixa poteˆncia) em detrimento de componentes direcionados
a` alta capacidade de processamento, desempenho ou poteˆncia.
• Ter um projeto modular, permitindo a conexa˜o com sensores especı´ficos para diferentes
aplicac¸o˜es.
Os servic¸os de uma rede de sensores tendem a ser especı´ficos, e utilizar somente o hardware
necessa´rio aos requisitos de cada aplicac¸a˜o [HSW+00]. Desta forma, e´ importante que o
projeto seja modular, e permita a remoc¸a˜o e inclusa˜o de sensores conforme as necessidades
da aplicac¸a˜o.
• Permitir a mais ampla configurac¸a˜o possı´vel do canal de transmissa˜o de dados.
O transceptor de dados sem fios e´, em geral, o componente com maior consumo de ener-
gia em um nodo sensor [LH05]. Desta forma, e´ importante que este transceptor passe a
maior parte do tempo desligado. Por outro lado, aplicac¸o˜es especı´ficas tera˜o padro˜es de
comunicac¸a˜o especı´ficos, e podera˜o se beneficiar de diferentes te´cnicas de modulac¸a˜o de
dados e controle de acesso ao meio, que permitam o controle do consumo de energia sem
comprometer a comunicac¸a˜o de dados. Desta forma, o transceptor deve permitir a maior
configurac¸a˜o do canal de dados possı´vel.
Baseado nestes requisitos, este capı´tulo descreve as principais tecnologias relacionadas com
Redes de Sensores sem Fios, apresentando seus princı´pios de comunicac¸a˜o (sec¸a˜o 2.1), principais
protocolos de controle de acesso ao meio (sec¸a˜o 2.3), relacionando as principais tecnologias de
sensoriamento (sec¸a˜o 2.4) e plataformas de hardware contemporaˆneas (sec¸a˜o 2.5).
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2.1 Princı´pios de Comunicac¸a˜o
A comunicac¸a˜o entre nodos em uma rede de sensores sem fios apresenta caracterı´sticas signi-
ficativamente diferentes da comunicac¸a˜o em redes sem fio tradicionais, como IEEE 802.11, redes
de telefonia celular ou Redes Mo´veis Ad-hoc (MANETs – Mobile Ad-hoc Networks). Estas re-
des tradicionais sa˜o projetadas para fornecer boas caracterı´sticas de vaza˜o e atraso. As tarefas de
organizac¸a˜o, roteamento e gereˆncia de mobilidade otimizam a Qualidade de Servic¸o (QoS – Qua-
lity of Service) e eficieˆncia de banda larga [SGAP00]. As redes celulares e MANETs devem ainda
operar em condic¸o˜es de ampla mobilidade. O consumo de energia e´ um problema secunda´rio, ja´
que as baterias dos sistemas que utilizam essas redes podem ser carregadas ou substituı´das con-
forme necessa´rio.
Uma rede de sensores pode ser composta por centenas de nodos projetados para operac¸a˜o
autoˆnoma e na˜o interativa. Nodos podem ser instalados em locais onde a substituic¸a˜o de baterias
e´ difı´cil ou impossı´vel. A maioria dos nodos tem localizac¸a˜o fixa, e mobilidade normalmente
na˜o e´ um problema importante. O tra´fego e´ normalmente pequeno quando comparado a`s redes
tradicionais, e o fluxo de dados e´ predominantemente unidirecional, indo dos nodos de sensor ate´
um sorvedouro ou gateway. O objetivo principal no projeto de estrate´gias de comunicac¸a˜o em
redes de sensores sem fios e´ maximizar o tempo de vida da rede, minimizando o consumo de
energia nos nodos.
Akyildiz et. al. [ASSC02] listam algumas das principais diferenc¸as entre redes sem fios
ad-hoc tradicionais e redes de sensores sem fios:
• O nu´mero de nodos nas redes de sensores sem fios pode ser ordens de magnitude maior;
• Os nodos sensores sa˜o mais densamente instalados;
• Os nodos sensores tendem a falhar com o tempo;
• A capacidade de processamento e energia nos nodos e´ limitada;
• Possı´vel auseˆncia de um identificador global por nodo na rede de sensores.
As sec¸o˜es subsequ¨entes apresentam as caracterı´sticas e principais tecnologias e protocolos
de comunicac¸a˜o em redes de sensores sem fios.
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2.2 Tecnologias de Hardware para Comunicac¸a˜o
Os ra´dios de baixa poteˆncia teˆm se mostrado a melhor alternativa para comunicac¸a˜o em redes
de sensores. Tecnologias alternativas, como comunicac¸a˜o o´ptica a laser ou infra-vermelha, teˆm
alcanc¸ado sucesso limitado, principalmente devido a` necessidade de que os nodos comunicantes
estejam em uma linha de visa˜o [VdCdM03].
A maioria dos ra´dios transmite dados modulando o sinal de uma onda portadora, tipicamente
em amplitude, frequ¨eˆncia ou fase. A modulac¸a˜o em amplitude e´ mais simples para codificar e
decodificar, mas e´ mais sucetı´vel a interfereˆncias, ja´ que os dados sa˜o codificados na poteˆncia da
transmissa˜o, e ruı´dos externos sa˜o adicionados ao sinal. A modulac¸a˜o em frequ¨eˆncia e´ menos
sujeita a ruı´dos, ja´ que todos os dados sa˜o transmitidos no mesmo nı´vel de poteˆncia [Hil03].
O uso de um Oscilador Controlado por Tensa˜o (VCO – Voltage Controlled Oscillator) per-
mite que os transceptores de ra´dio comuniquem-se em um intervalo amplo de frequ¨eˆncias, tor-
nando possı´vel a modulac¸a˜o em frequ¨eˆncia, e o uso de te´cnicas de espalhamento espectral. Tais
te´cnicas aumentam a toleraˆncia do sistema a interfereˆncias, ao espalhar o sinal a ser comunicado
por uma ampla gama de frequ¨eˆncias [Hil03]. Entretanto, estas te´cnicas teˆm pouco uso em redes de
sensores sem fios, ja´ que o custo de manter a sincronizac¸a˜o entre canais na˜o e´ compatı´vel com os
requisitos de baixo consumo de energia dessas redes.
Ra´dios de banda estreita tipicamente suportam sistemas de modulac¸a˜o mais simples, dei-
xando um nı´vel de controle maior para o software e, por consequ¨eˆncia, pagando um custo maior
de processamento [Pol05]. Ja´ ra´dios de banda larga apresentam te´cnicas de modulac¸a˜o sofistica-
das como Sequ¨eˆncia Direta de Espalhamento de Espectro (DSSS – Direct-Sequence Spread Spec-
trum) [CEM01] e Chaveamento por Deslocamento de Fase (PSK – Phase Shift Keying) [GDS+03],
que sa˜o bastante robustos a ruı´dos, mas teˆm pouca flexibilidade e alto consumo de energia. A tabela
2.1 sumariza as caracterı´sticas de alguns mo´dulos de ra´dio utilizados em redes de sensores atual-
mente [RF 06, Chi04a, Chi04b], juntamente com ra´dios Bluetooth e IEEE 802.11 [Int02, Blu06]
para comparac¸a˜o. A figura 2.1 sumariza as principais caracterı´sticas dos ra´dios, atrave´s de gra´ficos
de coordenadas polares. Na gerac¸a˜o destes gra´ficos, os valores de taxa de dados, poteˆncia de
recepc¸a˜o, envio e standby dos diferentes modelos foram colocados em escala logarı´tmica e nor-
malizados, de maneira a ilustrar que, quanto maior a a´rea do gra´fico, mais adequado e´ o modelo
para uso em redes de sensores sem fios. Os paraˆmetros de taxa de dados e poteˆncia de transmissa˜o
foram escolhidos por determinarem a velocidade e custo em termos de energia das transmisso˜es na
rede. Os paraˆmetros de poteˆncia de recepc¸a˜o e standby foram escolhidos pelo fato de que agregam
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Banda Estreita Banda Larga
Fabricante RFM Chipcon Chipcon Zeevo Bluetooth Lucent 802.11
Modelo TR1000 CC1000 CC2420 ZV4002 Orinoco Silver
Frequ¨eˆncia (Mhz) 916 300-1000 2400 2400 2400
Taxa max. de dados (kbps) 115.2 76.8 250 723.2 11264
Pot. de recepc¸a˜o (mA) 3.8 9.6 19.7 65 190
Pot. de envio (mA/dBm) 12 / 1.5 16.5 / 10 17.4 / 0 65 / 0 284 / 15
Pot. de standby (µA) 1 1 1 * 10
Tempo de wakeup (ms) 0.02 2 0.58 * *
Modulac¸a˜o OOK,ASK FSK DSSS,QPSK DSSS,GFSK DSSS
Interface bit byte pacote,byte pacote pacote
Detecc¸a˜o de erros na˜o na˜o sim sim sim
Buffer (bytes) na˜o ha´ 1 128 * *
* Dados na˜o disponı´veis
Tabela 2.1: Caracterı´sticas de mo´dulos de ra´dio
o maior custo total de energia nas redes, uma vez que os ra´dios passam a maior parte do tempo em
standby ou escutando o canal de dados.
2.3 Protocolos de Controle Acesso ao Meio
Um protocolo de Controle de Acesso ao Meio (MAC - Medium Access Control) decide
quando um nodo da rede pode acessar o meio, e tenta garantir que um nodo na˜o interfira com a
transmissa˜o de outro. O MAC e´ tambe´m responsa´vel por tratar ou sinalizar coliso˜es para camadas
superiores da pilha de protocolos.
A maioria dos protocolos MAC para redes sem fios projetados ate´ hoje foram desenvolvidos
e otimizados para enlaces de sate´lite ou redes locais sem fios (Wireless LANs). Os requisitos de
uma rede de sensores sa˜o consideravelmente diferentes desses cena´rios, especialmente no que diz
respeito a` necessidade de operac¸a˜o autoˆnoma e eficiente em termos de consumo de energia de uma
rede de sensores. Em muitos cena´rios de aplicac¸o˜es de redes de sensores, paraˆmetros como baixa
lateˆncia e alta vaza˜o de dados teˆm importaˆncia menor [ASD+06].
Padro˜es especiais de comunicac¸a˜o em redes de sensores tambe´m podem exercer forte in-
flueˆncia no projeto de um MAC para redes de sensores. O estudo dos padro˜es de comunicac¸a˜o de
proto´tipos de redes de sensores instaladas em campo [LBV06, MCP+02] mostra que as taxas de
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Figura 2.1: Caracterı´sticas dos Ra´dios
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(a) Convergecast (b) Local Gossip
Figura 2.2: Padro˜es de Comunicac¸a˜o em Redes de Sensores sem Fios
dados nos nodos sa˜o bastante baixas, da ordem de 1 - 200 bytes por segundo, com mensagens entre
20 e 25 bytes de carga u´til (payload). A literatura apresenta ainda dois padro˜es de comunicac¸a˜o de
dados em redes de sensores sem fios: convergecast e local gossip [LH05]. O primeiro diz respeito
a` tendeˆncia de pacotes similares atravessarem toda a rede de comunicac¸a˜o desde o local da coleta
dos dados ate´ um gateway, e o valor da agregac¸a˜o destes pequenos pacotes de nodos diferentes em
um u´nico pacote com macro-informac¸o˜es no caminho da transmissa˜o. O segundo diz respeito ao
fato de que, em uma rede densamente instalada, um mesmo fenoˆmeno sera´ detectado por diversos
nodos distintos, e nodos que ja´ possuem uma informac¸a˜o, muito provavelmente a recebera˜o no-
vamente atrave´s de seus vizinhos. A figura 2.2 ilustra estes fenoˆmenos. A principal implicac¸a˜o
destes dois padro˜es e´ que o tra´fego na rede na˜o e´ igualmente distribuı´do no espac¸o e no tempo.
Nodos pro´ximos ao gateway provavelmente recebera˜o mais pacotes do que nodos nos limites da
rede devido ao padra˜o de convergecast. Fenoˆmenos aleato´rios no tempo causara˜o tra´fego intenso
em determinadas a´reas da rede devido ao padra˜o de local gossip.
Adicionalmente, nos proto´tipos atuais de redes de sensores sem fios, transmitir um u´nico bit
de informac¸a˜o pelo ra´dio consome mais energia do que executar algumas centenas de instruc¸o˜es
no micro-controlador principal. Sendo assim, economia de energia e´ o principal fator a ser consi-
derado no projeto de um MAC para redes de sensores. Langendoen e Halkes [LH05] identificam
as principais fontes de desperdı´cio de energia de um protocolo MAC para redes de sensores de
baixo tra´fego:
• Escuta sem tra´fego: Se um nodo na˜o sabe quando ira´ receber mensagens de um de seus
vizinhos, tera´ que deixar seu ra´dio ligado em modo de recepc¸a˜o o tempo todo. Como o
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custo de recepc¸a˜o e´ muito maior do que o custo de standby, esta e´ talvez a principal fonte de
desperdı´cio de energia.
• Coliso˜es: Se dois nodos transmitem ao mesmo tempo, os dados sa˜o corrompidos, ambas
transmisso˜es devem ser repetidas e a energia gasta nas primeiras tentativas e´ disperdic¸ada.
• Escuta desnecessa´ria: Como o canal de ra´dio e´ um meio compartilhado, um receptor pode
ouvir pacotes que na˜o sa˜o destinados para si.
• Flutuac¸o˜es de tra´fego: Quando um fenoˆmeno e´ detectado por muitos nodos vizinhos ao
mesmo tempo (local gossip), os nodos competira˜o pelo canal de ra´dio, e gastara˜o energia
detectando o canal e esperando uma janela de transmissa˜o.
A escolha de um protocolo adequado para uma aplicac¸a˜o de redes de sensores sem fios
depende do nı´vel de compromisso entre eficieˆncia de energia e flexibilidade de comunicac¸a˜o.
Comparac¸o˜es em diferentes cena´rios de aplicac¸a˜o mostram que na˜o ha´ um protocolo o´timo para
redes de sensores [EH02, HH04, LKR04, WC01, MB04, RR05, DL03, PHC04, YHE02]. Do
ponto de vista do sistema operacional, o mais importante e´ dar flexibilidade de configurac¸a˜o para
as aplicac¸o˜es. O restante desta sec¸a˜o detalha alguns dos protocolos MAC desenvolvidos para redes
de sensores.
2.3.1 B-MAC
B-MAC (Berkeley MAC) [PHC04] e´ um protocolo MAC para redes de sensores sem fios
baseado em acesso mu´ltiplo com detecc¸a˜o de portadora (CSMA - Carrier Sense Multiple Access).
Seu principal objetivo e´ dar flexibilidade de configurac¸a˜o a` aplicac¸o˜es diferentes, permitindo que
o protocolo seja configurado para cargas de trabalho (workloads) especı´ficas.
O protocolo B-MAC utiliza um algorı´tmo de determinac¸a˜o da ocupac¸a˜o do canal (CCA -
Clear Channel Assessment) baseado em leituras do indicador de forc¸a do sinal recebido do ra´dio
(RSSI - Received Signal Strength Indicator); espera por intervalos aleato´rios de tempo na trans-
missa˜o (backoff ) para arbitragem do canal; mensagens de confirmac¸a˜o (acknowledgement) ao final
de cada transmissa˜o para confiabilidade; e escuta em baixa poteˆncia (LPL - Low Power Listening)
para comunicac¸a˜o. A figura 2.3 ilustra o funcionamento do protocolo, atrave´s do gra´fico de tempo
de comunicac¸a˜o entre treˆs nodos em uma rede. Nesta figura, dois nodos tentam enviar dados a um
terceiro nodo receptor.
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Figura 2.3: Funcionamento do protocolo B-MAC
O B-MAC periodicamente ativa o ra´dio, e verifica se ha´ atividade no canal atrave´s de um
algoritmo de busca por preaˆmbulo (LPL). Se ha´ atividade detectada, o ra´dio fica ligado, e depois
da recepc¸a˜o do pacote, volta a desligar. Se na˜o ha´ pacote detectado, o ra´dio e´ imediatamente
desligado. Se um pacote e´ erroneamente detectado (falso positivo do LPL), o esgotamento de um
perı´odo ma´ximo para sincronizac¸a˜o (timeout) permite que o ra´dio volte a ser desligado.
O perı´odo em que o ra´dio fica desativado na recepc¸a˜o e´ configura´vel, e para que os pacotes
sejam efetivamente recebidos, o preaˆmbulo dos pacotes deve ser maior ou igual ao perı´odo de
inatividade de recepc¸a˜o dos nodos. Se o canal e´ verificado a cada 100 ms, o preaˆmbulo deve ser
de ao menos 100 ms, para que os nodos receptores possam acordar, detectar atividade no canal,
receber o preaˆmbulo e finalmente receber a mensagem.
Uma falha conhecida dos protocolos baseados em CSMA (e, portanto, do B-MAC) e´ o pro-
blema do terminal oculto. Esse problema ocorre quando um nodo A pode ser escutado por um
nodo B, mas na˜o por um nodo C que tambe´m esta´ se comunicando com B (figura 2.4). Como o
nodo A esta´ “oculto” para C, este u´ltimo na˜o detectara´ atividades no canal, e continuara´ enviando
pacotes mesmo quando A ja´ estiver ocupando o meio. Qualquer pacote enviado de C para B cor-
rompera´ as transmisso˜es acontecendo de A para B. A literatura apresenta uma se´rie de possı´veis
soluc¸o˜es (na˜o o´timas) para este problema [ZMS05, GLAT02, GLAT99].
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Figura 2.4: Problema do Terminal Oculto
2.3.2 S-MAC
S-MAC (Sensor MAC) [YHE02] e´ um protocolo de acesso ao meio organizado em slots, e
usa um mecanismo RTS/CTS (Request to Send / Clear To Send) similar ao utilizado no padra˜o
IEEE 802.11 para lidar com problemas de terminais ocultos. O protocolo funciona como uma
caixa preta para comunicac¸a˜o em redes de sensores, combinando servic¸os de enlace, roteamento,
organizac¸a˜o, sincronizac¸a˜o e fragmentac¸a˜o. O S-MAC na˜o permite configurac¸a˜o dinaˆmica ou
esta´tica de seus paraˆmetros de funcionamento, e foi desenvolvido para otimizar cargas de trabalho
especı´ficas [PSC05].
A figura 2.5 ilustra o funcionamento do protocolo. Como os demais protocolos de controle de
acesso ao meio em redes de sensores sem fios, o S-MAC periodicamente desliga o ra´dio, acorda,
liga o ra´dio, escuta o canal e volta a desligar. Cada perı´odo ativo do protocolo e´ fixo, com um
perı´odo inativo varia´vel. Os nodos sa˜o organizados em ce´lulas virtuais, nas quais os nodos possuem
um mesmo relo´gio, e no comec¸o de cada perı´odo ativo os nodos dentro de uma ce´lula trocam
informac¸o˜es de sincronizac¸a˜o. Na˜o ha´ restric¸a˜o de comunicac¸a˜o entre nodos de ce´lulas diferentes,
e nodos que ouvem mais de uma ce´lula devem manter informac¸o˜es de sincronizac¸a˜o para todas as
ce´lulas vizinhas, conforme ilustrado na figura 2.6 [PSC05].
Um perı´odo ativo do S-MAC e´ dividido em sincronizac¸a˜o e transmissa˜o de dados usando
CSMA (Carrier Sense Multiple Access) e RTS-CTS. Caso um nodo precise fragmentar um pacote
de dados para transmissa˜o, este usa o esquema de RTS-CTS para reservar o canal, e transmite
pacotes em rajada.
A soluc¸a˜o do S-MAC para o problema do terminal oculto, em geral conhecida como acesso
mu´ltiplo com detecc¸a˜o de portadora e prevenc¸a˜o de coliso˜es (CSMA/CA – Carrier Sense Multiple
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Schedule A Schedule B
Figura 2.6: Sincronizac¸a˜o entre nodos no S-MAC.
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Access with Collision Avoidance), e´ efetiva na eliminac¸a˜o de coliso˜es, mas introduz o chamado
problema do terminal exposto (figura 2.7). O problema ocorre quando os sinais de controle do
CSMA/CA silenciam nodos cujas transmisso˜es na˜o iriam interferir com outro par transmissor/re-
ceptor. Nas transmisso˜es ilustradas na figura, a comunicac¸a˜o de A para B poderia ocorrer simul-
taneamente com a transmissa˜o de D para C. Entretanto, C e´ silenciado pelo sinal de CTS de B,
estando portanto “exposto” a` transmissa˜o entre A e B. Como os nodos expostos sa˜o proibidos de
enviar, a vaza˜o da rede pode ser reduzida.
2.3.3 T-MAC
T-MAC (Timeout-MAC) [DL03] e´ uma extensa˜o adaptativa ao S-MAC, que permite a
selec¸a˜o automa´tica do perı´odo ativo (duty cycle) do ra´dio, e adapta-se automaticamente a`s
flutuac¸o˜es de tra´fego inerentes aos padro˜es convergecast e local gossip presentes nas redes de
sensores.
T-MAC utiliza o mesmo mecanismo de ce´lulas virtuais do S-MAC para sincronizac¸a˜o. O
protocolo opera com slots de tempo fixo (615 ms) e usa um mecanismo de esgotamento de tempo
(timeout) para determinar o fim de um perı´odo ativo. Se o nodo na˜o detecta atividade dentro do
perı´odo de tempo (15 ms), pode assumir que na˜o ha´ comunicac¸a˜o entre seus vizinhos, e pode
desligar o ra´dio. Se o nodo ouvir ou iniciar uma comunicac¸a˜o, inicia um novo perı´odo depois do
fim desta comunicac¸a˜o. Este perı´odo ativo adaptativo do T-MAC permite que este adapte-se a`s
flutuac¸o˜es de tra´fego na rede.
2.3.4 IEEE 802.15.4
O padra˜o IEEE 802.15.4 [Soc03] define um conjunto de protocolos para comunicac¸a˜o em
redes de banda estreita e de baixa poteˆncia. O MAC do 802.15.4 e´ organizado em slots, e preveˆ
topologias de estrela ou peer-to-peer. Os nodos de uma rede 802.15.4 podem ser Dispositivos
de Funcionalidade Completa (FFDs – Full Functionality Devices) ou Dispositivos de Funcionali-
dade Reduzida (RFDs – Reduced Functionality Devices). Os primeiros podem comunicar-se com
qualquer nodo na rede, e podem exercer o papel de coordenador da rede. Os u´ltimos so´ podem
comunicar-se diretamente com um coordenador. Estes organizam a rede enviando beacons que
sinalizam a durac¸a˜o dos quadros de comunicac¸a˜o, e servem para sincronizac¸a˜o dos nodos.
Depois de receber o beacon e sincronizar-se com um coordenador, os nodos podem solicitar
a este uma associac¸a˜o. Depois da confirmac¸a˜o da associac¸a˜o, os nodos associados podem enviar
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B-MAC S-MAC T-MAC 802.15.4
Canais 1 1 1 1
Organizac¸a˜o Aleato´ria Slots Slots Slots
Sincronizac¸a˜o - Clusters Virtuais Clusters Virtuais Clusters (PANs)
Arbitragem CCA RTS-CTS RTS-CTS Coordenador
Tabela 2.2: Caracterı´sticas dos MACs
os dados ao coordenador. O coordenador por sua vez anuncia os dados disponı´veis aos nodos
associados em sua mensagem de beacon. Os nodos podem enta˜o solicitar dados ao coordenador,
que os envia. O beacon do coordenador anuncia tambe´m quais slots esta˜o livres para transmissa˜o
dos nodos associados.
2.3.5 Comparac¸a˜o
Os protocolos de acesso ao meio para redes de sensores balanceiam desempenho (lateˆncia,
vaza˜o) por custo (consumo de energia). O consumo de energia e´ minimizado principalmente dimi-
nuindo o perı´odo em que o ra´dio ouve o canal sem que haja comunicac¸a˜o (idle listening) [LH05].
Protocolos baseados em contenc¸a˜o, como o B-MAC, sa˜o bastante robustos a`s flutuac¸o˜es de
tra´fego existentes em redes de sensores. A eficieˆncia no consumo de energia e´ atingida aumen-
tado o preaˆmbulo, o que permite que o canal seja verificado com uma periodicidade menor. Ja´ os
protocolos organizados em slots, como o S-MAC, T-MAC e o MAC do IEEE 802.15.4, reduzem
o consumo de energia limitando a comunicac¸a˜o a perı´odos bem definidos. Comparac¸o˜es diretas
[LH05, YH04] mostram que na˜o ha´ um u´nico protocolo MAC para redes de sensores que possa
ser considerado melhor do que os outros em todos os cena´rios de aplicac¸a˜o. Caracterı´sitcas como
complexidade, necessidade de hardware especial (por exemplo para sincronizac¸a˜o), e padro˜es de
comunicac¸a˜o dados da aplicac¸a˜o devem ser levados em considerac¸a˜o na determinac¸a˜o do MAC
ideal para determinado cena´rio. Entretando, alguns autores [PSC05] consideram que a adaptabili-
dade do protocolo e´ fundamental, e que protocolos com arquiteturas rı´gidas, como o IEEE 802.15.4
esta˜o fadados a` obsoleˆncia. A tabela 2.2 sumariza as caracterı´sticas dos MACs apresentados.
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2.4 Tecnologias de Sensoriamento
Um sensor e´ um dispositivo que responde a estı´mulos fı´sicos (e.g., luz, temperatura, pressa˜o,
magnetismo ou movimento) e transmite um impulso resultante. Um sensor normalmente interage
com um sistema digital, provendo informac¸o˜es sobre o mundo analo´gico. Essa informac¸a˜o pode
ser fornecida atrave´s de um sinal analo´gico, que e´ convertido para valores digitais atrave´s de um
conversor analo´gico-digital externo ao sensor, ou atrave´s de uma interface digital que converte
internamente os sinais analo´gicos.
Interfaces de dados de sensores podem variar amplamente mesmo dentro da mesma classe de
sensores. Um sistema de aquisic¸a˜o de dados deve abstrair estas diferenc¸as com o mı´nimo overhead
possı´vel. De maneira a possibilitar um melhor entendimento dos desafios envolvidos no projeto
e implementac¸a˜o de um sistema de aquisic¸a˜o de dados de sensores, esta sec¸a˜o apresenta alguns
dispositivos sensores usados em nodos de sensor contemporaˆneos [Cro05b]. Esta na˜o e´ uma lista
exaustiva, mas deve prover um caso geral de uso de dispositivos sensores em redes de sensores
sem fios. No final da sec¸a˜o, a figura 2.8 ilustra os sensores apresentados.
2.4.1 Termistores
Um termistor e´ um resistor que varia sua resisteˆncia com mudanc¸as de temperatura. A
equac¸a˜o de Steinhart-Hart e´ uma aproximac¸a˜o de terceira ordem amplamente utilizada para de-
terminar a curva de resisteˆncia/temperatura de um termistor:
T =
1
a+ b lnR + c(lnR)3
(2.1)
onde a, b, e c sa˜o paraˆmetros Steinhart-Hart especı´ficos para cada dispositivo, T e´ a tempera-
tura em graus Kelvin, e R e´ a resisteˆncia em Ohms. Um termistor normalmente e´ ligado a um
conversor analo´gico-digital atrave´s de um circuito divisor de tensa˜o simples. A estimativa de
temperatura baseada em leituras do ADC pode depender do ca´lculo em tempo de execuc¸a˜o de
func¸o˜es de aproximac¸a˜o complexas (e.g., a equac¸a˜o Steinhart-Hart), ou pode fazer uso de tabe-
las pre´-calculadas de conversa˜o. Termistores diferentes podem ter constantes de tempo e precisa˜o
diferentes, bem como diferentes constantes de dissipac¸a˜o de energia.
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2.4.2 Sensores Digitais de Temperatura
A famı´lia SHT1x [Sen05] de sensores de umidade e temperatura proveˆ um exemplo de sen-
sores digitais de temperatura usados em redes de sensores sem fio. O sensor e´ fabricado pela Sensi-
rion, e proveˆ leituras digitais calibradas por uma interface de dois fios. Um micro-controlador pode
ler dados do sensor enviando um comando medir temperatura para o sensor pela interface de dois
fios. Ao completar da leitura, o sensor envia um sinal de dados prontos. O micro-controlador pode,
enta˜o, ler os dados acompanhados de um co´digo CRC para validac¸a˜o. Depois dessa transmissa˜o, o
sensor entra em modo inativo. Os coeficientes de calibrac¸a˜o sa˜o programados na memo´ria interna
do sensor, e sa˜o usados internamente durante as leituras para calibrar os sinais dos sensores. Dados
sensoriais providos pelo SHT1x podem ser convertidos para valores de temperatura atrave´s de uma
func¸a˜o linear. Um registrador de status proveˆ uma interface de detecc¸a˜o de baixa tensa˜o, configura
a resoluc¸a˜o da leitura (por exemplo, 8 bits, 16 bits) e controla um aquecedor interno.
2.4.3 Foto-resistores e Foto-diodos
Um foto-resistor e´ um componente eletroˆnico cuja resisteˆncia diminui com o aumento da
intensidade de luz incidente. A maioria dos foto-resistores sa˜o implementados atrave´s de ce´lulas
de sulfeto de ca´dmio, que usam a habilidade desse material de variar sua resisteˆncia (por exemplo,
2kΩ em condic¸o˜es de baixa luminosidade e 500Ω quando exposto a` luz). Essas ce´lulas tambe´m
sa˜o capazes de reagir a uma ampla gama de frequeˆncias, incluindo infra-vermelho, luz visı´vel e
ultravioleta. Como no caso dos termistores, foto-resistores normalmente fazem interface com um
conversor analo´gico-digital com um circuito divisor de tensa˜o.
Um foto-diodo e´ um semicondutor que responde a estı´mulo o´ptico. Foto-diodos operam
pela absorc¸a˜o de fo´tons que geram uma variac¸a˜o na corrente que flui atrave´s deles. Um circuito
RC (resistor-capacitor) auxiliar tem sua fonte de corrente afetada por este sensor [UDT02], o que
permite a detecc¸a˜o presenc¸a ou auseˆncia de quantidades diminutas de luz atrave´s de medidas de
tensa˜o no resistor desse circuito auxiliar.
2.4.4 Sensores Digitais de Luminosidade
O sensor TSL2550 [TAO05], fabricado pela TAOS, proveˆ um exemplo de sensor digital de
luminosidade usado em redes de sensores sem fio. Ele combina dois foto-diodos e um conversor
analo´gico-digital de 12 bits num circuito integrado para prover medidas de luz com uma sensitivi-
27
dade parecida com a do olho humano. Um dos foto-diodos e´ sensı´vel a luz visı´vel e infravermelha,
enquanto o segundo foto-diodo e´ sensı´vel primariamente a luz infravermelha.
Dados de sensoriamento sa˜o lidos atrave´s de uma interface de dois fios SMBus. Um re-
gistrador de controle controla o dispositivo, e dois registradores de ADC armazenam dados de
sensoriamento para leitura. As saı´das dos dois canais ADC podem ser usadas em uma func¸a˜o
linear para se obter um valor que aproxima a resposta do lho humano na unidade comumente
utilizada de Lux.
2.4.5 Magnetoˆmetros
Magnetoˆmetros sa˜o sensores capazes de medir forc¸a e/ou direc¸a˜o de campos magne´ticos.
Magnetoˆmetros podem ser divididos em magnetoˆmetros escalares, que medem a forc¸a total do
campo magne´tico ao qual eles sa˜o expostos, e magnetoˆmetros de vetor, que teˆm a capacidade
de medir a componente do campo magne´tico em determinada direc¸a˜o. Um conjunto de mag-
netoˆmetros de vetor podem ser combinados para permitir a definic¸a˜o de forc¸a, declinac¸a˜o e
inclinac¸a˜o de um campo magne´tico.
A famı´lia Honeywell HMC100x [Hon05] de sensores magnetoresistivos sa˜o dispositivos de
pontes resistivas simples que simplesmente requerem uma tensa˜o de fonte para medir campos
magne´ticos. Esses dispositivos sa˜o capazes de medir qualquer campo magne´tico ambiente ou
aplicado em um eixo sensı´vel. A tensa˜o de saı´da do sensor e´ linear em relac¸a˜o ao campo magne´tico
aplicado.
2.4.6 Aceleroˆmetros
Aceleroˆmetros sa˜o usados para medir mudanc¸as na velocidade. Na sua forma mais simples,
um aceleroˆmetro e´ composto por uma massa suspensa e um dispositivo sensı´vel a` deflexa˜o. A
famı´lia Analog Devices ADXL202E [Ana05] proveˆ um exemplo de aceleroˆmetros com 2 eixos
e baixo consumo de energia. O sensor proveˆ tanto saı´das analo´gicas quanto digitais. O valor
de saı´da do sensor e´ linear em relac¸a˜o a` acelerac¸a˜o aplicada, e calibrac¸a˜o para baixas gravidades
podem usar o campo gravitacional da Terra como refereˆncia.
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Figura 2.8: Exemplos de Dispositivos Sensores
2.4.7 Padra˜o IEEE 1451 para Transdutores Inteligentes
O padra˜o IEEE 1451 para transdutores inteligentes tem como objetivo padronizar as interfa-
ces e protocolos entre transdutores como, por exemplo, sensores e microprocessadores, redes de
controle e sistemas de aquisic¸a˜o de dados. Os principais elementos do IEEE 1451 sa˜o um proces-
sador de aplicac¸a˜o com capacidade para operar em rede (NCAP – Network-Capable Application
Processor), um mo´dulo de interface para transdutores inteligentes (STIM – Standard Transducer
Interface Module) e uma interface independente de transdutor para sinais de controle e dados. O
NCAP normalmente fornece um transceptor de rede e um micro-controlador implementando um
protocolo de comunicac¸a˜o de redes. O STIM fornece a interface do transdutor e um data sheet
eletroˆnico do transdutor (TEDS – Transducer Electronic Data Sheet) [CBBD98]. O TEDS e´ ar-
mazenado em memo´ria na˜o-vola´til e conte´m campos que descrevem o tipo, atributos, operac¸a˜o e
calibrac¸a˜o do transdutor. O TEDS permite auto-descric¸a˜o de transdutores para a rede, e elimina
erros humanos associados a` entrada manual de paraˆmetros. Tambe´m permite que a troca de trans-
dutores por outros com maior precisa˜o ou capacidades avanc¸adas seja uma operac¸a˜o plug-and-play
[Lee00].
A figura 2.9 ilustra os blocos do padra˜o IEEE 1451. O STIM apresenta os transdutores
de forma independente de tecnologias especı´ficas. Uma lo´gica de enderec¸amento de descric¸a˜o
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Figura 2.9: Blocos do Padra˜o IEEE 1451
permite acessar diferentes transdutores atrave´s de um mesmo STIM. Cada transdutor individual
apresenta dados sobre suas caracterı´sticas, funcionamento e coeficientes de calibrac¸a˜o atrave´s do
TEDS, cujos campos sa˜o definidos de acordo com a finalidade do transdutor (e.g., termistor, ace-
leroˆmetro, DAC). O NCAP, por sua vez, exporta os sensores para uma rede (e.g., CAN, rede sem
fios), atrave´s de um modelo de objetos definido pelo padra˜o.
Apesar das vantagens evidentes de uma interface padra˜o para transdutores de diferentes ti-
pos, o padra˜o IEEE 1451, que comec¸ou a ser definido em 1997, em 2006 ainda na˜o tem grande
aplicac¸a˜o na indu´stria de transdutores.
2.5 Plataformas de Hardware
Esta sec¸a˜o apresenta as principais plataformas de hardware utilizadas atualmente em
aplicac¸o˜es de redes de sensores sem fios.
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Figura 2.10: Mica2
2.5.1 Mica
Nos u´ltimos anos a famı´lia de motes 1 [HSW+00] da Universidade da California em Berke-
ley evoluiu para uma plataforma esta´vel para pesquisa em Redes de Sensores. Sua gerac¸a˜o atual,
o Mica2 (ver Figura 2.10) [Cro05a] usa um ra´dio de u´nico canal da Chipcom CC1000, um mi-
crocontrolador Atmel Atmega128 de 8 bits, executando a 8MHz, com 4KB de memo´ria RAM e
128KB de memo´ria flash, e um chip de memo´ria Flash de 512KB para armazenamento de dados.
Um par de pilhas AA e´ usado como fonte de energia. Seu tamanho pequeno (aproximadamente 5
x 4 x 1.5 cm) permite a instalac¸a˜o em locac¸o˜es remotas com mı´nima interfereˆncia com o habitat
existente.
O microcontrolador nos motes esta´ conectado a quatro blocos de hardware (Ra´dio, LEDS,
Memo´ria Flash e Interface para Placas de Sensores / Programac¸a˜o). A figura 2.10 apresenta o
hardware e um esquema´tico simplificado da arquitetura. O Mica2 na˜o possui sensores integrados,
mas conecta-se com dispositivos externos atrave´s de um conector de 51 pinos ligados a pinos de
I/O da CPU. Este conector proveˆ acesso aos pinos de GPIO (General Purpose Input or Output),
UART e barramento I2C do AVR, e e´ utilizado para programac¸a˜o do dispositivo e como interface
para placas de sensor.
1Mote, s. Uma pequena partı´cula, como de poeira; qualquer coisa proverbialmente pequena. “The little motes in
the sun do ever stir, though there be no wind” (Bacon). [Por13]
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Figura 2.11: Telos
2.5.2 Telos
A plataforma Telos [Mot05], desenvolvida tambe´m na Universidade da California em Ber-
keley, utiliza como base um microcontrolador Texas Instruments MSP430, de 16 bits, com 10KB
de memo´ria RAM em 60KB de memo´ria flash, executando a 8 MHz. Para comunicac¸a˜o, o Telos
utiliza um ra´dio Chipcon CC2420, compatı´vel com IEEE 802.15.4 (ver sec¸a˜o 2.2). A plataforma
conta ainda com um chip de memo´ria flash de 1MB para armazenamento de dados, e sensores de
luz e temperatura integrados.
Na˜o ha´ mo´dulo de expansa˜o similar aos do Mica2 no Telos, mas a plataforma externaliza
alguns pinos do micro-controlador para entrada no conversor analo´gio/digital, e para comunicac¸a˜o
serial. Cada nodo conta com um chip conversor USB/RS232, que permite logging de dados e
programac¸a˜o sem hardware externo.
2.5.3 BTnode
A plataforma BTnode [ETH05] (Figura 2.12), desenvolvida na ETH Zurique, integra um
micro-controlador, mo´dulo de ra´dio de baixa-poteˆncia e um mo´dulo de ra´dio Bluetooth. O dispo-
sitivo na˜o apresenta sensores integrados, mas fornece diversas interfaces de propo´sito geral, que
podem ser utilizadas com perife´ricos como sensores, atuadores, DSPs, dispositivos seriais (e.g.,
GPS, leitores RFID, etc.). Os mo´dulos BTnode medem 6 x 4 x 1.5 cm [BKM+04].
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Figura 2.12: BTnode
O hardware do BTnode faz uso do microcontrolador Atmel ATmega128, o mesmo utilizado
nas plataformas Mica (ver Sec¸a˜o 2.5.1). A memo´ria de dados do micro-controlador e´ extendida
por um chip SRAM de baixa poteˆncia de 60 KB. A plataforma e´ equipada com um relo´gio de
tempo real de 32 kHz, treˆs chips de 60 KB de SRAM externos ao processador para cache de dados,
quatro LEDs para depurac¸a˜o, e e´ programa´vel atrave´s de um programador serial ISP (In System
Programming) ou interface JTAG.
A revisa˜o 3.2 do BTnode traz um mo´dulo Bluetooth Zeevo ZV4002 [Blu06] e´ conectado
a uma das portas seriais do micro-controlador. Um mo´dulo de ra´dio de baixa poteˆncia Chipcon
CC1000 e´ ligado atrave´s de portas GPIO e interface SPI (Serial Peripheral Interface) do micro-
controlador, e opera a 868 MHz [ETH05]. O sistema e´ alimentado por duas pilhas AA comuns. A
figura 2.12 apresenta a organizac¸a˜o de hardware do BTnode.
2.5.4 Comparac¸a˜o
A tabela 2.3 sumariza as caracterı´sticas das plataformas apresentadas, juntamente com os
dados da plataforma Rene´ [HSW+00] (proto´tipo precursor da famı´lia Mica) e da plataforma
iMote [KAH+04], desenvolvida pela Intel como um gateway para redes de sensores sem fios.
A figura 2.13 sumariza esses dados na forma de gra´ficos de coordenadas polares.
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Mote
Tipo Rene´ Mica2 iMote BTnode Telos
Ano 2000 2003 2003 2003 2004
Instituic¸a˜o UCB UCB Intel ETHZ UCB
CPU
µcontrolador AVR AVR ARM AVR MSP430
Clock 4 MHz 8 MHz 12 MHz 8 MHz 8 MHz
Memo´ria de Programa 8 KB 128 KB 512 KB 128 KB 60 KB
RAM 0.5 KB 4 KB 64 KB 64 KB 10 KB
Dispositivos de Ra´dio
Tipo RFM Chipcon Bluetooth Bluetooth 802.15.4
Frequeˆncia (MHz) 916 433/916 2400 2400 2400
Taxa de Transfereˆncia (kbps) 10 40 700 700 250
Tabela 2.3: Plataformas de Hardware para Redes de Sensores sem Fios
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Arquitetura (bits)
Dados (KB)
Flash (KB)
RAM (KB)
6422836321811024
128
38
12
4
8
16
24
32
Mica2 Telos
BTNode
Figura 2.13: Caracterı´sticas dos Motes
Capı´tulo 3
Sistemas Operacionais para Redes de
Sensores
Em uma rede de sensores, requisitos especı´ficos de aplicac¸o˜es guiam o projeto de hardware,
desde a capacidade de processamento ate´ a largura de banda de ra´dio e mo´dulos de sensores, o que
exige que o projeto de hardware seja modular. Entretanto, estes requisitos levaram ao surgimento
de uma grande variedade de componentes de hardware, fazendo com que as plataformas de redes
de sensores sem fios sejam na˜o apenas modulares, mas tambe´m heterogeˆneas. Sendo assim, uma
aplicac¸a˜o desenvolvida para uma dada plataforma de sensores dificilmente sera´ porta´vel para outra
diferente, a menos que o sistema de suporte de execuc¸a˜o nestas plataformas empregue mecanismos
adequados para abstrac¸a˜o e encapsulamento da plataforma de sensoriamento. Ao mesmo tempo, as
limitac¸o˜es de recursos (e.g. memo´ria, capacidade de processamento, energia) tipicamente encon-
tradas nas redes de sensores, exigem que qualquer suporte de tempo de execuc¸a˜o nesses sistemas
seja eficiente e na˜o consuma recursos excessivos.
Sendo assim, a necessidade de conectividade, abstrac¸a˜o de hardware e gereˆncia de recursos
limitados torna o suporte no nı´vel de sistema operacional imperativo para aplicac¸o˜es em redes
de sensores sem fios. Baseado na tecnologia (apresentada no capı´tulo 2), aplicac¸o˜es e pesquisa
atuais [HSW+00], e´ possı´vel listar uma se´rie de requisitos de sistemas operacionais para redes de
sensores sem fios. Um sistema de suporte a` execuc¸a˜o de aplicac¸o˜es para uma rede de sensores
deve:
• Fornecer a funcionalidade ba´sica de um sistema operacional.
De maneira a na˜o restringir a funcionalidade e portabilidade das aplicac¸o˜es de redes de
sensores, um sistema operacional para esses dispositivos deve prover servic¸os tradicionais
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como: abstrac¸a˜o de hardware, gereˆncia de processos (normalmente segundo o prisma de
monotarefa, multi-thread), servic¸os de temporizac¸a˜o, e gereˆncia de memo´ria.
• Fornecer mecanismos para gereˆncia do consumo de energia nos nodos.
O gerenciamento eficiente do consumo de energia nos nodos e´ um fator determinante para
o tempo de vida da rede. Um sistema de suporte a` execuc¸a˜o de aplicac¸o˜es para redes de
sensores deve fornecer mecanismos de gereˆncia de energia a`s aplicac¸o˜es, bem como utilizar
os recursos de hardware de maneira a consumir o mı´nimo de energia necessa´rio a` execuc¸a˜o
adequada das aplicac¸o˜es.
• Prover mecanismos para reprogramac¸a˜o em campo.
Dado que os nodos de uma rede de sensores sem fios podem estar localizados em regio˜es
de difı´cil acesso, e que os requisitos e paraˆmetros das aplicac¸o˜es de sensoriamento podem
mudar com o tempo, a reprogramac¸a˜o em campo, via rede de comunicac¸a˜o, e´ um fator
importante neste tipo de redes. Um sistema operacional para redes de sensores idealmente
deve prover algum mecanismo de reprogramac¸a˜o total ou parcial de aplicac¸o˜es ja´ instaladas.
• Abstrair o hardware de sensoriamento heterogeˆneo de maneira uniforme.
Os requisitos de modularidade das aplicac¸o˜es de rede de sensores fazem com que o hardware
utilizado seja amplamente heterogeˆnio. Considerando isto, uma aplicac¸a˜o de sensoriamento,
desenvolvida para determinada plataforma, dificilmente sera´ porta´vel para outra diferente, a
menos que os sistemas de suporte de tempo de execuc¸a˜o destas plataformas abstraiam e en-
capsulem adequadamente a plataforma de sensoriamento. Ale´m das diferenc¸as arquiteturais,
mo´dulos sensores (e.g. sensores de temperatura, luz ou movimento) apresentam uma gama
de variabilidade ainda maior. Mo´dulos sensores apresentando a mesma funcionalidade mui-
tas vezes variam em suas interfaces de acesso e caracterı´sticas e paraˆmetros operacionais.
• Fornecer uma pilha de protocolos de comunicac¸a˜o configura´vel
Dadas as necessidades especı´ficas de comunicac¸a˜o de diferentes aplicac¸o˜es, e o requisito de
que o hardware de comunicac¸a˜o seja amplamente configura´vel, e´ papel do sistema opera-
cional prover um mecanismo de configurac¸a˜o dos protocolos de configurac¸a˜o da pilha de
comunicac¸o˜es a ser utilizada na rede, especialmente no que diz respeito aos protocolos de
controle de acesso ao meio.
• Operar com recursos limitados
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Plataformas Memo´ria Protec¸a˜o Configurac¸a˜o Preempc¸a˜o
VxWorks PowerPC, 68K 256 ∼ 512 KB Sim Dinaˆmica POSIX
IA32, MIPS, ARM
µClinux 68K, H8/S, ARM ∼ 1 MB Na˜o Dinaˆmica POSIX
Microblaze, i960
Blackfin
QNX PowerPC, IA32, ∼ 64 KB Sim Dinaˆmica POSIX
SH, MIPS
OS-9 PowerPC, IA32, 32 ∼ 64KB Sim Dinaˆmica Processo
SH, MIPS, SPARC
Tabela 3.1: Caracterı´sticas de Sistemas Operacionais Embarcados
O requisito de baixo consumo de energia para redes de sensores traz como implicac¸a˜o pra´tica
a escolha de micro-controladores de baixa poteˆncia para executar as func¸o˜es de processa-
mento nos nodos. Esses sa˜o geralmente bastante restritos em sua capacidade computacional,
e possuem pequenas quantidades de memo´ria disponı´vel. Um sistema operacional para re-
des de sensores deve entregar os servic¸os necessa´rios a` aplicac¸a˜o, sem consumir uma parcela
significativa dos recursos computacionais disponı´veis nos nodos.
Sistemas operacionais tı´picos para computac¸a˜o embarcada, como VxWorks [Win03],
QNX [Hil92], OS-9 [Rad01], WinCE [Mic06] e µClinux [Emb06] fornecem um ambiente de
programac¸a˜o semelhante ao existente em computadores de mesa, em geral atrave´s de servic¸os
compatı´veis com POSIX. Muitos destes SOs fornecem e, por consequ¨eˆncia, exigem suporte de
hardware a` protec¸a˜o de memo´ria. Apesar de serem bastante adequados para o uso em telefo-
nes celulares, set-top-boxes e aplicac¸o˜es embarcadas complexas, os requisitos de processamento
e memo´ria desses sistemas faz com que eles sejam inadequados para o uso em redes de sensores
sem fios. A tabela 3.1 sumariza as caracterı´sticas de alguns desses sistemas, e mostra que suas
configurac¸o˜es esta˜o muito ale´m das existentes tipicamente em um nodo de sensor.
Entre os sistemas operacionais desenvolvidos especificamente para redes de sensores sem
fios, cabe citar o AmbientRT [HDJH04], YaTOS [dAVV+04], MagnetOS [BBD+02] e Contiki
[DGV04]. Entretanto, os mais proeminentes, e que mais se aproximam dos requisitos levantados
nesta dissertac¸a˜o sa˜o os sistemas TinyOS [HSW+00], MANTIS OS [ABC+03] e SOS [HKS+05].
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Este capı´tulo descreve e analisa os sistemas operacionais atualmente utilizados em redes de
sensores sem fios. As sec¸o˜es 3.1, 3.2 e 3.3 apresentam em detalhe os sistemas TinyOS, MAN-
TIS OS e SOS, respectivamente. A sec¸a˜o 3.4 apresenta brevemente outros sistemas relevantes. A
sec¸a˜o 3.5 apresenta uma ana´lise e comparac¸a˜o com base no cumprimento de requisitos de cada
um desses sistemas, e a sec¸a˜o 3.6 apresenta o sistema EPOS, usado como base para os servic¸os de
comunicac¸a˜o e sensoriamento desenvolvidos neste trabalho.
3.1 TinyOS
TinyOS e´ um sistema operacional baseado em eventos desenvolvido para uso em redes de
sensores sem fios. O sistema foi desenvolvido originalmente no contexto do projeto NEST da
Universidade da California em Berkeley, coordenado pelo Professor David Culler. Atualmente,
TinyOS e´ o sistema operacional mais utilizado em redes de sensores, e e´ mantido atrave´s de um
projeto de co´digo aberto [Tin06]. Existem portes do sistema para as plataformas Mica, Telos e
BTnode.
O TinyOS e´ organizado como uma colec¸a˜o de componentes de software. O conjunto com-
posto por aplicac¸a˜o e sistema e´ chamado no TinyOS de configurac¸a˜o e consiste de um escalonador
e um grafo de componentes. Cada componente e´ composto por tratadores de comandos, trata-
dores de eventos, tarefas e um frame de execuc¸a˜o. Cada componente declara os comandos aos
quais responde, e os eventos que sinaliza. Comandos, eventos e tarefas executam no frame de um
componente, e alteram seu estado. A composic¸a˜o de componentes no TinyOS cria camadas de
componentes, onde componentes de nı´vel mais baixo respondem a comandos e sinalizam eventos
para componentes de nı´vel mais alto.
Comandos sa˜o chamadas de me´todos na˜o bloqueantes, e sa˜o usados tipicamente para iniciar
solicitac¸o˜es de hardware e software e, condicionalmente, iniciar tarefas. Tratadores de eventos sa˜o
invocados para lidar com interrupc¸o˜es de hardware, e podem chamar comandos e postar tarefas.
Tarefas sa˜o chamadas de me´todos com execuc¸a˜o adiada. Essas sa˜o atoˆmicas com relac¸a˜o a outras
tarefas, executam ate´ a sua completude, e so´ podem ser preemptadas por eventos. O escalonador
do TinyOS utiliza uma fila FIFO de tamanho fixo para postagem de tarefas [HSW+00]. Quando
a fila de tarefas esta´ vazia, o escalonador desliga o processador, mantendo os perife´ricos ligados
para que esses possam sinalizar novas interrupc¸o˜es. Uma vez que a fila esteja vazia, novas tarefas
so´ sera˜o postadas como resultado da execuc¸a˜o de tratadores de eventos.
O TinyOS e´ desenvolvido em nesC [GLvB+03], uma linguagem de programac¸a˜o e
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especificac¸a˜o de componentes inspirada em linguagens de descric¸a˜o de hardware. A linguagem foi
desenvolvida especialmente para suportar o modelo de componentes do TinyOS, e seus princı´pios
fundamentais sa˜o [GLCB03]:
• Especificac¸a˜o de comportamento em termos de interfaces bi-direcionais. Interfaces podem
ser fornecidas ou utilizadas por componentes. As interfaces fornecidas por um componente
representam a funcionalidade que o componente fornece, e as utilizadas representam a funci-
onalidade que este componente precisa para realizar suas func¸o˜es. As interfaces representam
o conjunto de servic¸os implementados pelo provedor da interface (comandos) e servic¸os a
serem implementados pelo usua´rio da interface (eventos).
• Separac¸a˜o de construc¸a˜o e composic¸a˜o. Os componentes definem dois escopos, um para a
especificac¸a˜o (que conte´m a interface e composic¸a˜o) e outro para implementac¸a˜o.
• Componentes sa˜o ligados estaticamente uns aos outros atrave´s de suas interfaces.
• Concorreˆncia e´ baseada em tarefas na˜o-preemptivas entre si, que podem ser interrompidas
por interrupc¸o˜es.
Uma aplicac¸a˜o ou configurac¸a˜o do TinyOS consiste na especificac¸a˜o de um componente
que conecta uma se´rie de outros componentes. A figura 3.1 sumariza o desenvolvimento de uma
aplicac¸a˜o para o TinyOS [Tin06]. Essa aplicac¸a˜o pisca periodicamente os LEDs da plataforma
de sensores. A configurac¸a˜o liga o mo´dulo Main (primeiro mo´dulo a ser executado no TinyOS)
aos mo´dulos Blink e SingleTimer (na˜o ilustrados na figura). A configurac¸a˜o liga tambe´m
o mo´dulo BlinkM (mo´dulo que conte´m a funcionalidade da aplicac¸a˜o) ao SingleTimer e ao
componente Leds.
A especificac¸a˜o do mo´dulo BlinkM mostra que esse fornece a interface StdControl
(implementada por todos os mo´dulos no TinyOS), e utiliza as interfaces Timer e Leds (na˜o
ilustradas na figura). O comportamento da aplicac¸a˜o e´ especificado em uma sintaxe similar a da
linguagem de programac¸a˜o C. A figura 3.2 apresenta o grafo de componentes para essa aplicac¸a˜o.
As aplicac¸o˜es nesC na˜o sa˜o compiladas diretamente para co´digo objeto, mas primeiro traduzidas
para ANSI-C, e depois compiladas com ferramentas GNU tradicionais.
3.1.1 Funcionalidade Ba´sica
O modelo simplificado de concorreˆncia do TinyOS, baseado em tarefas que executam ate´
sua completude, que so´ podem ser preemptadas por interrupc¸o˜es, traz implicac¸o˜es positivas e ne-
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configuration Blink {
}
implementation {
components Main, BlinkM, SingleTimer, LedsC;
Main.StdControl -> BlinkM.StdControl;
Main.StdControl -> SingleTimer.StdControl;
BlinkM.Timer -> SingleTimer.Timer;
BlinkM.Leds -> LedsC;
}
(a) Configurac¸a˜o
module BlinkM {
provides {
interface StdControl;
}
uses {
interface Timer;
interface Leds;
}
}
implementation {
command result_t StdControl.init() {
call Leds.init();
return SUCCESS;
}
command result_t StdControl.start() {
return call Timer.start(TIMER_REPEAT, 1000) ;
}
command result_t StdControl.stop() {
return call Timer.stop();
}
event result_t Timer.fired() {
call Leds.redToggle();
return SUCCESS;
}
}
(b) Mo´dulo BlinkM utilizado pela configurac¸a˜o
interface StdControl {
command result_t init();
command result_t start();
command result_t stop();
}
(c) Interface StdControl fornecida pelo mo´dulo
Figura 3.1: Aplicac¸a˜o exemplo do TinyOS
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Figura 3.2: Grafo de componentes para a aplicac¸a˜o Blink
gativas. Um modelo tradicional, baseado em threads com pilhas pro´prias exige que cada thread
reserve espac¸o para seu contexto de execuc¸a˜o na memo´ria. Isto pode ser crı´tico em sistemas com
muito pouca memo´ria, como e´ o caso dos nodos de redes de sensores. Dependendo da arquitetura
e nu´mero de registradores do processador, a troca de contexto pode ser bastante demorada. Res-
tringindo este modelo ao ma´ximo, na˜o permitindo concorreˆncia entre tarefas, o TinyOS reduz boa
parte deste sobrecusto, mas perde tambe´m boa parte das caracterı´sticas de um modelo multithread
tradicional. A restric¸a˜o de concorreˆncia no TinyOS tambe´m limita a capacidade do sistema sistema
em tratar de me´tricas de tempo real.
O TinyOS na˜o proveˆ nenhum mecanismo para alocac¸a˜o dinaˆmica de memo´ria. Aplicac¸o˜es
que necessitem deste servic¸o precisam implementar um banco de recursos (esta´tico) e mecanismo
de gereˆncia pro´prio. O sistema proveˆ servic¸os de temporizac¸a˜o (alarmes e contagem de tempo)
atrave´s da interface Timer.
3.1.2 Controle do Consumo de Energia
A gereˆncia do consumo de energia no TinyOS e´ implementada pelo escalonador de tarefas,
que faz uso da interface StdControl. A interface proveˆ me´todos para inı´cio e parada de com-
ponentes. Quando a fila de tarefas do escalonador esta´ vazia, o escalonador pa´ra o processador,
deixando os perife´ricos operando. Desta forma, novas tarefas so´ sera˜o postadas no evento de uma
interrupc¸a˜o. Este controle simples fornece resultados bastante satisfato´rios para a gereˆncia de con-
sumo do microcontrolador principal, e mecanismos de gereˆncia de energia mais agressivos sa˜o
deixados a cargo da aplicac¸a˜o.
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3.1.3 Reprogramac¸a˜o
O TinyOS incorpora duas soluc¸o˜es para reprogramac¸a˜o em campo: o protocolo Deluge
[HC04] (para reprogramac¸a˜o total) e a ma´quina virtual Mate´ [LC02].
Deluge e´ um protocolo epideˆmico de disseminac¸a˜o de objetos de dados de tamanho grande
para nodos de sensor. Nesse protocolo, cada nodo anuncia periodicamente para todos os outros
nodos a versa˜o mais recente do objeto de dados que possui. Se um nodo S recebe um anu´ncio de
um nodo mais velho R, S responde com um novo anu´ncio. Atrave´s do anu´ncio, R determina quais
partes do objeto sa˜o necessa´rios para sua atualizac¸a˜o, e solicita os dados aos nodos anunciantes.
Para reprogramac¸a˜o de um nodo sensor, o protocolo precisa de suporte de sistema operacional
para reprogramac¸a˜o total (normalmente na forma de um gestor de inicializac¸a˜o (bootloader) que
reprograma o sistema a partir de uma memo´ria externa), e de uma memo´ria de dados no mı´nimo
maior do que a pro´pria memo´ria de programa do microcontrolador.
O protocolo Deluge foi tambe´m expandido para suportar criptografia e verificac¸a˜o de integri-
dade para objetos de dados [DHCC06]. Seu maior problema, entretanto, esta´ relacionado a` pro´pria
te´cnica de reprogramac¸a˜o total da memo´ria flash do micro-controlador, que tem um custo muito
elevado em termos de consumo de energia [LGC05].
A ma´quina virtual Mate´ contorna este problema em particular, transformando o co´digo a
ser executado no sensor em pequenas aplicac¸o˜es interpretadas. A aplicac¸a˜o e´ armazenada em
memo´ria RAM, e a reprogramac¸a˜o do nodo na˜o passa pela programac¸a˜o da memo´ria flash do
micro-controlador. A figura 3.3 apresenta uma aplicac¸a˜o exemplo da ma´quina virtual Mate´. Essa
aplicac¸a˜o periodicamente leˆ o sensor de luz da plataforma. Se o valor lido do sensor difere do
valor lido na u´ltima iterac¸a˜o por mais do que um dado valor (32 no exemplo), o programa envia os
dados atrave´s da interface de comunicac¸a˜o. As instruc¸o˜es da ma´quina virtual sa˜o de “alto nı´vel”
(e.g. sense para ler um sensor, send para enviar dados) e, portanto, sua semaˆntica depende
da plataforma de execuc¸a˜o. A ma´quina virtual Mate´ utiliza cerca de 16KB de memo´ria flash e
850 bytes de memo´ria RAM. O custo de execuc¸a˜o das instruc¸o˜es quando comparado a` execuc¸a˜o
de co´digo nativo equivalente varia de 33:1 (instruc¸a˜o and) ate´ 1.03:1 (instruc¸a˜o send) [LC02].
As principals limitac¸o˜es da ma´quina virtual Mate´ esta˜o, portanto, no sobrecusto introduzido no
sistema pelo interpretador, na dependeˆncia das instruc¸o˜es com a plataforma de execuc¸a˜o, e na falta
de suporte a linguagens de programac¸a˜o de alto nı´vel.
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pushc 1 # Push one on the operand stack
sense # Read sensor 1 (light)
copy # Copy the sensor reading
gets # Get previous sent reading
inv # Invert previous reading
add # Current - previous sent value
pushc 32
add
blez 17 # If curr < (prev-32) jump to send
copy # Copy the sensor reading
inv # Invert the current
gets # Get the previous reading
add # Previous - current
pushc 32
add
blez 17 # If (curr+32) > prev jump to send
halt
copy # PC 17 -- jump-to point from above
sets # Set shared var to current reading
pushm # Push a message onto operand stack
clear # Clear out the message payload
add # Add the reading to message payload
send # Send the message
halt
Figura 3.3: Aplicac¸a˜o exemplo Mate´
3.1.4 Abstrac¸a˜o de Hardware
O TinyOS apresenta um projeto de treˆs camadas para abstrac¸a˜o de hardware [HPH+05].
Uma Camada de Apresentac¸a˜o de Hardware fica diretamente sobre a interface software/hardware.
Componentes nesta camada exportam uma interface que e´ completamente determinada pelas ca-
racterı´sticas do hardware. Uma Camada de Adaptac¸a˜o de Hardware usa estas interfaces para
construir componentes especı´ficos para um domı´nio, como Alarm e ADC Channel. Todos
os componentes nessa camada sa˜o implementados para dispositivos especı´ficos de hardware e
possuem caracterı´sticas especı´ficas. Finalmente, uma Camada de Interface de Hardware usa os
componentes especı´ficos para plataformas e os converte em interfaces independentes de hardware
atrave´s de adaptac¸a˜o por software (emulando ou ignorando caracterı´sticas de hardware). Na˜o ha´
abstrac¸o˜es independentes de plataforma especı´ficas para dispositivos sensores ale´m da interface de
canal de ADC. Isto faz com que as aplicac¸o˜es tenham que completar a funcionalidade dos drivers
de sensores, comprometendo a portabilidade das mesmas.
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3.1.5 Canal de Comunicac¸a˜o
O TinyOS tem utilizado diferentes soluc¸o˜es para comunicac¸a˜o de dados desde sua
implementac¸a˜o inicial ate´ suas u´ltimas verso˜es. As pilhas de comunicac¸a˜o originais eram
construc¸o˜es monolı´ticas, dependentes de plataforma (e.g. ra´dio TR1000 ou CC1000). Ale´m do
MAC, essas soluc¸o˜es incorporavam tambe´m uma implementac¸a˜o de mecanismos de comunicac¸a˜o
single-hop e multi-hop atrave´s de mensagens ativas [LMG+04]. O protocolo S-MAC (descrito na
sec¸a˜o 2.3.2) segue tambe´m esta alternativa, sendo uma soluc¸a˜o monolı´tica e pouco configura´vel,
otimizada para determinadas cargas de trabalho.
A implementac¸a˜o do protocolo B-MAC (descrito na sec¸a˜o 2.3.1) foi projetada em camadas
(controle de hardware de baixo nı´vel e lo´gica do protocolo), e na˜o incorpora implementac¸a˜o de
servic¸os de comunicac¸a˜o de alto nı´vel. O controle de hardware de baixo nı´vel permite configurac¸a˜o
dinaˆmica e esta´tica dos paraˆmetros de comunicac¸a˜o (e.g. frequeˆncia, poteˆncia de transmissa˜o). A
configurac¸a˜o dinaˆmica implica na inclusa˜o de algoritmos para ca´lculos de valores de registradores
de hardware. A configurac¸a˜o esta´tica depende de paraˆmetros especı´ficos de compilac¸a˜o ou inter-
fereˆncia direta do usua´rio no sistema. Da mesma forma, o sistema permite configurac¸a˜o da lo´gica
do protocolo (tamanho do perı´odo ativo, uso do algoritmo CCA e uso de pacotes de confirmac¸a˜o).
´E possı´vel trocar uma pilha de comunicac¸a˜o por outra (e.g. SMAC por BMAC), mas, dadas
as diferenc¸as entre servic¸os e interfaces das diferentes soluc¸o˜es, aplicac¸o˜es projetadas com uma
soluc¸a˜o dificilmente sera˜o diretamente porta´veis para outra. Ale´m disto, este tipo de configurac¸a˜o
exige interfereˆncia do usua´rio na estrutura do sistema.
3.1.6 Uso de Recursos Pelo Sistema
O modelo de componentes e concorreˆncia do TinyOS torna o sistema fiel ao seu nome (tiny
- minu´sculo em portugueˆs) tanto no que diz respeito aos recursos consumidos quanto a` sua fun-
cionalidade. O sistema em si consume poucos recursos, e e´ capaz de executar em plataformas de
8 bits com menos de 1KB de RAM. Entretanto, o modelo de concorreˆncia simplificado, a falta
de gereˆncia dinaˆmica de recursos e modelo de abstrac¸a˜o de hardware excessivamente dependente
de plataforma fazem com que as aplicac¸o˜es muitas vezes tenham que completar a funcionalidade
do sistema operacional. Isto e´ evidentemente indeseja´vel, ja´ que compromete a portabilidade das
aplicac¸o˜es e a reusabilidade de co´digo, ale´m de agregar tamanho e consumo de recursos ao sistema.
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Figura 3.4: Projeto do MANTIS OS
3.2 MANTIS OS
O sistema operacional MANTIS (Multimodal Networks of In-situ Sensors) [ABC+03] e´ um
sistema multithread de co´digo aberto. O sistema foi criado no contexto do projeto MANTIS, da
Universidade do Colorado [MAN06]. MANTIS OS e´ desenvolvido em linguagem C e tem uma
API inspirada em POSIX, adaptada a`s necessidades das redes de sensores sem fios. O sistema
possui portes para as plataformas Mica e Telos (parcial [MAN06]).
A arquitetura do sistema MANTIS e´ baseada no projeto de sistemas multithread em cama-
das cla´ssico (ver Figura 3.4). O projeto do sistema preveˆ uma Interface para Programac¸a˜o de
Aplicac¸o˜es (API – Application Programming Interface) preservada entre plataformas. O nu´cleo
do sistema e´ composto por um escalonador e drivers de baixo nı´vel para comunicac¸a˜o e leitura de
dispositivos (e.g. ADC). O sistema fornece ainda uma pilha de comunicac¸a˜o em nı´vel de usua´rio e
um servidor de comandos. A figura 3.5 mostra uma aplicac¸a˜o leˆ sensor e envia desenvolvida como
exemplo padra˜o do sistema [MAN06]. Essa aplicac¸a˜o, que executa no mote Mica2, leˆ o valor de
um canal do ADC, pisca os LEDs da plataforma, e transmite o valor lido pelo ra´dio.
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#include <inttypes.h>
#include "led.h"
#include "dev.h"
#include "com.h"
void start(void)
{
uint16_t delay;
uint8_t value;
comBuf send_pkt;
value = dev_get(DEV_MICA2_LIGHT);
mos_led_toggle(0);
send_pkt.data[0] = value;
send_pkt.size=1;
com_send(IFACE_RADIO, &send_pkt);
}
Figura 3.5: Aplicac¸a˜o exemplo do MANTIS OS
3.2.1 Funcionalidade Ba´sica
O escalonador do MANTIS OS fornece um subconjunto do pacotes de threads POSIX, com
escalonamento round-robin com prioridades. O sistema suporta tanto alocac¸a˜o dinaˆmica quanto
esta´tica de heaps para as threads. A principal estrutura do kernel e´ uma tabela de threads, com
tamanho especificado em tempo de compilac¸a˜o. Cada entrada na tabela conte´m um ponteiro para a
pilha da thread (stack pointer), limite inferior e superior da pilha, ponteiro para a func¸a˜o de inı´cio,
prioridade, e um ponteiro para a pro´xima thread na fila do escalonador [BCD+05]. O escalonador
e´ acionado periodicamente por um temporizador dedicado, ou por operac¸o˜es em sema´foros. Uma
thread idle e´ criada na inicializac¸a˜o do sistema, e executa quando todas as outras threads esta˜o
bloqueadas, funcionando como ponto de entrada para polı´ticas de gereˆncia do consumo de energia.
Servic¸os de sincronizac¸a˜o e temporizac¸a˜o sa˜o fornecidos em interfaces similares a POSIX.
3.2.2 Controle do Consumo de Energia
O sistema de controle de consumo de energia do MANTIS OS implementa um me´todo si-
milar a` func¸a˜o UNIX sleep [BCD+05]. Para utiliza´-la, uma aplicac¸a˜o deve habilitar a gereˆncia
de energia, atrave´s da func¸a˜o mos enable power mgt(). A seguir, a aplicac¸a˜o pode utilizar a
func¸a˜o mos thread sleep(P) para dormir por um perı´odo P. A chamada dessa func¸a˜o acar-
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reta na execuc¸a˜o do escalonador do sistema que, se na˜o houver mais threads a serem executadas,
coloca o microcontrolador em um estado de sleep. A func¸a˜o sleep controla apenas o microcon-
trolador principal do sistema, e na˜o ha´ controle especı´fico para os perife´ricos ale´m do fornecido
pelos drivers.
3.2.3 Reprogramac¸a˜o
O problema de reprogramac¸a˜o remota na˜o e´ enderec¸ado diretamente pelo MANTIS OS, mas
faz parte do plano de desenvolvimento do sistema [BCD+05].
3.2.4 Abstrac¸a˜o de Hardware
O MANTIS OS utiliza uma camada de abstrac¸a˜o de hardware monolı´tica tradicional, com
func¸o˜es dev read(), dev write(), dev mode() e and dev ioctl() em estilo POSIX.
Cada func¸a˜o passa como paraˆmetro o dispositivo a ser tratado, e uma tabela de ponteiros para
func¸o˜es redireciona, em tempo de execuc¸a˜o, as chamadas gerais a`s chamadas especı´ficas. Os
paraˆmetros de dev mode() e and dev ioctl() sa˜o especı´ficos para cada dispositivo. Como
no caso da pilha de comunicac¸a˜o do MANTIS OS, este sobrecusto e´ indeseja´vel e na˜o traz vanta-
gens contundentes (ver sec¸a˜o 3.2.5). Na˜o ha´ no MANTIS OS abstrac¸o˜es unificadas para sensoria-
mento (cada driver de sensor tem semaˆntica especı´fica).
3.2.5 Canal de Comunicac¸a˜o
O MANTIS OS fornece uma interface unificada de comunicac¸a˜o na forma de uma ou mais
threads de usua´rio. Ha´ um formato de pacote unificado para as diversas interfaces de comunicac¸a˜o
(e.g. interfaces seriais, USB ou ra´dio). Essa camada de comunicac¸a˜o gerencia sincronizac¸a˜o
e buferizac¸a˜o de pacotes. As aplicac¸o˜es interagem com todas as interfaces de comunicac¸a˜o
atrave´s de quatro func¸o˜es: com send, com recv, com mode e ioctl. Abaixo desta API
de comunicac¸a˜o, o MANTIS OS utiliza drivers de dispositivo tradicionais para tratar de suporte
de hardware e implementar suporte de MAC.
Uma thread chama com send passando um ponteiro para uma estrutura comBuf. A thread
fica bloqueada ate´ que o envio esteja completo. A recepc¸a˜o de pacotes acontece assincronamente,
e pacotes sa˜o armazenados em buffers da pilha de comunicac¸a˜o ate´ que sejam solicitados pela
aplicac¸a˜o com um com recv. As chamadas com mode e ioctl sa˜o dependentes de dispositivo,
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e podem ser utilizadas para controlar paraˆmetros de comunicac¸a˜o. O sistema implementa protoco-
los MAC pro´prios baseados no S-MAC e T-MAC, e inclui variac¸o˜es do B-MAC (sec¸a˜o 2.3.1) com
extenso˜es para frequence hopping [BYAH06, BCD+05].
A abordagem monolı´tica da pilha de comunicac¸o˜es do MANTIS OS pode ocasionar um
sobrecusto grande de desempenho e tamanho de co´digo no sistema. Uma API unificada com, por
exemplo, um u´nico me´todo com send para todos os dispositivos no sistema implica em testes na
execuc¸a˜o do me´todo (para que o sistema descubra atrave´s de qual interface o me´todo deve enviar),
e na inclusa˜o de co´digo de envio para todos os dispositivos possı´veis (mesmo que a aplicac¸a˜o
na˜o os utilize). Por outro lado, a vantagem aparente de um u´nico ponto de entrada no sistema de
comunicac¸a˜o e´ diminuı´da pelas chamadas especı´ficas aos me´todos com mode e ioctl. Como
a semaˆntica e paraˆmetros desses me´todos varia de hardware para hardware, a aplicac¸a˜o na˜o pode
trocar transparentemente de interface de comunicac¸a˜o (e.g. trocar um modelo de ra´dio por outro,
ou trocar uma interface serial por um ra´dio). Um aspecto positivo da pilha de comunicac¸a˜o do
MANTIS OS e´ a configurac¸a˜o relativamente ampla do protocolo de acesso ao meio (realizada
atrave´s das func¸o˜es com mode e ioctl). Te´cnicas de pre´-processamento podem eliminar parte
do sobrecusto de configurac¸a˜o nesses me´todos (e.g. eliminando partes do protocolo inva´lidas em
determinado contexto de execuc¸a˜o). Entretanto, a configurac¸a˜o propriamente dita se da´ em tempo
de execuc¸a˜o e pode ocasionar sobrecusto indeseja´vel a` aplicac¸a˜o.
3.2.6 Uso de Recursos pelo Sistema
O modelo bastante completo de escalonamento do MANTIS OS faz com que o sistema tenha
requisitos maiores do que um modelo mais simples, baseado em eventos. Essa diferenc¸a esta´, en-
tretanto, relacionada primariamente com as pro´prias diferenc¸as entre os modelos, e na˜o com even-
tuais falhas no projeto de um sistema em particular. O mesmo vale para os sistemas monolı´ticos de
abstrac¸a˜o de hardware e comunicac¸a˜o presentes no sistema. Este u´ltimo caso, entretanto, pode ser
considerado um ponto bastante desfavora´vel ao sistema MANTIS OS, ja´ que o projeto do sistema
incorpora os problemas associados ao projeto monolı´tico [FSP00, PF04, PFHD04], sem trazer
grandes vantagens (ja´ que muitas chamadas sa˜o especı´ficas para dispositivos) e incorporando so-
brecusto ao ja´ restrito modelo computacional das redes de sensores sem fios. Comparac¸o˜es diretas
de tamanho e sobrecusto de sistema com outros sistemas sa˜o, em geral, bastante desfavora´veis ao
MANTIS OS [WHPF05a, WHPF05b]. Ainda assim, o sistema mostra-se adequado a` execuc¸a˜o
nos proto´tipos atuais de nodos de redes de sensores.
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3.3 SOS
SOS [HKS+05] e´ um sistema operacional para redes de sensores sem fios desenvolvido no
Networked and Embedded Systems Lab da Universidade da Califo´rina em Los Angeles. O prin-
cipal objetivo do sistema e´ tratar de reconfigurac¸a˜o dinaˆmica dos servic¸os em redes de sensores.
Para tanto, o nu´cleo do SOS inclui servic¸os de passagem de mensagens, alocac¸a˜o dinaˆmica de
memo´ria e carga dinaˆmica de mo´dulos. O sistema foi projetado para executar nos motes Mica2 e
em diferentes simuladores [SOS06].
O SOS e´ organizado como um conjunto de mo´dulos bina´rios que implementam tarefas ou
func¸o˜es especı´ficas, compara´veis em funcionalidade com componentes do TinyOS. Uma aplicac¸a˜o
do sistema e´ composta por uma se´rie de mo´dulos que interagem entre si. Os mo´dulos apresentam
interfaces de me´todos e passagem de mensagens. A passagem de mensagens e´ implementada
utilizando uma func¸a˜o tratadora especı´fica para cada mo´dulo. Todos os mo´dulos implementam, no
mı´nimo, tratamento para as mensagens init e final, utilizadas pelo kernel do sistema na carga
e finalizac¸a˜o dos mo´dulos. O tratador de inicializac¸a˜o registra o estado inicial do mo´dulo, incluindo
registro e assinatura de func¸o˜es. O tratador de finalizac¸a˜o libera todos os recursos alocados pelo
mo´dulo.
A passagem de mensagens do SOS funciona de maneira assı´ncrona e e´ coordenada por um
escalonador que retira mensagens de uma fila ordenada por prioridade e passa a mensagem ao
tratador adequado do mo´dulo de destino. Chamadas diretas de func¸o˜es sa˜o utilizadas quando
ha´ necessidade de operac¸o˜es sı´ncronas entre mo´dulos. A carga e distribuic¸a˜o de mo´dulos sa˜o
realizadas atrave´s de estruturas de meta-descric¸a˜o de mo´dulos, e protocolos de distribuic¸a˜o de
imagens de mo´dulos independentes do kernel.
A figura 3.6 mostra uma aplicac¸a˜o desenvolvida como exemplo padra˜o do sistema [SOS06].
Esta aplicac¸a˜o pisca periodicamente os LEDs da plataforma de sensores. Somente o tratador de
mensagens e´ mostrado na figura, a aplicac¸a˜o completa inclui ainda definic¸o˜es de estruturas para
carga e descric¸a˜o do mo´dulo. O mo´dulo esta´ conectado a um mo´dulo de temporizac¸a˜o (TIMER)
e ao kernel do sistema. O tratador do mo´dulo recebe mensagens de inicialiac¸a˜o (MSG INIT),
finalizac¸a˜o (MSG INIT), e timeout do temporizador (MSG TIMER TIMEOUT). Quando o tratador
detecta uma mensagem do temporizador, testa os paraˆmetros da mensagem e verifica o estado de
execuc¸a˜o atual para determinar qual LED da plataforma deve ser ativado.
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#include "blink.h"
// ...
static int8_t blink_msg_handler(void *state, Message *msg)
{
app_state_t *s = (app_state_t*)state;
switch (msg->type){
case MSG_INIT: {
LED_DBG(LED_GREEN_TOGGLE);
s->pid = msg->did;
s->state = 0;
ker_timer_init(s->pid, BLINK_TID, TIMER_REPEAT);
if(msg->data == NULL) {
ker_timer_start(s->pid, BLINK_TID,
BLINK_TIMER_INTERVAL);
} else {
uint16_t period = *(uint16_t*)(msg->data);
ker_timer_start(s->pid, BLINK_TID, period);
}
break;
}
case MSG_FINAL: {
ker_timer_stop(s->pid, BLINK_TID);
break;
}
case MSG_TIMER_TIMEOUT: {
MsgParam* params = (MsgParam*)(msg->data);
if (params->byte == BLINK_TID) {
if(s->state == 1)
LED_DBG(LED_GREEN_OFF);
else
LED_DBG(LED_GREEN_ON);
s->state++;
if(s->state > 1) s->state = 0;
}
break;
}
default:
return -EINVAL;
}
return SOS_OK;
}
Figura 3.6: Aplicac¸a˜o exemplo do SOS
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3.3.1 Funcionalidade Ba´sica
O modelo de concorreˆncia do SOS e´ baseado em mensagens escalona´veis. As mensagens
funcionam de maneira ana´loga a`s tarefas do TinyOS, mas o escalonador do SOS permite ordenac¸a˜o
de mensagens de acordo com sua prioridade. O sistema integra servic¸os de alocac¸a˜o dinaˆmica de
memo´ria e garbage collection (usada na finalizac¸a˜o de mo´dulos). O sistema inclui mo´dulos para
servic¸os de temporizac¸a˜o e perife´ricos.
3.3.2 Controle do Consumo de Energia
O SOS usa o mesmo modelo de controle do consumo de energia do TinyOS e MANTIS OS:
quando na˜o ha´ mensagens a serem escalonadas, o microcontrolador e´ colocado em modo de baixo
consumo de energia, com os perife´ricos ligados. Mo´dulos podem implementar polı´ticas pro´prias
para seus recursos individuais utilizados.
3.3.3 Reprogramac¸a˜o
Como um sistema dinaˆmico, reconfigurac¸a˜o e´ a principal preocupac¸a˜o do SOS. O sistema
proveˆ servic¸os para inclusa˜o, atualizac¸a˜o e remoc¸a˜o de mo´dulos aos programas de sensoriamento
ja´ instalados. Para tanto, o sistema divide a memo´ria de programa do nodo em pa´ginas, e guarda
varia´veis de estado e contexto em RAM. O custo de reprogramac¸a˜o de pa´ginas especı´ficas e´ bas-
tante alto, mas pequeno em comparac¸a˜o com a reprogramac¸a˜o total. Esta economia de energia
implica, entretanto, em um custo elevado em termos de uso de memo´ria RAM, ja´ que o sistema
precisa manter uma se´rie de estruturas de descric¸a˜o e controle dos mo´dulos carregados.
O algoritmo de disseminac¸a˜o de co´digo na rede e´ implementado como um mo´dulo inde-
pendente do kernel e, em princı´pio, o sistema poderia utilizar qualquer esquema de propagac¸a˜o
disponı´vel (e.g. Deluge [HC04], MOAP [SHE03]).
3.3.4 Abstrac¸a˜o de Hardware
Para a abstrac¸a˜o de hardware de sensoriamento, o sistema utiliza os mo´dulos carrega´veis do
kernel. Atrave´s destes, um sensor analo´gico conecta-se a um canal de ADC e registra um tipo de
sensor (e.g. PHOTO). Quando a aplicac¸a˜o requisita dados de um tipo de sensor, o kernel envia o
pedido para o driver registrado e recebe a leitura de ADC apropriada. Essa soluc¸a˜o aproxima-se
de uma abstrac¸a˜o consistente, ja´ que modelos diferentes de hardware com a mesma func¸a˜o podem
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ser abstraı´dos de forma similar, ainda que com grande sobrecusto. O registro de drivers ocasiona
sobrecusto de memo´ria, ja´ que o sistema operacional tem que armazenar uma tabela de ponteiros
de func¸a˜o indexada por tipo de sensor. A troca de mensagens entre mo´dulos ocasiona sobrecusto de
execuc¸a˜o, ja´ que o mo´dulo deve testar o tipo da mensagem recebida e determinar a ac¸a˜o apropriada
em tempo de execuc¸a˜o.
3.3.5 Canal de Comunicac¸a˜o
O SOS utiliza, em sua versa˜o atual, o subsistema de comunicac¸a˜o do TinyOS, encapsulado
na forma de mo´dulos pro´prios do sistema.
3.3.6 Uso de Recursos pelo Sistema
O modelo de reconfigurabilidade dinaˆmica do SOS faz com que o sistema tenha requisitos de
memo´ria e sobrecusto consideravelmente maior do que os outros sistemas analisados. Entretando,
os autores do sistema afirmam que este sobrecusto e´ aceita´vel para a maioria de aplicac¸o˜es de
redes de sensores sem fios [HKS+05]. O sistema e´ capaz de executar aplicac¸o˜es relativamente
complexas na plataforma Mica2 [SOS06].
3.4 Outros Sistemas
O sistema AmbientRT [HDJH04] e´ um proto´tipo de sistema operacional de tempo real para
redes de sensores sem fios. O sistema implementa um escalonador baseado em EDF (Earliest
Deadline First), com heranc¸a de deadline para recursos compartilhados. O proto´tipo do kernel
utiliza aproximadamente 3800 bytes de memo´ria flash no microcontrolador MSP430.
O sistema YaTOS [dAVV+04], desenvolvido no projeto SensorNET da UFMG, e´ um sistema
baseado em tarefas na˜o-preemptivas para o microcontrolador MSP430.
O sistema MagnetOS [BBD+02] e´ um sistema distribuı´do que utiliza mecanismos de
invocac¸a˜o remota de me´todos (RMI – Remote Method Invocation) em Java para permitir parti-
cionamento de aplicac¸o˜es em componentes que podem ser distruibuı´dos pela rede. O sistema
funciona em processadores IA32 e StrongARM.
O sistema Contiki [DGV04] e´ um sistema baseado em eventos projetado para permitir carga
dinaˆmica de servic¸os e aplicac¸o˜es em nodos com recursos limitados. O sistema inclui bibliotecas
para para programac¸a˜o multi-thread, que sa˜o implementadas sobre o kernel baseado em eventos.
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3.5 Comparac¸a˜o
Os treˆs sistemas analisados em detalhe neste capı´tulo foram desenvolvidos com objetivos
diferentes: sobrecusto mı´nimo (TinyOS), similaridade a sistemas tradicionais POSIX (MAN-
TIS OS), e reconfigurabilidade dinaˆmica (SOS). Como tal, cada sistema tem pontos fortes e fracos
no cumprimento dos requisitos levantados na introduc¸a˜o deste capı´tulo.
Quanto ao modelo de escalonamento, os sistemas analisados podem ser classificados como
baseado em tarefas na˜o preemptivas (TinyOS e SOS) e baseado em threads (MANTIS OS). As
diferenc¸as entre esses modelos de escalonamento sa˜o brevemente exploradas nas sec¸o˜es anteriores,
e amplamente comparadas na literatura [vBCB03, LN79, Ous96]. Como um sistema estritamente
esta´tico, o TinyOS na˜o fornece servic¸os de gereˆncia dinaˆmica de recursos (e.g. memo´ria). Estes
servic¸os sa˜o oferecidos tanto pelo MANTIS OS quanto pelo SOS.
O modelo de gereˆncia de consumo de energia e´ virtualmente ideˆntico nos treˆs sistemas:
quando na˜o ha´ mais tarefas, threads ou mensagens a serem escalonadas, o microcontrolador e´
colocado em estado de baixo consumo de energia. Em geral, mo´dulos individuais podem forne-
cer servic¸os adicionais de gereˆncia de energia, mas essas polı´ticas na˜o sa˜o ditadas pelo sistema
operacional. As vantagens, desvantagens e limitac¸o˜es deste modelo sa˜o exploradas em trabalhos
relacionados a esta dissertac¸a˜o [HWF06b, HWdO+06, HWF06a] e na literatura [VF05].
O modelo de abstrac¸a˜o de hardware, especialmente no que diz respeito ao hardware de senso-
riamento, e´ incompleto nos treˆs sistemas revisados. Nenhum dos sistemas proveˆ interfaces padro-
nizadas para obtenc¸a˜o de dados de sensores. Os modelos do TinyOS e do MANTIS OS expo˜em
detalhes do hardware a` aplicac¸a˜o, comprometendo portabilidade por dar nome e semaˆntica es-
pecı´fica a modelos de hardware dentro de uma classe que poderia ser abstraida uniformemente. O
modelo de abstrac¸a˜o de hardware monolı´tica do sistema MANTIS OS e´ visivelmente um ponto
desfavora´vel ao sistema, ja´ que implica em sobrecusto de memo´ria e execuc¸a˜o, sem trazer van-
tagens contundentes. O modelo do SOS e´ o que mais se aproxima de uma abstrac¸a˜o ideal, mas
implica em alto sobrecusto.
O MANTIS OS na˜o desenvolveu um modelo especı´fico de reprogramac¸a˜o. O modelo do
SOS e´ claramente superior ao modelo presente no TinyOS. No TinyOS, o modelo de ma´quina vir-
tual e´ comprometido pelo sobrecusto e funcionalidade simplificada, e o modelo de reprogramac¸a˜o
total e´ comprometido pelo alto custo de consumo de energia. O modelo do SOS e´ pratica´vel em
custo de energia, e o sobrecusto de execuc¸a˜o, ainda que alto, e´ visivelmente menor do que o de
uma ma´quina virtual.
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Configurac¸a˜o do canal de comunicac¸a˜o e´ uma preocupac¸a˜o secunda´ria no SOS. O sistema
utiliza as pilhas de comunicac¸a˜o como subsistemas fechados, com pouca chance de adaptac¸a˜o
a`s aplicac¸o˜es. No TinyOS e no MANTIS OS, a pilha de comunicac¸a˜o baseada no protocolo S-
MAC apresenta esta mesma visa˜o, mas a baseada no B-MAC possui uma se´rie de paraˆmetros
configura´veis, tanto em tempo de execuc¸a˜o quanto em tempo de compilac¸a˜o. Nenhum sistema
apresenta um esquema de configurac¸a˜o transparente, exigindo interac¸a˜o direta da aplicac¸a˜o ou
ajustes de paraˆmetros de compilac¸a˜o. A combinac¸a˜o entre protocolos e´ bastante limitada, ou
inexistente nos treˆs sistemas.
Quanto ao sobrecusto e uso de recursos de memo´ria, ha´ uma clara ordem entre os treˆs sis-
temas: TinyOS, MANTIS OS e SOS (do menor uso de recursos para o maior). Essa ordem esta´
diretamente relacionada aos diferentes objetivos e modelos de implementac¸a˜o dos treˆs sistemas.
Conforme citado nas sec¸o˜es anteriores, o tamanho pequeno de um sistema pode tambe´m refletir
uma pobreza de servic¸os, fazendo com que a aplicac¸a˜o tenha que completar a funcionalidade do
sistema operacional. As sec¸o˜es 4.1.4 e 4.2.2 apresentam ana´lises quantitativas dos sistemas, em
comparac¸a˜o com as soluc¸o˜es apresentadas nesta dissertac¸a˜o.
3.6 O Sistema EPOS
O sistema EPOS (Embedded Parallel Operating System) [Fro¨01, PFHD04, PF04] e´ um fra-
mework baseado em componentes para gerac¸a˜o de sistemas de suporte de execuc¸a˜o a aplicac¸o˜es
de computac¸a˜o dedicada. O projeto do sistema, baseado na metodologia de Projeto de Siste-
mas Orientado a` Aplicac¸a˜o (AOSD – Application Oriented System Design) [Fro¨01], permite que
programadores desenvolvam aplicac¸o˜es independentes de plataforma. Ferramentas de ana´lise
de aplicac¸o˜es permitem a gerac¸a˜o de um sistema de suporte de tempo de execuc¸a˜o que agre-
gue todos os recursos que esta aplicac¸a˜o especı´fica necessita, e nada mais. Por definic¸a˜o,
uma instaˆncia do sistema utiliza somente os recursos necessa´rios ao suporte da aplicac¸a˜o. Ao
mesmo tempo, o reposito´rio de componentes do sistema disponibiliza um grande conjunto de
servic¸os tradicionais de sistema operacional atrave´s de interfaces independentes de plataforma. O
sistema suporta diversas plataformas computacionais heterogeˆneas, como IA32, PowerPC, H8,
Sparc e MIPS, entre outras [MHWF06, MHW+06]. No contexto deste trabalho, o EPOS ga-
nhou tambe´m portes para plataformas de 8-bits AVR, tradicionalmente utilizadas em sistemas
embarcados de baixa poteˆncia como redes de sensores sem fios. Trabalhos relacionados a esta
dissertac¸a˜o adicionaram mecanismos para gereˆncia do consumo de energia aos componentes do
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sistema [HWF06b, HWdO+06, HWF06a], tornando o EPOS um bom candidato a` implementac¸a˜o
de servic¸os de sistema operacional para redes de sensores sem fios.
Esta sec¸a˜o apresenta os principais conceitos relacionados ao EPOS. A sec¸a˜o 3.6.1 introduz o
projeto de sistemas orientado a` aplicac¸a˜o. A sec¸a˜o 3.6.2 apresenta os principais aspectos do projeto
e funcionalidade do sistema. A sec¸a˜o 3.6.3 apresenta aspectos relevantes do porte do sistema para
a arquitetura AVR. Finalmente, a sec¸a˜o 3.6.4 analisa a viabilidade do uso do sistema em redes de
sensores sem fios.
3.6.1 Projeto de Sistemas Orientado a` Aplicac¸a˜o
Projeto de Sistemas Orientado a` Aplicac¸a˜o (AOSD) [Fro¨01] e´ uma metodologia de engenha-
ria de domı´nio que expande as estrate´gias de ana´lise de caracterı´sticas comuns e variabilidades do
Projeto Baseado em Famı´lias (FBD – Family-Based Design) [Par76, CHW98] e Orientac¸a˜o a Ob-
jetos (OO) [Boo94], adicionando os conceitos de identificac¸a˜o e separac¸a˜o de aspectos [KLM+97].
Desta maneira, AOSD guia o processo de engenharia de domı´nio na direc¸a˜o de famı´lias de com-
ponentes, nas quais dependeˆncias do cena´rio de execuc¸a˜o sa˜o fatoradas como aspectos, e relac¸o˜es
externas sa˜o capturadas em um framework de componentes. Esta estrate´gia de engenharia de
domı´nio trata consistentemente alguns dos problemas mais relevantes no desenvolvimento de soft-
ware baseado em componentes:
1. Reusabilidade: os componentes tendem a ser altamente reusa´veis, ja´ que sa˜o modelados
como abstrac¸o˜es de elementos reais de um dado domı´nio, e na˜o como partes de um sistema
alvo. Ale´m disso, como as dependeˆncias do cena´rio de execuc¸a˜o sa˜o fatoradas como as-
pectos, os componentes podem ser reutilizados sem modificac¸a˜o em uma se´rie de cena´rios,
simplesmente com a definic¸a˜o de novos programas de aspecto.
2. Gereˆncia de complexidade: a identificac¸a˜o e separac¸a˜o de dependeˆncias do cena´rio de
execuc¸a˜o implicitamente reduz o nu´mero de componentes em cada famı´lia, ja´ que os com-
ponentes que seriam modelados para expressar uma variac¸a˜o no cena´rio de execuc¸a˜o sa˜o
suprimidos quando esta dependeˆncia pode ser modelada como um aspecto. Desta forma, um
conjunto de 100 componentes poderia ser modelado como um conjunto de 10 componentes
mais um conjunto de 10 aspectos. A complexidade e funcionalidade total deste novo con-
junto de 100 componentes e´ a mesma, mas esta´ confinada em menos elementos de software.
Isto melhora diretamente a manutenc¸a˜o do sistema.
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Figura 3.7: Visa˜o geral do Projeto de Sistemas Orientado a` Aplicac¸a˜o
3. Composic¸a˜o: capturando as relac¸o˜es entre componentes em um framework, AOSD permite
que os componentes sejam combinados na gerac¸a˜o do sistema. O framework tambe´m limita
potenciais problemas na aplicac¸a˜o de aspectos a componentes pre´-validados.
A figura 3.7 apresenta o processo de decomposic¸a˜o de domı´nio guiado por AOSD.
Abstrac¸o˜es sa˜o identificadas a partir do domı´nio e agrupadas em famı´lias de acordo com suas
caracterı´sticas comuns. Dependeˆncias de cena´rio sa˜o modeladas como aspectos que podem ser
aplicados atrave´s de adaptadores de cena´rio. Famı´lias de abstrac¸o˜es sa˜o visı´veis para as aplicac¸o˜es
atrave´s de interfaces infladas, que exportam seus membros como um u´nico “super componente”.
Arquiteturas de sistema sa˜o capturadas em frameworks de componentes definidos em termos de
aspectos de cena´rio.
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Figura 3.8: Modelo de Domı´nio das Abstrac¸o˜es do EPOS
3.6.2 Organizac¸a˜o e Projeto do Sistema
As famı´lias de abstrac¸a˜o do EPOS representam abstrac¸o˜es tradicionais de sistema operaci-
onal, e implementam servic¸os como gereˆncia de memo´ria e processos, coordenac¸a˜o entre pro-
cessos, temporizac¸a˜o e comunicac¸a˜o (Figura 3.8). As abstrac¸o˜es sa˜o modeladas e implementa-
das independentemente de cena´rios de execuc¸a˜o de arquiteturas de sistema especı´ficas. Todas
as unidades de hardware dependentes de arquitetura sa˜o abstraı´das como mediadores de hard-
ware [PFHD04, PF04], que exportam, atrave´s de suas interfaces independentes de plataforma, as
funcionalidades exigidas pelas abstrac¸o˜es. Devido ao uso de te´cnicas de metaprogramac¸a˜o e in-
lining de func¸o˜es, os mediadores de hardware implementam sua funcionalidade sem formar uma
camada de abstrac¸a˜o de hardware convencional. Consequ¨entemente, as abstrac¸o˜es do EPOS atin-
giram um grau de reusabilidade que permite, por exemplo, a mesma abstrac¸a˜o da famı´lia Thread
ser utilizada em um ambiente monotarefa ou multitarefas, como parte de um µkernel ou completa-
mente embutida em uma aplicac¸a˜o, em um microcontrolador de 8-bits ou um processador 64-bits.
No EPOS, cada famı´lia de abstrac¸o˜es e´ composta por um conjunto de componentes de sis-
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tema operacional com funcionalidades similares entre si. As diferenc¸as entre componentes em
uma mesma famı´lia sa˜o exploradas atrave´s das hierarquias de classe. Uma interface inflada ex-
porta a famı´lia como se fosse um “super” componente que implementa todas as responsabilida-
des atribuı´das a` famı´lia. Este componente e´ derivado das interfaces individuais dos membros da
famı´lia, e realizado atrave´s de suas implementac¸o˜es. Por exemplo, a abstrac¸a˜o de sistema Thread
e´ composta por treˆs componentes: Exclusive, Cooperative and Concurrent. A famı´lia
de componentes e´ modelada de maneira incremental, onde o comportamento de membros mais
simples e´ herdado por membros mais complexos. Ferramentas do sistema permitem selec¸a˜o semi-
automa´tica de realizac¸o˜es de interface, levando em conta o hardware alvo, um modelo de custo
para os componentes, e deciso˜es explı´citas do projetista da aplicac¸a˜o.
A portabilidade das abstrac¸o˜es do sistema e´ garantida pelo uso de mediadores de hardware.
Estes componentes sa˜o organizados, da mesma maneira que as abstrac¸o˜es de sistema, em famı´lias
cujos membros representam entidades dentro de um domı´nio especı´fico (e.g. CPUs, Timers,
Network Interface Cards). Os mediadores de hardware na˜o representam, entretanto, uma camada
de abstrac¸a˜o de hardware (HAL – Hardware Abstraction Layer) universal, que encapsula todas
os recursos disponı´veis em uma plataforma. No EPOS, cada componente de hardware e´ tratado
por seu pro´prio mediador, que mante´m o contrato de interface entre as abstrac¸o˜es e o hardware.
Devido ao uso de te´cnicas de metaprogramac¸a˜o esta´tica e inlining de func¸o˜es, quando este con-
trato de interface e´ atendido, os mediadores sa˜o dissolvidos no pro´prio co´digo da abstrac¸a˜o. Isto
permite que as abstrac¸o˜es utilizem a funcionalidade do hardware de maneira transparente atrave´s
dos mediadores sem o sobrecusto tradicionalmente associado a`s camadas de abstrac¸a˜o de hard-
ware [PF04]. O restante desta sec¸a˜o apresenta alguns detalhes do projeto e implementac¸a˜o das
principais famı´lias de abstrac¸a˜o do EPOS. Uma descric¸a˜o mais detalhada destas famı´lias e´ dada
por Marcondes et al [MHWF06].
3.6.2.1 Gereˆncia de Processos
Processos sa˜o gerenciados pelas abstrac¸o˜es Thread e Task. As principais dependeˆncias
destas abstrac¸o˜es para com o hardware esta˜o relacionadas com a arquitetura alvo de execuc¸a˜o. Esta
define tanto o contexto de execuc¸a˜o quanto o modelo de manipulac¸a˜o da pilha. Estas dependeˆncias
arquiteturais sa˜o tratadas pelo mediador de CPU (figura 3.9). A classe Context deste mediador
define todos os dados a serem armazenados por um fluxo de execuc¸a˜o em determinada arquitetura.
Cada Thread mante´m em sua pilha o seu contexto de execuc¸a˜o. O escalonador do sistema utiliza
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+ fdec(value: bool): void
+ finc(value: bool): void
+ tsl(value: bool): void
+ init_stack(...): Context
+ switch_context(old: **Context, new: *Context): void
<< inflated interface >>
+ enable_interrupts(): void
+ disable_interrupts(): void
+ halt(): void
. . . 
CPU CPU::Context
+ load(): void
+ save(): void
1 execute 1
SPARC32IA32
PPC32 AVR8
Figura 3.9: Famı´lia de Mediadores CPU
o me´todo CPU::switch context para trocar entre fluxos de execuc¸a˜o. O mediador de CPU
gerencia ainda inicializac¸a˜o da pilha de cada Thread (para permitir a passagem de paraˆmetros
a` func¸a˜o que executa o comportamento das mesmas), e define operac¸o˜es de I/O (input/output) da
arquitetura, operac¸o˜es test and set lock e operac¸o˜es de troca de ordem de bytes em palavras.
3.6.2.2 Temporizac¸a˜o
Temporizac¸a˜o e´ tratada pela famı´lia de abstrac¸o˜es Timepiece. Estas abstrac¸o˜es sa˜o supor-
tadas pelas famı´lias de mediadores Timer, TSC (Timestamp Counter) e RTC (Real-Time Clock).
A abstrac¸a˜o Clock mante´m o tempo atual em sistemas que possuem um relo´gio de tempo real.
A abstrac¸a˜o Alarm pode ser usada para gerar eventos que acordam uma Thread ou chamam
uma func¸a˜o previamente registrada. A abstrac¸a˜o Alarm tem ainda um evento de alta prioridade
associado a uma periodicidade de tempo configura´vel. Este evento mestre e´ utilizado para disparar
o algoritmo de escalonamento de processos, quando o sistema esta´ configurado com um escalona-
dor ativo. Finalmente, a abstrac¸a˜o Chronometer e´ utilizada para medic¸o˜es relativas de tempo.
A famı´lia de mediadores Timer simplifica as caracterı´sticas avanc¸adas presentes em diferentes
modelos de hardware de temporizac¸a˜o, e trata o temporizador como um gerador de interrupc¸o˜es
perio´dicas. Arquiteturas que na˜o possuem um timestamp counter implementado em hardware, em
geral, utilizam um temporizador adicional para simular o comportamento desejado. Esta soluc¸a˜o
tipicamente apresenta baixa precisa˜o, mas na˜o invalida o uso da abstrac¸a˜o Chronometer.
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<< inflated interface >>
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Figura 3.10: Famı´lia de abstrac¸o˜es Synchronizer
3.6.2.3 Sincronizac¸a˜o
A famı´lia de abstrac¸o˜es Synchronizer (figura 3.10) fornece mecanismos para garantir
consisteˆncia de dados em ambientes de execuc¸a˜o concorrentes. O membro Mutex implementa
um mecanismo de exclusa˜o mu´tua que fornece duas operac¸o˜es atoˆmicas: lock e unlock. O
membro Semaphore implementa uma varia´vel de sema´foro, cujo valor pode ser manipulado
indiretamente pelas operac¸o˜es p e v. O membro Condition implementa uma abstrac¸a˜o de sis-
tema inspirada no mecanismo de varia´veis de condic¸a˜o, e permite que uma Thread suspenda sua
execuc¸a˜o ate´ que determinado predicado em dados compartilhados torne-se verdadeiro. Estes me-
canismos exigem suporte de hardware para acesso atoˆmico a dados. Algumas arquiteturas forne-
cem instruc¸o˜es especı´ficas para estas operac¸o˜es (e.g. a instruc¸ao xchg do IA32), mas arquiteturas
que na˜o fornecem suporte direto em hardware podem emular esta funcionalidade desabilitanto a
ocorreˆncia de interrupc¸o˜es atrave´s do mediador de CPU.
3.6.2.4 Gereˆncia de Memo´ria
A abstrac¸a˜o adequada de componentes de gereˆncia de memo´ria e´ um fator fundamental para
permitir portabilidade de aplicac¸o˜es entre plataformas de hardware amplamente distintas (e.g. ar-
quiteturas com hardware dedicado para gereˆncia de memo´ria e microcontroladores com arquitetura
Harvard). No EPOS, a famı´lia de abstrac¸o˜es Address Space e´ um container para segmentos de
memo´ria fı´sica. Esta abstrac¸a˜o na˜o trata de protec¸a˜o, alocac¸a˜o ou traduc¸a˜o de enderec¸os, dei-
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+ physical(Log_Addr): Phy_Addr
+ free(Phy_Addr, int): void
+ alloc(int): Phy_Addr
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Figura 3.11: Componentes para Gereˆncia de Memo´ria
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xando esta func¸a˜o para a famı´lia de mediadores MMU (figura 3.11). O membro Flat da famı´lia
Address Space define um modelo de memo´ria com equivaleˆncia de enderec¸os fı´sicos e lo´gicos,
eliminando a necessidade de uma unidade de gereˆncia de memo´ria. Esta abstrac¸a˜o mante´m o
contrato de interface com outros componentes do sistema para plataformas sem uma MMU em
hardware. Nestas plataformas, o mediador MMU e´ um componente que simplesmente mante´m o
contrato de interface com a abstrac¸a˜o Flat, fornecendo implementac¸o˜es vazias de me´todos sem-
pre que necessa´rio.
3.6.2.5 Entrada e Saı´da
O controle de entrada e saı´da em dispositivos perife´ricos no EPOS e´ fornecido pelos me-
diadores especı´ficos do hardware em questa˜o. Estes podem fazer uso de registradores mapeados
em memo´ria, ou utilizar operac¸o˜es especı´ficas do mediador CPU para entrada e saı´da (e.g. in8 e
out32). O uso destas operac¸o˜es em geral se traduz em instruc¸o˜es reais do processador embutidas
no co´digo da aplicac¸a˜o, sem nenhum sobrecusto adicional. Nas arquiteturas onde o principal ele-
mento do sistema e´ uma MCU (microcontroller unit) que integra perife´ricos e CPU, o mediador
Machine guarda informac¸o˜es de localizac¸a˜o de memo´ria de perife´ricos. O mediador Machine
tambe´m trata do registro dinaˆmico de tratadores de interrupc¸o˜es de maneira independente de pla-
taforma. O mediador IC (Controlador de Interrupc¸o˜es), por sua vez, e´ responsa´vel por habilitar,
desabilitar e configurar interrupc¸o˜es individuais. Evidentemente, as interrupc¸o˜es disponı´veis, bem
como sua semaˆntica, sa˜o diferentes em cada arquitetura. Para contornar isto, o EPOS da´ nome e
semaˆntica comum e independente de plataforma a`s interrupc¸o˜es que sa˜o utilizadas pelas abstrac¸o˜es
do sistema (e.g. interrupc¸a˜o de temporizador).
3.6.3 Porte para a Arquitetura AVR
O porte do sistema para a arquitetura AVR de 8-bits, realizado no contexto desta
dissertac¸a˜o [Wan03], mostrou que o sistema e´ capaz de fornecer seus servic¸os em plataformas
com menos de 8KB de memo´ria de programa e 1KB de memo´ria RAM. Esta sec¸a˜o apresenta e
analisa alguns detalhes relevantes deste porte.
AVR e´ uma famı´lia amplamente utilizada de microcontroladores RISC de 8-bits da Atmel.
Normalmente implementado na forma de MCUs (Microprocessor Control Units1), o AVR proveˆ
1Em uma MCU, o processador, memo´ria e I/O residem em um u´nico circuito integrado.
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bom desempenho por custo baixo e consumo baixo de energia em uma arquitetura de Harvard2,
fazendo dele uma das escolhas naturais para processamento e controle de Nodos de Sensor Sem
Fios. O modelo ATmega128 [Atm04] do AVR, com 128KB de memo´ria de dados e 4KB de
memo´ria RAM, e´ utilizado nos nodos de sensor Mica2/MicaZ [Cro05a], e BTnode [ETH05].
Conforme detalhado na sec¸a˜o 3.6.2, as famı´lias de abstrac¸o˜es do EPOS fazem uso de
uma se´rie de mediadores de hardware para interagir com a plataforma. Os mediadores es-
senciais ao funcionamento das abstrac¸o˜es ba´sicas do sistema sa˜o: CPU, MMU, TSC, Timer,
IC e Machine. Mediadores adicionais no AVR incluem ainda UART, SPI (usados para
depurac¸a˜o e comunicac¸a˜o serial entre dispositivos), EEPROM (para armazenamento persistente
de dados), uma implementac¸a˜o do mediador NIC para comunicac¸a˜o de ra´dio (apresentada em
detalhes na sec¸a˜o 4.1), uma se´rie de mediadores Sensor e ADC (apresentados na sec¸a˜o 4.2), e
implementac¸o˜es de redes CAN [Mau06].
A empresa Atmel atualmente mante´m em produc¸a˜o mais de 20 modelos de MCUs AVR
da famı´lia ATmega [Atm06]. Cada um destes dispositivos possui, ale´m de quantidades varia´veis
de memo´ria, diferentes perife´ricos. Mesmo os perife´ricos comuns entre as plataformas em geral
possuem semaˆntica de operac¸a˜o diferente em cada um dos diferentes modelos. Restringir o uso
do EPOS a um u´nico modelo seria inaceita´vel, tanto pela natureza e propo´sitos do sistema, quanto
pelas necessidades especı´ficas de diferentes aplicac¸o˜es. Por outro lado, a manutenc¸a˜o de 20 verso˜es
diferentes de cada mediador seria impratica´vel. A soluc¸a˜o deste problema passa pela definic¸a˜o de
uma famı´lia de mediadores, cujas diferenc¸as entre si sa˜o exploradas pela hierarquia de classes, e
o uso de te´cnicas de programac¸a˜o (e.g. inlining de func¸o˜es e gabaritos) para agregar o ma´ximo
da funcionalidade possı´vel na base de hierarquia, sem comprometer desempenho. Desta forma,
os mediadores especı´ficos para um modelo em geral so´ precisam estender um mediador base com
paraˆmetros especı´ficos da sua funcionalidade.
O mediador CPU e´ uniforme entre todas os diferentes modelos (representados pelo
mediador Machine). O Context da CPU guarda todos os 32 registradores de propo´sito da
arquitetura mais o valor do registrador de estado. Em uma configurac¸a˜o do EPOS onde Threads
esta˜o habilitadas, cada Thread tem sua pro´pria pilha de tamanho configura´vel onde tambe´m
e´ armazenado o contexto. Se o sistema e´ configurado com um escalonador ativo (threads
concorrentes), uma interrupc¸a˜o de temporizador de perı´odo configura´vel e´ utilizada como ponto
de entrada para o algoritmo de escalonamento. Na versa˜o atual do sistema3, os algorı´tmos
2Uma Arquitetura de Harvard tem barramentos separados para memo´ria de programa e dados.
3A versa˜o do EPOS utilizada nesta dissertac¸a˜o foi obtida com um checkout do reposito´rio do sistema em
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e estruturas de suporte a multithreading (Thread::reschedule, Thread::pass,
Thread::suspend, Thread::join, Thread::resume, Thread::yield,
Thread::exit, Thread::sleep, Thread::wakeup, CPU::switch context,
CPU::Context:save, CPU::Context:load) somam juntos 2700 bytes de memo´ria de
programa e 16 bytes de memo´ria RAM quando compilados para o AVR. Evidentemente, uma
configurac¸a˜o do sistema so´ incluira´ os me´todos necessa´rios/utilizados pela aplicac¸a˜o.
Os me´todos in8 e out8 fornecem acesso aos perife´ricos mapeados em memo´ria do sis-
tema. O AVR mapeia perife´ricos em memo´ria tanto em uma a´rea especial de I/O (acessada com
instruc¸o˜es in e out) e memo´ria geral (acessada com instruc¸o˜es ld – load e st – store). As
instruc¸o˜es in e out executam em um u´nico ciclo de memo´ria, enquanto as instruc¸o˜es ld e st
executam em dois ciclos. O mediador CPU trata o acesso a diferentes a´reas de perife´ricos de ma-
neira uniforme, gerando instruc¸o˜es in e out sempre que possı´vel. A figura 3.12 ilustra o uso
destas operac¸o˜es, e seu resultado em co´digo objeto. O primeiro exemplo escreve o valor 0xAB no
enderec¸o de memo´ria 0x10 (a´rea de I/O), e resulta no uso da instruc¸a˜o out. O segundo exem-
plo escreve o valor no enderec¸o de memo´ria 0x80 (a´rea de memo´ria geral), e resulta no uso da
instruc¸a˜o sts (Store Direct). O deslocamento de 0x20 no enderec¸o do segundo exemplo e´ resul-
tado do mapeamento dos 32 registradores de propo´sito geral do AVR no inı´cio da memo´ria. Os
mecanismos para este acesso transparente sa˜o aprofundados por Polpeta et al [PFHD04].
Operac¸a˜o CPU::out8(0x10, 0xAB); CPU::out8(0x80, 0xAB);
Co´digo ldi r24, 0xAB ldi r24, 0xAB
Resultante out 0x10, r24 sts 0x00A0, r24
Figura 3.12: Operac¸o˜es de entrada e saı´da no AVR
A arquitetura AVR na˜o possui hardware de gereˆncia de memo´ria. Assim, o mediador MMU
e´ uma especializac¸a˜o do componente ba´sico da famı´lia, e uniforme entre todos os dispositivos
da arquitetura. Ha´ um mapeamento direto entre enderec¸os lo´gicos e fı´sicos, e o componente
guarda uma lista de segmentos de memo´ria livre para alocac¸a˜o dinaˆmica. As func¸o˜es malloc e
free, bem como as chamadas new do sistema operam sobre um Heap de tamanho configura´vel.
Ainda que bastante complexos, os algoritmos de alocac¸a˜o, liberac¸a˜o e manutenc¸a˜o de listas de
segmentos de memo´ria tem sobrecusto bastante aceita´vel. Os algorı´tmos associados com alocac¸a˜o
01/05/2006. O compilador utilizado foi o GNU GCC para o AVR, versa˜o 4.0.2, com flag de otimizac¸a˜o -O2.
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e liberac¸a˜o dinaˆmica de memo´ria somam 1798 bytes de memo´ria de programa quando utilizados
pela aplicac¸a˜o e compilados para o AVR.
O temporizador no AVR e´ um dos mediadores com variac¸o˜es entre as diferentes Machines.
O mediador AVR Timer serve de base para implementac¸o˜es especı´ficas, e define me´todos
de acesso aos registradores do perife´rico nas diferentes MCUs e me´todos de conversa˜o entre
frequ¨eˆncia e valores de registrador. As especializac¸o˜es deste mediador definem a configurac¸a˜o
de um canal de temporizador que dispara interrupc¸o˜es por comparac¸a˜o de valores. Os mediador
IC define um sı´mbolo IRQ TIMER, que conecta os pedidos do sistema para registro de trata-
dor e habilitac¸a˜o da interrupc¸a˜o de temporizac¸a˜o a`s efetivas interrupc¸o˜es nas diferentes MCUs.
O pro´prio mediador de IC tem implementac¸a˜o dependente de Machine, tendo em vista as
diferenc¸as de nu´mero e semaˆntica de interrupc¸o˜es nas diferentes MCUs decorrente da existeˆncia
de diferentes perife´ricos.
Os tratadores de interrupc¸a˜o podem ser registrados dinamicamente atrave´s do mediador
Machine. Tendo em vista que o AVR na˜o suporta registro dinaˆmico de interrupc¸o˜es, o sistema
utiliza um stub que faz chamadas a`s interrupc¸o˜es registradas na Machine. Este stub e´ u´nico para
todas as interrupc¸o˜es, e o offset da interrupc¸a˜o ocorrida e´ calculado atrave´s de manipulac¸o˜es da
pilha de execuc¸a˜o. O stub salva o contexto de execuc¸a˜o, calcula o offset da interrupc¸a˜o, consulta a
tabela de interrupc¸o˜es da Machine para chamar a func¸a˜o registrada, executa a func¸a˜o e restaura
o contexto. Para tratadores de interrupc¸a˜o definidos internamente nos mediadores, que na˜o preci-
sam salvar o contexto de execuc¸a˜o completo para executar, e´ possı´vel realizar o registro esta´tico
atrave´s das extenso˜es do compilador GNU. As vantagens deste me´todo de registro esta´tico sa˜o
virtualmente anuladas quando o tratador precisa salvar o contexto completo, como e´ o caso da
maioria dos tratadores de interrupc¸a˜o no sistema. O vetor dinaˆmico de interrupc¸o˜es ocupa dois
bytes (um ponteiro para func¸a˜o) para cada interrupc¸a˜o existente na MCU (e.g. 30 interrupc¸o˜es ou
60 bytes no ATmega128).
Os mediadores de UART, SPI e EEPROM sa˜o implementados de maneira uniforme atrave´s
de componentes parametrizados. O TSC e´ emulado por um temporizador de 16-bits. Um overflow
deste temporizador aciona um tratador de interrupc¸o˜es definido pelo pro´prio mediador, que incre-
menta uma varia´vel em software. Uma leitura do TSC retorna a leitura do temporizador (2 bytes
menos significativos) combinada com a varia´vel em software (6 bytes mais significativos).
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3.6.4 Viabilidade de Uso em Redes de Sensores sem Fios
O objetivo do EPOS de fornecer a`s aplicac¸o˜es todos os servic¸os necessa´rios, e nada mais, vai
ao encontro do requisito dos sistemas operacionais para redes de sensores sem fios operarem com
com recursos limitados. Se um sistema so´ agrega a` aplicac¸a˜o o sobrecusto estritamente necessa´rio
a` execuc¸a˜o da mesma, os recursos utilizados pelo sistema sa˜o, em teoria, mı´nimos. Ao mesmo
tempo, o reposito´rio de componentes do sistema disponibiliza um grande conjunto de servic¸os
tradicionais de sistema operacional atrave´s de interfaces independentes de plataforma. Esta sec¸a˜o
discute as perspectivas de uso do sistema em redes de sensores sem fios.
3.6.4.1 Funcionalidade Ba´sica
A sec¸a˜o 3.6.2 apresenta em detalhes o projeto e a funcionalidade ba´sica do sistema EPOS.
O nu´cleo do sistema inclui servic¸os de gereˆncia de processos, gereˆncia dinaˆmica de memo´ria e
temporizac¸a˜o, ale´m de contar com mediadores de hardware para diversos dispositivos de armaze-
namento e comunicac¸a˜o.
3.6.4.2 Controle do Consumo de Energia
Embora va´rias te´cnicas comprovadamente eficientes tenham sido implementadas em siste-
mas de propo´sito geral, a maioria das plataformas de sistemas embarcados na˜o podem arcar com
os custos destas estrate´gias. Isso se da´ devido a va´rias restric¸o˜es presentes nestes sistemas, que va˜o
desde a falta de recursos para suporta´-las (e.g., processamento, memo´ria) ate´ a requisitos funcio-
nais, como disponibilidade ou restric¸o˜es de tempo-real. Pesquisas anteriores [HWF06a] indicam
que os me´todos com melhor efica´cia em termos de gereˆncia de energia sa˜o aqueles que levam em
conta o comportamento das aplicac¸o˜es sendo executadas no sistema. Tendo ainda em vista que a
maioria das aplicac¸o˜es de redes de sensores sem fios tem finalidade especı´fica e dedicada, pode-se
afirmar que o melhor lugar para determinar a estrate´gia de gerenciamento do consumo de energia
e´ na pro´pria aplicac¸a˜o.
No EPOS, a gereˆncia de energia e´ realizada atrave´s de chamadas da aplicac¸a˜o a uma API
(Application Programming Interface) uniforme que e´ implementada por todos os componentes do
sistema. De modo a garantir o correto funcionamento, as relac¸o˜es entre componentes do sistema
foram formalizadas atrave´s de Redes de Petri. Esta formalizac¸a˜o permite na˜o so´ uma ana´lise em
alto-nı´vel dos procedimentos de migrac¸a˜o dos componentes, mas tambe´m o estabelecimento de
um mecanismo de troca de mensagens, em que os componentes se coordenam para garantir a
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consisteˆncia na troca de modos de operac¸a˜o de subsistemas (e.g., comunicac¸a˜o, processamento,
sensoriamento) ou de todo o sistema.
Nesta estrate´gia, e´ esperado que o programador da aplicac¸a˜o especifique, em seu co´digo-
fonte, quando certos componentes na˜o esta˜o sendo utilizados. Para isso, foi definida uma API
uniforme para o gerenciamento do consumo de energia. A mesma interface permite interac¸a˜o da
aplicac¸a˜o com o sistema (atrave´s de seus componentes), de componentes do sistema entre si, de
componentes do sistema e dispositivos de hardware e, inclusive, o acesso direto das aplicac¸o˜es aos
dispositivos de hardware. Para evitar que o programador tenha que, manualmente, acordar cada um
destes componentes, o mecanismo de gereˆncia abstraı´do pela API garante que estes componentes
retomem o seu estado anterior automaticamente quando acessados.
A aplicac¸a˜o pode acessar um componente global (System), que conhece todos os compo-
nentes instanciados no sistema, provocando a alterac¸a˜o do modo de operac¸a˜o de todo o sistema.
Outra forma de acesso da aplicac¸a˜o a` API e´ atrave´s dos subsistemas (e.g., Comunicac¸a˜o, Proces-
samento, Sensoriamento). Deste modo as mensagens sa˜o propagadas apenas para os componentes
utilizados na implementac¸a˜o de cada subsistema. A aplicac¸a˜o ainda pode acessar diretamente o
hardware, utilizando a API disponı´vel nos drivers, como Network Interface Card (NIC), CPU,
Temperature Sensor.
De modo a aliar a portabilidade da aplicac¸a˜o a` facilidade de desenvolveˆ-las, a interface foi
dotada de um conjunto mı´nimo de me´todos e de modos de operac¸a˜o universais, que tem sua
semaˆntica replicada em todos os componentes do sistema. Neste caso, a portabilidade vem do
fato de a aplicac¸a˜o na˜o necessitar implementar procedimentos especı´ficos para cada dispositivo de
hardware ao alterar seus modos de operac¸a˜o. Estes procedimentos sa˜o abstraı´dos pela API. Ja´ a
facilidade de desenvolvimento ocorre porque o programador da aplicac¸a˜o esta´ liberado de analisar
os manuais do hardware a fim de identificar os modos de operac¸a˜o disponı´veis, os procedimentos
para realizar as migrac¸o˜es e as consequeˆncias de cada uma destas mudanc¸as. A API inclui um
me´todo para alterar o modo de operac¸a˜o e outro para consulta´-lo, e define quatro modos universais
de operac¸a˜o: FULL, LIGHT, STANDBY e OFF.
Ale´m dos requisitos funcionais, tambe´m e´ deseja´vel que uma estrate´gia de gereˆncia do con-
sumo de energia seja de fa´cil manutenc¸a˜o e aplica´vel a sistemas ja´ existentes. Sendo o gerencia-
mento de energia uma propriedade na˜o-funcional no aˆmbito de sistemas operacionais [LSPS05],
considerou-se importante projetar esta API como um aspecto [KLM+97], podendo assim ser iso-
lado do restante do sistema.
Uma ana´lise detalhada do mecanismo de gereˆncia do consumo de energia no EPOS esta´ fora
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do escopo desta dissertac¸a˜o. Entretanto, estudos [HWF06a, HWF06b, HWdO+06] veˆm mostrando
a eficieˆncia deste sistema no contexto de aplicac¸o˜es de redes de sensores sem fios, bem como dando
rumos ao seu desenvolvimento futuro.
3.6.4.3 Reprogramac¸a˜o
Os trabalhos de reconfigurac¸a˜o em campo no EPOS ainda esta˜o em esta´gios iniciais, e cami-
nham na direc¸a˜o de mecanismos de reconfigurac¸a˜o dinaˆmica da plataforma de software e hardware
(quando esta e´ implementada em dispositivos de lo´gica programa´vel) [Fro¨06]. Uma vez que estes
mecanismos estejam bem definidos e estudados, deve ser possı´vel adapta´-los/utiliza´-los no con-
texto de redes de sensores sem fios. Mecanismos de reprogramac¸a˜o total para redes de sensores
sem fios na˜o sa˜o explorados por este trabalho. Estes me´todos sa˜o bastante ineficientes em termos
de consumo de energia, e podem ser suportados facilmente pelo uso de um bootloader externo ao
sistema [Sta05].
3.6.4.4 Abstrac¸a˜o de Hardware
No EPOS, cada hardware e´ tratado por um mediador de hardware especı´fico. No caso parti-
cular do hardware de sensoriamento, cada dispositivo e´ enquadrado em uma famı´lia de mediadores
de acordo com sua funcionalidade (e.g. medir temperatura ou acelerac¸a˜o). A interface de sensori-
amento e´ preservada atrave´s da famı´lia, e serve como base para a implementac¸a˜o de abstrac¸o˜es de
sensoriamento. O capı´tulo 4.2 desta dissertac¸a˜o apresenta os mediadores e abstrac¸o˜es de sensoria-
mento que foram projetados, implementados e adicionados ao EPOS no contexto deste trabalho.
3.6.4.5 Canal de Comunicac¸a˜o
O mecanismo de comunicac¸a˜o original do EPOS foi projetado no contexto de redes de
propo´sito geral e computac¸a˜o de alta velocidade [FSP01a, FSP01b, FTSP00], e ganhou extenso˜es
para comunicac¸a˜o em redes de sensores sem fios, as quais sa˜o apresentadas no capı´tulo 4.1 desta
dissertac¸a˜o.
3.6.4.6 Uso de Recursos Pelo Sistema
O EPOS vem sendo utilizado nos mais diferentes cena´rios de aplicac¸a˜o, de sistemas de con-
trole de acesso a multiplexadores MPEG [SMCF06a, SMCF06b, SdMCF06]. O AVR e´ a “menor”
arquitetura suportada atualmente pelo EPOS. O “tamanho” do sistema e´ altamente dependente da
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aplicac¸a˜o: quanto menos servic¸os forem utilizados, menor o co´digo agregado. Uma configurac¸a˜o
mı´nima do sistema incluira´ apenas estruturas e co´digo mı´nimo para inicializac¸a˜o. Por outro lado,
o sistema na˜o restringe as aplicac¸o˜es: se uma aplicac¸a˜o precisa de um ambiente com mu´ltiplas
threads, sincronizadores para dados compartilhados e alocac¸a˜o dinaˆmica de memo´ria, o sistema
entrega estes servic¸os de maneira funcional e enxuta.
Capı´tulo 4
Desenvolvimento de Suporte para
Comunicac¸a˜o e Sensoriamento
Este capı´tulo apresenta o desenvolvimento de suporte para comunicac¸a˜o e sensoriamento
desenvolvido neste trabalho, com base no sistema operacional EPOS.
4.1 Suporte Para Comunicac¸a˜o
A simplicidade do hardware de comunicac¸a˜o para redes de sensores faz com que o protocolo
de controle de acesso ao meio (MAC – Media Access Control) e outros servic¸os da camada de
enlace de dados tenham que ser implementados em software. Servic¸os tipicamente implementados
em hardware, como detecc¸a˜o de pacotes de dados, detecc¸a˜o e tratamento de erros, enderec¸amento,
filtragem de pacotes na˜o so´ integram, mas tornam-se a parte principal da pilha de comunicac¸o˜es
implementada por um sistema operacional para redes de sensores sem fios.
Conforme apresentado na sec¸a˜o 2.3, o custo em termos de consumo de energia do envio e
recepc¸a˜o de dados nos ra´dios atuais e´ ordens de magnitude maior do que o custo da execuc¸a˜o de
instruc¸o˜es em um micro-controlador. Um sistema de comunicac¸a˜o para redes de sensores sem fios
deve, portanto, utilizar os recursos de comunicac¸a˜o de forma conservadora, fornecendo na˜o mais
do que aplicac¸o˜es especı´ficas necessitam para implementar seus servic¸os.
Por outro lado, a simplicidade dos ra´dios de comunicac¸a˜o para redes de sensores sem fios na˜o
e´ um fator limitante, mas sim uma caracterı´stica deseja´vel, ja´ que da´ liberdade total de configurac¸a˜o
do canal de transmissa˜o de dados. Estudos [LH05, PSC05] mostram que protocolos de controle
de acesso ao meio implementados em software adequadamente projetados e adaptados a` aplicac¸a˜o
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podem ser mais eficientes do que protocolos padronizados, implementados em hardware.
Diversos protocolos foram projetados e implementados para controle de acesso ao meio em
redes de sensores sem fios [EH02, HH04, LKR04, WC01, MB04, RR05, DL03, PHC04, YHE02].
Neste cena´rio, onde aplicac¸o˜es especı´ficas podem ter cargas de trabalho de comunicac¸a˜o muito
diferentes entre si, adaptabilidade e configurac¸a˜o determinada pela aplicac¸a˜o sa˜o fatores de grande
importaˆncia. Entretanto, as implementac¸o˜es destes protocolos em sistemas reais muitas vezes
na˜o fornecem mecanismos de configurac¸a˜o adequada do canal de dados a`s aplicac¸o˜es. De fato,
muitos protocolos, como o S-MAC (apresentado na sec¸a˜o 2.3.2) sa˜o projetados especificamente
para otimizar determinadas cargas de trabalho (e.g. comunicac¸a˜o multi-hop), e apresentam pouca
ou nenhuma oportunidade de configurac¸a˜o pela aplicac¸a˜o.
Este capı´tulo apresenta o projeto e implementac¸a˜o do C-MAC (Configurable MAC), um pro-
tocolo configura´vel de acesso ao meio para redes de sensores sem fios. O C-MAC funciona como
um framework de estrate´gias de controle de acesso ao meio, com um sistema de configurac¸a˜o
transparente. O protocolo agrega diferentes servic¸os (e.g. sincronizac¸a˜o, detecc¸a˜o de dados, men-
sagens de confirmac¸a˜o, contenc¸a˜o, envio e recepc¸a˜o), implementados sob diferentes estrate´gias.
Aplicac¸o˜es podem configurar diferentes paraˆmetros de comunicac¸a˜o em tempo de compilac¸a˜o e
execuc¸a˜o. O C-MAC deve seus conceitos fundamentais a diferentes protocolos de controle de
acesso ao meio, como Aloha, B-MAC e S-MAC, e apresenta, um novo projeto para soluc¸o˜es co-
nhecidamente eficazes para comunicac¸a˜o sem fios de baixa poteˆncia, permitindo que aplicac¸o˜es
tomem proveito de estrate´gias que venham ao encontro de suas necessidades. A sec¸a˜o 4.1.1 apre-
senta os mediadores de hardware responsa´veis por dar suporte de baixo nı´vel a` comunicac¸a˜o no
transceptor de ra´dio CC1000. A sec¸a˜o 4.1.2 apresenta o projeto e implementac¸a˜o do protocolo C-
MAC. A sec¸a˜o 4.1.3 apresenta o subsistema de comunicac¸a˜o do EPOS, e a integrac¸a˜o do C-MAC
com o sistema. Finalmente, a sec¸a˜o 4.1.4 apresenta algumas perspectivas sobre o projeto e uso do
C-MAC em redes de sensores sem fios.
4.1.1 Mediador de Hardware CC1000
O transceptor de ra´dio CC1000 [Chi04a], fabricado pela Chipcon AS, e´ um transmissor/re-
ceptor de ra´dio FM UHF implementado em um u´nico chip. Este transceptor e´ utilizado nos motes
Mica2 e BTnode, e apresenta as seguintes caracterı´sticas:
• Frequ¨eˆncia programa´vel entre 300 e 1000 MHz, em passos de 250 Hz. A faixa de frequ¨eˆncia
seleciona´vel por software e´ dependente do circuito externo ao chip.
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Figura 4.1: Ligac¸a˜o entre CC1000 e Micro-controlador
• Modulac¸a˜o por chaveamento de frequ¨eˆncia (FSK – Frequency-Shift keying), com taxas de
dados de ate 76.8 kBaud,
• Codificac¸a˜o Manchester ou NRZ (Non-Return-to-Zero) em hardware.
• Indicador de forc¸a do sinal recebido do ra´dio (RSSI - Received Signal Strength Indicator).
• Poteˆncia de transmissa˜o seleciona´vel.
As caracterı´sticas de consumo de energia e taxa ma´xima de transmissa˜o, do CC1000 na˜o
o colocam nem como o mais econoˆmico em termos de consumo de energia nem como o mais
ra´pido dos ra´dios de baixa poteˆncia atuais (ver sec¸a˜o 2.2). Ra´dios mais simples e econoˆmicos,
como o RFM1000, na˜o implementam muitas das caracterı´sticas do CC1000 (e.g. codificac¸a˜o,
frequ¨eˆncia programa´vel). Ja´ ra´dios mais sofisticados, como o CC2420, apresentam taxas de dados
mais elevadas, implementam mais caracterı´sticas (e.g. MAC) em hardware, mas teˆm um custo de
energia mais elevado. O CC1000 e´, portanto, um bom compromisso entre simplicidade/consumo
de energia e sofisticac¸a˜o/velocidade de transmissa˜o.
O CC1000 e´ configurado atrave´s de uma interface de treˆs fios, e troca dados com o micro-
controlador atrave´s de uma interface de dois fios. A figura 4.1 ilustra a ligac¸a˜o entre o CC1000 e
o microcontrolador AVR na plataforma Mica2. O CC1000 tem 28 registradores de configurac¸a˜o
de 8-bits, que sa˜o acessados por um enderec¸o de 7-bits mais um bit de indicac¸a˜o de leitura ou
escrita. A interface de configurac¸a˜o e´ implementada pelo microcontrolador, que fornece um clock
para dados (PCLK), uma linha de dados atrave´s da qual bits sa˜o serializados para envio e recepc¸a˜o
(PDATA). Uma linha PALE (Program Address Latch Enable) indica se os bits na linha PDATA sa˜o
de enderec¸amento ou de dados. A interface de dados e´ comandada pelo CC1000 que, enquanto
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Figura 4.2: Famı´lia RF Transceiver
ligado, mante´m o clock de dados ativo, independente de estar ou na˜o recebendo dados. No Mica2,
o micro-controlador conecta-se a esta interface atrave´s de seu controlador SPI (Serial Peripheral
Interface).
O ca´lculo dos valores de registradores do CC1000 para diferentes configurac¸o˜es de
frequ¨eˆncia, modulac¸a˜o e poteˆncia e´ bastante complexo, e tomaria tempo considera´vel de execuc¸a˜o
em um micro-controlador de 8-bits. A Chipcon fornece uma ferramenta para ca´lculo pre´vio de
configurac¸o˜es em diferentes situac¸o˜es de uso, que podem ser armazenadas na memo´ria do micro-
controlador para uso em tempo de execuc¸a˜o.
No EPOS, o CC1000 foi abstraı´do como um mediador membro da famı´lia
RF Transceiver (Figura 4.2). Esta famı´lia abstrai dispositivos de comunicac¸a˜o com inter-
faces a bits ou bytes (em contraste com dispositivos com interface de pacotes), fornecendo a visa˜o
de um modulador de dados em se´rie, half-duplex. Ha´ me´todos para configurac¸a˜o em diferentes
frequ¨eˆncias e poteˆncias de envio, para obtenc¸a˜o de um indicador de forc¸a de sinal (RSSI), e de um
identificador nume´rico para enderec¸amento.
O nı´vel de abstrac¸a˜o fornecido pela famı´lia RF Transceiver permite que
implementac¸o˜es de protocolos de controle de acesso ao meio utilizem diferentes dispositi-
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Figura 4.3: Mediador CC1000
vos transparentemente. Um nı´vel de abstrac¸a˜o mais baixo exporia detalhes do hardware, e um
nı´vel mais alto interferiria nas polı´ticas de controle de acesso ao meio. Muitos dispositivos
desta categoria fornecem apenas parte da funcionalidade necessa´ria a` implementac¸a˜o da famı´lia.
Desta forma, a implementac¸a˜o do mediador CC1000 agrega funcionalidades de diferentes
dispositivos (o pro´prio hardware do CC1000, uma interface SPI, um sensor RSSI e um hardware
de identificac¸a˜o serial) para satisfazer a interface da famı´lia (Figura 4.3).
A interface de comunicac¸a˜o entre o ra´dio CC1000 e o microcontrolador e´ dependente de pla-
taforma. Desta forma, o mediador CC1000 utiliza a interface interna Registers para abstrair o
acesso aos diferentes registradores de configurac¸a˜o do dispositivo de forma independente de arqui-
tetura. A interface exporta me´todos de acesso aos registradores, e suas implementac¸o˜es abstraem
o mecanismo de leitura e escrita dos mesmos. Da mesma forma, a classe interna Parameters
e´ usada para armazenar paraˆmetros de registradores pre´-calculados para diversas configurac¸o˜es.
De maneira a na˜o agregar dados a` memo´ria RAM do sistema, estes valores sa˜o armazenados na
memo´ria FLASH de programa.
A comunicac¸a˜o de dados entre o microcontrolador e o ra´dio CC1000 se da´ por uma interface
SPI, que e´ abstraı´da por seu mediador adequado. A classe ID fornece um identificador de 64-
bits que pode ser usado por protocolos de controle de acesso ao meio para enderec¸amento. Na
plataforma Mica2, essa interface da´ acesso a um chip de identificac¸a˜o serial u´nico. Em plataformas
que na˜o possuam hardware de identificac¸a˜o, uma implementac¸a˜o desta interface pode utilizar uma
assinatura armazenada em memo´ria FLASH. O indicador de forc¸a de sinal recebido do CC1000 e´
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abstraı´do pela classe RSSI, que implementa um membro da famı´lia Sensor (Capı´tulo 4.2).
A utilizac¸a˜o destas estruturas internas permite que a implementac¸a˜o do mediador CC1000
seja independente de plataforma, e lide somente com os procedimentos de inicializac¸a˜o e
configurac¸a˜o do hardware, sem perder eficieˆncia. Os paraˆmetros de frequ¨eˆncia e poteˆncia de
operac¸a˜o podem ser definidos na inicializac¸a˜o do componente, ou alterados em tempo de execuc¸a˜o.
Ja´ os paraˆmetros de configurac¸a˜o interna (e.g. configurac¸a˜o do modulador) podem ser ajustados
atrave´s dos Traits de configurac¸a˜o esta´tica do componente.
4.1.2 Projeto e Implementac¸a˜o do C-MAC
O C-MAC (Configurable MAC) e´ um protocolo configura´vel de acesso ao meio para redes
de sensores sem fios equipadas com transceptores de ra´dio de baixa poteˆncia. Sua caracterı´stica
configura´vel permite que o usua´rio ajuste diversos paraˆmetros de comunicac¸a˜o (e.g. sincronizac¸a˜o,
detecc¸a˜o de dados, sinais de confirmac¸a˜o, contenc¸a˜o, envio e recepc¸a˜o) de maneira a adequar o
protocolo a`s necessidades de diferentes aplicac¸o˜es.
A sec¸a˜o 2.3 apresenta as motivac¸o˜es para um protocolo configura´vel de controle de acesso
ao meio para redes de sensores sem fios. Sistemas de comunicac¸a˜o configura´vel tambe´m
tem alcanc¸ado sucesso no contexto de computac¸a˜o de alto desempenho em grades. Dos San-
tos [dS05] desenvolveu um sistema de composic¸a˜o esta´tica de protocolos leves de comunicac¸a˜o
para computac¸a˜o em grades que apresentou diversas vantagens com relac¸a˜o a arquiteturas em ca-
madas e de natureza monolı´tica, como os encontrados na arquitetura da Internet (TCP/IP). Este
sistema e´ constituı´do por um framework meta-programado, responsa´vel por prover mecanismos
que permitem selecionar, configurar e combinar protocolos de comunicac¸a˜o de acordo com os re-
quisitos da aplicac¸a˜o, e um nu´cleo ba´sico de comunicac¸a˜o sobre o qual os protocolos sa˜o projeta-
dos. Esse paradigma oferece diversas vantagens, incluindo a habilidade de criar novos servic¸os de
comunicac¸a˜o sob demanda e permitir que aplicac¸o˜es experimentem com diferentes configurac¸o˜es
de protocolo de comunicac¸a˜o, coletando me´tricas para identificar a melhor configurac¸a˜o para as
suas necessidades.
O C-MAC utiliza estas mesmas premissas para construir um nu´cleo ba´sico de comunicac¸a˜o
configura´vel, sobre o qual outros protocolos podem ser compostos (Sec¸a˜o 4.1.3). Conforme apre-
sentado na Sec¸a˜o 2.3, as responsabilidades delegadas ao software no controle de acesso ao meio em
redes de sensores sem fios excedem as de um driver tradicional para placas de rede na computac¸a˜o
propo´sito geral, e incluem detecc¸a˜o de canal livre, sincronizac¸a˜o local e global e mensagens de
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confirmac¸a˜o, ale´m da definic¸a˜o de um formato de pacote de dados.
A escolha dos pontos configura´veis da arquitetura do protocolo C-MAC foi feita avaliando
as caracterı´sticas dos principais MACs para redes de sensores sem fios, e tendo como objetivo
fornecer a maior gama de pontos configura´veis que, quando combinados, formassem um protocolo
MAC completo. A configurac¸a˜o do protocolo em tempo de execuc¸a˜o, ainda que deseja´vel, na˜o foi
tratada na arquitetura do C-MAC. O sobrecusto de manter todas as possibilidades de configurac¸a˜o
em memo´ria, ale´m da necessidade de um protocolo secunda´rio para troca de configurac¸o˜es entre
nodos torna impratica´vel o uso em tempo de execuc¸a˜o de um mecanismo de configurac¸a˜o ta˜o
amplo quanto o C-MAC. Os pontos de configurac¸a˜o do C-MAC incluem:
Caracterı´sticas Ba´sicas da Comunicac¸a˜o: Estas caracterı´sticas sa˜o tratadas pelo hardware de
comunicac¸a˜o, e incluem: frequ¨eˆncia e poteˆncia de transmissa˜o (altera´veis em tempo de
execuc¸a˜o); tipo de modulac¸a˜o (e.g. Manchester, NRZ); velocidade de transmissa˜o.
Perı´odo Ativo: O perı´odo ativo indica quando o ra´dio pode operar. Em um protocolo simples
baseado em CSMA, o ra´dio pode transmitir em qualquer momento que detecte um canal
livre. Por outro lado, em um protocolo organizado em slots, este perı´odo esta´ limitado a`
parte ativa do slot de tempo do protocolo.
Mecanismo para Evitar Coliso˜es: O mecanismo para evitar coliso˜es em um MAC para redes de
sensores sem fios pode ser um algoritmo para detecc¸a˜o de atividade no canal, uma troca de
pacotes Request to Send (RTS) e Clear to Send (CTS), uma combinac¸a˜o entre os dois. Deve
haver ainda a possibilidade de na˜o utilizar nenhum mecanismo para evitar coliso˜es para uso,
por exemplo, em uma rede esparsa com pouca comunicac¸a˜o, onde retransmitir eventuais
pacotes corrompidos e´ menos custoso do que o mecanismo em si.
Mecanismo para Detectar Coliso˜es: Em uma rede de sensores sem fios, o mecanismo para de-
tectar coliso˜es mais utilizado e´ o de mensagens de confirmac¸a˜o (Acknowledgement), envi-
ados pelo nodo receptor para indicar que os dados foram recebidos. Em situac¸o˜es onde
a perda de pacotes na˜o e´ um problema (e.g. uma rede densamente distribuı´da, onde mui-
tas informac¸o˜es sera˜o redundantes), pode-se eliminar o mecanismo para detectar coliso˜es,
diminuindo o consumo de energia do protocolo.
Mecanismo para Tratar Coliso˜es: Quando uma colisa˜o e´ detectada, o protocolo pode escolher
entre retransmitir o pacote, ou simplesmente incrementar um contador de estatı´stica de pa-
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cotes perdidos. Em caso de retransmissa˜o, um algoritmo de atraso (backoff ) pode ser usado
para minimizar a chance de outra colisa˜o ocorrer.
A seguinte sequ¨eˆncia permite ilustrar o procedimento ba´sico de comunicac¸a˜o entre os nodos:
O nodo transmissor detecta o canal livre e envia um preaˆmbulo (uma sequ¨eˆncia de zeros e uns alter-
nados) por um perı´odo maior do que o perı´odo inativo do nodo receptor, seguido por uma sequ¨eˆncia
de sincronizac¸a˜o conhecida pelo receptor. O nodo receptor, quando detecta uma sequ¨eˆncia de ze-
ros e uns maior do que um valor mı´nimo, passa a procurar pela sequ¨eˆncia de sincronizac¸a˜o (uma
quebra no padra˜o do preaˆmbulo). Quando encontra esta sequ¨eˆncia, o nodo receptor sincroniza-se
com o transmissor, encontrando seu deslocamento temporal com relac¸a˜o a este. A figura 4.4 ilus-
tra este processo de sincronizac¸a˜o. Uma vez que o receptor esta´ sincronizado com o transmissor,
passa a receber os dados, verifica o CRC do pacote recebido, e envia uma confirmac¸a˜o. No envio
da confirmac¸a˜o, ha´ um novo processo de sincronizac¸a˜o, desta vez sem a verificac¸a˜o do canal (que
ja´ esta´ “reservado” para a comunicac¸a˜o atual), e com um preaˆmbulo mais curto (ja´ que o trans-
missor passa a espera´-lo imediatamente apo´s enviar seus dados). As figuras 4.5 e 4.6 apresentam,
respectivamente, comunicac¸o˜es bem e mal sucedidas utilizando esta configurac¸a˜o de protocolo.
O C-MAC e´ implementado atrave´s de uma ma´quina de estado cujas transic¸o˜es sa˜o ativadas
pelas interrupc¸o˜es de um temporizador dedicado ( para controlar o perı´odo ativo e backoffs) e pelas
interrupc¸o˜es de dados do hardware de comunicac¸a˜o. A figura 4.7 apresenta uma visa˜o simplificada
desta ma´quina de estados. Nesta figura, as transic¸o˜es de um estado para ele mesmo na˜o esta˜o
representadas.
As diversas caracterı´sticas configura´veis do C-MAC sa˜o selecionadas pelo programador
atrave´s dos Traits de configurac¸a˜o do EPOS. Traits sa˜o classes parametrizadas cujos mem-
bros constantes esta´ticos descrevem as propriedades de uma certa classe. Quando determinada
propriedade e´ selecionada, a funcionalidade que elati descreve e´ incluı´da no protocolo. Por outro
lado, devido ao uso de meta-programac¸a˜o esta´tica e inlining de func¸o˜es, quando uma caracterı´stica
na˜o e´ selecionada, nenhum sobrecusto relativo a ela e´ adicionado ao co´digo objeto final do proto-
colo.
O componente de software do C-MAC pertence a` famı´lia Low Power Radio, que descreve
um conjunto de me´todos e estruturas comuns aos protocolos de controle de acesso ao meio para
ra´dios de baixa poteˆncia. Esta famı´lia define o formato de pacote, ja´ apresentado nesta sec¸a˜o, o
tamanho da palavra de enderec¸amento, uma estrutura para armazenamento de estatı´sticas de trans-
missa˜o, ale´m dos me´todos para envio e recebimento de frames de dados. A figura 4.8 apresenta o
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Figura 4.8: Famı´lia Low Power Radio
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diagrama de classe da famı´lia Low Power Radio.
4.1.3 Comunicac¸a˜o no EPOS
No EPOS, os processos de aplicac¸a˜o comunicam-se entre si atrave´s de um Comunica-
dor (Communicator), que age como uma interface para comunicac¸a˜o atrave´s de um Canal
(Channel) implementado sobre uma Rede (Network) [Fro¨01]. A figura 4.9 ilustra as famı´lias
de abstrac¸o˜es envolvidas na comunicac¸a˜o entre processos no EPOS.
Membros da famı´lia Communicator sa˜o pontos de acesso para um canal de comunicac¸a˜o,
incluindo interfaces para acesso assı´ncrono de memo´ria em um nodo remoto (Asynchronous Re-
mote Memory Segment), e interfaces para tratadores de mensagens ativas (Active Message Han-
dler). Neste u´ltimo tipo de Communicator, as mensagens transportam, ale´m dos dados, uma
refereˆncia para um tratador que e´ invocado, no contexto do nodo receptor, para tratar a mensagem
na recepc¸a˜o. Os membros da famı´lia Channel implementam protocolos de comunicac¸a˜o classifi-
cados como nı´vel quatro (transporte) no modelo OSI [ISO81], incluindo membros como Stream
e Datagram. Membros da famı´lia Network fornecem a abstrac¸a˜o de uma rede, no sentido que
uma rede fornece os meios fı´sicos para construir canais lo´gicos. Membros desta famı´lia abstraem
as particularidades de cada tecnologia de rede, de maneira que, do ponto de vista dos membros da
famı´lia Channel, todas as Networks sa˜o equivalentes.
O trabalho desenvolvido nesta dissertac¸a˜o concentrou-se na comunicac¸a˜o ponto-a-ponto en-
tre nodos em uma rede, que e´ responsabilidade dos membros da famı´lia NIC (Sec¸a˜o 4.1.2). Pro-
tocolos de transporte e roteamento, ale´m do uso de mensagens ativas para comunicac¸a˜o em redes
de sensores sem fios fazem parte dos trabalhos em desenvolvimento e futuros relacionados a esta
dissertac¸a˜o (sec¸a˜o 5).
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4.1.4 Avaliac¸a˜o
Os ra´dios de comunicac¸a˜o de baixa poteˆncia tipicamente utilizados em redes de sensores sem
fios tem funcionalidade reduzida com relac¸a˜o a outros dispositivos de comunicac¸a˜o sem fios como
ra´dios Bluetooth ou IEEE 802.15.11. Por um lado isso da´ um amplo grau de adaptabilidade a`s
estrate´gias de comunicac¸a˜o permitindo, por exemplo, o uso de protocolos de controle de acesso ao
meio ajustados a`s necessidades de diferentes aplicac¸o˜es. Por outro lado, a complexidade do soft-
ware que abstrai este hardware e implementa estas estrate´gias de comunicac¸a˜o. Esta sec¸a˜o avalia
a complexidade e desempenho dos componentes de software apresentados neste capı´tulo, em par-
ticular do mediador de hardware CC1000, responsa´vel por abstrair o hardware de comunicac¸a˜o, e
o componente C-MAC, que implementa um protocolo de controle de acesso ao meio configura´vel
para redes de sensores sem fios.
Como nos demais testes desta dissertac¸a˜o, a versa˜o do EPOS utilizada neste teste e nos testes
subsequ¨entes foi obtida com um checkout do reposito´rio do sistema em 01/05/2006. O compilador
utilizado foi o GNU GCC para o AVR, versa˜o 4.0.2, com flag de otimizac¸a˜o -O2. Os testes com
o TinyOS foram realizados com a versa˜o 1.1 do sistema, e os testes com o MANTIS OS, com a
versa˜o 0.95 do sistema.
Dada a inexisteˆncia de um relo´gio de tempo real nas plataformas utilizadas, os testes de
desempenho foram feitos utilizando o temporizador dedicado do Time-Stamp Counter (TSC) do
EPOS-AVR. Este temporizador foi configurado para uma resoluc¸a˜o de 115200 Hz, ou precisa˜o da
ordem de 10 microssegundos, na plataforma Mica2. Sempre que na˜o especificado de outra forma,
os testes foram executados marcando o tempo antes e depois da execuc¸a˜o de uma se´rie de 1000
iterac¸o˜es do procedimento em questa˜o. Este teste e´ repetido no mı´nimo cinco vezes, e as me´dias
entre as iterac¸o˜es das cinco repetic¸o˜es sa˜o apresentadas.
A tabela 4.1 apresenta o tamanho de co´digo de dados para cada um dos componentes do
mediador CC1000. O maior componente do mediador e´ o Registers, que abstrai o acesso a`
interface de configurac¸a˜o do CC1000, e implementa a lo´gica de uma interface de comunicac¸a˜o
de dois fios em software. O componente que faz a leitura do identificador u´nico da plataforma
(Serial ID) implementa uma interface de um fio para leitura de dados em se´rie, e tambe´m
ocupa uma parcela significativa do total dos recursos utilizados pelo componente. Ao compo-
nente Parameters sa˜o adicionados 44 bytes de memo´ria de co´digo para cada configurac¸a˜o de
frequ¨eˆncia e poteˆncia desejada (mı´nimo de uma). O componente CC1000 como um todo utiliza
2184 bytes de memo´ria de co´digo e 13 bytes de memo´ria de dados.
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Componente Co´digo Dados
bytes % bytes %
SPI 20 1 0 0
Serial ID 700 32 8 62
RSSI 48 2 1 8
Parameters 34 2 4 30
Registers 1180 54 0 0
CC1000 202 9 0 0
Total 2184 100 13 100
Tabela 4.1: Tamanho dos componentes do mediador CC1000
Procedimento Tempo de Execuc¸a˜o (ms) Tempo Ma´ximo Ideal (ms)
Configurac¸a˜o 31.34 70
Wakeup 2.197 2.2
Troca de Modo (RX) 0.37 0.25
Troca de Modo (TX) 0.39 0.27
Tabela 4.2: Tempo de execuc¸a˜o de procedimentos do mediador CC1000
A tabela 4.2 apresenta os tempos de execuc¸a˜o dos principais procedimentos de configurac¸a˜o
do CC1000: configurac¸a˜o completa, tempo de ativac¸a˜o a partir de um modo de stand-by, e tempo
de troca de modo de recepc¸a˜o para envio e vice-versa. O dispositivo sofre uma configurac¸a˜o com-
pleta cada vez que seus paraˆmetros de operac¸a˜o (frequ¨eˆncia, modulador e poteˆncia de transmissa˜o)
sa˜o alterados. O wakeup acontece sempre que o dispositivo sai do modo de baixo consumo e passa
a receber ou enviar dados. A troca de modo ocorre, por exemplo, quando um nodo que estava
recebendo dados passa a enviar uma confirmac¸a˜o. A tabela apresenta tambe´m o tempo ma´ximo
ideal do procedimento, isto e´, o tempo ma´ximo, indicado pela documentac¸a˜o do hardware, em
que o dispositivo pode completar o procedimento, descontando qualquer execuc¸a˜o de software no
controlador. A proximidade entre o tempo de execuc¸a˜o medido e o ideal da´-se principalmente por
dois fatores: o baixo sobrecusto do sistema, que na˜o gasta tempo de processamento considera´vel
executando seus procedimentos internos e de controle, e a implementac¸a˜o baseada em polling dos
me´todos, que dispensam o uso de um temporizador e permitem que o ra´dio passe a operar o mais
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Paraˆmetro Valor
Perı´odo Ativo 100%
Poteˆncia de Transmissa˜o 5 dBm
Modulador 19.2 kbps, Codificac¸a˜o Manchester
Atraso aleato´rio de transmissa˜o 0 ms
Detecc¸a˜o e Tratamento de Coliso˜es Nenhum
Taxa de dados ma´xima (teo´rica) 16.4 kbps
Tabela 4.3: Paraˆmetros de comunicac¸a˜o utilizados
Sistema Co´digo (bytes) Dados (bytes)
EPOS 3888 108
TinyOS 8562 205
Tabela 4.4: Sobrecusto da implementac¸a˜o do protocolo nos diferentes sistemas
rapidamente possı´vel.
Dada a natureza altamente modular do projeto das estrate´gias de comunicac¸a˜o apresentadas
nesta dissertac¸a˜o, na˜o e´ possı´vel fazer uma comparac¸a˜o direta entre o mediador CC1000 e outros
drivers para este hardware presentes em outros sistemas, ja´ que na˜o ha´ neles um componente
equivalente. Para permitir comparac¸o˜es do C-MAC com soluc¸o˜es existentes em outros sistemas,
este foi configurado de maneira a funcionar analogamente ao protocolo B-MAC, apresentado na
sec¸a˜o 2.3.1 e presente no sistema TinyOS. Quando da realizac¸a˜o dos testes, a implementac¸a˜o do
protocolo B-MAC no sistema MANTIS OS encontrava-se desatualizada com relac¸a˜o ao restante
do sistema, e na˜o pode ser testada. A tabela 4.3 resume a configurac¸a˜o utilizada nos sistemas e a
tabela 4.4 apresenta o sobrecusto de memo´ria de co´digo e dados das implementac¸o˜es do protocolo
nos diferentes sistemas. Diferenc¸as entre estes sobrecustos da˜o-se principalmente pelo modelo de
componentes do sistema, e dependeˆncias inexistentes entre componentes artificialmente inseridas
por falhas de projeto.
A figura 4.10 representa a perda de pacotes do protocolo em diferentes distaˆncias. Para este
teste, dois nodos foram colocados em linha de visa˜o em um campo aberto, afastados aproximada-
mente um metro do cha˜o, e afastados entre si de 5 a 100 metros. Um dos nodos passa a enviar 1000
pacotes de dados para o outro nodo, que ao final de um perı´odo de tempo reporta quantos pacotes
recebeu corretamente. O teste foi repetido treˆs vezes para cada distaˆncia avaliada, e uma me´dia
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dos pacotes perdidos e´ apresentada. Um teste ana´logo foi realizado em um ambiente interior, onde
os nodos estavam afastados entre si por 20 metros, e foi variada a poteˆncia de transmissa˜o. A
figura 4.11 apresenta os resultados deste teste.
A figura 4.12 apresenta a perda de pacotes na rede com um nu´mero de nodos variando de
dois a quatro, nos sistemas avaliados. Neste teste, um nodo foi posicionado no centro de um
cı´rculo imagina´rio com raio de dois metros, e os demais nodos foram posicionados na borda deste
cı´rculo, equ¨idistantes entre si. Todos os nodos esta˜o ao alcance e potencialmente interferem nas
comunicac¸o˜es dos demais. Cada um dos nodos na borda do cı´rculo envia 1000 pacotes de dados
para o nodo no centro, e este mede o nu´mero total de pacotes recebidos corretamente. A figura 4.13
apresenta a vaza˜o da rede nesta mesma configurac¸a˜o. As diferenc¸as entre os sistemas configura-
dos de forma ideˆntica podem ser ocasionadas por uma se´rie de fatores, incluindo variac¸o˜es no
ambiente de testes e heterogeneidade entre os nodos (e.g. antenas, pequenas diferenc¸as na carga
de bateria); perda de interrupc¸o˜es; e sobrecusto dos procedimentos internos e de controle do sis-
tema. Cabe notar que as repetic¸o˜es dos testes tendem a diminuir o impacto da variac¸a˜o ambiental
e heterogeneidade.
O C-MAC apresentou desempenho equivalente aos protocolos existentes nos outros sis-
temas, com um sobrecusto de memo´ria menor. Esta vantagem e´ ampliada pelo sistema de
configurac¸a˜o do C-MAC, que permite a criac¸a˜o de protocolos especı´ficos conforme a necessidade
das aplicac¸o˜es, adicionando somente o sobrecusto associado a`s funcionalidades selecionadas. O
projeto modular do protocolo permite ainda que diferentes transceptores de ra´dio sejam utilizados
sem alterac¸o˜es no protocolo.
4.2 Suporte Para Sensoriamento
Os dispositivos sensores formam, juntamente com os subsistemas de processamento e
comunicac¸a˜o, o nu´cleo de um nodo de redes de sensores sem fios. O uso de um sensor es-
pecı´fico e´ determinado pelos requisitos das aplicac¸o˜es (e.g. monitorar temperatura, detectar cam-
pos magne´ticos), e os nodos de sensor contemporaˆneos foram projetados para permitir ampla mo-
dularidade de dispositivos sensores, permitindo a troca, inclusa˜o ou remoc¸a˜o de sensores de acordo
com estes requisitos.
Do ponto de vista das aplicac¸o˜es, a operac¸a˜o com sensores deve ser bastante simples. Em
geral, aplicac¸o˜es de sensoriamento monitoram leituras de um determinado sensor e realizam dife-
rentes ac¸o˜es de acordo com os valores obtidos nestas leituras. Entretanto, conforme ilustrado na
85
Distaˆncia (m)
Pa
co
te
s
re
ce
bi
do
s
(%
)
10080604020
100
80
60
40
20
0
Figura 4.10: Taxa de pacotes recebidos variando a distaˆncia (C-MAC)
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Figura 4.11: Taxa de pacotes recebidos variando a poteˆncia de envio (C-MAC)
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Figura 4.12: Taxa de pacotes recebidos variando o nu´mero de nodos (B-MAC e C-MAC)
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Figura 4.13: Vasa˜o da rede variando o nu´mero de nodos (B-MAC e C-MAC)
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sec¸a˜o 2.4, diferentes mo´dulos de dispositivos sensores que apresentam a mesma funcionalidade
entre si (e.g. medir temperatura ou campo magne´tico) muitas vezes variam em suas interfaces de
acesso e caracterı´sticas e paraˆmetros operacionais. Neste cena´rio, uma aplicac¸a˜o de sensoriamento
desenvolvida para uma certa plataforma raramente sera´ porta´vel para uma plataforma diferente, a
menos que o sistema de suporte de execuc¸a˜o destas plataformas entregue a`s aplicac¸o˜es mecanis-
mos que encapsulem a plataforma de sensores de maneira adequada.
O capı´tulo 3 desta dissertac¸a˜o apresentou as soluc¸o˜es de sensoriamento de diferentes sis-
temas operacionais para redes de sensores sem fios. No sistema TinyOS, na˜o ha´ abstrac¸o˜es in-
dependentes de plataforma especı´ficas para dispositivos sensores ale´m da interface de canal de
ADC. Isto faz com que as aplicac¸o˜es tenham que completar a funcionalidade dos drivers de sen-
sores, comprometendo a portabilidade das mesmas. O sistema MANTIS OS utiliza func¸o˜es em
estilo POSIX para abstrac¸a˜o de hardware. Cada func¸a˜o recebe como paraˆmetro o dispositivo a ser
tratado, e uma tabela de ponteiros para func¸o˜es redireciona em tempo de execuc¸a˜o as chamadas
gerais a`s chamadas especı´ficas. Os paraˆmetros das func¸o˜es sa˜o especı´ficos para cada dispositivo,
e cada driver de sensor tem semaˆntica especı´fica. O sistema SOS utiliza mo´dulos carrega´veis para
abstrair dispositivos de hardware. Atrave´s destes, um sensor analo´gico conecta-se a um canal de
ADC e registra um tipo de sensor (e.g. PHOTO). Quando a aplicac¸a˜o requisita dados de um tipo
de sensor, o nu´cleo do sistema envia o pedido para o driver registrado e recebe a leitura de ADC
apropriada. Esta soluc¸a˜o aproxima-se de uma abstrac¸a˜o consistente, ja´ que modelos diferentes
de hardware com a mesma func¸a˜o podem ser abstraı´dos de forma similar, ainda que com grande
sobrecusto. O registro de drivers ocasiona sobrecusto de memo´ria, ja´ que o sistema operacional
tem que armazenar uma tabela de ponteiros de func¸a˜o indexada por tipo de sensor. A troca de
mensagens entre mo´dulos ocasiona sobrecusto de execuc¸a˜o, ja´ que o mo´dulo deve testar o tipo da
mensagem recebida e determinar a ac¸a˜o apropriada em tempo de execuc¸a˜o.
O padra˜o IEEE 1451, apresentado na sec¸a˜o 2.4.7, tem como objetivo padronizar o modo e
semaˆntica de acesso a diferentes transdutores, como sensores e atuadores. O padra˜o preveˆ que um
transdutor seja associado a um data sheet eletroˆnico do transdutor (TEDS – Transducer Electronic
Data Sheet). O TEDS e´ armazenado em memo´ria na˜o-vola´til e conte´m campos que descrevem o
tipo, atributos, operac¸a˜o e calibrac¸a˜o do transdutor. O TEDS permite auto-descric¸a˜o de transduto-
res, e elimina erros humanos associados com a entrada manual de paraˆmetros. Apesar das vanta-
gens evidentes de uma interface padra˜o para transdutores de diferentes tipos, o padra˜o IEEE 1451,
que comec¸ou a ser definido em 1997, em 2006 ainda na˜o tem grande aplicac¸a˜o na indu´stria de
transdutores. Este fato se deve, em parte, ao alto custo que seria associado a` implementac¸a˜o de
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uma lo´gica de auto-descric¸a˜o para cada dispositivo, especialmente no caso de sensores simples e
de baixo custo.
Uma interface de software ideal para dispositivos sensores deve atender exatamente aos re-
quisitos tı´picos das aplicac¸o˜es de sensoriamento. Devem existir operac¸o˜es para ligar e desligar
o sensor, obter recursos de hardware (e.g. conversor analo´gico-digital), iniciar leituras e ajustar
paraˆmetros (e.g. taxa de amostragem). Para permitir portabilidade, estas operac¸o˜es devem ter
semaˆntica independente de dispositivo e, para tanto, operac¸o˜es como converso˜es de valores brutos
de sensor para unidades fı´sicas padronizadas e aplicac¸a˜o de fatores de calibragem devem ocorrer
de forma transparente para a aplicac¸a˜o.
Ha´ va´rias questo˜es que dificultam a implementac¸a˜o de uma interface como a descrita neste
trabalho: diferenc¸as na funcionalidade, semaˆntica de resultados, temporizac¸a˜o, escalas de con-
versa˜o, compartilhamento de recursos u´nicos (e.g. conversores analo´gico-digitais, temporizadores)
por diferentes dispositivos, entre outros. Em particular, me´todos de calibragem de sensores sa˜o ex-
tremamente dependentes de dispositivo e cena´rio de aplicac¸a˜o e, em geral, exigem interfereˆncia
humana direta. ´E evidente que sensores com funcionalidades consideravelmente diferentes (e.g.
um sensor de pH e um aceleroˆmetro de dois eixos) dificilmente podera˜o ser abstraı´dos por uma
interface ideˆntica. Por outro lado, se os sensores forem organizados em famı´lias de dispositivos
de acordo com a sua funcionalidade (e.g. medir acelerac¸a˜o ou temperatura), espera-se que seja
possı´vel manter uma u´nica interface e semaˆntica de uso para toda a famı´lia, e que as particula-
ridades de cada dispositivo dentro da famı´lia possam ser abstraı´das por construc¸o˜es de software.
Esta virtualizac¸a˜o dos sensores na˜o pode ter sobrecusto excessivo, para na˜o prejudicar a taxa de
amostragem do sensor, e na˜o consumir memo´ria excessiva na plataforma.
Este capı´tulo apresenta uma interface de software/hardware que e´ capaz de abstrair dispositi-
vos sensores uniformemente. Definimos classes de dispositivos sensores baseado em sua finalidade
(e.g. medir acelerac¸a˜o ou temperatura), e estabelecemos um substrato comum para cada classe.
Cada dispositivo individual armazena suas propriedades e paraˆmetros operacionais, de maneira si-
mular ao data sheet eletroˆnico de transdutor do padra˜o IEEE 1451. Uma camada fina de software
adapta dispositivos individuais (e.g. converte leituras de ADC em valores contextualizados, aplica
fatores de calibragem) para adequa´-lo a`s caracterı´sticas mı´nimas da sua classe de sensores. Desta
forma, um termistor simples e´ exportado para a aplicac¸a˜o exatamente da mesma forma que um
sensor de temperatura digital complexo.
Esta interface foi implementada para o sistema EPOS, e serve como base para as abstrac¸o˜es
“sencientes” (Sentient) do sistema. Estas abstrac¸o˜es fornecem um ponto de acesso comum
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para uso de sensores: periodicamente (de acordo com um temporizador ou interrupc¸a˜o do dispo-
sitivo sensor) o nodo verifica o valor medido por um sensor contra uma func¸a˜o configurada pelo
usua´rio. De acordo com o resultado, uma func¸a˜o tratadora pode ser acionada. Desta forma, uma
abstrac¸a˜o “Alarme de Temperatura” poderia ser construı´da configurando uma abstrac¸a˜o senciente
para periodicamente verificar um sensor de temperatura, e se a temperatura detectada for maior do
que um determinado valor, acionar um alarme atrave´s da func¸a˜o tratadora.
O restante do capı´tulo esta´ organizado da seguinte forma: A sec¸a˜o 4.2.1 apresenta o projeto e
implementac¸a˜o do subsistema de sensoriamento do EPOS. A sec¸a˜o 4.2.2 avalia as soluc¸o˜es propos-
tas, comparando sua semaˆntica de uso, sobrecusto e desempenho com outras soluc¸o˜es encontradas
em sistemas operacionais para redes de sensores sem fios.
4.2.1 Projeto e Implementac¸a˜o
A figura 4.14 apresenta uma visa˜o geral simplificada do subsistema de sensoriamento do
EPOS. Me´todos comuns a todos dispositivos de sensoriamento sa˜o definidos pela interface
Sensor Common. O me´todo get() proveˆ leituras para um u´nico sensor em um u´nico canal
(i.e. habilita o dispositivo, espera os dados estarem disponı´veis, leˆ o sensor, desabilita o dispo-
sitivo e retorna a leitura convertida em unidades fı´sicas previamente determinadas). Os me´todos
enable(), disable(), data ready() e get raw() permitem que o sistema operacional
e as aplicac¸o˜es realizem controle de gra˜o fino sobre leituras de sensores (e.g. realizar leituras
sequ¨enciais, obter dados na˜o convertidos de sensores). O me´todo convert(int v) pode ser
utilizado para converter valores na˜o processados de sensores em unidades cientı´ficas ou de enge-
nharia. O me´todo calibrate() executa um me´todo de calibragem especı´fico para plataforma e
dispositivo sensor, que pode exigir interac¸a˜o com o usua´rio, dependendo do sensor.
Cada famı´lia de sensor pode especializar a interface Sensor Common para abstrair ade-
quadamente caracterı´sticas especı´ficas da famı´lia. A famı´lia Magnetometer, pode adicionar,
por exemplo, me´todos para realizar leituras em diferentes eixos de sensibilidade. A famı´lia
Thermistor, por outro lado, provavelmente na˜o precisara´ estender a interface comum ba´sica.
Cada famı´lia tambe´m define uma estrutura Descriptor especı´fica, que define campos como
precisa˜o, dados para calibrac¸a˜o e unidades fı´sicas.
Cada dispositivo sensor implementa uma das interfaces definidas e pode fornecer me´todos
especı´ficos para calibrac¸a˜o, configurac¸a˜o e operac¸a˜o. Ale´m disso, cada dispositivo preenche a
estrutura Descriptor da famı´lia com valores especı´ficos do sensor. Valores de padra˜o de
90
+ get(): Physical_Unit
+ enable(): bool
+ disable(): void
+ data_ready(): bool
+ get_raw(): int
+ convert(int v): Physical_Unit
+ configure(Hertz freq): void
Sensor
+ physical_unit(): int
+ accuracy(): Physical_Unit
+ sensitivity(): Physical_Unit
+ range_min(): Physical_Unit
+ range_max(): Physical_Unit
+ max_frequency(): Hertz
Descriptor
+ get_x(): Physical_Unit
+ get_y(): Physical_Unit
+ get_z(): Physical_Unit
+ ...()
+ disable_x(): void
+ disable_y(): void
+ disable_z(): void
Accelerometer
+ calibrate(): void
Accelerometer_Descriptor
+ ...()
ADXL202
Temperature_Sensor
Temperature_S_Descriptor
+ ...()
Mica_SB_Temperature
Figura 4.14: Visa˜o Geral do Subsistema de Sensoriamento do EPOS
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configurac¸a˜o para cada dispositivo (e.g. frequ¨eˆncia, ganho, etc.) sa˜o armazenados em uma es-
trutura de traits de configurac¸a˜o.
Sempre que o sistema operacional ou uma aplicac¸a˜o precisam fazer refereˆncia a
um dispositivo de sensoriamento, estes podem utilizar um dispositivo especı´fico (e.g.
MicaSB Temperature) e realizar operac¸o˜es especı´ficas do dispositivo, ou utilizar a classe
do dispositivo, e restringir-se a`s operac¸o˜es definidas por aquela classe. A estrutura de traits de
configurac¸a˜o lista todos dos dispositivos de uma dada classe que esta˜o presentes em uma dada
configurac¸a˜o do sistema. Uma realizac¸a˜o meta-programada estaticamente da classe do disposi-
tivo agrega todos os dispositivos listados pelos traits de configurac¸a˜o. Esta realizac¸a˜o e´ concreta
quando todos os dispositivos de uma classe sa˜o do mesmo tipo, e polimo´rfica quando tipos dife-
rentes de sensores existem em uma mesma classe.
4.2.1.1 Famı´lia exemplo de dispositivos: Aceleroˆmetros
A famı´lia de dispositivos Accelerometer estende a interface Sensor ba´sica adici-
onando me´todos para leitura de diferentes eixos de sensibilidade (ver figura 4.14). Dispositivos
especı´ficos implementam a interface Accelerometer completamente ou parcialmente (e.g. um
aceleroˆmetro de dois eixos na˜o implementara´ me´todos para o eixo z). A famı´lia tambe´m de-
fine uma classe Descriptor (parcialmente apresentada na figura 4.15). Nesta estrutura esta˜o
definidos, por exemplo, campos que indicam a unidade fı´sica utilizada pelo mediador, sensibili-
dade do sensor em diferentes eixos, alcance, frequ¨eˆncia de operac¸a˜o e precisa˜o do sensor. Uma
estrutura deste tipo e´ armazenada em memo´ria na˜o-vola´til para cada dispositivo da famı´lia pre-
sente no sistema. Dispositivos especı´ficos podem ter estruturas pro´prias para calibrac¸a˜o e traits de
configurac¸a˜o definidos pelo usua´rio.
O mediador ADXL202 e´ um dos membros da famı´lia Accelerometer. Este compo-
nente preenche uma estrutura descriptor os valores adequados ao dispositivo (por exemplo, na
plataforma Mica2, cm/s2 – ou CENTIMETERS PER SECOND SQ – como unidade fı´sica, sen-
sibilidade tı´pica de 2 cm/s2, alcance ma´ximo de 19613 cm/s2). O dispositivo define ainda uma
estrutura que armazena seus fatores de calibragem em memo´ria na˜o-vola´til, e um me´todo para atu-
alizar estes valores. Este me´todo, como a maioria dos me´todos de calibragem, e´ especı´fico para o
dispositivo, e depende de interac¸a˜o humana. No caso do ADXL202, o me´todo envolve apontar os
diferentes eixos de sensibilidade do sensor em direc¸a˜o a` superfı´cie da terra, medir a saı´da, e ajustar
os fatores de calibragem de maneira a igualar a saı´da do sensor a` acelerac¸a˜o da forc¸a da gravidade.
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class Accelerometer_Descriptor {
int physical_unit();
Physical_Unit accuracy();
Physical_Unit sensitivity();
Physical_Unit range_min();
Physical_Unit range_max();
Hertz max_frequency();
// ...
struct Calibration;
};
(a) Descritor da Famı´lia
template <> struct Traits<Mica2_Accelerometer>
{
// Concrete (One Device)
typedef LIST<ADXL202> SENSORS;
};
template <> struct Traits<Mica2_Accelerometer>
{
// Concrete (Two devices of the same type)
typedef LIST<ADXL202,ADXL202> SENSORS;
};
template <> struct Traits<Mica2_Accelerometer>
{
// Polymorphic (Different Device Types)
typedef LIST<ADXL202,ADXL103> SENSORS;
};
(b) Lista de Dispositivos Exemplo
template <> struct Traits<ADX202>
{
static const unsigned long CLOCK = Traits<Machine>::CLOCK;
static const unsigned long IRQ = IC::IRQ_ADC;
static const unsigned char CHANNEL_X = 3;
static const unsigned char CHANNEL_Y = 4;
static const unsigned char PORT = Traits<Machine>::IO::PORTC;
static const unsigned char PORT_DIR = Traits<Machine>::IO::DDRC;
static const unsigned char ENABLE = 0x10;
};
(c) Traits de Configurac¸a˜o Exemplo
Figura 4.15: Visa˜o geral da famı´lia de Aceleroˆmetros
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+ get(): Physical_Unit
+ enable(): bool
+ disable(): void
+ data_ready(): bool
+ get_raw(): int
+ convert(int v): Physical_Unit
+ configure(Hertz freq): void
Sensor
+ Sentient(Function * eval, 
                  Handler * handler)
+ enable(): void
+ disable(): void
Sentient
+ ...()
Acceleration_Sentient
+ ...()
Temperature_Sentient
...
Figura 4.16: Visa˜o Geral da Famı´lia Sentient
Como os fatores de calibragem sa˜o armazenados em memo´ria na˜o-vola´til, o sensor so´ precisa ser
recalibrado quando houverem mudanc¸as no ambiente em que este esta´ inserido.
A famı´lia e´ realizada por um wrapper meta-programado. Uma lista de dispositivos e´ de-
finida por cada machine (e.g. Mica2). Se todos os dispositivos na lista sa˜o do mesmo tipo, a
realizac¸a˜o Accelerometer sera´ concreta. Em outro caso, sera´ polimo´rfica (Figura 4.15). A
lista de dispositivos tambe´m define a ordem para o construtor Accelerometer(int unit).
A aplicac¸a˜o pode utilizar tanto a realizac¸a˜o Accelerometer quanto a implementac¸a˜o
especı´fica de um dispositivo. No primeiro caso, o programador de aplicac¸a˜o esta´ restrito aos
me´todos definidos pela classe geral, mas obte´m uma interface completamente porta´vel. Me´todos
especı´ficos de dispositivos podem ser utilizados somente atrave´s da implementac¸a˜o destes (e.g.
ADXL202). Entretanto, a aplicac¸a˜o pode usar a classe Accelerometer e utilizar a estrutura
Descriptor para obter dados especı´ficos dos dispositivos.
4.2.1.2 Sentients
Senciente e´ definido como algo “que percebe pelos sentidos; que recebe im-
presso˜es” [Hou01]. No EPOS, a famı´lia de abstrac¸o˜es Sentient (Figura 4.16) representa um
ponto de acesso comum para uso de sensores. Tipicamente, uma aplicac¸a˜o de sensoriamento veri-
fica o valor de um sensor e, de acordo com este valor, executa alguma ac¸a˜o. A famı´lia Sentient
abstrai este modelo de uso, e permite que aplicac¸o˜es registrem func¸o˜es avaliadoras e tratadoras
para determinada classe de sensores.
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A aplicac¸a˜o configura os paraˆmetros de sensoriamento (e.g. frequ¨eˆncia de amostragem do
sensor) e instancia um Sentient, passando como paraˆmetro a func¸a˜o avaliadora e a func¸a˜o
tratadora. A abstrac¸a˜o Sentient ativa o sensor, e a cada interrupc¸a˜o de amostragem completa
deste, executa a func¸a˜o avaliadora. Caso o resultado desta execuc¸a˜o indique que uma ac¸a˜o deve
ser tomada, o tratador registrado e´ acionado. De outra forma, a leitura e´ descartada pela abstrac¸a˜o.
A abstrac¸a˜o Sentient permite a construc¸a˜o de aplicac¸o˜es de sensoriamento totalmente inde-
pendentes de plataforma e livres de contexto, uma vez que a aplicac¸a˜o lida somente com valores
de dados ja´ contextualizados pelos componentes de nı´vel mais baixo, e nunca diretamente com os
sensores. O sobrecusto de execuc¸a˜o adicionado pela abstrac¸a˜o e´ desprezı´vel, e equivalente a uma
chamada indireta de func¸a˜o a cada interrupc¸a˜o de sensor, e uma chamada indireta de func¸a˜o cada
vez que a func¸a˜o avaliadora indicar que uma ac¸a˜o deve ser executada.
4.2.2 Avaliac¸a˜o e Perspectivas
Para testar a expressividade, portabilidade e sobrecusto do subsistema de sensoriamento do
EPOS, foram implementadas uma se´rie de aplicac¸o˜es usando diferentes sensores disponı´veis para
a plataforma Mica2, usando as abstrac¸o˜es de sensoriamento presentes nos sistemas MANTIS OS,
TinyOS e EPOS. O esta´gio atual de desenvolvimento do sistema SOS na˜o permitiu a realizac¸a˜o de
testes significativos com este sistema.
Em todos os testes, a aplicac¸a˜o de sensoriamento continuamente solicita amostragens do sen-
sor e envia os dados obtidos pela rede. Em cada teste sa˜o medidos a taxa ma´xima de amostragem
obtida, e o sobrecusto de memo´ria de co´digo e dados da abstrac¸a˜o ou driver em questa˜o. Ao final,
uma avaliac¸a˜o qualitativa das aplicac¸o˜es e dados obtidos e´ apresentada.
A figura 4.17 apresenta a estrutura geral das aplicac¸o˜es de sensoriamento nos treˆs senso-
res. Nas aplicac¸a˜o do TinyOS, MANTIS OS, e EPOS, DemoSensorC, DEV MICA2 TEMP e
Temperature Sensor sa˜o respectivamente substituı´dos pelos drivers ou abstrac¸o˜es em teste.
Para medir o sobrecusto de memo´ria dos componentes de sensoriamento no EPOS e TinyOS, as
aplicac¸o˜es foram primeiro compiladas com uma abstrac¸a˜o vazia de um sensor, que representa o
custo base do sistema. O tamanho total de memo´ria da aplicac¸a˜o teste de cada sensor foi enta˜o
diminuı´do deste custo base. Como a aplicac¸a˜o de sensoriamento na˜o varia entre os testes, esta
diferenc¸a representa o custo efetivo do componente em teste. Dada a natureza monolı´tica do
MANTIS OS, este me´todo na˜o seria significativo para este sistema. Desta forma, para o sistema
MANTIS OS, o custo dos componentes em teste foi aferido a partir do custo dos drivers envolvidos
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na abstrac¸a˜o do sensor em questa˜o.
A tabela 6.1 resume as caracterı´sticas dos sensores testados. Para todos os testes, a abstrac¸a˜o
de mais alto nı´vel disponı´vel no sistema foi utilizada, de maneira que, no sistema EPOS, as
aplicac¸o˜es fazem sempre refereˆncia a` famı´lia do sensor (e.g. Magnetometer) e na˜o ao com-
ponente especı´fico (e.g. HMC1002). No TinyOS e MANTIS OS, a abstrac¸a˜o de mais alto nı´vel
disponı´vel e´ o pro´prio componente ou driver do sensor.
A tabela 4.6 resume o sobrecusto dos componentes de sensoriamento testados, com o custo
base de cada sistema. A tabela 4.7 apresenta a taxa ma´xima de amostragem obtida para cada sensor
em cada um dos sistemas testados, com a taxa de amostragem ma´xima indicada pela documentac¸a˜o
do sensor. Para obter este dado, o tempo de execuc¸a˜o de 10000 leituras de cada eixo do sensor
foi medido em cinco repetic¸o˜es. Cabe notar que, para os sensores analo´gicos e alguns modelos
de sensores digitais, a taxa de leitura ma´xima obtida pode ser maior do que a taxa ma´xima de
amostragem do sensor, uma vez que esta u´ltima representa a taxa ma´xima na qual o sensor poˆde
ser lido, e a primeira representa a frequ¨eˆncia ma´xima de reac¸a˜o do sensor a estı´mulos.
O baixo sobrecusto dos componentes de sensoriamento do EPOS sa˜o resultado do projeto,
que minimiza as dependeˆncias destes componentes com o restante do sistema. No EPOS, um
componente que abstrai um sensor analo´gico em geral depende apenas do componente que abstrai
o conversor analo´gico-digital da plataforma e do subsistema de I/O, que por sua vez e´ composto
por func¸o˜es inline e meta-programadas, o que diminui substancialmente o sobrecusto, mesmo
incluindo as func¸o˜es de conversa˜o de valores, que tipicamente consomem uma parcela significativa
de recursos em plataformas de 8-bits. Estas mesmas caracterı´sticas sa˜o tambe´m responsa´veis pelas
taxa de amostragem superiores alcanc¸adas pelo EPOS.
Para permitir portabilidade, estas operac¸o˜es devem ter semaˆntica independente de disposi-
tivo e, para tanto, operac¸o˜es como converso˜es de valores brutos de sensor para unidades fı´sicas
padronizadas e aplicac¸a˜o de fatores de calibragem devem ocorrer de forma transparente para a
aplicac¸a˜o.
Os sistemas testados na˜o atingem o mesmo nı´vel de abstrac¸a˜o de sensor apresentado pelo
EPOS. Na plataforma Mica2, o sistema TinyOS reflete o projeto de hardware e exporta, por exem-
plo, um sensor de temperatura para a aplicac¸a˜o como um canal de ADC (na plataforma fı´sica
o sensor e´ analo´gico e esta´ ligado ao ADC do microcontrolador). Esta dependeˆncia entre sistema
operacional e hardware certamente trara´ implicac¸o˜es para a portabilidade da aplicac¸a˜o quando, por
exemplo, ela for portada para uma plataforma na qual o sensor de temperatura e´ digital e esta´ co-
nectado diretamente a pinos de IO do microcontrolador. Ainda que a funcionalidade da aplicac¸a˜o
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configuration SenseToRfm {}
implementation
{
components Main, SenseToInt, IntToRfm, TimerC,
DemoSensorC as Sensor;
Main.StdControl -> SenseToInt;
Main.StdControl -> IntToRfm;
SenseToInt.Timer -> TimerC.Timer[unique("Timer")];
SenseToInt.TimerControl -> TimerC;
SenseToInt.ADC -> Sensor;
SenseToInt.ADCControl -> Sensor;
SenseToInt.IntOutput -> IntToRfm;
}
(a) TinyOS
static comBuf send_pkt;
void send_thread ();
void start (void)
{
send_pkt.size = 2;
while(1) {
dev_read (DEV_MICA2_TEMP, &send_pkt.data[0], 1);
com_send(IFACE_RADIO, &send_pkt);
}
}
(b) MANTIS OS
int main()
{
int msg;
NIC nic;
Temperature_Sensor sensor;
while(1) {
msg = sensor.get();
nic.send(NIC::BROADCAST, 0, &msg, sizeof(msg));
}
}
(c) EPOS
Figura 4.17: Aplicac¸o˜es de Sensoriamento
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Sensor Sobrecusto em bytes
TinyOS MANTIS OS EPOS
Co´digo Dados Co´digo Dados Co´digo Dados
Custo base 10188 455 25500 596 7046 213
ATMega128 ADC 550 4 538 9 64 3
ADXL202 722 4 936 10 266 9
ERT-J1VR103J 1366 12 1050 11 1064 3
Fotoce´lula CdSe 1366 12 1050 11 1064 3
HMC1002 748 7 910 10 246 9
SHT11 1984 23 — — 3206 8
Tabela 4.6: Sobrecusto dos componentes de sensoriamento
Sensor Taxa de amostragem em Hertz
TinyOS MANTIS OS EPOS Hardware
ATMega128 ADC 8084 3685 24597 147456
ADXL202 7657 3401 21711 2000
ERT-J1VR103J 5766 3107 10999 N/D
Fotoce´lula CdSe 6009 3117 11121 N/D
HMC1002 7494 3408 23024 10
SHT11 6 — 10 2
Tabela 4.7: Taxa ma´xima de amostragem obtida
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permanec¸a a mesma, esta devera´ ser alterada levando em conta os detalhes da plataforma de hard-
ware na qual sera´ executada.
Um problema semelhante acontece na implementac¸a˜o para o sistema operacional MAN-
TIS OS. A leitura do sensor e´ feita atrave´s de uma func¸a˜o para leitura de dispositivos, que toma
como paraˆmetro o dispositivo fı´sico que a aplicac¸a˜o deseja ler. Evidentemente o modelo fı´sico de
sensor varia de plataforma para plataforma, e a aplicac¸a˜o na˜o sera´ porta´vel entre plataformas dife-
rentes, mesmo quando mante´m a mesma funcionalidade. Este problema poderia ser parcialmente
resolvido no Mantis atrave´s de mecanismos de substituic¸a˜o textual que indicassem que, por exem-
plo, na plataforma Mica, o sı´mbolo Temperature Sensor denota DEV MICA2 TEMP. Esta
continuaria, entretanto, sendo uma soluc¸a˜o bastante deselegante e ineficiente, tendo em vista que o
me´todo dev read agrega co´digo para leitura de todos os dispositivos disponı´veis na plataforma,
mesmo quando alguns destes na˜o sa˜o utilizados.
A implementac¸a˜o para o sistema EPOS na˜o apresenta nenhuma dependeˆncia para com o hard-
ware de destino, a na˜o ser a exigeˆncia de que este possua um sensor do tipo utilizado disponı´vel,
sendo perfeitamente porta´vel entre plataformas que satisfac¸am este requisito. A selec¸a˜o dos me-
diadores de hardware adequados e´ feita pelo framework do sistema, levando em considerac¸a˜o as
interfaces utilizadas pela aplicac¸a˜o e a plataforma alvo indicada pelo programador.
Capı´tulo 5
Conclusa˜o e trabalhos futuros
Este trabalho apresentou um estudo das tecnologias e aplicac¸o˜es de redes de sensores sem
fios e, a partir deste, levantou uma se´rie de requisitos de sistema operacional. Confrontando estes
requisitos com as caracterı´sticas dos diversos projetos de pesquisa que se propuseram a tratar o
problema de suporte de sistema para redes de sensores sem fios, constatou-se que a maioria deles
falha em tratar principalmente dois dos requisitos levantados: abstrac¸a˜o unificada e eficiente de
hardware de sensoriamento e configurac¸a˜o transparente do canal de comunicac¸a˜o.
No TinyOS, o sistema operacional mais utilizado para redes de sensores sem fios na atuali-
dade, na˜o ha´ abstrac¸o˜es independentes de plataforma especı´ficas para dispositivos sensores ale´m
da interface de canal de ADC. Isto faz com que as aplicac¸o˜es tenham que completar a funcionali-
dade dos drivers de sensores, comprometendo a portabilidade das mesmas. O MANTIS OS, um
sistema inspirado em UNIX para redes de sensores sem fios, utiliza func¸o˜es em estilo POSIX para
abstrac¸a˜o de hardware. Cada func¸a˜o recebe como paraˆmetro o dispositivo a ser tratado, e uma
tabela de ponteiros para func¸o˜es redireciona em tempo de execuc¸a˜o as chamadas gerais a`s cha-
madas especı´ficas. Os paraˆmetros das func¸o˜es sa˜o especı´ficos para cada dispositivo, e cada driver
de sensor tem semaˆntica especı´fica. O SOS, um sistema dinaˆmicamente reconfigura´vel para redes
de sensores, utiliza mo´dulos carrega´veis para abstrair dispositivos de hardware. Atrave´s destes,
um sensor analo´gico conecta-se a um canal de ADC e registra um tipo de sensor (e.g. PHOTO).
Quando a aplicac¸a˜o requisita dados de um tipo de sensor, o nu´cleo do sistema envia o pedido para
o driver registrado e recebe a leitura de ADC apropriada. Neste sistema, a abstrac¸a˜o do subsistema
de sensoriamento e´ independente de plataforma, mas o registro de drivers e a troca de mensagens
entre mo´dulos no SOS ocasionam sobrecusto de execuc¸a˜o incompatı´vel com as caracterı´sticas de
hardware dos nodos de redes de sensores.
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No que diz respeito a` configurac¸a˜o do canal de comunicac¸a˜o, a implementac¸a˜o do protocolo
de controle de acesso ao meio B-MAC para o TinyOS permite configurac¸a˜o dinaˆmica e esta´tica dos
paraˆmetros ba´sicos de comunicac¸a˜o (e.g. frequeˆncia, poteˆncia de transmissa˜o). A configurac¸a˜o
dinaˆmica implica na inclusa˜o de algorı´tmos complexos para ca´lculos de valores de registrado-
res de hardware. A configurac¸a˜o esta´tica depende de paraˆmetros especı´ficos de compilac¸a˜o ou
interfereˆncia direta do usua´rio no sistema. No mesmo sistema, o protocolo S-MAC apresenta
um projeto monilı´tico e pouco configura´vel, otimizado para determinadas cargas de trabalho. ´E
possı´vel trocar uma pilha de comunicac¸a˜o por outra mas, dadas as diferenc¸as entre servic¸os e
interfaces das diferentes soluc¸o˜es, aplicac¸o˜es projetadas com uma soluc¸a˜o dificilmente sera˜o dire-
tamente porta´veis para outra. Ale´m disto, este tipo de configurac¸a˜o exige interfereˆncia do usua´rio
na estrutura do sistema. Os sistemas MANTIS OS e SOS, apesar de permitirem o uso de dife-
rentes implementac¸o˜es de protocolos, na˜o apresentam preocupac¸a˜o especı´fica com a configurac¸a˜o
do canal de comunicac¸a˜o, ale´m dos paraˆmetros ba´sicos de frequ¨eˆncia, modulac¸a˜o e poteˆncia de
transmissa˜o.
A principal contribuic¸a˜o desta dissertac¸a˜o e´ o projeto e implementac¸a˜o de um ambiente de
suporte a` execuc¸a˜o de aplicac¸o˜es em redes de sensores sem fios, baseado no sistema operacio-
nal EPOS. O desenvolvimento deste ambiente incluiu um porte do sistema EPOS para a plata-
forma de sensoriamento Mica2, o projeto e implementac¸a˜o do protocolo de controle de acesso
ao meio C-MAC (Configurable MAC) e um sistema de aquisic¸a˜o de dados de sensores. O pro-
jeto e implementac¸a˜o modular do protocolo C-MAC permitem que aplicac¸o˜es configurem o ca-
nal de comunicac¸a˜o de acordo com suas necessidades. O protocolo agrega diferentes servic¸os
(e.g. sincronizac¸a˜o, detecc¸a˜o de dados, sinais de confirmac¸a˜o, contenc¸a˜o, envio e recepc¸a˜o), im-
plementados sob diferentes estrate´gias. Aplicac¸o˜es podem configurar diferentes paraˆmetros de
configurac¸a˜o em tempo de compilac¸a˜o e execuc¸a˜o. Testes do C-MAC no EPOS apresentaram re-
sultados de vaza˜o e taxa de recepc¸a˜o na rede equivalentes ou melhores do que o protocolo B-MAC
no TinyOS, quando os dois protocolos foram configurados de maneira ideˆntica. O sistema de
aquisic¸a˜o de dados de sensor desenvolvido e´ capaz de abstrair famı´lias de dispositivos sensores de
maneira uniforme, sem ocasionar sobrecusto excessivo, e apresenta vantagens significativas com
relac¸a˜o a outras soluc¸o˜es encontradas em outros sistemas operacionais para redes de sensores.
Concomitante a` fase final deste trabalho deu-se o desenvolvimento do sistema TinyOS 2.0,
que apresenta um novo projeto para o sistema e incorpora novas soluc¸o˜es para abstrac¸a˜o de hard-
ware e, em particular, um novo subsistema de sensoriamento, que apresenta uma interface inde-
pendente de plataforma similar a` apresentada neste trabalho. O sistema MANTIS OS, por sua vez,
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iniciou a migrac¸a˜o para um novo sistema de compilac¸a˜o, que permite configurac¸a˜o especı´fica para
aplicac¸o˜es individuais, diminuindo a quantidade de co´digo objeto redundante a`s aplicac¸o˜es. Es-
tas novas direc¸o˜es de desenvolvimento de ambos sistemas esta˜o alinhadas aos princı´pios descritos
neste trabalho, e corroboram o projeto apresentado nesta dissertac¸a˜o.
As pro´ximas etapas de desenvolvimento do C-MAC devera˜o permitir um grau maior de
configurac¸a˜o, incluindo possibilidade de sincronizac¸a˜o global na rede, e perı´odo ativo adaptativo.
O C-MAC devera´ tambe´m ser integrado a` estruturas de roteamento no EPOS. A implementac¸a˜o do
sistema de localizac¸a˜o HECOPS [RF06a, RF06b] utiliza os sistemas de comunicac¸a˜o e sensoria-
mento desenvolvidos nesta dissertac¸a˜o para estimar as posic¸o˜es de nodos em uma rede de sensores
sem fios, atrave´s da forc¸a de sinal obtida na comunicac¸a˜o entre os nodos. O sistema de gerencia
do consumo de energia proposto por Hoeller [HWF06b, HWdO+06, HWF06a] adiciona me´todos
para controle de energia aos componentes apresentados nesta dissertac¸a˜o permitindo, por exemplo,
desligar ou colocar em modo de baixo consumo de energia um componente ou subsistema.
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