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Abstract
In this paper we consider big Ramsey degrees of finite chains in
countable ordinals. We prove that a countable ordinal has finite big
Ramsey degrees if and only if it is smaller than ωω. Big Ramsey degrees
of finite chains in all other countable ordinals are infinite.
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1 Introduction
The infinite version of Ramsey’s Theorem claims that for any k > 2, n > 1
and an arbitrary coloring χ :
(
ω
n
)
→ k of n-element subsets of ω with k colors
there exists an infinite U ⊆ ω such that χ(X) = χ(Y ) for all X,Y ∈
(
U
n
)
.
In symbols, ω −→ (ω)nk . Interestingly, the same is not true for Q. One
can easily produce a Sierpin´ski-style coloring of two-element subchains of
Q with two colors and with no monochromatic subchain isomorphic to Q.
So, Q −→/ (Q)22. However, Galvin showed in [4, 5] that for every coloring
χ :
(
Q
2
)
→ k there is an oligochromatic copy of Q in the following sense: for
every coloring of 2-element subsets of Q with k colors there is a U ⊆ Q order-
isomorphic to Q such that the 2-element subsets of U attain at most two
colors. In symbols: Q −→ (Q)2k,2. This observation was later generalized
by Devlin in [1]. For each n > 1 Devlin found a positive integer Tn so that
Q −→ (Q)nk,Tn for every n > 1 and k > 2. The integer Tn is referred to as
the big Ramsey degree of n in Q following Kechris, Pestov and Todorcˇevic´ [8]
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where big Ramsey degrees were first introduced in the context of structural
Ramsey theory.
In general, an integer T > 1 is a big Ramsey degree of a finite chain n
in a chain C if it is the smallest positive integer such that
C −→ (C)nk,T for all k > 2.
If no such T exists, we say that n does not have big Ramsey degree in C. We
denote the big Ramsey degree of n in C by T (n,C), and write T (n,C) =∞
if n does not have the big Ramsey degree in C. A chain C has finite big
Ramsey degrees if T (n,C) < ∞ for all integers n > 1. In this parlance the
infinite version of the Ramsey’s theorem takes the following form:
Theorem 1.1 (Ramsey’s Theorem, infinite version). T (n, ω) = 1 for every
integer n > 1. 
Recall that a countable chain is scattered if it does not embed the chain of
the rationals Q. Otherwise it is referred to as non-scattered. With Devlin’s
result [1] at hand, computing big Ramsey degrees of finite chains in countable
non-scattered chains is surprisingly easy. For chains C and D write C 4 D
if there is an embedding C →֒ D, and write C ∼ D whenever C 4 D and
D 4 C. Then it is easy to see that C ∼ D implies that T (n,C) = T (n,D)
for all n > 1. Therefore, for every non-scattered countable chain C we have
that T (n,C) = Tn, n > 1, because C ∼ Q.
When it comes to scattered countable chains the situation turns out to
be much more complex. Laver proved in [9] that T (1, S) < ∞ for every
scattered chain S. In case of ordinals a proof of a more general result can
be found in [3, p. 189]: one first shows that T (1, ωα) = 1 for every ordinal
α and the Cantor Normal Form Theorem then yields T (1, α) <∞ for every
ordinal α.
In this paper we consider the big Ramsey degrees T (n, α) for a countable
ordinal α and 2 6 n < ω. Our main result is
Theorem (Theorem 6.4). Let α be a countable ordinal.
(a) If α < ωω then T (n, α) <∞ for all 2 6 n < ω.
(b) If α > ωω then T (n, α) =∞ for all 2 6 n < ω. 
In Section 2 we just fix some standard notions and notation.
In Sections 3, 4 and 5 we show that if α is a countable ordinal with finite
big Ramsey degrees, then so are α + m, α · m and αm where m < ω. In
Section 6 we then prove the main result of the paper.
The interest in Ramsey degrees T (n, ωm) is far from new. It was estab-
lished quite some time ago that:
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Theorem 1.2. T (n, ωm) <∞ for all 1 6 n,m < ω. 
A proof of this in case n = 2 (which easily generalizes to other values of n)
can be found in [12, Theorem 7.2.7]. Moreover, Galvin established that the
sequence T (n, ω2) coincides with the OEIS sequence A000311, a sequence
first studied by Ernst Schro¨der in 1870. He was motivated by the observation
that, if U is a free ultrafilter on ω, and if t = T (n, ω2), then the partition
relation ω −→ (U)nt,t−1 implies that U is a P -point [6]. Galvin’s strategy can
be applied to compute the values of T (n, ωm) for all finite n and m.
If one wants to show that T (n, α) <∞ for an ordinal α < ωω an obvious
line of attack would be to start from Theorem 1.2 and, working “bottom-up,”
propagate the property of having finite big Ramsey degrees to finite sums of
finite powers of ω (since countable ordinals smaller than ωω can be expressed
as ωd0 ·c0+ω
d1 ·c1+. . .+ω
dk−1 ·ck−1 where both d0 > d1 > . . . > dk−1 > 0 and
c0, c1, . . . , ck−1 > 1 are integers). Unfortunately, we were unable to do that.
We, however, managed to apply the “top-down” approach because it is easy
to show that the property of having finite big Ramsey degrees propagates
from finite sums of finite powers of ω to their subsums (Lemma 6.2). Having
shown that α +m, α ·m and αm, m < ω, have finite big Ramsey degrees
whenever this holds for a countable ordinal α (Theorems 3.2, 4.4 and 5.4),
we conclude that every ordinal of the form (ω · c + 1)d, where c, d < ω,
has finite big Ramsey degrees. For appropriately chosen c and d we expand
this expression and pass to a subsum to get the result for an arbitrary
ordinal α < ωω.
We then move on to show that T (n, α) =∞ whenever n > 2 and α > ωω.
Our starting point is an unpublished result of Galvin about square bracket
partition relations which express “strong counterexamples” to ordinary par-
tition relations. For chains C, D0, D1, D2, . . . , and n < ω write
C −→ [D0,D1,D2, . . .]
n
to denote that for every coloring χ : Emb(n,C) → ω there is an i < ω and
a subchain S ⊆ C such that S ∼= Di and i /∈ χ(Emb(n, S)).
Erdo˝s and Hajnal note in [2, p. 275] that in 1971 Galvin proved the
following:
Theorem 1.3 (Galvin 1971). If S is a scattered chain that contains no
uncountable well-ordered subsets then S 6−→ [ω, ω2, ω2, ω3, ω3, . . .]2. 
A proof of this result can be found in [11, p. 234]. As an immediate con-
sequence of Theorem 1.3 we get that T (n, ωα) = ∞ for every countable
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ordinal α > ω (Lemma 6.3). The conclusion then follows by another appli-
cation of Lemma 6.2.
In some fairly simple cases we were able to compute the exact big Ramsey
degrees. In Section 3 we show that T (n, ω +m) =
∑n
j=0
(
m
j
)
for all n > 2
and m > 1, while in Section 4 we show that T (n, ω ·m) = mn. As a spin-off
in Section 4 we prove Corollary 4.9 which we see as an infinite analogue of
the Finite Product Ramsey Theorem:
Theorem 1.4 (Finite Product Ramsey Theorem [7]). For every choice of
integers p > 1, n0, . . . , np−1 > 1, m0 > n0, . . . , mp−1 > np−1, and k > 2,
there are integers ℓ0 > m0, . . . , ℓp−1 > mp−1 such that for all finite sets L0 of
size ℓ0, . . . , Lp−1 of size ℓp−1 and for every coloring χ :
(
L0
n0
)
×. . .×
(
Lp−1
np−1
)
→ k
there exist M0 ⊆ L0 of size m0, . . . , Mp−1 ⊆ Lp−1 of size mp−1 such that
χ(A0, . . . , Ap−1) = χ(B0, . . . , Bp−1) for all (A0, . . . , Ap−1), (B0, . . . , Bp−1) ∈(
M0
n0
)
× . . .×
(
Mp−1
np−1
)
. 
It is a well-known fact (see [7]) that the analogue of the above theorem fails
in the infinite case. One can easily construct a coloring χ :
(
ω
1
)
×
(
ω
1
)
→ 2
such that no infinite subsets S, T ⊆ ω have the property that
(
S
1
)
×
(
T
1
)
is monochromatic. However, we can prove that for any choice of integers
p > 1, n0, . . . , np−1 > 1 and for any coloring χ :
(
ω
n0
)
× . . . ×
(
ω
np−1
)
→ k
there is an infinite S ⊆ ω such that on the set
(
S
n0
)
× . . .×
(
S
np−1
)
the coloring
χ attains at most
∑N
j=1 j!
{
N
j
}
colors, where N = n0 + n1 + . . . + ns−1 and{
n
k
}
is the Stirling number of the second kind. To put it briefly, although
in the infinite case we do not necessarily have a monochromatic subset, we
can always prove the existence of an oligochromatic one.
We have seen that big Ramsey degrees of finite chains can be computed
in ω (infinite version of Ramsey’s theorem) and in Q (Devlin’s result [1]).
In Section 7 we do justice to another famous countable chain: we compute
big Ramsey degrees of finite chains in Z.
2 Preliminaries
A chain is a pair (A,<) where < is a linear order on A. If we wish to stress
that two chains are isomorphic as ordered sets we shall say that they are
order-isomorphic.
Let (Ai, <i) be chains, i < k. The linear orders <i, i < k, induce the an-
tilexicographic order <alex on A0× . . .×Ak−1 as follows: (a0, . . . , ak−1) <alex
(b0, . . . , bk−1) iff there is an s < k such that as <s bs, and aj = bj for all
j > s.
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For a well-ordered set A let tp(A) denote the order type of A, that is, the
unique ordinal α which is order-isomorphic to A. Let (Aξ)ξ∈I be a sequence
of well-ordered sets indexed by a well-ordered set I. Then by
∑
ξ∈I Aξ we
denote the well-ordered set (
⋃
ξ∈I Aξ ×{ξ}, <alex ). If I = m we shall simply
write A0+. . .+Am−1 instead of
∑
ξ∈mAξ. In particular, A·m = A+ . . .+A︸ ︷︷ ︸
m
.
For another sequence (Bξ)ξ∈I of well-ordered sets indexed by I and for
a sequence (fξ)ξ∈I of maps fξ : Aξ → Bξ, ξ ∈ I, there is a unique map∑
ξ∈I fξ :
∑
ξ∈I Aξ →
∑
ξ∈I Bξ which takes (γ, ξ) to (fξ(γ), ξ).
For well-ordered sets A and B we let A · B = tp(A × B,<alex ) and
Am = (A× . . .×A︸ ︷︷ ︸
m
, <alex ).
If (αξ)ξ∈I is a sequence of ordinals indexed by a well-ordered set I then∑
ξ∈I αξ = tp
(⋃
ξ∈I αξ × {ξ}, <alex
)
. If I = m we shall simply write α0 +
. . . + αm−1 instead of
∑
ξ∈m αξ. For ordinals α and β we have that α · β =
tp(α× β,<alex ) and α
m = α · . . . · α︸ ︷︷ ︸
m
.
For the sake of simplicity we use the same notation for the operations
on well-ordered sets and for the operations on ordinals. Moreover, in some
proofs we shall move freely between
∑
ξ∈I αξ and
(⋃
ξ∈I αξ × {ξ}, <alex
)
,
and between α · β and (α × β,<alex ). We believe that the context will
always be sufficient to enable the correct parsing of the symbols.
A total quasiorder is a reflexive and transitive binary relation such that
each pair of elements of the underlying set is comparable. Each total qua-
siorder σ on a set I induces an equivalence relation ≡σ on I and a linear
order ≺σ on I/≡σ in a natural way: i ≡σ j if (i, j) ∈ σ and (j, i) ∈ σ, while
(i/≡σ) ≺σ (j/≡σ) if (i, j) ∈ σ and (j, i) /∈ σ.
Let C be a chain and n a finite chain. Then the set of all the n-element
subchains of C clearly corresponds to the set Emb(n,C) of all the embed-
dings n →֒ C. This is why we formally introduce big Ramsey degrees as fol-
lows. For chains A, B, C and integers k > 2 and t > 1 we write C −→ (B)Ak,t
to denote that for every k-coloring χ : Emb(A,C) → k there is an embed-
ding w ∈ Emb(B,C) such that |χ(w ◦Emb(A,B))| 6 t. For a chain C and a
finite chain n we say that n has finite big Ramsey degree in C if there exists
a positive integer t such that for each k > 2 we have that C −→ (C)nk,t.
Equivalently, a finite chain n has finite big Ramsey degree in a chain C
if there exists a positive integer t such that for every k > 2 and every k-
coloring χ : Emb(n,C) → k there is a U ⊆ C order-isomorphic to C such
that |χ(Emb(n,U))| 6 t. The least such t is then denoted by T (n,C). If
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such a t does not exist we say that A does not have finite big Ramsey degree
in C and write T (A,C) =∞. We say that a chain C has finite big Ramsey
degrees if T (n,C) <∞ for all n > 1. For any chain C we let T (0, C) = 1 by
definition.
Let us show that T is monotonous in the first argument whenever the
big Ramsey degrees are calculated in a limit ordinal.
Lemma 2.1. Let α be a limit ordinal and m,n < ω. If m 6 n then
T (m,α) 6 T (n, α).
Proof. Let T (n, α) = t ∈ N. Take any k > 2 and let χ : Emb(m,α) → k be
a coloring. Define χ′ : Emb(n, α)→ k by χ′(h) = χ(h↾m). Then there is an
S ⊆ α order-isomorphic to α such that |χ′(Emb(n, S))| 6 t. Since S is order-
isomorphic to a limit ordinal, everym-element subchain of S can be extended
to an n-element subchain of S, whence χ(Emb(m,S)) ⊆ χ′(Emb(n, S)).
Therefore, |χ(Emb(n, S))| 6 t. 
3 Adding a finite ordinal
For a well-ordered set A and an embedding f : n →֒ A + m recall that
f(i) = (a, 0) for some a ∈ A or f(i) = (j, 1) for some j ∈ m. Let
tp(f) = {j ∈ m : (∃i ∈ n)f(i) = (j, 1)}.
denote the additive type of f . For an additive type τ ⊆ m let
Embτ (n,A+m) = {f ∈ Emb(n,A+m) : tp(f) = τ}.
Lemma 3.1. Let A be a countable well-ordered set with finite big Ramsey
degrees. Fix integers n > 1 and m > 1. For every additive type τ ⊆ m with
|τ | 6 n, every k > 2 and every coloring χ : Embτ (n,A+m) → k there is a
U ⊆ A order-isomorphic to A such that |χ(Embτ (n,U+m))| 6 T (n−|τ |, A).
(Recall that T (0, A) = 1 by definition.)
Proof. Assume, first, that |τ | = n. Then for every U ⊆ A we have that
|Embτ (n,U +m)| = 1, whence |χ(Embτ (n,U +m))| = 1 = T (0, A). So, let
s = |τ | < n and let Φ : Embτ (n,A +m) → Emb(n − s,A) be the bijection
that takes f ∈ Embτ (n,A + m) to f↾n−s ∈ Emb(n − s,A). Fix a k > 2
and a coloring χ : Embτ (n,A + m) → k. Let χ
′ : Emb(n − s,A) → k be
the coloring defined by χ′(f) = χ(Φ−1(f)). Then by the assumption that
A has finite big Ramsey degrees there is a U ⊆ A order-isomorphic to A
such that |χ′(Emb(n− s, U))| 6 T (n− s,A). But then it easily follows that
|χ(Embτ (n,U +m))| 6 T (n− s,A). 
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Theorem 3.2. Let α be a countable ordinal with finite big Ramsey degrees.
Then α+m has finite big Ramsey degrees for all m > 1. More precisely,
T (n, α+m) 6
n∑
j=0
(
m
j
)
· T (n− j, α),
where we take T (0, α) = 1 and
(
m
j
)
= 0 whenever m < j.
Proof. Let Q = {τ ⊆ m : |τ | 6 n} be the set of all the additive types
realized by members of Emb(n, α +m). Let Q = {τ0, τ1, . . . , τt−1} so that
|Q| = t. Fix a k > 2 and a coloring χ : Emb(n, α+m)→ k. By Lemma 3.1
there is a U0 ⊆ α order-isomorphic to α such that
|χ(Embτ0(n,U0 +m))| 6 T (n− |τ0|, α).
By the same lemma for each j ∈ {1, . . . , t− 1} we then inductively obtain a
Uj ⊆ Uj−1 order-isomorphic to Uj−1 (and hence to α) such that
|χ(Embτj (n,Uj +m))| 6 T (n− |τj |, α).
Then, using the fact that Ut−1 ⊆ Uj we have that
|χ(Emb(n,Ut−1 +m))| =
∑
j<t
|χ(Embτj (n,Ut−1 +m))|
6
∑
j<t
|χ(Embτj (n,Uj +m))|
6
∑
j<t
T (n− |τj|, α) =
n∑
j=0
(
m
j
)
· T (n− j, α). 
Corollary 3.3. For all m > 1 and n > 1 we have that
T (n, ω +m) =
n∑
j=0
(
m
j
)
,
where we take
(
m
j
)
= 0 whenever m < j. In particular, if n > m then
T (n, ω +m) = 2m.
Proof. It immediately follows from Theorem 3.2 that
T (n, ω +m) 6
n∑
j=0
(
m
j
)
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since T (j, ω) = 1 for all j > 0. In order to conclude the proof we have
to show that there exists a k > t and a coloring χ : Emb(n, ω + m) → k
such that |χ(Emb(n,U + m))| > t for every infinite U ⊆ ω, but that is
straightforward. Take k = t and consider
χ∗ : Emb(n, ω +m)→ t
such that χ∗(f) = j if and only if tp(f) = τj. Then it is easy to see that for
every infinite U ⊆ ω members of Emb(n,U +m) realize all the types from
Q, so |χ∗(Emb(n,U +m))| = t. 
4 Multiplying by a finite ordinal
Let A be a well-ordered set and let f : n →֒ A ·m be an embedding. For
each i < n we take that f(i) = (a, ℓ) where a ∈ α and ℓ ∈ m. Therefore, we
refer to π0(f(i)) = a as the value of f(i), and to π1(f(i)) = ℓ as the level of
f(i). Let
val(f) = A↾{π0(f(i)):i∈n}
denote the subchain of A induced by the values of f . The multiplicative type
of f is a tuple
tp(f) = (p0, p1, . . . , pm−1, σ),
where
• pℓ is the number of those i < n such that f takes i to the ℓth level
(note that 0 6 pℓ 6 n and p0 + p1 + · · ·+ pm−1 = n); and
• σ is a total quasiorder on n defined by (i, j) ∈ σ iff π0(f(i)) 6 π0(f(j)).
A tuple τ = (p0, p1, . . . , pm−1, σ) is an (n,m)-multiplicative type if τ =
tp(f) for some embedding f : n →֒ A · m. Clearly, given finite n and
m, there are only finitely many (n,m)-multiplicative types. The number
|n/≡σ| will be referred to as the rank of τ and denoted by r(τ). Note that if
tp(f) = τ then r(τ) is equal to the length of the chain val(f). Given finite
n and m, each embedding f : n →֒ A ·m is uniquely determined by the pair
(tp(f), val(f)). For an (n,m)-multiplicative type τ let
Embτ (n,A ·m) = {f ∈ Emb(n,A ·m) : tp(f) = τ}.
8
876543210 . . .0 :
876543210 . . .1 :
876543210 . . .2 :
876543210 . . .3 :
9
9
9
9
f(0) f(1) f(2)
f(3) f(4) f(5)
f(6)
f(7) f(8)
Figure 1: An embedding 9 →֒ ω · 4
Example 4.1. Consider the embedding f : 9 →֒ ω · 4 given by
f =
(
0 1 2 3 4 5 6 7 8
(2, 0) (3, 0) (8, 0) (1, 1) (3, 1) (5, 1) (8, 1) (3, 3) (9, 3)
)
(see Fig. 1). Then val(f) = {1 < 2 < 3 < 5 < 8 < 9}, while tp(f) =
(3, 4, 0, 2, σ) where σ = {3 ≺ 0 ≺ 1 ≡ 4 ≡ 7 ≺ 5 ≺ 2 ≡ 6 ≺ 8}. Clearly, ≡σ
has 6 blocks {3|0|1, 4, 7|5|2, 6|8}, and the length of the chain val(f) is 6.
Example 4.2. Let n = 7 and m = 5, and consider the pair (τ, V ) where
V = {13 < 19 < 25 < 43} and τ = (0, 2, 1, 0, 4, {3 ≺ 1 ≺ 0 ≡ 2 ≡ 6 ≺
4 ≡ 5}). Let us show that there is a unique embedding f : 7 →֒ ω · 5 such
that (tp(f), val(f)) = (τ, V ). From the sequence (0, 2, 1, 0, 4) we can easily
reconstruct the levels:
f =
(
0 1 2 3 4 5 6
(?, 1) (?, 1) (?, 2) (?, 4) (?, 4) (?, 4) (?, 4)
)
,
while V and σ provide information on the values: f(3) has the smallest
value, so it has to be 13, f(1) takes the next value, 19, then come f(0), f(2)
and f(6) with the same value 25, and finally f(4) and f(5) have the same
value 43:
f =
(
0 1 2 3 4 5 6
(25, 1) (19, 1) (25, 2) (13, 4) (43, 4) (43, 4) (25, 4)
)
.
Lemma 4.3. Let A be a countable well-ordered set with finite big Ramsey
degrees. Fix integers n > 1 and m > 1. Then for every (n,m)-multiplicative
type τ , every k > 2 and every coloring χ : Embτ (n,A ·m) → k there is a
U ⊆ A order-isomorphic to A such that
|χ(Embτ (n,U ·m))| 6 T (r(τ), A).
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Proof. Fix n, m and τ as in the formulation of the lemma and let r = r(τ).
Recall that each embedding f : n →֒ A ·m is uniquely determined by the
pair (tp(f), val(f)). Moreover, given a v ∈ Emb(r,A) there is a unique
embedding fv : n →֒ A ·m with tp(fv) = τ and val(fv) = v. Therefore,
val : Embτ (n,A ·m)→ Emb(r,A)
is a bijection. Take any k > 2, a coloring χ : Embτ (n,A · m) → k, and
construct a coloring χ′ : Emb(r,A) → k by χ′(v) = χ(fv). As we have just
seen, this coloring is well defined. Since T (r,A) < ∞ there is a U ⊆ A
order-isomorphic to A and a set of colors C ⊆ k such that |C| 6 T (r,A) and
χ′(Emb(r, U)) ⊆ C. But then it is easy to see that
χ(Embτ (n,U ·m)) ⊆ C
because χ(f) = χ′(val(f)) for all f ∈ Embτ (n,U ·m). 
Theorem 4.4. Let α be a countable ordinal with finite big Ramsey degrees.
Then α ·m has finite big Ramsey degrees for every integer m > 1.
Proof. Fix n > 1 and m > 1 and let τ0, τ1, . . . , τt−1 be all the (n,m)-
multiplicative types. We are going to show that
T (n, α ·m) 6
∑
j<t
T (r(τj), α) <∞.
Take any k > 2 and any coloring χ : Emb(n, α ·m) → k. By Lemma 4.3
there is a U0 ⊆ α order-isomorphic to α such that
|χ(Embτ0(n,U0 ·m))| 6 T (r(τ0), α).
By the same lemma for each j ∈ {1, . . . , t− 1} we can inductively construct
a Uj ⊆ Uj−1 order-isomorphic to Uj−1 (and hence to α) such that
|χ(Embτj (n,Uj ·m))| 6 T (r(τj), α).
Then, having in mind that Ut−1 ⊆ Uj ,
|χ(Emb(n,Ut−1 ·m))| =
∑
j<t
|χ(Embτj (n,Ut−1 ·m))|
6
∑
j<t
|χ(Embτj (n,Uj ·m))| 6
∑
j<t
T (r(τj), α). 
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Another consequence of Lemma 4.3 is the following product Ramsey
theorem.
Theorem 4.5. Let α be a countable ordinal with finite big Ramsey degrees.
For any choice of integers s > 1 and n0, . . . , ns−1 > 1 there is an integer
t = t(α, n0, . . . , ns−1) such that for every k > 2 and for every coloring
χ : Emb(n0, α) × . . . × Emb(ns−1, α)→ k
there is a U ⊆ α order-isomorphic to α such that
|χ(Emb(n0, U)× . . .× Emb(ns−1, U))| 6 t.
Proof. Let N = n0 + . . . + ns−1 and let Q be the set of all the (N, s)-
multiplicative types of the form (n0, . . . , ns−1, σ) where σ is arbitrary. Note
that there are finitely many possibilities to choose σ so Q is finite. Put
t =
∑
τ∈Q T (r(τ), α).
Take any k > 2 and any coloring χ : Emb(n0, α)× . . .×Emb(ns−1, α)→
k. It is easy to see that
Φ : Emb(n0, α)× . . . × Emb(ns−1, α)→
⋃
τ∈Q
Embτ (N,α · s)
given by Φ(f0, . . . , fs−1) = f0 + . . .+ fs−1 is a bijection. So, let us define
χ′ :
⋃
τ∈Q
Embτ (N,α · s)→ k
by χ′(f) = χ(Φ−1(f)). We can now repeat the argument used in the proof
of Theorem 4.4 to show that there is a U ⊆ α order-isomorphic to α such
that ∣∣∣χ′( ⋃
τ∈Q
Embτ (N,U · s)
)∣∣∣ 6∑
τ∈Q
T (r(τ), α) = t.
Finally, note that the following restriction of Φ:
Φ′ : Emb(n0, U)× . . .× Emb(ns−1, U)→
⋃
τ∈Q
Embτ (N,U · s)
(which takes f to Φ(f), of course) is well-defined and a bijection. Therefore,
χ(Emb(n0, U)× . . .× Emb(ns−1, U)) = χ
′
( ⋃
τ∈Q
Embτ (N,U · s)
)
,
whence |χ(Emb(n0, U)× . . .× Emb(ns−1, U))| 6 t. 
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We conclude the section by specializing the above results for ω. Note,
first, that due to the infinite version of the Ramsey’s Theorem Lemma 4.3
takes the following form
Corollary 4.6. Fix integers n > 1 and m > 1. For every (n,m)-multipli-
cative type τ , every k > 2 and every coloring χ : Embτ (n, ω ·m)→ k there
is an infinite U ⊆ ω such that |χ(Embτ (n,U ·m))| = 1. 
An (n,m)-multiplicative type τ is strict if σ is a chain on n, or, equiva-
lently, if ≡σ is the trivial relation {(i, i) : i ∈ n}. Let Stp(n,m) denote the
set of all the strict (n,m)-multiplicative types.
Lemma 4.7. |Stp(n,m)| = mn.
Proof. Every strict (n,m)-multiplicative type τ = (p0, p1, . . . , pm−1, {i0 ≺
i1 ≺ · · · ≺ in−1}) can be represented by a word of length n over the alphabet
m = {0, 1, . . . ,m − 1} as follows: in the sequence (i0, i1, . . . , in−1) replace
0, . . . , p0−1 with 0 if p0 > 0, then replace p0, . . . , p0+p1−1 with 1 if p1 > 0,
then replace p0 + p1, . . . , p0 + p1 + p2 − 1 with 2 if p2 > 0, and so on.
For example, for n = 7, m = 4 and τ = (2, 0, 4, 1, {2 ≺ 6 ≺ 0 ≺ 3 ≺ 4 ≺
1 ≺ 5}) the sequence (2, 6, 0, 3, 4, 1, 5) is transformed by replacing 0 and 1
with 0, then 2, 3, 4 and 5 with 2, and 6 by 3 to get the word 2302202.
Conversely, any word w of length n over the alphabetm = {0, 1, . . . ,m−
1} uniquely determines a strict (n,m)-multiplicative type. First, let pi be
the number of occurrences of letter i in w, i < m. Then transform w into
a linear ordering of n as follows: if p0 > 0 replace all the 0’s by integers 0,
1, . . . , p0 − 1 going from left to right, then if p1 > 0 replace all the 1’s by
integers p0, p0 + 1, . . . , p0 + p1 − 1 going from left to right, and so on. For
example, starting from w = 2302202 we get first p0 = 2, p1 = 0, p2 = 4 and
p3 = 1, and then to get σ we replace the two 0’s with 0 and 1 (from left to
right), then the four 2’s by 2, 3, 4 and 5, and finally the remaining 3 by 6
to get 2 ≺ 6 ≺ 0 ≺ 3 ≺ 4 ≺ 1 ≺ 5. This correspondence is clearly bijective,
which proves the claim. 
Theorem 4.8. T (n, ω ·m) = mn, for all n > 1 and m > 1.
Proof. Having Lemma 4.7 in mind it suffices to show that T (n, ω · m) =
|Stp(n,m)|. Let τ0, τ1, . . . , τt−1 be all the (n,m)-multiplicative types (not
necessarily strict).
Let us first show that T (n, ω · m) 6 |Stp(n,m)|. Take any k > 2 and
any coloring χ : Emb(n, ω · m) → k. By Corollary 4.6 there is an infinite
S0 ⊆ ω such that |χ(Embτ0(n, S0 · m))| = 1. By the same for each j ∈
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{1, . . . , t − 1} we can inductively construct an infinite Sj ⊆ Sj−1 such that
|χ(Embτj (n, Sj ·m))| = 1. So,
|χ(Emb(n, St−1 ·m))| 6 t.
Let St−1 = {s0 < s1 < s2 < . . . }. Define U0, U1, . . . , Um−1 as follows:
U0 = {s0 < sm < s2m < . . . },
U1 = {s1 < sm+1 < s2m+1 < . . . },
...
Um−1 = {sm−1 < s2m−1 < s3m−1 < . . . }.
Then for each i < t we have that
|χ(Embτi(n,U0 + U1 + · · ·+ Um−1))| 6 1,
because U0 + U1 + · · · + Um−1 ⊆ St−1 ·m. Moreover, if the type τi is not
strict then
|χ(Embτi(n,U0 + U1 + · · ·+ Ut−1))| = 0
because there do not exist two identical values on different levels in U0 +
U1 + · · ·+ Um−1. Hence,
|χ(Emb(n,U0 + U1 + · · ·+ Um−1))| 6 |Stp(n,m)|.
To conclude the proof let us show that T (n, ω ·m) > |Stp(n,m)|. Let
Stp(n,m) = {τ∗0 , . . . , τ
∗
s−1} where s = |Stp(n,m)|. Define the coloring χ
∗ :
Emb(n, ω · n)→ s by
χ∗(f) =
{
i, tp(f) = τ∗i ,
0, otherwise (i.e. tp(f) is not strict).
It is obvious that for arbitrary infinite U0 ⊆ ω, U1 ⊆ ω, . . . , Um−1 ⊆ ω we
have that
|χ∗(Emb(n,U0 + U1 + · · ·+ Um−1))| = s
because all the strict types are realized in Emb(n,U0+U1+ · · ·+Um−1). 
By specializing Theorem 4.5 to ω we get the following infinite version of
the Product Ramsey Theorem, where
{
n
k
}
denotes the Stirling number of
the second kind.
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Corollary 4.9. Fix integers s > 1 and n0, . . . , ns−1 > 1. Then for every
k > 2 and for every coloring χ :
(
ω
n0
)
× . . . ×
(
ω
ns−1
)
→ k there is an infinite
U ⊆ ω such that
∣∣∣χ((Un0)× . . .× ( Uns−1))∣∣∣ 6 ∑Nj=1 j!{Nj }, where N = n0 +
n1 + . . . + ns−1.
This upper bound is tight in the following sense: for k =
∑N
j=1 j!
{
N
j
}
there is a coloring χ∗ :
(
ω
n0
)
× . . . ×
(
ω
ns−1
)
→ k such that for every infinite
U ⊆ ω we have that
∣∣∣χ∗ ((Un0)× . . .× ( Uns−1))∣∣∣ =∑Nj=1 j!{Nj }.
Proof. Let Q be the set of all the (N, s)-multiplicative types of the form
(n0, . . . , ns−1, σ) where σ is arbitrary. As in the proof of Theorem 4.5 we
conclude that there is an infinite U ⊆ ω such that
|χ(Emb(n0, U)× . . .× Emb(ns−1, U))| 6
∑
τ∈Q
T (r(τ), ω) = |Q|
by the infinite version of the Ramsey’s Theorem. But then it is easy to see
that |Q| =
∑N
j=1 j!
{
N
j
}
, the Nth ordered Bell number minus the 0th term.
To show that the upper bound is tight let us enumerate Q as {τ0, τ1,
. . . , τk−1}. Let
Φ : Emb(n0, ω)× . . .× Emb(ns−1, ω)→
⋃
τ∈Q
Embτ (N,ω · s)
be the bijection as in the proof of Theorem 4.5 and define
χ∗ : Emb(n0, ω)× . . .× Emb(ns−1, ω)→ k
by χ∗(f0, f1, . . . , fs−1) = j if and only if tp(Φ(f0, f1, . . . , fs−1)) = τj. Now,
take an arbitrary infinite U ⊆ ω and let us show that
Φ(Emb(n0, U)× . . .× Emb(ns−1, U)) =
⋃
τ∈Q
Embτ (N,U · s)
realizes all the types from Q. In other words, let us show that Embτ (N,U ·
s) 6= ∅ for every τ ∈ Q. But that is straightforward. Take any τ =
(n0, . . . , ns−1, σ) ∈ Q, let r = r(τ) and let u0 < u1 < . . . < ur−1 be an
arbitrary r-element chain of elements of U . As we have demonstrated in
Section 4 there is a unique g ∈ Emb(N,ω · s) with tp(g) = τ and val(g) =
{u0, u1, . . . , ur−1}. Then, clearly, g ∈ Embτ (N,U · s). 
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5 Raising to a finite power
Let A be a well-ordered set. SinceAm is order-isomorphic to (A× . . .×A︸ ︷︷ ︸
m
, <alex ),
for every embedding f : n →֒ Am and every i < n we can consider f(i) to
be an m-tuple of elements of A:
f(0) = (a00, a01, . . . , a0,m−1),
f(1) = (a10, a11, . . . , a1,m−1),
...
f(n− 1) = (an−1,0, an−1,1, . . . , an−1,m−1).
where the m-tuples are ordered antilexicographically:
(a00, a01, . . . , a0,m−1) <alex . . . <alex (an−1,0, an−1,1, . . . , an−1,m−1).
This, in turn, means that we can represent each embedding f : n →֒ Am
as an ordered tree tree(f) of height m with exactly n leaves where all the
vertices of the tree except for the root are labelled by the elements of A. The
fact that tree(f) is ordered means that for every vertex of the tree which is
not a leaf, the labels of all the immediate successors of the vertex form finite
chains of elements of A. Let tp(f) denote the unlabelled version of tree(f).
An unlabelled tree of height m and with exactly n leaves will be referred to
as an (n,m)-power type. For an (n,m)-power type τ let
Embτ (n,A
m) = {f ∈ Emb(n,Am) : tp(f) = τ}.
Example 5.1. Let f : 12 →֒ ω4 be the following embedding:
f(0)= (0, 1, 0, 0)
f(1)= (3, 1, 0, 0)
f(2)= (1, 3, 6, 0)
f(3)= (1, 3, 6, 0)
f(4)= (5, 7, 0, 2)
f(5)= (0, 8, 1, 2)
f(6)= (1, 1, 3, 2)
f(7)= (4, 0, 2, 5)
f(8)= (1, 1, 2, 5)
f(9)= (3, 1, 2, 5)
f(10)= (5, 1, 4, 5)
f(11)= (7, 2, 4, 5)
Fig. 2 (a) depicts tree(f), and Fig. 2 (b) depicts tp(f).
For an embedding f : n →֒ Am let val(f) denote the tuple of all the finite
subchains of A that appear as ordered immediate successors of non-leaves
of tree(f), where the subchains are listed from top to bottom, and from left
to right. Given finite n and m, each embedding f : n →֒ Am is uniquely
determined by the pair (tp(f), val(f)).
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0 3 1 2 5 0 1 4 1 3 5 7
1 3 7 8 1 0 1 1 2
0 6 0 1 3 2 4
0 2 5
(a)
(b)
Figure 2: A tree representation and a type of an embedding 12 →֒ ω4
Example 5.2. For the embedding f : 12 →֒ ω4 in Example 5.1 we have
that
val(f) = (0 < 2 < 5, 0 < 6, 0 < 1 < 3, 2 < 4, 1, 3,
7, 8, 1, 0 < 1, 1 < 2, 0 < 3, 1 < 2, 5,
0, 1, 4, 1 < 3, 5, 7).
Clearly, given an (n,m)-power type such as the one in Fig. 2 (b) and an
appropriate sequence of finite subchains of α such as the one above, one can
uniquely reconstruct the tree of the embedding, and hence the embedding
itself.
Lemma 5.3. Let A be a countable well-ordered set with finite big Ramsey
degrees. Fix integers n > 1 and m > 1. Then for every (n,m)-power type τ
there is an integer t = t(τ) such that every k > 2 and every coloring
χ : Embτ (n,A
m)→ k
there is a U ⊆ A order-isomorphic to A such that
|χ(Embτ (n,U
m))| 6 t.
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Proof. Fix n, m and τ as in the formulation of the lemma. Recall that each
embedding f : n →֒ Am is uniquely determined by the pair (tp(f), val(f)).
Moreover, for appropriately chosen n0, n1, . . . , ns−1 > 1 (that depend on τ
only), given a v ∈ Emb(n0, A)×Emb(n1, A)× . . .×Emb(ns−1, A) there is a
unique embedding fv : n →֒ A
m with tp(fv) = τ and val(fv) = v. Therefore,
val : Embτ (n,A
m)→ Emb(n0, A)× Emb(n1, A)× . . .× Emb(ns−1, A)
is a bijection. Let t be an integer whose existence is guaranteed by Theo-
rem 4.5.
Take any k > 2, a coloring χ : Embτ (n,A · m) → k, and construct
a coloring χ′ : Emb(n0, A) × Emb(n1, A) × . . . × Emb(ns−1, A) → k by
χ′(v) = χ(fv). As we have just seen, this coloring is well defined. By
Theorem 4.5 there is a U ⊆ A order-isomorphic to A such that
|χ′(Emb(n0, U)× . . . × Emb(ns−1, U))| 6 t.
But then it is easy to see that |χ(Embτ (n,U
m))| 6 t because χ(f) =
χ′(val(f)) for all f ∈ Embτ (n,U
m). 
Theorem 5.4. Let α be a countable ordinal with finite big Ramsey degrees.
Then αm has finite big Ramsey degrees for every integer m > 1.
Proof. Fix n > 1 and m > 1 and let τ0, τ1, . . . , τs−1 be all the (n,m)-power
types. Let tj = t(τj), j < s, be the integers whose existence is provided by
Lemma 5.3. We are going to show that
T (n, αm) 6
∑
j<s
tj <∞.
Take any k > 2 and any coloring χ : Emb(n, αm)→ k. By Lemma 5.3 there
is a U0 ⊆ α order-isomorphic to α such that
|χ(Embτ0(n,U
m
0 ))| 6 t0.
By the same for each j ∈ {1, . . . , s − 1} a Uj ⊆ Uj−1 order-isomorphic to
Uj−1 (and hence to α) such that
|χ(Embτj (n,U
m
j ))| 6 tj.
Then using the fact that Us−1 ⊆ Uj we have:
|χ(Emb(n,Ums−1))| =
∑
j<s
|χ(Embτj (n,U
m
s−1))|
6
∑
j<s
|χ(Embτj (n,U
m
j ))| 6
∑
j<t
tj . 
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6 The main result
In this section we prove the main result of the paper: we show that a
countable ordinal α has finite big Ramsey degrees if and only if α < ωω. For
countable ordinals α > ωω we show that all their big Ramsey degrees are
infinite.
Let α be an ordinal and let ξ < α. Then α \ ξ will be referred to as a
remainder of α. Note that for every ordinal α > 1 every remainder of ωα is
order-isomorphic to ωα.
Lemma 6.1. Let α0 > α1 > . . . > αn−1 be ordinals such that for each
i < n−1 every remainder of αi is order-isomorphic to αi (note that we do not
require this for αn−1). Then Emb
(∑
i<n αi,
∑
i<n αi
)
=
∑
i<n Emb(αi, αi).
Proof. The inclusion ⊇ is obvious. As for the other inclusion take any
f ∈ Emb(
∑
i<n αi,
∑
i<n αi).
Claim 1. For all i < n we have that f(0, i) = (ξ, i) for some ξ ∈ αi.
Proof. Suppose, first, that there is an i and a j > i such that f(0, i) =
(ξ, j) for some ξ ∈ αj. Then there exist p and q such that p < q, f(0, p) =
(ε, q) and f(0, q) = (η, q) for some ε, η ∈ αq satisfying ε < η. But then f
restricted to αp × {p} is actually an embedding of αp into η < αq whence
follows that αp < αq. Contradiction with the assumption that αp > αq.
Suppose, now, that there is an i and a j < i such that f(0, i) = (ξ, j) for
some ξ ∈ αj . Then there exist p and q such that p < q, f(0, p) = (ε, p) and
f(0, q) = (η, p) for some ε, η ∈ αp satisfying ε < η. But then f restricted
to αp × {p} is actually an embedding of αp into η < αp whence follows that
αp < αp. Contradiction. This concludes the proof of Claim 1.
Claim 2. For all i < n and all ξ ∈ αi we have that f(ξ, i) ∈ αi × {i}.
Proof. Suppose this is not the case. Then there is an i < n and a
ξ ∈ αi such that f(ξ, i) /∈ αi × {i}. Then f(ξ, i) ∈ αi+1 × {i + 1} since
(0, i) < (ξ, i) < (0, i+ 1), f(0, i) ∈ αi × {i} and f(0, i+ 1) ∈ αi+1 × {i+ 1}.
Let f(0, i + 1) = (η, i + 1) and let ρ = αi \ ξ be a remainder of αi. Then f
restricted to ρ× {i} is actually an embedding of ρ into η. Since ρ is order-
isomorphic to αi by the assumption, we finally get that αi 6 η < αi+1.
Contradiction. This concludes the proof of Claim 2.
It is now easy to complete the proof. Claim 2 yields that f↾αi×{i} is an
embedding αi × {i} →֒ αi × {i}, so it uniquely determines an embedding
fi ∈ Emb(αi, αi) by fi(ξ) = η if and only if f(ξ, i) = (η, i). Then it clearly
follows that f =
∑
i<n fi ∈
∑
i<n Emb(αi, αi). 
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Lemma 6.2. Let α0 > α1 > . . . > αℓ−1 be ordinals such that for each
i < ℓ− 1 every remainder of αi is order-isomorphic to αi (note that we do
not require this for αℓ−1). If α0 + α1 + . . . + αℓ−1 has finite big Ramsey
degrees then αj0 + αj1 + . . . + αjm−1 has finite big Ramsey degrees for all
m > 1 and 0 6 j0 < j1 < . . . < jm−1 6 ℓ− 1.
Proof. Assume that α0 + α1 + . . . + αℓ−1 has finite big Ramsey degrees
and take any m > 1 and 0 6 j0 < j1 < . . . < jm−1 6 ℓ − 1. Let α =
α0 + α1 + . . . + αℓ−1, β = αj0 + αj1 + . . . + αjm−1 and let ϕ : β →֒ α
be the obvious embedding ϕ(ξ, s) = (ξ, js). We are going to show that
T (n, β) 6 T (n, α) for all n > 1.
Take any n > 1, k > 2 and a coloring χ : Emb(n, β) → k. Define
χ′ : Emb(n, α) → k as follows: χ′(ϕ ◦ f) = χ(f) for all f ∈ Emb(n, β), and
χ′(g) = 0 if there is no f ∈ Emb(n, β) with g = ϕ ◦ f . By the assumption,
there is a w ∈ Emb(α,α) such that
|χ′(w ◦ Emb(n, α))| 6 T (n, α).
Lemma 6.1 now implies that there exist embeddings wi ∈ Emb(αi, αi), i < ℓ,
such that w = w0 + w1 + . . . + wℓ−1. Let w
′ = wj0 + wj1 + . . . + wjm−1 .
Clearly, w′ ∈ Emb(β, β) and ϕ ◦ w′ = w ◦ ϕ. So,
|χ(w′ ◦ Emb(n, β))| = |χ′(ϕ ◦ w′ ◦ Emb(n, β))| [definition of χ′]
= |χ′(w ◦ ϕ ◦ Emb(n, β))| [ϕ ◦ w′ = w ◦ ϕ]
6 |χ′(w ◦ Emb(n, α))| 6 T (n, α). 
Lemma 6.3. T (n, ωα) = ∞ for every 2 6 n < ω and every countable
ordinal α > ω.
Proof. Since ωα is a limit ordinal Lemma 2.1 implies that it suffices to show
the statement in case n = 2. So, let us show that T (2, ωα) = ∞ for every
countable ordinal α > ω.
Let α be a countable ordinal such that α > ω. Since ωα is a countable
scattered chain Theorem 1.3 applies, so ωα 6−→ [ωn0 , ωn1 , ωn2 , ωn3 , ωn4 , . . .]2,
where n0 = 1, n1 = n2 = 2, n3 = n4 = 3, and so on. Therefore, there
exists a coloring γ : Emb(2, ωα)→ ω with the following property: for every
i < ω and every subchain H ⊆ ωα such that H ∼= ωni we have that i ∈
γ(Emb(2,H)).
Now, take any t > 2 and consider the coloring χt : Emb(2, ω
α)→ t given
by χt(f) = min{t − 1, γ(f)}. Let S be an arbitrary subchain of ω
α order-
isomorphic to ωα. Since α > ω, for every i < t there is a subchain Hi ⊆ S
order-isomorphic to ωni . By the construction of χt it then follows that
i ∈ χt(Emb(2,Hi)) ⊆ χt(Emb(2, S)). Therefore, |χt(Emb(2, S))| > t. 
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Theorem 6.4. Let α be a countable ordinal.
(a) If α < ωω then T (n, α) <∞ for all 2 6 n < ω.
(b) If α > ωω then T (n, α) =∞ for all 2 6 n < ω.
Proof. (a) By Theorem 3.2 it suffices to show that every ordinal of the form
ωd0 · c0 + ω
d1 · c1 + . . . + ω
dk−1 · ck−1
where d0 > d1 > . . . > dk−1 > 1 and c0, c1, . . . , ck−1 > 1 has finite big
Ramsey degrees.
Let m = max{c0, c1, . . . , ck−1}. Theorems 3.2, 4.4 and 5.4 ensure that
(ω·m+1)d0 has finite big Ramsey degrees. Using the fact that (ω·m+1)·ω =
ω2 it is easy to see that
(ω ·m+ 1)d0 = ωd0 ·m+ ωd0−1 ·m+ . . . + ω2 ·m+ ω ·m+ 1 =
= ωd0 + . . .+ ωd0︸ ︷︷ ︸
m
+ωd0−1 + . . .+ ωd0−1︸ ︷︷ ︸
m
+ . . .+ ω + . . .+ ω︸ ︷︷ ︸
m
+1,
and the latter sum of ordinals has finite big Ramsey degrees, as we have just
seen. Having in mind that every remainder of ωd is order-isomorphic to ωd
whenever d > 1, Lemma 6.2 now yields that
ωd0 + . . .+ ωd0︸ ︷︷ ︸
c0
+ωd1 + . . .+ ωd1︸ ︷︷ ︸
c1
+ . . . + ωdk−1 + . . . + ωdk−1︸ ︷︷ ︸
ck−1
has finite big Ramsey degrees as well.
(b) Assume that α > ωω is a countable ordinal and let α = ωβ0 ·c0+ω
β1 ·
c1+ . . .+ω
βk−1 ·ck−1 be the Cantor normal form of α where β0 > β1 > . . . >
βk−1 > 0 and c0, c1, . . . , ck−1 < ω. Then, clearly, β0 > ω. By Lemma 6.3 we
know that T (n, ωβ0) = ∞ for all 2 6 n < ω. Lemma 6.2 then yields that
T (n, α) =∞ for all 2 6 n < ω. 
7 Concluding remarks
Our ultimate goal is to extend the result of Laver [9] and characterize scat-
tered countable chains which have finite big Ramsey degrees. By a slight
extension of the results of this paper we can resolve the issue for a very par-
ticular class of scattered chains which are not ordinals. As a consequence
we do justice to Z by proving that it, along with ω and Q, has finite big
Ramsey degrees.
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For a well-ordered chain A let A∗ denote the chain A with the order
reversed. Moreover, for d ∈ {+,−} let
A(d) =
{
A, d = +
A∗, d = −.
Lemma 7.1. For any n,m > 1 and any choice d0, d1, . . . , dm−1 ∈ {+,−},
T (n,
∑
i<m ω
(di)) = T (n, ω ·m).
Proof. For an embedding g : A →֒ B of chains let g∗ denote the obvious
embedding A∗ →֒ B∗, and for d ∈ {+,−} let
g(d) =
{
g, d = +
g∗, d = −.
In particular, if g : n →֒ B we may safely take that g∗ : n →֒ B∗ because
n∗ ∼= n.
Every f : n →֒
∑
i<m ω
(di) can be in an obvious way represented as
f =
∑
i<m fi where fi : ni →֒ ω
(di), ni > 0 and n = n0 + . . . + nm−1. It is
easy to see, then, that f ′ =
∑
i<m f
(di)
i is an embedding n →֒ ω ·m. Keeping
n and di’s fixed, it is also easy to see that f
′′ = f .
With all these technicalities set up we can now show that
T (n,
∑
i<m ω
(di)) 6 T (n, ω ·m).
Take any k > 2, any coloring χ : Emb(n,
∑
i<m ω
(di)) → k and define
χ′ : Emb(n, ω ·m)→ k by χ′(f) = χ(f ′). Then there is a U ⊆ ω ·m order-
isomorphic to ω ·m such that |χ′(Emb(n,U))| 6 T (n, ω ·m). Since U ∼= ω ·m
there exist infinite Ui ⊆ ω, i < m, such that U = U0 + . . . + Um−1. Then∑
i<m U
(di)
i
∼=
∑
i<m ω
(di) and
χ′(Emb(n,U)) = χ′(Emb(n,
∑
i<m Ui)) = χ(Emb(n,
∑
i<m U
(di)
i )).
Therefore, |χ(Emb(n,
∑
i<m U
(di)
i ))| 6 T (n, ω · m). The other inequality
follows by analogous arguments. 
Corollary 7.2. T (n,Z) = 2n for all n > 1.
Proof. Since Z ∼= ω∗+ω we have that T (n,Z) = T (n, ω∗+ω) = T (n, ω ·2) =
2n using Lemma 7.1 and Theorem 4.8. 
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