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Abstract
Extracting information from full documents is
an important problem in many domains, but
most previous work focus on identifying re-
lationships within a sentence or a paragraph.
It is challenging to create a large-scale in-
formation extraction (IE) dataset at the doc-
ument level since it requires an understand-
ing of the whole document to annotate enti-
ties and their document-level relationships that
usually span beyond sentences or even sec-
tions. In this paper, we introduce SCIREX,
a document level IE dataset that encompasses
multiple IE tasks, including salient entity iden-
tification and document level N -ary relation
identification from scientific articles. We an-
notate our dataset by integrating automatic and
human annotations, leveraging existing scien-
tific knowledge resources. We develop a neu-
ral model as a strong baseline that extends pre-
vious state-of-the-art IE models to document-
level IE. Analyzing the model performance
shows a significant gap between human per-
formance and current baselines, inviting the
community to use our dataset as a challenge
to develop document-level IE models. Our
data and code are publicly available at https:
//github.com/allenai/SciREX
1 Introduction
Extracting information about entities and their re-
lationships from unstructured text is an impor-
tant problem in NLP. Conventional datasets and
methods for information extraction (IE) focus on
within-sentence relations from general Newswire
text (Zhang et al., 2017). However, recent work
started studying the development of full IE models
and datasets for short paragraphs (e.g., information
extraction from abstracts of scientific articles as in
SCIERC (Luan et al., 2018)), or only extracting
∗Work done while at AI2
We evaluate our model on the task of question 
answering using
Section : Dataset
SQuAD is a machine comprehension dataset on a 
large set of Wikipedia articles , ….. . Two metrics are 
used to evaluate models : Exact Match ( EM ) and a 
softer metric , F1 score ….. .
Section: Model Details . 
… Each paragraph and question are tokenized by a 
regular - expression - based word tokenizer ( PTB 
Tokenizer ) and fed into the model . 
…. 
Section : Results . 
 The results of our model and competing approaches 
on the hidden test are summarized in Table [ reference 
] . BiDAF ( ensemble ) achieves an EM score of 73.3 and 
an F1 score of 81.1 , outperforming all previous 
approaches .
Figure 1: An example showing annotations for entity
mentions ( Dataset , Metric , Task , Method ), coref-
erences (indicated by arrows), salient entities (bold),
and N -ary relation (SQuaD, Machine Comprehension,
BiDAF (ensemble), EM/F1) that can only be extracted
by aggregating information across sections.
relations (given ground truth entities) on long doc-
uments (e.g. Jia et al. (2019)). While these tasks
provide a reasonable testbed for developing IE mod-
els, a significant amount of information can only be
gleaned from analyzing the full document. To this
end, not much work has been done on developing
full IE datasets and model for long documents.
Creating datasets for information extraction at
the document level is challenging because it re-
quires domain expertise and considerable anno-
tation effort to comprehensively annotate a full
document for multiple IE tasks. In addition to
local relationships between entities, it requires
identifying document-level relationships that go
beyond sentences and even sections. Figure 1
shows an example of such document level relation
(Dataset: SQuAD, Metric: EM, Method: BiDAF,
Task:machine comprehension).
In this paper, we introduce SCIREX, a new com-
prehensive dataset for information extraction from
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scientific articles. Our dataset focuses on the task
of identifying the main results of a scientific article
as a tuple (Dataset, Metric, Task, Method) from raw
text. It consists of three major subtasks, identifying
individual entities, their document level relation-
ships, and predicting their saliency in the document
(i.e., entities that take part in the results of the ar-
ticle and are not merely, for example, mentioned
in Related Work). Our dataset is fully annotated
with entities, their mentions, their coreferences,
and their document level relations.
To overcome the annotation challenges for large
documents, we perform both automatic and manual
annotations, leveraging external scientific knowl-
edge bases. An automatic annotation stage identi-
fies candidate mentions of entities with high recall,
then an expert annotator corrects these extracted
mentions by referring to the text of the article and
an external knowledge base.1 This strategy signifi-
cantly reduces the time necessary to fully annotate
large documents for multiple IE tasks.
In addition, we introduce a neural model as a
strong baseline to perform this task end-to-end.
Our model identifies mentions, their saliency, and
their coreference links. It then clusters salient men-
tions into entities and identifies document level
relations. We did not find other models that can
perform the full task, so we evaluated existing state-
of-the-art models on subtasks, and found our base-
line model to outperform them. Experiments also
show that our end-to-end document level IE task
is challenging, with the most challenging subtasks
being identifying salient entities, and to a lesser
extent, discovering document level relations.
The contributions of our paper are as follows,
1. we introduce SCIREX, a dataset that evaluates a
comprehensive list of IE tasks, including N -ary re-
lations that span long documents. This is a unique
setting compared to prior work that focuses on
short paragraphs or a single IE task. 2. We develop
a baseline model that, to the best of our knowledge,
is the first attempt toward a neural full document IE.
Our analysis emphasizes the need for better IE mod-
els that can overcome the new challenges posed by
our dataset. We invite the research community to
focus on this important, challenging task.
2 Related Work
Scientific IE In recent years, there has been mul-
tiple attempts to automatically extract structured
1Papers with Code: paperswithcode.com
information from scientific articles. These types of
extractions include citation analysis (Jurgens et al.,
2018; Cohan et al., 2019), identifying entities and
relations (Augenstein et al., 2017; Luan et al., 2019,
2017), and unsupervised detection of entities and
their coreference information (Tsai et al., 2013).
Most structured extraction tasks from among
these have revolved around extraction from sen-
tences or abstracts of the articles. A recent example
is SCIERC (Luan et al., 2018), a dataset of 500
richly annotated scientific abstracts containing men-
tion spans and their types, coreference information
between mentions, and binary relations annotations.
We use SCIERC to bootstrap our data annotation
procedure (Section 3.2).
There has been a lack of comprehensive IE
datasets annotated at the document level. Recent
work by Hou et al. (2019); Jia et al. (2019) tried to
rectify this by using distant supervision annotations
to build datasets for document-level relation extrac-
tion. In both datasets, the task of relation extraction
is formulated as a binary classification to check if
a triplet of ground-truth entities is expressed in the
document or not. Instead, our work focuses on a
comprehensive list of information extraction tasks
“from scratch”, where the input is the raw docu-
ment. This makes the IE model more interesting
as it requires to perform entity extraction, corefer-
ence resolution, saliency detection in addition to
the relation extraction.2
General IE Most work in general domain
IE focus on sentence-level information extrac-
tion (Stanovsky et al., 2018; Qin et al., 2018; Jie
and Lu, 2019). Recently, however, Yao et al. (2019)
introduced DocRED, a dataset of cross-sentence
relation extractions on Wikipedia paragraphs. The
paragraphs are of a comparable length to that of
SCIERC, which is significantly shorter than docu-
ments in our dataset.
Previous IE work on the TAC KBP competi-
tions (Ellis et al., 2017; Getman et al., 2018) com-
prise multiple knowledge base population tasks.
Our task can be considered a variant of the TAC
KBP “cold start” task that discovers new entities
and entity attributes (slot filling) from scratch. Two
aspects of our task make it more interesting, 1)
our model needs to be able to extract facts that
2Another approach is to perform entity extraction then use
the binary classification approach with a list of all possible
combinations of relation tuples. This might work for short
documents, but it is intractable for long documents because of
the large number of entities.
are mentioned once or twice rather than rely on
the redundancy of information in their documents
(e.g Rahman et al. (2016)), 2) TAC KBP relations
are usually sentence-level binary relations between
a query entity and an attribute (e.g Angeli et al.
(2015)), while our relations are 4-ary, span the
whole document, and can’t be split into multiple
binary relations as discussed in Section 3.1.
End-to-End Neural IE models With neural net-
works, a few end-to-end models have been pro-
posed that perform multiple IE tasks jointly (Miwa
and Bansal, 2016; Luan et al., 2018; Wadden et al.,
2019). The closest to our work is DYGIE++ (Wad-
den et al., 2019), which does named entity recogni-
tion, binary relation extraction, and event extraction
in one model. DYGIE++ is a span-enumeration
based model which works well for short paragraphs
but does not scale well to long documents. Instead,
we use a CRF sequence tagger, which scales well.
Our model also extracts 4-ary relations between
salient entity clusters, which requires a more global
view of the document than that needed to extract bi-
nary relations between all pairs of entity mentions.
3 Document-Level IE
Our goal is to extend sentence-level IE to docu-
ments and construct a dataset for document-level
information extraction from scientific articles. This
section defines the IE tasks we address, and de-
scribe the details of building our SCIREX dataset.
3.1 Task Definition
Entity Recognition Our entities are abstract ob-
jects of type Method, Task, Metric, or Dataset that
appear as text in a scientific article. We define
“mentions” (or spans) as a specific instantiation
of the entity in the text – this could be the actual
name of the entity, its abbreviation, etc. The en-
tity recognition task is to identify “entity mentions”
and classify them with their types.
Salient Entity Identification Entities appear in
a scientific article are not equally important. For
example, a task mentioned in the related work sec-
tion is less important than the main task of the
article. In our case, salient entity identification
refers to finding if an entity is taking part in the
article evaluation. Salient Datasets, Metrics, Tasks,
and Methods are those needed to describe the arti-
cle’s results. For the rest of this paper, we will use
the term salient to refer to entities that belong to a
result relation tuple.
Coreference is the task of identifying a cluster
of mentions of an entity (or a salient entity) that are
coreferred in a single document.
Relation Extraction is the task of extracting N -
ary relations between entities in a scientific article.
We are interested in discovering binary, 3-ary, and
4-ary relations between a collection of entities of
type (Dataset, Method, Metric, and Task). It is
important to note that this 4-ary relation can’t be
split into multiple binary relations because, e.g.,
a dataset might have multiple tasks, and each one
has its own metric, so the metric cannot be decided
solely based on the dataset or the task.
3.2 Dataset Construction
Document-level information extraction requires a
global understanding of the full document to an-
notate entities, their relations, and their saliency.
However, annotating a scientific article is time-
consuming and requires expert annotators. This
section explains our method for building our
SCIREX dataset with little annotation effort. It
combines distant supervision from an existing KB
and noisy automatic labeling, to provide a much
simpler annotation task.
Existing KB: Papers with Code Papers with
Code (PwC)3 is a publicly available corpus of 1,170
articles published in ML conferences annotated
with result five-tuples of (Dataset, Metric, Method,
Task, Score). The PwC curators collected this data
from public leaderboards, previously curated re-
sults by other people, manual annotations, and from
authors submitting results of their work.
This dataset provides us with distant supervision
signal for a task that requires document-level un-
derstanding - extracting result tuples. The signal
is “distant” (Riedel et al., 2010) because, while we
know that the PwC result tuple exists in the arti-
cle, we don’t know where exactly it is mentioned
(PwC does not provide entity spans, and PwC en-
tity names may or may not appear exactly in the
document).
PDF preprocessing PwC provides arXiv IDs for
their papers. To extract raw text and section infor-
mation, we use LaTeXML (https://dlmf.nist.
3https://github.com/paperswithcode/
paperswithcode-data
Statistics (avg per doc) SCIREX SCIERC
Words 5,737 130
Sections 22 1
Mentions 360 16
Salient Entities 8 —
Binary Relations 16 9.4
4-ary Relations 5 —
Table 1: Comparison of SCIREX with next biggest ML
Information Extraction dataset SCIERC. SCIREX con-
sists of 438 documents. All dataset statistics are per-
document averages. 57% of binary and 99% of 4-ary
relations occur across sentences. 20% binary and 55%
4-ary relations occur across sections. This highlight the
need for document level models.
Dataset Metric Task Method Deleted
Dataset 3.55 0.01 0.07 0.16 0.03
Metric 0.02 7.95 0.00 0.03 0.00
Task 0.32 0.07 17.92 0.44 0.01
Method 0.65 0.21 0.24 53.27 0.02
Added 2.40 1.30 2.82 8.50 -
Table 2: Confusion Matrix for the mention-level correc-
tions (change type, add span, or delete span). Values
are average percentages “per document” (not per type).
For example, cell at intersection of row Metric and
column Task contains document-average percentage of
span-type change from Metric to Task. The column
Deleted represents percent spans that were deleted.
The row Added represents percent spans added. Diag-
onal represent percent spans of each type that are cor-
rectly labeled by the automatic labeling and didn’t need
to change by the human annotator.
gov/LaTeXML/) for papers with latex source (all
438 annotated papers), or use Grobid (GRO, 2008–
2020) for papers in PDF format (only 10% of re-
maining papers did not have latex source). La-
TeXML allowed us to extract clean document text
with no figures / tables / equations. We leave it
as future work to augment our dataset with these
structured fields. To extract tokens and sentences,
we use the SpaCy (https://spacy.io/) library.
Automatic Labeling Given the length of the doc-
ument is on the order of 5K tokens, we simplify the
human annotation task by automatically labeling
the data with noisy labels, then an expert annotator
only needs to fix the labeling mistakes.
One possible way to augment the distant super-
vision provided by PwC is finding mention spans
of PwC entities. Initial experiments showed that
this did not work well because it does not provide
enough span-level annotations that the model can
use to learn to recognize mention spans.
To get more dense span-level information, we
want to label salient (corresponding to PwC enti-
ties) and also non-salient spans. We train a standard
BERT+CRF sequence labeling model on the SCI-
ERC dataset (described in Section 2). We run this
model on each of the documents in the PwC cor-
pus, and it provides us with automatic (but noisy)
predictions for mention span identification.
The next step is to find mention spans that cor-
respond to PwC entities. For each mention pre-
dicted by our SCIERC-trained model, we compute
a Jaccard similarity with each of the PwC entities.
Each mention is linked to the entity if the threshold
exceeds a certain . To determine , two expert
annotators manually went through 10 documents
to mark identified mentions with entity names, and
 was chosen such that the probability of this as-
signment is maximized. We use this threshold to
determine a mapping for the remaining 1,170 doc-
uments. Given that Jaccard-similarity is a coarse
measure of similarity, this step favors high recall
over precision.
Human Annotation Given this noisily labeled
data, we ask our annotator to perform necessary
corrections to generate high-quality annotations.
Annotators are provided with a list of papers-with-
code entities that they need to find in the docu-
ment, making their annotations deliberate (as op-
posed to not knowing which entities to annotate).
Our annotator deleted and modified types of spans
for salient entities (belong to PwC result tuple)
and non-salient entities, while only adding missed
spans for salient ones. Also, if a mention was
linked to a wrong PwC entity, then our annotator
was also asked to correct it. Full annotation instruc-
tions are provided in Appendix B.
3.3 Dataset and Annotation Statistics
Dataset statistics and Cross-section Relations
Using the annotation procedure mentioned above,
we build a dataset of 438 fully annotated docu-
ments. Table 1 provides dataset statistics and shows
the proportion of relations in our dataset that re-
quires reasoning across sentence/section. It shows
that the majority of the relations, especially 4-ary
relations span multiple sentences or even multiple
sections. An example of such cross-section reason-
ing can be found in Figure 1.
Corrections Table 2 provides information about
the average number of changes made during the
human annotation. It shows that 83% (sum of di-
agonal) are correct automatic labels, 15% (sum of
bottom row) are newly added spans, 2% are type
changes, and a negligible percentage is deleted en-
tities (sum of the last column). Also, on average,
12% (not in the table) of the final mentions in the
document had the wrong PwC links and needed
to be corrected, with a majority of changes being
removing links from Method spans.
Inter-annotator agreement We also asked four
experts (Ph.D. students in ML/NLP field) to anno-
tate five documents to compute the inter-annotator
agreement. For mention classification, we achieve
95% average cohen-κ scores between each pair of
experts and our main annotator.
Annotation Speed To measure if automatic la-
beling is making the human annotation faster, we
also asked our annotator to perform annotations
on five documents without automatic labeling. We
compute the difference in time between these two
forms of annotation per entity annotated. Note that
here, we only ask our annotator to annotate salient
mentions. With the automatic labeling, annota-
tion speed is 1.34 sec per entity time vs. 2.48 sec
per entity time on documents without automatic
labeling (a 1.85x speedup). We also observe 24%
improvement in recall of salient mentions by in-
cluding non-salient mentions, further showing the
utility of this approach.
4 Model
We develop a neural model that performs document-
level IE tasks jointly in an end-to-end fashion.4
This section details our model design (also summa-
rized in Figure 2).
Document Representation An input document
D is represented as a list of sections [s1, ..., s|S|].
We encode the document in two steps, section-level,
then document-level. We use pretrained contextu-
alized token encodings using SciBERT (Beltagy
et al., 2019) over each section separately to get
embeddings for tokens in that section. 5 To allow
document-level information flow, we concatenate
4with the exception of coreference resolution
5If the section is bigger than 512 tokens (SciBERT limit),
it is broken into 512 token subsections, and each subsection is
encoded separately.
the section-level token embeddings and add a BiL-
STM on top of them. This allows the model to take
into account cross-section dependencies. Thus for
each token wi in the document, this step outputs an
embedding ei.
Mention Identification and Classification
Given token embeddings, our model applies
a sequence tagger that identifies mentions and
classifies their types. We train a BIOUL based CRF
tagger on top of the BERT-BiLSTM embeddings
of words to predict mention spans mj and their
corresponding types.
Mention Representation Given the words
{wj1 , ..., wjN } of a mention mj , our model
learns a mention embedding mej of the mention,
which will be used in later saliency identification
and relation classification steps. The mention
embedding is the concatenation of first token
embedding ej1 , last token embedding ejN and
attention weighted average of all embeddings
in the mention span
∑N
k=1 αjkejk , where ejk is
the embedding of word wjk and αjk are scalars
computed by passing the token embedding through
an additive attention layer (Bahdanau et al., 2015).
We concatenate these embeddings with additional
features — span’s relative position in the document,
an indicator showing if the sentence containing
the mention also contains some marker words like
‘experiment’ or ‘dataset’ and the mention type.
Salient Mention Classification Each mention
mj is classified as being salient or not (i.e., should
it belong in a relation tuple) by passing its span em-
bedding mej through a feedforward layer. Because
saliency is a property of entities, not mentions, this
mention saliency score is just an input to the salient
entity cluster identifications.
Pairwise Coreference Resolution The corefer-
ence step is given a list of all pairs of identified men-
tions, and it decides which pair is coreferring. This
component is separate from the end-to-end model.
It concatenates the “surface forms” of two spans
mi and mj , embed them using SciBERT, then use
a linear classification layer on top of [CLS] em-
bedding to compute the pairwise coreference score
cij . We also tried integrating it into our model,
where we classify pairs of “span embeddings” (not
the surface form) but found the separate model that
uses surface forms to work much better.
PTB
Section : Dataset
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We use PTB
tokenizer...
Section Results.
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SQuaD Exact Match, EM BiDAFMC, QA
Related
CRF Decoding
Mentions
Entity
Clusters
(bold=salient)
Pairwise
Coreference
EM
Figure 2: Overview of our model; it uses a two-level BERT+BiLSTM method to get token representations which
are passed to a CRF layer to identify mentions. Each mention is classified as being salient or not. A coreference
model is trained to cluster these mentions into entities. A final classification layer predicts relationships between
4-tuple of entities (clusters).
Mention clustering Given a list of span pairsmi
and mj , and their pairwise coreference scores cij ,
they are grouped into clusters that can be thought
of as representing a single entity. We generate
a coreference score matrix for all pairs and per-
form agglomerative hierarchical clustering (Ward,
1963) on top of it to get actual clusters. The num-
ber of clusters is selected based on the silhouette
score (Rousseeuw, 1987) which optimizes for the
cohesion and separation of clusters and does not
depend on having gold standard cluster labels.
Salient Entity Cluster Identification This step
filters out clusters from the previous step, and only
keep salient clusters for the final relation task. To
do so, we take a simple approach that identifies
a salient cluster as the one in which there is at
least one salient mention (as determined previ-
ously). The output of this step is a set of clusters
C1, ..., CL where each cluster Ci is a set of men-
tions {mi1 , ...,mij} of the same type.
Relation Extraction Given all the clusters of
mentions identified in a document from the pre-
vious step, our task now is to determine which of
these belong together in a relation. To that end, we
follow (Jia et al., 2019) methodology. We consider
all candidate binary and 4-tuples of clusters and
classify them as expressed or not expressed in the
document. Here we describe the classification of
4-ary relations. For binary relation, the method is
similar.
Consider such a candidate relation (4-tuple of
clusters) R = (C1, C2, C3, C4) where each Ci is
a set of mentions {mi1 , ...,mij} in the document
representing the same entity. We encode this rela-
tion into a single vector by following a two-step
procedure – constructing a section embedding and
aggregating them to generate a document level em-
bedding. For each section s of the document, we
create a section embedding EsR for this relation as
follows -
For each cluster Ci ∈ R, we construct its section
embedding Esi by max-pooling span embeddings
of the mentions of Ci that occur in section s (along
with a learned bias vector b in case no mentions of
Ci appear in section s). Then the section s embed-
ding of tuple R is EsR = FFN([E
s
1;E
s
2;E
s
3;E
s
4])
where ; denotes concatenation and FFN is a feed-
forward network. We then construct a document
level embedding of R, ER as mean of section em-
beddings 1|S|
∑|S|
s=1E
s
R. The final classification for
relationship is done by passing the ER through an-
other FFN, which returns a probability of this tuple
expressing a relation in this document.
Training Procedure While mention identifica-
tion, span saliency classification, and relation ex-
traction share the base document and span represen-
tation from BERT + BiLSTM and trained jointly,
each of these subparts is trained on ground truth
input. Note that we require the saliency classifica-
tion and relation extraction to be independent of
mention identification task since the output of this
task (essentially the span of mention text) is non-
differentiable. 6 The model jointly optimizes three
losses, negative log-likelihood for mention identifi-
cation, binary cross-entropy for saliency classifica-
tion, and binary cross-entropy for relation extrac-
tion, with all three losses weighted equally.
5 Evaluation
We compare our model with other recently intro-
duced models. Since we cannot apply previous
models directly to our task, we evaluate on sub-
tasks of our dataset and also evaluate on SCIERC
(Section 5.2). The other goal of the evaluation is
to establish a baseline performance on our dataset
and to provide insights into the difficulty of each
subtask. To that end, we evaluate the performance
of each component separately (Section 5.3), and
in the overall end-to-end system (Section 5.4). In
addition, we perform diagnostic experiments to
identify the bottlenecks in the model performance.
We report experimental setup and hyperparameters
in appendix A.
5.1 Evaluation Metrics
Mention Identification is a sequence labeling
task, which we evaluate using the standard macro
average F1 score of exact matches of all mention
types.
Salient Mentions and Pairwise Coreference are
binary classification tasks which we evaluate using
the F1 score.
Salient Entity Clustering evaluation relies on
some mapping between the set of predicted clus-
ters and gold clusters. Given a predicted cluster
P and a gold cluster G, we consider P to match
G if more than 50% of P’s mentions belong to
G,7 that is |P∩G||P| > 0.5. The 0.5 threshold enjoys
the property that, assuming all predicted clusters
are disjoint from each other (which is the case by
construction) and gold clusters are disjoint from
each other (which is the case for 98.5% of them), a
single predicted cluster can be assigned to atmost
one gold cluster. This maps the set of predicted
clusters to gold clusters, and given the mapping, it
is straightforward to use the F1 score to evaluate
predictions. This procedure optimizes for identi-
fying all gold clusters even if they are broken into
multiple predicted clusters.
6It is conceivable that mixing the gold mention spans with
predicted mention spans might give an improvement in perfor-
mance; therefore, we leave this as future work.
7We consider two mention spans to be a match if their
Jaccard similarity is greater than 0.5.
Relation Extraction evaluation relies on the same
mapping used in the evaluation of salient entity
clustering. Under such mapping, each predicted N -
ary relation can be compared with gold relations,
and decide if they match or not. This becomes
a binary classification task that we evaluate with
positive class F1 score. We report F1 scores for
binary and 4-ary relation tuples. We get binary
relations by splitting each 4-ary relation into six
binary ones.
5.2 Comparing with Baselines
We compare our model with DYGIE++ (Wadden
et al., 2019) and DocTAET (Hou et al., 2019) on
subtasks of our SCIREX dataset and on the SCI-
ERC dataset wherever they apply. Our results show
that only our model can perform all the subtasks in
an end-to-end fashion and performs better than or
on par with these baselines on respective subtasks.
5.2.1 Evaluation on SCIREX
DYGIE++ (Wadden et al., 2019) is an end-to-
end model for entity and binary relation extraction
(check Section 2 for details). Being a span enu-
meration type model, DYGIE++ only works on
paragraph level texts and extracts relations between
mentions in the same sentence only. Therefore, we
subdivide SCIREX documents into sections and
formulate each section as a single training exam-
ple. We assume all entities in relations returned
by DYGIE++ are salient. We map each binary
mention-level relation returned to entity-level by
mapping the span to its gold cluster label if it ap-
pears in one. We consider 3 training configurations
of DYGIE++, 1. trained only on the abstracts in
our dataset, 2. trained on all sections of the docu-
ments in our dataset. 3. trained on SCIERC dataset
(still evaluated on our dataset), At test time, we
evaluate the model on all sections of the documents
in the test set.
Results in Table 3 show that we perform gen-
erally better than DYGIE++. The performance
on end-to-end binary relations shows the utility of
incorporating a document level model for cross-
section relations, rather than predicting on individ-
ual sections. Specifically, We observe a large differ-
ence in recall, which agrees with the fact that 55%
of binary relation occur across sentence level. DY-
GIE++ (All sections) were not able to identify any
binary relations because 80% of training examples
have no sentence level binary relations, pushing
the model towards predicting very few relations. In
Model P R F1
Mention Identification
DYGIE++ 0.703 0.676 0.678
Our Model 0.707 0.717 0.712
End-to-end binary relations
DYGIE++ (Abstracts Only) 0.003 0.001 0.002
DYGIE++ (All sections) 0.000 0.000 0.000
DYGIE++ (SCIERC) 0.029 0.128 0.038
Our Model 0.065 0.411 0.096
4-ary relation extraction only
DocTAET 0.477 0.885 0.619
Our Model 0.531 0.718 0.611
Table 3: Evaluating state-of-the-art models on subtasks
of SCIREX dataset because we did not find an existing
model that can perform the end-to-end task.
Task Model P R F1
Mention Ident. DYGIE++ 0.676 0.694 0.685
Our Model 0.637 0.640 0.638
Pairwise Coref. DYGIE++ 0.577 0.455 0.476
and Clustering Our Model 0.187 0.552 0.255
Table 4: Comparison of DYGIE++ with our model on
various subtasks of SCIERC dataset
contrast, training on SCIERC (and evaluating on
SCIREX) gives better results because it is still able
to find the few sentence-level relations.
DocTAET (Hou et al., 2019) is a document-
level relation classification model that is given a
document and a relation tuple to classify if it is
expressed in the document. It is formulated as
an entailment task with the information encoded
as [CLS] document [SEP] relation in a
BERT style model. This is equivalent to the last
step of our model but with gold salient entity clus-
ters as input. Table 3 shows the result on this sub-
task, and it shows that our relation model gives
comparable performance (in terms of positive class
F1 score) to that of DocTAET.
5.2.2 Evaluation on SCIERC
Table 4 summarizes the results of evaluating our
model and DYGIE++ on the SCIERC dataset. For
mention identification, our model performance is
a bit worse mostly because SCIERC has overlap-
ping entities that a CRF-based model like ours can
not handle. For the task of identifying coreference
clusters, we perform significantly worse than DY-
GIE++’s end-to-end model. This provides future
avenues towards improving coreference resolution
for SCIREX by incorporating it in an end-to-end
fashion.
Task P R F1
Component-wise (gold Input)
Mention Identification 0.707 0.717 0.712
Pairwise Coreference 0.861 0.852 0.856
Salient Mentions 0.575 0.584 0.579
Salient Entity Clusters 1.000 0.984 0.987
Binary Relations 0.820 0.440 0.570
4-ary Relations 0.531 0.718 0.611
End-to-end (predicted input)
Salient Entity Clusters 0.223 0.600 0.307
Binary Relations 0.065 0.411 0.096
4-ary Relations 0.007 0.173 0.008
End-to-end (gold salient clustering)
Salient Entity Clusters 0.776 0.614 0.668
Binary Relations 0.372 0.328 0.334
4-ary Relations 0.310 0.281 0.268
Table 5: Analysis of performance of our model and its
subtasks under different evaluation configurations.
5.3 Component-wise Evaluation
The main contribution of our model is to connect
multiple components to perform our end-to-end
task. This section evaluates each step of our model
separately from all other components. To do so,
we feed each component with gold inputs and eval-
uate the output. This gives us a good picture of
the performance of each component without the
accumulation of errors.
The first block of Table 5 summarizes the re-
sults of this evaluation setting. We know from Ta-
bles 3, 4 that our mention identification and relation
identification components are working well. For
pairwise coreference resolution, we know from Ta-
ble 4 that it needs to be improved, but it is perform-
ing well on our dataset likely because the majority
of coreferences in our dataset can be performed
using only the surface form of the mentions (for
example, abbreviation reference). The worst per-
forming component is identifying salient mentions,
which requires information to be aggregated from
across the document, something the current neural
models lack.8
5.4 End-to-End Evaluation
Evaluation with Predicted Input. The second
block in Table 5 gives results for the end-to-end
performance of our model in predicting salient en-
tity clusters, binary relations, and 4-ary relations.
We noticed that there is quite a drop in the end-to-
8Performance of Salient Entity Clusters is close to 1.0
because it is a deterministic algorithm (clustering followed by
filtering) that gives perfect output given gold input. The reason
the recall is not 1.0 as well is because of small inconsistencies
in the gold annotations (two distinct entities merged into one).
end performance compared to the component-wise
performance. This is particularly clear with rela-
tions; even though the relation extraction compo-
nent performance is reasonably good in isolation,
its end-to-end performance is quite low because of
the accumulation of errors in previous steps.
Evaluation with Gold Salient Clustering.
Through manual error analysis, we found that the
identification of salient clusters is the most prob-
lematic step in our model. The third block in Ta-
ble 5 quantifies this. In this setting, we run our
end-to-end model but with “gold cluster saliency”
information. In particular, we predict clusters
of mentions using our model (mention identifica-
tion, pairwise coreference, and mention clustering).
Then instead of filtering clusters using our men-
tion saliency score, we keep only those clusters
that have any overlap with at least one gold cluster.
Predicted clusters that match the same gold clus-
ter are then combined. Finally, we feed those to
the relation extraction step of our model. Under
this setting, we found that the performance of 4-
ary relations improves considerably by more than
10x. This confirms our hypothesis that identifying
salient clusters is the key bottleneck in the end-to-
end system performance. This is also consistent
with the component-wise results that show low per-
formance for salient mentions identification.
Error Analysis for Identifying Salient Clusters.
Our error analysis shows that the average num-
ber of mentions in a salient cluster classified cor-
rectly is 15 mentions, whereas for the misclassified
ones is six mentions. This indicates that our model
judges the saliency of an entity strongly based on
how frequently it is mentioned in the document.
While this is a perfectly reasonable signal to rely
on, the model seems to trust it more than the con-
text of the entity mention. For example, in the
following snippet, “... For each model, we report
the test perplexity, the computational budget, the
parameter counts, the value of DropProb, and the
computational efficiency ....”, the entity “the pa-
rameter counts” is misclassified as non-salient, as
it only appears twice in the document. One pos-
sible way to address this issue with salient entity
identification is to replace its simple filtering step
with a trained model that can do a better job at
aggregating evidence from multiple mentions.
Overall, these results indicate that identifying
the saliency of entities in a scientific document is
a challenging task. It requires careful document-
level analysis, and getting it right is crucial for the
performance of an end-to-end document-level IE
model. Also, the difference between results in the
third block of the results and the component-wise
results indicate that the whole model can benefit
from incremental improvements to each compo-
nent.
6 Conclusion
We introduce SCIREX, a comprehensive and chal-
lenging dataset for information extraction on full
documents. We also develop a baseline model for
our dataset, which, to the best of our knowledge,
is the first attempt toward a neural document level
IE that can perform all the necessary subtasks in
an end-to-end manner. We show that using a docu-
ment level model gave a significant improvement
in terms of recall, compared to existing paragraph-
level approaches.
This task poses multiple technical and mod-
eling challenges, including 1. the use of trans-
former-based models on long documents and re-
lated device memory issues, 2. aggregating coref-
erence information from across documents in an
end-to-end manner, 3. identifying salient entities
in a document and 4. performing N-ary relation
extraction of these entities. Each of these tasks
challenges existing methodologies in the informa-
tion extraction domain, which, by and large, focus
on short text sequences. An analysis of the per-
formance of our model emphasizes the need for
better document-level models that can overcome
the new challenges posed by our dataset. As our re-
search community moves towards document level
IE and discourse modeling, we position this dataset
as a testing ground to focus on this important and
challenging task.
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A Model Details
We divide our 438 annotated documents into train-
ing (70%), validation (30%) and test set (30%).
The base document representation of our model is
formed by SciBERT-base (Beltagy et al., 2019) and
BiLSTM with 128-d hidden state. We use a dropout
of 0.2 after BiLSTM embeddings. All feedforward
networks are composed of two hidden layers, each
of dimension 128 with gelu activation and with a
dropout of 0.2 between layers. For additive atten-
tion layer in span representation, we collapse the
token embeddings to scalars by passing through
the feedforward layer with 128-d hidden state and
performing a softmax. We train our model for 30
epochs using Adam optimizer with 1e-3 as learn-
ing rate for all non BERT weights and 2e-5 for
BERT weights. We use early stopping with a pa-
tience value of 7 on the validation set using relation
extraction F1 score. All our models were trained us-
ing 48Gb Quadro RTX 8000 GPUs. The multitask
model takes approximately 3 hrs to train.
For the BERT coreference model, we use
SciBERT-base embeddings with two mentions en-
coded as [CLS] mention 1 [SEP] mention 2 [SEP].
We use a linear layer on top of [CLS] token em-
bedding to compute the mention pair’s coreference
score.
All our models were implemented in AllenNLP
library(Gardner et al., 2017).
B Annotation Guidelines
Our Annotation guidelines can be found at
https://github.com/allenai/SciREX/blob/
master/Annotation%20Guidelines.pdf Note,
for Method type entities, we specifically ask our
annotator to break down complex entities into sim-
pler ones before looking for mentions in the text.
For example, a method entity DLDL+VGG-Face
is composite and broken into two parts DLDL
and VGG-Face. Currently, our model considers
all mentions of subentities as mentions of the
corresponding Method entity. We leave the task of
extracting relation between subentities explicitly
as future work.
