Abstract. We continue the study (initiated in [18]) of the orbital stability of the ground state cylinder for focusing non-linear Schrödinger equations in the H s norm for 1 − ε < s < 1. In the L 2 -subcritical case we obtain a polynomial bound for the time required to move away from the ground state cylinder. If one is only in the H 1 -subcritical case then we cannot show this, but we can obtain global well-posedness and polynomial growth of H s norms for s sufficiently close to 1.
Introduction
We consider the Cauchy problem for the non-linear Schrödinger equation iu t + ∆u = F (u); u(x, 0) = u 0 (x) (1) where u(x, t) is a complex-valued function on R n × R for some n ≥ 1, u 0 (x) lies in the Sobolev space H s (R n ) for some s ∈ R, and the non-linearity F (u) is the power non-linearity F (u) := ±|u| p−1 u for some p > 1 and sign ±. We refer to the + sign as defocusing and the -sign as focusing. The long-time behavior of this equation has been extensively studied in the energy class (see e.g. [34] , [35] , [21] , [29] , [4] ), however in this paper we shall be interested in regularities 1 − ε < s < 1 slightly weaker than the energy class. When p is an odd integer, then F is algebraic and there are a number of results addressing the long-time behavior in H s in this case ( [32] , [12] , [15] , [16] , [17] , [2] , [4] , [3] ). One of the main purposes of this paper is to demonstrate that these techniques can be partially extended to the non-algebraic case.
We review the known local and global well-posedness theory for this equation. It is known (see e.g. [1] ) that the Cauchy problem (1) H.T. is supported in part by J.S.P.S. Grant No. 13740087. T.T. is a Clay Prize Fellow and is supported in part by grants from the Packard Foundation. 1 When p is not an odd integer one also needs the constraint ⌊s⌋ < p − 1 because of the limited regularity of F . We shall gloss over this technicality since we will primarily be concerned with the regime 0 < s < 1.
s ≥ max(0, s c ), where s c is the critical regularity
In the sub-critical case s > s c the time of existence depends only on the H s norm of the initial data. We refer to the case s c < 1 as the H 1 -subcritical case, and the case s c < 0 as the L 2 -subcritical case. In particular, local well-posedness below H 1 is only known in the H 1 -subcritical case.
These local well-posedness results are known to be sharp in the focusing case (see [31] ); for instance, one has blowup in arbitrarily small time when s < s c . In light of the recent work in [6] it is likely that these results are also sharp in the defocusing case (at least if one wants to have a fairly strong notion of well-posedness).
In the H 1 -subcritical case it is known [1] that the Cauchy problem (1) is globally well-posed in H s for all s ≥ 1; indeed, one also has scattering in the defocusing case [21] , [29] . The global well-posedness is an easy consequence of the local theory, conservation of the L 2 norm and Hamiltonian
combined with the Gagliardo-Nirenberg inequality. Similarly, in the L 2 -subcritical case s c < 0 one has global well-posedness in H s for all s ≥ 0.
This leaves open the question of the global well-posedness in H s in the intermediate regime 0 ≤ s c ≤ s < 1. When the initial data has small norm or is localized in space then global well-posedness is known (see e.g. [31] ) but the general case is still open 2 .
For simplicity we restrict ourselves to the defocusing case. The cases when p is an odd integer have been extensively studied; we summarize the known results in Table 1 .
Our first main result to extend these results 3 to fractional p in the regime 0 ≤ s c < 1.
Theorem 1.1. Suppose that we are in the defocusing case with s c < 1. Then the Cauchy problem (1) is globally well-posed in H s whenever
for some ε(n, p) > 0. Furthermore, one has the polynomial growth bound
for all times T ∈ R.
2 In the L 2 -critical case sc = 0 one might expect global well-posedness for large L 2 data by combining L 2 conservation and the local well-posedness theory. However a subtlety arises because the L 2 norm cannot be scaled to be small, and indeed in the focusing case the L 2 mass can concentrate to a point singularity. In the defocusing case the large L 2 global well-posedness remains an important open problem (even in the radial case). 3 Similar results have been obtained for the non-linear wave equation in [25] . However the argument in [25] cannot be extended to NLS because it relies on the gain in regularity inherent in the wave Strichartz estimates, which are not present for the Schrödinger Strichartz estimates. In these results the non-linearity is assumed to be defocusing.
One can probably modify these arguments and exponents to handle the focusing case, especially in the L 2 -subcritical case s c ≤ 0, but we shall not do so here. In the L 2 -subcritical case one has global well-posedness for all s ≥ 0 thanks to L 2 norm conservation, but the question of polynomial growth of H s norms for s close to 0 remains open.
We have not explicitly calculated ε(n, p); the exponents given by our arguments are significantly weaker than those in the results previously mentioned.
Our approach is based on the "I-method" in [24] , [12] , [13] , [14] , [15] , [16] , [17] (see also [23] ). The idea is to replace the conserved quantity H(u), which is no longer available when s < 1, with an "almost conserved" variant H(Iu), where I is a smoothing operator of order 1 − s which behaves like the identity for low frequencies (the exact definition of "low frequencies" will depend ultimately on the time T ). Since p is not necessarily an odd integer, we cannot use the multilinear calculus (or X s,b spaces) in previous papers, and must rely instead on more rudimentary tools such as Taylor expansion (and Strichartz spaces). In particular there does not appear to be an easy way to improve the exponent ε(n, p) by adding correction terms to H(Iu) (cf. [13] , [15] , [17] ). Also, we will avoid the use of L 2 conservation law as much as possible as this norm can be critical or supercritical. As a partial substitute we shall use the subcritical L p+1 norm which we can control from (2) (cf. [24] ).
In the cases when p is an odd power, smoothing estimates such as the bilinear Strichartz estimate of Bourgain (see e.g. [4] ) are very useful for these types of results. However we will not use any sort of smoothing estimates in our analysis 4 , and rely purely on Strichartz estimates instead. (One of the advantages of the I-method is that one can use commutator estimates involving the operator I as a substitute for smoothing estimates even when the nonlinearity has no smoothing properties).
Our second result concerns the orbital stability of ground states in the focusing case. For this result we shall restrict ourselves 5 to the L 2 -subcritical case s c < 0.
When s c < 0 there exists a unique radial positive Schwartz function Q(x) which solves the equation ∆Q − Q = F (Q) on R n (see [8] , [27] , [26] ). We refer to Q as the canonical ground state at energy 6 1. The Cauchy problem (1) with initial data u 0 = Q then has an explicit solution u(t) = e it Q. More generally, for any x 0 ∈ R n and e iθ ∈ S 1 , the Cauchy problem with initial data u 0 (x) = e iθ Q(x − x 0 ) has explicit solution e i(θ+t) Q(x − x 0 ). If we thus define the ground state cylinder Σ by
we see that the non-linear flow (1) preserves Σ. We now investigate how the nonlinear flow (1) behaves on neighborhoods of Σ.
In [34] , [35] Weinstein showed that in the L 2 -subcritical case s c < 0 and when n = 1, 3, the ground state cylinder Σ was H 1 -stable. More precisely, he showed an estimate of the form
for all solutions u 0 to (1) and all times t ∈ R. In other words, solutions which started close a ground state in H 1 stayed close to a ground state for all time (though the nearby ground state may vary in time).
To prove (4), Weinstein employed the Lyapunov functional
which is well-defined for all u ∈ H 1 . Since this quantity is a combination of the Hamiltonian (2) and the L 2 norm, it is clearly an invariant of the flow (1). The ground states in Σ then turn out to minimize L, so that L(u) ≥ L(Q) for all u ∈ H 1 . More precisely, we have the inequality
see [34] , [35] . The stability estimate (4) then follows easily from (6) and the conservation of L.
Weinstein's proof of (6) requires the uniqueness of the ground state Q, which at the time was only proven for n = 1, 3 [8] . However, this uniqueness result has since been extended to all dimensions n [26] (with an earlier partial result in [27] ). Thus (6) (and hence (4)) holds for all dimensions n (always assuming that we are in the L 2 subcritical case s c < 0, of course). 5 In the L 2 -critical or L 2 -supercritical cases the ground state is known to be unstable, indeed one can have blowup in finite time even for data arbitrarily close to a ground state in smooth norms. See [28] . 6 Other energies E are possible but can be easily obtained from the energy 1 state by scaling.
In [18] the H 1 orbital stability result was partially extended to regularities H s , 0 < s < 1, in the special case n = 1, p = 3 (which among other things is completely integrable). The second main result of this paper is a partial extension of the results of [18] to arbitrary L 2 -subcritical NLS:
Consider the focusing case with s c < 0. Suppose that u(t) solves (1) with dist H s (u 0 , Σ) σ for some 0 < σ ≪ 1 and 1 − ε(n, p) < s < 1. Then one has u(t)
In other words, if the initial data stays close to the ground state cylinder in H s norm, then the solution stays inside a ball of bounded radius in H s for a fairly long period of time. (After this time, one can use Theorem 1.1 to give polynomial bounds on the growth of the H s norm). Note that if one were to try to naively use perturbation theory to prove this theorem, one would only be able to keep u(t) inside this ball for times t = O(log(1/σ)) (because after each time interval of length ∼ 1, the distance to the ground state cylinder might conceivably double).
Of course, when s = 0 or s = 1 one can use the conservation laws to obtain Theorem 1.2 for all time t. However there does not seem to be any easy way to interpolate these endpoint results to cover the 0 < s < 1 case, since the flow (1) is neither linear nor complex-analytic.
The proof of Theorem 1.2 also proceeds via the "I-method". The main idea is to show that the modified Lyapunov functional L(Iu) is "almost conserved". It should be possible to refine this method by approximating u(t) carefully by a ground state as in [18] and obtain a more precise estimate of the form
for all time t. (In [18] this is achieved in the model case n = 1, p = 3). However there seem to be some technical difficulties in making this approach viable, mainly due to the lack of regularity 7 of the non-linearity F , and so we will not pursue this matter.
It should be possible to remove the constraint s > 1 − ε(n, p) and prove Theorem 1.2 for all s > 0 (as in [18] ). This may however require some additional assumptions on p (e.g. one may need p < 1 + 2 n ) as it becomes difficult to control the modified Hamiltonian for s close to zero otherwise.
The authors thank Monica Visan for some helpful corrections. 7 The specific obstacle is as follows. In our current argument we must estimate commutator expressions such as IF (u) − F (Iu). To utilize the ground state cylinder as in [18] one would also consider expressions such as F (Q + w) − F (Q). To use both simultaneously one needs to estimate a double difference such as I(F (Q + w) − F (Q)) − (F (Q + Iw) − F (Q)). However when p < 2, F is not twice differentiable, and so correct estimation of the double difference seems very subtle.
Preliminaries: Notation
Throughout the paper n, p, s are considered to be fixed. We will always have the implicit assumption "1 − ε(n, p) < s < 1 for some sufficiently small ε(n, p) > 0" in our arguments. We let A B or A = O(B) denote the estimate A ≤ CB, where C is a positive constant which depends only on n, p, s.
We compute the derivatives
We write F ′ for the vector (F z , F z ), and adopt the notation
In particular we observe the chain rule
Clearly
. We also observe the useful Hölder continuity estimate
for all complex z, w, where θ := min(p − 1, 1) is a number in the interval (0, 1]. In a similar spirit we record the estimate
for all complex z, w.
We define the spatial Fourier transform on R n bŷ
For N > 1, we define the Fourier multiplier I = I N by
where m is a smooth radial function which equals 1 for |ξ| ≤ 1 and equals |ξ| s−1 for |ξ| ≥ 2. Thus I N is an operator which behaves like the Identity for low frequencies |ξ| ≤ N , and behaves like a (normalized) Integration operator of order 1−s for high frequencies |ξ| N . In particular, I maps H s to H 1 (but with a large operator norm, roughly N 1−s ). This operator will be crucial in allowing us to access the H 1 theory at the regularity of H s . We make the useful observation that I has a bounded convolution kernel and is therefore bounded on every translation-invariant Banach space.
We also define the fractional differentiation operators |∇| α for real α by
and the modified fractional differentiation operators ∇ α by
where
We then define the inhomogeneous Sobolev spaces H s and homogeneous Sobolev spacesḢ s by
We shall frequently use the fact (from elementary Littlewood-Paley theory, see e.g. [30] 
In particular, for any u, u − Iu has Fourier support on the region |ξ| ≥ N , hence
for any ε > 0. This fact (and others similar to it) will be key in extracting crucial negative powers of N in our estimates.
Preliminaries: Strichartz spaces
In this section we introduce the H 1 Strichartz spaces we will use for the semilinear equation (1) , and derive the necessary nonlinear estimates for our analysis. In particular, we obtain nonlinear commutator estimates involving the fractional nonlinearity F (u), which is the main new technical advance in this paper.
We will always assume we are in the H 1 -subcritical case
Let t 0 be a time and 0 < δ ≤ 1. In what follows we restrict spacetime to the slab
as u q,r .
We shall need a space L to hold F ′ (u). To choose the four exponents q 0 , r 0 , q 1 , r 1 we use the following lemma (cf. [1] ): Lemma 3.1. Let p be as above. There exist exponents 2 < q 0 , r 0 , q 0 , r 1 < ∞ and 0 < β < 1 obeying the relations 2
Proof We first choose β such that so that
such an β exists from (9) . Next, we choose 2 < q 0 < ∞ and p + 1 < r 0 < ∞ so that (11) holds; such a pair q 0 , r 0 exists since
Next, we choose r 1 so that (12) holds. Finally we choose q 1 so that (10) holds.
From construction we see that (10), (11), (12) , (14) hold, and that 2 < q 0 , r 0 < ∞ and 0 < β < 1. To prove (13), we observe from (10) that 2
so by (10), (12) , and (11) it suffices to show that n 2
But this follows since
Since p + 1 < r 0 < ∞, we see from (12) that 2 < r 1 < p + 1. In particular we have 1 2
so by (10) we have 2 < q 1 < ∞. All the required properties are thus obeyed.
Henceforth q 0 , r 0 , q 1 , r 1 are assumed to be chosen as above. We define the spacetime norm X by
This X norm looks rather artificial, but it is easy to estimate for solutions of (1), and it can be used to control various spacetime norms of u. Indeed, we recall that the hypotheses (10), (11) imply the (scale-invariant) Strichartz estimate (see e.g. [22] ) Lemma 3.2. We have
In future applications we shall need to control u q0,r0 and u 2p,2p in addition to the norms already controlled by Lemma 3.2. These norms cannot be controlled purely by the X norm, however from the conservation of the Hamiltonian we will also be able to control
norm, and by combining these estimates we shall be able to estimate everything we need. More precisely, we have Lemma 3.3. Suppose that we are working on the slab R n × [t 0 , t 0 + δ] and that u is a function on this slab obeying the estimates u X + u ∞,p+1 1.
Then we have
for some γ, κ > 0.
Proof We introduce the frequency cutoff λ := u ε X for some ε > 0 to be determined later, and smoothly divide u = u low + u high , where u low has Fourier support in the region |ξ| λ and u high has Fourier support in the region |ξ| λ.
Consider the contribution of u high . Then ∇ is bounded by λ −1 |∇|, and so (16) follows from Lemma 3.2. To prove (17), we let r be the exponent such that
Observe that 2 < r < ∞. From Strichartz' estimate (see e.g. [22] ) we have ∇u 2p,r u X .
From (9) we have
The claim (17) then follows from Sobolev embedding and the high frequency assumption |ξ| λ.
Now consider the contribution of u low . Then the ∇ can be discarded. Since r 0 and 2p are both strictly larger than p + 1, we see from Bernstein's inequality (or Sobolev embedding) that
for some c > 0. But by hypothesis we have u low ∞,p+1 1. The claim then follows from a Hölder in time.
We now use these estimates to prove some non-linear estimates involving F and I. We begin with a bound on F ′ (Iu).
Lemma 3.4. Suppose that
Iu X + Iu ∞,p+1 1.
Proof From Lemma 3.3 we have
In particular we have
To get the additional ε of regularity we shall use Hölder norms. Since Sobolev norms control Hölder norms (see e.g. [30] ) we have have
for all |y| 1, where u y (x, t) := u(x − y, t) is the translation of u in space by y. From (7) and Hölder's inequality we thus have
where θ := min(p − 1, 1). Using (18) and the observation that F ′ (u y ) = F ′ (u) y , we thus have a Hölder bound on F ′ (u):
This yields the desired Sobolev regularity bound for any 0 < ε < βθ (see [30] ).
From this Lemma one can already recover the proof (from [1] ) ofḢ 1 local wellposedness of the NLS equation (1) . Indeed, if u solves (1), then from (15) and the chain rule we have
which by Hölder, (12), (13), and Lemma 3.4 (discarding the epsilon gain of regularity) yields
which (together with a similar inequality for differences in iterates of (1)) allows one to obtain well-posedness if theḢ 1 norm of the initial data is sufficiently small. (Large data can then be handled by a scaling argument).
By a variant of the argument just described, we can obtain bounds on I∇F (u) and the related commutator expression ∇(IF (u) − F (Iu)): Lemma 3.5. Suppose that we are working on the slab R n × [t 0 , t 0 + δ] and that u is a function on this slab obeying the estimates
for some c > 0. Furthermore, we have
for some α > 0. (The quantities c, α depend of course on n, p, s, ε).
One can think of (20) as a type of fractional chain rule for the differentiation operator I∇. The additional gain of N −α in (21) arises from the spare epsilon of regularity in Lemma 3.4 and the fact that I is the identity for frequencies N ; this gain is crucial to all the results in this paper.
Proof From Lemma 3.2 and Lemma 3.4 we have
Iu X (22) and
To utilize (22), (23) we use the following bilinear estimates.
Lemma 3.6. If s is sufficiently close to 1 (depending on ε), then we have
for some α > 0 depending on s and ε, and any f, g on the slab
Proof From (13) and Hölder's inequality in time it will suffice to prove the spatial estimates
and
From (12) and Hölder's inequality we have
so (24) follows from (25) .
It remains to prove (25) . By applying a Littlewood-Paley decomposition to g, and lowering ε if necessary, we may assume thatĝ is supported in the region ξ ∼ M for some M ≥ 1.
Fix M , and suppose thatf is supported on the region ξ M . If M ≪ N then the left-hand side vanishes (since I is then the identity on both f and f g), so we may assume M N . Then by (12) and Hölder's inequality (discarding all the Is) we have
which is acceptable if s is close to 1 and α is less than 1 − s.
It remains to consider the case whenf is supported on the region ξ ≫ M . By dyadic decomposition we may assume thatf is supported on the region ξ ∼ 2 k M for some k ≫ 1, as long as we get some exponential decay in k in our estimate.
Fix k. We compute the Fourier transform of I(f g) − (If )g:
From our Fourier support assumptions we may assume ξ 1 ∼ 2 k M and ξ 2 ∼ M . We may assume that 2 k M N since the integrand vanishes otherwise. From the mean-value theorem we observe that
From this, combined with similar bounds on derivatives of m(ξ 1 + ξ 2 ) − m(ξ 1 ), we obtain by standard paraproduct estimates (see e.g. [5] )
Since 2 k M N , the claim (25) follows for α sufficiently small (note that we have an exponential decay in k so we can safely sum in k).
we see that (20) follows from (22) , (23) and the first part of Lemma 3.6. Now we prove (21) . By the chain rule we have
The contribution of (26) is acceptable from (22), (23), and the second part of Lemma 3.6, so we turn to (27) . From Lemma 3.2 and (19) we have
so by Hölder and (12), (13) it suffices to show that
From (19) and Lemma 3.3 we have ∇ β u q0,r0 1 which in particular implies that
The claim then follows (if α is sufficiently small) from (7) and Hölder's inequality.
4. Proof of Theorem 1.1
We now prove Theorem 1.1. As in the earlier paper [18] in this series, we break the argument up into a standard series of steps.
Step 0. Preliminaries; introduction of the modified energy.
It suffices to show the polynomial growth bound (3), since the global well-posedness then follows from the local well-posedness theory in [1] . By another application of the local well-posedness and regularity theory and standard limiting arguments, it suffices to prove (3) for global smooth solutions u which are rapidly decreasing in space.
Fix u, s, T . We shall allow the implicit constant in A B to depend on the quantity u 0 H s . By time reversal symmetry we may take T > 0. We will in fact assume T 1 since the case T ≪ 1 follows from the local well-posedness theory.
Let N ≫ 1, λ ≫ 1 be quantities depending on T to be chosen later. Define the rescaled solution u λ by
Note that u λ also solves the Cauchy problem (1) but with Cauchy data
Let I = I N be as in Section 2.
We claim that
For the kinetic energy component I(u 0 ) λ 2Ḣ 1 of the Hamiltonian, this follows from the computation
For the potential energy component I(u 0 ) λ p+1 p+1 , we use Sobolev embedding to estimate
where the exponent s c < s ′ < 1 is determined from the Sobolev embedding theorem as
If s is sufficiently close to 1, then we have
and so this bound is acceptable.
We now choose N and λ so that
In other words, we choose the parameters so that I(u 0 ) λ has small Hamiltonian.
In Steps 2-4 we shall prove the following almost conservation law on H(Iu):
Lemma 4.1. Suppose that u is smooth rapidly decreasing solution to (1), and that H(Iu(t 0 )) 1 for some time t 0 ≥ 0. Then we have
for all t 0 ≤ t ≤ t 0 + δ, where α = α(n, p) > 0is a quantity depending only on n and p, and δ > 0 depends only on n, p, and the bound on H(Iu(t 0 )).
Step 1. Deduction of (3) from Lemma 4.1.
Let us assume Lemma 4.1 for the moment and deduce (3).
We apply the lemma to u λ . Iterating the lemma about N α times we obtain
Since we are in the defocusing case we thus have
On the other hand, by scaling the L 2 conservation law we have
Combining these two estimates using Plancherel we obtain
Undoing the scaling, we obtain
Combining this with the L 2 conservation law we obtain
If s is sufficiently close to 1, we can choose N, λ ≫ 1 obeying (29) such that
The claim (3) then follows by unraveling the exponents.
It only remains to prove Lemma 4.1. This will be done in the next three steps.
Step 2. Control u at time t 0 .
Let u be as in Lemma 4.1. The hypothesis H(Iu(t 0 )) 1 immediately implies that
Step 3. Control u on the time interval [t 0 , t 0 + δ].
We will make the a priori assumption that sup t0≤t≤t0+δ H(Iu(t)) ≤ C for some large constant C; this assumption can then be removed by the usual limiting arguments. In particular we have
since we are in the defocusing case. Here and in the rest of this section, we adopt the convention that all spacetime norms are over the region
The next step is prove the spacetime estimate
where X is the space defined in Section 3. By another continuity argument we may make the a priori assumption that Iu X < C for some large constant C. We compute
But then (33) follows from (31) and Lemma 3.5, if δ is chosen sufficiently small.
From (33) and (32) we see that (19) holds, so that Lemma 3.5 is now available.
Step 4. Control the increment of the modified energy.
It remains to deduce (30) from (33) and (32) . By the fundamental theorem of Calculus it suffices to show
From an integration by parts we have
and so
Expanding Iu t and integrating by parts, it thus suffices to prove the estimates
We first prove (34) . From (33) and Lemma 3.2 we have I∇u q1,r1 1 and the claim then follows from Hölder's inequality and Lemma 3.5.
Now we prove (35) . By Cauchy-Schwarz we may estimate the left-hand side as
If s is sufficiently close to 1 we have
1 where the last inequality follows from (33), (32) , and Lemma 3.3. Thus it suffices to show that
Split u = u low + u high , where u low and u high are smoothly cut off projections of u to the Fourier regions |ξ| < N/2 and |ξ| > N/4 respectively. From (8) To show this we exploit the additional regularity of u low in (36) and compute This concludes the proof of (30) . The proof of Theorem 1.1 is thus complete.
Proof of Theorem 1.2
We now begin the proof of Theorem 1.2. The idea is to modify the previous argument to use the Lyapunov functional L instead of the Hamiltonian H.
Let σ, u 0 , u, p be as in Theorem 1.2. Again, we use time reversal symmetry to restrict ourselves to the case t > 0.
From the global well-posedness theory we know that u(t) is in H s globally in time; by limiting arguments we may also assume a priori that u(t) is smooth and rapidly decreasing. From L 2 norm conservation we have u(t) 2 = u 0 2 for all t. In particular, since u 0 is close in H s to a ground state, we have u(t) 2 = u 0 2 1.
We can now run the argument in the proof of Lemma 4.1 to prove that H(Iu(t)) = H(Iu(t 0 )) + O(N −α ); admittedly we are in the focusing case rather than the defocusing case, but an inspection of the argument shows that this does not matter thanks to the bounds (39).
Since L(Iu(t)) is a combination of H(Iu(t)) and Iu(t) 2 2 , it thus suffices to show that Iu(t) for all t 0 ≤ t ≤ t 0 + δ. Since u(t) 2 is bounded, this is equivalent to
But from (39) we have
and the claim follows from the triangle inequality.
By iterating (38) we see that L(Iu(t)) is bounded for all 0 ≤ t ≪ N α . By applying Gagliardo-Nirenberg as in the proof of the above Lemma, we thus see that Iu(t) Ḣ1 1 for all 0 ≤ t ≪ N α .
Since Iu(t) was already bounded in L 2 , we thus have Iu(t) H 1 1 for all 0 ≤ t ≪ N α .
If Iu(t) is bounded in H 1 , then u(t) is bounded in H s . Thus u(t) stays in a bounded ball in H s for time t ≪ N α . Since N = σ −a , the claim follows.
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