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For a random variable x we can define a variational relationship with practical physical
meaning as dI = dx̄ − dx, where I is the uncertainty measure. With the help of a
generalized definition of expectation, x̄ =
∑
i g({pi})xi, we can find the concrete forms of
the maximizable entropies for any given probability distribution function, where g({pi})
may have different forms for different statistical methods which include the extensive
and non-extensive statistics. Moreover, it is pointed out that this generalized uncertainty
measure is valid not only for thermodynamic systems but also for non-thermodynamic
systems.
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1. Introduction
For a random dynamical system, the probability distribution function is very impor-
tant to describe the observable quantities of the system and the other corresponding
characteristics. A physical system may have many different microstates and each of
them has a probability. The system is indeterminate unless the corresponding prob-
ability equals to 0 or 1. Therefore, there exists a measure of uncertainty, sometimes
called information, for such a system. It is well known that the Shannon informa-
tional entropy,1 i.e. S = −
∑
i pi ln pi, has been widely used for dynamical systems in
equilibria such as Boltzmann–Gibbs statistics (BGS)2–4 and non-equilibria.5,6 This
uncertainty measure is useful to describe the information associated with random
variables of the systems. Recently, accompanied by more and more peculiar exper-
imental phenomena7,8 which cannot be explained by BGS, some different methods
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of non-extensive statistical mechanics (NSM) were proposed9–12 to describe these
complex systems presenting long-range interactions and/or long-duration memory.
The fundamental quantity defined in NSM is non-extensive entropy with an addi-
tional non-extensive parameter. When this parameter tends to unity, all the results
will reduce to those obtained in the Boltzmann–Gibbs statistics so that the non-
extensive entropy can be considered as a generalization of the Shannon one. The
non-extensive entropy can yield different kinds of observed peculiar distribution
functions with different non-extensive parameters by the maximum entropy method
(MaxEnt). If we consider MaxEnt as a basic principle for arbitrary dynamical sys-
tems, there should exist one corresponding maximizable entropy for each observed
peculiar probability distribution. How do we search the proper entropy forms for
a given probability distribution function? This question was recently investigated
by Wang13 and some important entropy forms have been reconstructed with the
help of a variational definition. In the present paper, we go further on this topic
by using a generalized definition of the expectation value. In Sec. 2, a generalized
varentropy definition is given. In Sec. 3, some useful entropic forms are derived. In
Sec. 4, some novel and general results not only suitable for extensive statistics but
also for the non-extensive ones are derived.
2. A Generalized Definition of Varentropy
The variational uncertainty measure for a random variable x can be written as13
dI = dx̄ − dx , (1)
where the “ – ” symbol refers to the expectation or average value of a quantity.
In Ref. 13 the expectation of an observable was defined as x̄ =
∑
i pixi, where
xi is the ith possible value of x and pi is the corresponding probability. However,
for different statistics, there exist different kinds of expectation definitions such as














10 so we propose a unified method to represent all these different





where g({pi}) is a function of probability distribution {pi} (i = 1, 2, . . .). Substi-









g({pi}) = 1 (4)
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if x̄ = xi = xj = const is substituted into Eq. (2). The derivative of Eq. (4) with
respect to pi gives
∑
i
dg({pi}) = 0 . (5)
It is worthwhile to point out that Eq. (1) is based on the first and second laws
of thermodynamics for a reversible process. It can be considered as the measure
of probabilistic uncertainty for the random variable x. As long as the probability
distribution of a system is given, one can derive a unique entropic form for such a
system according to the definition of expectation value which is closely depending
on the statistical methods and sometimes may be very different from the traditional
one, i.e. x̄ =
∑
i pixi. Furthermore, this entropy can be maximized by the Lagrange
multiplier method and is finally used to yield the same probability distribution
function.
3. Applications: Reconstructing Some Interesting Entropy Forms
In this section, we choose some well-known probability distribution functions in
order to derive the corresponding entropy forms. For example, let us consider the
exponential probability distribution pi = e
−βxi/Z. It is one of the most frequently
used distribution forms and the corresponding expectation reads x̄ =
∑
i pixi, which

















pi ln pi + C . (7)
Comparing the Shannon entropy S = −
∑
i pi ln(pi) with Eq. (7) one can easily
find that I = S/β. For the sake of convenience we can set β = 1 below, and the
integral constant C should be equal to zero if we substitute I(pi = δ1,i) = 0 into
Eq. (7). This example is the same as that obtained in Ref. 13 because g({pi}) = pi is
chosen in this case. Under this simple probability normalization, one can also derive
the stretched exponential entropy, Kappa entropy and the maximizable entropy for
Cauchy distribution.15 In the present paper we introduce Eq. (3) as a generalization
of the varentropy definition in Ref. 13. For any observed probability distribution
{pi(xi)}, if one chooses a type of statistics, i.e. g({pi(xi)}), to describe it, there
exists a corresponding maximizable entropy.
If pi =
1
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pqj + x̄ . (10)

























































+ C . (12)
It is natural that I = 0 when pi = δ1,i because the system is determinate and there
does not exist any uncertainty for the system in this case. Then the integer constant













Equation (14) is simply the Tsallis entropy.9,10
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If pi =
1






1−q is taken into account,14 it means that g({pi}) =











pj + x̄ . (15)












qpq−1i dpi + x̄
∑
i
qpq−1i dpi . (16)
It can be seen from Eq. (5) that the second item on the right hand side of Eq. (16) is
equal to zero. On the other hand, rewriting the incomplete probability distribution
yields
(piZ)






















i pi + C
(1− q)
. (20)








which is the entropic form of incomplete statistics.11
It is very significant to note that one new probability distribution has been
observed in more and more physical systems7,8,16–19 and is named by q-exponential






which presents different characteristics with different q values. According to Eq. (3)
we can find a maximizable entropy for this distribution. Using another equivalent
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(1− q)(2 − q)
, (24)
which will tend to the Shannon entropy at the limit of q → 1. As mentioned above,
the maximizable entropic form is closely dependent on the statistical method. If
g({pi}) = p
q
























It can be clearly seen from Eqs. (24)–(26) that they are different from each other
because they are based on different statistical methods. Furthermore, they are also
very different from Eqs. (14) and (21) which are derived from the self-referential
probability distributions. It shows clearly that Eq. (22) observed in experiments
is neither the probability distribution of the Tsallis’ entropy nor the probability
distribution of the incomplete statistics. It implies that it is necessary to search one
new statistical method which does not conflict with Eq. (22). It may be expected
that Eqs. (24)–(26) will be useful for searching new statistical mechanics of non-
extensive systems in the future.
4. Conclusion
In summary, with the help of variational uncertainty measure dI = dx̄ − dx,
we generalized the definition of expectation value for different kinds of statistical
methods including extensive and non-extensive ones. Using this generalized uncer-
tainty measure, several maximizable entropy forms such as the Shannon entropy,
Tsallis entropy and incomplete entropy have been derived directly. It is worthwhile
to point out that this generalized uncertainty measure is valid for an arbitrary dy-
namical system (including thermodynamic and non-thermodynamic systems such
as Cauchy distribution15 in spectrum experiments) as long as the probability dis-
tribution function is known. It is also proven that the uncertainty measure of the
dynamical system is equal to the maximizable entropy because this definition can
be traced from the first and second thermodynamic laws for reversible processes.
From experimental physics and other data sources of our real world, one can get
many different probability distributions. For these distributions, which statistical
method is suitable? In other words, how do we choose the concrete form of g({pi})
to determine the entropy of the system? It is still an open question.
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