We report diffusion quantum Monte Carlo (DMC) calculations of the quasiparticle and excitonic gaps of hydrogen-terminated oligoynes and polyyne. The electronic gaps are found to be very sensitive to the atomic structure in these systems. We have therefore optimised the geometry of polyyne by directly minimising the DMC energy with respect to the lattice constant and the Peierlsinduced carbon-carbon bond-length alternation. We find the bond-length alternation of polyyne to be 0.136(2)Å and the excitonic and quasiparticle gaps to be 3.30(7) and 3.4(1) eV, respectively. The DMC zone-centre longitudinal optical phonon frequency of polyyne is 2084(5) cm −1 , which is consistent with Raman spectroscopic measurements for large oligoynes.
I. INTRODUCTION
Carbon is the fourth most abundant element in the universe and is fundamental to life as we know it. Carbon exists in a number of strikingly different forms, including famous examples such as sp 3 -bonded diamond and two-dimensional sp 2 -bonded graphene. A less wellknown form of pure carbon is polyyne, which is a onedimensional (1D) sp-bonded chain of carbon atoms with alternating single and triple bonds. The observed presence of carbon chains in interstellar space and circumstellar shells 1,2 has inspired considerable effort to synthesise polyyne in the laboratory, leading among other things to the discovery of fullerenes 3 . Recent experiments have shown that it is possible to produce a long linear chain of more than 200 carbon atoms inside a protector such as a double-walled carbon nanotube (DWCNT) 4 and also to synthesise stable oligoynes (short polyyne molecules) with up to 44 carbon atoms 5 and a variety of terminal groups [6] [7] [8] [9] [10] [11] [12] . Polyyne is of particular interest as the ideal interconnect in single-molecule nanoelectronic circuitry, including spintronic devices [13] [14] [15] [16] , and has potential applications in nanomechanical devices [17] [18] [19] . Unfortunately, the characterisation of the optical and electronic properties of polyyne continues to present many challenges. Our aim in this work is to address the source of experimental and theoretical discrepancies by establishing the structural and electronic properties of polyyne with quantitative accuracy.
The band gap of polyyne is strongly dependent on the bond-length alternation (BLA) that arises from the socalled Peierls distortion of the linear carbon chain 20 . A carbon chain has a half-filled band structure with degenerate π orbitals; therefore a small distortion can reduce the translational symmetry and introduce gaps into the energy bands at or near the Fermi energy, thereby lowering the total energy. Estimating the gap of extended polyyne by extrapolating from the measured absorption spectra of oligoynes has been attempted in several studies 5, 7, 10, 11, [21] [22] [23] ; however, long oligoynes are needed to minimise the effects of terminal groups, and the interpretation of the absorption spectra of oligoynes is not always straightforward. Most first-principles studies of the electronic structure of polyyne to date are based on density functional theory (DFT) with different exchange-correlation functionals [24] [25] [26] [27] [28] . The local density approximation (LDA) and Perdew-BurkeErnzerhof 29 (PBE) functionals substantially underestimate the gap. Hybrid exchange-correlation functionals such as the Becke (three-parameter) Lee-YangParr 30,31 (B3LYP) and Heyd-Scuseria-Ernzerhof 32, 33 (HSE06) functionals, which include a fraction of exact exchange, perform significantly better, but the predicted gaps still underestimate the range of gaps indicated by experiment 5, 7, 10, 11, [21] [22] [23] 34 . On the other hand, HartreeFock (HF) theory significantly overestimates gaps. Post-HF quantum-chemistry methods such as Møller-Plesset second-order perturbation theory (MP2) and coupledcluster singles and doubles with perturbative triples [CCSD(T)] offer a different and potentially far more accurate theoretical approach 35 ; however the gap of polyyne has to be obtained by extrapolating the gaps of small, hydrogen-terminated oligoynes to infinite chain length, introducing significant uncertainty into the results. Previous theoretical studies have reported the BLA of polyyne based on HF 25, 35 , nonhybrid DFT 25, 35 , hybrid DFT 25 , MP2 25, 35, 36 , and CCSD(T) 35, 37 calculations. However, there is no consensus over either the BLA or the band gap of polyyne in the literature 38, 39 . In this work, we use highly accurate quantum Monte Carlo (QMC) methods 40, 41 to calculate ground-state and excited-state total energies of isolated hydrogenterminated oligoynes (C 2n H 2 ) and supercells of polyyne subject to periodic boundary conditions. The structure of polyyne is defined by just two parameters, the lattice constant and the BLA, enabling us to carry out a brute-force optimisation of the structure by minimising the QMC total energy. To the best of our knowledge this is the first QMC study of polyyne. We compare our data with experimental and theoretical results in the literature.
The rest of this paper is organised in three sections: in Sec. 2 we describe the computational methodology. Sec-tion 3 contains our DFT and QMC results for the BLA and electronic gaps of oligoynes and extended polyyne, including the vibrational renormalisation. Finally, we present our conclusions in Sec. 4.
II. COMPUTATIONAL METHODOLOGY

A. DFT calculations
Our DFT calculations were performed using the castep plane-wave-basis code 42 . We relaxed the geometries of hydrogen-terminated oligoynes consisting of up to twelve pairs of carbon atoms using DFT-PBE and DFT-HSE06, and we relaxed the geometry of extended polyyne using DFT-HSE06. The widths and heights of our periodic unit cells were fixed at 20 Bohr radii and, for oligoynes, the length was varied so that a constant amount of vacuum (20 Bohr radii) was maintained between images of the molecule. In our DFT calculations for polyyne we used a grid of 30 k points. We used ultrasoft pseudopotentials in our DFT-PBE calculations and norm-conserving pseudopotentials in our DFT-HSE06 calculations. The plane-wave cutoff energy in our DFT geometry optimisations was 25 Ha.
The DFT-PBE zero-point energy and the DFT-LDA and DFT-PBE phonon dispersion curves of polyyne were obtained using density functional perturbation theory in a primitive cell with 100 k points in the Brillouin zone for both the electronic calculation and the phonon calculation. The DFT-HSE06 zero-point energy and phonon dispersion curve of polyyne were calculated using 32 primitive-cell k points and the method of finite displacements in supercells of up to 16 primitive cells.
B. QMC calculations
For our QMC calculations we used the static-nucleus variational and diffusion quantum Monte Carlo (VMC and DMC) methods implemented in the casino code 43 . The DMC method has previously been used to study the excitation energies of a variety of molecules and solids [44] [45] [46] [47] [48] . The many-body trial wave function was composed of Slater determinants multiplied by a Jastrow correlation factor 41 . We used DFT-PBE orbitals, which were generated by castep using a plane-wave cutoff energy of 120 Ha, and we used Dirac-Fock pseudopotentials 49, 50 . The plane-wave orbitals were rerepresented in a blip (B-spline) basis before they were used in the QMC calculations 51 , allowing the use of aperiodic (for oligoynes) and 1D periodic (for polyyne) boundary conditions in our QMC calculations.
For each oligoyne the DFT highest occupied molecular orbital (HOMO) and HOMO−1 are degenerate, as are the lowest unoccupied molecular orbital (LUMO) and LUMO+1. We have therefore studied the effect of multideterminant (MD) Slater-Jastrow trial wave functions for excited, cationic, and anionic states of oligoynes with 4, 6, 8, 10 , and 24 carbon atoms as well as a supercell of polyyne composed of 8 primitive cells. The Slater determinants in the MD wave functions contained all the orbital occupancies that are degenerate at the single-particle level. In Table I we specify the occupancy of the orbitals in the determinants used in our trial wave functions. We used linear-leastsquares energy minimisation [52] [53] [54] and unreweighted variance minimisation 55, 56 to optimise the MD coefficients and the Jastrow factor, respectively. Using variance minimisation rather than energy minimisation for the Jastrow factor improves the stability. A test for C 4 H 2 showed that the effects of additional determinants containing promotions to the LUMO+2 are negligible.
The DMC energy was linearly extrapolated to zero time step and we verified that finite-population errors in our results are negligible. Fermionic antisymmetry in DMC is imposed by the fixed-node approximation 57 , in which the nodal surface is pinned at that of the trial wave function. The fixed-node approximation allows us to study excited states by using trial wave functions with the appropriate nodal topology. Because the Jastrow factor is strictly positive, the nodal topology is purely determined by the Slater determinants.
Twist-averaging is less important in 1D systems than two-or three-dimensional systems; for example momentum quantisation in a 1D homogeneous electron gas simply introduces a smooth, O(n −2 ) error in the energy per particle 58 .
C. DMC quasiparticle and excitonic gaps
A crucial quantity that characterises the electronic structure of polyyne is the quasiparticle gap, which is the difference between the electron affinity and the first ionisation potential. The quasiparticle gap is the energy required to create an unbound electron-hole pair. Within the DMC method quasiparticle gaps are evaluated as
where E A = E 0 − E + and E I = E − − E 0 are the electron affinity and ionisation potential, respectively. E + and E − are the total energies of the system with one more electron and one fewer electron, respectively, than the neutral ground state and E 0 is the ground-state total energy. For each oligoyne we separately relaxed the geometries of the neutral ground state, the cation, and the anion using DFT-HSE06 before evaluating the DMC ionisation potential and electron affinity and hence quasiparticle gap, i.e., we use the adiabatic definition of the quasiparticle gap. For polyyne, where there are just two structural parameters, we relaxed the ground-state geometry using DMC, and then used that geometry to obtain the vertical quasiparticle gap; it was verified that the difference between the vertical and adiabatic quasiparticle gaps is small for large oligoynes (see Sec. III C). 
Excitonic gaps are evaluated as
where E pr is the DMC total energy when a single electron is promoted from the valence-band maximum to the conduction-band minimum (without changing its spin for a singlet excitonic gap; swapping its spin for a triplet excitonic gap). In the ground-state geometry, the singlet excitonic gap is equivalent to the vertical optical absorption gap, i.e., the energy at which the onset of photoabsorption occurs. The DMC static-nucleus excitonic gaps are corrected using the DFT vibrational renormalisation method described in Sec. II E. The excitonic gaps are smaller than the quasiparticle gap due to the attraction between the excited electron and the hole left in the valence band. The exciton binding energy is the difference between the quasiparticle gap and the excitonic gap. Fixed-node errors in the DMC total energies are always positive and are expected to cancel to a significant extent when energy gaps are calculated.
D. Finite-size effects
The BLA of polyyne in the ground state was evaluated for three supercells consisting of 8, 12, and 16 primitive unit cells. To remove finite-size effects in the energy we fitted
where E(∞) and A are fitting parameters, to our DMC ground-state energies per primitive cell E(n) in supercells of n primitive cells 58 . The DMC quasiparticle and excitonic gaps ∆(n) of polyyne were calculated for supercells of n = 8, 10, 12, and 16 primitive cells, and then extrapolated to infinite length by fitting ∆(n) = ∆(∞) + Bn −1 (4) to the data, where ∆(∞) and B are fitting parameters. When a single particle is added to a finite simulation cell subject to periodic boundary conditions, a periodic lattice of quasiparticles is formed. The energy of this unwanted lattice of quasiparticles goes as the Madelung constant of the supercell lattice and results in a significant finite-size error in the electron affinity and ionisation potential. The 1D Madelung energy in Hartree atomic units ( = m e = |e| = 4π 0 = 1) is given by v M = [−0.2319 − 2log(an)]/(an), where a is the lattice constant and n is the number of primitive cells. Ignoring the logarithmic terms, the Madelung constant falls off as the reciprocal of the linear size of the supercell, i.e., as 1/n. Additional finite-size effects in the exciton energy arise from the fact that the energy is evaluated using the Ewald interaction rather than 1/r. However, by calculating the ground-state energy of an exciton modelled by a single electron and a single hole moving strictly in 1D in a periodic cell as a function of cell length ( Fig. 1) , we find that these finite-size errors fall off more rapidly, as 1/n 3 . Equation (4) is therefore an appropriate fitting function for extrapolating gaps to the thermodynamic limit. The finite-size error in the quasiparticle gap is significantly larger than the finite-size error in the excitonic gap, because we do not change the number of electrons in the simulation cell when calculating the latter. The Madelung constant is negative, and hence the finite-size error in the quasiparticle gap is large and negative, resulting in a negative exciton binding energy at finite system size. Physically this is caused by the fact that, when a charged particle is added to or removed from a finite, periodic cell in which particles interact via the Ewald potential, a neutralising background is implicitly introduced. This neutralising background charge density vanishes in the infinite-system limit, and hence our quasiparticle gaps are only physically meaningful in the infinite-system limit. For a finite molecule, by contrast, the 1/r Coulomb interaction is used, and hence no additional neutralising background is introduced when a charged particle is added to or removed from a neutral molecule. 
E. Vibrational renormalisation
Our DMC energies have been obtained in the staticnucleus approximation. We have used DFT methods to determine vibrational corrections to our DMC results by including phonon zero-point energies in our reported atomisation energies and by averaging vertical DFT excitonic gaps over phonon displacements in the ground-state geometry to obtain a vibrational correction to the excitonic gap.
Vibrational renormalisations to electronic band gaps have recently been shown to be as large as −0.5 eV for diamond [59] [60] [61] and diamondoids 62 . We have therefore investigated the effects of electron-phonon coupling on the gaps of carbon chains.
The vibrational renormalisations to the excitonic gaps were calculated at the DFT level with the same parameters as those used for the static calculations. Harmonic vibrational frequencies and eigenvectors were determined using the finite-displacement method 63 . The resulting harmonic vibrational wave functions were used to calculate vibrational expectation values of the gaps according to
where |Φ is the harmonic vibrational wave function and q is a vector containing the amplitudes of the normal modes of vibration, which therefore labels atomic configurations. A Monte Carlo sampling technique 62,64 was used to evaluate Eq. (5). For oligoynes, a quadratic approximation to Eq. (5) was also employed 65 , yielding results consistent with those obtained using Monte Carlo.
F. Test of our method: benzene molecule
DMC has proven to be a highly accurate method for calculating excitation energies within the staticnucleus approximation [44] [45] [46] [47] [48] . However, as a brief test of our methodology, we have calculated the static-nucleus DMC ionisation potential and singlet and triplet opticalabsorption (excitonic) gaps of a benzene molecule in vacuum. The geometry was relaxed in both the neutral ground state and the cationic state using DFT-PBE. The resulting adiabatic DMC ionisation potential is 9.24(2) eV, which is in excellent agreement with the experimental value of 9.24384(6) eV obtained by the zero kinetic energy (ZEKE) photoelectron spectroscopy method 66 . If the ground-state geometry is used for both the ground state and the cation (i.e., the vertical ionisation potential is calculated) then the static-nucleus DMC ionisation potential is 9.39(3) eV. This illustrates that, when calculating ionisation potentials and electron affinities (and hence quasiparticle gaps) for small molecules, it can be important to relax the geometry in the neutral, cationic, and anionic states.
Static-nucleus DMC predicts the singlet and triplet excitonic gaps of benzene to be 5.63(4) and 4.56(4) eV, respectively, which are about 0.7 eV larger than the experimental values of 4.9 eV 67 and 3.9 eV 68 , respectively. This difference is largely due to the neglect of vibrational effects.
In Fig. 2 we report gap-renormalisation results for benzene, where we have relaxed the benzene molecule and calculated the band gap using DFT-PBE. The static HOMO-LUMO gap is 5.106 eV, and it reduces to 4.653 eV when the effects of quantum mechanical zero-point motion are included. This gives a zero-point correction to the band gap of −0.453 eV. Using the DFT-PBE geometry, DFT-HSE06 predicts a static band gap of 6.160 eV, which is larger than the DFT-PBE band gap, as expected, and a renormalised band gap of 5.660 eV, with a zero-point correction of −0.500 eV. Similar results are obtained if the benzene molecule is relaxed using DFT-HSE06 instead of DFT-PBE. We note that small changes in these results could arise if the renormalisation were calculated for the full optical absorption spectrum rather than individual electronic eigenvalues 69 . In summary, the DFT vibrational renormalisation of the excitonic gap of benzene ranges from −0.45 eV to −0.50 eV, depending on the choice of exchangecorrelation functional. This correction enormously improves the agreement between theory and experiment, as previously observed in diamondoids 59 . This indicates that we can expect our vibrationally renormalised DMC gaps to be accurate to within 0.2-0.3 eV.
III. RESULTS AND DISCUSSION
A. Atomic structures and atomisation energies of linear hydrogen-terminated oligoynes
The ground-state BLAs at the centres of oligoynes have previously been calculated using a variety of theoretical methods 27, 37, 70, 71 ; some of the results are compared with our DMC and DFT data in Fig. 3 . The PBE functional completely fails to describe the BLA for long chains, while spin-restricted HF theory predicts a very large BLA. Our DFT-HSE06 BLAs are in agreement with the values previously obtained using the B3LYP functional 27, 70 , and are close to the MP2 results wherever the latter are available 71 ; however none of these BLA curves tends to the DMC BLA of polyyne as the chain length increases. By contrast, the CCSD(T) BLAs 37 of oligoynes appear to tend to a limit only slightly less than the DMC result for polyyne. Our DMC results for the BLA of extended polyyne provide benchmark data with which the results of other theories may be compared. PBE HF [71] HSE06 B3LYP [27] MP2 [71] CCSD(T) [37] DMC FIG. 3 . Optimised BLA at the centre of a hydrogenterminated oligoyne in the ground state against the reciprocal of the number n of pairs of carbon atoms.
The DMC static-nucleus atomisation energy of the oligoyne C 2n H 2 is defined as 2n times the DMC total energy of an isolated, spin-polarised carbon atom plus two times the DMC total energy of an isolated hydrogen atom minus the DMC static-nucleus total energy of C 2n H 2 . The DMC atomisation energies of oligoynes obtained using geometries relaxed in DFT-HSE06 and DFT-PBE calculations are compared in Fig. 4 . For oligoynes consisting of up to five pairs of carbon atoms, the difference between the DMC atomisation energies with the DFT-PBE and DFT-HSE06 geometries is negligible. Static-nucleus DMC atomisation energies of hydrogen-terminated oligoynes as a function of the reciprocal of the number n of pairs of carbon atoms. "DMCX" indicates a DMC atomisation energy calculated using the geometry optimised by method X. The inset shows the relative atomisation energies of hydrogen-terminated oligoynes as a function of the reciprocal of the number n of pairs of carbon atoms.
B. Atomic structure, vibrational properties and atomisation energy of polyyne
As the number of carbon atoms goes to infinity, the effects of the terminal groups become negligible; therefore polyyne can be considered to be a 1D periodic chain with a primitive cell composed of two carbon atoms with alternating triple and single bonds.
In order to obtain the BLA of an infinite chain, we considered supercells subject to periodic boundary conditions, in which the lattice constant was fixed at the DFT-BLYP 25 value of 2.58Å. We calculated DMC energies at different BLAs ranging from 0.09 to 0.18Å and fitted a quadratic to our DMC data, as shown in Fig.  5(a), to The DMC data shown in Fig. 5 for the ground-state energy per primitive cell e(b) against BLA b can be used to calculate the longitudinal optical (LO) phonon frequency of polyyne at Γ. Near the minimum of the energy we may write
where b is the bond-length alternation, b 0 and e 0 are constants, m C /2 is the reduced mass of the two carbon atoms in polyyne's primitive unit cell, and ω is the LO phonon frequency at Γ. In terms of the BLA b, the groundstate wave function of the zone-centre LO phonon mode of polyyne in Hartree atomic units is
Fitting Eq. (6) to the static-nucleus DMC energy of a supercell composed of 16 primitive cells of polyyne gives ω = 2084(5) cm −1 . The standard deviation of b in the ground state is σ b = 2/(m C ω) = 0.052Å. The square modulus of the LO phonon ground-state wave function is plotted in the inset of Fig. 5(b) .
In Fig. 6 we show the DFT-LDA, DFT-PBE, and DFT-HSE06 phonon dispersion curves of polyyne. Our DFT-PBE phonon dispersion curve is in good agreement with previous DFT-PBE results in the literature 72 . The DMC LO phonon frequency at Γ is 2084(5) cm −1 , which is significantly higher than the frequencies of 1162, 1223, 1723, 1844, and ∼ 1970 cm −1 obtained using DFT-LDA, DFT-PBE, DFT-HSE06, DFT-B3LYP 73 , and equally-scaled spin components MP2 74 , respectively. It is clear that DFT provides a poor description of both the Peierls distortion and the related LO phonon behaviour. The LO phonon frequencies of oligoynes with up to 40 carbon atoms have been measured by Raman spectroscopy to be in the region of 1900-2300 cm −1 ; the precise value depends on the terminal groups, solvent, and the number of carbon atoms in the chain 75 . To evaluate the quasiparticle gap of polyyne, the atomic structure should be in principle be relaxed when an electron is added to or removed from a supercell. Although the effect on the structure becomes vanishingly small as the supercell becomes large [falling off as O(n −1 ), where n is the number of primitive cells in the supercell], the effect on the gap remains finite, because the gap is a difference of total energies, which increase as O(n) with supercell size and depend on the atomic structure. However, the re-optimisation of the geometry at each system size adds noise that affects the extrapolation to the limit of infinite system size and, as shown in Fig. 9 , the effect of relaxing the geometries of cations and anions on the quasiparticle gap (i.e., the difference between the vertical and adiabatic quasiparticle gaps) is small for large oligoynes.
In Table II we compare the equilibrium BLAs and lattice constants of polyyne obtained using different methods. DFT-LDA, PBE, and HSE06 functionals underestimates the BLA of polyyne, while HF theory predicts a larger BLA than DMC. The DMC BLA happens to be in agreement with the Becke-half-and-half-Lee-Yang-Parr (BHHLYP) and Kang-Musgrave-Lee-Yang-Parr (KM-LYP) results 25 . The BLA of extended polyyne within a DWCNT has been measured to be 0.1Å 4 , which we expect to be different from our results for free-standing polyyne due to the effects of charge transfer between the polyyne and the DWCNT.
In Fig. 7 we compare the ground-state DMC energy of polyyne calculated using BLAs obtained by DMC and DFT-HSE06 as a function of system size. To reduce finite-size errors, we considered supercells consisting of 8, 12, and 16 primitive cells, with the BLA and lattice constant fixed as a function of cell size, and we fitted a curve of the form Eq. (3). The extrapolated DMC energies with the DFT-HSE06 and DMC geometries are −306.875(2) and −306.895(2) eV per primitive cell, re-TABLE II. BLA and lattice constant a of polyyne as calculated or measured by different methods. r1 and r2 are the C-C and C≡C bond lengths, respectively. "PBC" indicates that periodic boundary conditions were used; otherwise results were obtained by extrapolation from a series of oligoynes. Where known, the number n of pairs of carbon atoms in the longest chain for which calculations were performed is given. Where a citation is not given in the table, the data were obtained in the present work. The experimental result is for polyyne encapsulated in a DWCNT. DMC atomisation energies of extended polyyne obtained using DMC and DFT-HSE06 geometries are compared in Table III . The DMC static-nucleus atomisation energy with the DMC geometry is 12.55(1) eV, which is outside the range 10.7-11.4 eV estimated by MP2, CCSD, and CCSD(T) methods in Ref. 35 ; however the latter were calculated by extrapolating results obtained for hydrogen-terminated oligoynes of up to eight pairs of carbon atoms to infinite chain length, whereas our polyyne calculations use periodic boundary conditions. DFT phonon zero-point energies are reported in the caption of Table III . As shown in Fig. 4 , the difference between DMC atomisation energies with DFT-PBE and DFT-HSE06 geometries is negligible for small oligoynes. "DMCDMC" and "DMCHSE06" indicate that the DMC energy of polyyne was calculated using the DMC-and DFT-HSE06-optimised geometries, respectively. (The DFT-PBE and DFT-HSE06 phonon zero-point energies of polyyne are 0.260 and 0.264 eV, respectively. The zero-point energy is a correction that should be subtracted from the atomisation energy before comparison with experiment.)
Method
Ec (eV) DFT-PBE 13.71 DFT-HSE06 12.47 MP2 The DFT-HSE06 band structure of polyyne is shown in Fig. 13 . Polyyne is a semiconductor with a direct band gap at the X point of the Brillouin zone, as expected on the basis of the Peierls distortion mechanism.
Figure 8(a) shows that using an MD trial wave function reduces the DMC singlet and triplet excitonic gaps of small oligoynes (by up to 1.3 eV for C 4 H 2 ). The reduction in singlet gaps is larger than the reduction in triplet gaps. However, Fig. 8(b) shows that using an MD wave function does not significantly affect the quasiparticle gaps of oligoynes apart from C 4 H 2 . As the length of the molecule increases, the effects of using multiple determinants on the excitonic gaps decreases, becoming negligible for polyyne.
The DMC quasiparticle gaps of oligoynes are compared with other theoretical results in Fig. 9 . The HF method overestimates the quasiparticle gap, while DFT with various functionals considerably underestimates the gap. The DMC quasiparticle gaps calculated using DFT-HSE06 and DFT-PBE geometries are in agreement for oligoynes consisting of fewer than ten carbon atoms, but gradually start to differ from each other for longer ) of the DMC quasiparticle gaps of oligoynes obtained using MD and single-determinant Slater-Jastrow trial wave functions as a function of the reciprocal of the number n of pairs of carbon atoms. DMCX indicates a DMC gap calculated using the geometry optimised by method X. "X(all)" in the subscript indicates the use of geometries separately optimised using method X for the neutral ground state, cationic state, and anionic state.
oligoynes, with the difference in the DMC gaps reaching 0.8(1) eV for C 24 H 2 . This demonstrates that, not only the method used to calculate the gap, but also the method used to optimise the geometry of polyyne must be highly accurate. Using the ground-state geometry rather than separately optimised geometries for the ground, cationic, and anionic states increases the quasiparticle gap by less than 0.15 eV for oligoynes longer than C 8 H 2 (i.e., the difference between the vertical and the adiabatic quasiparticle gap is negligible for large oligoynes). The DMC quasiparticle gap of polyyne, evaluated using the DMC ground-state geometry, is 3.6(1) eV.
We plot the static-nucleus singlet and triplet excitonic gaps of different oligoynes in Fig. 10(a) . Singlet-triplet splitting (the difference of singlet and triplet excitonic gaps) against the reciprocal of the number n of pairs of carbon atoms in oligoynes is small, about 0.1-0.2 eV as shown in Fig. 10(b) . Using DFT-HSE06 geometries instead of DFT-PBE geometries typically increases LDAx [24] HF [24] HF [28] BLYP [24] B3LYP [24] DMC PBE DMC HSE06 DMC HSE06(all) DMC DMC FIG. 9. Static-nucleus quasiparticle (QP) gaps of hydrogenterminated oligoynes against the reciprocal of the number n of pairs of carbon atoms. "DMCPBE" and "DMCHSE06" denote DMC gaps calculated using DFT-PBE and DFT-HSE06 ground-state geometries, respectively. "DMC X(all) " denotes DMC quasiparticle gaps calculated using geometries optimised by method X separately for the neutral ground state, cationic state, and anionic state.
the DMC gaps by around 0.2 eV for small oligoynes. The DMC singlet and triplet excitonic gaps of extended polyyne using the ground-state DMC geometry are obtained by extrapolating results obtained in finite, periodic cells to infinite system size, as discussed in Sec. III D.
In Fig. 11 we show zero-point corrections to the excitonic gaps of hydrogen-terminated oligoynes. The error bars in the Monte Carlo results indicate the statistical uncertainty arising from the Monte Carlo integration. The band-gap corrections calculated using the quadratic method are in good agreement with the Monte Carlo results. In the quadratic method, the coupling of each vibrational normal mode to the electronic band extrema is treated individually, hence providing access to the microscopic behaviour of the system. Within DFT-PBE, the largest phonon zero-point correction to the gap is found in the shortest oligoyne considered, C 4 H 2 , at about −0.14 eV. The correction decreases with increasing chain length to about −0.05 eV for C 24 H 2 . The decrease in the strength of electron-phonon coupling with increasing chain size in oligoynes can be attributed to the decrease in the importance of the hydrogen atoms at the terminations. The DFT-HSE06 zero-point correction to the excitonic gap of polyyne is obtained by extrapolation to infinite system size as explained in Sec. III D. Phonon renormalisation of gaps is clearly not as important in oligoynes as in either benzene or diamond.
D. Quasiparticle and excitonic gaps of polyyne
Figure 12(a) shows the finite-size behaviour of the DMC static-nucleus triplet excitonic gaps of polyyne obtained using the DFT-HSE06 and DMC ground-state geometries. In the infinite-system limit, the DMC triplet gaps with the DFT-HSE06 and DMC geometries are 2.29(7) and 3.17 (7) eV, respectively. Figure 12(b) shows the static-nucleus triplet and singlet excitonic gaps and the quasiparticle gap of polyyne calculated using the Ewald interaction and the DMC-optimised geometry in different supercells, together with DFT-PBE gaps. The singlet excitonic gap of polyyne is slightly larger than the triplet gap. The DFT-PBE quasiparticle and excitonic gaps are calculated using the DMC-optimised geometry and Eqs. (1) and (2) at different k-point samplings (which may be unfolded to correspond to supercells of n primitive cells). The triplet excitonic gap calculated by DFT is relatively close to the DMC triplet excitonic gap, while the DFT quasiparticle gap is far too large. The DFT gap predicted by the ground-state band-structure calculation is (as expected) significantly underestimated. The fluctuations in the DFT gaps as a function of supercell size (i.e., k-point grid) are small, suggesting that singleparticle errors in the DMC gaps are negligible. However, it is clear that there is a systematically varying finite-size error in the DMC gap. We have reduced the systematic finite-size errors in our DMC gaps by calculating both excitonic and quasiparticle gaps for supercells composed of 8, 10, 12, and 16 primitive cells and then extrapolating to infinite cell size using Eq. (4). The finite-size errors in the quasiparticle gaps are larger than the finite-size errors in the excitonic gaps, as discussed in Sec. II D. The DMC singlet and triplet excitonic gaps of polyyne calculated using the DMC-relaxed geometry are 3.30(7) and 3.17(7) eV, respectively, while the DMC quasiparticle gap is 3.6(1) eV.
To estimate the unscreened exciton binding energy within the Wannier-Mott model, we have calculated the DFT-HSE06 band structure of polyyne (shown in Fig.  13 ). In Hartree atomic units the band effective masses m * e and m * h of the electrons and holes at the X point of the Brillouin zone are given by
where E C (k) and E V (k) are the conduction and valance bands, respectively. Numerically differentiating the DFT-HSE06 bands, we find that m * e = 0.046 a.u. and m * h = 0.050 a.u. In Hartree atomic units the exciton Bohr radius is a * 0 = 1/µ * , where µ * = m * e m * h /(m * e + m * h ) is the reduced mass of the electron-hole pair and we have assumed that the electron and hole interact via the unscreened Coulomb interaction. In this case, the exciton Bohr radius is a * 0 = 22Å, which is slightly smaller than the exciton Bohr radii of about 30Å estimated for various other 1D conjugated polymers 76 , and is similar to or smaller than the lengths of the simulation cells used in our calculations (21-41Å). Within the Wannier-Mott model, the unscreened exciton binding energy of polyyne is 1 R * ∞ = µ * /2 = 0.3 eV. In fact we find the DMC staticnucleus exciton binding energy to be 0.3(1) eV, which is consistent with the small measured exciton binding energies of a range of π-conjugated polymers 77, 78 . In Fig. 14 we report the DFT-HSE06 zero-point correction to the excitonic gap of polyyne, calculated at different supercell sizes. The zero-point correction linearly extrapolated to the thermodynamic limit is −0.11(2) eV. As observed for oligoynes, the vibrational correction to The results labelled DMCDMC used the DMC ground-state geometry, whereas the results labelled DMC DMC(all) used the DMC geometries for the ground state, cationic state, and anionic state of a finite cell of polyyne when calculating the quasiparticle gap. The DFT calculations used the DMC geometries in the same way as the DMC calculations. At finite size the quasiparticle gap is smaller than the excitonic gap due to the introduction of a neutralising background when a charged particle is added to or removed from a periodic cell, as explained in Sec. II D.
the gap is not as large as in benzene.
In Table IV , we compare the quasiparticle and excitonic gaps of polyyne obtained by different methods. The spread of theoretical results in the literature is remarkable. The static-nucleus DMC gaps were calculated using the DMC ground-state geometry. The DMC static-nucleus singlet excitonic gap is 3.30(7) eV, which is slightly reduced to 3.19(7) eV by phonon renormalisation. By extrapolating experimental absorption gaps of oligoynes to infinite chain length, various estimates of the gap of polyyne have been made, ranging from 1.24-2.56 eV. These are lower than our DMC excitonic gap by 0.63-1.95 eV. We note that experimental gaps are strongly affected by finite chain length, solvent, and ter- minal groups, and that the more recent experimental results on longer oligoynes (e.g., Ref. 5) are closer to our results.
IV. CONCLUSIONS
In summary we have used DMC to calculate the BLA together with the quasiparticle and excitonic gaps of hydrogen-capped oligoynes and extended polyyne. We have found that simpler levels of theory, such as DFT, do not predict either the BLA or the gap with quantitative accuracy. Our DMC calculations show the Peierlsinduced BLA of polyyne to be 0.136(2)Å, which is significantly higher than DFT predictions. The DMC quasiparticle gap of extended polyyne obtained using the DMCoptimised BLA is 3.6(1) eV. The static-nucleus DMC singlet excitonic gap of polyyne is 3.30(7) eV. Vibrational contributions reduce the excitonic gap of polyyne by about 0.1 eV. The DMC-calculated zone-centre LO phonon frequency of polyyne is 2084(5) cm −1 , which is significantly higher than those obtained by DFT, but is consistent with experimental Raman measurements. Our work represents the first direct evaluation of the structural and electronic properties of extended 1D carbon chains using a high-accuracy method.
