Abstract-In this paper, a novel adaptive visual feedback scheme is presented to solve the problem of controlling the relative pose between a robot camera and a rigid object of interest. By exploiting nonlinear controllability properties, uniform asymptotic stability in the large of the image reference set-point is proved using Lyapunov's direct method. Moreover, uniform boundedness of the whole state vector is ensured by using an adaptive nonlinear control scheme, in case of unknown object depth. Experimental results with a six-degree-of-freedom robot manipulator endowed with a camera on its wrist validate the framework.
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Nonlinear Controllability and Stability Analysis of Adaptive Image-Based Systems

I. INTRODUCTION
In this paper, the problem of camera-object relative positioning is addressed by nonlinear controllability analysis and adaptive image-based visual servoing.
The advantages of the proposed framework can be summarized as follows.
• The state space representation is fully defined in the image space in terms of two-dimensional (2-D) points, system dynamics is derived using full perspective projection, hence drawbacks (e.g., lack of global properties, ambiguities, image singularities) of linearized camera models are avoided.
• The visual model is characterized by a redundant number n of image points (i.e., the case n > 3 is considered), which permits to achieve robust visual tracking, to eliminate bad features (e.g., points which are moving along its projection ray) and to guarantee full-rank of the interaction matrix.
• Stability in the large of camera-object visual interaction model is formally proven as consequence of nonlinear controllability results and Lyapunov's direct method.
• Adaptive depth estimation from 2-D image information is based on stable Lyapunov-based design, ultimate boundedness of the whole state vector is guaranteed, and camera calibration procedure is not required. Experimental results, obtained with a robotic system consisting in a PUMA 560 endowed with a camera on its wrist (eye-in-hand configuration), show that the proposed approach is feasible in visual servoing applications (e.g., visuallyguided manipulation, assembly tasks, docking operation), also in case of large change of orientation and translation of the robot camera.
The paper is organized as follows. In Section I-A, works close to our approach are briefly summarized, and differences are highlighted. In Section II, the visual model is introduced, controllability analysis, and consequent results are presented. In Section III, the adaptive nonlinear control system is designed and stability analysis is carried out. Section IV reports real robotic experiments. Finally, in Section V the major contribution of the paper is summarized.
Notations: AnB denotes subtraction between sets A and B, B(x;r) = fx 2 < n : kxk rg; r > 0; is a closed ball in < n , I n 2 < n2n denotes the identity matrix, 0 n2m 2 < n2m is a matrix of zeros, diag(x i ) 2 < n2n is the diagonal matrix with the elements of x = [x1 . . . xn] T 2 < n , so(3) denotes the vector space of the skew-symmetric matrices of order 3, an element of so (3 Given a vector space V on the field <; 8 v; w 2 V; hv; wi denotes their Euclidean scalar product and k 1 k is the usual Euclidean norm. 8 denotes the direct sum of vector spaces.
A. Related Work
In the last few years, several control schemes have been proposed to solve the problem of robot positioning and tracking, with respect to salient features in the environment, using visual information in the control loop. Here, the works close to our approach are briefly summarized, differences and drawbacks are highlighted. In [1] , a general image-based methodology is proposed in which the interaction matrices of several primitives (points, lines, planes, circles, spheres) are derived. The proposed control scheme is a particular case of the more general framework presented in [2] . Three dimensional (3-D) parameters are usually unknown, the authors propose to fix these quantities to constant values, i.e., a value corresponding to the desired pose or to a generic estimate. Hence, asymptotic stability is ensured only in a local neighborhood of the desired configuration. Global stability issues are not investigated and depth parameters adaptation is not considered. A series of works, done by the research group of Carnegie Mellon, consider the same problem investigated in our framework. In [3] , the problem of real-time visual tracking is solved using an eye-in-hand robot configuration. It turns out that simple PI controllers can be applied in case of accurate visual tracking, in the pole assignment scheme the selection of closed-loop poles should be done carefully due to possible instabilities, LQG can be used to take into account inaccurate measurements, but at the cost of noticeable increase of system complexity. In [4] and [5] , the same problem of [3] is considered, but in 1042-296X/01$10.00 © 2001 IEEE this case the distance between the camera and object is assumed to be unknown. However, the authors do not consider structural properties (e.g., controllability) of the image-based system characterized by redundant image points, and stability analysis is not formally carried out. In [6] , the controllability of the image-based visual system with redundant features is treated. However, in this case, only local movements of the camera are considered, i.e., there is a small mismatch between the initial and desired image features. Moreover, global issues in controllability and stability are not considered neither in theoretical nor in experimental terms. Finally, an affine model of camera-object visual interaction is proposed in [7] to perform both reflexive (regulation of image feature errors) and purposive (planning and regulation) visual tasks. The approach uses an approximated expression of 2-D motion field (sparse optical flow) based on the assumption of planar object surface and weak perspective projection. However, weak perspective introduces ambiguities in the object poses (SE(3) configurations), and an image Jacobean singularity appears in front-parallel pose, which corresponds to vanishing slant. Moreover, control issues are not addressed since controllability and stability analysis are not presented.
II. PRELIMINARIES
Since the object is rigid, the relative motion between the camera and the object is a rigid body transformation [8] , and the configuration space [9] of the camera-object relative motion is the special Euclidean group SE(3). The well-known image-based visual system of camera-object interaction [10] is then derived as a change of coordinates (diffeomorphism) of the relative motion from SE(3) to the image plane.
In the following, quantities will be expressed in terms of the camera frame hci = fic; jc; kcg. Let 0 be the region of the object's surface visible from the camera, and input-affine, and drift-less smooth system is derived:
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( 1) where X 2 SE(3) is the state vector, and u 2 U is the control input vector. Assume a full perspective [11] camera model with fixed focal length f and optical axis kc (see Fig. 1 ), the optical flow equations [12] can be derived from system (1) by a change of state coordinates [13] .
Namely, define the camera projection function:
in the open subset X of SE (3) given by the camera-object configurations g(X) such that the points X = [P T 1 . . . P T n ] T are all in the field-of-view of the camera. The first two equations in (2) represent 
The matrix G(x) is a particular type of interaction matrix (or image Jacobean) [10] . Equation (4) emphasizes the blocks structure of the nonlinear system, it is defined on the smooth manifold X; x 2 X is the state vector, u 2 U is the control input vector, and the depth values zi ; i = 1; . . . ; n are considered time-varying uncertain parameters of the system. The following assumption is instrumental and concerns the rank of the interaction matrix G(x). Assumption 1: The matrix G(x) is full-rank (i.e., rank(G(x)) = 6), 8x 2 X, and 8z i 2 <nf0g; i = 1; . . . ; n. Notice that the above assumption is not restrictive, since the interaction matrix G(x) has 2n rows with n > 3, i.e., the case of redundant image points is considered. The matrix G(x) loses rank only in really particular configurations, for example, when all the n points are collinear [14] . In the case of n = 3, i.e., no redundant features, geometric conditions have been found in [13] . Other particular conditions which cause a loss of rank have been studied in [15] . To reduce the possible occurrences of image singularities (i.e., points x such that rank(G(x)) < 6), an image-based planning strategy based on a predefined open-loop movement of the robot camera is proposed in Section III.
In virtue of Assumption 1, and since the state x evolves in the open subset X of SE (3), which is six-dimensional, it is always possible to choose a change of coordinate in < 6 and a state feedback such that the resulting dynamics is linear and controllable. Hence, we can state the following.
Proposition 1: The system in (4) is completely controllable. Proof: The result is a straightforward consequence of the above discussion, it follows also that the system in (4) satisfies the accessibility rank condition [16] , [17] .
Given a constant reference set-point
The two following results will be useful in the next section.
Lemma 1: Defineỹ = G(x) Tx 2 < 6 , thenỹ = 0 if and only if x = 0.
Proof: The necessity is obvious. Assume that G T (x)x = 0. The columns of G(x) span a distribution 1 of constant dimension 6 on X due to Assumption 1, this is obviously an involutive distribution since the state space X is six-dimensional. By applying the Frobenius' theorem (see, for example, [17] ), there exist redundant local coordinates 2 < 2n such that 8 > 0 sufficiently small, chosen some constants a i ; i = 7; ...; 2n, with ja i j < , the submanifold f 7 (x) = a7; ...;2n(x) = a2ng is an integral manifold of 1 (i.e., the state space manifold X ), and the expression of G(x) in the new coordinates III. ADAPTIVE VISUAL SERVOING In this section, the problem of finding a stabilizing feedback control of the image-based visual system is addressed using Lyapunov-based design. The feedback stabilization of the equilibrium
...;p T n ] T = 0 is a difficult task due to the presence of unknown time-varying depth parameters zi; i = 1; ...;n. First, observe that in the system (4) the inverses of uncertain parameters i = 1=zi; i = 1; ...;n; appear linearly in the same equation of the control inputs; this is the case of matching condition [18] - [20] , i.e., the level of uncertainty is zero. The control system design is also complicated by the fact that the uncertain parameters are time varying. In order to obtain fast adaptation, two sources of parameters information are used: the tracking error and the prediction error [19] , [21] . To stabilize the visual system, the following control law has been designed:
whereĜ(x) + = (Ĝ(x) TĜ (x)) 01Ĝ (x) T is the Moore-Penrose pseudoinverse [22] ofĜ(x).
The following adaptation law is used (i = 1; ...;n): (4) is controlled by (7) and (8) .
If it is assumed to know the depth parameters zi; i = 1; ...;n, which is true in structured environments, the following proposition formally establishes the properties of the proposed Lyapunov-based control system design.
Proposition 2: If Assumption 1 is satisfied, and the depth parameters z i ; i = 1; ...;n; are known (i.e., i = i ; i = 1; ...;n), the equilibriumx = 0 of the system (4) is globally uniformly asymptotically stable on X , provided that the control law in (7) is used.
Proof: Consider the following quadratic Lyapunov function candidate: V (x) = (1=2)x Tx , which is time-invariant, positive definite, and radially unbounded. The time derivative of V (x), using (7), results:
where the vectorỹ has been defined in Lemma 1. By Assumption 1, and Lemma 1, _ V (x) is negative definite 8k > 0. By introducing in the control law of (7) (t)) is always sufficiently greater than zero, i.e., there are no numerical problems along the planned path.
In the case of unstructured environment, the depth values zi; i = 1; ...;n; are unknown time-varying parameters of the visual system.
The following result holds.
Proposition 3: If Assumption 1 is satisfied, the translational velocity input u T 6 = 0; t 2 1T c , and k _ k ; > 0, then the control system in (7) and (8), applied to (4), guarantees the global uniform boundedness of the whole state (x;) of the closed-loop system. Moreover, if no object point P i ; i = 1; ...;n; moves along its projection ray, the set-point errorx converges, at least, to the residual set B(x; ()=2 p k12), where is the 2-norm condition number of matrixĜ(x), and = min i kC i u T k. i : (10) The time derivative of V (x;), using (8), results: = 0; 8t 2 1Tc. The derivative of V (x;) is negative semi-definite, if, at least, kk or kŷk are sufficiently large. Since V (x;) is time-invariant, positive definite, and radially unbounded, and using Lemma 2, andx are globally uniformly bounded. If no object point P i ; i = 1; ...;n; moves along its projection ray, then k r k kk, with = min i kC i u T k > 0; 8t 2 1T c , and using Lemma 2, the derivative of V (x;) is negative semi-definite, at least, in the region R = fx 2 X; 2 < n : (1= 1 )kk 0 ( 2 = 1 ) The assumption u T 6 = 0; t 2 1T c is not restrictive but necessary to obtain an adaptive depth estimation. In fact, in the case u T = 0, the system (4) does not depend on depth parameters. In other words, it is impossible to reconstruct the object structure from motion without translational velocity, see, for example, [23] . In the proposed framework, fixed a threshold > 0, a possible solution is to freeze the estimatesi; i = 1; ...;n, when kuT k < .
Remark 4:
Since a redundant number of image points is considered, i.e., n > 3, it is possible to eliminate from the state vector x any image point pj; j 2 f1; ...;ng such that CjuT = 0. Hence, the condition > 0; 8t 2 1T c , and consequently the convergence toward the residual set B(x; ()=2 p k 1 2 ) are always guaranteed. Notice that the condition CiuT 6 = 0 is easily detected, since all the involved quantities can be directly measured.
Remark 5:
The residual set B(x; ()=2 p k12) depends on the 2-norm condition number of the interaction matrixĜ(x), if this matrix is bad conditioned (i.e., m ! 0), then ! 1, and the residual set degenerates. Selection methods of the image features, such that the interaction matrix is well conditioned, are carried out in [24] . The dimension of the residual set can be reduced by increasing the control and adaptive gains, but, in practice, the control design parameters have to be tuned to avoid oscillations in the estimates and to achieve feasible camera velocity twist. ...;n; moves along its projection ray, since
KerĜ(x) T , thenx converges, at least, to the residual set B(x; ( 2 =2k)( k + 2 k + (k 2 )= 2 2 1 2 )). Finally, notice that under Assumption 1, the conditionx = 0implies an unique camera-object configuration in SE(3), i.e., no ambiguities can arise in the camera-object configurations (see, for example, [23] and references therein). This is due to the fact that, as consequence of Frobenius' theorem, there exist redundant image coordinates 2 < 2n , such that 7(x) = a7; ...;2n(x) = a2n, for some constants ai; i = 7; ...; 2n (see also the Proof of Lemma 1). In the new coordinates, since the last 2n 0 6 components of are invariant, the equationx = 0 reduces to six scalar equations, which do not admit ambiguities in SE(3). 
IV. ROBOTIC EXPERIMENTS
1) Robotic Implementation.:
The adaptive nonlinear control has been implemented on an eye-in-hand robotic system. The physical system, on which the approach was tested, consists of a PUMA 560 robot arm with a Sony CCD camera mounted on its wrist. Camera optics data-sheets provide a raw value for focal length and pixel dimensions; the remaining intrinsic parameters of the camera are not considered. The robot is commanded by the MARK III velocity controller (implementing the inner loop) and-for the outer loop-a PC MMX 200 MHz equipped with an Imaging Technology frame grabber. The MARK III controller operates under VAL II programs and communicates with the PC through the ALTER real time protocol using an RS-232 serial interface. All the acquisition and control activities running in the PC are executed under the HARTIK kernel [25] , which is specifically designed to support real-time control applications with timing constraints. The block diagram of the adaptive image-based control scheme is depicted in Fig. 2 . Quadratic B-spline active contours are used to track the projection of 0 in the image plane [26] , [27] , [7] . The image points x are computed using the 2-D time evolution of the B-spline control points. 2) Experimental Results: Any experiment with the system begins by bringing the robot in the desired configuration; there an active contour is initialized with the goal image appearance of the target object.
After recording the n control points of the goal contour, the robot is moved to the initial configuration, while the current active contour continues tracking the object appearance. Finally, the robot is moved according to the designed control system. The following cases are addressed. • 2-D displacement: the initial and desired poses of the camera lie in a plane parallel to the object's plane. T . The image points errors and estimated depth parameters are plotted in Fig. 4(a) and (b) . Fig. 4(c) and (d) shows the components of the requested camera velocity twist. Fig. 5(a) and (b) shows the resulting image points errors and the estimated depth parameters, while the components of the requested camera velocity twist are plotted in Figs. 5(c) and (d). Table I shows the errors in terms of reached end-effector's pose.
3) Discussion: Experiment 1 concerns the case of 2-D displacement of the camera, and the performance of the robotic eye-in-hand system is really similar to the one obtained in simulation (not reported due to space limitation). After T c = 100 s, the maximum magnitude of the position error in terms of reached end-effector's pose is 6.29 mm (along j c -axis) (see Table I ), while the maximum orientation error is 3 (around i c -axis). Experiment 2 concerns a 3-D generic camera displacement: in this case there is also a large mismatch between initial and desired configurations. The results show a satisfactory accuracy in the positioning of the camera, since, after T c = 100 s, the maximum magnitude of the position error is 5.84 mm (along ic-axis) (see Table I ), while the maximum orientation error is 1.63 (around i c -axis). Finally, we summarize some practical limits, which have been found during the implementation. The adaptive gains have to be tuned carefully, since high values my cause large variations in the depth estimates and rapid robot arm movements. Notice that in the reported experiments, the estimated depth range lies between 200-1100 mm. This is due to the fact that our approach does not guaranteed the convergence of the depth parameters toward the true values, but the global uniform boundedness of the whole state vector, i.e., depth estimates and image points errors. Moreover, as it has been pointed out in [5] , there is a strong coupling between translational motion along the ic-axis (respectively, j c -axis) and rotational motion around the j c -axis (respectively, i c -axis), in other words these camera movements cause similar variations in image points. As consequence, the positioning errors in the ic and j c directions are larger than along k c -axis (see Table I ). Surprisingly, the positioning error along the k c direction (optical axis) is small, this effect is due to adaptive depth estimation. Robot arm moves slowly during the visual feedback, performance limits are due to the high value of the control loop period 80 ms, which depends on the computational capacity of the computer implementing the visual servoing.
V. CONCLUSION
The accuracy of experimental results in the 6-DOF relative positioning is comparable with the values reported in [5] , since the translational errors are always within 7 mm, and rotational errors remain within 3 . Experiments with high accuracy (errors are less than 1 mm) are reported in [28] , in which a stereo vision system is used, and depthrelated parameters can be derived directly from stereo epipolar geometry, thus it is not necessary any adaptation procedure. Technological aspects are really important to achieve high performance in terms of accuracy and reliability of the visual servoing system. As future work, we are going to extend the proposed framework to the field of mobile robotics. First results in this direction can be found in [29] , where visual information are used to obtain domain-independent navigation, and in [30] , where the visual feedback takes into account the kinematic constraints of the mobile robot.
