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Abstract
In this dissertation, we explore the optical properties of various opal-based photonic crystal structures. 
Particular attention is paid to the tunability of the optical properties, especially the photonic band gaps 
(PEG), with the motivation to apply these opal-based photonic crystals (PCs) to the design of func­
tional surfaces and switchable windows. After reviewing the basic optical properties of inverse opals, 
two different types of opal-based photonic crystals, namely the Double-Shell Photonic Crystal (DSPC) 
and the Double-Inverse-Opal Photonic Crystal (DIOPC) are successively introduced and throroughly 
studied. In the DSPC structure, each sphere in the periodic photonic crystal structure is made of a 
hollow core, along with an accompanying shell of a different dielectric material; the resulting spheri­
cal structure is embedded in a high-index dielectric background. By contrast, the DIOPC is designed 
with an inverse opal backbone, in which the air pores are partially filled with a dielectric core sphere. 
In our work, two types of photonic bandgap tuning are examined, namely geometrical/positional, and 
tailoring of the materials’ properties. A comparison of the proposed structures regarding their potential 
for experimental realization is also performed.
Considering that the air shells in the DIOPC structure allow for relative movement of the dielectric 
cores inside them, we propose and study a completely novel approach to obtain a switchable complete 
band gap achieved, by shifting the spheres inside the air shells. After demonstrating that the complete 
photonic band gap is open for certain core sphere positions and is closed for others, we propose ways to 
optimise this new switching process. This optimisation leads to a maximum switching of the complete 
photonic band gap of 3.5%.
Taking into account that in real-world situations, all photonic crystals possess a certain amount 
of structural imperfections, the last step of the study concerns the effects of disorder on the optical 
properties of opal-based photonic crystals. After discussing different types of disorder, in both the 
backbone and the core spheres, we conclude that to retain a complete PBG in the DIOPC structure, and 
thus the switching process, a maximum backbone disorder of 1% should be reached experimentally, 
whereas the disorder on the core sphere does not affect the PBG as much.
These investigations have been performed using both a plane-wave expansion method and a finite- 
difference time-domain method.
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Chapter 1
Introduction
Controlling the flow of light is one of the major challenges in modern optics. Since op­
tical telecommunications and computing technologies have become increasingly important, 
there is an ever increasing need for devices that are able to control and manipulate lightwave 
signals. Control over the flow of light on the macroscopic scale has revolutionized the com­
munication industry by allowing fibre-optic infonnation transmission. Therefore, it certainly 
seems plausible that the control of light-flow on a microscopic scale may equally well open 
a new era in the realms of computation, quantum electronics, photonics, optical chips, and 
functional devices. Some of the known means for controlling light signals are Bragg mir­
rors, waveguides, resonators and beam splitters. However, the diversity of optical devices has 
recently increased, opening new challenges in the search for new ways of controlling light. 
Among them, optically switchable windows, having an appearance that can be switched on 
demand, e.g., from opaque to transparent, present great potential for applications in the area 
of functional surfaces, windows and displays.
Photonic crystals (PCs) are new materials that may have a functionality on the materials 
level, allowing e.g. to prohibit the propagation of light or allow light to propagate in certain 
directions at certain frequencies. Such PCs are materials with periodically modulated re­
fractive indices. Within such periodic structures the electromagnetic mode distributions and 
their accompanying dispersion relations differ substantially from those of free space. PCs are, 
indeed, highly attractive, because they allow the design and manipulation of their photonic 
properties by means of so-called, ’’band stmcture engineering”. In particular, PCs can pos­
sess photonic band gap (PBG) regions, i.e. forbidden regions for photon propagation, which
may well be designed to exist in one-, two- or three- dimensions, depending on whether the 
PC is one-dimensional (ID, the dielectric constant is periodic along one direction and ho­
mogeneous in the others), two-dimensional (2D, the dielectric constant is periodic in a plane 
and homogeneous in the third direction) or three-dimensional (3D, the dielectric constant is 
periodic in all three dimensions).
Although one-dimensional PCs have been known and well-studied for decades in the 
form of highly reflecting dielectr ic (Bragg) mirrors, the idea of constructing a two- or three- 
dimensional PC is no more than around two decades old. Three-dimensional PCs have at­
tracted enormous attention of scientists because of the prediction of highly unusual concepts, 
such as full 3D PBGs, and because of the various applications that these structures may 
conceivably have [l]-[2]. Some of the proposed three dimensional PCs are the, so-called, 
Yablonovite structure [3], the layer-by-layer structure [4], the silicon woodpile structure [5], 
as well as opal [6] and inverse opal [7] PC structures. Amongst the three dimensional PCs, 
opal based PCs are the most extensively studied ones, owing to the fact that they can be 
synthesized relatively easily by colloidal self-assembly [8]-[12].
CurTent and foreseeable applications of PCs can be divided according to their principle of 
functioning. Some rely on the existence or not of a complete band gap, while others rely on 
the peculiar properties of the photonic bands and their dispersion. Moreover, a great attraction 
of PCs lies on the possibility to dynamically tune their optical properties, which allows for 
the realization of dynamic and functional devices. Since the photonic band structure mainly 
depends on the spatial structure and the refractive indices of the materials, there are currently 
two main approaches towards tunable PBGs. The first approach is based on changing the 
lattice constants or the spatial symmetry by means of external forces, such as mechanical 
[13]-[15], electrical/magnetic fields [16], or light [17]. Although large shifts in the exist­
ing PBGs have been demonstrated with these techniques, the required structural changes, 
which are of the order of micrometer dimensions, may limit the practical deployment of such 
schemes in real-life devices. The second of the aforementioned methodologies is based on 
controlling the refractive indices of the materials. Liquid crystals have been widely used for 
this purpose due to their inherent anisotropy and their different phases that allow for a great 
variation of their optical properties [18]-[22]. One may note here that the refractive indices 
of semiconductor materials can also be tuned by means of free carrier injection [23]. Re­
cently, feiToelectric materials have been proposed for obtaining tunable dielectric properties, 
owing to phase transitions and electro-optic effects [24]. The application of PCs to functional 
surfaces or windows requires tunable PCs that allow for a complete switching of the PEG. 
Promising new types of inverse-opal-based PCs have been experimentally realised [25], in 
these stmctures, each ah* void of the conventional inverse opal is replaced by a hybrid sphere 
constituted of a core and a shell of different materials. This aiTangement of materials opens 
new perspectives of achieving a complete switching of the PEG. It is the purpose of this PhD 
thesis to explore the different tuning possibilities in these new opal-based structures, as well 
as to optimise the switching of the complete PEG in view of their application to switchable 
windows and surfaces.
The thesis is organised as follows. In chapter two, a review of the basic properties of 
PCs will be given. This will provide the necessaiy background for the optical properties of 
opal-based, three-dimensional, photonic crystals. In chapter three, we investigate the optical 
properties of conventional inverse opals. The underlying physics characterising the stmcture 
is found to be useful for the chapters to follow. Double-shell photonic crystals (DSPC) with 
enhanced degrees of fieedom compared to inverse opals in terms of geometrical and material 
tailoring are studied in chapter four. Chapter five will present the investigation of tuning 
possibilities in the double-inverse opal photonic crystal (DIOPC), which turns out to be very 
promising for complete PEG switching. At the end of chapter five, we propose a novel and 
optimised DIOPC stmcture, which is able to meet the requirements for the application to 
functional windows. Finally, beadng in mind that most of the fabricated structures possess a 
certain degree of disorder, which can hugely influence the optical properties of the photonic 
crystals, we conclude this work (chapter six) by investigating the sensitivity of the PEGs to 
the presence of geometric disorder, both for conventional inverse opals and DIOPC stmctures. 
Schematic representation of the structures investigated in this thesis are shown in figure 1.1.
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Figure 1.1: Schematic representations of the structures studied in the different chapters of this thesis. 
Chapter 6: illustration of disorder in opal-based PCs, due to variations in sphere size and position. In 
the example shown, R \ , ...... /?„ stand for the fluctuations of the sphere radius.
Chapter 2
Fundamentals of Photonic Crystals
Concepts of basic principles from solid state physics regarding the crystal structures and 
Maxwell’s equations from electrodynamics are essential in understanding the physics result­
ing from the interaction of light with periodic dielectric structures, i.e. PCs. Therefore, in 
this chapter we will discuss the basic principles and underlying theory in the context of one­
dimensional PCs. After this we will briefly extend these principles in the case of the two- and 
three- dimensional photonic crystals.
2.1 Introduction
Photonic crystals are materials with a periodically modulated refractive index. PCs are classi­
fied into three main categories according to the dimensionality of the structure; one-dimensional 
(1-D), two-dimensional (2-D) and three-dimensional (3-D) crystals . Figure 2.1 shows ex­
amples of these three different types of PCs.
(a) (b) (c)
Figure 2.1 : Three different types of photonic crystals.
In 1-D photonic crystals, the periodicity of the alternating dielectric materials is only in 
a single direction ( 2.1(a)). These structures are traditionally called dielectric multi-layers or
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Bragg mirrors and their optical properties aie well known. Because the index variation is only 
along one direction, the band gaps aie limited to light propagating along that direction. The 
reflection of light from the Bragg mirror is due to the one-dimensional band gap present in it. 
Nevertheless, this simple and traditional structure illustrates most of the physical properties 
of the more complex 2-D and 3-D PCs.
Two dimensional photonic crystals have a dielectric periodicity in two directions. Figure 
2.1(b) shows two layers with différents materials which are periodically aixanged in two- 
directions resulting a 2-D PC. 2-D PCs are more difficult to fabricate than 1-D ones, but 
neverthless remain of moderate complexity. The interest in these structures originates in their 
potential applications to planar integrated optics and to ‘photonic circuitry*.
PCs that are periodic in all three directions ai'e called 3-D PCs and they are the only true 
PCs in the strict sense, since in them light propagation can potentially be forbidden in all 
directions. For an example, figure 2.1(c) shows three different dielectric layers periodically 
arranged in three dimensions.
In PCs the period of the dielectric materials should be in the order of magnitude of the 
wavelength of light and photons can be described in terms of a band structure. These struc­
tures enable us to control the flows of photons by means of photonic band gaps, which is a 
photonic analogue of energy band gaps in semiconductors. A PB G may exist over the whole 
Brillouin zone (BZ) or only within a limited range of wave-vectors, corresponding to a com­
plete band gap or a pseudo (partial) band gap, respectively. At frequencies within complete 
band gaps, wave propagation is forbidden whatever the propagation direction is, whereas for 
pseudo band gaps only a limited region of propagation direction is not allowed. The property 
of a PC depends on the geometrical and material parameters constituting the PC.
2.2 Electromagnetism of Periodic Dielectrics
Novel optical properties of photonic crystals can in principle be understood combining Maxwell’s 
equations from electrodynamics and Bloch theorem from solid-state physics. Therefore, the 
crucial point in understanding photonic crystals is the understanding of how these two princi­
ples interact in periodic dielectric structures. This will be discussed in the following.
2.2 Electromagnetism of Periodic Dielectrics
2.2.1 Maxwell’s Equations
Every macroscopic electromagnetism phenomenon, including the propagation of light in a 
PC, is governed by Maxwell’s equations. In cgs miits, they are:
V -B (r,0  = 0 (2.1)
V • D(r, t) = 47Tp(r, t) (2.2)
V x E ( r ,0  + - ^ ^  = 0 (2.3)c at
V x H ( r , t ) - i ^ ^ i ^  = — J(r,f) (2.4)c at c
Where E(r, t) is the time and space dependent electiic field strength, H(r, t) is the magnetic 
field strength, D(r, t) is the electric displacement, B(r, t) is the magnetic flux density, p(r, t) 
and J(r, t) are the free chaiges and currents, and c is the speed of light in vacuum, respectively.
In a mixed dielectric medium, a composite of homogeneous dielectric material regions 
with no free chaiges, currents or sources of light in it, one can set p(r, t) = J(r, t) = 0. More­
over, in this work, we malce the following assumptions:
(a) the field strengths are small, so there are no non-linear effects;
(b) the material is isotropic at a macroscopic scale, so E(r, t) and D(r, t) are related by a scalar 
dielectric constant e(r);
(c) there is no explicit dependency of the dielectric constant on the frequency;
(d) the magnetic permeability is equal to imity;
We can write D(r, t) = e(r)E(r, t), where e(r) is the spatially varying dielectric constant, 
and B(r, t) = H(r, t). With all of these assumptions in place, the Maxwell equations become:
V-H(r,r) = 0 (2.5)
V • 6(r)E(r, 0  = 0 (2.6)
V xE (r,r) + i ^ l ^  = 0 (2.7)c at
V x H ( r , r ) - ^ ^ ^ ^ ^ : = 0  (2.8)c at
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We assume the time-harmonic natuie of fields, which can be done without loss of generality. 
Harmonic modes can be expressed in the following form:
E (r,0  = E (rX ^  (2.9)
H(r,0 = H(iV^' (2.10)
Substituting these values of E(r, t) and H(r, t) into equations (2.5), (2.6), (2.7), and (2.8), the 
two divergence equations give the simple conditions:
V . H(r) = 0 (2.11)
V -E (r) = V -D (r) = 0 (2.12)
These equations indicate that the field configurations are built up of electromagnetic waves 
that are transverse. Finally, after reaiTanging the above equations the following master equa­
tion can be deduced in terms of H [26]:
V X ( ^ V  X H(r)l = (")"H(r) (2.13)
The strategy for solving this master equation is as follows; for a given PC e(r), solve the mas­
ter equation to find the modes H(r) for a given frequency, which are fulfilling the transversality 
condition (2.12). Therefore, we consider equation (2.13) in its eigenvalue form:
0H(r) = ( - )  H(r) (2.14)c
where
0H (r) = V X X H(r)l (2.15)
Expression (2.14) indicates that the eigenmodes H(r) are the field patterns of the harmonic 
modes, and the eigenvalues (^)^ are proportional to the squared frequencies of those modes. 
The operator © is a lineai* operator and it contains information about the dielectric structure 
as this can be seen on the right hand side of equation (2.15). Moreover, the operator © is
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hermitian. Hermitian operators have real eigenvalues, which are orthogonal as well as form 
a complete set of basis functions. This plays an important role for numerical simulations of 
PCs using the plane-wave expansion method [27] as well as for theoretical analysis.
Another approach would be of course to write the wave equation for E instead of H:
 ^ -V X (V X E(r)} = (—)^E(r) (2.16)6(r) c
However, this equation (2.16) can not be cast in a simple eigenvalue problem. Although it 
can still be solved for, it is far more complicated to get accurate results since the operator we 
would have to define would not be Hermitian. For this reason, this approach is in general 
avoided.
It is useful at this stage to present a few properties of PCs that can be directly deduced 
from equation (2.13). First, the field in equation (2.13) is a vector and this has important 
consequences on the physics. Maxwell’s equations also imply a constraint on the field, V • 
H(r) = 0. This forces the solutions of (2.13) to be transverse; longitudinal modes are not 
allowed at finite frequencies. Moreover, equation (2.13) can in principle be solved exactly. 
Furthermore, it is clear from equation (2.13) that Maxwell’s equations contain no natural 
length scale. This lack of an absolute length scale makes the physics of PCs scaleable. This 
means that a band structure for a system with a lattice constant a will remain the same for a 
system with a lattice constant  ^ as long as we also scale the frequencies, w xo). Here, we 
have also assumed that e(r) is not a function of frequency.
2,2.2 Bloch’s Theorem
The dielectric function of a PC is made of a unit cell repeated in space according to a well- 
defined periodic pattern. All of that can be reduced, exploiting the analogy to solid-state 
physics, to two concepts: basis and lattice. The lattice defines tlie spatial arrangement of 
the unit cell, the basis specifies the content of the unit cell. For example, the basis for a 
three-dimensional PC can be a dielectric sphere in air or a dielectric cube in air. The lattice 
is generated by a linear combination of primitive vectors a,, determined by the minimum 
translations which leave the dielectric fimction unchanged. Choosing a reference frame and 
placing a lattice point at the origin of it, means that any other lattice point has a one-to-one
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correspondence with a vector R, which is a linear combination of the primitive lattice vectors 
a,;
N
R = 2 n .a ,-  (2.17)
£=1
where the numbers Hi are integers and N is dimension.
The dielectric constant e(r) in equation (2.13) acts as a potential for the eigenfunction 
H(r). Since the potential e(r) is periodic either in one or more dimensions in PCs this enables 
us to write e(r) in the form:
e(r) = e(r + R) (2.18)
The real space lattice (or Bravais lattice) defines an infinite set of points generated by a set 
of discrete translation operations whereas the set of all wave vectors k that yield plane waves 
with the periodicity for a given Bravais lattice is known as its reciprocal lattice. Analytically, 
k belongs to the reciprocal lattice of a Bravais lattice of points R, provided that the relation 
gik (r+R) _ gik r j^qMs foi* any r, and all R in the Bravais lattice, factoring out We can 
characterize the reciprocal lattice as the set of wave vectors k satisfying 6^^ = 1 for all R in 
the Bravais lattice. The Wigner-Seitz primitive cell of the reciprocal lattice which displays the 
full symmetry of the lattice is defined as first Brillouin zone. The BZ corresponds as well to 
the set of points in the reciprocal space that can be reached from the origin without crossing 
any Bragg plane. The real space primitive lattice vectors a, and reciprocal space primitive 
lattice vectors bj are related by:
2Lî'hj = 2nôij (2.19)
with ôij the Kronecker delta function, ôij = 1 for i = j  and 0 otherwise. Moreover, as it is 
well known that the reciprocal lattice is itself a Bravais lattice, its primitive vectors can be 
generated from the vectors of the direct lattice. Let ai, a2 , as be a set of primitive vectors, 
then the reciprocal lattice can be generated by the three primitive vectors:
b, = 2 . ^ ^ ;  b, = 2 , : b, = 2 .  ^ (2.20)ai • (a2 X as) aj • (a2 x as) aj • (a2 x as)
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where bi, b2 , ba are primitive reciprocal lattice vectors.
We now consider a one-dimensional periodic system which has discrete tianslational sym­
metry along the x-direction where R  = (n: integer), sl = ax and there is a continuous
translational symmetry in the other two directions. Discrete translational symmetry can be 
expressed in terms of an operator O which creates a spatial shift a along the x-direction. Be­
cause of the translational symmetries, © must commute with the translational operators in the 
spatial directions, as well as with the translational operator O along the x-direction. If O and 
© commute, then:
[O,©] = 0 (2.21)
This means that we can identify the eigenfunctions of © as simultaneous eigenfunctions of 
the translational operator O and therefore classify the eigenfunctions of © by the eigenvalues 
of the O. The eigenfunctions of O are determined as plane waves with wavevector k, because 
the translational symmetry only allows the eigenfunctions to differ by a phase shift, which 
corresponds to the eigenvalues 0:
^  i^kAx-^ a) ^  . i^k,a ^  (2.22)
In fact, all the eigenfunctions with wave-vectors of the form kx + m (^), m being an integer 
number, form a degenerate set; they all have the same eigenvalue 0. This conveys that 0 is 
not unique for all wave vectors. Mathematically, all plane waves corresponding to kx + mG 
with G = ~  form a degenerate set of eigenfunctions and every superposition of plane wave 
with wavevector kx + mG is also an eigenfunction with eigenvalue 0. The discrete periodicity 
along the x-direction leads to an x dependence for eigenfunction that is simply the product of 
a plane wave with a function that is periodic along the x-direction:
H tW  = e'*'* L  (2.23)
m
with the periodic lattice function Uk{x) = Uk{x + ma) and the plane wave amplitudes H^ „.
In solid-state physics, the form of (2.23) is known as Bloch’s theorem or the Bloch state
[28]. One key fact about the Bloch state is that the Block state with wave vector kx and the
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Bloch state with wave vector kx + mG are identical. The kx's that differ by integral multiples 
of G = ^  are not different from a physical point of view. In fact, we need only consider kx to 
exist in the range ^  < kx < ^ .  This region of important, nonredundant values of kx is called 
the first Brillouin zone.
Let us go back to the Bloch theorem and generalize it for a periodic system with N di­
mensions. A given N-dimensional periodic stmcture with dielectric constant e(r) = 6(r + R), 
where R is given by equation (2.17), has eigenfunctions which can be labelled by a wavevec­
tor k and expressed in the form:
H,(r) = e'k r Y j Hk.Ge'®"' = (2.24)
G
where G denotes reciprocal lattice vectors and is given by
N
G = ^ n , b i  (2.25)
i=l
with the primitive reciprocal lattice vectors b/ and the integer numbers Wj.
In equation (2.24), Uk(r) is a periodic function with the periodicity of the lattice: Uk(r) = 
Uk(r + R) for all vectors R.
2.2.3 Photonic Band Structure
The concept of a band structure is cmcial, since most optical properties of the PCs are based 
on this feature. Among the parameters influencing the band str'ucture, the PC lattice and its 
corresponding Brillouin zone are determinant.
Since a PC conesponds to a periodic dielectric function equation (2.18), using the Bloch 
theorem the solutions to equation (2.13) can be chosen of the form:
HI(r) = Y (2.26)
G
with eigenvalues (Uy(k), yielding a different Hermitian eigenproblem over the primitive cell of 
the lattice at each Bloch wavevector k. This primitive cell is a finite domain in the directions 
where the structure is periodic, leading to discrete eigenvalues labelled by v = 1 ,2 , These
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eigenvalues Wy(k) are continuous functions of k, forming discrete “bands” when plotted ver­
sus the latter. The plot Wy(k) is called band structure, where each (ojy, k) mode is a Bloch 
mode.
In general the band structure is only plotted along the characteristic path of the irreducible 
part of the BZ, i.e., a line following the edges of the irreducible BZ. In practice [26], all the 
maxima and minima of the band structure lie on this characteristic path. Hence the existence 
and frequency range of a PBG can be deduced from a plot of the band stmcture along the 
characteristic path. The frequencies aie usually displayed in units of Indeed, since the 
Maxwell’s equations are linear, the geometry and eigenvalues/eigenfunctions scale also lin­
eally, and it makes sense to normalize frequencies by a fundamental length of the crystal, the 
lattice constant. The normalization to ^  is always assumed in this work when no explicit 
frequency units aie given. The wave-vector k is expressed in the normalised units as
In a uniform material the frequency of the radiation field is reduced by the refractive index 
of the material and the dispersion relation becomes co = ( )^fc. In a homogeneous material 
the relation is a line whose slope is proportional to the inverse of the refractive index. In a 
periodic material however, the frequency as a function of the wavevector forms bands which 
can be separated by band gaps. A Band gap is a frequency range in which no state exists for 
any k. The one-dimensional band gap is shown in figure (2.2). Within a PBG the photons are 
forbidden to propagate along the direction in which the PBG appears. In the case of a partial 
PBG, this forbidden range is limited to one (or a few) directions within the PC. In the case of a 
complete PBG, the forbidden frequency range extends to all directions of propagation within 
tlie PC. In the direction where a PBG occurs, the PC acts as a perfectly reflecting miiTor for 
all waves having frequencies within the PBG.
In some practical applications one aims to make the PBG as large as possible. Therefore, 
the size of the PBG is an important feature. The PBG size is usually described in terms of 
Gap Mid-gap Ratio (GMR), which is defined as the ratio of absolute band gap width (Aw =| 
wi -  a>2 I) to midgap frequency (Wc = - ' 2 ^^ )^, with wi and a>2 the upper edge frequency of 
lower band and lower edge frequency of upper band limiting the PBG, respectively. This can 
be expressed as
G M R = ^  = Ü Ü Z Ü ll (2.27)ùJc COc
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Figure 2.2: Schematic representation of photonic band structure.
The reason for choosing GMR instead of the absolute PBG is to make it independent of 
frequency. The size of the band gap depends on the refractive index contrast of the materials 
constituting the PC. Moreover, geometrical parameters are also important for the size and the 
position of the band gap. The origin of the PBG and its dependence on the PC geometrical 
parameters is discussed in the sections below.
2.3 One-dimensional Photonic Crystals
In this section, we will present Bragg’s law for an ordinary crystal, and then it will be extended 
to photonic crystals. Finally, we will present one-dimensional the concept of a band structure 
for a multilayer systems and discuss its novel features.
Although they are very simple systems, 1-D PCs illustrate most of the physical features of 
the more complex two- and three- dimensional photonic crystals. Therefore, in order to gain 
an intuitive understanding of photonic band structures and the origin of PBGs, we consider 
the case of 1-D PCs in more detail.
Two different approaches will be presented below: the first one based on Bragg’s law, 
the second one on the evolution of the photonic band structure. We will show how both 
approaches are complementary to explain the origin of PBGs.
Figure (2.3) shows a multilayer building of a one-dimensional PC with lattice constant 
a. It is periodic along the z direction and homogeneous along the other two directions. Here, 
we assume that light is propagating along the z direction. The wavevector k can only assume
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discrete values along z since the structure is periodic along that direction. We should note 
that the reflection of light from the structure is not only the means which determines PBG. 
Because of the symmetry or polarization mismatching between the input mode pulse/wave 
and the modes in the structure, it is more likely to observe reflection spectra from the PCs 
without having PBGs.
Figure 2.3: One-dimensional photonic crystal. It consists of alternating layers of materials (yellow and 
red) with different refractive indices, spaced by a distance a, the lattice constant.
2.3.1 Bragg’s Law
Particles scatter incident rays in all directions. In some of these directions the scattered beams 
are in phase and reinforce each other to give diffracted beams i.e. constructive interference. 
The mathematical description of diffraction was first written down by von Laue in 1912 and 
his equations are still useful. However, a simpler way to describe the geometry of diffraction 
may be obtained by using Bragg’s law.
Figure 2.4 schematically illustrates interference between wave scattering from two adja­
cent rows of atoms in a crystal. The net effect of scattering from a single row is equivalent 
to partial reflection from a mirror imagined to be aligned with the row. Thus, the angle of 
“reflection” equals the angle of incidence for each row. Interference then occurs between the 
beams reflecting off different rows of atoms in the crystal.
A large intensity will be detected at this angle if the reflected rays from each successive 
layer also add up constructively. The subsequent layers will interfere constructively if the 
path difference is an interger multiple of the wavelength A.
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dsin9
Figure 2.4: Schematic representation of Bragg’s diffraction. Maximal diffraction occurs at IdsinQ = 
mA where A is the wavelength of electromagnetic wave and m is an integer.
AB + EC — mA (2.28)
Since AB -  BC = dsin6, constructive interference will occur when
IdsinO = mA (2.29)
Where d is the spacing between the subsequent planes, and Q is the angle between the 
incident rays and the plane surface. Solids have structural features given by the interatomic 
spacing, on the order of 2Â. To probe the structure of solids, we need light with A < 2A, or X- 
rays. The periodicity of structures can be probed particularly effectively through diffraction: 
light waves reflected from the individual electrons can interfere constructively or destruc­
tively, and intense reflection is proof of constructive interference. Fmthermore, if only two 
rows are involved, the transition from constructive to destructive interference is gradual as 6 
changes. However, if interference from many rows occurs, then the constructive interference 
pealcs become very sharp with mostly destructive interference in between.
Although Bragg’s law was used to explain the interference pattern of X-rays scattered by 
crystals, diffraction has been developed to study the structure of all states of matter with any 
beam, e.g., ions, electrons, neutrons, protons, and photons, with a wavelength similar to the 
distance between the atomic or molecular or dielectric layer stiiictures of interest.
A dielectric multilayer (PC) either in one- or two- or three-dimensions diffracts photons 
in a fashion analogous the way a crystal diffracts X-rays. Alternating layers of high-n and
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low-n materials create a periodic structure of differing dielectric material densities, like the 
atomic planes in crystals. If the phases of the waves scattered from each dielectric layer 
coincide, the multilayer will achieve maximum reflectivity. Due to the existence of dielectric 
crystalline planes in PCs some frequency regions will be diffracted according to Bragg’s law 
in the optical region [6]:
Ac — 2d(jjici) -yjie) — sirP'Ggjki) (2.30)
Where Ac is the wavelength of the electromagnetic wave, the interplanar distance for
the (hkl) crystallographic direction, e the average dielectric constant of the PC and the
angle between the incident radiation and the normal to the set of crystalline planes determined 
by the {hkl) indices. An important difference between diffraction in solids and diffraction in 
PCs is the bandwidth of the Bragg peaks.
Following an analogy to solid-state physics, equation (2.30) can be expressed in terms of 
the wavevector k and any reciprocal lattice vector G as [28]
2k • G = (2.31)
In one-dimension the condition becomes:
n • 7Tk = ±(----- ) (2.32)
where n = 0,1,2,3,... and a is the lattice constant.
Upon dividing both terms of equation (2.30) by 4, we eventually write
k - ( | )  = ( | ) '  (2.33)
This equation (2.33) has a nice geometrical interpretation shown in flguie (2.5) where the 
vectors k that satisfy the maximum diffraction condition aie actually those which lie on the 
edge of the Brillouin zone. Therefore, the edge of the Brillouin zone plus its center (F) G = 0 
satisfy the maximum diffraction condition. Consequently, band structures are calculated along
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the high-symmetry points of the BZ.
P./2
P,
Figure 2.5: Graphical representation of equation (2.33): each vector k (red vector) with its tip on a 
dashed line will satisfy the equation.
2.3.2 One-dimensional Photonic Band Structure
The photonic band structure gives us information about the propagation properties of electro­
magnetic radiation within the photonic crystal. It is a representation in which the available 
energy states are plotted as a function of propagation direction.
In order to understand how the photonic band structure is constructed, a one-dimensional 
dielectric multilayer system will be studied and compared with the case of a homogeneous 
dielectric system. The band structures of three different multilayer films are plotted in figure 
(2.6). Figure 2.6(a) reflects the plot for the band structure of multilayer films where each layer 
has the same dielectric constant 11.56 (silicon). This is a homogeneous structure to which we 
have artificially assigned a periodicity of a. Moreover, the photons do not feel the periodic 
dielectric layers presence and behave like a homogeneous structure, therefore no photonic 
band gap will appear. Replacing one of the two materials constituting the multilayer by a 
material having a slightly lower refractive index 3.2 (tin disulfide) introduces a perturbation 
of the homogeneous system. The resulting band structure is shown in 2.6(b). This plot looks 
like the dispersion curves of a homogeneous system with one important difference. There is 
a gap in frequency between the upper and lower branches of the bands- a frequency gap in 
which no mode, regardless of wave vector k, can exist in the crystal. The reason behind the 
PBG in PCs is a lift of degeneracy of the two states existing at±%. Indeed, for the modes are 
standing waves with a wavelength of 2a, twice the crystal’s lattice constant. In figure 2.6(a),
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these two modes are degenerated, since the system is homogeneous. However, in the system 
corresponding to figure 2.6(b), the two materials are not identical and there are therefore 
only two ways to center a standing wave of this type. We can position its nodes either in each 
low-dielectric layer, as in figure 2.7(a), or in each high-dielectric layer, as shown in figure 
2.7(b). Any other position would violate the symmetry of the unit cell about its center.
Si bulk Si/SnS multilayer
0.300.30
0.250.25
0.20 0.20
Photonic band gap0.15 >  0.15
0.10 0.10
0.05 0.05
0.00 0.00-0.50 -0.25 0.00
Wave vector (ka/2n]
0.25 0.50 -0.50 -0.25 0.00
W ave vector (ka/2it|
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W ave vector (ka/2re)
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Figure 2.6: Photonic band structures of one-dimensional multilayer photonic crystals. Each layer has 
a width 0.5a, a is the lattice constant. Here, we consider an electromagnetic wave propagating along 
the z direction (figure 2.3).
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Figure 2.7: Schematic representation of electric field in one-dimensional photonic crystals at low and 
high dielectric multilayers.
On the other hand, according to the electromagnetic variational theorem, modes having 
their energy concentrated in the high-dielectric regions have a lower frequency than modes 
having their energy in the low-dielectric regions. This gives rise to the frequency difference 
between the two cases and therefore a PBG appears. In other words, as the electromagnetic 
energy
Energy = (e(x)| E(x) p -t-1 H(x) \^)dx (2.34)
is different in these two cases, the modes have different frequency eigenvalues resulting 
in a band gap. This is verified in figure (2.8) (red and blue colors represent high- and low- 
intensity) calculating the electric energy density f(%)| E{x) p of the lower- and upper-band at 
the edge of the Brillouin zone J. The lower mode has its field energy concentrated in the 
higher dielectric layer 11.56, whereas the mode just above the gap concentrates its energy 
in the lower dielectric region 10.24 giving a small band gap width. In this work, the fields 
are normalised in the way that is most convenient for perturbation and coupled-mode theory
[29], so their energy densities have unit integral.
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Figure 2.8: (a) 1-D photonic crystal where n\ = 3.4 and «2 = 3.2 (b) electric energy of the lower band 
at ^ and (c) electric energy of the upper band at
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What happens in the third case where the dielectric contrast is high? The bigger the 
dielectric contrast, the bigger the expected frequency gap between the two states at J. We find 
that the fields of both bands concentrate their energies in the high-dielectric and low-dielectric 
layers, respectively, but in different ways, the lower band being more concentrated than the 
upper band giving a wider band gap, which is reproduced in figure (2.9).
(b)
(c)
Figure 2.9: Electric energy of 1-D photonic crystal with refractive indices n\ = 3.4 and m = 2.5 (a) 
electric energy of the lower band at ^ and (b) electric energy of the upper band at
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How does the band structure agree with Bragg’s law? To answer this question let us 
consider an example of a periodic array of dielectric layers as displayed in figures (2.10) and 
(2.11). When an incident wave enters a periodic array of dielectric layers, the wave is partially 
reflected and partially refracted at the boundaries of the dielectric layers. This phenomenon is 
strongly dependent on the geometry and refractive index contrast. According to Bragg’s law, 
if the partially reflected waves are in phase and superimposed, the incident wave is totally 
back reflected and is unable to enter the medium as shown in figure (2.10). The range of 
wavelengths in which the incident waves are totally reflected corresponds to a band gap. 
On the other hand, when the wavelength of an incident waves does not lie within the PBG, 
destructive interference occurs and partially reflected waves cancel one other. Consequently, 
total reflection from the periodic structure does not occur, and part of the light is transmitted 
through the PC as illustrated in figure (2.11).
Ill
Figure 2.10; Mechanism of PBG in one dimension, (a) An incident wave at wavelength within the 
PBG enters a periodic structure with two different refractive indices denoted as ti\ and «2- (b) The 
incident wave is partialy reflected by the boundary of the structure, (c) If each reflected wave is in 
phase the incident wave is totally reflected and is unable to penetrate the structure.
The interaction between electromagnetic waves and PCs causes the splitting of degenerate 
bands for wave vectors on the surface of the BZ, and the appearence of frequency gaps. Waves 
with frequencies within these stop gaps are Bragg diffracted and can not propagate. The 
widths of PBGs increase with the interaction strength between light and the crystal.
This condition provides us with an intuitive idea of what kind of structure may become 
a PC. That is, the structure should be periodic so that scattered waves are superimposed and
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Figure 2.11: Destructive interference, (a) An incident wave at wavelength outside the PBG enters the 
periodic structure, (b) The incident wave is partially reflected by the boundary of the structure, but 
each reflected wave is out of phase and interfere destructively with each other, (c) Reflection does not 
take place and the incident wave penetrates the structure.
in phase at any point of the structure. Moreover, the structure should possess symmetry to 
as many directions as possible so that scattered waves from one lattice point see the same 
orientation of neighbouring lattice points.
2.4 Generalization to Two-dimensional and Three-dimensional PCs
Armed with the knowledge of basic priciples of photonic crystals in one-dimension, we will 
in the following, briefly describe two- and three-dimensional photonic crystals.
2.4.1 Two-dimensional Photonic Crystals 
Basics of 2-D PCs
In the preceding section most of the interesting properties of one-dimensional PCs have been 
discussed. In this section, the situation is analysed when the PC is two-dimensional i.e., when 
it is periodic in two directions and homogeneous in the third.
Two-dimensional PCs can possess different types of lattices. Square and triangular lattices 
are the most popular lattice types. These lattices in real space are illustrated in figure 2.12
(a). In this figure ai and a] denote lattice vectors in real space. The square and triangular 
lattices in reciprocal space are displayed in figure 2.12 (b) and (c), where bi and b] represent
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reciprocal lattice vectors. The inset shows the Brillouin zone constructed from bi and b% as 
the Wigner-Seitz cell of the reciprocal lattice. The Brillouin zone is quadratic and therefore 
has additional symmetries that will reduce the part of k-space that has to be considered. The 
blue triangle is the smallest area that can be mapped to the whole Brillouin by minor- or 
rotation-operations and contains all non-redundant information. This smallest possible region 
is the irreducible Brillouin zone. Therefore it is sufficient to calculate the band structure for a 
closed path along the lines connecting the high symmetry points of the first BZ.
Now let us consider a square lattice with spacing a, the lattice vectors ai = ax and ag = ay 
along X -  and y- direction, respectively. Relation 2.19 has been used to find the reciprocal 
lattice vectors from real ones. Hence the reciprocal lattice vectors for two dimensional square 
lattices are bi = (ÿ )y  and b% = (^)x . It is found that the reciprocal lattice is also a square 
lattice, but with spacing ( ^ )  instead of a. Similarly, reciprocal lattice vectors for a given 
triangular lattice can be calculated using the expression 2.19.
For light propagating in the plane of periodicity, the modes can be sepaiated into two inde­
pendent polarizations, namely TE (electric field lies in the plane of periodicity and magnetic 
field perpendicular to it) and TM (magnetic field lies in the plane of periodicity and the electric 
field peipendicular to it). For a proper choice of lattice, the PC can have a PBG in the plane of 
periodicity. As an example we consider a square aiTangement of rods with refractive index 3.2 
(Tin disulfide) and radius 0.2a in air. We already know from one dimensional examples that 
a PBG will appear at the border of the Brillouin zone. Figiue (2.13) shows a calculation of 
band structures for TE- and TM-bands. As expected a TM-gap appears for frequencies from 
0.304 to 0.433, while there is no TE-gap. The TM-gap has a GMR of 34.99% and is limited 
by the first band at the point M and by the second band at the point X. There is also a partial 
PBG in F -  X direction for TE-modes. To explain the appeaience of the PBGs according to 
2.34 we will now analyse the distribution of the electric energy density e(r)] E(r) p of the first 
two TE- and TM-bands at the point X. Figure 2.14 (a) and (b) show the energy for the first 
TM-band (here, red color indicates high intensity values and blue color low intensity values). 
As E points along the rod axis and therefore always parallel to the dielectiic interface, the 
energy can be confined very strongly in the region of high-index dielectric material. Conse­
quently, this leads to the lowest frequency in the eigenvalue spectrum. A mode of higher order 
will now require an additional node in the crystal plane, because there is no additional degree
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Figure 2.12: (a) Two dimensional rectangular and triangular lattices in real space. The vectors ai and 
32 are the primitive lattice vectors, (b) Two dimensional rectangular lattice in reciprocal space and 
its corresponding Brillouin zone. The small high-lighted region is the irreducible part of BZ. High 
symmetry points are represented by F, M and X, respectively, (c) Two dimensional triangular lattice 
in reciprocal space and its corresponding Brillouin zone. The vectors bi and 62 are the reciprocal 
primitive lattice vectors.
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of freedom due to the quasi-scalar character of the z-polarised electric field. This nodal line, 
as can be seen in figure 2.14(a) right has to go through the center of the rods because the 
mode has to be orthogonal to the first one. This pushes a significant part of the energy out 
of the high dielectric into the air region and causes an energy shift that leads to the large gap 
observed in figure 2.13.
1 .
o
0 .
0 .
0 .
0 .
4 TM band gap
TE- mo d e s
TM- modes
Xr M r
Figure 2.13: Band structure for a square lattice of refractive index 3.0 rods with radius 0.2a in air.
The situation, however, is different for TE-modes. As the electric field vector lies in the 
crystal plane there are additional possibilities for the energy to localise. The electric field 
vector can be orientated perpendicular or parallel to the interface. For the lowest order mode 
in figure 2.14(b) the field lines tend to be parallel. This indicates a perpendicular crossing 
at two sides of the rods. The corresponding discontinuous increase of the energy is clearly 
observed in figure 2.14(b). This causes a high localisation in the low-index dielectric. The 
second order band in figure 2.14(b) right has a more complex structure in the field distribution 
and an even higher low index localisation. However, the difference to the first order band is 
obviously much smaller than in the TM-case.
We now understand that PBGs arise from the net interferences of scattered incident light 
waves from the lattice points of a periodic structure. Here, we stress that high refractive index 
contrasts of the periodic structures play a vital role in order for the PBGs to become more
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Figure 2.14: Electric energy for a square lattice of refractive index 3.0 rods with radius 0.2a in air (a) 
at the point X for the first and the second TM-band and (b) at the point X for the first and the second 
TE-band.
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pronounced for a given structure. There are two reasons for the importance of high refractive 
index contrasts.
First, each PC structure has a minimum value of refractive index contrast to exhibit a 
complete PEG. This phenomenon is attributed to the fact that interferences of two dielectrics 
with a higher contrast of refractive indices tend to scatter waves from any direction, so partial 
PEG to any direction and a complete PEG, aie more likely to talce place. Second, the higher 
the refractive index conti'ast is, the fewer layers are necessary to have sufficient PEG effects. 
As explained before, each layer or lattice PC partially reflects the propagating wave. As a 
consequence, the higher the refractive index contrast, the higher the reflection coefficient per 
layer, and sufficient net reflections can be achieved by fewer layers of PC than in a structure 
with the same configuiation but with a lower refractive index contrast.
Applications of 2-D PCs
Two-dimensional PCs have novel scientific engineering applications. Two-dimensional PCs 
and PC slabs, which have a finite thickness in the vertical direction, have been used to fabri­
cate, for example, waveguides [30]-[31], microcavities [32]-[34], add-drop devices [35], and 
lasers [36] -[38]. Other applications are splitters [39], [40], [41], fibres [42], antennas [43], 
optical circuits [44].
2.4.2 Three-dimensional PCs
Although two-dimensional PCs display many of the properties that 3-D photonic crystals have 
they lack one very important capability: they can’t confine light in the third direction. Three 
dimensional control of photons can be achieved by a three dimensional periodic dielectric 
stmcture i.e., a three dimensional photonic crystals.
The idea of a three-dimensional periodic dielectric structure as a means to control spon­
taneous emission was proposed by Eli Yablonovitch [1]. The motivation was to create a 
structure where the PEG would overlap the electronic gap thereby making it possible for 
improving the performance of semiconductor lasers, heterojunction bipolar transistors and 
solar cells. This idea was independently proposed by Sajeev John while studying the phe­
nomenon of localization of light in disordered dielectric superlattices [2]. Several stmctures
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based on the face-center-cubic (fee) lattice were experimentally fabricated by Graitter and 
Yablonovitch [45] and transmission was measmed to look for PBGs. The Brillouin zone of 
a fee lattice has more spherical symmetry and it is more likely that a full three dimensional 
PEG would open up when the PEGs along individual directions overlap. By this approach it 
was found that only one structure showed a PEG. This was an inverse fee structure, which is 
now known as inverse opal.
A more systematic search for a structure with a full PEG ensued when theorists started 
looking at this problem [46]-[49]. The first attempt was to solve the three dimensional case 
with the scalar wave approximation by decoupling Maxwell’s equations. The results predicted 
PEGs for the inverse fee structure made by Yablonovitch but also the fee structure made out 
of dielectric spheres, contrary to experimental results. The quantitative agreement between 
the experimental and theoretical values was not good, suggesting that the vector nature of 
electromagentic field may be crucial and can’t be neglected. Calculations were made using 
the plane wave expansion method developed earlier [46]-[47] for full vector waves and it was 
discovered that the fee structure did not have a full PEG due to degeneracy at the W and U 
points which can’t be lifted for even for index contrast as high as 4.0 (Germanium) and filling 
fraction of 96% [27],[50],[51]. Ho and co-workers proposed a way to lift this degeneracy by 
choosing the diamond lattice with dielectric atoms [27],[52]. For a fixed dielectric constant of 
3.6 a full PEG persisted for both dielectric spheres as well as air spheres for a good range of 
filling fractions. The diamond structure was experimentally fabricated by drilling cylindrical 
holes into a dielectric material [3]. Measurements on this structure showed a full PEG with 
measurements in good agreement with theory.
Following the success of the diamond structure, experimental fabrication began in full 
swing. A simple layer-by-layer approach was designed [53] exhibiting a full PEG, For mi­
cron and submicron length scale PEG materials the theoretical community once again turned 
to the face-center-cubic (fee) structure. The reason is two fold: one was that further band 
structiue calculations indicated that fee structure indeed does have a complete PEG between 
the 8th and 9th band [54]-[55]; the other was the colloidal self organization of monodisperse 
submicron spheres [14]. It has long been known that natural opals have an interesting op­
tical property where the wavelength of the reflected color changes when viewed at different 
angles in white light: opalescence. In 1964, Sanders, Jones and Segnit [56] discovered that
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opals were composed of spherical particles of amorphous silica in the size range of 1.5/im -
3.5 yum which is aiTanged hexagonally in layers which are either in random close packed, fee 
or hexagonal close packed (hep)[57]. Optical peoperties probing PEG such as ti'ansmission, 
reflection and diffraction were first measured in artificial opal structures made from monodis­
perse polystyrene colloids [58]-[61].
As the direct fee structure does not show a full gap, efforts were continued to produce 
an inverted fee structure using the colloidal crystal as a template. One of the early attempts 
was to produce a porous network of titania using emulsion templating [62]. The technique 
demonstrated that an inter-connected network of uniform pores in a titania background can 
be produced. However, the structure did not show any crystalline order. This was followed 
by a number of techniques in which a template of fee ordered silica or microspheres was 
first synthesized and then infiltrated with different background materials, either as ceramic 
precursors [9], [61], [63],[64], metals and polymers [65]-[68] or semiconducting nanoparti­
cles [69]. The template material was then subsequently removed by calcination in the case 
of polystyrene or by etching with HF in the case of silica templates. Samples produced us­
ing ceramic precursors and sol-gels typically yielded small sample sizes due to breakage. In 
yet another approach colloidal crystallization can be done simultaneously while a high index 
background material is introduced. This technique was used to produce thin film inverse fee 
type [70],[71] PCs.
Applications of 3-D PCs
These PCs [26] are novel optical materials possessing qualities that could not have been 
reached before. Intensive research for more than two decades has shown that the PCs can 
offer almost all the applications that have been offered for a long time by electrons in robust 
and efficient ways. Current and foreseen applications of PCs can be divided according to their 
principle of functioning. Some rely on the existence or non-existence of a complete band gap, 
others rely on the peculiar properties of the bands and their dispersion. Applications that rely 
on a gap make use of the suppressed density of states. Thus, the performance of solar* cells 
or mrcrolectronic devices can benefit from the suppression of spontaneous emission. Antenas 
for microwave applications may be made to emit only in the desired direction by placing them
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on a substrate with a PEG structure [72]. Some applications aie entirely new and spring from 
the new physics brought by PEG systems. In the context of quantum optics, the radiation 
reservoir associated with a PC presents drastic departures from the ordinary vacuum case, 
and strong modifications of the local density of photonic modes give rise to phenomena in­
cluding the inhibition of and enhancement of spontaneous emission [1], strong localization 
of light [2], formation of atom-photon bound states [73]-[74], quantum interference effects in 
spontaneous emission [75], single atom and collective atomic switching behavior by coherent 
resonant pumping, atomic inversion without fluctuations [76] and chemical [77] or temper­
ature sensors[78]. Three-dimensional PCs have been used for microcavities, light-emitting 
diodes and lasers [79]. Moreover non-linear PCs have been demonstrated to exhibit all-optical 
switching behavior and optical bistability [80]. 3-D PCs are also microporous materials and 
therefore they can be of application in chemistry. As a consequence of the appearence of op­
tical gaps, one can also control the propagation and localization of photons involved in pho­
tochemical reactions. This effect is of enormous interest in photochemical processes where 
PCs can be used to harvest photons to maximize chemical reactions in areas such as photo­
catalysis, and photoelectrochemical solar cells. One example of this application is the use of 
PC topology, by Malloulc and coworkers [81], for application in photoelectiochemical solar 
cells [82].
2.5 Conclusions
In this chapter we have reviewed the most important properties of one-dimensional PCs and 
extended it shortly to two-dimensional PCs; using the interlink between Maxwell’s equation 
and Eloch theorem to describe the light behavior inside a PC, the concept of photonic band 
structure and the formation of PEGs. From the variety of three-dimensional PCs exhibiting 
either both a full and a paitial PEG or a partial PEG that have been proposed theoretically 
and / or realised experimentally we choose to study the class of inverse opal structures. In the 
next chapter we will discuss the optical properties of inverse opals.
Chapter 3
Physics of Inverse Opal Photonic Crystals
Basic properties of inverse opals, e.g., band structiu'es with geometrical and material engineer­
ing, are very crucial for understanding other optical properties as well as for their potential 
applications. Therefore, in tliis chapter we will study the influence of geometrical and ma­
terial parameters of inverse opals on the photonic band structures and photonic band gaps, 
respectively.
3.1 Introduction
Opals are among the few PCs existing in natural states e.g., wings of butterflies and minerals. 
They are among the most colourful of all gems despite being composed primarily of silica, a 
colourless solid with the chemical formula Si02. They exhibit a play of colour, which consists 
of iridescent colour flashes that change with the angle at which they are viewed. The efl^ect is 
similar to the rainbow of colouis observed on a soap bubble, only much more dramatic. The 
origin of iridescence in opals comes from an ordered microstructure of closely packed silica 
spheres, which causes light to diffract from the interface between the Si0 2  balls and the air in 
the voids between the balls. Since the size of these silica spheres is on the order of hundreds 
of nanometers, the range of wavelengths of the diffracted light falls within the visible region.
On the other hand, inverse opals are inverse replicas of opals. Instead of consisting of 
a regular arrangement of uniform spherical particles (as in opals), inverse opals consist of 
a regular arrangement of spherical void spaces surrounded by solid walls. Moreover, the 
ordered arr angement of the pore structirres leads to diffraction of light in a manner similar to
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the diffraction observed with opals. These diffraction effects endow inverse opals with optical 
and photonic crystal properties. This class of crystals has distinguished itself as easier to 
fabricate by self-organizing processes [9],[83],[84] on a relative large scale. The geometrical 
distribution of a dielectric material in an inverse opal can be understood most easily by shortly 
reviewing the fabrication process: latex spheres of radii are allowed to sediment slowly in a 
liquid, e.g. an alcohol. Due to self-organizing processes they arrange in a face-centered- 
cubic (fee) close packed lattice. Then the liquid is evaporated and the system infiltrated by 
an high index material. Ideally, as will be assumed here, all voids between the spheres are 
completely filled. In practice, however, the high-index material is often slightly porous due 
to an inhomogeneous filling. After the infiltration the system is heated and the latex spheres 
are also evaporated leaving an fcc-aiTangement of air-spheres in a dielectric matrix. Available 
materials in the photonic crystal communities with their relevant optical properties are listed 
in table 3.1. If the refractive index of the remaining material is high enough (> 2.85), a 
full PBG, located between the eigth and ninth bands, is expected according to theoretical 
calculations [14],[54].
Material Index of refraction (visible range) Transparency range (nm)
CdS 2.48 500-
Diamond (C) 2.42 250-80,000
Fe20z 3.22, 2.94
GaAS 3.34 1000-20,000
GaP 3.42 550-
Si 3.42 1200-15,000
Si02 1.56 200-3000
Sn02 1 .8 -2 .0 326-
SnS2 3.2 560-
Ti0 2  (anatase) 0=2.59, e= 2.52 450-5000
T i02 (rutile) 2.29, 2.73 450-5000
ZnO 2.05 370-
ZnS 2.43, 2.35 400 - 14,000
Table 3.1: Optical properties of some materials [85], [86], [87], [88], [89] mostly used for photonic 
ciystals studies.
Figui'e 3.1 shows the fee lattice and its coiTesponding first Brillouin zone, where the 
circles indicate the high symmetry points F, L, X, U, W, K. The points L, X, and K coiTespond 
to the [111], [100], and [110] directions, respectively. In particular, the [111] direction is of 
interest because it coiTesponds to the growth direction of the photonic crystal and therefore to
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the most convenient direction for optical measurements. In figure 3.1, the area enclosed by 
the high symmetry points can be mapped to the whole Brillouin zone by symmetry operations 
(translations, rotations, inversions, reflections) and contains all non-redundant information. 
This region of the first Brillouin zone enclosed by the one set of high-symmetry points is 
known as irreducible Brillouin zone (IBZ). We already know from one-dimensional examples 
that a PBG exists for all k in a given direction, but the maxima and minima of each band are 
always lying on the edge of the first Brillouin zone. Therefore it is sufficient to calculate the 
band structure for a closed path along the lines connecting the high symmetry points, i.e. F, 
L, X, U, W, K.
Kz
Kx
(b)
Figure 3.1 : (a) Face-centred-cubic structure and (b) its corresponding first Brillouin zone. F indicates 
the origin of the reciprocal space, and K, L , X , U, and W are high-symmetry points on the edges of 
the Brillouin zone.
In our work we propose two possibilities to model inverse opal photonic crystals:
(a) model 1 - overlapping spheres, that have a radius larger than the close packed radius 
(0.35a, where a is the cubic lattice constant of the fee lattice)
(b) model 2 - spheres that are connected by channels or air cylinders, the radius of the spheres 
is equal to the close packed radius.
Schematic representation of these two models is shown in figure 3.2. We should note 
here that both models produced similar results for similar filling fractions. So the question 
arises, what is significant in considering two different models? It is because the experimental
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structure lies in between the two limiting cases of model 1 and model 2. Moreover, model 1 
is useful for the study of the direct influence of sphere size on the optical properties of inverse 
opals, whereas model 2  is useful for the study of the influence of connecting channels on the 
optical properties of inverse opals.
High index
Overlapping Lower index
(a)
High inde:
Cylinders [% Lower index
(b)
Figure 3.2: Schematic representation of the two different models used in this work: (a) model 1- 
overlapping spheres and (b) model 2- spheres connected by channels or cylinders. Here, R2 is the 
sphere radius, rib the background dielectric constant, the dielectric constant of the spheres.
As a numerical simulation tool we use the MIT-Photonic Bands software, a frequency 
domain iterative code, to perfom a direct computation of the eigenstates and eigenvalues of 
Maxwells equations using a plane-wave basis [90]-[91], which is a free worldwide available 
software. Before starting our studies with the software it has been essential to perform a 
convergence test. A good convergence of the results is found to be for the frequency tolerance 
10"^, grid size 48x48x48 and mesh size 15. The mesh is a sub-grid laid on each grid point, in 
order to average the dielectric constant over a “mesh” of points to find an effective dielectric 
tensor [90]. Figure 3.3 shows examples of dielectric distributions of inverse opals calculated 
using model 1 and model 2, respectively. No remarkable difference between the two models 
is visible.
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(a)
(b)
Figure 3.3: Iso-surface of inverse opals of air spheres in titania background calculated using (a) model 
1 and (b) model 2 .
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3.2 Inverse Opals with Moderate Index Contrast
The schematic illustration of inverse opals, which are investigated in this section, is shown in 
figure 3.4. In this figure, represents the refractive index of the spheres and R2 stands for 
the sphere radius.
background sphere
Figure 3.4; Schematic representation of an inverse opal, where titania (Ti02) is the background mate­
rial with refractive index 2.5, and the sphere has a refractive index ris and a radius R2 .
We start the investigation with the optical properties of inverse opals composed of close 
packed air spheres embedded in a titania (7(0%) background (figure 3.4) with refractive index
2.5. It is worth mentioning why we choose titania as the background material. Titania is a 
good candidate for future applications with functional windows in the visible range because 
it is one of the few high index materials that has low absorption. Moreover, the infiltration of 
titania is a more homogeneous process and leads to a less porous material than that of higher 
refractive index materials which is still at the optimization stage [7].
The band structures depicted in figure 3.5 (a) and (b), obtained using model I, are for 
an inverse opal (figure 3.4) of close packed air (n^ = I.O) and silica (ris = 1.5) spheres, 
respectively, embedded in titania. Both structures possess only partial PBGs between the 2”^  
and 3'’^  bands at the points L and X, respectively. They do not have a complete PBG because 
the dielectric contrast is lower than the threshold refractive index 2 . 8  necessary for a complete 
PBG to appear. The magnitude of the GMR between the and 3'"^  bands at the point L is 
found to be 19.39 % with a mid-gap frequency of 0.60 in figure 3.5 (a) and 11.24 % with a 
mid-gap frequency of 0.49 in figure 3.5(b), which is smaller than in the first case. This can 
be explained by the decrease in dielectric contrast between the two materials constituting the
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PC. Fuithermore the PBG presence in PCs can be explained through various means, here, we 
choose the following way: analyzing the electric energy distributions of the bands limiting 
the band gap at the respective high symmetry points. Electric energy distribution for the band 
gap of figui'e 3.5(a) is shown in figure 3.6 for both the 2"  ^and 3''  ^bands at the points L and 
X, respectively (here and in all upcoming intensity plots, blue colour indicates high intensity 
values and red coloiu low intensity values). We want to recall here (from the electromagnetic 
energy variational theorem) that the lower band always tends to concentrate its energy in 
the high dielectric region in order to lower its frequency, while the higher band tends to 
concentrate its energy in the lower dielectric region, which leads to a raise of its frequency 
and to the appearance of a frequency gap i.e., band gap. In a three-dimensional photonic 
crystal the field energy distributions are more complicated and in figure 3.6(a) both bands 
seem to concentrate their energies in the higher dielectric regions. However the 2"  ^ band 
energy is more concentrated inside the high-dielectric region (70%) than the 3'^  ^band (53%). 
The difference in energy concentration results in the splitting of the frequency at the point L, 
giving rise to the band gap between the 2*^  ^and 3’’^  bands (figure 3.5 (a)). On the other hand, 
at the point X the 2”^  and 3^ ^^  band energy ( 3.6(b)) in the higher dielectric region are found to 
be 71% and 67%. This small energy difference between them gives the small band gap width.
Now we consider the case of figure 3.5(b). The energy distributions of the 2"  ^ and 3'"'^  
bands at the points L and X are shown in figure 3.7. In figure 3.7 the energy of the 2"  ^
and 3'"^  bands at the point L is continuous (figure 3.7(a)) in the higher dielectric regions. 
However, some amount of energy of the 3’'^  band is slightly pushed into the silica spheres. 
The quantitative values of energies localised by the 2”^  and 3'"^  bands at the point L are found 
to be 57% and 33%. This difference in energy of the 2"‘^ and 3''  ^ bands explains the band 
gap. At the point X, the energy of the 2^^ band is concentrated mostly in the higher dielectric 
region. The energy of the 3'^  ^band is also found to be concentrated in the titania. The energies 
(figure 3.7(b)) of the 2”^  and 3'"^  bands localised in titania are found to be 52% and 50%, 
which results in a very small band gap width as shown in figure 3.5(b). Indeed, the relative 
energy difference between the 2”^  and 3‘'^  bands in the higher dielectric regions at the point 
X for inverse opal of air spheres in titania is found to be 13% which is much larger than that 
found for inverse opal of silica spheres in titania (4%). Therefore, the band gap width between 
the 2"^ and 3"  ^bands for inverse opal of silica spheres in titania is much smaller than that for
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inverse opal of air spheres in titania at the point X.
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Figure 3.5: Band structures of inverse opals of close packed, (a) air and (b) silica (ris = 15) spheres, 
respectively, in titania (refractive index 2.5), calculated using model 1.
The band structure and eigenmode calculations presented so far have assumed an infinitely 
extended crystal. Obviously, this can never be realized in real applications. An important
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L -second band
X -second band
(a)
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X -third band
(b)
Figure 3.6: The electric field energy density distributions of the 2”^ and 3''^  bands at the points (a) L 
and (b) X of inverse opal of close-packed air spheres (/?2 = 0.35a) in titania (model 1). The black 
contours indicate horizontal and vertical cross-sections of the dielectric structures. The electric field 
energy density distributions are shown in real space for the modes corresponding to the X and L points 
of the reciprocal space. The horizontal and vertical cross-sections shown are perpendicular to the 
[111] and [110] crystallographic directions. In each plot the maximum occuring electric field energy 
density distribution was normalised to a value of 1 (dark blue). The corresponding reciprocal space 
band structure is shown in figure 3.5(a), and the real space structure is shown in figures 3.2(a) and 3.4.
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Figure 3.7: As in figure 3.6, except = 1.5 (i.e. silica spheres), the corresponding band structure 
being that of figure 3.5(b). In the right-hand panel of (b), the horizontal and vertical cross-sections do 
not retain the points of maximum electric field energy density distributions; they were instead chosen 
to clearly depict the structure’s dielectric distribution contours.
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question is therefore how a finite photonic crystal responds to an external excitation. This can 
be addressed studying transmission spectra of the structures. To verify the band gap width, we 
calculate the transmission spectra, of the inverse opal of close packed air and silica spheres in 
a titania background using model 1 in a Finite-diflference-time-domain (FDTD) method. More 
details about the FDTD method is given in the appendix. Figure 3.8 (a) and (b) compares the 
band structures of infinitely extended inverse opal photonic crystal of air and silica spheres in 
titania in the F -  L direction with the transmission through a finite system for a plane wave 
propagating along F -  L with normal incidence. This transmission calculation is performed 
for a finite crystal size of 20 layers of ABCABC arrangement (i.e., six lattice constants, figure 
3.9) with resolution of 50 grid points per lattice constant. In figure 3.8 (a) the first band 
existing in the frequency range (0-0.542) corresponds to high transmission, only modulated 
by Fabry-Perot-oscillations that are a result of the finite length of the striictrrre. This can be 
explained by the large spatial overlap of the plane waves and the first order band because the 
latter has a large contribution of the lowest order foirrier component. When reaching first 
band gap edge at frequency 0.543 the transmission becomes smaller. The reason for this is 
the flattening of the band (indicating smaller group velocity) near the band edge and therefore 
a bad coupling due to impedance mismatch of the plane wave and the photonic crystal mode. 
Within the band gap frequency range of the band structure calculation, from 0.543 to 0.659, 
there is no transmission. A perfect fit in the position of the PBG can be observed between 
the two simulations. As the frequency becomes larger than 0.659, we observe again a high 
transmission through the structure. In figure 3.8 (a) and (b) the transmission through the 
crystal in the case of silica spheres in titania is larger than through the air spheres in titania. 
This is because of the difference of index contrast within the two structures. In the case of 
silica/titania PC, the index contrast is smaller and consequently the diffraction at the dielectric 
interfaces is smaller. Therefore the attenuation per lattice constant within the PBG is smaller.
It has been found from oui' simulation results that the titania inverse opals are examples 
of the structures exhibiting partial PBGs. It is now interesting to investigate how these PBGs 
vaiy with the geometrical paiameters.
Figure 3.10 shows the dependences of the magnitudes of the GMR of the partial PBG on 
the sphere radius, at the points L and X for the inverse opal (figure 3.4) with ris ~ FO. This 
figui'e indicates that the magnitude of the GMR at the point L reaches a maximum value for a
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Figure 3.8: Band structure (left) and transmission (right) through inverse opals of close-packed (a) 
air and (b) silica spheres, respectively, in titania, calculated using model 1. Here the transmission 
spectra is calculated for electromagnetic waves propagating along Y - L  direction. 20 crystal layers are 
considered in these calculations. The resolution per lattice constant (three layers) is 50 grid points.
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Figure 3.9: Structure used for the calculation of transmission spectra in the F -  L: 20 layers (6 lattice 
constants) of air spheres in a titania background. The grey and red colours represent the air spheres 
and the titania background material. The big arrow shows the incident of plane wave used in the 
calculation, and the little parallel lines schematically represent the corresponding wavefronts.
close packed arrangement. On the other hand, the variations of the magnitudes of the GMRs 
at the point X are more complex because of numerous bands present in the surrounding of the 
partial PBG. The minima observed at radii around 0.35a is due to the fact that for radii below
0.35a, a different band limits the PBG as for radii above the 0.35a. For large radii the spheres 
overlap very strongly and the volume fraction of titania is very small. Consequently, the PBG 
for each point of the band structure is strongly reduced and finally the GMR collapses for 
sphere radii above 0.47a.
Now we investigate the variation of the GMRs with the refractive index of the spheres 
exploiting model 1. Figure 3.11 displays the dependences of the GMR on the refractive 
indices of the spheres ris for the first partial PBG at the points L and X of the close-packed 
inverse opal with a titania background. The refractive index of the spheres is varied from 1.0 
to 3.0. To explain the behaviour of the PBG shown in figure 3.11, the curves are divided into 
two different regions: inverted opal region, for ris varying from 1.0 to 2.5 (region A) and opal 
region, for ris varying from 2.5 to 3.0 (region B). Generally, in photonic crystals the size of 
the PBG depends on the dielectric contrast and the PBG arises only when there is a difference 
in field energy between the bands. In region A, increasing ris decreases the dielectric contrast 
and consequently the PBG size decreases. At the particular value ris = 2.5 the structure has no 
dielectric periodicity and becomes a bulk titania. Therefore, no PBG exists and the GMR is
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Figure 3.10: Dependence of the GMR on the radius of the air sphere for an inverse opal of air spheres 
in titania.
zero for both points L and X, respectively. In region B, the dielectric contrast increases again 
with increasing ris, and consequently, the PBG size increases. The behaviour observed in 
figure 3.11 highlights the strong influence of the index contrast inside the inverse opal on the 
resulting PBGs of the structure. To complete this study, the following section will consider 
structures with higher index contrasts by increasing the background refractive index.
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Figure 3.11: Dependence of the GMR at the points L and X of inverse opals composed of close-packed 
spheres of varying dielectric material in a titania background.
3.3 Towards a Higher Index Contrast
In this section, we will discuss inverse opals with a larger index contrast compared to the 
previous section. The increased index contrast is obtained by considering structures with 
a background having a higher refractive index than the previously studied titania. We start 
this study by presenting the band structure of the inverse opal with background refractive 
index = 3.2 (tin disulfide (SnS 2 )) and refractive index of the sphere ris = 1.0, shown in 
figure 3.12. This structure possess a partial band gap between the 2”^  and 3'’^  bands at both 
points L and X. The magnitude of the GMR at points L and X are found to be 22.52% and 
2.69%, respectively, larger than that found for an inverse opal of air spheres in titania. The 
increase in the magnitude of the partial PBG can be explained by the increase in the dielectric 
constrast of the materials constituting the structure. Compared to the previous two cases the 
dielectric constrast of the system is higher than the threshold value 2 . 8  for a complete band 
gap to appear. As expected a complete PBG between the 8 '^  and 9'  ^ bands is observed. This 
complete band gap is limited by the point W at the 8 '^  band and by the point X at the 9'  ^
, respectively. The magnitude of the complete GMR is found to be 3.21% with the midgap
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frequency 0.85.
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Figure 3.12: Band structure of an inverse opal of close packed air spheres in tin disulfide {rib = 3.2), 
calculated using model 1.
On the other hand, figure 3.13 shows the band structure of an inverse opal of air spheres in 
a silicon {rib = 3.4) background. This structure shows a complete PBG of 4.70 % between the 
8 '^  and 9'^ bands limited by the point W and by the point X, with the mid gap frequency 0.81. 
The larger complete PBG compared to the S n S 2 case is due to the increase in the dielectric 
constrast between the materials constituting the PC. Moreover, a pronounced partial PBG is 
also observed between the 2"  ^ and 3''  ^ bands at the points L and X, respectively. The GMR 
at the point L is found to be 23.47% with the mid-gap frequency 0.46, which is much larger 
than that found in the case of inverse opal of air spheres in tin disulfide.
To explain the appearence of the complete PBGs in inverse opals of air spheres in a silicon 
background, the concept of electromagnetic energy is exploited as before. According to the 
relation ( 2.34) we will now analyse the distribution of the electric energy e(r)| E(r) f' of the 
8 '^  and 9'  ^ bands at the points X and W, respectively. Figure 3.14 shows the energy of the 
8 '^  and 9^  ^ bands (figure 3.13) at the points X and W. Both 8 '^  and 9'  ^ bands at the point X 
have localised their energies (figure 3.14(a)) in the higher dielectric regions (silicon) but in 
different amounts causing splitting of the frequencies introducing a band gap. The energy of 
the 8 '^  and 9'  ^ bands (figure 3.14(b)) at the point W is also localised in the higher dielectric
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Figure 3.13: Band structure of an inverse opal of close packed air spheres in a high-index dielectric 
background silicon («/, = 3.4). Model 1 is used for this calculation.
regions (silicon). The 9'  ^ band energy is more continuously spread in the higher dielectric 
region than the 8 "” band. Moreover, a very small amount of energy is localised by the 8 '^  
band in the higher dielectric region. This large energy difference between the 8 '^  and 9'  ^
results in a larger band gap width, which is consistent with the band structure shown in figure 
3.13. Quantatively the fraction of energy localised in the higher dielectric region for the 8 '^  
and 9'^ bands at the point W is found to be 93% and 49% while the energy localised in the 
higher dielectric region for the 8 '^  and 9'^ bands at the point X is found to be 87% and 70%, 
respectively. This energy difference causes the splitting of the degenerate bands at the points 
X and W resulting in a band gap between the 8 '^  and 9'  ^ bands. Similarly, for all k-points a 
partial PBG can be observed between the 8 ^^ and 9'  ^bands, leading to a complete PBG in the 
frequency region where all the partial PBGs overlap.
The comparison of the transmission spectrum with the band structure for the inverse opal 
of air spheres in silicon is shown in figure 3.15. This calculation is performed on the basis of 
model 1 and the electromagnetic wave is considered to be propagating along T -  L and F -  X 
through a crystal of finite size consisting of 20 layers. In the transmission spectrum the lower 
zero-transmission region coincides well with the lower band gaps. For higher frequencies, in 
particular, the partial photonic band gap frequencies between the 8 '^  and 9'  ^ bands at points
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Figure 3.14: As in figure 3.6, except for rih = 3.4 (silicon background) and for 8'  ^ and 9'^ bands 
(corresponding band structure is that of figure 3.13).
W and X overlap result in a complete photonic band gap as highlighted in figure 3.15.
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Figure 3.15: Transmission F -  L (left) and F - X  (right) and band structure (middle) through inverse 
opals of close-packed air spheres, in silicon calculated using model 1. The highlighted region indicates 
the overlapping of the band gap frequencies between the 8'  ^ and 9'^ bands, at points L and X, resulting 
in complete photonic band gap. 20 layers of crystals are taken for this calculation. The resolution per 
lattice constant is 50 grid points.
To verify the effect of the variation of the dielectric constant of the material on the GMR, 
we calculated a sequence of band structures for an inverse opal of air spheres (figure 3 .4 (a)) in 
various background dielectric constants rih for close-packed arrangements. As can be seen in
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figure 3.16, the GMR increases as the dielectric constant of the background increases. From 
this we can verify that the complete PBG appears when the refractive index of the background 
is greater than 2.8 [54],[14]. This is the threshold value of refractive index for the complete 
PBG to appear in an inverse opal with close-packed air spheres.
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Figure 3.16: GMR as a function of background dielectric constant for inverse opal of close-packed air 
spheres in a dielectric background (model 1).
We found from computational simulations that the complete PBG of this inverse opal can 
be optimised by varying the sphere radius e.g., the size of the voids using model 1. Figure 
3.17 summarizes the way the GMR of the complete PBG between the 8 th and 9th bands 
changes with the radius of the spheres. The maximum GMR of 5.29% is found for a sphere 
radius 0.36<3, where the spheres slightly overlap, and to vanish for a sphere radius of 0.38a. 
For sphere radii below 0.35a the spheres are separated by silicon walls, whereas above this 
value the spheres overlap. Note that while the variation of the radius of the sphere directly 
affects existence of the complete PBG between the 8 ''* and 9'  ^bands, we still have the partial 
PBG at the point L between the 2nd and 3rd bands for those radii where the complete PBG 
vanishes.
We will now consider the influence of the size of the connecting cylinders (model 2) on 
the optical properties of the inverse opal composed of air spheres embedded in silicon. The
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results are summarized in the figure 3.18, where Rcyi represents the radius of the cylinders. 
The maximum GMR is found to be 7.13 % for a cylinder radius 0.13a and it vanishes for 
Rcyi = 0.18a. If we compare the PBGs values obtained for the variations of two different 
parameters namely the radius of the spheres and Rcyi, for the inverse opal of air spheres in 
silicon background we found two different PBGs maxima values depending on the type of 
parameter chosen to vary. This shows that both the sphere radius R2 , and Rcyi have to be 
optimized in order achieve maximum GMRs. Therefore, the radius of the spheres R2 , radius 
of the cylinders Rcyi as well as the dielectric constant strongly influence the PBG size. This 
means that inverse opal structures have in principle the potential to yield tunable PBGs via 
geometrical and material tailoring.
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Figure 3.17: The GMR of the complete PBG between the 8th and 9th bands as a function of sphere 
radius for an inverse opal of air spheres in silicon.
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Figure 3.18: The GMR of the complete PBG between the 8th and 9th bands as a function of radius of 
connecting cylinders for the inverse opal of close-packed air spheres in silicon background.
3.4 Conclusions
In this chapter, we have discussed the basic optical properties of inverse opals, and shown that 
the PBGs of inverse opals are highly influenced by the radius of the spheres, the radius of the 
cylinders and the dielectric constant. This indicates that there is a strong possibility of PBG 
tuning in this type of inverse opal photonic crystals. This work sets a basis for the study of 
PBG tunability in a novel structure offering more degrees of freedom, the double-inverse-opal 
photonic crystals. This will be the topic of the next chapter.
Chapter 4
Double Shell Photonic Crystals (DSPC)
In this chapter, we introduce a new type of opal-based photonic crystal, the double shell pho­
tonic crystal (DSPC). As will be comprehensively explained, this structure may conceivably 
allow for new degrees of freedom towards achieving tunability of the optical properties and 
the flow of light in realistic, three-dimensional, photonic crystal stmctures.
4.1 Introduction
In a DSPC, each sphere in the periodic photonic crystal structure is composed of a core, along 
with an accompanying shell that is made from a different dielectric material; the resulting 
spherical structure is embedded in a high-index dielectric background. Figure 4.1 illustrates 
a DSPC, composed of a shell-sphere with radius R2 and refractive index Hs, and a core-sphere 
with radius Ri and refractive index embedded in a background medium with refractive 
index In this work, we shall confine our discussion to DSPCs having a hollow core,
i.e. with He -  1.0. Such DSPCs are somewhat similar to inverse opal structures, in which 
the air pores are coated by a guest material. However, contrary to inverse opals, which are 
composed of one material (rib) and two radii (R2  and Rcyi), DSPCs have two materials (uh and 
ris) and three radii (Ri, R2 and Rcyi). Consequently, DSPCs have in principle more degrees 
of design-freedom compared to the inverse opal structure; indeed, with a judicious choice 
of the materials’ optogeometric parameters it seems plausible to control at least one of the 
parameters (rib, ^ 1, Ri and independently of the others and, thus, to achieve novel 
design opportunities for tmiing the optical properties of the 3-D photonic crystal. In the
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following sections, we first start by considering the structure’s geometrical tailoring (/?i, Rj 
and Rcyi), followed by the materials’ tailoring (n^). For consistency, the refractive index of the 
background material has been chosen to be rib = 2.5(titania). Indeed, titania is a material with 
a moderately high index, that can be infiltrated more homogeneously into the opal structure 
than materials with higher indices. Therefore, the study of structures with a titania background 
should allow a good comparison between our theoretical predictions and experimental results.
background
shell sphere core sphere
Figure 4.1 : Schematic illustration of DSPC with core and shell spheres radii R\ and /?2- «c. and
represent the refractive indices of the background, the core and the shell spheres, respectively.
4.2 PBG Tuning via Geometrical Tailoring
In this section, we explore the PBG tuning of the DSPC by means of geometrical tailoring 
{Rx, Ri and Rcyi).
We start our investigations with a band structure study of the DSPC. Figure 4.2 shows the 
band diagram of the DSPC structure that was illustrated in figure 4.1, for = 1.5, R\ = 0.25a 
and Rj = 0.35a. This calculation was perfomed using the previously described model 1. We 
notice that the dielectric contrast is lower than the one required for the complete PBG to 
appear. Nonetheless, this DSPC structure does exhibit two partial PBGs between the 2”^  and 
the band, at points L and X, respectively. It is therefore valid and interesting to investigate 
the potential for tunability of these partial bandgaps in the present structure, and compare the 
so-obtained results with the inverse opal case. In the following we focus on the partial PBGs 
between the 2”^  and y ^  bands at points L and X. The GMR between the 2”^  and 3'"'^  band at
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point L is found to be 16.78%, with a mid-gap frequency of 0.51, which is smaller than the 
one found for the case of figure 3.5(a), and larger than the one which corresponds to the case 
of figure 3.5(b). Physically, this can be explained by the fact that the hollow silica sphere 
constitutes an intermediate dielectric structure between a completely filled silica sphere and 
an air sphere. Similarly, the GMR at point X between the 2”^  and the 3'''^  band is found to be 
1.96%, which is larger than the one found for the two inverse opal cases (figure 3.5).
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Figure 4.2: Photonic band structure of a DSPC of close-packed silica spheres with hollow cores in a 
titania background with /?i = 0.25a.
Figure 4.3 depicts the dependence of the calculated GMR on ^  at points L and X for this 
type of DSPCs. In this case, we kept R\ = 0.25a at a fixed value and Rj was varied between 
0.25a and 0.50a. Increasing the radius of the spheres above 0.35a forces the spheres to overlap 
(model 1). It is not hard to realize that in the limiting case for which the shell-sphere radius is 
/?2  = 0.5a, the DSPC structure becomes similar to an inverse opal of air spheres with radius 
0.25a having a silica backbone, i.e. for this shell-sphere radius our structure does not have a 
titania background anymore. The other limiting case, R2 = 0.25a, corresponds to an inverse 
opal of air spheres with radius 0.25a in a titania background. Figure 4.3 indicates that the 
magnitude of the GMRs at point L becomes maximum (17.34%) for the particular value of
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^  = 0.735. It is interesting at this point to attempt to explain the PBG-width between the 
2 ”^  and the 3'"'^  band in terms of the field energy distribution at each of the aforementioned 
two bands. Figure 4.4(a) illustrates the total energy of the 2'^ and 3'"'^  bands at point L for 
^  = 0.735. We notice that both bands have concentrated their energies mainly into the higher 
dielectric region (titania). However, detailed calculations reveal that the 2'^ band has more 
energy (72.77%) concentrated in titania than the 3'''^  band (57.3%). It is this energy difference 
between the bands (at the same point L) which results in the aforementioned band gap (figure 
4.2).
Considering now the GMR variations at point X in figure 4.3, it is found that the GMR 
decreases until it becomes minimum (0.14%) for ^  < 0.675. Moreover, for ^  > 0.675, 
the GMR at point X is found to increase and becomes maximum (7%) for ^  = 1.0. In a 
similar vein to what was followed before, figure 4.4(b) illustrates the energy distribution of 
the 2”^  and 3'"'^  bands at point X for ^  = 0.735. We once again find that the field-energies for 
both bands are mostly localised in titania. However, the 2”^  band has 92.15% of its energy 
concentrated in titania, while the 3'"'^  band has 91.40%. This small energy difference between 
the 2”^  and 3''  ^bands is what causes the very small PBG width at point X, as was observed in 
figures 4.2 and 4.3.
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Figure 4.3: Dependences of GMR on ^  for DSPC composed of hollow core and shell (n^ = 1.5) 
spheres in titania background with R\ = 0.25a and R2 varied, calculated using model 1.
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Figure 4.4: The electric field energy density distributions of the 2 ^  and 3’'^  bands at the points (a) 
L and (b) X of DSPC composed of hollow core and silica shell spheres in titania with ^  = 0.735, 
/?2 = 0.34a (model 1). The black contours indicate horizontal and vertical cross-sections of the dielec­
tric structures. The electric field energy density distributions are shown in real space for the modes 
corresponding to the X and L points of the reciprocal space. The horizontal and vertical cross-sections 
shown are perpendicular to the [111] and [110] crystallographic directions. In each plot the maximum 
occuring electric field energy density distribution was normalised to a value of 1 (dark blue).
In order to examine whether the strong influence of R2 on the PBG still remains in the case 
where the shell material has a different refractive index, we repeated the previous calculations 
by choosing /I5 this time to be 1.7. The core sphere radius was kept constant (R\ = 0.25a) as 
before. We find that this structure also exhibits partial PBGs between the 2”^  and 3'''^  bands 
at points L and X, respectively. The dependence of these GMRs on ^  is shown in figure
4.5. Closer inspection of the results depicted in this figure reveals that, similarly to the DSPC 
structure with a silica shell, the GMR at point L increases for 0.5 < ^  < 0.735, and becomes 
maximum (16.59%) for ^  = 0.735. Nonetheless, this value is smaller compared to the 
corresponding one found in figure 4.3. For the range 0.735 < ^  < 1.0, the GMR decreases 
with shell radius, again likewise what we observed in figure 4.3 for the DSPC with silica 
shell. These GMR variations can be explained by considering the energy distributions of the
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bands for ^  = 0.735. Figure 4.6 shows the energy of the 2 ^  and 3'"'^  band at points L and X, 
respectively. In figure 4.6 (a) the field energy of the two bands is shown to be concentrated, 
both, in titania and in the shell (ris = 1.7), as well. The 2”^  band has 93.06% of its energy 
concentrated in titania and shell material, whereas the 3^ ^^  band has 82.61%. The difference 
in energy distribution is found to be smaller than in the case of figure 4.3. Similarly in the 
case of ris = 1.5, the large difference in energy distribution between the two bands can explain 
the large GMR at point L. We now consider the GMR variations at point X shown in figure
4.5, one finds that the GMR decreases monotonically for ^  < 0.657, becoming minimum for 
= 0.657. For higher values of the radii ratio, it starts increasing and becomes maximum 
(7%) for ^  = 1.0. We also find that for ^  = 0.735, the 2 ^  band has 91.86% of its energy 
concentrated in the titania and shell dielectric regions, while the corresponding concentation 
for the 3’’^  band is found to be 91.11%. This small difference between the field-energies of 
the two bands results in a somewhat small band-gap, in full consistency with the relative 
variations of the GMRs that are shown in figure 4.5 in a region around the aforementioned 
radii ratio. Moreover, the same energy difference of the bands at point X for = 1.7 and 
« 5  = 1.5 demonstrates the similar GMR values for the corresponding shell sphere radius.
0.5 0.417 0.357 0.312 0.278 0.250.18
0.15
0.12 — • —  Lpoint 
— ° —  Xpoint
^ 0.09
O 0.06
0.03
0 .00  L- 0.5 0.6 0.7 0.8 0.9 1.0
R/R,
Figure 4.5: Dependences of GMR on ^  for DSPC composed of hollow core and shell (ris = 17) 
spheres in titania background with R\ = 0.25a and R2 varied, calculated using model 1.
So far the focus of our analysis has been concerned with studying the influence of the shell
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Figure 4.6: As in figure 4.4, except = 1.7.
radius, R2 , on the PBG of the DSPC. We shall now present a detailed study of the influence 
of the core radius, R\, on the PBG of the DSPC. The shell sphere radius is kept constant, 
/?2  = 0.35a. The variations of the GMRs on ^  are summarized in figure 4.7. In our studies, 
the core radius R[ was varied between 0.0 = 0.0) and 0.35 a { ^  = 1.0). First, we note
that for R\ = 0.0, the DSPC structure corresponds to an inverse opal of close-packed silica 
spheres embedded in titania, thus yielding the band structure presented in figure 3.5(b). For 
the other limiting case, R\ = 0.35a, the shell vanishes and the DSPC now corresponds to 
an inverse opal of close-packed air spheres in titania, which has the band structure presented 
in figure 3.5(a). Comparing these results to the band structures of the aforementioned two 
photonic crystals that were shown in figure 3.5, we verified that the GMRs between the 2”^  
and 3'"^  band at point L are 19.29% and 11.24%, respectively, and that the GMR at the point L 
increases monotonically with R\. The variations at point X are somewhat more complex and 
exhibit discontinuities, which we attribute to the relative variations of the different bands in 
the vicinity of the band gaps. All in all, only the band gap at point L can be tuned easily using 
/?! variations.
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Figure 4.7: Dependences of GMR on ^  for DSPC composed of hollow core and silica shell = 1.5) 
spheres in a titania background with R\ varied and R2 = 0.35a. This calculation is performed using 
model 2 .
Previously, we investigated in some detail the influence of the core and shell spheres’ radii 
on the PBG of the DSPC. Let us now, using model 2, analyse the impact of the cylinder radius 
on the appeared PBG. Such influence of the cylinder radius on the GMRs between the 2”^  and 
3'"'^  bands at points L and X, is summarized in figure 4.8. We note that the GMR at point 
X is roughly constant for R^ y/ < 0.025a. However, within the range 0.025a < R^ y^  < 0.15a 
it decreases monotonically and becomes minimum for R^ y/ = 0.15a. Further, in the range 
0.15a < Rcy/ < 0.35a, one finds that the GMR starts increasing again. For the L-point, we 
find that the GMR decreases with increasing cylinder radius, for 0.06a < Rcy/ < 0.35a. These 
variations of the GMRs at both points can be explained by analysing energy distributions of 
the 2'“^ and 3''^  ^ bands in the materials of the DSPC. Table 4.1 shows energies of the bands 
at points L and X, respectively, for various values of cylinder radii. In this table, bands at 
the point L have concentrated their energies in core (air) and shell (silica) materials, whereas 
corresponding bands at the point X have concentrated their energies in background (titania) 
and shell (silica) materials. Moreover, it can be seen in the table 4.1 the energy difference 
of the bands at both points with respect to the cylinder radius are found consistent with the 
variations of the GMRs shown in figure 4.8. The fact that the GMRs are not very sensitive
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to Rcyi is a good point since Rcyi is a parameter very difficult to control during the fabrication 
process.
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Figure 4.8: Dependences of GMR on for DSPC composed of hollow core and shell (silica) spheres 
with R\ = 0.25a and R2 = 0.35a, calculated using model 2.
^cyl
a energy at point L(%) energy at point X(%)2”^ band 3''^  band 2^  band 3''^  band
0 .0 0 62.70 45.38 91.05 90.07
0.04 62.68 45.36 91.05 90.07
0.08 62.23 44.84 90.95 89.98
0.12 59.70 42.07 90.57 89.51
0.16 52.50 34.96 89.67 87.21
0.20 34.93 20.62 87.66 83.27
Table 4.1 : The electric field energy density of the 2'^  and 3''^ bands at points L and X for core sphere 
radius 0.25a and shell sphere radius 0.35a for various values of cylinder radius. The refractive in­
dices of the background, core and shell spheres are chosen to be 2.5, 1.0 and 1.5, respectively. This 
calculation is performed using model 2 .
Our simulation results elucidated the strong influence of the optogeometrical parameters 
on the PBG of the novel DSPC structure. In principle, this may allow for PBG tuning of 
the DSPC through tailoring of the structure’s geometrical parameters. We now concisely ad­
dress the question of whether such geometrical tailoring is experimentally realizable. It does 
turn out that the aforementioned PBG tuning is, indeed, practically achievable and, as an
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example of its applicability, we may consider the possibility of expanding and/or regressing 
the lattice, which will inevitably result in modifications of the spheres’ sizes and, ultimately, 
on sizable changes of the PBG. The lattice expansion and/or regression can be realised ex­
perimentally by, for instance, applying a pressure or a temperature gradient. In the case of 
temperature, since the DSPC structure consists of three different dielectric materials with 
(apparently) different thermal-expansion coefficients, each dielectric will expand in a some­
what different proportion, depending on its, so-called, thermal-expansion coefficient. We now 
derive an approximate, closed-form, expression for the structure’s lattice expansion with in­
creasing temperatur e. It is well-known that the volume of a cube with each side having length 
a i s V  = a^. Moreover, let us assume that
4;r/?QVo = (4.1)
and
V, = ^  (4.2)
are the volumes of the spheres with radii Rq and Rt at temperatur es to^C and fC ,  respec­
tively. Likewise, YmQ and V,„, are the volumes of the background material in the cube at 
temperatures t^C and fC , respectively. These can be expressed as follows:
V,nO -  % ----- — (4.3)
3Vffj/ — ûtf 2  (4.4)
Here, and are the lattice constants at temperatures tgC and fC ,  respectively. For sim­
plicity, let us neglect the second term at the right hand side of the equations 4.3 and 4.4. 
Neglecting the contribution of the sphere radius R in the expansion of the backgroimd is
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equivalent to considering a bulk cubic structure. This is a limiting case since the unit cell is 
composed of only background material. Then, we immediately obtain:
YnO — ^ 0  (4.5)
Vfyji — fl, (4.6)
The coefficient of the volume expansion in terms of the coefficient of linear- expansion (a) is 
given by
^  ~ _  1 = 2aAT (4.1)
VmQ VmO %
Hence, the new lattice constant at for the change in temperatme AT = t - t o  becomes:
at = 6Zo(l + 3a AT)^ (4.8)
Let us note that in a standard DSPC structure, the unit cell is not completely filled with 
background material. However, we make the assumption that the background material can 
only expand outside the cell, not towards the hollow core of the cell. Therefore, the absolute 
value of R2 remains constant after expansion.
The coefficients of linear thermal expansion for the background material (titania) and the 
shell material (silica) are 8.46 x and 0.04 x respectively. As can be no­
ticed, the expansion coefficient of titania is very large compared to silica, which means that 
the expansion of silica can be neglected. This allows us to keep the absolute value of Ri to 
be constant as well, as summarised in figure 4.9. In this figure Ri and R2  represent the core 
and shell sphere radii, and at the lattice constant for temperatme AT. The lattice constant 
prior to applying a temperatme change is chosen to be one ao (cubic lattice constant of the 
fee lattice) and the core and shell radii are assumed to be 0.25«o and 0.35ao, respectively. By 
naeans of equation 4.8 we can calculate the lattice constant at and, consequently, the corre­
sponding variations of the relative radius values. This is summarised in table 4.2 for different
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temperature values between 20 and 200*. As can be seen in table 4.2, even for a temperature 
change of 200*C the increase of a, is very small. Therefore, it will obviously not significantly 
influence the PBG size and position. We conclude that, from the experimental point of view, 
this method is rather not very promising for the PBG tuning of a DSPC structure. Therefore, 
in the following we shall propose alternative, more efficient, methods (such as, e.g., variations 
of the shell refractive index) in order to achieve the desirable PBG tuning function.
 -------------------
Figure 4.9: Schematic illustration of thermal expansion of the DSPC. R\ = 0.25a and R2 = 0.35a are 
the core and shell spheres radii, a^ and a, represent the lattice constant at temperatures t^C and r*C, 
respectively.
ATCC) variations in a(a,) variations in R ( ^ ) variations in R ( ^ )
20 1.00017 0.24995 0.34993
50 1.00043 0.24989 0.34984
100 1.00086 0.24978 0.34969
200 1.00950 0.24764 0.34670
Table 4.2: Influence of temperature on lattice constant of the DSPC. The initial value of a (ao = 1), 
^  = 0.35 and ^  = 0.25. Here these variations correspond to the limiting case, and that everything we 
would observe experimentally would be smaller than that.
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4.3 PBG Tuning via Material Tailoring
In this section, we aie focusing on the influence of the shell refractive index upon the PBG, 
in order to examine in some detail the possibility of PBG timing of the DSPC through shell- 
material tailoring. Here, for the analysis of the influence of the shell index variation upon 
the structiue’s PBG, the core-sphere radius will each time be kept constant, while the shell 
radius will be fixed to R2 = 0.35a throughout. Furthermore, the radius of the cylinder has 
been chosen to be 0.12a.
The dependence of the GMRs for the DSPC structiue illustrated in figure 4.1, on the 
shell refractive index, i%s, for hollow spheres having radius (a) R\ = 0.06a, (b) R\ ~ 0.1a,
(c) R\ = 0.177a and (d) R\ = 0.25a, respectively, are depicted in figures 4.10 and 4.11. 
We note from these figures that the PBG minimum positions, that were observed at Us = 2.5 
in the case of inverse opal structure (figure 3.11) are shifted after insertion of the air cores. 
Interestingly, these shifts become larger with increasing R\. In figures 4.11(a) and (b), the 
PBG minimum positions for the L point lie at increasingly larger values of so that the 
minimum positions are for Us values outside the plotted range and are, therefore, not shown 
in the coiTesponding figures. To obtain a quantitative explanation of the PBG behavior for 
this DSPC structure, we may assume that the curves are divided into two different regions: 
the DSPC inverse opal region (n  ^ < 2.5) and the DSPC hybrid opal region {ris > 2.5). One 
should notice here that for Us = 1.0 and ris = 2.5 the DSPC becomes an inverse opal made 
of air spheres in a titania background, with different filling fractions of the air and the titania 
for the two aforesaid shell-index cases. It is also noteworthy that in figure 4.10(a) the PBG 
at point L decreases monotonically in the DSPC inverse opal region because of the gradual 
decrease in the dielectrics’ index constrast; the PBG minimum position is found in the DSPC 
hybrid opal region. The coiTesponding PBG minimum position for the point X is found to lie 
within the DSPC inverse opal region.
Detailed calculations reveal that the GMRs at point L, for ris -  1.5, Ri = 0.177a and 
R\ = 0.25a, are found to be 13.8% and 17%, respectively. Once again, in order to obtain a 
physical insight into the appearance of the PBGs, we calculate and plot the electromagnetic 
field energy distributions of the two bands at point L in figure 4.12 for R\ = 0.177a and 
Ri = 0.25a, respectively. It is seen that the energies of the 2"'^  and 3''  ^bands at point L can
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Figure 4.10: Variations of the GMR at the points L and X of DSPC composed of hollow cores and 
shells with varying dielectric material. The shell refractive indices are increased from 1.0 to 3.0 and 
the hollow core radius are (a) /?i = 0.06a (b) R\ = 0.1a, respectively. This calculation is performed 
using model 2.
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Figure 4.11: Variations of the GMR at the points L and X of DSPC composed of hollow cores and 
shells with varying dielectric material. The shell refractive indices are increased from 1.0 to 3.0 and 
the hollow core radius are (a) R\ = 0.177a (b) R\ = 0.25a, respectively, calculated using model 2.
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be found in the high-index background (titania) and shell dielectrics for Ri = 0.177a and 
Ri = 0,25a. Detailed calculations of the field energy distributions in the case presented in 
figure 4.12 give a concentration of energy in titania and shell of 98.4% and 91.55% for the 
2^ "^  and 3’'^  bands for Ri = 0.177a, respectively, and 92.68% and 80.84% for the 2^  ^and 3’’^  
bands for = 0.25a, respectively. The higher energy difference of the bands limiting the 
band gap for Ri = 0.25a compared to the case for R[ = 0.177a demonstrates higher GMR 
value for the former one, which is consistent with the GMRs observed in figure 4.11 for the 
corresponding core radii.
Now we want to discuss the field energy distribution of the 2'“^  and 3"  ^ bands at point 
X. Figure 4.13 presents the energy distributions of the 2'"^  and 3’’^  bands at point X for 
Ri = 0.177a and Ri = 0.25a. Comparing to figure 4.7, the curve is not varying monotonically 
between the two values of core radii Ri = 0.177a and Ri -  0.25a this is an indication for 
having two bands limiting the band gap. This means that the field distributions are consistent 
with observations of figure 4.11.
Let us now attempt to explain the shifting of the minima positions for the GMRs at points 
L and X, which were observed in figures 4.10 and 4.11 for varying values of the core 
radius. The shifting of the GMRs’ minima positions observed in figures 4.10 and 4.11 can 
be explained with the aid of figure 4.7. We are able to do so by comparing the GMR values 
obtained, for both points L and X, at exactly Us = 1.5 in figures 4.10 and 4.11, to the 
GMR values shown in figure 4.7 (whose results were plotted with = 1.5, i.e. silica shell, 
throughout). We note that in figure 4.7 the GMR values at point L increase monotonically 
with core radius, implying that the GMR values at Us = 1.5 will also increase with core 
radius (see also figures 4.10 and 4.11). However, for Hs = 1.0 the DSPC structui'e becomes 
an inverse opal of closely-packed air spheres in a titania background (irrespectively of the 
core radius) and, consequently, the value of the GMR for ris = 1.0 is the same for all R[. 
Considering that the GMR value increases with R\ for ris = 1.5, one should expect that the 
slope of the L-cui ve in figures 4.10 and 4.11 should flatten with increasing core radius Ri. 
For compliance with the aforementioned GMR variations as a function of core radius and as 
a function of the minimum positions of point L, depicted in figures 4.10 and 4.11, should 
therefore move towards higher ris values.
In a similar manner, one can explain the shifting of the minima positions observed in
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Figure 4.12: The electric field energy distributions of the 2”^  and 3'''^  bands at the point L for (a) 
R\ = 0.177a and (b) R\ = 0.25a when = 1.5 and Rj = 0.35a, calculated using model 2. The white 
contours indicate horizontal and vertical cross-sections of the dielectric structures. The electric field 
energy density distributions are shown in real space for the modes corresponding to the X and L points 
of the reciprocal space. The horizontal and vertical cross-sections shown are perpendicular to the [111] 
and [110] crystallographic directions. In each plot the maximum occuring electric field energy density 
distribution was normalised to a value of 1 (dark blue). In the right-hand panel of (a) and (b), the 
horizontal and vertical cross-sections do not retain the points of maximum electric field energy density 
distributions; they were instead chosen to clearly depict the structure’s dielectric distribution contours.
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Figure 4.13: As in figure 4.12, except that the results now refer to point X, and in all panels the 
perpendicular cross-sections contain the points with the maximum electric field energy density.
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figures 4.10 and 4.11 for the point X, by referring to the variations of the GMRs with the core 
radius R\, shown in figure 4.7. Here, however, the analysis is somewhat more involved: We 
note that the GMR values depicted in figure 4.7 for 0 < Ri < 0.134a decrease monotonically 
and reach a minimum value for/? 1 = 0.134a. In the range 0.135a < R\ < 0.218a, however, the 
GMR progressively increases until it becomes maximum for/?! = 0.218a. After obtaining this 
maximum value, the GMR decreases again (for 0.218a < Ri < 0.285a), becoming minimum 
for /?i = 0.285a. Finally, within 0.285a < R\ < 0.35a the GMR increases and approaches a 
maximum value for Ri -  0.35a. In order to explain the variations of the GMR at point X that 
were shown in figure 4.10, we may now refer to the afore-analysed GMR variations of figure 
4.7, initially for the range 0 < Ri < 0.134a. Therein, the GMRs decrease with increasing 
/?!, and as a result the slope of the GMR curve for the X-point in figure 4.10 should become 
steepper, with the minimum position having to shift towards smaller Us values. Furthermore, 
in order to explain the shift of the minimum position observed in figure 4.11 (a) for the X- 
point, we now examine the range 0.135a < R\ < 0.218a (figure 4.7). In this range the GMR 
increases until the core radius approaches to 0.218a, and afterwards the GMR is decreasing 
again, which (comparing to figure 4.11(b)) corresponds to a reversal of the shifting direction 
of the minimum position. Moreover, the GMR becomes minimum for Ri = 0.286a, the 
minimum position should be again exactly at = 1.5.
In conclusion, following a comprehensive analysis, we showed that PBG timing of the 
DSPC structui'e is, indeed, possible with dynamic variations of the shell refractive index. 
This dynamical tuning can be achieved by several realistic means, such as for instance, via 
carrier injection [23] in a semiconductor shell material, or via inclusion of liquid crystals [19] 
within it. In order to verify whether the experimentally expected tuning effects were large 
enough for potential applications to functional surfaces/windows, we considered the case of a 
liquid crystal used by our experimental partner, Merck [92], having a ordinary refractive index 
Ho = 1.5113 and an extraordinary refractive index rig = 1.6500. In a first step we considered 
the limiting cases of a shell isotropically filled with either a material having the refractive 
index or a material having the refractive index rig. Although a complete switching from 
rio to Mg leads to a tuning of the L gap from 10.7% to 9.28% for very small R\ values, as 
can be deduced from figure 4.10, this tuning effect strongly decreases with increasing R\. 
For R[ = 0.25a (figure 4.11), the switching of the shell refractive index from Hq to rig leads
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to a tuning of the L gap from 17% to 16.66%. This reduction of the tuning ability with 
increasing /? I comes from the fact that the GMR variations of the L gap ar e flattening for larger 
R\. However, in reality, Ri is always rather large, which means that the tuning using liquid 
crystals may not lead to large experimental possibilities. Furthermore, the switching from rio 
to rig is only a limiting case, which does not take into account the fact that the propagating 
waves “feel” an averaging between Hq and rig depending on the desired orientation of the liquid 
crystal inside the structure with respect to the propagation direction of the mode, as well as on 
strong interactions between the pore walls and the liquid crystals, which prohibit a complete 
reorientation of the crystals. Therefore, the experimental expectations are far below the limit 
of the 0.44% PBG tuning given above and not suitable for applications to switchable windows. 
In the case of point X, the tuning is slightly more promising. However, the PBG at this point 
is much smaller, and the propagation along the X direction through a window is more difficult 
to achieve than along the L direction, since it would require a colloidal deposition along the 
X direction. Therefore, the PBG at the L point should be preponderant in the choice of the 
tuning method.
4.4 Conclusions
In this chapter, we have investigated several different means of PBG-tuning in a DSPC struc­
ture. In particular', we showed that PBG timing in a DSPC with hollow core can be achieved 
by varying Ri for light-propagation along the L direction, i.e. more generally, that we could 
achieve the tmiing by varying geometrical parameters. However, from the experimental point 
of view this method leads to very small effects that are almost negligible. A second method 
for efficient tuning of the structure’s optical properties is via dynamical change of the shell 
dielectric constant But this tuning is restricted to small R\ values, which are difficult to 
achieve experimentally. Nonetheless, though the tuning possibilités for this structme are more 
diverse and the tuning itself more readily adjustable than in inverse opals, our analysis showed 
that in all cases the induced change in the DSPC’s optical properties is still somewhat small, 
imposing a limit to the potential for use of this scheme in practical, real-life, applications.
As a result, we now turn our attention towards a novel structme, complementary to the 
DSPC, that is an opal-based PC having a hollow shell and a dielectric core. As will be
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thoroughly discussed in the following chapter, this new structure does offer exciting prospects 
for (complete) tuning and switching of its associated optical properties.
Chapter 5
Double Inverse Opal Photonic Crystals 
(DIOPC)
In this chapter, we introduce a novel photonic crystal stmcture that has increased and en­
hanced degrees of freedom for its design when compared to DSPCs and inverse opals, namely 
the double inverse opal photonic crystal (DIOPC). In the following, we shall present a com­
prehensive study of the geometrical and material parameters’ influence on the obtained PBG 
in the aforemetioned new structure. We will conclude by presenting a new, realistic and 
promising way for obtaining complete PBG switching with the DIOPC structure.
5.1 Introduction
The basic stmcture of a DIOPC is founded on a three-dimensional periodic aixangement of 
silica cores with air shells, embedded in a high-index dielectric background (titania). The air 
shells allow for relative movement of the silica cores within them. This distinctive feature 
of the DIOPC structure, provides us with more degrees of freedom compared to the case of 
the DSPC and inverse opal stmctmes. As will be numerically demonstrated in the following, 
a change in either the core spheres’ positions within the shells or in their optogeometrical 
chaiacteristics, can indeed provide us with a new means of partial PBG tuning as well as 
complete PBG switching of the investigated DIOPCs. Figure 5.1 illustrates a unit cell of a 
typical DIOPC, composed of a shell sphere with radius R2 and refractive index = 1.0, and a 
core sphere with radius R\ and refractive index rig = 1.5, both integrated within a background
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dielectric material that has refractive index rif, = 2.5.
background
shell sphere core sphere
Figure 5.1: Schematic representation of a DIOPC. R\ and R2 represent the core and shell spheres radii. 
rih = 2.5, ric = 1.5, and its = 1.0 represent dielectric constants of the background, the core and the shell 
sphere.
In the work presented herein, we first focus on the influence of the spheres’ geometrical 
tailoring (/?,, R2 and Rgyi) on the PBG of the DIOPC. This is followed by a detailed inspection 
of the influence that the shell’s optical tailoring (n j  has on the obtained PBGs. Finally, 
following a judicious choice of the structure’s optogeometrical parameters, we prove that a 
complete PBG switching of the DIOPC can be achieved by means of core spheres’ shift in 
different directions.
5.2 PBG Tuning via geometrical tailoring
In this section, we shall explore the PBG tuning of a DIOPC that has titania (m* = 2.5) as a 
background medium. In our calculation, we keep R\ constant to 0.25a and we progressively 
vary the parameter R2 . In the following calculations core and shell spheres have the same 
center. However, this structure (with a core floating in the air) is obviously not a realistic 
one, but for the better understanding of the role of each parameter, we choose to study them 
separately, and the best choice for that purpose is to consider the both shell and core spheres 
having the same center. The influence of the core sphere position within the air void will
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be the subject of a later study. Figure 5.2 illustrates the calculated band structure of the 
DIOPC for Us = 1.0, Uc = 1.5, R\ = 0.25a, and Rj = 0.35a. From this dispersion diagram 
one may readily observe that there is a partial band gap between the 2"^ and the 3"  ^ band, 
at points L and X, respectively. The magnitude of the GMRs at point L is found to be 13.4 
% having a mid-gap frequency of 0.56, which is smaller than the coiTesponding one in the 
DSPC case. On the other hand, the GMR at point X is found to be 2.46 % with mid-gap 
frequency of 0.63. This value is found to be lai'ger than the one mentioned earlier for the 
DSPC case. The difference in the magnitudes of the GMRs observed at points L and X 
can in principle be understood by calculating the electromagnetic field energy at these two 
bands. Following detailed calculations, one finds that the 2"^ band has 73% of its energy 
concentrated in the higher index material (titania), while the 3^ "^  band has only 62% of its 
total energy concentrated in the background medium (titania). This difference in the energy 
distributions for the two bands results in the observed band gap at point L. In a similar- vein, 
we find that the band, at point X, has 73% of its energy concentrated in titania, while 
the corresponding figure for the 3''  ^band is somewhat smaller, i.e. 70%. By comparing the 
energy differences of die 2”^  ^and 3''  ^bands at points L and X, we notice that the bands at the 
point L have larger energy difference compared to the bands at point X. The GMR at point L 
is, indeed, found to be larger than the conesponding one at point X, in full consistency with 
our observations on the field energy distributions.
In figuie 5.3, we display the dependence of the calculated GMRs at points L and X on 
^  for the afore analysed DIOPC structure. Here, we vary the shell sphere radius R2  between 
two limiting cases, namely R2 = 0.5a, which conesponds to an opal structure made of silica 
spheres in air, and R2 = 0.25a, which corresponds to an inverse opal of silica spheres in titania. 
When the ratio ^  varies between 0.5 and 0.625 the titania islands are not connected and 
the resulting photonic crystal exhibits a transition from an opal to an inverse opal structure. 
Stai'ting from ^  = 0.625, the photonic crystal then assumes the behavior of an inverse opal. 
This can be, amongst others, verified by means of the total field energy that is plotted in figures
5.4 and 5.5. In the case of an opal made of silica spheres in air, corresponding to “  = 0.5 
(figure 5.4(a)), the energy is mainly concentrated in the high dielectric region (silica), whereas 
for ^  = 0.625 (figure 5.5(a)) the energy is localised in titania islands and air shells, as we 
expect for an inverse opal. As a result, the variations of the GMR for ^  > 0.625 are very
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o 0.6
Figure 5.2: Photonic band structure of a DIOPC with hollow shell and silica core in titania with 
R\ = 0.25a and = 0.35a.
similar to those observed in figures 3.10 and 4.3. Similarly, the variations of the GMRs 
on ^  at point X, can be understood from the total energy distribution, which is depicted in 
figures 5.4 (b) and 5.5 (b) for ^  = 0.5 and ^  = 0.625, respectively. For ^  =0.5, one finds 
that the 2 ^  band at point L has 35.77% of its energy concentrated in silica, whereas the same 
quantity for the 3'"^  band is 21.22%. For ^  = 0.625, the 2”^  band has 38.35% of its energy 
concentrated in titania, while the 3''"' band has 31.43%. On the other hand, for ^  = 0.5 the 
2”^  band at point X has 36% of its energy concentrated in silica, while 3'"'^  band has 26.62%. 
However, for ^  = 0.625 the 2”^  band at point X has 41.92% of its energy concentrated in 
titania islands, while 3'"'^  band has 31.24%. Hence, the energy difference of the bands at point 
X for ^  = 0.625 is found to be larger than the one for ^  = 0.5. Moreover, in full accordance 
with the previous observations, it is found that the GMR at point X for ^  = 0.625 is larger 
(9.4%) than the one for ^  = 0.5 (5.6%).
Based on the previously mentioned model 1, figure 5.6 depicts the dependences of the 
calculated GMRs at points L and X on for the case where the shell sphere radius is kept 
constant (R% = 0.35a) and R\ is varied. This scenario is somewhat better-suited for poten-
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Figure 5.3: Dependences of GMR on ^  of a DIOPC of titania composed of core (silica) and hollow 
shell spheres with R\ = 0.25a and varied.
tial experimental investigations. The limiting cases, ^  = 0.0 and ^  = 1.0, correspond to 
an inverse opal with titania as a background material, whose close-packed spheres are, re­
spectively, air and silica. We note from figure 5.6 that the variation of the GMR at point X 
is, indeed, quite small. This result arises because of the very similar electromagnetic energy 
distributions, for both the 2”^  and the 3^  ^ band at point X, over a relatively large span of R\ 
values. Indeed, by observing the corresponding energy distributions it would be possible to 
infer that both bands have most of their energy concentrated in titania. As a result, they do 
not ’’feel” the variations of R\ substantially, apart from the case where the silica spheres have 
relatively large radii. On the other hand, one notes that the GMRs at point L are quite strongly 
dependent on the (increasing) Ri values, precisely as we would expect by comparison with 
the band structures illustrated in figure 3.5. We conclude that PBG tuning can be achieved 
by varying either Ri or Rj for the case of point L, or by varying only R2 for case of point X.
In figure 5.7, we present the dependences on ^  (ranging from 0 to 1) of the frequency 
magnitudes at the point L of the DIOPC structure. In this plot, R2 was kept constant (R2 = 
0.35a) and R\ was varied. Furthermore, in this figure aj\ and a>2 indicate the lower and upper 
band edge frequencies of the 2”^  and 3''  ^ bands, respectively, at point L. We note that as the 
radius of the core sphere increases, both edge frequencies limiting the band gap decrease
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Figure 5.4: The electric field energy density distributions of the 2”^ and bands at the points (a) L and 
(b) X of DIOPC composed of silica core and hollow shell spheres in titania with ^  = 0.5, R2 = 0.5a 
and R\ = 0.25a, calculated using model 1. The black contours indicate horizontal and vertical cross- 
sections of the dielectric structures. The electric field energy density distributions are shown in real 
space for the modes corresponding to the X and L points of the reciprocal space. The horizontal and 
vertical cross-sections shown are perpendicular to the [111] and [110] crystallographic directions. In 
each plot the maximum occuring electric field energy density distribution was normalised to a value of 
1 (dark blue).
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Figure 5.5: As in figure 5.4, except ^  = 0.625, R2 = 0.4a. In the right-hand panel of (a) and (b), the 
horizontal and vertical cross-sections do not retain the points of maximum electric field energy density 
distributions; they were instead chosen to clearly depict the structure’s dielectric distribution contours.
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Figure 5.6; Dependences of GMR on of the DIOPC composed of core (silica) and shell (air) spheres 
with R\ varied and R2 = 0.35a in a titania background, calculated using model 1.
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monotonically. This can be explained on the basis of the volume fraction of the dielectric 
materials in the DIOPC structure. Indeed, as the radius of the core sphere increases, its volume 
fraction also increases, which means that the air void is progressively filled with a material of 
higher index (silica). Therefore, the average refractive index of the structure increases and the 
frequencies of the bands decrease. Moreover, for the same reason the average index contrast 
between the titania background and the air/silica sphere is decreasing with increasing Ri, 
which results in a progressively smaller PBG size for larger core sphere radii. A direct result 
of these observations is that the two band frequencies mentioned earlier decrease as the radius 
of the core sphere increases. Moreover, one can also deduce that as the core sphere radius 
increases from 0 to 0.35a, photons incident on the structure will ’’see” the dielectric contrast 
varying from 6.25:1 to 6.25:2.25 (i.e. decreasing), which does result in a progressively smaller 
PBG size for larger core sphere radii.
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Figure 5.7: Dependence of frequencies at point L of DIOPC with silica core and hollow shell as a 
function of where R2 = 0.35a and R\ varied. oj\ and W2 are the lower and upper edge frequencies 
limiting the band gap at the point L of 2'^ and 3''^ bands. This calculation is performed using model 1.
Similar to the DSPC case, we now study the influence of the cylinder radius on the PBG 
of the DIOPC. The variations of the GMRs as a function of the relative cylinder radius ^  are 
summarised in figure 5.8. We recall that in the case of the DSPC, the GMRs at both points
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were found to be approximately constant for relatively small values of Rcyi. A somewhat 
similar tendency is discovered for the present DIOPC structure, as well. The GMR at point 
L is found to be constant (13.39%) for Rcyi < 0.045a. However, for 0.045a < Rcyi < 0.20a 
the GMR starts decreasing with increasing Rcyi. At Rcyi = 0.025a it assumes its largest value 
(13.40%) which, compared with the coiTesponding value (17.1%) for the DSPC case, is found 
to be relatively small. On the other hand, at point X, for Rcyi < 0.03a the GMR (2.5%) is 
roughly constant, while for 0.03a < Rcyi < 0.25a it is found to monotonically increase with 
Rcyi. It, therefore, becomes largest 10% at Rcyi = 0.20a. We may notice here that this value 
is, indeed, quite large compared to the one found for the case of the DSPC. Let us now focus 
on explaining by means of field-energy distribution arguments the observed variations of the 
GMRs with Rcyi, e.g. for the case of Rcyi = 0.1a. For this cylinder radius, the GMRs at points 
L and X are found to be 13% and 3%, respectively. Furthermore, for Rcyi = 0.1a, detailed 
calculations reveal that the 2"^ band at point L has 63% of its energy concentrated in the core 
and connecting cylinder regions, whereas the corresponding figure for the 3^ '^  band is 37%. 
On the other hand, at point X, the 2”^  band has 58% of its energy concentrated in the core 
and comrecting cylinder regions, while the 3^  ^band has 57%. In conclusion, similarly to the 
DSPC case, the GMR at points L and X is found be less sensitive to Rcyi than to the other radii 
Ri and R2 . This is a good point since Rcyi is a parameter very difficult to control during the 
fabrication process.
Until now, our numerical simulations have revealed the theoretical possibility that partial 
PBG tuning of a DIOPC structure with silica core can be achieved by varying the radii of 
either the core, the shell or the connecting cylinders. It is therefore interesting at this point 
to examine how realistic and applicable to real-life scenarios such a possibility really is. To 
this endeavour, we now analyse the extent to which the lattice constant and, consequently, the 
radii of the core and the shell can be influenced (expanded/regressed) by the application of 
temperature gradients. Table 5.1 summarises the calculated effect of increasing temperature 
on the lattice constant of the DIOPC. Similarly to the DSPC case, we again assume that ^  
represents the relative regression of the shell radius for a temperature change of AT. Further, 
we assume the lattice constant of the DIOPC prior to applying temperature to be equal to 
the one like in the DSPC case, whereas the shell radius is assumed fixed at 0.35ao, where ao 
represents lattice constant at t^C. Also, in these calculations we have assumed the volume of
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Figure 5.8: Dependences of GMR on of the DIOPC composed of silica core and hollow shell 
spheres with = 0.25a and R2 = 0.35a in a titania background, calculated using model 2.
the core sphere to be constant, meaning expansion of silica is negligible compared to titania. 
Figure 5.9 schematically illustrates the hypothetical expansion of a DIOPC unit cell owing 
to temperature variations. In this figure, R2 concisely represents the shell radius for a temper­
ature change of AT. Let us now consider the case where AT = 50°C. For this temperature 
gradient the new lattice constant is found to be a, = 1.00043 and, as a result, a new shell radius 
^  now becomes 0.34987, which is calculated using expression 4.8. Unfortunately, this small 
change on the shell radius will, apparently, not bring any measurable change on the struc­
ture’s PBG. Therefore, even by means of this simplified example, one may readily conclude 
that this method is rather not very well-suited for PBG tuning of a DIOPC structure. Further­
more, similar to the DSPC case, we note that in the case of fine radius variations via thermal 
expansion or via application of an external pressure, all radii (R\ ,R2 and Rcyi) are more likely 
to vary simultaneously, which depends on the chosen materials. Hence, such method would 
also not fit our requirements. As a result, we now turn our attention towards another means 
for DIOPC PBG tuning, namely dynamic variations of the shell refractive index, and we again 
examine in some detail the potential of this scheme for realistic applications.
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Figure 5.9: Schematic illustration of thermal expansion of the DIOPC. Here we consider the expansion 
of lattice constant, a, represents the lattice constant for a temperature change of AT.
AT(OC) at i<ia,
20 1.00017 0.34994
50 1.00043 0.34987
100 1.00086 0.34974
200 1.00950 0.34948
Table 5.1: Influence of temperature on lattice constant of the DIOPC. The shell radius at temperature 
t^C is chosen to be 0.35ao and the core radius is 0.25ao- Here the silica core sphere volume is assumed 
to be constant meaning relative variation of the core radius is negligible.
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5.3.1 Results from Band Structure Calculations
In the following, we shall investigate the influence of shell refractive index variations on 
the PBG of the DIOPC. As before, in the following calculations core and shell spheres are 
assumed to have the same center. The dependences of the GMRs of the DIOPC on the refrac­
tive indices Us for silica spheres with radii (a) R\ = 0.06a, (b) R\ = 0.1a, (c) R\ = 0.177a and
(d) R\ = 0.25a, respectively, are summarised in figures 5.10 and 5.11. Similarly to what was 
observed in the DSPC case, these variations reveal that the PBG minimum positions that were 
observed at ris = 2.5 in the case of inverse opal structm*e (figure 3.11) are shifted after inser­
tion of the silica spheres. Moreover, the shift of the minima becomes larger with increasing 
^1.
In figures 5.11(a) and (b), the PBG minimum positions at point L lie at larger values 
of ris. As a result, the minimum positions are not shown in this plot. Each plot is divided 
into two different regions in order to understand the variations of the PBGs with respect to 
Us', the DIOPC inverse opal region {Us < 2.5) and the DIOPC hybrid opal region (jis > 2.5). 
For = 1.5 and iis -  2.5, the DIOPC becomes an inverse opal of silica spheres in a titania 
backgrormd. We note from figure 5.10(a) that the PBG at point L decreases in the DIOPÇ 
inverse opal region because of the decrease in the dielectric contrast; the PBG minimum 
position is found to be in the DIOPC hybrid opal region. By contrast, the PBG minimum 
position at point X is found in the DIOPC inverse opal region.
The behavior of the PBGs shown in figure 5.10 and 5.11 are in good agreement with 
the observations of the energy distributions. The field energy distributions of the 2''^ and 3''  ^
bands at the point L, for the shell sphere refractive index ris -  2.7, for (a) = 0.177a and
(b) Ri = 0.25a, respectively, are shown in figures 5.12 and 5.13. Figure 5.12 indicates 
the energy of the 2"  ^ and 3'^ bands at the point L for R\ = 0.177a is concentrated in the 
higher dielectric region = 2.7). However in different ways, the 2"^  ^band has more energy 
26% than the 3''  ^ band (20%). Consequently a small PBG size is observed. Similarly, the 
2”^  ^band at point X concentrated 29% of its energy in the shell and connecting cylinder than 
the band (19%). For the core radius 0.25a, the energy of the 2"^  ^band at point L is found 
to be concentrated in shell material and connecting cylinder region while the 3'"^  band has
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Figure 5.10: Variations of the GMR at the points L and X of DIOPC composed of silica cores and shells 
with varying dielectric material in a titania background. The shell refractive indices are increased from 
1.0 to 3.0 and the silica core radius are (a) Rj = 0.06a (b) Ri = 0.1a, respectively. These calculations 
are performed using model 2.
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Figure 5.11; Variations of the GMR at the points L and X of DIOPC composed of silica cores and shells 
with varying dielectric material in a titania background. The shell refractive indices are increased from 
1.0 to 3.0 and the silica core radius are (a) R\ = 0 .177a (b) R\ = 0.25a, respectively. These calculations 
are performed using model 2.
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concentrated its energy in shell material. Quantitatively, the 2”^  band has 47% of its energy 
is concentrated in shell material and connecting cylinder while the 3''^  ^band has 32%. On the 
other hand, the 2”^  band at point X has concentrated 44% of its energy in the shell material 
and connecting cylinder while the 3'“^ band has 41%.
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Figure 5.12: The electric field energy distributions of the 2”^  and bands at the points (a) L and (b) 
X when = 2.7 and at R\ = 0.177a, calculated using model 2. The black contours indicate horizontal 
and vertical cross-sections of the dielectric structures. The electric field energy density distributions 
are shown in real space for the modes corresponding to the X and L points of the reciprocal space. The 
horizontal and vertical cross-sections shown are perpendicular to the [111] and [110] crystallographic 
directions. In each plot the maximum occuring electric field energy density distribution was normalised 
to a value of 1 (dark blue).
Now we want to explain the shifting of the minimum positions of the GMRs for various 
values of core radii. The shifting of the minimum positions observed in figures 5.10 and
5.11 can be understood from the plot of the GMR shown in figure 5.6 for a silica core and 
a hollow shell at points L and X, respectively. In figures 5.10 and 5.11 for = 1.5 the 
structure represents an inverse opal of close-packed silica spheres in a titania background 
for R\ = 0.354a. Consequently, the value of the GMR for = 1.5 is the same for all 
R\. The corresponding GMR values at points L and X are found to be 10.51% and 0.84%,
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Figure 5.13: As in figure 5.12, except R\ = 0.25a.
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respectively. This can be verified comparing the GMR values obtained at Us = 1.5, for both 
points L and X, in figures 5.10 and 5.11. In figure 5.6 the GMRs at point L decrease as the 
core radius increases, therefore, the GMR for Us = 1.0 in figures 5.10 and 5.11 decreases 
with the increasing core radius. Consequently, the slope of the curve at point L flattens with 
increasing Ri, which can be seen in figures 5.10 and 5.11. This is consistent with the shifts 
of the minimum positions towards higher values of rig. In the same vein, one can explain 
the shifting of the minimum positions observed in figures 5.10 and 5.11 at point X. Again, 
refening to the figure 5.6, the GMR increases with increasing core radius until it approaches 
to R\ = 0.23a and for R\ > 0.23a it starts decreasing. Therefore, at the point X the GMR 
values for Us = 1.0 increase with increasing value of Ri, resulting in a steeper slope of the 
curve. This means that the minimum positions of the GMR as observed in figures 5.10 and
5.11 should move towards smaller values of the Us as long as Ri < 0.23a. However, as seen in 
figure 5.6, for higher values of the core radii, the magnitudes of the GMRs at the point X start 
decreasing which should result in a flatter slope and the minimum positions should be shifted 
again towards higher ris values. Consequently, for R\ > 0.23a the GMR minimum positions 
for both points L and X should move in the same directions with respect to Ri, whereas for 
R\ < 0.23a they move in opposite directions. In the limiting case R^ -  R2 ~ 0.35a the shell 
thickness is zero, which means the GMR variations should be independent of the core radius 
variations and the curves should be completely flat as shown in figure 5.14. The GMR values 
at both points for this limiting case should be same as these obtained in the case of inverse 
opal of close-packed silica spheres in a titania background. These values at points L and X, 
respectively, are found to be 10.4% and 2.86%.
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Figure 5.14: Dependences of GMR on ^  of the DIOPC composed of core (silica) and shell (silica) 
spheres with = R2 = 0.35a in a titania background, calculated using model 2.
5.3.2 Analytical Approach
In this section, we present an analytical approach to describe the GMR variations with for 
the DIOPC structure with silica cores and a titania background. Taking as an example the PBG 
between the 2”^  and 3'"^  bands at the point L, we will show that the analytical expectations 
are in agreement with the variations presented in figures 5.10 and 5.11. This analysis is 
inspired from a similar study performed by Moroz et al [931 for a fee photonic crystal, i.e. 
air spheres arranged in fee lattice in a dielectric background. In this analysis, the PBG width 
AL is expressed as a function of the geometrical and material parameters of the structure: 
the filling fraction/, and the dielectric constant of the sphere Es and of the backbone 6*. The 
expression of AL for an fee arrangement of air spheres in a dielectric backgroimd is given by 
[931:
AL % Cg = C ff//) (5.1)
Where C is the constant and e is the volume averaged dielectric constant and it is given by
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[93]
^ + (1 ~ f)^b (5.2)
and the volume-averaged square dielectric constant 6^  [93],
£  ^ = / 4  + 0 - f ) ^ b  (5.3)
and the effective dielectric constant 6^// of the structure, which characterises the optical 
properties of the crystal in the long-wavelength liiuit, and which can be approximated by 
Maxwell-Gamett’s formula [94]:
where, for a homogeneous sphere, the polarizability factor [93] is given by
-  Q;)a = (Es + 2Eh)
In order to extend this analysis to the case of DIOPC, we have to take into account the fact 
that the spheres are not homogeneous anymore, but made of two different materials: the core 
sphere of radius Ri and dielectric constant Ec, smrounded by a shell,of external radius R2 and 
dielectric constant The first step consists in expressing the dielectric configuration of the 
hybrid sphere in terms of an equivalent average dielectric constant. Let us set% = . From
[95] we can deduce the average dielectric constant e *  of the hybrid sphere:
* _  (gc(l + 2x) + 26/1 -  x))
(6c(l — x) + Es(2 + %))
In a second step, the value Es of the homogeneous sphere is replaced by the average di­
electric constant e *  of the hybrid sphere in the expressions of the volume-averaged dielectric
5.3 PBG Tuning via Material Tailoring___________________________________________ M
constant. The volume-averaged dielectric constant idiopc of the DIOPC is given by
^diopc = fe*  + (1 -  f)6b (5.6)
the volume-averaged squared dielectric constant e^ aiopc^
^^ diopc = + (1 -  f ) 4  (5.7)
and the effective dielectric constant is given by
< ff -  (5.8)
where the polar izability factor a* is given by
Note that if the filling fraction /  is fixed, the spectrum is only a function of the dielectric 
constrast, which varies in a different way for the DIOPC as for the inverse opal since it is a 
function of both and R\. This leads to the following expression for the band gap width in 
the case of DIOPC structure:
I  F —•V ( -^ ^^diopc ~  ^ e //)
A L ^ C g  = C ^  :-------------- (5.10)
^diopc
with Ediopc, e^ diopc and being functions of both Ri and 6^  (or For a given filling 
fraction/, the constant C = O f)  we set C = 1 for simplicity. Although this simplification 
prevents any quantitative observation of the results given by the analytical model, it still al­
lows a qualitative investigation of the GMR behaviour, and consequently a direct comparison 
with the results deduced from band structure calculation is possible. Figure 5.15 shows the 
dependence of the gap width at point L between the 2"  ^and 3'’^  band of the DIOPC as a func- 
tion of the shell refractive index ris. h  can be observed that the GMR variations for a given R\ 
expected by the analytical model show a similar behavioiu as the ones seen in figures 5.10
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and 5.11. Moreover, in figure 5.15 the PBG minimum positions are found to be shifting to 
higher as the core radius increases, which is consistent with the numerical results.
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Figure 5.15: Analytical calculations of the dependence of a partial PBG width at the point L of the 
DIOPC on the shell refractive index.
In order to investigate the tuning effect on the PBG that could be expected experimentally 
in the DIOPC structures, we considered the case of a DIOPC infilterated with a liquid crystal,
i.e., a DIOPC having a titania background, a silica core and a tunable shell made of a liquid 
crystal. However, similarly to the DSPC case, the PBG tuning obtained in the structure was 
too small (< 0.5%) to be interesting for potential applications (such as for switchable win­
dows). Therefore, new ways of tuning the optical properties of PCs should be explored. In 
the following we use the possibility to move the silica sphere inside the air void of the DIOPC 
to propose a completely new approach of PBG tuning, which opens the door to partial PBG 
tuning as well as complete PBG switching in the DIOPC.
5.4 PBG Switching via Symmetry Breaking
In this section, we will focus again on DIOPC structures with an air shell. The air shell allows 
for moving the silica/titania cores within the air pores, opening the door for a completely
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new method of tuning of the optical properties of the DIOPC structures. Indeed, depending 
on the position of the silica/titania cores within the air pores, the fields will be distributed in 
different ways, and consequently the optical properties will be affected. As will be shown in 
the following, this new approach is not only suitable for tuning of the partial PBGs, but also 
for a switching of the complete PBG, provided that the refractive index contrast is high enough 
in the structure. Figure 5.16 shows schematic illustration of the core spheres of the DIOPC 
shifted in two different directions, namely the (111)- and the (lOO)-directions. The choice of 
the (111) direction as a shifting direction is obvious since it corresponds to the normal to the 
DIOPC sample and therefore to the easiest direction to affect by external means. Moreover, it 
should as well correspond to the “natural” position of the silica/titania spheres, provided the 
interactions with the pore walls are supposed to be less important than the effect of gravity 
inside the structure. The (100) direction is the in-plane direction that is expected to be the 
most affected by the sphere shifting, since the air band of the complete band gap is limited at 
the point X.
( I l l )  direction
(a)
(100) direction
(b)
Figure 5.16: Schematic representation of core spheres of the DIOPC shifted along (a) (111) direction 
and (b) (100) direction, respectively.
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5.4.1 lim ing of the Partial PBG
So far the DIOPC structure with core spheres positioned at the centre of each air voids has 
been studied for their potential in photonic band gap tuning. From now on we shall consider 
the DIOPC structure with off-centre core spheres. This aiTangment may break particular 
symmetries of the crystal and, therefore, the degeneracy of the high symmetry points. This has 
to be taken into account when determining the position of the complete band gap. Regarding 
the question as to whether it is possible to shift the core spheres in any directions, practical 
experience suggests that it should, indeed, be possible to move them at will within the air 
voids in any directions. However, focusing on the most frequent experimental situations, 
directions such as the (111) and (100) are normally the ones of prime interest. Therefore, 
in our calculations we have chosen the core spheres to be shifted along the aforementioned 
directions, and study their position and radius influence on the photonic band gap properties 
of the DIOPC structure, having a titania background. The core spheres are shifted in a way 
that they are always in contact with the titania wall. In the following calculations, the cylinder 
radius was chosen to be 0.12a.
Figure 5.17 summarizes the influence of the core spheres’ position and radius on the 
partial photonic band gap between the 2"  ^and the 3'*^  band of the DIOPC structure. The core 
sphere is positioned (within the air void) in three different ways, namely centred cores, and 
shifted cores along the (111)- and (100)- direction. First, we note from flgme 5.17 (a) that 
for Ri < 0.05a the influence of the core sphere radius on the GMR appeal's to be constant for 
all thi'ee cases. However, as the core radius increases its influence on the GMR in all three 
cases is found to be stronger. For the centred cores, as well as the ones shifted along the 
(100) direction, have a somewhat similar* behaviour i.e., the GMRs decrease monotonically 
with incresing values of the core radius. However, in the case of core spheres shifted along 
the (111) direction, we observe different behaviour compaied to the previous two cases. In 
this case, the GMR first increases with the core radius to a highest value of 19.9% for core 
radius 0.15a, and afterwai'ds it starts decreasing monotonically. Furthermore, figure 5.17 (a) 
indicates that the influence of the core sphere’s position and radius on the PBG for the (111)- 
shifting case is stronger, compared with the other two cases. For a quantitative comparision 
of the GMR values in the three different cases, let us focus on a core radius equal to R\ =
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0.15a. We then immediately observe that the GMR value for core spheres shifted along 
the (111) direction is 19.9%, which is larger than die one corresponding to a centred core 
sphere (17.03%) and a core sphere shifted along the (100) direction (17.86%). Therefore, we 
unambiguously conclude that the GMRs are more influenced by core spheres shifted along 
the (111) direction than in the (100) direction.
The previous conclusions change quite dramatically when we consider the GMRs vari­
ation at point X, which is shown in figure 5.17(b). Unlike the case of point L, it is now 
observed that similar" behaviour of the GMR dependences on the core radius occurs for the 
cases where the core spheres are shifted along (111)- and (100)- direction. For core spheres 
shifted along the (111) direction, the GMR at point X decreases with increasing core radius 
until it reaches its first smallest value (1.05%, for radius Ri = 0.168a). Its global minimum 
value of 0.69% is reached for a core sphere radius equal to 0.35a. In the case of core spheres 
shifted along the (100) direction, we note that the GMR decreases monotonically for core 
sphere radius Ri < 0.176a. It becomes minimum (0.64%) for core radius 0.176a. Afterwards 
it starts increasing, reaching its second (global) highest value, and it again starts decreasing; 
it finally assumes the value 0.69% for core sphere radius equal exactly 0.35a. The case which 
corresponds to the centred core spheres is quite different. Here, the GMR increases with 
core sphere radius (for Ri < 0.23a), assuming its highest value of 3.84% for a core radius 
of Ri = 0.23a. For R\ > 0.23a, the GMR values are found to be decreasing. We conclude 
that the influence of the off-centre core sphere position and radius on the photonic band gap 
at points L and X have shown similar behaviour for the core spheres shifted along (111)- and 
(lOO)-direction, but together very different from the centred position. It is the interaction be­
tween the field and the core sphere that influences the PBG, especially when the core sphere 
is touching the wall.
It is worth pointing out that such PBG dependencies on the spheres’ positions inside the 
air voids are, indeed, expected and physically justified. The phenomenon can be related to 
the local changes in the dielectric distribution. Indeed, if for one specific position the silica 
sphere is in contact with the titania wall in a region where the field has a high intensity, 
the field will ’’feel” a lower index contrast than in the other positions (silica/titania instead 
of air/titania) and will be influenced. The observed changes in the GMR variations are a 
result of these position-dependent interactions between the fields and the silica spheres. These
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position-dependent interactions are different for each band and for each sphere radius. In the 
following subsection we shall discuss the switching possibilities of photonic band gap of the 
DIOPC structure with its core spheres shifted in different directions, having a tin disulfide 
background.
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Figure 5.17: Dependences of GMR between 2"^ and on R\ with silica core centred, shifted along 
(111)- and (100)- direction at (a) L point and (b) X point. Here the silica core radius R\ is varied, 
while shell radius is kept constant to R2 = 035a  in a titania background, calculated using model 2. 
The cylinder radius is chosen to be 0.12a.
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5,4.2 Switching of the Complete PBG
For applications concerning switchable windows that can dynamically change from being 
completely opaque to completely transparent, a partial PBG may not always be sufficient. 
Therefore, the purpose of this section is to extend the study of the eflfects of the spheres’ 
position to the case where the PBG is complete. Moreover, we aim at putting into evidence 
the existence of ’’switching states”, which correspond to completely opaque or completely 
transpar ent aspects, depending on the positioning of the spheres. In order to obtain a complete 
PBG of reasonable size, the index contrast in the structure should be increased. Therefore, 
in the following, we are considering DIOPC structures that have tin disulfide {rib = 3.2) as a 
background material.
We recall from chapter three that an inverse opal of close-packed air spheres in tin disulfide 
has a complete band gap between the 8^  ^ and 9'* bands. Similarly, the DIOPC can show a 
complete band gap between the 8^  ^ and tire 9^ * band. As we shall discuss in the following, 
the existence or not of this complete PBG strongly depends on the choice of the geometrical 
parameters, as well as on the actual position of the silica/titania sphere. Figme 5.18 illustrates 
the band structures of the DIOPC with close-packed air spheres and silica cores of radius 
0.186a, shifted either in the (111) or the (100) direction. In this figure the complete PBG 
between the 8^ * and the 9^  ^ band is highlighted by a yellow zone. We notice that the PBG 
is open when the silica spheres are shifted along the (111) direction, whereas it is closed 
when the silica spheres ai’e shifted along the (100) direction. Therefore, we can at this point 
conclude that the complete PBG is, indeed, strongly influenced by the position of the silica 
spheres. In order to see how the complete PBG for both cases evolves with the geometrical 
parameters, we next perform a study of the influence of the radii of the comrecting cylinders 
and the silica spheres on the PBG of the DIOPC structure.
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Figure 5.18: Band structures of the DIOPC with silica core spheres shifted along (a) (111) direction 
and (b) (100) direction, respectively, in a tin disulfide (rib = 3.2), calculated using model 2. These 
calculations are performed for the core sphere radius 0.18a, the shell sphere radius 0.35a and the 
cylinder radius 0.035a.
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Figure 5.19 (a) displays the variations of the complete PBG with the relative radius of 
the cylinders ^  for a core sphere radius Ri = 0.186a. We infer from this figure that there 
exist two regions where the PBG may be completely switched from open to closed, namely: 
(a) for Rcyi < 0.045a, yielding a complete PBG of about 0.87%, and (b) for 0.15a < Rcyi < 
0.16a, yielding a complete PBG of up to 1.4%. The first region is very stable with respect 
to variations of Rcyi- However, it is still not of considerable experimental interest, since the 
coiTesponding small values of Rcyi are very difficult to achieve. In the second region, the 
range of possible Rcyi values is smaller, but they are experimentally realisable. Furthermore, 
the PBG size is larger.
Figure 5.19 (b) summarizes the influence of the radius of the core spheres on the complete 
photonic band gap for the two switching states. In these calculations the cylinder radius was 
kept constant at Rcyi = 0.0354a. The photonic band gap is, as expected, larger for a (111) shift 
and decreases with silica core radius. Consequently, we found a small range of R\, between 
0.185a and 0.218a, where the gap was closed for the (100) shift but remained open for the 
(111) shift. Therefore, for this range of core radius the switching of the (complete) photonic 
band gap can be realised by means of dynamical control of the core spheres.
5,4.3 Optimization of the Switching Process
In order to optimise the PBG switching process of the DIOPC structure, we need to enhance 
the effect of symmetry breaking when the core sphere is shifted along different directions in­
side the DIOPC air void. Indeed, we expect the enhancement of symmetry breaking to enlarge 
the variations of PBG with the sphere position. This enhancement of symmetry breaking can 
be obtained by increasing the index contrast inside the air void, i.e. by increasing the refrac­
tive index of the core. Therefore, in the following we investigate a DIOPC structure composed 
of titania cores and a tin disulfide background.
The titania cores are collectively shifted to the (111)- and (lOO)-direction as before. The 
variations of the complete PBG with the relative radius of the connecting cylinders is shown 
in figure 5.20 (a) for both sphere positions. In this case, a relatively small sphere radius, 
Ri = 0.13a, is chosen. This is to assure a good compromise between a strong influence of 
the presence of the sphere on the fields, which requires a sufficiently large sphere, and a large
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Figure 5.19: GMR for two switching states: sphere shifted in the (a) (11 l)-direction and (b) the (100)- 
direction. The parameter ranges where a complete switching is possible are marked in boxes. In (a) 
the core radius is kept constant to 0.186a and cylinder radius was varied. In (b) the cylinder radius is 
kept constant to 0.035a and the core radius was varied. These calculations are performed using model 
2 .
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shifting possibility, which requires a small sphere. The variations of the complete PBG on 
the relative connecting cylinder radius ^  for Ri = 0.13^ is shown in figure 5.20 (a). Figure 
5.20 (a) reveals that for this choice of R\ the complete PBG switching is possible for the entire 
cylinder radius range 0 < Rcyi < 0.165a. Indeed, for all sizes of the connecting cylinders 
within this range, there is no PBG if the spheres are shifted in the (100) direction. This result 
indicates that the swicthing process can be completely independent on the Rcyi, provided that 
Rcyi remains relatively small. On the entire usable range 0 < Rcyi < 0.13a, the switchable 
PBG is found to be above 1.5% with a maximum above 3%. In order to guess how large this 
domain of complete PBG switching is depending on the sphere radius, we also investigated 
the behaviour of the PBG when R\ is varied. Figure 5.20(b) shows the complete PBG for the 
two switching states depending on relative radius of titania-sphere ^  for Rcyi = 0.14a where 
is varied from 0 to 0.25a. In this case as in figui'e 5.19 the complete PBG decreases when 
Ri increases. However, the PBG decreases faster for spheres shifted in the (100) direction, 
leading to a large range of sphere radii, 0.12a < Ri < 0.169a, allowing a complete PBG 
switching by sphere shifting. Within this range, the maximum switchable PBG is above 3% 
as well. With these results, we have demonstrated for the first time the possibility to switch 
the aspect of a window, from transparent to opaque, respectively, by simple shifting of small 
spheres inside the DIOPC structure, from the (100) to the (111) positions, respectively.
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Figure 5.20: Complete PBG for two switching states: sphere shifted in the (lll)-d irection  and the 
(lOO)-direction. Variations of the complete PBG on ^  for (a) = 0.13a and Rcyi varied, and (b)
Rcyi = 0.14a and R\ varied. The parameter ranges where a complete switching is possible are marked 
in boxes.
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5.5 Conclusions
In this chapter, we have numerically demonstrated various ways of PBG tuning and ultimately 
switching of the DIOPC structure. The partial PBG tuning of the DIOPC has been achieved 
via geometrical (Ri ,R2 ,Rcyi) and material (ris) tailorings. Moreover, since a DIOPC structure 
having an air shell can allow for the core spheres to move inside the air voids, the possibil­
ity of partial PBG tuning by shifting core spheres namely along (111)- and (lOO)-direction, 
has also been studied. The observed differences in the optical behaviom* depending on the 
sphere position led to the conclusion that a strong tuning of the partial PBG is possible by 
this means. Furthermore, this tuning process was also extended to the case of the complete 
PBG by increasing the index contrasts in the DIOPC structure. For a DIOPC made of a tin 
disulfide background and titania spheres, we could propose a switching process for a large 
choice of structural parameters, using the fact that the complete PBG can be closed for the 
core spheres shifted in one direction while it is opened in another direction. In the applica­
tion to switchable windows, this means that we obtain a complete reflection of light from the 
structure when the band gap is opened. This can be used for the realization of the iridescent 
surfaces. On the other hand, if the PBG is closed, then the light will be transmitted through 
the structure meaning objects can be seen through it. This allows us to distinguish between 
opaque and transparent aspects. Although these results are very exciting, we should keep in 
mind at this stage that the complete PBG remains relatively small and situated between the 
high-energy bands. The width of the PBG could be enlarged by further optimisation of the 
DIOPC structure. However, its location between the 8'  ^ and 9^ * bands make it very sensitive 
to experimental deviations from the perfect structure, e.g., disorder. As it is well-known that 
most fabricated stnrctures possess a certain amount of disorder, the last step in our study will 
be to consider the effect of disorder on the PBGs of opal-based photonic crystals. This is 
presented in the next chapter.
Chapter 6
Study of Disorder in Opal-based Photonic 
Crystals
Many of the useful properties of photonic crystals are a consequence of the existence of a pho­
tonic band gap, which is the product of regular, periodic, arrangement of dielectric materials 
with the period of the structure being on the order of the wavelength of light. However, in 
real world situations, all photonic crystal systems normally possess imperfections and, hence, 
a certain degree of disorder. For instance, in self-organising opal structiues [83],[96], the 
spheres that malce up the photonic crystal may have radii that fluctuate, while lattice vacan­
cies will also be present. This disorder inevitably damages the band-gap by filling it with 
localised states and can, in some cases, altogether preclude the use of photonic crystals in 
technological applications. Therefore, in this chapter, we shall make a detailed investiga­
tion of disorder in opal-based photonic crystals and will examine its effects on the structures’ 
optical properties.
6.1 Introduction
In the preceding chapters, we analysed the influence of the geometrical and material tailorings 
of opal-based photonic crystals on their optical properties. A sti'ong influence of the geometri­
cal and material pai ameters on the optical properties of the PCs was found. However, in those 
calculations we did not consider any sort of disorder present in the structures. In this chapter, 
inverse opal and DIOPC structures with some amount of disorder are investigated to explore
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6.2 Influence of Disorder In Inverse Opals 109
the influence of the disorder on their optical properties. A few studies of the influence of disor­
der on the optical properties of photonic crystals have, indeed, been reported in the literature 
[97]-[98]. In particular, Vlasov et al [99] studied the influence of various types of defects, 
especially the stacking faults, on the optical properties of synthetic opals by examining the 
structures’ transmission, reflection, and diffraction along different crystallographic directions. 
They found that stacking faults aie ultimately responsible for the relatively large broadening 
and doublet-like structure of the partial photonic band gaps along the (11 Indirection of the 
structure’s growth.
However, no systematic study of structural disorder, taking into consideration all possible 
types of disorder, has been performed so far. Therefore, in this chapter we will present a 
numerical investigation of the effects of stmctural disorder on the optical properties of opal- 
based PCs, both in the case of the inverse opal and in the case of the DIOPC. For this puipose, 
we will perform transmission simulations using the FDTD method, and observe the variations 
of the transmission with the degree of disorder in the structure. A schematic representation of 
the different types of structural disorder that will be considered is shown in figure 6.1. In the 
case of the inverse opal, the disorder can be either due to fluctuations of the sphere radius R2 , 
or due to variations of the air sphere position. In the case of the DIOPC, besides the sources 
of ’’backbone” disorder mentioned for the inverse opal, we will also examine disorder owing 
to fluctuations in the core sphere radius and to variations in the core sphere position (figure 
6 .1).
6.2 Influence of Disorder in Inverse Opals
Before we proceed with more involved calculations concerning the influence of disorder on 
the transmission spectrum of opal-based photonic crystals, here we start by studying the de­
pendence of the size of the crystal structure on the transmission spectrum. Consider an inverse 
opal of close-packed air spheres arranged in ABCABC stacking sequence in a titania back­
ground. Figure 6.2 (a) depicts the variation of the transmission spectrum of an inverse opal, 
made of air spheres m titania background, with the number of crystal layers. In this figure 
we have considered various number of crystal layers, namely 8, 12, 16, 20 and 24 layers. 
Figure 6.2 (b) shows crystal size of 16 layers of ABCABC arrangement with resolution of
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Figure 6.1: Schematic representations of the disorder in opal-based photonic crystals.
50 grid points per lattice constant. The transmission calculations were performed with the 
electromagnetic wave travelling along the Y -  L direction. This figure shows that for a small 
number of crystal layers, the band edges for both the air (upper) and the dielectric (lower) 
bands are quite smooth. When the number of layers is increased, the band edges sharpen. 
This is because the sharpness of the band edge directly depends on how strongly the propa­
gating wave ’’feels” the photonic crystal structure. For a given index contrast, the longer the 
structure, the stronger the PC effect on the wave, and the sharper the band edges. It is also 
infered from this figure that the transmission inside the band gap depends on the number of 
crystal layers. For a small number of layers, there is some transmitted signal through the PC, 
even for frequencies within the PBG. This is because the wave energy decays exponentially 
inside the PBG. Therefore, for PCs of small length, the attenuation is not strong enough and 
some part of the signal manages to pass through the PC. If the length of the PC is increased, 
the attenuation becomes greater, until it reaches almost 100% for the case of 20 and 24 crystal 
layers. For these numbers of layers, we can consider that there is no transmission within the 
PBG and therefore the PC is long enough to behave like an infinitely-extended PC. It is impor­
tant here to have the conditions of quasi ’’infinitely-extended PC” because we are interested 
in the average effect of disorder on the optical properties of the PC. If the PC is too short,
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the effects of disorder may be strongly enhanced or reduced compared to an averaging over a 
larger PC. Therefore, we choose to perform our investigation with inverse opal of 24 layers. 
The resolution per lattice constant is 50 grid points.
We stait om' study by calculating transmission spectia of an inverse opal structure com­
posed of air spheres in titania with certain degree of disorder in it. As we already know 
from previous chapters, this structure exhibits only a paitial band gap between the 2"  ^and the
band at, both, points L and X. For clarity, in our study here we shall confine ourselves 
to studying the effect of disorder only in the case of the band gap at point L. The disorder 
is introduced by randomly choosing dissimilar sphere radii. This produces disorder in the 
backbone.
Figure 6.3 (a) illustrates the transmission spectra of the inverse opal with varying amount 
of disorder in the air sphere radius. Here, we choose the close-packed radius (0.354a) as the 
reference radius. A disorder of 0% stands for a perfect stmcture without disorder, i.e., with 
all air sphere radii being 0.354a. The introduction of 1% disorder in this structure means 
that each air sphere radius is varied randomly between 0.354a and 0.357a, where 0.357a 
corresponds to an increase of 1% of the reference radius. To increase the disorder to 3%, 
the sphere radii take random values between 0.354a and 0.365a, and for a disorder level of 
5% the sphere radii can take values up to 0.372a. Figure 6.3 (b) shows a three-dimensional 
view of the resulting simulated structure in the case of 5% disorder. For the structure without 
disorder, the minimum transmision is found for the frequency range 0.538-0.673. However, as 
the percentage of disorder increases the minimum transmission frequency range also varies. It 
is observed that the lower edge frequency of the transmission spectra increases with increasing 
amount of disorder. This is because choosing the spheres’ radii randomly results in different 
filling fractions of spheres and backbones compar ed to the structure without disorder, which 
ultimately results in the shift of the frequencies. Furthermore, it can be seen from figure
6.3 (a) that for small amounts of disorder there is very little modification of the transmission 
relative to that of the ideal structure. The peaks appear more numerous and more pronounced 
on the air band edge. However, with this small level of disorder (5%) these numerous peaks 
are not sufficient to reduce the size of the PBG, we still see very shai'p band edges.
The inverse opal stmcture can also possess disorder due to the position of the air spheres. 
Therefore, in order to investigate this issue, in the following we will study the influence of
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Figure 6.2: (a) Transmission spectrum of inverse opal consisting of close-packed air spheres in a titania 
background depending on the number of crystal layers. Here the electromagnetic wave is propagat­
ing along Y -  L direction. This calculation is performed using model I. (b) Structure used for the 
calculation of transmission spectra in the T -  L.
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positional disorder of the spheres on the photonic band gap optical properties, by means of 
transmission calculation as exploited above.
For the examination of disorder due to the positions of the air spheres, the reference posi­
tions ar e taken to be the ones in the ideal (not disordered) structure. The disorder is introduced 
from the gradual increase of disorder due to positions of the air spheres from 0% to 1 % to 
3% to 5%. Here, we choose the positions of the spheres without disorder as the reference 
positions. The spheres are randomly displaced along (111) or (100) or (110) direction. A 
disorder of 0% stands for a perfect structure without disorder. The introduction of 1% disor­
der (along (111) direction) in this stmcture means that each air sphere position is displaced 
by (0.01a,- 0.01a,0.01a) from their positions without disorder. To increase the disorder 
to 3% (along (111) direction), the sphere positions are displaced by (0.03a,-0.03a,0.03a) 
and for a disorder level of 5% (along (111) direction) the sphere positions are displaced 
by (0.05a,-0.05a,0.05a). Similarly for the disorder of 1%, 3%, 5% the coiTesponding val­
ues are (0.01a,0,0), (0.03a,0,0), (0.05a,0,0) for the (100) direction, while (0.01a,0,0.01a), 
(0.03a,0,0.03a), (0.05a,0,0.05a) for the (110) direction. Figure 6.4 (a) shows the influence 
of different amounts of positional disorder of air spheres in a titania background. Figure 6.4
(b) shows a three-dimensional view of the resulting simulated structme in the case of 5% 
disorder. It is seen from this figure that the width of the zero transmission drops with increas­
ing percentage of the disorder. The effect of disorder is strong enough to reduce the width 
of the PBG. This is because the sharp band edges disappear for a large amount of disorder. 
As the percentage of disorder increases, the average slope of the transmission curves flattens. 
The lower band edge is less disturbed inside the PBG. However, from the middle of the PBG 
towai'ds the band edges the eflfect of disorder is increasingly stronger. The effect of disorder 
is rather small in the middle of the PBG. The influence of disorder (5%) due to the size of 
the sphere appears to be less pronounced than in the case of positional disorder for the same 
amount of disorder (5%), near both band edges. However, inside the PBG, the influence of 
disorder is stronger towards the air band edge than the dielectric band edge for the both types 
of disorder. A comparison of the influence of the disorder (5%) on the transmission spectra 
for the two different cases is shown in flguie 6.5. In reality, inverse opals have both types of 
disorder simultaneously, so the last step is to study the effect of the combination of both types 
of disorder, which we shall present in the following.
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Figure 6.3: (a) Transmission spectra of inverse opal of air spheres in titania background consisting 
of disorder due to spheres’ radii. In this calculation the electromagnetic wave is considered to be 
propagating T -  L direction. This calculation is performed using model 1. (b) Iso-surface of inverse 
opal of air spheres in titania background possessing disorder of 5% in the backbone due to the size of 
the air spheres.
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Figure 6.4: (a) Transmission spectra of inverse opal of air spheres in titania background consisting of 
disorder due to spheres’ positions. In this calculation the electromagnetic wave is considered to be 
propagating Y -  L direction. This calculation is performed using model 1. (b) Iso-surface of inverse 
opal of air spheres in titania background possessing disorder of 5% in the backbone due to the position 
of the air spheres.
6.2 Influence of Disorder In Inverse Opals 116
o 0.6
■0%
■ 5% (size) 
5% (position
0.45 0.50 0.55 0.60 0.65 0.70 0.75
Frequency coa/27ic
Figure 6.5; Comparison of transmission spectrum of inverse opal of air spheres in titania for the 
disorder of 0%, 5% (due to size) and 5% (due to position). The electromagnetic wave is considered to 
be propagating along T -  L direction. This calculation is performed using model 1.
We now want to investigate the influence of the disorder due to both sphere radii and 
positions, on the transmission spectra. Figure 6.6(a) depicts the effect of such kind of disorder 
on the optical properties of an inverse opal made of air spheres in titania background. The 
disorder is introduced from the gradual increase of both types of disorder from 0% to 1%, 
and from there to 5% with a step of 2%. In these calculations we implemented the same 
procedures as the ones that were used in the case of size disorder and position disorder (present 
separately). The corresponding simulated structure is shown in figure 6.6 (b). The small 
peaks appearing near the upper edge of the band gap (figures 6.3 (a) and 6.4 (a) ) for the 
disorder of 3% and 5% are larger for this case of combined disorder. Consequently, the 
zero transmission region is reduced and more light is passing through the structure inside the 
PBG near the band edges. For higher disorder values (5%), the peaks are slightly larger than 
their effects separately. However, the middle of the PBG remains almost undisturbed in all 
cases, which indicates that the PBG is very robust against reasonable amounts of disorder. 
Therefore, we now have a clear picture concerning the effect that the disorder has on the 
structure’s optical properties, for the case of inverse opal structures. In the next section, we
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shall investigate the disorder and its effects on the optical properties of the DIOPC structure, 
made of silica cores and air voids in a tin disulfide background.
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Figure 6.6: (a) Transmission spectrum of inverse opal constituting of close-packed air spheres in a 
titania background depending on the amount of disorder. Here the disorder is considered to be due to 
both air spheres’ sizes and their positions. The electromagnetic wave is considered to be propagating 
along Y -  L direction. This calculation is performed using model 1. (b) Iso-surface of inverse opal 
of air spheres in titania background possessing disorder of 5% in the backbone due to the sizes and 
positions of the air spheres.
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6.3 Influence of Disorder in DIOPC
Let us now investigate the influence of disorder on the partial band gap of the DIOPC. This 
structure, as explained in the previous chapter, has more degrees of freedom compared to 
inverse opals and, as a result, disorder can also have more degrees of freedom, i.e. the induced 
disorder can be either in the backbone, core spheres’ sizes or in their positions. As before, 
we choose the close-packed radius to be 0.354a, while the core radius is chosen 0,177a and is 
also used as a reference radii in calculating the percentage of disorder from variations in the 
shell and core spheres’ sizes. On the other hand, for the examination of disorder due to the 
positions of the shell and core spheres, the reference positions are taken to be the ones in the 
ideal (not disordered) structure. The positions of the spheres are randomly varied, depending 
on the chosen percentage of disorder. In the following, we will study the influence of disorder 
on the partial photonic band gap between the 2"  ^and bands of the DIOPC structure.
We first consider disorder due to different shell spheres’ radii, while keeping their own po­
sitions and the core spheres’ radii and positions michanged. Figure 6.7(a) shown the effects 
of the disorder on the transmission spectrum of the DIOPC structure, for different degrees of 
disorder, which arises from a selection of shell spheres’ radii with values gradually increas­
ing from 0% to 1 %, and from there to 5%, with a 2% step. The coiTesponding simulated 
structure is shown in figure 6.7(b). The electromagnetic wave is assumed to be travelling 
along the F -  L direction. Similar' to what was observed in the case of the inverse opal, the 
influence of disorder near' the upper edge of the band gap is stronger compared to the lower 
edge. Moreover, small effects have appeared aroimd the middle of the band gap for increas­
ing amount of disorder. This is due to the higher index contrast in the DIOPC compared to 
the inverse opal. For a similar' index contrast, we expect the effects in both structures to be 
similar. For a disorder of 5%, the almost zero transmission region is much larger due to the 
disappearance of the air band. This means that overall much less light will go through the 
structure, and the PBG region is not well defined anymore. Furthermore, small transmission 
peaks are appearing close to the lower edge of the band gap and around the middle of the 
band gap, which was not observed in the cases of 1% and 3% disorder. We conclude that 
the ”size-disorder” has a strong influence on the transmission properties of the DIOPC. The 
positions of the shell spheres are, also, expected to modify the transmission properties of the
I  I
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DIOPC structure. Therefore, the disorder owing to the shell spheres’ positions and its effect 
on the transmission properties is concisely presented in the following.
Figure 6.8(a) summarizes the influence of the disorder, stemming from variations in the 
position of the shell spheres (figure 6.8(b)), on the transmission spectrum of the DIOPC 
Structure. In oui" calculations, the shell spheres are gradually displaced from 0% to 1 %, and 
! I from 1 % to 3% to 5%. For this type of disorder, the region of the PBG near the air band
j jI I edge is found more sensitive to disorder than the region near the lower band. The peaks
, I near" the edge of the air band in the transmission spectmm are larger compared with the case: !
I of figure 6.7(a), as well as with the case of figure 6.3 (a) and 6.4 (a). Consequently, the
i  I average transmission in the upper region of the PBG is enhanced, and the region of almost
i zero transmission inside the PBG is strongly reduced. At the same time, the air band itself is
I strongly flattened, which leads to an overall much smaller transmission. A similar- effect can 
be observed on the lower band side, although less dramatic. On the other hand, both band 
edges are still very sharp for very small amounts of disorder (1%). We conclude that a small 
amount of disorder ar ound 1 or 2% does not disturb the optical properties of the DIOPC very 
much and is therefore perfectly acceptable experimentally. The same DIOPC structure may 
also possess disorder due to variations in the sizes or positions of the core spheres or both. 
Therefore, in the following, we will consecutively study the effects of disorder due to the core 
sizes and positions of the DIOPC structure.
Figure 6.9(a) exhibits the transmission spectra of a DIOPC structirr'e made of silica cores 
and an air shell in a tin disulfide background, for several degrees of disorder in the core 
spheres’ sizes (figure 6.9(b)). Similar procedures as before have been implemented for cal­
culating the percentage of disorder present in this structure. The disorder due to the core 
sphere sizes gradually increases from 0% to 1%, to 3% and, finally, to 5 %. Here, we choose 
the core radius 0.177a) as the reference radius. Disorder of 0% stands for a perfect structure 
without disorder, i.e., with all core sphere radii being 0.177a. The introduction of 1% disorder 
in this structui'e means that each core sphere radius is varied randomly between 0.177a and 
0.178a, where 0.178a conesponds to an increase of 1% of the reference radius. To increase 
disorder to 3%, the sphere radii take random values between 0.177a and 0.182a, and for a 
disorder level of 5% the sphere radii can take values up to 0.186a. This figure indicates that 
the influence of this type of disorder is, indeed, very small. We, therefore, in the next step
I !
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Figure 6.7: (a) Transmission spectra of the DIOPC structure constituted of silica cores and air voids 
in a tin disulfide background. The disorders are considered to be due to shell spheres’ radii. The elec­
tromagnetic wave is considered to be propagating along T -  L direction. This calculation is performed 
using model 1. (b) Iso-surface of inverse opal of the DIOPC possessing disorder of 5% in the backbone 
due to the sizes of the air spheres.
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Figure 6.8: (a) Transmission spectra of the DIOPC structure constituted of silica cores and air voids 
in a tin disulfide background. The disorders are considered to be due to shell spheres’ positions. 
The electromagnetic wave is considered to be propagating along F -  L direction. This calculation is 
performed using model 1. (b) Iso-surface of inverse opal of the DIOPC possessing disorder of 5% in 
the backbone due to the positions of the air spheres.
6.3 Influence of Disorder In DIOPC 123
focus on disorder due to the positions of the core spheres only. The results are presented in 
figure 6.10 (a). In this case as well, like the case of figure 6.9 (a), the effects of disorder on 
the transmission spectra are found to be very small. We infer that the effect of the disorder due 
to the core spheres’ sizes and positions is negligible. This is because the dielectric contrast 
between silica core and air shell not being sufficiently high for the disorder in the silica to 
strongly inlfuence the optical properties. This influence is expected to increase when increas­
ing the index of the core (e.g., with titania cores as used in the switching process, the effects 
of disorder will be stronger). In real-world situations, the disorder may be present in each 
component of the DIOPC structure, i.e. shell and core spheres sizes and positions. Hence, in 
the following we will investigate the influence of disorder on the transmission spectra, arising 
from simultaneous variations of the sizes and positions of, both, the core and shell spheres.
The effect of disorder on a DIOPC stmctuie made of silica cores and air shells, due to 
random variations in the sizes and positions of these elements is illustrated in figure 6.11 
(a). As in the previous computations, a similar" method is used in calculating the amount of 
disorder in the structure. However, in this case the percentage of disorder due to the core 
spheres’ positions is considered to be fixed at 5% and the spheres’ sizes are gradually varied 
from 0% to 1%, to 3% and, finally, to 5%. The corresponding, simulated, structure is shown 
in figure 6.11 (b). The effects of disorder due to variations in, both, the shell and core spheres’ 
positions and sizes are found to be much stronger compared to the ones that were presented in 
figures 6.6(a), 6.7 (a), 6.8 (a), 6.9 (a) and 6.10(a). Small peaks appear around the middle of 
the band gap due to combined effects of the disorder, which were not observed in the case of 
figure 6.6(a). Averaging the small peaks of the transmission spectra in figure 6.11(a) conveys 
increased transmission through the structure within the PBG, whereas outside the PBG the 
transmission strongly decreases. As a result, the air band flattens. More interestingly, the 
lower edge of the band gap is strongly influenced by the combined disorder, compared with 
the case of figirres 6.7 (a), 6.8 (a), 6.9 (a) and 6.10 (a). As expected, we conclude that the 
effect on the structure’s transmission spectrum in the present case of combined disorder is, 
indeed, considerably stronger than in the cases of separately induced disorders. From these 
results, we can confirm as well that an amoimt of disorder of around 1-2% for all types of 
disorder will still maintain the optical properties of the DIOPC. The tolerances on some types 
of disorder can even be much larger (e.g., core spheres, or position disorder on the an shells
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Figure 6.9: (a) Transmission spectra of the DIOPC structure constituted of silica cores and air voids 
in a tin disulfide background. The disorders are considered to be due to core spheres’ radii. The elec­
tromagnetic wave is considered to be propagating along F -  L direction. This calculation is performed 
using model 1. (b) Iso-surface of the DIOPC possessing disorder of 5% due to the sizes of the core 
spheres.
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Figure 6.10: (a) Transmission spectra of the DIOPC structure constituted of silica cores and air voids 
in a tin disulfide background. The disorders are considered to be due to core spheres’ positions. The 
electromagnetic wave is considered to be propagating along F -  L direction. This calculation is per­
formed using model 1. (b) Iso-surface of the DIOPC possessing disorder of 5% due to the positions of 
the core spheres.
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if the size disorder is small enough).
In conclusion, in this section we have discussed various types of disorder in the DIOPC 
structure and their effects on its optical properties, in particular on the transmission spectra 
related to the lower partial band gap between the 2^^ and the 3'^ band. It was observed that the 
disorder in the backbone material has a large influence on the structure’s optical properties, as 
found by progressively increasing the degrees of disorder by a few percent. However, for the 
considered amounts of disorder, we have shown that only the PBG edges are really affected. 
On the other hand, the influence of the disorder due to the core spheres’ positions and sizes 
on the optical properties of the DIOPC was found to be very small. The principal reason for 
this was that the refractive index of the core sphere was not very laige compared to the air 
void that contained it.
So far we have investigated the influence of the disorder on the optical properties of in­
verse opals and DIOPC structures for various degrees of disorder. In particular, our study was 
mainly concemed with the effects of disorder on the lower band gap of the aforementioned 
structures. However, it is also interesting to explore the influence of the previously considered 
types of disorder on the complete band gap which is located between higher energy bands. 
Our simulation results showed that the lower band gaps are strongly affected by the disor­
der present in the backbone of the DIOPC strticture. Similai’ types of effects should also be 
observed for the higher band gaps, since higher bands are generally more ’’sensitive” com- 
paied to the lower bands, i.e., for the higher bands we expect even stronger influence of the 
backbone disorder, with the band gap between these bands potentially disappearing. From 
our simulation results we, therefore, expect to observe a complete band gap for a (small) 
backbone disorder of 1%. On the other hand, the effects of variations in the core sizes and 
positions are found to be very small. Similarly, for the higher band gap regions we expect 
that the disorder due to core sizes and positions will have a rather small effect, even when 
considering cores with a larger index like titania. Indeed, the effects of backbone disorder for 
a titania backbone (in the inverse opal case) have been found to be much smaller than for the 
tin disulfide backbone, and these results can probably be extrapolated to the case of the core 
spheres. Therefore, in the case of the complete band gap we expect influence of backbone 
disorder on the optical properties to be dominent over the core sphere disorder, if the later 
is maintained to a reasonably small value. This is an interesting result, suggesting that the
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Figure 6.11: (a) Transmission spectra of the DIOPC structure constituted of silica cores and air voids 
in a tin disulfide background. The disorders are considered to be due to both the shell and core spheres’ 
radii and their positions. In these calculations, the electromagnetic wave is considered to be propagat­
ing along r  -  L direction. This calculation is performed using model 1. (b) Iso-surface of the DIOPC 
possessing disorder of 5% due to the both shells’ and cores’ sizes and positions.
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switching of the photonic band gap will not be appreciably influenced by the aforementioned 
small disorder degree stemming from the core spheres’ positions and sizes, especially know­
ing that the accuracy in the sphere size achieved during the fabrication of the core spheres is 
very good [25].
6.4 Conclusions
In this chapter we have extensively studied the influence of disorder on the optical properties 
of opal-based photonic crystals, in particular an inverse opal of air spheres in a titania back­
ground and DIOPC stmctm'e made of silica cores and air voids in a tin disulfide background. 
Various types of disorder were considered, such as disorder in the backbone, core spheres’ 
sizes and positions. In the case of the inverse opal and DIOPC stmctures, it was found that 
their optical properties are strongly affected by the disorder in the backbone material of the 
coiTesponding structures. Primarily, the influence of disorder was found to be very strong 
near the air band edge, and weaker near the dielectric band edges and middle of the band gap. 
The disorder due to the core spheres’ positions and sizes in the case of the DIOPC was found 
almost negligible. This is because the refractive index of the core sphere is not high enough 
with respect to the air void that contains it. The influence of the backbone disorder on the 
band gap between higher bands is expected to be somewhat stronger. In particular, we expect 
the air band to be mostly influenced by the backbone disorder. We conclude that, in order to 
retain the complete band gap for the case of the DIOPC structure, a (maximum) backbone dis­
order of 1% in the experimentally realized PC structures should be attained. We also expect 
that the influence of disorder due to the core spheres’ positions and sizes should remain small 
for the band gap appearing between the higher bands. However, only further detailed studies 
will conclusively reveal the exact influence of disorder on the (complete) band gap that exists 
between these higher bands.
Chapter 7
Conclusions and Outlook
By employing both the rigorous plane-wave-expansion (PWE) method and the three-dimensional, 
full-wave, finite-difference time-domain (3-D FDTD) algorithm we have investigated in de­
tail and presented novel results regarding the complex interaction of electromagnetic waves 
with several, opal-based, photonic-crystal (PC) structures. Throughout the present work, our 
main intention has consistently been to achieve a realistic description of opal-based photonic 
crystals with technological and/or fundamental relevance. The main application for this work 
would be to realise functional surfaces and windows and thiefore we would like to study, in 
particular, the tuning and switching possibilities with opal-based PCs.
As a first step in our study we discussed the, so-called, “master” characteristic equation, 
which provides the eigenvalues and eigenmodes of an infinitely extended dielectric structure 
with discrete translational symmetry, based on a combination of Maxwell’s equations and 
the Bloch’s theorem. Useful concepts, such as the Brillouin zone and the band structure 
were also introduced and explained. By discussing the spatial energy localization in one- and 
two-dimensional structures we explained the existence of a photonic bandgap (PEG), i.e. a 
frequency region wherein, imder appropriate conditions, no electromagnetic eigenmode can 
exist. The influence of the refractive indices and the geometry were discussed by means of 
several examples. Our paiticular focus on lower dimensional systems was an essential first 
step for the more detailed investigation of higher-dmensionality systems, discussed in the 
succeeding chapters.
In the second step of our study, we focused on the optical properties of conventional 
inverse opal photonic crystals. The infiuence of the geometrical and material parameters has
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been thoroughly studied, paving the way for the discussions in the following chapters. After 
detailed computations, we observed paitial bandgaps for an inverse opal of air spheres in 
titania background (/i  ^ = 2.5), and complete bandgaps for silicon = 3.4), as well as tin 
disulfide {ni, -  3.2) backgrounds.
As a third step in our study, we introduced a new type of opal-based photonic crystal, 
which we call ’’double-shell photonic crystal” (DSPC). We have investigated several different 
means of PBG-tuning for this type of PC. In particular, we showed that PB G tuning in a DSPC 
stmcture with hollow core can be achieved by vaiying the radius of the inner sphere, /?i, for 
light propagation along the L direction. The analysis revealed that we can, indeed, achieve 
the desired tuning by properly varying the structure’s geometrical parameters. However, we 
concluded that this method is rather not ideally suited for real-world applications, since it 
normally leads to very small or almost negligible variation effects. Similarly, a second method 
for tuning of the stmcture’s optical properties, namely via dynamical change of the shell 
dielectric constant, ris, was also found to yield rather small effects.
As a fourth step, we concentrated on the possibility of PBG-tuning with another PC struc­
ture, namely the double inverse opal photonic crystal (DIOPC), again via geometrical and/or 
material tailoring. As we explained, this structure possessed more degrees of freedom com­
pared to the mverse opal and DSPC stmctures. A DIOPC has a hollow shell enabling the 
control of the position of the core-spheres within the hollow shells, which results in novel 
overall optical properties. Depending on the position and size of the core-spheres within the 
hollow shells, as well as on a careful choice of the core dielectric material, a complete band 
gap was found for certain positions of the cores. This PBG can close for other positions of tire 
core-spheres. After optimisation, a maximum switchable PBG of 3.5% was obtained. As a 
result, provided that dynamical movement of the cores is maintained, light can efficiently pass 
through the DIOPC in one sphere position, while being totally reflected in another sphere po­
sition. We concluded by proposing the use of this property as a switching mechanism allowing 
dynamic changes (i.e. from completely transparent to completely opaque and iridescent) in 
the appearance of a surface that is made of a DIOPC. The principal objective of our work was, 
hence, herewith achieved.
The thesis concludes by examining the extent to which the tuning of the photonic prop­
erties and the switching of the complete band gap in the DIOPC structures are realisable in
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practical, real-world, situations. We have, hence, pursued a detailed study of the influence of 
disorder on the optical properties of inverse opals (made of air-spheres in a titania background) 
and DIOPC structures (made of silica-cores and air-voids in a tin disulfide background). Var­
ious types of disorder were considered, such as disorder in the backbone, core spheres’ sizes 
and positions. In the case of the inverse opal and DIOPC structuies, it was found that their 
optical properties are strongly affected by the presence of disorder in the backbone material. 
Primaiily, the infiuence of disorder was found to be very strong near the air band-edge, and 
weaker near the dielectric band-edges and the middle of the PBG. The disorder due to the 
core spheres’ positions and sizes in the case of the DIOPC was found to be very small. We 
explained that this is because the refractive index of the core-sphere is not high enough with 
respect to the air-void that contains it. After extending these results to the complete PBG lo­
cated in higher-energy bands, we came to the expectation that, in order to retain the complete 
band gap in the case of DIOPC structures, a (maximum) backbone disorder of approximately 
1% in the experimentally realized PC structures could be reached. We expect that the influ­
ence of disorder due to the core spheres’ positions and sizes should be minimal for the band 
gap appearing between the higher energy bands.
For the real life applications of the DIOPC structures with off-center cores either in func­
tional windows or surfaces it is necessary to cognize the strength of the infiuence of the 
inherent disorder on the photonic band gap between the higher bands. We will study in detail 
the effects of the disorder on the complete PBG in the DIOPC with a tin disulfide background 
and silica or titania cores, in order to check whether the maximum 1% of backbone disorder 
is a good expectation. Furthermore, by considering core spheres with a higher index (titania) 
we will be able to investigate better the influence of the core sphere disorder.
Although switching of the complete band gap in the case of the DIOPC structures with 
off-center cores is very exciting, we should keep in mind at this stage that the complete PBG 
remains relatively small and situated between the high-energy bands. The width of the PBG 
could be enlarged by further optimisation of the DIOPC structure. However, at this point, we 
additionally plan to perform scoping studies of multicore structures as a potentially alternative 
means of providing switching processes. Controlling the core positions within the air voids 
is another challenge in order to realise PBG switchable DIOPC structures. Therefore, in the 
future we will study in detail the PBG optimisation and the ways of controlling the core
132
positions in the DIOPC structures.
Appendix A
Plane Wave Expansion Method (PWE)
A.l Plane Wave Expansion Method (PWE)
In this Appendix we consicely discuss the numerical method used in the calculations of the 
photonic crystals’ bandstructures. Since photonic crystals are, in general, very complex two- 
or three-dimensional vectorial systems, numerical computations form a cmcial pait of most 
theoretical analyses. For oui* numerical simulations we used the MIT Photonic-Bands online 
software, which relies on the plane wave expansion (PWE) method. This method operates in 
the reciprocal space, and in order to analyse a given photonic-crystal geometry and determine 
the existence of PBGs, it requires the calculation of the allowed modes’ frequencies for all 
possible k-vectors. Fortunately, by utilizing the translational symmetries of the cystals, it 
is possible to determine the required solutions (eigen-frequencies/vectors of the associated 
eigenvalue equation) by only considering k-vectors restricted to the first Brillouin zone.
The PWE method for the calculation of photonic bandstmctures has, undoubtedly, made 
substantial contributions to the development of photonic crystals. The similaiity between 
Schi'ddinger equation for electrons and the wave equation for light has played an important 
role in this development. The PWE method is based on Bloch’s theorem, in which a periodic 
function is expanded into appropriate Fourier series. Inserting the so-obtained expansions into 
the eigenvalue, chaiacteristic (or master), equation (2.13) results in an infinite matrix eigen- 
problem. After the matrix is suitably truncated, the solutions to the aforementioned problem 
provide the eigen-frequencies and expansion coefficients for the eigen-functions [27].
The matrix equation can be derived in the following way. The master equation is (2.13):
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Vx[-^VxH(r)) = (-/H(r)e(r) c
Since photonic crystals are periodic with regard to the dielectric distribution, the solutions 
to equation (2.13), using the Bloch’s theorem, can be written as:
H»(r) = vte-""- (A l)
with v/c(r) being a periodic function, and k the wavevector of the solution. The Fourier 
series expansion of the H-field in terms of the reciprocal lattice vector G reads:
H(r) = EH k(G)g-'*+G )r (A2)
G
In reciprocal space, the coiTesponding wave equation is found by Fourier transformations:
2
—(k + G) X (^2  ^ (G — G )(k + G ) X Hk(G )} = — Hk(G) (A3)
G'
This equation may be expressed in matrix form and solved using standard numerical rou­
tines as in eigen-value problems. The subscript k has been used to indicate that the eigenvalue 
problem is solved for a fixed wavevector, k, to find the angular frequencies, co, of all allowed
modes. By tmncating the summations to N reciprocal lattice vectors, the matrices aie of di­
mensions 3N  X 3N. However, the matrix equations involving the H-field may be reduced 
to 2N  X 2N  dimensions [27]. This follows from the transverse condition on the H-fields 
(i.e., V • H(r) = 0), where Hk(G) may be written as a sum of two vectors orthogonal to the 
relevant (k + G):
Hji(r) = /î/c.G.iêi + hk,G,2^ 2 (A4)
where k is a wavevector in the Brillouin zone of the lattice, G is the reciprocal lattice 
vector, and êi, §2  are orthogonal unit vectors that are both perpendicular to wavevector (k+G).
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Hence, equation (A2) may be written as:
H*(G) -  2  k^,G®k,G^ , - /(k + G )-r (A5)
G A=l,2
Substituting (A5) into (2.13), we obtain the following lineai' matrix equations for the 
H-field [27]:
/  J k ,G ,G  
G'.A '
where
(A6)
® f c G ,G ' =1 K + G II K + G' I e-'(G  -  G') x 02 • 02 - 6 2  ■ 0j
—01 - 02 01 • ©1
(A7)
and -  G') = Gq q', is the Fourier transform of 6(r).
Equation (A6) is the final matrix equation we wanted to derive. The involved matrix 
is, furthermore, hermitian and positive definite, which allows employment of considerably 
faster numerical routines than when solving for general eigenvalue problems. The reduction 
from a 3N  x 3N to a 2N  X  277-dimension matrix equation is naturally of crucial importance 
in this respect since it reduces the overall computation time, and for this reason the H-field 
version of the wave equation is the prefened implementation. Indeed, the misplaced position 
of the dielectric constant e(r) within the wave equation for the E(r) formalism does ruin the 
hermiticity and the problem is left with the normal eigenvalue-solution procedures.
In OUI' numerical simulations of band structures of 3D-PCs, we use the afore-described 
fully-vectorial numerical technique. The method uses a frequency-domain iterative approach 
to perform a direct computation of the eigenstates and eigenvalues of Maxwell’s equations 
using a plane-wave basis [90]. Further details and discretisation aspects of the method’s 
actual numerical implementation are found in Ref. [91].
Appendix B
Finite Difference Time Domain Method
B.l Introduction
Many efforts have been devoted to the experimental verification of the properties of pho­
tonic crystals, as well as to the development of suitable geometric configurations and to the 
nanofabrication technology needed for their realization at optical frequencies. A relatively 
smaller amount of work has been concerned with the coiTesponding numerical analysis, and 
most of it has been done based on the plane wave expansion method [100], which does present 
convergence problems and can deal with the presence of defects only by resorting to the com­
putationally intensive super-cell approach. We note here that there are also some other, well- 
established methods, which are more flexible than the plane wave expansion method, and 
have been appropriately adopted to the herein investigated periodic geometry. Among these, 
the Finite Element Method [101], the Finite Difference method (both in frequency(FE/FD- 
FD)) [102] and in the finite-difference time-domain method (FDTD) [103] have been applied 
in the numerical analysis of practical PC structures.
FDTD is a very general method for calculating electromagnetic field distributions in stinc­
tures of arbitraiy geometry. It can be very accurate and reliable since it is based on a direct 
discretisation of Maxwell's equations, making no assumptions on the kind of solution or the 
propagation direction of waves. Starting from a given held distribution, driven by sources at 
given locations, the time evolution of the electromagnetic field is calculated over a given spa­
tial domain. This makes it a tool that is suitable for investigating complicated wave phenom­
ena, like multiple scattering, and for providing results that can be relatively easily interpreted.
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Another advantage of FDTD is that it provides results for large range of frequencies with a 
single run, by applying a pulsed initial field and then Fomier-transforming the so-obtained 
response. For these reasons, it is well suited for modeling photonic crystal structures.
The FDTD method has, indeed, become one of the most popular* electromagnetic mod­
eling techniques. There are a number of reasons for this : it is straighforward to understand 
and implement in a computer code, and very well suited for modem personal computers with 
constantly increasing memory and speed [104]. The method was first proposed by Yee [105] 
as a direct solution of Maxwell’s time-domain curl equations. In this algorithm, one begins 
by making a judicious discretization of space-time; then the temporal and spatial derivatives 
in Maxwell’s curl equations are approximated by difference equations; finally, the resulting 
difference equations are solved for the fields at the “next” time step in terms of values at 
“previous” time steps. In this manner, a leap-frog algorithm is used to obtain the fields for 
all space-time points given the incident field and knowledge of the fields throughout space at 
some (arbitrary) initial time.
B.1.1 The Yee Algorithm
Maxwell’s curl equations for an isotropic medium are
VxE = (Bl)
dEVxH = 6—  (B2)
These equations can be expressed in six scalar equations in cartesian co-ordinates,
dH, =  1 dE,
dt [ dz dy
dHy _  1, dE,
dt \ dx dz
ÔH, =  1 |IdE, dEy
dt 1 dy dx
(B3)
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d t = ~e I dy dz
dEy 1 IdH, dH,
dt e i dz dx
dE, 1 |(dHy d H ,
dt { dx dy
(B4)
The system of six coupled partial differential equations above forms the basis of the FDTD 
numerical algorithm for electromagnetic wave interactions with general three dimensional 
objects.
To solve the system of Maxwell’s equations numerically, Yee proposed an approach which 
divides the medium of interest into a mesh of lattice points. Here, Ax, Ay, and Az are, respec­
tively, the lattice space increments in the x, y, and z coordinate directions, and i, j, and k are 
integers. A space grid point (i,j,k) is then denoted as:
(i, j, k) = (fAx, yAy, kAz) (B5)
Any function of space and time is evaluated as:
k) = (iAx, jAy, kAz, nAt) (B6)
where At is the time increment, assumed imiform over the observation interval, and n is an 
integer. The space and time partial derivatives of the previous function are set up according 
to a central-difference approximation as :
a F \i. j, k) F"(i + 1/2, j, k) -  F'Xi -  1 /2 ,1 k ) _____dx "  &x +U(ax) (tsi)
where At is the time discretization interval. Yee positioned the components of E and H at
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half-intervals around a unit cell. This unit cell is shown in figure (B.l). The E and H  fields are 
evaluated at alternate half-time steps, giving effectively central-difference expressions for both 
the space and time derivatives. Therefore, if the components of E are calculated at nAt, where 
n is any non-negative integer, the components of H should be calculated at (n + 112)At. As il­
lustrated in figure B .l, the Yee algorithm centers its E and H components in three-dimensional 
space so that every E component is surrounded by four circulating H components, and every 
H component is surrounded by four circulating E components.
Z Hy
Ez
Hx
Hz
HzHz
Ex
Hx
X
Figure B.l: Position of the electric and magnetic field vector components in a cubic unit cell of the 
Yee space lattice.
Applying the above rules, the system of six scalar equations provides finite difference 
time-stepping expressions for electric field and magnetic field components. Maxwell’s differ­
ence equations in the Yee scheme are written as;
E Components
£. y + 1/2, *: + 1/2) = y + l / 2 , A +  1/2) + At
^ij+l/2,fc+l/2
X j + l , k + l / 2 ) -  j, k H- 1/2)  ^ Ay
Hy^i , j + l / 2 , k + l ) ~  H y \ i ,  j  + 1/2, k).
Az ^
(B9)
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-  1/2, J + 1, * + 1/2) = E ," - 'l \ i  -  1/2, y + 1, Æ + 1/2) + Q-1/2j+1,/:+1/2
^ rW (^' -  1/2,7 + 1, ^ + 1) -  / / / ( /  -  1/2, ;  + 1, k) (giQ)
L Az
7 + 1, it + 1/2) -  -  1,7 + 1, ^ + l/2)n
_  J
E “*'^'\i -  1/2, y + 1/2, jfc + 1) = E r ' l \ i  -  1/2, y + 1. /t + 1/2) +
^i-l/2J+l/2,fe+l
x l " "  ‘ (BID7 + 1 / 2 , ^ - f l ) - / / / ( / - 1 , 7 + 1 / 2 , A: + 1)  ^ Ax
H / ( z  -  1/2,7 + D  ^+ 1) -  % "(i -  1 /2 ,7 ,  ^+ l ) i 
Ay J
H Components
“■ 1/ 2 , 7 + 1, ^ + 1) — H x * \ i  — 1/ 2 , 7 +  1, ^ + 1) +
/ ^ i ~l /2J+ l ,k+ l
-  1/2,7 + 1. ^ + 3/2) -  -  1/2,7 + 1, fc + 1/2)
I- Az
E " * 'l ^ ( i - l l2 , j  + 3 / 2 , k + l ) - E “* ' ^ \ i - l l 2 , j +  l / 2 , k + l h
Ay
j  + 1/2, * + 1) = H /(i, 7 + 1/2,1: + 1) +
^ + 1/2, y + 1/2, fc + 1) -  E r ^ l \ i  -  1/2, y + 1/2, Æ + 1)
1 Ax
y +1/2,1: + 3/2) -  y + 1 /2 ,ft + l/2)n
Az J
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i ï  " ‘f t  7 + 1, ft + 1/2) = H "(i, 7 + 1, ft + 1/2) + A^ U+i,&+i/2
.. j  + 3/2. ft + 1/2) -  7+ 1 /2 ,  ft + 1/2)
 ^ Ay
+ 1/2 , 7  + 1, ft + 1/2 ) -  -  1/2 , 7  + 1, ft + 1/2 ),
Ax J
With the above finite difference expressions, the new value of an electromagnetic field 
vector component at any lattice point depends only on its previous value. Therefore, at any 
given time step, the computation of a field vector can proceed either one point at a time, or, if 
p parallel processors are employed concurrently, p points at a time.
B.1.2 Accuracy and Stability
The choice of AZ, where I -  x, y , z, and At is dectated by accuracy and algorithmic stability 
criteria. To ensure the accuracy of the computed spatial derivatives of the electromagnetic 
fields, Al must be small compared to the wavelength. Al<À/10 is sufficient to realize less 
than 7 percent (±0.6dB) numerical error [106]. Moreover, Al should be small enough to 
permit resolution of fine geometrical details of the problem considered. On the other hand, the 
stability condition requires that the numerical errors generated by the time-stepping algorithm 
should not increase from step to step. The stability criterion first established by Yee has been 
corrected by Taflove [107], who demonstrated that there is restriction on the choice of At, if 
AZ is selected according to:
cAf < [ ,  ^ = 1  (B15)/_L_ _J_ , 1 •*y  (AxŸ (àyf' (Az)2
or for a cubic lattice (AZ = Ax = Ay = Az)
AZc.At < (B16)
where c = is the velocity of propagation in free-space.
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B.1.3 Electromagnetic Source
A number of different sources can be used to excite the electromagnetic fields, including a 
Gaussian plane wave, a sinusoidal wave or a sinusoidal plane-wave. The incident fields, in 
the case of a Gaussian pulse are
= £oexp[^^ (B17)ÙJ J
This source is, clearly, not single-frequency nor a monochromatic plane wave. 
A single-frequency source has the incident field in the following form:
(x, y,  z)  =  Eq(x,  y, z)  sin (ojt)  (B18)
In the case of a pulse, the incident field is turned off after a specified number of time steps. 
In the majority of the simulations performed within this work we used a Gaussian pulse, 
modulated by a sinusoidal caiiier.
B.1.4 Boundary Conditions
In order to obtain a finite-sized calculation, the number of grid points should be finite. Be­
cause of this necessity for finite computational domain, the values of the fields on the bound­
aries should be appropriately defined in such a way that the solution region appeals to extend 
infinitely in all directions. With no tmncation/absorbing boundary conditions, the waves in­
cident at the boundaries of the computational space will be artificially reflected and enter the 
main computational region, leading to inaccurate results. Hence, at the outermost boundaries 
of the calculation domain, the electromagnetic fields should satisfy such conditions that the 
space outside this domain is modeled in the desired way, e.g. a non-reflective continuation of 
the structure inside the calculation window, or a free space.
In the case of a free-space continuation, the boundary should behave as a point of no 
retm-n: energy crossing the computational boundary should never return inside the calculation 
window. A naive (and erroneous) approach would be to force the electric field to be zero
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at the boundary. In this case, however, the applied boundary condition is that of a perfect 
conductor, which, of course, leads to a total reflection of the incident wave. A somewhat better 
approach is to have a layer of absorbing material along the boundary, e.g. by introducing a 
non-zero conductivity in these regions. Although this sherne will reduce the reflection, it is far 
from perfect since the discontinuities at the interface between the different materials will lead 
to a non-zero reflection coefficient. The situation can be improved by gradually increasing 
the absorption toward the outer edges of the window. The best known solution until now, 
has been proposed by Berenger, who realised that the reflection coefficient at an interface is 
determined by the contrast (across the interface) of the media’s intrinsic wave impedances, 
which is equal to (^)^/  ^ for non-conducting materials. Losses in materials can be modeled 
by giving complex values to e or /i. In the, so called. Perfectly Matched Layer (PML) [108] 
which was introduced by Berenger, both e and /i are made complex at the same time, in such 
a way that their proportion remains constant. Equivalently, a complex conductivity cr can be 
introduced. In this way, the absorption can be gradually increased toward the edges of the 
computational window without any change in the matched wave impedance, and thus without 
introducing reflections. For real-world materials, this property is quite hard to accomplish, 
but mathematically/computationally it is a simple operation. It should be noted here that the 
conect termination of a periodic structrrre requires some additional care. In these practical 
cases, the absorption inside the PML regions should increase gradually towards outside, in 
order to preserve the interaction between neighbouring crystal piliers and/or holes.
A number of boundary conditions have been proposed for finite difference simulations of 
Maxwell’s equations. In our calculations we have used an 8-layer unsplit perfectly matched 
layer for the mesh truncation, which does generate a very low level of reflection. In the 
calculations of transmission spectra for the various photonic crystal geometries, we combined 
the aforementioned PML form with appropriate periodic boundary conditions that considered 
the inhemt periodicity of each structure.
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