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This thesis describes the work covered for the PhD research project, “Preprocessing fo r  digital video 
using Mathematical Morphology". The thesis details the history and principles behind digital video. 
Current methods of noise reduction and preprocessing are reviewed with the main focus of the 
research being the application of mathematical morphology to digital video processing, specifically 
for the use of noise reduction and preprocessing for image simplification. In addition, this thesis 
describes the principles behind mathematical morphology and details how it can be applied to digital 
video processing.
A detailed description of the development of a psychovisually lossless preprocessing system for 
digital image simplification using mathematical morphology is given. This details the techniques and 
methods used to develop the system and a full evaluation, both objective and subjective is given. In 
addition a noise reduction system is implemented for spatial processing of images and spatio-temporal 
processing of digital video sequences. Evaluations are made using an objective measure with two 
image CODEC’s, JPEG and JPEG 2000. The performance of the system for video compression is 
also evaluated using an objective measure and four video CODEC’s, MJPEG, MPEG-II, Bath 
Wavelet Video and H263. Application to real-world data, where little or no prior information is 
known is also detailed for both spatial and spatio-temporal systems. Finally conclusions are drawn 
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This thesis details the development of preprocessing techniques using Mathematical Morphology to improve the compressibility of digital images and video. Two processes achieve this, the first 
process removes noise, from the image sequence, which saves bits that would otherwise be taken 
away from the image data. Furthermore, as noise is uncorrelated and high frequency, it does not 
compress well. Secondly, the complexity of the image sequences can be reduced by removing image 
features and details, providing this is done in such a way that the perceived visual quality of the 
sequence is not reduced., The aim of this work is to create a stand-alone preprocessing system that 
will work on a variety of systems such as Moving Picture Experts Group (MPEG) and wavelet based 
coders/decoders (CODEC’s). All work contained within this report is based upon digital images and 
video. Before proceeding with the work covered, (see chapters 6, 7, 8 and 9), the basic principles 
behind digital video (see chapter 2) and preprocessing (see chapter 5) are introduced. These show 
why preprocessing and noise reduction are used and the benefits o f digital video.
Chapter 4 provides an introduction to mathematical morphology starting with the basic operations of 
erosion and dilation. This is then extended to form more complex operators such as openings and 
closings. Chapter 6 then looks at the efficient implementation of some of the morphological 
operators, namely reconstruction, Area Morphology (AM) and Attribute Morphology. Current 
implementation methods are evaluated and a new efficient method is developed for use with the 
Alternating Sequential Filter (ASF), which significantly increases the performance of this filter 
compared to all of the current methods. In addition, a new attribute, the power, is proposed to form a 
closer link with the Human Visual System (HVS). Chapter 7 develops these ideas into two 
preprocessing systems for images. The first system evaluates the use of attribute morphology, both in 
the Alternating Filter (AF) and ASF filter structures, for reducing the effects of Gaussian noise on an 
image. The area, contrast, volume and power attributes are used, as are various levels of noise and 
connectivity. The second system is based on a psychovisually lossless measure. Uncorrupted input 
images are used and filtered using both the AF and ASF filter structures, area, contrast, volume and 
power attributes, and 4nn and 8nn connectivity. Psychovisual evaluations are then used to determine 
visually lossless attribute values for each filter combination. The results allow images to be filtered 
without an observer being able to detect this. Since this has reduced the information within the image, 
a CODEC can compress the image more efficiently. To ensure this is the case, images have also been 
compressed using the attribute values found and several compression schemes. The resultant images 
were placed in a second psychovisual evaluation, which proves that an observer cannot tell the 
difference. In addition this also proved that the resultant images are more compressible,
Chapter 9 develops the noise reduction methods of chapter 7 into a spatio-temporal system. The area 
and power attributes are used in conjunction with the AF and ASF filter structures and both 4nn and 
8nn connectivity. A full spatio-temporal system is then developed in several stages. Initially the 
spatial method is simply applied to each frame, which is expanded to process an entire block of a
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video sequence. This is then expanded further to form a sliding window and merged with the spatial 
method to form a combined and simultaneous spatial and spatio-temporal preprocessing system. 
Whilst spatio-temporal filtering is common for other image processing methods, mathematical 
morphology has not been applied in this way to digital video before. Finally conclusions are drawn 
giving details of what has been accomplished and possible improvements to the systems developed 
are also outlined.
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2 Introduction to Video
Video in any form is essentially a series of pictures shown in rapid succession (see Figure 2.1). Showing these pictures in this fashion creates the illusion of motion. There are a variety of 
methods in which these sequences can be stored and played back. This chapter gives a brief overview 
of some of these methods and details the advantages that digital systems have over conventional 
analogue systems.
2.1 History of Imaging
Video is simply a series o f still photographs. Motion Pictures and television has been around for over 
a century [1], [2]. The birth of photography can be traced back to the Camera Obscura (Latin for dark 
room), which has been around since the time of Aristotle although the first recorded usage was not 
until Leonardo da Vinci used it in 1519AD to aid his drawings. In 1824AD, Peter Roget wrote an 
article, The Persistence o f  Vision with Regard to Moving Objects, which proved that the human eye 
retains an image for a fraction of a second after it has been shown. It was not until 1839AD that the 
phrase ‘Photography’ (from the Greek for light and writing) by Sir John Herschel was used.
Sequence of images shown in fast succession 
creates the illusion of motion.
Figure 2.1: The illusion of motion.
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Video was originally shown by projecting photographic film onto a screen, in much the same way as 
cinema projection systems work today. Numerous inventors had the vision of changing this by 
somehow scanning and transmitting pictures. Television has been independently developed across the 
world. For example, John Logie Baird is credited with the birth of television in the UK and Jenkins in 
the USA. John Logie Baird was however the first to exploit television commercially with his 
company called ‘Baird Television’, which started life as Television Ltd [1] - [4]. The system used an 
electromechanical device, the ‘Nipkow disc’ invented in 1884AD by a German named Paul Gattlieb 
Nipkow, to scan images for transmission and a similar device to display them. This was a major 
achievement o f the time, although there were problems with the system. The device scanned images 
vertically, from bottom to top across the image from right to left, rather than horizontally. Initially the 
system used 30 vertical lines with a frame rate of 12.5 frames per second, which resulted in flickering. 
Also, unlike modem television, the Baird system used an aspect ratio of 3:7, giving a vertical 
widescreen format. By 1936 the system had been improved to cope with 25 frames per second and 
240 lines.
The electromechanical system eventually gave way to a fully electronic system devised by ‘EM I L td’ 
in the 1930’s [1], [2]. However, this type of system was proposed by a Scottish engineer named 
A.A. Campbell Swinton in 1908 [5]. This was the first system to use the Cathode Ray Tube (CRT) 
and the 50 fields per second system. Regular transmissions started in 1936 using this system. The 
BBC provided the first regular transmissions of entertainment programmes using high definition 
images, 405 lines, using systems developed by British teams from EMI and Marconi. With the 
exception of two major improvements, the fundamental principles of television have remained 
unchanged until the introduction of digital signal representation. The 625-line system was introduced 
in 1964 and is still in use today, although the 405-line system was still used until 1985. A second 
major improvement came in 1969 with the advent of colour television, although America had 
introduced its colour system in 1953 [6]. Despite its late arrival, colour television had been 
demonstrated working by Baird in 1944 [2].
Since the introduction of digital, television has seen several improvements such as interactive media, 
High Definition Television (HDTV) and Super High Definition (SHD) have been demonstrated [6], 
[7]. HDTV has been designed specifically for the use of digital television and is leading the way to 
the adoption of the widescreen aspect ratio, 16:9, for television sets. The first video recordings were 
made by Baird on a Gramophone Videodisc, called ‘Phonovision’, between 1927 and 1935. A more 
practical and economical solution did not appear until the 1960’s with the introduction of the 
videotape, and more recently, the introduction of the Laser Disc. However, these are analogue 
solutions. The introduction of digital television in the 1990’s required a more versatile solution. Thus 
the Digital Versatile Disc (DVD) was introduced which can hold up to 10 hours of D1 video, which is 
720 x 576 pixels at 25 frames per second (fps) with 24bpp, video using MPEG-II compression in 
addition to multiple channel and multi-lingual audio. More recently, the Personal Video Recorder 
(PVR) has been introduced, which records onto a hard disc.
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2.2 Analogue Video
The most common method of recording video throughout the late 19th and 20th centuries was use of 
celluloid film. This process uses a camera to expose several frames of photographic film every 
second and is still used today by the movie industry. However, this method cannot be broadcast at its 
original resolution and copies must be made and distributed for multiple audiences. Analogue 
television, which was first introduced in the 1930’s, has been used to broadcast to a wide audience. 
This uses a signal with an infinitely variable parameter (i.e. voltage or frequency) to broadcast the 
video. To represent a sequence at its original resolution, known as broadcast quality, a relatively large 
bandwidth is required. In order to reduce the bandwidth, the resolution of the image is reduced. 
Using this technique, the signals can be broadcast allowing a large audience to view the same video 
source at the same time. However, because of the analogue modulation techniques used, it is very 
susceptible to noise, which can be hard to remove or detect.
Until recently, the most common and economical display system has been the CRT, invented by a 
German scientist, Karl Ferdinand Braun, in 1897. This works by scanning an electron beam across a 
screen that has been coated with phosphors (see Figure 2.2). Individual elements are then illuminated 
at different intensities across the line. Once the beam reaches the end o f the line, it is turned off and 
moved back and down to the start of the next line, a process known as fly back. The whole process is 
then repeated until the entire display has been scanned. Each frame is displayed in the same way, with 
25 frames being shown every second in the UK standard. This method of display is called 
progressive. The frame rates and line spacing used within television are based on psychophysical 
experiments. Early in the development of television, flickering became a problem. To overcome this, 
interlacing was introduced which works by reducing the horizontal resolution by a factor of a half and 
doubling the frame rate so the amount of information is transmitted remains constant. The image is 
displayed in a similar way to progressive displays as shown in Figure 2.2. The beam is scanned 
across the display as before, but instead of moving down one line, it moves down two lines, in effect 
only scanning the even lines. Once the beam has finished scanning the display, the beam then scans 
the alternate, odd, lines that were not scanned before. This gives the illusion of having the same 
amount of horizontal information. The complete scanning of one set of lines, odd or even, is referred 
to as a field and the complete scanning of both odd and even lines is still referred to as a frame. Most 
o f the motion captured by a camera moves across the frame rather than up or down it. This is the 
main reason the display system scans across and down.
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Electron guns
CRT side view. The CRT has 
three electron guns (RGB) that 















© The beam is first scanned across the screen. 
© The beam is turned off and moved to the 
next line. This is called the flyback.
©After the bottom scan has been done, the 
beam is moved back to the top and the process 
started over again.
© © ©
©,© The beam is first scanned across the 
screen, starting with even lines.
© The beam is turned off and moved down, 
skipping the next line. This is called the 
flyback.
©,© After the bottom scan has been done, the 
beam is moved back to the top and the process 
started over again on the odd lines (if the even 
lines have just been processed).
Figure 2.2: Progressive and interlaced scanning.
2.2.1 Analogue Colour Representation
Using the tristimulus theory, meaning that the HVS uses the Red, Green and Blue (RGB) colour 
representation, the most obvious colour space to use is RGB. However, the first television broadcasts 
and receivers worked only in black and white using luminance, which can easily be derived from 
RGB as shown in equation 2.1. Because the HVS is less sensitive to colour and to keep backwards 
compatibility, the YUV system is used to represent video. It should be noted however, that there are 
alternate representations such as YIQ as used by the American National Television Systems 
Committee (NTSC) system [6]. The luminance is represented by Y and the colour (or chrominance) 
is represented by the colour difference signals U and V as given in equations 2.2 and 2.3. This allows
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black and white receivers to view colour transmissions. The bandwidth can also be reduced by 
decreasing the horizontal resolution of the chrominance information by a factor of two. In addition 
the bandwidth requirements can be reduced even further by using a quadrature modulator to produce a 
composite signal. This relationship can be seen more clearly in Figure 2.3. With respect to the 
original progressive RGB given by the camera, the interlaced composite output is a sixth of the size.
Y = 0.299R + 0.587G + 0.1145 (2.1)
U = R -  Y = 0.701A -0.587G - 0.1145 (2.2)








Low-pass G  ........................U
filter. r  G  ^  V
(Y) output is at
full the bandwidth, whilst the
chrominance (U and V) output has




The composite output has the same 
bandwidth as the luminance.
Figure 2.3: The relationship between the three primary colour representations used in the
analogue video system.
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2.3 Digital Video
The digital format is simply a different way of representing video information [8] - [11]. All digital 
formats work by converting analogue signals into digital information. The only difference between 
digital systems is the stage at which this conversion is done. For example, Charge Coupled Device’s 
(CCDs), such as those found in most Digital Video Cameras (DVC), usually have Analogue to Digital 
Converters (ADCs) integrated into them. The analogue signal is converted to a digital signal by 
sampling it at given intervals and then quantising the samples into discrete values, as shown in Figure 
2.4. This is method known as Pulse Code Modulation (PCM), the result is a series of discrete samples 
known as pixels which when displayed correctly form an approximation o f the original video signal. 
The entire image is sampled in this way and the resulting samples converted into a binary format. A 
binary signal can then be coded using error correction methods such as hamming and convolution 
codes, which allows the digital format to be more robust against noise [12]. Various transmission 
techniques allow a further reduction in error and can use less power to cover the same area as an 
analogue transmission. There are several key points to note about a digital system:
• Quality does not change with transmission medium,
• The video data can be copied with little or no loss,
• Are cheaper to produce equipment (transmission, receiver and storage),
• Easier to perform post-production on (i.e. special effects),
• Extends the playback time of storage devices,
• Allows miniaturisation.
These factors make digital systems more advantageous than analogue ones. For example, 
miniaturising equipment has allowed Electronic News Gathering (ENG) to be accomplished with less 
equipment and staff reducing costs for the news company. However, in most current display devices, 
such as the CRT, the data is converted back into an analogue format using a Digital to Analogue 
Converter (DAC) in order to display it. More recently, digital video has started to appear in larger 
applications. For example, George Lucas filmed all of the “Starwars II: A ttack of the Clones ” film 
using only high definition DVC’s. In addition, digital cinemas have started to be tested and will 
inevitably be rolled out into the mainstream, which has the obvious advantage over film in that copies 
do not need to be made. This could also mean the possibility of releasing movies simultaneously 
world-wide instead of country by country. The film could be simply downloaded via the Internet or 
satellite connection to the cinema. There are numerous other uses for digital video:
• Video conferencing,




• HDTV [6], [7],
•  Digital cinema.
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signal is sampled 
periodically to form a 
discrete time signal, 
which is quantised to 
form a digital signal.
The sampled values 
can then be processed 
and turned back into 
an analogue signal.
Time
Figure 2.4: Analogue to digital signal conversion.
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2.3.1 Bandwidth of Analogue and Digital Video
To show why compression is needed, consider a standard analogue Phase Alternating Line (PAL) 
transmission as used in the UK. This consists of 25fps or 50 fields per second. Each frame consists 
of 625 lines, which give a line rate of:
f h = 625 x 25 = 15,625Hz (2.4)
Each line contains 720 pixels, which are visible, but actually contains 864 pixels for the luminance 
and 432 pixels for the chrominance, which includes other data such as teletext, synchronisation and 
time. This is made from 432 cycles for the luminance and 216 cycles for the chrominance of video 
waveform. This then gives the bandwidth of the analogue signal, for the luminance and chrominance 
signals as:
B W iuminanCe = 15,625tfz x 432 = 6.15 MHz (2.5)
BWchromanance = 15,625Hz x 216 = 2315MHz (2.6)
Using the standards for digital television, the luminance channel is sampled at 13.5MHz and the two 
chrominance channels need to be sampled at 6.75MHz each [13]. This is comes from the Nyquist 
sampling theorem, which states that to avoid aliasing, a signal should be sampled at twice the highest 
frequency the input signal can be, which gives a total sampling rate of 27MHz. Most studios will use 
10 bits to represent this information giving a data rate of 270Mbits per second. Consumer equipment 
uses only use 8 bits, which would require 216Mbits per second. Both methods will require a 
bandwidth in excess of 100MHz, which does not compare well with the 5.5MHz used in the analogue 
system [6], [14]. Hence the digital information must be compressed. The transmission format used 
can easily be changed to reduce the bandwidth, for example Quadrature Phase Shift Keying (QPSK) 
or Orthogonal Frequency Division Multiplexing (OFDM) can be used. However, using image and 
video compression techniques can make a greater reduction.
2.3.2 Sources of Redundancy in Video
Most images and video sequences, both analogue and digital have a large amount of redundant data 
that can be removed in order to reduce the data rate. There are four types of redundancy that can be 
found in images:
• Spatial/Intra Redundancy,
Some areas of an image will have the same colour or pattern (i.e. blue sky) as shown in 
Figure 2.5. This redundancy can be removed by saying that the entire block is made 
from one single colour. Thus only a small amount of data is required in order to do 
this, saving on sending repeated information. JPEG for example uses this method in 
order to achieve compression.
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• Temporal/Inter-ffame Redundancy [15], [16],
Adjacent frames are usually correlated in some way which implies that there is some 
redundancy between the frames. Thus it is more efficient to just transmit the changes 
between frames instead of the whole image as shown in Figure 2.6. This is usually 
which is done by the use of motion compensation. This tells the receiver where objects 
have moved from with reference to the previous frame.
• Statistical Redundancy,
After the data has been transformed into another domain and quantised, there may still 
be redundancy. Some symbols will inevitably occur more often than others. For 
example, in the English language, the letter “E ” occurs more often than any other. 
Thus symbols, which occur more often, are assigned fewer bits than those that are less 
probable. This process is referred to as entropy encoding.
• Psychovisual Redundancy [ 17],
Even if all of the spatial, temporal and statistical redundancy is removed from the 
sequence, there may still be a little redundancy left. Most images contain information 
that is not noticed by the HVS. For example, a large flat region is not usually 
composed of one value but several values averaging around the same point. Thus it is 
more efficient to make the region one value, resulting in less data for the CODEC to 
handle and in turn creating a more compressed output.
Figure 2.5: Spatial redundancy in images. The two blocks marked in the sky and on the sand are 
almost a constant colour and hence contain little information.
PAGE 11
CHAPTER 2: INTRODUCTION TO VIDEO
c) The
SIEMENS
a) Frame 18 of the foreman sequence.
b) Frame 19 of the foreman sequence.
difference between frames. Dark spots indicate a large change between the two frames. 
Figure 2.6: The temporal redundancy of video.
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2.3.3 Still Image Compression
There are many compression methods available, each with their own advantages and disadvantages.
Any compression system will fall into one of two categories:
•  Lossless,
This type of system compresses and decompresses an image bit for bit. There is 
absolutely no loss in data. However, such systems do not compress to high 
compression ratios, typically only a 2:1 ratio is achieved.
•  Lossy,
This is by far the most commonly used type of system. It removes information from the 
image in order to achieve higher compression ratios. Typically the information 
removed will be redundant, but inevitably not all. A subset of lossy CODEC’s is the 
‘visually lossless’ class, which although being lossy in nature, visually there is no loss 
in quality.
The encoding or compression stage is made-up of four components (see Figure 2.7):
•  The transforms cannot distinguish between image features, noise and redundant information 
so preprocessing is used to remove psychovisually redundant information and noise, thus 
allowing the output o f the transform to be quantised better.
• A transform is then used to convert the data into a more useful representation. The two main 
transforms currently in use are the Discrete Cosine Transform (DCT) and Discrete Wavelet 
Transform (DWT), although there are many more such as the Haar and fractal transforms.
o The DCT method splits the image into blocks, usually 8 x 8  or 16x 16 pixels. The 
quantiser and entropy coder then work on each block individually instead of 
processing the image as a whole. The DCT transform is used in many CODEC’s 
such as the Joint Photographies Experts Group (JPEG) CODEC.
o Instead of splitting an image into blocks of data, the DWT transforms the entire 
image. The resultant image is split into filtered images with the coefficients 
contained in the sub-bands, which are localised in both time and frequency. For 
example, the high frequency and low frequency components are separated. There 
are various different ways in which this can then be quantised [18], [19]. The 
structure of the wavelet filter bank is taken advantage of by embedded quantisation 
schemes such as the Embedded Zerotree Wavelet (EZW) [20], Embedded Lossless 
Image Coder (ELIC) [21], [22]. The transform stage compacts the image 
information into a few low frequency bands. New CODEC’s, such as JPEG 2000, 
are taking advantage of the DWT.
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• The quantiser is the part of the CODEC that actually compresses the data. Information from 
the transform is prioritised, with the lower priority information being discarded. As more 
information is discarded, the more the compression increases. There are many different 
quantisation schemes in use [23]. The method chosen for a CODEC will depend upon a 
variety of information such as the transform being used and the target application.
• Entropy coding is used to store the remaining data in an efficient way using Run Length 
Encoding (RLE) scheme or other Variable Length Coding (VLC) schemes such as Huffman 
or Arithmetic coding. The output o f this stage is the final compressed image.
To decode the image, the above process is repeated in reverse, which then forms an approximation to 
the original image. Most image CODEC’s work in a similar way to reduce the amount of data.
2.3.4 Digital Colour Representation
Most CODEC’s follow the International Telecommunications Union (ITU) Recommendation 601 for 
representing colour in the digital domain [13]. That is instead of transmitting RGB colour 
information; the luminance (Y) and chrominance (Cr, Cb) are transmitted. This is known as YCrCb, 
but is often referred to as YUV. It should be noted though that this is similar but not identical to the 
analogue representation of YUV (see section 2.2.1). Luminance and chrominance colour spaces are 
used, as they are generally easier to compress than RGB. The following formula is used to obtain the 
luminance from the RGB components:
77 150 29Y = —~  R + —  G + —  B (2.7)
256 256 256
where R is the red component, G is the green component and B  is the blue component. The luminance 
describes the intensity of the frame and is essentially a greyscale version of the original frame. As 
equation 2.7 shows, this is done by taking a portion of the red, green and blue frames to form the 
luminance frame. This equation has been derived through psychovisual testing performed by 
Commission Internationale de l'Eclairage (CIE). The colour information is called chrominance (Cb, 
Cr) is provided by two channels:
C r = - R - — G -  —  B + m  (2.8)
256 256 256
44 87 131Cb = —— R — — G + — - 5  + 128 (2.9)
256 256 256
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Several other colour spaces, such as HIQ, HSV and YIQ can be used [6]. In addition, as in the PAL 
system, because the HVS is less sensitive to colour, the resolution of the chrominance channels can be 
reduced. This is done by subsampling, producing a format known as YCrCb 4:2:2. In its simplest 
form, this throws every other pixel in the horizontal plane away as shown in Figure 2.8. The whole 
process is shown in Figure 2.9. There are numerous other sub-sampling methods such as 4:2:0 and 
4:1:1. It should be noted that there are other methods that can be used to compress and transform the 
image data [24].
2.3.5 Video Compression
As shown in Figure 2.1, a video sequence is made from a series of still images. Thus the most 
obvious method of compression is to use a still image CODEC such as the JPEG or JPEG 2000 
CODEC. A frame compressed in such a way is usually called an Intra or I frame. Several methods 
exist that use this method of compressing frames such as Motion-JPEG (MJPEG). This method 
allows easy editing, for postproduction, of any frame and for this reason is used by many studios. 
This similarity between frames can be exploited by transmitting only the changes between frames, 
which is accomplished by using motion estimation. Figure 2.6 shows how similar adjacent frames are 
in a video sequence. The current frame is split into non-overlapping blocks as shown in Figure 2.10. 
Each block is examined and a vector assigned to it to map the block in the previous frame to it that is 
the closest map. Once obtained, the motion vectors are encoded and transmitted instead of 
compressing the whole frame as an I-Frame. This frame is called a Predicted-Frame (or P-Frame). 
However, the prediction rarely gets a perfect match and so there is an error between what should have 
been sent and what has been sent. This error is commonly known as a residual, which is then 
compressed using a still compression method and transmitted alongside the motion vectors. There is a 
problem here in as much as how much bandwidth should be assigned to motion vectors and how much 
to the residual.
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6 6 4 0 0 0
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Figure 2.10: Example of how frames are grouped together in MPEG-II.
Most video compression systems use this technique, although many will have some slight variations. 
The following section describes the MPEG-II CODEC. There are several other commonly used 
CODEC’s that work on a similar method such as MPEG-IV, H261, H263 and H26L [25]. In addition 
there are numerous standards and regulations that are used for digital video, especially when used for 
Digital Television [26).
2.3.6 Moving Pictures Experts Group Video CODEC
One of the most common standards for digital video compression is the MPEG-II standard, which was 
established by the International Standards Organisation (ISO) [18]. All of the MPEG standards do not 
describe how to achieve each stage of the CODEC, but rather define how the data should be 
represented. For example it describes how motion vectors and bit-streams should be labelled. This 
allows for a large variety in implementations of the encoder. As long as the encoder generates a 
compliant bit-stream, any compliant decoder can then decode the stream.
The MPEG CODEC uses the DCT to compress images. Typically a compression ratio of 10:1 or 0.8 
bits per pixel (bpp) is used for digital broadcasting. This works by creating a Group of Pictures 
(GOP) as shown in Figure 2.10, which in this case is 13 frames. The first frame is compressed using a 
still image compression scheme such as JPEG creating an I-Frame. The following frame is a P-Frame 
created using the motion compensation described earlier but with the constraint it can only be created 
from either another P Frame or an I Frame. The following three frames are created by using Bi- 
Directional Prediction. This allows a frame to be predicted by using both the previous P or I frame 
and the next P or I frame which creates a Bi-Directional Predicted Frame (or B-Frame). This is 
repeated two more times, that is another P frame is transmitted and then three B frames. The whole 
sequence is then started again with an I frame. Different systems use different methods to represent 
the remaining data. For example a 3D wavelet [27] could be used to represent several frames.
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MPEG exploits the temporal redundancy by using motion compensation. The first way to do this is to 
use previous knowledge to predict the next frame, which is then labelled as a P-Frame. MPEG-II also 
uses past and future frames to predict a frame, which is labelled as a B-Frame. All three types of 
frames are used in MPEG-II to form a group of pictures as shown in Figure 2.10. This is a simplified 
view of how compression systems work. There are disadvantages to the method described:
• If the bandwidth is too small, then there is a possibility that some important information may 
not be able to be transmitted. This can cause blockiness, ringing, dropout and various other 
artefacts as shown in Figure 2.11. Hence postprocessing is used to remove these distortions.
• Noise can cause the DCT to create more high frequency components than is necessary. This 
will reduce the efficiency. Hence preprocessing is used to eliminate as much noise and 
perceptually redundant information.
2.4 Conclusions
This chapter has introduced and shown the history of television. The differences between analogue 
and digital video systems has been demonstraighted and the need for compression in order to achieve 
the data rate necessary for transmission and storage of digital information has also been shown. The 
basic operations of still and video CODEC’s have been discussed and the MPEG-II compression has 
been introduced. Some of the disadvantages of digital systems have been shown, such as the 
introduction of artefacts, which result in the degradation of the video. This highlights the need for pre 
and post processing systems in order to reduce or remove artefacts from digital video.
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a) Uncompressed frame from the Stefan sequence.
b) Frame showing blocking as a result of MPEG-II compression.
c) Frame showing ringing and drop out artefact as a result of a wavelet CODEC.
Figure 2.11: Compression artefacts of frame 25 from the 352 x 288, YUV 4:2:0 (12bpp) Stefan
sequence.
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3 The Human Visual System
Knowledge of the HVS and the workings of the human brain can be exploited by an image processing system to improve performance whilst being visually lossless [6], [28] - [30]. For 
example, using a model of the HVS to design quantisation tables for JPEG, which results in better 
performance and less visible degradation when compared to the standard quantisation tables [31]. 
Other uses of modelling the HVS include watermarking and image mosaics [32], [33]. Despite their 
obvious differences, the HVS and image systems share a number o f basic principles and operations 
[34]. This chapter describes the HVS, and how to measure its performance by using psychovisual 
evaluations.
3.1 Visual Perception
As stated earlier, the HVS is far from perfect. Simple drawings, illusions, can fool the HVS into 
seeing something that is not there as shown in Figure 3.1. The image on the left is normally viewed 
by the HVS to show a contour between the two gratings, despite the fact that there is no difference in 
the contrast. Similarly, the image on the right is normally viewed as four circles with a square in the 
middle, again there is no actual contour connecting these circles. It can be seen how easy it is to fool 
the HVS and how difficult it is to understand how it works. However, it is still unclear as to what is to 
blame for this, that is, is it the eye, the brain or both. However, some of the workings of the HVS are 
understood. For example it is known that the response to changes in intensity is non-linear. Consider 
a patch of light which has an intensity o f I+  AI with a background intensity of I  (see Figure 3.2), the
Just Noticeable Difference (JND), AI , can be determined as a function o f I. The ratio ^ j / j  is called
the Webber ratio, which has a nearly constant value of 0.02. However, this does not hold for very 
high or very low intensities.
I
I = =  e  ^
! = =  ^  ^
I Figure 3.1: Demonstrations of visual illusions.
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Figure 3.2: Example of the Webber ratio.
3.2 Visual Evaluation
Section 3.1 showed how the HVS works and the associated problems with how easily it can be fooled. 
In image processing, it is often a requirement to measure the quality of an image. There are two 
methods, Objective and Subjective, that can be used to measure the quality/performance of an image 
processing system. In most cases the original image, that is the image put into the image processing 
system, and the degraded image, that is the output of the image processing system, are used. These 
two images can then be used in either method to determine the performance of the system. Neither 
method requires knowledge of how the system works, and as such the processing system can be 
treated as a black box as far as evaluation is concerned.
3.2.1 Objective Evaluation
Objective evaluation is easy to implement and widely used today, although psychovisual evaluations 
are becoming more popular. Given that two images are available, described above, that is the input to 
the system and the output from the system, the simplest measure of performance is to take the 
absolute difference between the two images and then sum the result. This is known as the Sum of 
Absolute Differences (SAD) and is given by:
£4Z>(;,0)=  £ £ 1 / ^ - 0 , J  (3.1)
x=0 y =0
where i is the input image, o is the output image, M  is the width in pixels of the image and N  is the 
height of the image in pixels. Note that both images must have the same dimensions. The lower the 
result, the closer the two images are, with a value of 0 corresponding to identical images. Unless 
stated otherwise, all methods described here generate results in this way. This method is often 
averaged to give the Mean Absolute Difference (MAD), as given equation 3.2. There are however, 
three more commonly used measurements, similar to the MAD. The first is known as the Mean 
Square Error (MSE). This simply squares the differences to give a measure of power instead of using 
the absolute values and is calculated using equation 3.3.
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MAD(i, o )  = --------------  (3.2)
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where i is the input image, o is the output image, M  is the width in pixels of the image and N  is the 
height of the image in pixels.
Z Z k j ' " 0*.*)2
MSE(i, o) =   (3 .3 )
v ’ NM
where i is the input image, o is the output image, M  is the width in pixels of the image and N  is the 
height of the image in pixels. The second method, called Root Mean Square Error (RMSE) is more 
commonly used than the MSE. This is simply the square root of the MSE as given by:
RMSE(Uo)= JM SE  = |
AY-1 N - 1




where i is the input image, o is the output image, M  is the width in pixels of the image and N  is the 
height of the image in pixels. This is a useful method as it gives an average value of the pixel-by- 
pixel difference between the input (/) and output (o) images. The third method is known as the Peak 
Signal to Noise Ratio (PSNR). This calculates the ratio, in decibels, of the peak signal power to the 
noise power and is given by:
PSNR(i, o) = 10 log, (  ^max(value)2 f  max(va/ue))
=20los\ l A & ) )  (35)
where i is the input image, o is the output image and max(value) is the maximum possible amplitude 
o f the image, which is 255 for 8bit images. Unlike previous methods, the higher the result, the more 
similar the images. This is better than the straight forward Signal to Noise Ratio (SNR) measure as 
the average intensity does not affect the result. There is no restriction on which measurement is used 
for any given application as the MSE, RMSE and PSNR all measure exactly the same measurements, 
although on different scales. The Barbara 2 test image is used (see Figure 3.3), corrupted with 
Gaussian noise (see section 5.1.1), to show examples of these measurements (see Table 3.1).
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a) Input image -  Barbara 2 at a resolution of 720 X 576 pixels and 8bit greyscale.
b) Image corrupted with Gaussian noise. 







Table 3.1: The use of objective measurements.
Objective measurements are the easiest and fastest method to use to evaluate the performance of a 
system. These measurements are easily repeatable and the results will not change given the same pair 
of images. However, in some instances, the objective measurements do not reflect the true 
performance. For example, Figure 3.4 shows the test image corrupted by Gaussian noise and also 
corrupted by the JPEG compression. Using the MSE, objective measurements indicate that the JPEG 
image is better than the image corrupted with noise. However, when observers are asked to look at 
these two images, they say that the noisy image is more acceptable than the JPEG. Brainard discusses 
some of the properties of the visibility of noise further in [35].
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c) JPEG compressed image with an MSE of 78.87.
b) Image corrupted by Gaussian noise with an MSE of 99.95.
a) Input image -  Barbara 2 at a resolution of 720 x 576 pixels and 8bit greyscale.
Figure 3.4: Example of the problems with objective measures, which say that JPEG (c) is better 
than the noisy image(b). However, psychovisually, the noisy image (b) is often preferred over the
JPEG (c).
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3.2.2 Subjective Evaluation
Subjective evaluation provides a method of obtaining the true performance of a system. As all 
subjective evaluation methods require a user to assess the quality of the test images, these methods are 
commonly referred to as ‘Psychovisual Evaluations’. This area has been the subject o f much 
research and has been applied to several applications such as television [30], [36] - [39], [41]. The 
basic principle is to get an assessors) to view an image(s) and then vote on the quality of the 
image(s). The voting, or feedback is then given on how the assessors rate the performance of the 
system. This is considered to be a better method of evaluating the performance of a system as 
compared to objective evaluation. However, these test often take a considerable amount of time to 
set-up, run, and analyse. There are two basic types of subjective evaluation:
• Assessments to establish the performance of systems under optimum conditions.
•  Assessments of the ability of a system to retain quality under non-optimum conditions.
There are however, several ways in which each test can be performed [36], [37]. The following 
chapters give a brief overview of the methods for implementing and settings for visual tests to be 
carried out in.
3.2.2.1 Double Stimulus, Impairment Scale
The Double Stimulus, Impairment Scale (DSIS) method uses test sets o f pairs o f images. Each pair 
of images consists of an un-impaired (or more commonly known as the reference) image and an 
impaired image. Test sets are then created for every condition that the system is to be tested under. 
For example, if a new image CODEC is to be tested, then there may be several test sets, one for a 
varying a quantiser table, one for the compression ratio used, etc.
Before testing begins, a training sequence should be shown. This simply shows a series of test images 
that cover the range of impairments. These are then shown in pairs (unimpaired and impaired) to 
show the assessors the range of quality of the images. The test images used for this purpose should 
not be used in the actual test itself. At the start of a test session, about 5 dummy pairs are shown. 
This allows the assessors' responses to settle. The results o f these 5 test pairs should not be used when 
analysing the results. In this method, a session should last up to 30 minutes with at least 15 people 
taking part. Testing is actually a relatively simple procedure, as illustrated in Figure 3.5, and 
described below:
1. Select a test pair at random,
2. Show the reference image for 10 seconds,
3. Show an Inter Stimulus Interval (ISI) for 3 seconds,
4. Show the impaired image for 10 seconds,
5. Finally allow the assessors to vote for 5 to 11 seconds.
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5 to 11 seconds 
<  ►
Figure 3.5: Stages of visual testing using the DSIS method.
There is a variant of this method that simply shows the test pair twice, as indicated by the dotted line 
in Figure 3.5. Voting is made by comparing the impaired image against the reference image using the 
scale shown in Table 3.2. This scale is known as the five-point scale. The ISI is defined by as screen 
filled completely with a mid-grey level. This method of testing is used when a full range of 
impairments is available from the system under test.
Score Description
5 Imperceptible




Table 3.2: Five-point scoring scale.
3.2.2.2 Double Stimulus, Continuous Quality Scale
The Double Stimulus, Continuous Quality Scale (DSCQS) is used when it is not possible to get test 
images that cover the full range of quality of the system under test. Reference and impaired images 
are mixed, that is that the first image to be shown (image A) can be the reference or impaired with the 
second image (image B) being the opposite. This is done at random and it must be kept track of which 
is the reference. Again, the order of the images is random and also the training and dummy images 
are used before the test starts. Two ways exist in which to implement this method:
• The assessor is allowed to switch between the two images (A and B) until they are satisfied 
that they have formed a suitable opinion of each. This allows for only one assessor at a 
time.
•  A test pair is shown twice as in DSIS. This allows for several assessors to perform the test 
in one sitting. Unlike DSIS, the assessors are allowed to vote any time during the second 
viewing.
The timing is the same as for DSIS, however, the scoring is slightly different. Each assessor is asked 
to put a mark on a pair of vertical scales to rate the quality of each image in the test pair as shown in 
Figure 3.6. This method of scoring allows a continuous quality grading and helps to avoid quantising 
errors. The scale is split into five sections corresponding to the five-point scale and are included for
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guidance only. In analysing these results, the scoring is changed to a number in the range of 0 to 100. 
The difference between the reference and impaired is then used. There are several methods that may 
be used to analyse the results [36], one of which is shown in section 3.2.2.4.
3.2.2.3 Other Methods
Other testing and scoring methods exist, for example there are two methods available for testing single 
images, Single Stimulus (SS) and Single Stimulus, Multiple Repetition (SSMR). One of these other 
scoring methods is known as the comparison scale. In this method, the assessor simply grades the 
second image (B) with respect to the first image (A). The scoring is fairly simple as shown in Table 
3.3. Essentially, this method simply indicates if  the assessor saw a difference between the two 









Table 3.3: The comparison scale.
3.2.2.4 Analysing the Results
There are several ways in which results from a visual test may be analysed. The most common 
method, as used by the ITU, is to use the Mean Opinion Score (MOS) and the 95% confidence 
interval [36]. Considering that each test session has several test conditions (/), for example varying bit 
rate, each test condition may be applied to several different images (£) and that these may be repeated 
several times (r), then the MOS is defined as given in equation 3.6.
Image Pair 1 
A B
Image Pair 2 
A B







Figure 3.6: The scoring scale used in DSCQS.
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U jkr  =
N




where uijkr is the score of assessor i for test condition j  using image k on repetition r, and N  is the 
number of assessors. In conjunction with this, the 95% confidence interval is used as given by:
]jU Jkr -  SJkr, U jkr  + Sjkr\ (3.7)
where:
SJkr= 1.96 °  jkr
4 n
(3.8)
and the standard deviation ( G ), is given by:






This chapter has shown the basic principles behind the HVS and how to measure the performance of 
an image processing system, both objectively and subjectively. Objective measures are used due to 
their speed and offer a direct comparison between results. Subjective measures are used to obtain a 
more accurate result o f what an observer will see. However subjective measures often take a long 
time to obtain and can be difficult to compare against other subjective results. The noise removal 
stages (see section 7.1 and chapter 9) of this project will use some form of objective measure, simply 
for the speed in development it offers. Subjective evaluation will be used to determine a 
psychovisually lossless preprocessing system (see section 7.2) whilst still filtering the image as much 
as possible.
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4 Mathematical Morphology
Mathematical Morphology is the analysis o f signals in terms of shape. This simply means that morphology works by changing the shape of objects contained within the signal. 
Mathematical morphology was developed in the 1970’s [42] by G.Matheron [43] and J.Serra [44] and 
has several advantages over other techniques especially when applied to image processing as outlined 
below:
• Works by using shape-based processing,
• Can be designed to be idempotent,
•  Computationally efficient
Mathematical morphology has widely been used in image enhancement and restoration [45] - [50]. 
Harvey and Marshall use morphological filters for removing scratches and other degradations from 
archived film material [46], [50]. Image segmentation is an application well suited to morphological 
operators [51] - [53]. Image simplification and noise reduction have also been demonstraighted by the 
use of morphological operators [54]. Both of these methods could be used as simple preprocessing 
steps for a CODEC. Mathematical morphology has also been used to attempt to form a CODEC with 
varying degrees of success [55], [56]. Several other applications have also proven the usefulness of 
mathematical morphology such as, texture analysis [57], template matching [58], range imagery [59] 
and even fractal landscape generation [60]. There are many more applications that morphology can be 
applied to [61]. Mathematical morphology has been widely researched for use in image and video 
processing, but with no application to preprocessing for increasing a CODEC’s performance. The rest 
of this chapter covers the basic principles behind Morphology, building up from simple ID binary 
functions to 3D grey-scale functions.
4.1 Binary Morphology
4.1.1 Dilation
Morphology uses Set Theory as the foundation for many functions. The simplest functions to 
implement are Dilation and Erosion [62]. Dilation in ID is defined as:
. 4 0 3  =  j x : ( B ) , n . 4 * 0 l  =  | j 4  (4.1)I )  xeR
where A and B are sets in Z. Equation 4.1 is also known as Minkowski Addition and simply means 
that B is moved over A and the intersection of B reflected and translated with A is found. Usually A 
will be the signal or image being operated on and B will be the Structuring Element (SE). Equation
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4.1 is used to process binary sets of data. Dilation has several interesting properties, which make it 
useful for image processing. These properties are:
• Translation invariant.
This means that the result of A dilated with B translated is the same as A translated 
dilated with B as given by:
(A®B)X =AX®B (4.2)
• Order invariant / Associative.
This simply means that if several dilations are to be done, then the order in which they 
are done is irrelevant. The result will be the same irrespective:
(/4©5)®C = A@(B®C) (4.3)
• Increasing operator.
This means that if a set, A, is a subset of another set, B, then the dilation o f A by C is 
still a subset o f B dilated by C:
A ci B=> A(BC c  B®C (4.4)
• Scale invariant.
This means that the input and structuring element can be scaled, then dilated and will 
give the same as scaling the dilated output:
rA®rB = r(A®B) (4.5)
where r is a scale factor.
• Commutative:
This implies that the order of the operation is irrelavent:
A@B = B®A (4.6)
These properties can be very useful in image processing and can result in some operations being 
simplified. Figure 4.1 shows how dilation works on a ID binary signal. The structuring element 
shown in Figure 4.1 uses the value of the elements immediately to the right and left of the current 
element (the structuring element in this case looks for ones on the input sequence). Any shape or size- 
structuring element can be used, where an element with the value of 0 indicates that the corresponding 
element in set A is not to be used, and a value of 1 indicates that it is to be used. For example, the 
structuring element shown could be considered to have 0’s on the extreme left and right, as the
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corresponding inputs would be ignored. The output is given by equation 4.1 and will be set to one 
unless the input is the inverse of the structuring element. For example, ‘000’ would cause the output 
to be zero. The output is placed at the origin of the structuring element as shown.
From Figure 4.1, it can be seen that dilation will completely remove any runs of zeros less than the 
length of the structuring element (this is only for this type of structuring element though). Longer 
runs of zeros are shortened at their extremities. Note there is a problem with this technique. That is, 
what happens at the borders? In general, the structuring element is offset so that it is completely 
contained within the signal. However, this results in the output containing less data than the input, 
which is not desirable for image processing where the whole image is to be modified. Although there 
are several ways of overcoming this problem, the chosen method is to detect when the structuring 
element is at the edge, and only use information from the parts of the structuring element that still lay 
within the signal.
4.1.2 Erosion
The opposite of dilation is known as erosion and is defined as:
A e B = { x : { B lS A } = f \ A x (4.7)
xeB
1 1 1 0 1 0 0 0 1 1 0 1 Input signal (A)
l H l
1 1
Structuring element (B) with shaded 
showing the origin. Set the output to be 
the intersection as given in equation 4.1.
Slide the structuring Element along. 
Get the intersection for the new 
position.
1 1 1 1 1 0 1 1 1 1
Repeat this until all 
elements have been 
done.
Figure 4.1: An example of the Dilation operation.
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This definition is also known as Minkowski Subtraction. The equation simply says, erosion of A by B 
is the set of points x  such that B translated by x  is contained in A. Figure 4.2 shows how erosion 
works on a ID binary signal. This works in exactly the same way as dilation. However, equation 4.7 
essentially says that for the output to be a one, all o f the inputs must be the same as the structuring 
element. Thus, erosion will remove runs of ones that are shorter than the structuring element. 
Erosion, like dilation also contains properties that are useful for image processing:
• Translation invariant.
This means that the result of A eroded with B  translated is the same as A translated 
eroded with B  as given by:
• Increasing operator.
This means that if a set, A, is a subset o f another set, B, then the erosion of A by C is 
still a subset of B eroded by C:
• Scale invariant.
This means that the input and structuring element can be scaled, then eroded and will 
give the same as scaling the dilated output:
(AOB)x =Axe B (4.8)
Ac: B=> A Q C c  BOC (4.9)
rAQrB = r(AQB) (4.10)
where r is a scale factor.
• Non-commutative:
This is the opposite of the dilation in that the order of the erosion does matter:
AGB * BGA (4.11)
•  Not-associative:
This means that the order o f multiple erosions matters:
Ae(Bec)*(AQ B)ec (4.12)
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1 1 1 0 1 0 0 0 1 1 0 1 Input signal (A)
1 0
Structuring element (B) with shaded 
element showing the origin. Set the 
output to be the translation of B contained 
in A as defined in equation 4.7.
Slide the structuring Element along.
Get the output for the new position.
1 0 0 0 0 0 0 0 0 0
Repeat this until all 
j  elements have been 
done.
Figure 4.2: Example of how erosion works.
Decreasing Operator.
For a set A and two structuring elements, B t and B2, the erosion of one as a subset of the 
other:
By c  B2 => AQB2 a  AOBy (4.13)
4.1.3 Opening and Closing
Both dilation and erosion have intresting and useful properties. However, it would be useful to have 
the properties of both in one function. This can be done in two ways. The first method , Opening 
[63], is defined by equation 4.14. This simply erodes the signal and then dilates the result as shown 
in Figure 4.3. As can be seen, the zeros are opened up and any ones that are shorter than the 
structuring element are removed with the rest o f the signal left unchanged. This is a very useful 
property as it means that if the filter is applied once, no more changes to the signal will result from 
repeated applications. This property is called ‘Idempotency’ and is given in equation 4.15.
A oB = (AQB)9B  
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The opposite of an opening, is a closing defined by equation 4.16. Figure 4.4 shows how this works 
from which it can be seen that this closes gaps in the signal in the same way as opening opened up 
gaps. Closing also has the property of being idempotent. Both of these filters again have interesting 
properties that would be nice to have in one filter. The opening and closing can be combined to merge 
these properties. There are two ways of combining these, the first of which is known as an Open- 
Close filter (see equation 4.17), which consists of first opening the signal and then closing the signal. 
The opposite can also be done by closing and then opening. This is called a Close-Open filter (see 
equation 4.18). Figure 4.5 shows how these filters work. It can clearly be seen that both filters 
remove any runs of ones or zeros that are shorter than the structuring element. The operations, Open- 
Close and Close-Open are both idempotent.
A * B  = {A®B)BB (4.16)
AOB = (A ° B )» B  (4.17)
A®B = (A * B )° B  (4.18)
1 1 1 0 1 0 0 0 1 1 0 1 Input signal (A)
1 1 Structuring element.
1 1 0 0 0 0 0 0 0 0 0 0 Output o f erosion (A  QB).
1 1 1 0 0 0 0 0 0 0 0 0 Output of dilation (A  © B).
Figure 4.3: The opening operator.
1 1 1 0 1 0 0 0 1 1 0 1 Input signal (A)
1 1 Structuring element.
1 1 1 1 1 1 0 1 1 1 1 1 Output o f dilation (A  © B).
1 1 1 1 1 0 0 0 1 1 1 1 Output o f erosion (A(BB)Q B.
Figure 4.4: The closing operator.
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1 1 1 0 1 0 0 0 1 1 0 1 Input signal (A)
1 1 Structuring element (B).
1 1 1 0 0 0 0 0 0 0 0 0 Output of Open-Close
1 1 1 1 1 0 0 0 1 1 1 1 Output of Close-Open
Figure 4.5: The Open-Close and Close-Open operators.
4.2 Greyscale Morphology
For morphology to be of use in image processing, it needs to be extended to non-binary signals. 
There are various ways in which this can be done [49]. The chosen method uses very simple 
functions, which allow them to be implemented in an efficient way. The following sections describe 
one method of implementing greyscale morphology. For comparison, the second most common 
method is briefly described here. It is often reffered to as level sets or threshold decomposition [64]. 
All greyscale signals and images are made from a number of discrete values (K). For example, an 8- 
bit greyscale image has 256 possible levels. A simple method of applying greyscale method is to 
simply convert the greyscale image to binary. Threshold decomposition takes a greyscale signal and 
converts each level into binary as given by:
Th ( f )  = {x \ f ( x ) ^ h ) (4.19)
w h ere /is  the greyscale signal and h is the level, h = 0,1,2,..., AT - 1 .  This results in each level being 
represented as a binary image or level set. Each level set can then be processed by using the binary 
morphological operator. Once each level set has been processed, they are combined using equation 
4.20.
f{ x )  = max(/i \ x s T h ( / ) ) (4.20)
4.2.1 Greyscale Dilation
From equation 4.1 and Figure 4.1 it should be clear that this is actually taking the maximum value 
lying within the structuring element. Hence, dilation can be redefined for greyscale as given in 
equation 4.21. This works in exactly the same way as before, but just takes the maximum value laying 
within the l ’s o f the structuring element as shown in Figure 4.6. This method of using the values 
where the structuring element is 1, is known as a Flat Structuring Element (FSE). There is another
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method [47] that is used in greyscale image processing. Unless stated otherwise, the method 
described above is used in this thesis, the following description is included as a reference only.
A®B = max (Ax+i)
ieByx
(4.21)
As well as having the structuring element to choose the input elements to use, another set is used to 
allow a value to be added to the values used. This is sometimes written as one set as shown in Figure 
4.7. The equation for this method is defined as:
A(BB = max (Ax+i + Bt ) (4.22)
ieByx
4.2.2 Greyscale Erosion
Like dilation, from equation 4.7 and Figure 4.2 it should be clear that all erosion is actually doing is 
taking the minimum value from within the structuring element. Thus, erosion can be redefined as:
AQB = min (Ax+i)
ieByx
(4.23)
This can still be applied to binary signals, but more importantly, they can be applied to real numbers. 
The rest o f the functions, opening, closing and so on remain unchanged, but use the above definitions 
(equations 4.22 and 4.23) for greyscale.
1 7 2 3 0 3 6 5 2 2 1 9 Input signal (A).
Structuring element (B). 
Output o f grey scale dilation.
Figure 4.6: An example of greyscale dilation.
j 1 2  2 3 0 3 6 5 2 0 1 0
l 1 2
j 4 5 5 6 5 8 9 8 6 5 4 3
Input signal (A).
Structuring element (B). 
Output o f grey scale dilation.
Figure 4.7: A variation on the standard dilation using a non-flat structuring element.
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4.3 Two Dimensional Morphology
Now to be able to use morphology in image processing, the definitions need to be applied in two 
dimensions (2D). This can be done relatively easily as described below. The signal has now become 
a 2D signal, now called an image and hence the structuring element is changed to become 2D as 
shown in Figure 4.8 where the first structuring element shown is known as the Four Nearest 
Neighbours (4nn). This limits the operations to work only on horizontal and vertical components. To 
overcome this problem and allow diagonal components to also be used, the Eight Nearest Neighbours 
(8nn) can be used.
4.3.1 2D Dilation
Using the 2D SE, dilation can be redefined as given in equation 4.26. This still works in the same 
way as before as shown in Figure 4.9. The structuring element is moved across the image as before 
and the maximum value inside the structuring element is then set as the output (see Figure 4 .10b).
A®B = m a x K +;,,+7) (4.24)
4.3.2 2D Erosion
Erosion can also be redefined in exactly the same way, as dilation was to give a new 2D erosion 
definition as given by equation 4.25. This works in the same way as dilation with the exception of 
erosion takes the minimum instead of the maximum. Again, the other definitions of opening, closing, 
etc. remain unchanged. To use them in 2D, they must use the above methods for erosion and dilation. 
An example image processed using this is shown in Figure 4 .10c.
AeB = (4.25)
9 6 3 5 6
6 6 1 0 0
8 6 8 2 1
6 6 3 6 6
6 7 6 7 6









4nn structuring element 









8nn structuring element 
with shaded indicating the 
origin.
Figure 4.8: 2D extension of the structuring element.
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Input image.
I
9 6 3 5 6
1
j 6 6 4 0 0
8 6 8 2 1
6 6 3 6 6
| 6 7 6 7 6
Shaded shows the 4nn structuring 
element with the centre being the origin. 
With the structuring element placed over 
the first pixel o f the image, find the 
maximum value laying within the 
structuring element (in this case, 9) and 
set the output to be this value.
Output image 
(after dilation).
9 6 3 5 6
6 6 4 0 0
8 6 8 2 1
6 6 3 6 6
6 7 6 7 6
Slide the structuring element along to the 
next pixel and get the maximum value 
within the structuring element ( in this 
case 9) as before. Set the output to this 
value.
9 6 3 5 6 be
6 6 4 0 0
8 6 8 2 1
6 6 3 6 6
6 7 6 7 6 |
9 9 6 6 6
9 6 6 5 6
00 8 8 8 6
00 7 8 7 6
7 7 7 7 7
Figure 4.9: An example of 2D dilation.
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4.3.3 Application to Image Filtering
These filters can now be applied to images as shown in Figures 4.10 -  4.12. It can be seen from these 
images exactly what the operations do. Dilation extends the boundary of object by removing low 
valued regions. Erosion contracts the boundaries by removing high valued regions. Distortions can 
bee seen in some of these images. The distortion generated not only depends on the filter but also on 
the image. Opening will remove high intensity points whilst keeping the rest of the image intact. 
Closing is doing the opposite of this, removing low valued points whilst keeping the rest of the image 
intact. Both Open-Close and Close-Open remove both high and low valued points while keeping the 
rest o f the image intact. However, the last two operations do not give the same result due to the order 
of the erosions and dilations.
4.4 Three Dimensional Morphology
For video processing, it is beneficial to filter spatio-temporally (i.e. in Three Dimensions, 3D). This 
is done because noise is uncorrelated which means that if  a pixel in the current frame is corrupted by 
noise, then there is a strong chance that the pixel will be of a different intensity value in other frames. 
Hence, by using the other frames to process the current frame, the noise can be filtered out. 
Thestructuring element is again extended to encompass an extra dimension as shown in . The 4nn and 
8nn are extended to produce the 6nn and 26nnstructuring element. The 6nn is also referred to as 4 ^  
and the 26nn is referred to as 8 ^ .  This makes it easier to see the relationship between the 2D and 3D 
structuring element. Data in 3D can be thought o f in two ways. The first is simply to think o f 3D data 
as a real world object. For example, an object that has the three dimensions, width, height and depth. 
Most medical applications produce 3D, or volumetric, data such as the Magnetic Resonance Imaging 
(MRI) which often use mathematical morphology operators including the watershed to segment the 
data [65] - [67]. The second method is to think of 3D as a sequence of 2D images such as a video 
sequence. The 3rd dimension is then time and not depth.
4.4.1 3D Dilation
Dilation can be easily extended to 3D signals, in a similar manner to how it was extended from ID 
signals to 2D signals, by defining:
A ® 3  =  )  (4-26)
Since the image is 3D (i.e. a sequence), consiquently the structuring element is extended to 3D as 
shown in Figures 4.13 and 4.14. This is applied in the same way as before. The structuring element is 
placed on the first pixel of the first frame, the output is set to the maximum value lying within the 
structuring element and the structuring element is then moved across the current frame until the entire 
frame has been processed. Then the next frame is done in exactly the same way. The process is 
repeated until all the frames have been processed.
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Figure 4.10: Basic morphological operations, dilation and erosion applied to the 720 x 576, 8bit
greyscale Barbara 2 image.
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Figure 4.11: Basic morphological operations, closing and opening applied to the 720 x 576, 8bit
greyscale Barbara 2 image.
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Figure 4.12:
a) Input image - Barbara 2
b) Close-Opened image.
c) Open-Closed image.
Basic morphological operations, close-open and open-close applied to the 720 x 576,
8bit greyscale Barbara 2 image.
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Figure 4.13: Extension of the 4nn (left) and 8nn (right) to 3D giving the 6nn (or 4 ^ )  and 26nn
(or 8 ^ )  respectively.
4.4.2 3D Erosion
Again, erosion can be redefined in the same way to give 3D erosion as defined in equation 4.37. The 
other filters, open, close, etc. are still the same as before, but just use the above definitions for 3D (see 
equations 4.26 and 4.27).
AQB = min (Ax+i,y+j,z+k (4.27)
4.4.3 Application to Video Preprocessing
These filters can now be applied to video sequences. Visually the results appear almost the same as 
for the 2D method. Figure 4.15 illustrates how similar the methods are by showing dilation on an 
image and on a sequence. However, 3D processing can remove more noise and smooth the images 
more because of the correlation between frames. This is good for compression as high frequency 
information is removed. However, this only works well when there is little motion in the sequence 
(see Figure 4.16). This can cause Dropouts (a dark spot) and Spikes (a bright spot) in the sequence. 
These methods posses the properties required for preprocessing, but need to be enhanced to overcome 
this limitation.
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Current frame (k=0). 
Shaded area indicates 
the origin.
Next frames (+k)
The structuring element in this case takes the 5 pixels from the current frame as 










Figure 4.14: Basic principles of 3D morphology.
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a) Input image -  frame 3 of the 352 x 288, 8bit greyscale Claire sequence.
b) 2D dilation of frame 3 using 8nn structuring element.
c) 3D dilation of frame 3 using 8 ^  structuring element.
Figure 4.15: Example of the effects of 3D dilation on low motion video.
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b) Frame 91 dilated in 2D using 8nn structuring element.
. -r*
c) Frame 91 dilated in 3D using 8 ^  structuring element.
Figure 4.16: Example of the effects of 3D dilation on fast motion video.
Input image -  frame 91 of the 352 x 288, 8bit greyscale Stefan sec—  * . . .  _ . v.x . uence.
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4.5 Granulometries
Granulometries were first introduced in the 1960’s by Matheron for studying porus media. The basic 
idea is to progressively filter a set with an opening using structuring elements of increasing size (see 
Figure 4.17). The principle behind this is; Let ¥  = iys x \  ^ > 0  be a family of image transforms 
dependant upon the parameter A . For example y/x could be an opening whereby the width of the 
structuring element is given by X . This family constitutes a granulometry if  and only if  the following 
conditions are met:
•  VA > 0, y/x is increaing,
• VA > 0, y/x is antiextensive,
• VA>0, /i> 0  = y//1y/x = ^ max(/l^ ) .
The last point above, known as the ‘semi group’ property, implies that for every X > 0, y x is an 
idempotent transform:
VxVx  = Vx  (4-28)
Matheron also proposed the following characteristics for a granulometry based on the above 
properties; A family ¥  = (y/A ), X > 0 is a granulometry if  and only if it forms a decreasing family of 
openings such that:
• VA > 0, y/k is an opening,





Figure 4.17: Increasing size structuring elements with the origin shaded.
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Recall that an opening is idempotent, increasing and anti-extensive and hence can form a 
granulometry. It is not required that the openings are standard morphological openings, for example 
an algebraic opening may be used. This type of granulometry is often referred to as a granulometry 
by opening. Thus a binary and greyscale granulometry by opening can easily be defined as:
a r( x ) = X ° B ( r )  (4.29)
where X  is the set or image being operated on, B is the structuring element and r is the current scale 
or size of the structuring element. If all a r are translation invariant, and scale compatible, then it is 
called ‘Minkowski Granulom etry’. As with basic morphological operators, there is also a dual to 
this, the ‘granulom etry by closing’. This is given by the definition; an increasing family 
<$> = {<f>x \  X > 0 of closings that is such that V/l > 0 ,// > 0, X > fi => <f>x > (ft^ , is a granulometry by
closing. Recall that this is true as a closing is also idempotent, increasing and extensive. Thus a
binary and greyscale granulometry by closing can easily be defined as:
/3r ( x )  = X » B (r )  (4.30)
It can be seen from the increasing structuring elements in Figure 4.17, that as the structuring elements 
increases, progressively larger objects, or granules’ will drop through. For this reason, a granulometry 
is often compared to a sieve where by a fine sieve is used initially with progressively more coarser 
sieves being used. The typical sieve structure, regardless of the domain (i.e. binary or greyscale) and 
dimension (i.e. ID, 2D, etc.) is shown in Figure 4.18. shows a simple ID example of a sieve using 
the structuring elements from Figure 4.17. Note that the output will depend on the location of the 
origin within the structuring element and if an Open-Close is used or a Close-Open. Origins of the 
structuring elements are shaded. Since this method produces images at progressively increasing 
scales, this can be classified as a Scale Space and also as an ASF (see section 4.6.2) [64], [68] - [74], 
Almost any filter can be used in the sieve structure, so for example instead of an opening or closing, a 
simple erosion or dilation may be used or an Open-Close. However, it should be noted that some 
operations, whilst they may work in the sieve structure, cannot be called granulometries. There are 
several applications of this structure, ranging from compression to feature extraction. One interesting 
application measures the rate at which the data is sieved, which provides a signature of the data with 
respect to the granulometry used. This is called ‘Pattern Spectra’ of which there are many different 
interpretations and implementations of this [75].
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Input signal (A)
Open to size 3 (i.e. use 
structuring element 5(3)).
Open to size 2 (i.e. use 
structuring element 5(2)).
Open to size 1 (i.e. use 
structuring element 5(1)).
Output of sieve.
Figure 4.18: The sieve structure.
Both 2D and 3D data can be filtered using the same structure. However, unlike ID, there is a much 
more varied choice of how to increase the structuring element. It is difficult to increase a structuring 
element by 1 pixel every step. For a structuring element of size 2, there are 8 possible structuring 
elements. Structuring elements are usually increased along one of their dimensions. For example, a 
box structuring element may be increase 3 x 3, 5 x 5, etc (see Figure 4.20). Altemitavly a disk 
structuring element may be used and its radius increased by 1 at every scale. Although these 
structuring elements still form a granulometry, the increasing structuring element can still give a 
coarse output. For example, increasing the boxstructuring element from its initial 3 x 3 to 5 x 5 
increases the area of the objects to be removed from 9 to 25. Not only is this a large increase, there is 
also the problem that thestructuring element look for particular shapes within the image, hence prior 
knowledge about the image must be known. The only way of increasing the scales by one element at 
a time is to use AM (see section 4.6.1).
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0 7 • 3 3 3 • 0 •
Input signal (A)
D
Structuring element B (l)
h
0 1 3 3 3 0 0 0 0 0 Si (Low-pass, input to next stage)
0 7 1 2 0 0 3 0 0 0 0 Gi (High-pass)
D
1 1 Structuring element B(2)
m 3 3 3 0 0 H
0
0 0
0 S2 (Low-pass, input to next stage)
6 3 2 0 3 3 0 0 0 0 0 G2 (High-pass)
1 1 1 Structuring element B(3)
E
0 0 0 0 0 0 0 0 0 0 S3 (Low-pass, input to next stage)
0 3 3 3 0 0 0 0 0 0 0 G3 (High-pass)
i






1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
a) 3 x 3 structuring element.
1 1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 I 1 1 1
b) 5 x 5 structuring element. c) 7 x 7 structuring element.
Figure 4.20: Increasing square structuring element.
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4.6 Attribute Morphology
The morphological operators discussed so far operate on the entire image and have the same problem 
as that o f the mean and median. That is, apart from the shape and size of the structuring element, 
there is no other way to control the filtering process. This is made more difficult using the sieve 
structure in higer dimensions as the size of the structuring element is increased in successively larger 
steps. Often only part o f the image is required to be filtered. This both increases efficiency as only 
part of the image is filtered, and it also retains more of the image detail.
4.6.1 Area Morphology
Cheng and Venetsanopoulos [76] developed two adaptive morphological filters that operate only on 
parts of the image. Cheng and Venetsanopoulos called their operators, an Opening Operator (NOP) 
and a Closing Operator (NCP). Vincent used the same operators but called the NOP an Area-Opening 
(AO) and the NCP an Area-Closing (AC) [77], [78]. Consequently the study o f this topic became 
known as AM. These operators operate in a similar way to the granulometry. A family of structuring 
elements, Ak is defined such that X is the area size to use. For example if X is 2, then only the 
origin and one other connected pixel are included in the structuring element as shown in Figures 4.21 
and 4.22 for 4nn and 8nn connectivity respectivley. Using this definition for Ak , the area opening 
operation can thus be defined as:















Figure 4.21: Example of Ak for 4nn and X =2. Shaded cell is the origin.
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Figure 4.22: Example of A k for 8nn and X =2. Shaded cell is the origin.
Essentially all this is doing is taking the maximum (or union) o f all the possible openings using each 
possible structuring element of the family BN. The max of a family of openings is still an algebraic 
opening. Conversely the area closing is given by:
a ( j f . s ) (4.32)
This works in almost the same way as the area opening, except that the minimum (or intersection) of 
all of the possible closings is obtained. Again the min of a family o f closings is still an algebraic 
closing. This method is actually picking the result that obtains the best result from each structuring 
element; in essence the ideal structuring element is used at each location. The more common and 
easier way o f interpreting this is to completely ignore the structuring element together and rather think 
of an adaptively growing structuring element, which adapts to the characteristics of the image being 
filtered.
4.6.2 Filter Structures
Like the basic morphological operators, these operators may also be combined together. However 
there are two distinct ways that this may be done. The first method works the same as the basic 
opening and closing. Given two operators, a , y/ with the attribute X , one operator is place after the 
other forming and AF as given by:
(4.33)
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For AM, this could produce an Area-Open-Close (AOC) or an Area-Close-Open (ACO) as given in 
equations 4.34 and 4.35.
A O C f  ( i)  = n b x { i ) )  (4-34)
A C O f ( l ) = r M ( l ) )  (4.35)
This just opens (repectivly closes) the image to the given area size and then closes (repectivly opens) 
to the given area size. The second method is derived from placing an area operator into the sieve 
structure (see section 4.5) or scale space [64]. As images are filtered through the sieve, granules fall 
out as before, but this technique has two distinct advantages over those described previously:
• Both light and dark points are filtered at each level,
• The granules increase by 1 pixel at a time, thus less detail is lost at each stage.
This is shown more clearly in Figure 4.23. Given two operators, a, y/ with the target attribute of X , 
then the sieve structure, or more commonly referred to as an ASF is given in equation 4.36. Again the 
area operators can easily be placed into this to give for example, an ASF version of the AOC which is 
given by equation 4.37. Any function can be placed into these AF and ASF structures. There are 
some differences in the performance of the two, which is investigated further in chapter 7.
*SFX ( /)  = AFX ( . .(A F ^  ...(AFX (I)))) = (y/x (...ax_y (y/x_^  (...or, (/))..))..)) (4.36)
A O c f F ( / ) = cpx (rx (rx_} (r, (/))..))..)) (4.37)
4.6.3 Generalisation to Other Attributes
Breen and Jones generalised AM so that any attribute, for example such as volume, complexity, 
motion or power, could be used instead of area [79] - [83]. This method is generally reffered to as 
‘A ttribute M orphology’, which AM is a subset of. This works on the same principle as that 
described for area morphology, except that instead of growing the structuring element until it reaches 
a predetermine size, an attribute of the pixels in the structuring element is measured. For example, for 
contrast the difference between the highest and lowest valued pixel within the structuring element is 
measured. If  this attribute is greater than some threshold, then that pixel is left untouched. There are 
again several applications for attribute morphology. Sun and Wu use the size and shape attribute to 
segment fiducial marks [52].
PAGE 54
CHAPTER 4: MATHEMATICAL MORPHOLOGY




Figure 4.23: 2D sieving
   .........
High-pass filtered -  Granules of size l(Gi)
High-pass filtered -  Granules of size 2(G2)
High-pass filtered -  Granules of size 3(G3) 
pie using an artifltial image.
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4.6.4 Application to Video
Attribute morphology can be applied to images and sequences as shown above and will cope better 
with motion in sequences, as the adaptive structuring element will actually track objects. Chapter 9 
develops this idea further and addresses some of the problems of this method. It should also be clear 
that provided no data is thrown away, then output o f the sieve can be combined to reconstruct the 
original image. This could be used to form a scale space CODEC.
4.7 Conclusion
This chapter has introduced the basic principles of mathematical morphology. AM and attribute 
morphology have been introduced, which are developed further in chapters 7, 8 and 9 for application 
to psycho visually lossless preprocessing digital images and noise reduction for digital video. Although 
this thesis deals mainly with greyscale images, mathematical morphology can also be used for colour 
image processing [84] - [86]. However, the method for the application of mathematical morphology 
to colour images is still an issue. For example the mathematical morphology operators can be applied 
to each colour componend seperatly or linked together using vectors and vector operators [84] - [87],
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5 Noise in Digital Images
Most images and video sequences, unless they are Computer Generated Imagery (CGI), will contain noise in some form. Noise can be introduced at various stages in an imaging system, 
such as the capture, processing or transmission of the signal. The visibility of noise within an image 
depends on many factors such as the type of noise, the intensity of the noise and the image content. 
Thus although many images may look noise free, they may still contain some noise that is not visible 
by the HVS (see chapter 3). In some cases this information can have a significant impact on the 
performance of an image compression system. This chapter looks at the different types of noise 
commonly found (see section 5.1), how to estimate the amount of noise present in an image with no 
prior information (see section 5.2). Noise reduction methods are then described in section 5.3, 
including a review of recently developed ideas. Finally section 5.4 describes how each of these 
elements may be used to develop a preprocessing system.
S.1 Sources of Noise in Digital Video
Noise can easily be modelled by using a Probability Density Function (PDF) [88]. This describes the 
probability that a pixel is in error based upon the type of noise being modelled. In most cases noise is 
modelled as white noise, meaning that the noise has a constant power spectrum (i.e. it has constant 
intensity irrespective of the frequency). White noise is used as it is considered to be a worst-case 
approximation. When a signal is transmitted through some medium, through a Printed Circuit Board 
(PCB), cabling or broadcasting, noise that is independent of the signal is usually added to it. The 
cause of this could be imperfections in the PCB, interference from other broadcasts, from the image 
sensor (i.e. Charge Couple Devices or CCDs), which produce narrow band (moir£) thermal white 
Gaussian noise, etc. This form of noise is often called Additive Noise as given by:
r = s + n (5.1)
where s is the signal and n is the noise. However in some cases, the noise intensity depends upon the 
signal intensity. This is called Multiplicative Noise and is given as:
r = s + sn (5.2)
where s is the signal and n is the noise. Equation 5.2 is often simplified and given as:
r= sn  (5.3)
Examples of this form of noise include, the grain of photographic film, speckle noise, which is 
generated from imaging systems using coherent radiation such as used in Synthetic Aperture Radar 
(SAR) and ultrasound imaging. There are several noise models used as described in the following
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sections. Even the basic operation of sampling an analogue signal by using an ADC can cause 
quantisation noise [9], [89]. The noise can either be in the form of not enough bits being used to 
represent the image or by the signal being converted incorrectly leading to some of the data being 
placed at the incorrect levels. Four of the most common noise models found in image processing are 
described here. There are however more types o f noise such as Gamma and Rayleigh [90]. All of the 
noise models discussed are found in analogue and digital systems at various stages. For example, 
Gaussian noise could be used to model noise present on a CCD or impulse noise may be introduced 
when the data is being transmitted. Hence all four types of noise may be present in both the analogue 
and digital systems.
5.1.1 Gaussian Noise Model
Gaussian noise, also called the normal, is a good approximation to many practical instances. Gaussian 
noise is usually applied uniformly over the entire image, is zero-mean and is applied using the 
additive model (see equation 5.1). This is commonly referred to as Additive White Gaussian Noise 
(AWGN). This type of noise is often considered to be the worst case possible. The Gaussian PDF is 
given as:
p (x ) =
r>/2^







where p  is the mean value, a is the standard deviation and a 7 is the variance. Using this PDF, 70% 
of the values will lay within the range of [(//- a \ { p  + <x)] and 95% will lay within the range 
[(// - 2 a \{ p  + 2cr)]. The PDF and a degraded image using Gaussian noise is shown in Figure 5.1. 
Gaussian noise is often used to approximate noise that may be present on the output o f the CCD and 
so this noise would be present in both analogue and digital systems.
5.1.2 Impulse Noise
This type of noise corrupts individual pixels by significantly changing their intensity with respect to 
their neighbours. This type of noise is usually found within digital storage and transmission systems. 
This type of noise has several options. To start with noise can be either added to a pixel increasing its 
value or subtracted decreasing its value. This is known as Bipolar Impulse Noise. This type of noise 
works by saying for example that there is a 15% chance that the noise will be positive (P p ) and say 
5% will be negative noise ( PN ). Each pixel ip) in the image is then processed using:
p  + n with a probability o f  PP 
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If either P or Pn are 0, then noise will only be added or subtracted but not both. This is known as 
Unipolar Impulse Noise. A degraded image using Impulse noise is shown in Figure 5.1. Salt and 
Pepper Noise is a special case of impulse noise, which just saturates the pixels. For example in an 
8bit image, any pixel that is to be corrupted, instead of adding a noise value to it, the pixel is 
completely replaced with either 255 (salt) or 0 (pepper). Hence equation 5.5 becomes:
P =
nsait with a probability o f  Pp
n pepper with a probability o f  PN (5.6)
p  otherwise
where nsalt is the maximum saturated value (i.e. 255) and n pepper is the minimum saturated value
(i.e. 0). This type of noise may be present in both analogue and digital systems. For example impulse 
noise may the result o f interference whilst being transmitted. However the effect is completely 
different between the two systems. An analogue system will result in the image as shown in Figure 
5.1 where the image values are directly affected. A digital system will result in the decoded image 
containing artefacts or even unusable data. This is because the actual bit stream would be altered.
5.1.3 Exponential Noise
Exponential noise is a special case of Erlang noise with b set to 1. The PDF for this form of noise is:
/ -v fa  exp( -a z )  fo r z > 0
n t  n <5/7>[ 0 fo r  z<  0
where a>0 . The mean and the variance are given by equations 5.8 and 5.9 respectively. The PDF 
and a degraded image using Exponential noise is shown in Figure 5.2.




Uniform noise adds noise to an image so that the noise level is uniform across the desired range. The 
PDF for this type of noise is given in equation 5.10 and the mean and variance are give by equations 
5.11 and 5.12 respectively. The PDF and a degraded image using Uniform noise is shown in Figure 
5.2.
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P ^ T ^ a  f 0 r a - Z~ b (5-10)
[ 0 Otherwise
(5.11)
ct2 = (b _ a )_  (5,12)
12 V '
a) Input Image, Barbara, with a resolution of 720 X 576 pixels, 8bit greyscale.
b) Gaussian Noise
c) Impulse Noise
Figure 5.1: Gaussian and Impulse noise model PDF (left) and resultant image (right).
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a) Input Image, Barbara, with a resolution of 720 x 576 pixels, 8bit greyscale.
b) Exponential Noise
c) Uniform Noise
Figure 5.2: Exponential and Uniform noise model PDF (left) and resultant image (right).
5.2 Noise Estimation
In the real world, corrupted images would be presented for filtering with little or no prior knowledge. 
For example, the type of noise may be know, but the amount of noise present usually will not be 
known. Many noise reduction systems employ an estimator that can give a good approximation to the 
amount of noise present. These vary from simple block based estimators to more complex parallel 
algorithms and video specific estimators [91] - [93]. One of the most simplistic methods is to filter 
the noisy image, for example using the mean or median, and measure the difference between the 
filtered image and the original. This is usually constrained by either using pixels that do not belong to 
edges or by using blocks that have a variance below a predetermined threshold. However, this would
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need a large training set to determine the best filter and attributes, such as mask size and weights, to 
use and the value to use for any thresholds. In addition, there is the problem o f prefiltering may 
remove some of the data that should be used when calculating the noise level, and also adds an extra 
level of complexity to the overall system.
The method that is used for the work in this thesis is a simple block based method, whereby the noisy 
image is split into non-overlapping blocks [91]. The variance, as given in equation 5.13, is calculated 
for each block. The smallest n percent of these blocks are then averaged together to give an estimate 
of the variance of the noise present in the image. However, this method still requires a block size and 
percentage to be specified. Sections 7.1.3 and 9.5 use this technique to apply the preprocessing 
system to unseen data and investigates the best attribute values to use.
N ~ ] /  - \ 2  
s  (* /= * )
v ariance^) =   (5.13)
n  * N - 1
where N is the number of elements in the signal and X is the mean of the signal given by:
N - 1
I * /
m ean(x) = (5.14)
5.3 Noise Reduction
One of the goals of image preprocessing is to form an approximation of the original image having 
been given a corrupted version of that image. There are several methods that can be used for noise 
reduction such as linear, non-linear, spatial and frequency methods. Noise usually appears in images 
as discrete isolated pixel variations that are spatially and temporally uncorrelated. Adjacent pixels in 
an image and adjacent frames in a sequence are often correlated which makes it easier to detect noise.
5.3,1 Linear Filtering
Since noise can be classified as high frequency information, simple low-pass filters such as the mean 
can be used to efficiently remove high frequency information. The mean filter works by using the 
convolution equation given by:
G (j,k )  = *L I F ( m ,n ) H ( m - j - C ,n - k  + C) (5.15)
m=0n=0
where M  is the width of the image, N  is the height o f the image, H  is the impulse response array (also 
called the mask), F  is the input image and C is given by equation 5.16.
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C = - ^ j i  (5.16)
where L is the size of the impulse response array. For example, using a 3 X 3 mask, L=3. The 
variable C stops the mask from going outside of the image boundaries. This has the disadvantage that 
each application reduces the size of the image. The more commonly used method is to set C=0, and 
to reflect the image. The mask for a 3 x 3 mean filter is given by equation 5.17. This is a special case 
of a 3 x 3 parametric low-pass filter, which has the mask defined in equation 5.18. The mask decides 
how much of the local information to use when calculating the output for a given pixel. The mask 
may be of any size; however the computational efficiency is degraded as the mask size increases. 
Also the image becomes more blurred as the size increases. More commonly, the mean can be 
thought o f as a window that slides across the image calculating the average value of the pixels that lay 
within the mask boundaries as shown in Figure 5.3.
H  = -  
9
1 1 1 









Figure 5.4 shows an example of impulse noise removal using the mean filter. The original image has 
been corrupted with 10% impulse noise, i.e. 10% of the image became noise, which when compared 
with the original image, gives a PSNR (see section 3.2.1) of 15.89dB. Using a window size of 5 x 5 
produces the best result for this particular image, resulting in a PSNR of 21.45dB, an improvement of 
5.56dB. Although the PSNR shows a significant gain in quality, it can be seen that there has been 
some degradation in the quality of the image, which becomes more apparent with larger window sizes.
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0 0 0 0
m
0 0 0 0
0 0 0 0
A 3 X 3 mask with
0 0 0 0
the origin shaded. Output image
0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
The mask is placed over the first pixel. The average value of the pixels 
within the mask is then calculated and rounded if needed, in this case 
4.5 becomes 5, which is then put in the corresponding pixel in the
7 6 1 0





0 0 0 0
0 0 0 0
0 0 0 0
The mask is then slide along to the next pixel and the average value 




1 12 1 4
This process is repeated until every pixel in the image has been visited. 
Figure 5.3: Image filtering using a mask.
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a) Input image - Barbara b) Barbara corrupted with 10% impulse noise.
c) Barbara filtered with the mean using a 5 x 5 d) Barbara filtered with the mean using a 15 X 15 
window. window.
Figure 5.4: Impulse noise filtering using the mean filter and the 720 x 576, 8bit greyscale
Barbara image.
Figure 5.5 shows results from filtering Gaussian noise using the mean filter. A noisy Gaussian image 
was produced using a a  = 24.7, which when compared with the original image, has a PSNR of 
20.45dB. The best mean filter, using a window size of 3x3, produces a PSNR of 24.77dB. It can be 
seen that this filter significantly alters high frequency components and also introduces values that are 
not present in the original image. This results in the image being blurred and thus object boundaries 
can become obscured. Generally, the mean filter is used for Gaussian noise rather than impulse type 
noise.
5.3.1.1 Homomorphic Filtering
Homomorphic filtering [94] is useful for removing multiplicative noise. This works by assuming the 
multiplicative model from equation 5.3 and takes the logarithm of the input image to obtain an 
additive version as given by equation 5.19. Simple linear filtering techniques such as the mean can 
then be applied to remove the noise. The exponential of the output is then taken to get the image back 
into the original domain. This is shown more clearly in Figure 5.6.
log(r)=log(s)+log(«) (5.19)
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a) Input image - Barbara b) Barbara corrupted with 20dB Gaussian noise.
c) Barbara filtered with the mean using a 5 x 5 d) Barbara filtered with the mean using a 15 x 15 
window. window.
Figure 5.5: Gaussian noise filtering using the mean filter and the 720 x 576, 8bit greyscale
Barbara image.
5.3.1.2 Gaussian Smoothing
The Gaussian function can also be used to filter images. This can be thought of as a simple weighted 
filter where the weights are the Gaussian mask, which is given in equation 5.20. The mask, which is 
commonly shown as a 3D plot rather than a 2D mask (see Figure 5.7).
Gaussian(x, >>) = — r- exp- 
2n<j 2 a 2
(5.20)
where <7 is the variance, which controls the width of the Gaussian function. Figure 5.8 shows an 
example of filtering impulse noise using the Gaussian filter. The best output was produced using a 
window size of 9 x 9 and a a  = 1.1. This resulted in a PSNR of 21.94dB, which is better than the 
mean, but still is not as effective as a median. Figure 5.11 shows an example of Gaussian noise 
removal using the Gaussian filter. The best output gave a PSNR of 25.72dB using a window size of 
7 x 7  and a a  = 0.7 . This is slightly better than the best mean output.
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■ i
Figure 5.7: A Gaussian filter mask.
a) Input Image -  Barbara. b) Take the log of the image.
d) Take the exponential of the filtered image toc) Use a linear filter to reduce the noise.
get the final result.
Figure 5.6: Homomorphic filtering example using the 720 x 576, 8bit greyscale Barbara image.
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c) Barbara filtered with the Gaussian using a 5 x 5 d) Barbara filtered with the Gaussian using a 15 x 
window and cr = 1. 15 window and a  = 1.
Figure 5.8: Impulse noise filtering using the Gaussian filter and the 720 x 576, 8bit greyscale
Barbara image.
a) Input image - Barbara b) Barbara corrupted with 10% impulse noise.
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c) Barbara filtered with the Gaussian using a 5 X 5 d) Barbara filtered with the Gaussian using a 15 X 
window and a  = 1. 15 window and a  = 1.
Figure 5.9: Gaussian noise filtering using the Gaussian filter and the 720 x 576, 8bit greyscale
Barbara image.
5.3.2 Non-linear Filtering
Linear filters perform well on images corrupted with continuous noise such as Gaussian and uniform 
noise. However when used with impulse type noise, whilst they remove the noise they often provide 
too much smoothing of other image features, especially edge details. Non-linear filtering provides a 
finer control over the amount of filtering and give much better preservation of edge information.
5.3.2.1 Median Filtering
One of the most widely used non-linear filtering methods is Order Statistics. A median filter is a 
member of this family and has been widely researched [47], [48], [95], [96]. The median of a 
sequence of sorted values A = {a,, a2, a2,..., a„} is given by equation 5.21.
a) Input image - Barbara b) Barbara corrupted with 20dB Gaussian noise.
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mediar^A) =
n + 1 if n is odd
if n is even
(5.21)
Using a median filter partially overcomes the problems of the mean filter as it retains more of the 
original image detail and cannot introduce new image values so long as the mask size contains an odd 
number of pixels. In addition, because of these features the median preserves more of the edge detail 
than the mean. Figure 5.10 shows an example of impulse noise removal using the median filter. The 
image was corrupted with 10% impulse noise, i.e. 10% of the image became noise, which when 
compared with the original image, gives a PSNR of 15.89dB. The median filter gives a resultant 
PSNR of 23.53dB where as the mean only generated a PSNR of 21.45dB. As can be seen from Figure 
5.10, the results produced by the median filter produce a much more pleasing image, in that more of 
the edge information is retained. Even with a large window size, 15 x 15 for example, the major 
features of the image can still be made out quite clearly whilst the mean filter has significantly blurred 
the image.
The more common Gaussian noise is shown using the mean and median filters in Figure 5.11. The 
noisy Gaussian image was produced using a or = 24.7, which when compared with the original image, 
has a PSNR of 20.45dB. The best median filter uses a window size of 3 x 3 and has a PSNR of 
24.04dB, which is worse than that produced by the mean filter, 24.77dB, thus showing that the mean 
filter is better at removing Gaussian noise whilst the median is better at removing impulse noise. In 
addition the visual difference between the mean and median filters are less noticeable. This has been 
confirmed by research done elsewhere [97], [98].
It can be seen that in both cases the median filter, despite removing a significant amount of the fine 
detail, still retains more of the edge information. However it can also be seen that the filter type and 
its parameters will depend upon the type of noise present and the amount of noise. Thus whilst the 
median filter is an ideal choice for impulse noise removal, it may not be the best choice for removing 
other types of noise. The median filter has been optimised in several different ways to achieve a low 
computational complexity [99], [100]. There are various improvements that can be applied to the 
median filter [101] such as using an adaptive mask size, the truncated median, weighted median, 
adaptive median [102], mean relaxed median [98], [103] - [105].
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a) Input image - Barbara b) Barbara corrupted with 10% impulse noise.
c) Barbara filtered with the median using a 5 x 5 d) Barbara filtered with the median using a 15 x 
window. 15 window.
Figure 5.10: Impulse noise filtering using the median filter and the 720 x 576, 8bit greyscale
Barbara image.
5.3.2.2 Outlier Filter
The outlier filter works by comparing each pixel to the average of its eight neighbours. If the 
difference is above a predetermined threshold the pixel is classified as a noisy pixel and is replaced by 
the average of its neighbours. The average of the eight neighbours for a 3 x 3 mask can be computed 
by using the convolution equation and the mask (see equation 5.15). The mask size can be any size. 
The main drawback to this method is determining a suitable threshold. If the threshold is too low, 
then image features will be removed as well as noise, if set too high then not all of the noise will be 
removed. Variations on this method have been developed by Davis and Rosenfeld [106],
H  = -  
8
1 1 1 
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a) Input image - Barbara b) Barbara corrupted with 20dB Gaussian noise.
c) Barbara filtered with the median using a 5 x 5 d) Barbara filtered with the median using a 15 x 
window. 15 window.
Figure 5.11: Gaussian noise filtering using the median filter and the 720 x 576, 8bit greyscale
Barbara image.
5.3.2.3 Image Restoration
Image restoration is a method, which attempts to recover the original image from a degraded copy 
using prior knowledge about the degradation process. For example, the image may have been 
corrupted with noise, blurred, faded or a combination of these. The idea behind image restoration is to 
form an estimation (A") of the input data ( X ) using all of the knowledge of how the degradation 
process works. Bayesian probability is one possible solution for this method. An estimate is found 
that maximises the probability:
X  = P(x | data,model) (5.23)
This determines the probability of X given the degraded image data and a relevant degradation model.
PAGE 72
CHAPTER 5: NOISE IN DIGITAL IMAGES
5.3.3 Review of Current Image Noise Reduction Techniques
The mean and median filters are both simplistic methods o f noise removal. More advanced and better 
filter exists such as the wiener filter or simulated annealing. Vasconcelos and Dufaux [107] present a 
preprocessing system specifically designed for low bit rate video CODEC’s. Preprocessing is done in 
two stages using what the authors have called an adaptive low pass filter. The first stage has been 
called static prefiltering. Basically this section is designed to remove high frequency sensor (camera) 
noise. It has been designed specifically to avoid blurring boundaries whilst removing this noise. This 
is done in several steps:
1. Use the Sobel edge detector to find all edges in the image (this is called the edge map).
2. Use a morphological Open-Close (see section 4.1.3), to remove any noise from the edge 
map.
3. Select the most appropriate filter for the current pixel using this information (i.e. if  a pixel is 
near or on an edge, then do not filter it). This uses the morphological open-close by 
reconstruction filter (see section 6.1).
The second stage of this method uses pairs o f frames. At this point the authors assume that the HVS 
is not very sensitive to fast motion. They use the motion compensation from the CODEC to filter 
each part o f the image according to the amount of motion as shown in the following steps:
1. Filter the input frame pair with an array of N  low-pass filters with differing characteristics.
2. Select the best filter according to the amount of motion and prediction error.
This method has several problems. The properties of the HVS are assumed and have not been tested. 
The system was developed for use with Quarter Common Image Format (QCIF), which is 176 x 144 
pixels, sequences at 10 fps using the H263 CODEC. No direct measurement in compression ratio or 
MSE is given so it is difficult to judge this method effectiveness.
Another approach is to try to identify and remove noise contained within each image. There are 
various ways to detect and remove noise. For example, Bayesian probability [108] can be used to 
decide if a pixel is noise. However, this can often be complicated, as various information about the 
image is required in order to generate a model to use. Two alternatives are now described [109], 
[110]. The first method is aimed at reducing noise from digitised material (i.e. analogue video that 
has been converted to digital) in real time using an Application Specific Integrated Circuit (ASIC) 
[109]. This assumes that there is a lot of impulse noise caused by the conversion and aims to remove 
just this noise. This is done by splitting the image into blocks for each frame (the authors have called 
these slices). This is similar to how MPEG uses the DCT. A group of these blocks, in the same 
position on different frames has been called a tube. To start with, two functions are used to calculate 
if there is noise or a scene change in the tube for the current slice by using:
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o The absolute difference in luminance o f two consecutive slices,
o The absolute difference in blue component of the two consecutive slices.
The temporal boundaries (how many past/future frames) are determined from these measurements. 
This is repeated for all the slices within the tube and the results are median filtered to form the tube. 
The entire sequence is processed in this way. Impulse noise is removed by using this method, but will 
be of little use if  the source material is in a digital format (i.e. from a digital camera).
The second method is designed for use with MPEG-I [110]. This method uses the fact that MPEG 
groups images into different types (I, P or B frames). Each frame is filtered in a different way. For 
the 1-frames, each pixel is filtered using the current and next frame using the simple equation:
Filtered Image^j) = /?(Current frame^ j))+  (l -  /?)(Next ffame^j)) (5.24)
where P  is the filter coefficient. For the P-frames, motion compensation from the CODEC is 
available. This uses the previous, current and next frames to give the filtered image as:
Filtered Imagery) = /?(1 -  or)(Previous f ra m e ^ )*
or/? (current frame^y))+ (l -  /?)(Next ffame^j))  ^ ^
where a  is another filter coefficient. This method will use either the previous motion compensated 
frame or the last filter frame instead o f using the adjacent previous frame depending upon the error 
between these two frames and the current frame. The B-frames are filtered in a similar way using:
Filtered Image^ j) = /?(1 -  a)(Previous frame^ j))+
a/? (current frame^ j))+ (l -  /?)(Next frame^y)) (5.26)
Again, the previous frame is selected in the same way as was done for the P-ffame. This is a very 
simple preprocessing method. However, it does require some intense processing. For example, to 
decide which previous frame to use for processing P and B-frames requires the error for the both 
possible previous frames to be calculated. The paper gives no indication of how to obtain the filter 
coefficients or o f the processing requirements.
Zlokolica [111] presents a simple neighbourhood filter for removal of Gaussian noise. The system 
presented uses a 3 X 3 X 3 window, thus taking samples temporally as well as spatially. The algorithm 
works using a few simple steps. First the contents o f the window are stored in a one dimensional 
array in any order as shown by equation 5.27.
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Window = (xu x 2........x N ) (5.27)
where *n is the nth sample in the window and N is the number of samples (27 for a 3x3x3 window). 
The elements of this array are then sorted according to their absolute difference to the centre pixel, 
l(x , y , t), of the window:
Window mrted = (*(i),*(2) ,••.,*(*)) (5.28)
where *(,) = l(x ,y ,t)  is the centre pixel in the 3x3x3 window and *(,) are ordered such that 
1*0) ~~ *0)1< 1*0) “ *0 )| f°r / = 2 ... TV and j  = i . . . N . The final output o f the filter is computed using:
where or is a set of weights and y  is given by:
y = I ,a i (5.30)
i=i
The implementation presented uses a simple weighting system. The number o f neighbours to use is 
chosen, M, and the weights are then assigned using equation 5.31. For M  = 1, no filtering is done at 
all, conversely, when M  = N  the filter simply becomes a mean filter.
,1 1 < i< M
(5-31)0 otherwise
This is a simple filtering method, which can be implemented efficiently. However, the best value of 
M  to use will depend upon the image content and the amount of noise present. Thus it is difficult to 
produce the optimum output for sequences where the original sequence is not available for reference. 
This method also processes every pixel in the sequence, which inevitably leads to blurring of the 
image, and degradation of image details as shown in Figure 5.12.
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a) Frame 26 of the 352 x 288, 8bit greyscale Foreman sequence.
S I E M E N S  X  \  X
b) Frame 26 (a) corrupted with Gaussian noise.j m p m  m. %
c) Noisy image (b) filtered using the K-NN filter with M=19. 
Figure 5.12: Example of using the K-NN filter.
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There are still however several other methods that have been researched. Artificial Intelligence (AI) 
has been used extensively in various aspects of image processing including noise reduction in images. 
Haritopoulos et al present such a system for removing multiplicative noise using a Self Organising 
Map, namely Kohonen’s [112]. Fuzzy logic, which is related to AI, has also been used for image 
filtering [113], [114]. This uses a fuzzy logic control system to determine how to filter parts of the 
image. For example, if  a region has an edge in it, then the filter will filter along the edge and not 
across it. Thus the edges are still filtered but not distorted. Also, the filters coefficients can be 
selected by using fuzzy logic to further optimise the filtering. This produces some good results but 
can be complex to implement and slow to run. This is because the location of the edges is required 
which means that some form of edge detection must be applied as well as someway o f interpreting the 
edge detection.
Alternatively a combination of existing filtering techniques can be used [115]. This method uses a 
Laplacian filter to process parts of the image with little detail. The coefficients o f the filter are altered 
when edge information is to be filtered in order to preserve the detail. However, this still requires 
some way of deciding if an area has any detail and if  it is worth keeping. For use in image sequences, 
often the spatial techniques can be applied either as spatial only methods to each frame or they can be 
extended to incorporate the temporal correlation. There are numerous ways this can be accomplished, 
for example Motion-compensation may be used [116]. Tsuji presents a prefiltering system designed 
to improve the subjective quality of compressed video at low bit-rates, typically a few hundred-kilo 
bits per second [117]. This method removes noise but in addition also removes visually redundant 
structures, which significantly improves the compressibility of the video sequence. The method 
described is based on anisotropic diffusion [118] which preserves edges but allows control over which 
edges are kept and which are smoothed. A maximum of a 30% increase in compression is reported.
5.3,4 Mathematical Morphology for Noise Reduction
Several solutions to noise removal by the use of mathematical morphology have already been 
proposed [76], [54], [57]. Sivakumar and Goustasis use standard morphological operators with 
varying structuring elements to find the optimal filter for removing impulse noise from images [57]. 
However, one of the drawbacks to this method is that the structuring elements must be found that 
gives the optimum resultant image. Schonfeld and Goutsias [54] develop an optimal solution to the 
binary restoration problem. Essentially they find the best structuring elements to filter the image with 
by using the pattern spectrum. The noisy images are filtered using both the AF and ASF filters 
whereby several structuring elements o f different sizes and shapes are used to form the optimal ASF 
filter. Mathematical morphology filtering techniques can also be used in conjunction with other 
methods such as the median. [119] present such a method called the Morphological Signal Adaptive 
Median (MSAM) filter. Binary dilations and erosions are used to control the window size, which is 
used by an impulse detector to locate the noise. The noise is then filtered by the modified median.
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53.4.1 Morphological Image Cleaning
Peters describes a Morphological Image Cleaning (MIC) algorithm for reducing scanner and grain 
noise to improve the compression performance of the JPEG CODEC [120]. This method relies on the 
two basic characteristics of images used by many noise removal and image restoration techniques:
• Edges, thin lines and small features are clear and sharp,
• Areas between features are smoothly varying.
The basic principle of this system is to segment the image into features and noise. This is done in 
several stages. Firstly the image is smoothed using an Open-Close and a Close-Open to give a mean 
Open-Close-Close-Open (OCCO):
where I  is the image and B is the structuring element. Only disk shaped structuring elements are use. 
The structuring element has a changeable radius and can also be a FSE or non-FSE. The advantages 
and disadvantages of each method are discussed further in the paper. The image is filtered using 
several structuring elements with increasing size, which creates a morphological size distribution . 
Thus the original image is filtered using a sieve structure to form images with decreasing levels of 
detail. Hence the smoothed image at level J i s  given by:
where J  is the level. R j will by definition contain features of size J. Each residual, R , , is assumed 
to contain both noise and features. Regions with a large amplitude in R f are assumed to be of visual 
importance. The residual is a signed image and hence the light and dark regions are separated using 
equations 5.35 and 5.36 respectively. The features and noise are then separated using a simple 
threshold technique to generate a support map for the light and dark regions as given by equations 
5.37 and 5.38 respectively.
OCCOmean(l,B ) (5.32)
OCCOmean (/, B j ) —
( lQ B ,)+ { l® B ,)
(5.33)
2
The method described uses the difference between levels, which they call residuals given by:
R j -  OCCOmean (/, # /_ ] ) -  OCCOmean (/, B j  ) (5.34)
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- R ,  i f R j < 0
0 Otherwise
(5.36)





where t is the threshold value. The support maps will contain many isolated pixels of size 1 or 2, 
which are assumed to be noise. These pixels are then removed using a rank filter with a 3x3 mask, the 
result is then dilated and a logical AND  is performed with the support map. The resultant support map 
should only contain active pixels that are near at least two other active pixels, but will sometimes 
contain isolated pixels. This operation is iterated until no isolated pixels remain. To recover the basis 
o f the features, the non-zero regions of L j and D j are expanded by using their morphological 
skeletons and dilatations of their skeletons. Pixels that are not in a dilated skeleton are set to zero in 
the corresponding residual image ( L j  or D , ). The clean image is then generated through combining 
the residuals with the original image. The coarsest image, which is OCCO(l, B , ) , is used as the 
base. Light features are put back in by adding to the sum of all of the cleaned light residuals ( L j ) to 
the base. Dark features are put back in by subtracting the sum of all the cleaned dark residuals ( D j ) 
to the base as given by:
Preprocessing is used to improve the video sequence for subsequent compression by removing high 
frequency information from the source material. Much of the information removed will be noise,
information relating to image features, providing the perceived image quality is not lowered. In 
general there are two basic types of preprocessing systems:
• Those which attempt to reduce the noise present in the image,
• Those which attempt to simplify the image.
= OCCO{l,Bk )+ £ l , -  I Z ) , (5.39)
.7=1 .7=1
5.4 Preprocessing
unwanted data that has somehow been added to the image, but it is also possible to remove other
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There are several ways in which a preprocessing system can be implemented:
•  Integrated system,
This type of system is usually integrated into a CODEC so that various information in 
the CODEC may be used to improve compression. For example, the quantisation can 
be adjusted according to the bit rate of the output o f the CODEC, the motion 
compensation in the CODEC could be used in order to identity what should be filtered. 
In most cases this produces the most efficient forms of preprocessors in terms of 
computational efficiency.
•  Standalone system,
This system is not integrated into a CODEC and will process the video independently 
of the CODEC. However, this system could be designed in such a way that it could be 
used for and CODEC, or it may be design for use with only one specific CODEC.
Both of these methods have their own distinct properties. For example, having an integrated system 
may help to reduce the workload of the preprocessing, but it also ties the processing to be of use to a 
few specific CODEC’s. However, a standalone system could be used on with any CODEC. This may 
result in a slight loss in computational efficiency, but does mean that it does not need to be rewritten 
to fit into new CODEC’s.
There are several definitions of image simplification, which depend on the application for which they 
are intended to be used with. For example, for image segmentation, it maybe advantageous to 
simplify the image by removing noise and small objects prior to segmentation to increase the 
efficiency of the segmentation algorithm. Several methods exist to in order to accomplish image 
simplification. In particular, [53] presents a segmentation system that uses AM (see section 4.6.1) to 
simplify the images before segmentation. This method uses an AO and AC to a fixed area size of 100. 
The regions can then be pulled out and segmented. However, noise removal or reduction can also be 
classified as image simplification as it simplifies the quantisation stage of the CODEC resulting in a 
more compressible image.
5.5 Conclusion
Most preprocessing methods have been designed for impulse type noise, as it is relatively simple to 
filter using the median filter and its derivatives. This is because the median always uses one of the 
input values as the output value. This limits the usefulness of median filters to impulse noise removal 
although several attempts at using them for Gaussian noise removal have been made [104]. In 
conclusion, median filters appear advantageous as they produce good results, are easy to implement 
and fast to run. However, Gaussian noise is found more often in the real world as shown in [121] 
which attempts to remove scratches and photographic grain noise from archive film material. Most of 
these systems use some form of median filter. Morphological filters can also be classified as order 
statistics filters and hence have similar properties to the median such as edge preservation [122],
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[123]. Median filters have been researched in great detail and are widely used, whereas 
morphological filters have not been researched in great detail, especially for use in preprocessing. 
Due to these points, a fresh view has been taken using morphological filters. Morphology is looked at 
in detail in chapter 4. It is clear from the overview this chapter has given on preprocessing, that most 
current methods are specifically set-up to work with one CODEC and only one type of noise. This 
limits the usefulness of preprocessing systems. Hence the preprocessing system developed within this 
thesis is to be CODEC independent so that will work with several different systems.
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6 Image Preprocessing using Attribute 
Morphology
Chapter 2 showed what digital video is and the advantages to be gained from preprocessing. Current methods for preprocessing video are often complex and have been extensively 
researched [54], [57], [76], [112] - [117], [119], [120]. However, chapter 4 showed that mathematical 
morphology is a relatively simple and effective non-linear class of techniques that can have 
application to preprocessing digital images and video. In addition there has been no in-depth 
investigation done into using mathematical morphology for preprocessing. For these reasons and the 
fact that it is edge preserving, mathematical morphology has been chosen as the area of investigation 
for this research. Whilst the basic morphological operations (dilation, erosion, opening, etc.) simplify 
an image, the results are not visually acceptable, especially for use in digital television. For this 
reason, attribute morphology has been investigated and developed upon.
This chapter includes measured timings. Each of these timings is run over at least 50 images so that 
any inconsistencies are minimized and more realistic results are obtained. The system used to run the 
timing tests contains an AMD Athlon XP 1800+ CPU, running at 1.53GHz, 512MB PC2700 DDR 
RAM and running Windows XP Home Edition operating system. All timings reported throughout this 
document were obtained using this system so that all results are directly comparable. The Microsoft 
Visual C++ Version 6 programming environment was used to program all o f the source code 
contained within this thesis [124]. This then allows a direct comparison between the speed of the 
code. Also, where possible the Standard Template Library (STL) has been used to increase 
performance [125]. In addition this chapter describes how attribute morphology has been 
implemented and improved on, specifically for the task of preprocessing digital video sequences for 
simplification and noise removal. There are two main areas of interest. The first is for noise removal 
and the second is for image simplification, where the idea is to filter the video in such a way that the 
images are simplified but are visually imperceptible to the viewer. The output o f either of these filters 
can then be applied to any CODEC.
Section 4.5 defined AM. Equations 4.31 and 4.32 are not very efficient and of little use due to the fact 
that they essentially try every possible combination of openings. A better method can be created by 
using maximum and minimum points inside the image as all other points are unaffected by the 
opening and closing operations. The method described below is just one interpretation of the above, 
of which there are various different interpretations in use [77]. This technique does not use a 
structuring element as before. Instead it adapts its shape to the image. First the maximum points of 
the image are found, both local and regional.
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The maximum points are extracted and labelled as regions after which each region is processed 
individually (see Figure 6.2). If  a region has an area equal to 1, then the neighbours are inspected 
(see section 6.1.2) and the maximum value is found. If the maximum value is smaller than or equal to 
the current value of the region, then the neighbour is added to the region and the value of the region is 
changed to that of the neighbour added. This is then repeated for regions of area size 2 provided that 
they are still maximas. The area size is incremented by 1 every time until a predetermined target area 
size is reached. When the above process reaches this target or if  all the regions become inactive, then 
the process is stopped. In addition, the above method can also be applied in 3D (or higher) by looking 
at the neighbours on the previous and next frames. An AC (see section 4.6.1) is processed in a similar 
way. It starts by using the minimum image points and instead of using the maximum value of the 
neighbours; it uses the minimum value so long as it is equal to or greater than the current region value. 
Figure 6.3 shows an image filtered with the area-open method. It can clearly be seen that this is an 
improvement over the standard opening method in that more of the image detail is retained, even with 
a high degree of filtering. Three different implementations are now looked at and the performance of 
each is assessed.
Local maximum is a pixel that is larger that 
all of its neighbours. Regional maximum is 
a region/group of pixels that are larger than 




3 1 0 1
5 1 6 7 1
1 I 1 7 1
11 0 1 5
1 1 1 0 1
Local maximum.
'Regional maximum
Figure 6.1: Example to show local and regional maximas.
9 3 1 0 1
5 1 6 7 1
1 1 1 7 1
1 0 1 5 1
1 1 1 0 1
£
| For regions of size 1, find the
|
| maximum neighbour that is 
I smaller than the regions value.
5 3 1 0 1
5 1 6 7 1
1 1 1 7 1
1 0 1 5 1
1 1 1 0 1
Add the pixel to the current 
region by changing the regions 
value to the new pixel.
5 3 1 0 1
5 1 6 7 1
1 1 1 7 1
1 0 1 5 1
1 1 I 0 1
Repeat for regions of size 
2 .
Figure 6.2: Example of how Area-Opening works.
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a) Input image -  Barbara 2.
b) AreaOpen to a size of 1,000
c) AreaOpen to a size of 100,000 
Figure 6.3: A greyscale Area-Opening on the 720 x 576, 8bit greyscale Barbara 2 image.
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6.1 Pixel Queue Algorithm
AM (see section 4.6.1) was initially introduced by Cheng and Venetsanopoulos, which they called
NOP and NCP operators [76]. Vincent was the first to propose a system, which allowed a practical
method in which area morphology could be implemented [78]. The algorithm for an AO (see section 
4.6.1), operating on an image {I), using Vincent’s method, which is commonly referred to as the Pixel 
Queue, is shown in Listing 6.1. To implement the pixel queue method, the extrema regions within the 
image need to be located. This can be done in several ways. The most widely adopted method uses a 
technique called ‘morphological reconstruction’ [77], [78], [126] - [128].
1. Extract the regional maxima (m) of /  [77],
2. For each m of /, do the following:
a) If the area of this maxima is larger that the target size (A.), then move onto the next
maxima,
b) Find the highest greyscale valued neighbour («) of m,
c) If the value of n is greater than the value of the maxima, then m is no longer a maxima 
so move onto the next maxima (go to step 2),
d) Add pixel n to the maxima m,
e) Set the value of all pixels belonging to m to be the value of n,
0  Repeat this procedure, from step a until area(m) is greater than X.
3. Repeat step 2 until all m have been processed.
Listing 6.1: Vincent’s Pixel Queue Algorithm
6.1.1 Morphological Reconstruction
Morphological reconstruction extracts the connected components of an image using markers from 
another image [77], [78], [126] - [128]. This is done by using Geodesic Distance, although there are 
other ways in which to implement reconstruction [77]. For example level sets (see section 4.2) could 
be used. However level sets are a less efficient method due to the way it is required to be 
implemented, which is supported by work done by others [77]. Geodesic distance is simply the 
shortest distance connecting two points inside the same set as shown in Figure 6.4. Note that the 
length will actually depend on the type of connectivity used. As stated above, in order to perform 
reconstruction, the geodesic distance is required. This is done by using a method called Geodesic 
Dilation which is defined as:
Sf"\j) = lpel:d ,(p , j )sn}  (6 .1)
where J  is the marker image and /  is the mask image, dx(p,Y) is the distance induced by I  between p 
and J . This basically finds connected points within a given size. From this equation, it can be said 
that the Geodesic dilation of size n can be obtained by iterating n elementary Geodesic dilations as 
given by equation 6.2.
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Figure 6.4: Geodesic distance between pointsp  and q within set X.
(6 .2)
where the elementary Geodesic dilation for size 1 is defined as:
<5^(y) = ( j© 5 ) n /  (6.3)
where J  is the marker image and /  is the mask image. Note that this equation is only valid for 
elementary geodesic dilations. This works by dilating the marker image and taking the intersection 
between the result and the mask image. The result finds pixels that are a distance of 1 away from the 
pixel being operated on. By applying successive geodesic dilations of the marker image (.J), inside the 
mask image (/), connected components of /  which intersect with J are progressively lowered in value. 
Using this knowledge, reconstruction can be defined as:
p , ( j )  = U ^ M  (6.4)
1
This iterates the dilations until they become stable (i.e. values do not change any further). This will 
work only on peaks (i.e. ones). This will become clearer in the next chapter. To do the opposite, the 
dual reconstruction is used. This uses Geodesic erosion, which does exactly the same as dilation, 
except on zeros (i.e. finds connected components of the zeros). Geodesic erosion is defined by 
equation 6.5 and the elementary geodesic erosion that it uses is given by equation 6.6.
.PW-WWH-Ml (6.5)
f}1)(y)= (y© 5)u / (6.6)
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Hence dual reconstruction can now be defined as:
P;( j)=  n
nZ 1
(6.7)
6.1.1.1 Extending to Greyscale
From chapter 4, it is clear that 6.3 can easily be redefined in grey-scale as:
)  =  ( m a * ( j x+m )1 a  /  = (j® B )  a  I  
V mefl J
(6 .8)
where a  is the point-wise minimum and B is a FSE (see section 4.2). Note that to dilate to size n, 
equation 6.2 is still used, but with the above definition for the elementary Geodesic dilation. 
Reconstruction can thus be redefined as:
This is repeated until it becomes stable (i.e. does not change any further). Similarly, geodesic erosion 
and dual reconstruction can be redefined as:
where a  is the point-wise minimum, V is the point-wise maximum and B is a FSE. Again, this is 
repeated until it is stable. Equation 5.8 is still valid, but uses the above definition for geodesic 
erosion. The mask is usually set to be the signal. However there is no indication of what should be 
used for the marker. If the original signal is used, but with 1 subtracted from every element, the 
maximum regions are lowered in value by one. The result is then subtracted from the original input, 
the maximum regions are marked as shown in Figure 6.5. Thus reconstruction can now be redefined 
as a marker to locate maximum points as:
(6.9)
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An interesting and useful property of this, is that by subtracting different values from 7, for example, 
regions can be extracted that fluctuate. This is known as ‘Dome Extraction’ or the ‘h-dome’ and is 
given by equation 6.13, which is shown more clearly in Figures 6.6 and 6.7. This is called dome 
extraction for the reason that it extracts the top or bottom parts o f a signal (i.e. the peaks and/or 
troughs). Although Granules (see section 4.5) do the same, they are usually referred to as the 
information that falls through a sieve as the data is progressively filtered more. Hence for the 
remainder o f the thesis, Granules specifically refer to the sieve structure and dome extraction to 
extracting the extrema, that is the h-domes, which is the general concept used by many authors [77]. 
To find the minimum points, a similar method is used as is given by equation 6.14. This works in a 
similar method, but extract minimum regions rather than maximum regions.
(6.13)
(6.14)
1 3 7 5 1 2 5 5 1
0 2 6 4 0 1 4 4 0
1 1 1
2 6 6 6 4 4 4 4 4
1 3 6 5 I 2 4 4 1
Input signal (7) 
Marker signal J  = 1-1 
Structuring element
The output is not the same as the input, so repeat, using the result as J.
J ® B
1 3 6 5 1 2 4 4 1
The output is the same as the input so stop. T<
shown below.
0 0 1 0 0 0 1 1 0
Figure 6.5: Maxima extraction.
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Subtract the result from the input
Create the marker signal (J) from the
mask signal (/)
i
Perform greyscale reconstruction for
maximum regions.
signal to obtain the maximum region.
Figure 6.6: Dome extraction.
1 3 7 5 1 4 5 5 3
0 0 1 0 0 1 1 1 0
0 0 1 1 0 1 1 1 1
Input signal
Marked regions with h=2 
Marked regions with h =3
Figure 6.7: Maxima extraction with fluctuations.
6.1.1.2 Extending to 2D
To use this technique on images, the elementary dilation and erosion are redefined as given by 
equations 6.15 and 6.16 respectively. In addition, the structuring element is changed to 2D in the 
same way as shown in chapter 4.3. This can also be changed to work in 3D in exactly the same way 
(see section 4.4). Assuming that the image contains noise, then by using different values of h, 
fluctuations caused by noise can be removed.
) = [ ™ £ R(Jx+m’y+" )Ja /  = (*/ 0 5 ) a / (6.15)
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j'V)=(, ))v 7 =
This method can be implemented easily using basic morphological operations and the more simplified 
algorithm given in Listing 6.2. However, there are some properties of the reconstruction process, 
when used for extrema extraction, that can be exploited to increase the efficiency of the 
implementation as can be seen from Tables 6.1 and 6.2. Table 6.1 also shows that this method can 
take a significant amount of iterations, up to 26 for the images test, to stabilise and up to 600mS. 
Several more efficient methods [77] have been devised as discussed in the following sections.
a mask image (this may be binary or greyscale) 
a marker image, defined on the domain D, , J  < 
memory for temporary work image, K, defined
a. Dilation step;
For every pixel p e D , ,
b. Point wise minimum;
For every pixel p e  D , j ( p ) min(*(/>), l (p ))





























Table 6.1: Number of complete scans to reconstruct the image. Shaded cells show best results.
Connectivity 4nn 8nn
Reconstruction




















Table 6.2: Average execution times (mS) for the different reconstruction processes taken over 76
8bit greyscale image of size 720 x 576 pixels. Shaded cells show the best results.
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6.1.1.3 Sequential Reconstruction
By scanning an image in a predefined order, for example raster or anti-raster, more efficient 
algorithms can be used. This also allows the new value of the current pixel to be written directly to 
the image being worked on so that it can be used by then next unprocessed pixel also decreasing the 
memory requirements. First the structuring element is split into two parts as shown in Figure 6.8. 
The reconstruction algorithm is then split into a simple algorithm, using the Mask (/), Marker 
( J , J  < 1 ) and connectivity C:
1. Let /  be a mask image (this may be binary or greyscale)
2. Let i/be a marker image, defined on the domain D yJ < J ,
3. Repeat until stable:
a. Scan J  in raster order:
i. Let p  be the current pixel,
ii. Update p  by:
J(p)  * - ( m a x { / ( ^ e iV £  (p)U {/>}})A '  (p)
: '
b. Scan J  in anti -raster order:
i. Let p  be the current pixel,
ii. Update p by:
j ( p )  <- ( m ax{/(^  q e N ~  (/>)U {/?}}) a  l(p )
\  J
L isting 6.3: Sequentia l reconstruc tion .
This method results in significantly less image scans, for the four test images used, the entire scans 
needed for the standard method and this method is shown in Table 6.1. It can be seen that this is a 
dramatic increase in performance when compared to the standard method. Also it should be noted 
that this method will not always takes 4 complete scans to complete. The actual increase in 
performance can be seen from Table 6.2. This method is on average 2.7 and 3.14 times faster than the 
standard method for 8nn and 4nn respectively.
6.1.1.4 FIFO Reconstruction
The previous two implementations have worked upon processing all of the pixels within the image. 
However only a few pixels will actually be changed in the final output. This can be used to create a 
more efficient implementation by only processing pixels that will be modified. This implementation 
works in two parts. Firstly those pixels that will be modified are identified, which are the boundaries 
of maximas within the marker image. In effect, the marker image that is actually used consists only of 
the regional maxima as given in equation 6.17. These are added to a First In, First Out (FIFO) queue. 
The second step propagates the pixels in the FIFO. The algorithm for this process is given in Listing
6.4. This algorithm is specifically designed for the reconstruction process, as it requires the maxima 
of the marker image in order to work. However, it is the maximas that are required to be extracted. 
Hence this method is of little use.
PAGE 91
_______________CHAPTER 6: IMAGE PREPROCESSING USING ATTRIBUTE MORPHOLOGY
/ , , w x \ l ( p ) if  p belongs to a maximum,
V p e D „  R (M arker\p)= \ P S . (6.17)
[ 0 Otherwise
The standard 4nn structuring 
element with the origin 
shaded.
Part of the 4nn structuring 
element. This structuring
element is labelled as .
Part of the 4nn structuring 
element. This structuring
element is labelled as N \
The standard 8nn structuring 
element with the origin 
shaded.
Part of the 8nn structuring 
element. This structuring
element is labelled as N g .
Part of the 8nn structuring 
element. This structuring
element is labelled as N g .
Figure 6.8: How to decompose the structuring element for efficient implementation of
reconstruction.
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1. Let /  be a mask image (greyscale)
2. Let J  be a marker image, defined on the domain D , , J  < / ,
3. Compute the regional maxima of J . J  <r- R ( j ) ,
4. Initialise the FIFO queue with the boundaries of the maxima:
a. For every pixel p e D , :
Add p  to the FIFO iff j ( p )  * 0 AND 3q e N a (p), j (q )  = 0
5. Propagation:
a. Until the FIFO is empty, do:
p  <- first element in the fifo,
For every pixel p e D  :
If q is lower than p and if it is necessary to propagate it: 
If J ( q ) < j ( p )  and l ( q ) * j ( q )  : 
j (q )<-mm{j(p) , l (q)}  
add q to the FIFO.
- '  -
Listing 6.4: FIFO reconstruction.
6.1.1.5 Hybrid Reconstruction
The previous method has the drawback that it needs to know where the regional maxima are located in 
order to perform the reconstruction. The maxima can easily be obtained using one of the earlier 
methods. However this defeats the point, as it is the maximas that are required. The hybrid method 
merges the ideas of the sequential and FIFO methods. The image is raster scanned first and then anti­
raster scanned adding pixels onto a queue. The queue is then cycled through changing and adding 
pixels until it is emptied. The algorithm for this method is given in Listing 6.5 and only performs two 
complete image scans initially to fill the FIFO with its starting points. Thereafter, only pixels that are 
to be modified are touched significantly decreasing the amount of processing required. To show the 
efficiency of this method compared to the standard and sequential methods, the average time to 
execute was taken for 76 8bit greyscale images with a size of 720 x 576, the results of which are given 
in Table 6.2. This method is on average 11.53 and 8.91 times faster than the standard method for 4nn 
and 8nn respectively. In addition, the 4nn connectivity proves to be faster to reconstruct than the 
corresponding 8nn. For example, the 4nn sequential method is 1.17 times faster than the 8nn 
sequential method, thus providing an advantage for using 4nn compared to 8nn. This is shown further 
by evaluating the average execution time to reconstruct images with the value of h set to 1 (see Figure
6.9). Each image size has a minimum of 50 8bit greyscale images. The results show again that the 
hybrid method is best, which is shown to be more of an improvement with larger images.
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1. Initialise the FIFO queue,
a. Scan J  in raster order:
• Let p  be the current pixel:
I
j ( p )  <- j^max{/(4 q € n £  (p)U {/>}}] a  l (p)
b. Scan J  in anti-raster order:
• Let p  be the current pixel:
J ( p ) <r- (max {/(<?),q e N ~ (/?)U {p}|jal (p )
If there exists q e N g ( p )  such that j (q )  < j ( p )  and j (q )< l{q) then 
add p  to the FIFO.
2. Propagation step:
• p <- first element in the f i fo ,
a. While FIFO is not empty do
. .
• for every pixel q e N c {p):
V .  -
- If J(q) < J(p)  and l(q)  * j ( q ) : 
- add q to the FIFO.
'7
Listing 6.5: hybrid reconstruction.
16
Standard(8nn) -  *  -  Standard (4nn) 
Sequential (8nn) * Sequential (4nn)








0 1 2 3 54
Number of Pixels in the Image
Figure 6.9: Average execution time against number of pixels in the image for 50 images of each
size.
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The hybrid reconstruction has been used as the basis for locating minimum and maximum regions for 
this thesis for both its speed and ease of implementation. Figure 6.10 shows the regions identified by 
using this method with various values of h. However, this method cannot find both the minimum and 
maximum points simultaneously. The implemented method finds the maximum points and then the 
minimum points sequentially. This has the disadvantage that some parts of the image may be defined 
as both minimum and maximum regions when h is larger than 1.
6.1.2 Region Growing
Step b of Listing 6.1 needs to recursively scan the neighbours of the region being processed. The 
most obvious way to implement this is to search all o f the neighbours at each step. Whilst this saves 
computer memory, it is very inefficient in terms of computation speed. Thus the neighbours should 
be stored in memory. Using a simple unsorted array to store the neighbours is the simplest method. 
New neighbours can just be added at the end of the array. To find the neighbour to add to the region, 
the array is searched for the largest value, assuming the current region is a maxima. Thus if there are 
n neighbours, then to find the maximum neighbour to use will require n comparisons. Although this is 
more efficient than keep rescanning the neighbours, there are other more efficient methods. The next 
step is to add a sorting algorithm to the list so that the maximum neighbour is always the first element 
in the array. There are several sorting algorithms available to accomplish this with the best being the 
quick sort algorithm [130], [131]. The quick sort algorithm has an average sort time of n log(«) and a 
worst case o f n 2 operations. However, the quick sort is faster than a simple exhaustive searching 
when « < 1 0 . Also there is the problem that whenever a new neighbour is added, the entire list is 
required to be resorted thus decreasing performance further.
6.1.2.1 Hierarchical Queues
Hierarchical Queues could also be used to store the neighbours [78]. A hierarchical queue is simply a 
stack of queues. For example, suppose that an image has 16 levels, then the corresponding 
hierarchical queue would have 16 levels. The neighbours o f a region would be added to the queue at 
the level corresponding to its value. Thus when the region is grown, the hierarchical queue is simply 
scanned from the highest level down and the first non-empty level is the value of the highest 
neighbour. The actual neighbour can then be popped from the queue at that level. For the worst-case, 
an image with n levels then n operations would be required to find the next neighbour. Note that this 
is not taking into account the operations required by the queues themselves. Also this method has the 
drawback of requiring large amounts of memory. For example, consider an 8bit image, then there 
would be 256 levels and therefore 256 queues. Using the studio standard of 1 Obits, this increases to 
1024 queues. Thus the memory requirements increase rapidly and therefore is not very memory 
efficient.
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6.1.2.2 Priority Queues
Although for small values of n, the quick sort method would increase performance, another method is 
required that will work for a much larger number of neighbours and also require little work when a 
new neighbour is added or removed from the queue. Vincent proposed the use of Priority Queues 
[78]. A priority queue will store objects according to some predefined priority with the highest priority 
object being placed at the top of the queue. Thus the queue can be designed to store neighbours in 
order of their value. For example, storing neighbours for a maximum region, the priority would be 
that the highest values get placed at the top of the queue.
When the region is being grown, the top node will be pulled from the queue and added to the region. 
This saves searching through all o f the neighbours and is there for a fast and efficient method 
requiring only 1 operation to extract the next neighbour. The neighbours o f the element added to the 
region are then inserted into the queue. The queue can be thought of as a binary tree where each node 
in the queue can only have two child nodes as shown in . This has the advantage that it can be 
implemented using an array very efficiently. To find the index (element) o f a parent or child of a 
given node, the following equations are used:
, index of current node Parent o f a node = ----------------------------  (6.18)
Left child of a node = 2 x index of current node (6.19)




Figure 6.11: A priority queue.
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If a region is being grown, then new neighbour(s) will be added to the queue as shown in Figure 6.12. 
When the top node is removed (i.e. to be added to a region), then the queue must be sorted to restore 
the priority (see Figure 6.13). Both insertion and removal o f a node can be implemented using log(«) 
operations [78], which is significantly faster than the quick sort algorithm. Obviously the initial set­
up would require several insertions, but once growing commences, there should be only a few 
insertions at each iteration.
Priority queues provide an extremely efficient way, both in terms of memory and speed, in which to 
store the neighbours of a region. This has shown the basic principles behind the priority queue. 
Although there are other operations that can be applied to the queue, such as a resort or heap fix, the 
operations described here are all that is need to be of use for applying it for use in area morphology. 
The method described here has been implemented and used for this thesis. It has proved to be very 
efficient and useful for growing regions.
6.1.3 Performance of the Pixel Queue Method
Now that a method has been developed for extracting the regions and storing the neighbours the 
remainder o f the algorithm is implemented as it is described in Listing 6.1. The efficiency of this 
system is then analysed over a range of area sizes from 1 to 10000 for both 4nn and 8nn on 50 images 
including a selection of several ITU test images (Barbara, Barbara 2, Boats and Goldhill). Figure
6.14, shows the average time taken to process an image. Using this method, the time take to process 
an image is dependent upon the image content, the area size and the connectivity used. The 4nn is 
seen to be faster to process than the 8nn. Similarly, the larger the area size, the longer it takes to 
process.
Meijster and Wilkinson have conducted similar timing experiments [132]. They show their own 
implementation of the pixel queue method executing an area size of 10000 in approximately 160mS, 
which is significantly faster. In addition, timing results are also given for the Max-tree and 
Wilkinson’s implementation using Taijan’s union find method. However, the image dimensions and 
machine details are not given and hence a direct comparison cannot be made. Acton proposed 
alternative fast implementations to produce an approximation of the AO (see section 4.6.1) algorithm 
[133]. Timings are given for the pixel queue implementation using the Cameraman test image and a 
range of image sizes. For an image size of 128 x 128 the algorithm takes 102s, for 256 x 256 it takes 
1437.3s and for 512 x 512 it takes 6046.6s. The area size used is not given, but using the maximum of 
65536 (2 5 6 x 2 5 6 ), the method implemented for this thesis takes only 11.3s using the 256 x 256 
cameraman image. However, the programming language and the connectivity used are not reported, 
which may explain why the results take considerably longer than the implementation written for this 
thesis. In addition, timing results are only given for the Cameraman image.
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Queue array
30 25 20 15 14 10
a) A new node (shaded) is added by placing it in the bottom of the queue (first empty element). This 
disrupts the priority of the queue and hence needs to be restored.
Queue array
30 25 15 14 10 20
b) Percolate the new node up through the tree. This is done by comparing the node with its parent. If 
it has a higher priority, then swap the nodes and continue this action until the parent has a higher 
priority. In this case, 36 is larger than 20 so swap the nodes.
Queue array
25 30 15 14 10 20
c) The new node is again larger than its parent so swap them. This is repeated until the node has a 
lower priority than its parent.
Figure 6.12: Example of how a new node can be added to the queue.
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Queue array
25 30 15 14 10 20
a) The top most node (shaded) has been removed. This disrupts the order o f the queue and hence must 
be sorted to restore the queue properties.
Queue array
25 30 15 14 10
b) To restore the queue properties, the bottom most node (the last element, shaded) is move to the top 
of the queue. This is then percolated down through the queue.
Queue array
30 25 15 14 10
c) If any o f the child nodes have a higher priority, then the node is swapped with the child that has the 
highest priority as shown. This is repeated until the node has a higher priority than its children. 
Figure 6.13: Removal of a node from the queue.
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6.1.4 Max-tree
Salembier introduced the idea that anti-extensive connected set operators can be represented by a tree 
structure [134], For binary images, this is relatively straight forward as shown in Figure 6.15. Each 
component of the image is connected to the background of the image, which is also called the root. 
The tree is then filtered by simply visiting each node and evaluating it against an attribute. If the node 
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Area size
Figure 6.14: Timing results for the pixel queue method using 50 8bit greyscale images with a size 
of 720 X 576 pixels. Area size was measured at intervals of 100.
/'~t0 si 1 /^2
H  H
C„°
Binary image with the components The max-tree is created by connecting
labelled as Cf where h is the level and a11 components of h=l to the root value,
k is the node number. ^ ^‘
Figure 6.15: A binary Max-tree.
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The extension of connected components to greyscale uses a partition of flat zones. Thus threshold 
decomposition is used to create the max-tree as shown in Figure 6.16. The root node is first created 
by thresholding the image using the minimum value ( hmin) of the image. All pixels equal to the
threshold are placed in the root node, = {//}. All pixels greater than the threshold are put into 
temporary nodes, 7]° = {A,B,C,D, E , f )  and 7}1 = {g}, based on their connectivity. The threshold is 
increased by 1 and the process is repeated. All members o f Tq equal to hmin +1 are placed in a new 
node, Cf = { A ^ ^ } , and all others placed into temporary nodes based on their connectivity. This 
process is repeated until the maximum value ( hmax) is reached. The resulting max-tree is the filtered 
simply by visiting each node and applying a constraint. In the case of the area attribute, only the leaf 
nodes need to be checked. If  a node fails to meet the criteria, then it is removed and absorbed into its 
parent. So long as the parent remains a leaf node, then it will continuously be checked and pruned 
until if meets the criteria. This is an efficient method to code as given in Listing 6.6, which is 
improved by the use of hierarchical queue implementation [135]. The listing uses three functions to 
manipulate the queue:
• Queue_add(/j,p),
o Adds the pixel p  o f value h to the queue at a priority of h.
• Queue_first(/i),
o Extracts the first pixel of the queue at pixel h.
• Queue_empty(/»),
o Returns true if the queue at level h is empty.
The algorithm also uses some extra notation; number_nodes(/i) which defines the number of nodes at 
level h. This is initialised to be 0 at the start of the tree creation. Orig_Image(p), which gives the 
original value of pixel p. Status(p) stores information about the pixels status which can be one of 
three values:
• N otanalysed,
• In th e q u e u e ,
• Equal to k, which indicates that it is assigned to node k o f level h.
The process of extracting nodes is applied recursively. This is started by finding the first pixel with 
the lowest value hmin.
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b) Threshold image with h=0 and the corresponding max-tree.
r,° T] T-0 rp  1 rp  22 y 2 l 2
\
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c) Threshold image with /i=7 and the corresponding max-tree.
T\
d) Threshold image with h=2 and
.
e) Threshold image with h=3 and the corresponding max-tree. 
Figure 6.16: A greyscale Max-tree.
the corresponding max-tree.
Page 103
CHAPTER 6: IMAGE PREPROCESSING USING ATTRIBUTE MORPHOLOGY
//The main rountinc 
void main(void){
for (h=0 to 255)
number_nodes(h) = 0 //defines the number of nodes at level h. 
for (p=0 to num berelem entsinim age)
Status(p) = notanalysed 
for (p=0 to number_elements_in image) 








unsigned char flood(unsigned char h){
while (queue_empty(h) = false) { 
p = queuefirst(h)
Status(p) = number_nodes(h)
For all neighbours, n, of p do:
If(Status(n) = not_analysed){
Queue_add(Orig_image(n),n) //Add neighbour n to the queue
//at level O rigim age(n).
Status(n) = in_the_queue 
Node_at_level(Orig_image(n)) = true 
Node_at_Ievel(OrigJmage(p)) = true 
If (Origimage(n) > Orig_image(p)){ 
m = Origimage(n) 
do{
m = flood(m)
}while (m = h)
}
}
number_nodes(h) = number_nodes(h) + 1 
m = h -  1
while (m>0 AND node_at_level(m) = false) { 
m = m -  1
}
Listing 6.6: Max-tree creation algorithm.
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i = numbernodes(h) -  I 
j  = numberjiodes(m)
}else{
//node has no father, i.e. it is the root











0 2000 6000 8000 100001000 3000 4000 5000 7000 9000
Area size
Figure 6.17: Timing results for the Max-tree method.
As can be seen from Figure 6.17, above a certain area size, 700 and 3400 for 8nn and 4nn connectivity 
respectively, the max-tree method is significantly faster than the pixel queue method. Also, although 
the image contents do affect the speed of the max-tree to a certain degree, the area size has little 
impact on the speed, which remains almost constant at approximately 5 seconds and 6 seconds for 4nn 
and 8nn connectivity respectively. There are several different techniques, which can be used in 
filtering the max-tree such as Virterbi, Direct and Subtractive [136]. Like the pixel queue method, 
using 4nn connectivity is faster than 8nn connectivity over the range of images used. At an area size 
of 3000, the max-tree is on average 1.1 times faster than Vincent’s using 4nn and 2.5 times faster 
using 8nn. The implementation of the max-tree presented by Meijster and Wilkinson gives an 
increase of approximately 3.2 times faster than their pixel-queue method [132], Without knowing 
what connectivity is being used, it is difficult to compare the performance. The dual o f a max-tree is a 
Min-tree, produces the output of the AC filter (see section 4.6.1).
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6.1.5 Wilkinson’s Method
Taijan introduced an efficient technique for manipulating disjoint sets called the Union-Find method 
[137]. This method has been adapted for the AO (see section 4.6.1) operator by Meijster and 
Wilkinson and later adapted to attribute openings by Wilkinson and Roderdink [132], [138]. The two 
previous methods both work by flooding pixels and also only process a single extrema at a time. This 
method has the advantage processes multiple extrema at the same time. The pixels o f the image are 
sorted using a radix sort. This puts the pixels in order according to their grey level. Each pixel is then 
processed, starting with the highest value. Rooted trees are used in a similar way to the Max-tree 
method in order to keep track of which pixels belong to which region. The tree is kept in an array, 
parent, which has the same number of elements as the image. The array is initialised to a value of 
-  (A, + 1) where X is the target area size. A value lower than zero and greater than the initialised 
value indicated an active root. A value equal to or greater than zero indicates a node, which belongs 
to a region. The value of parent at this location points to the parent location of this pixel. Five basic 
routines are used to implement this method; the main routine is shown in Listing 6.7:
• RadixSort (see Listing 6.8)
o This sorts the pixels of the image in order of their greyscale value. The highest 
values are placed at the right end o f the array and the lowest values at the left end.
• MakeSet(x) (see Listing 6.9)
o Create a new singleton set, {*}, which assumes that x  is not a member o f any other 
set.
• FindRoot(x) (see Listing 6.10)
o This function finds the root of the tree containing the pixel x.
• Union(x,y) (see Listing 6.11)
o Forms the union between the two sets that contain pixels x  and y.
• Criterion(jc,y) (see Listing 6.12)
o This function checks to see if pixels x  and y  belong to the same tree and if  they do 
not, it also checks the attribute of the two pixels.
The timing results are shown in Figure 6.18, which shows a significant improvement upon the 
previous methods. Timing measurements were made on the test system, an AMD XP1800 running 
Windows XP with 512MB of RAM (see section 6), with measurements being taken at intervals of 100 
in area size starting at and area size of 1 and ending at 10001. Again the 4nn method is slightly faster 
than the 8nn. In addition this method is slightly dependant upon the image content and attribute size 
used. At an area size of 8000, this method is on average 25.6 times faster than the pixel queue using 
4nn and 46.3 times faster using 8nn. The implementation presented by Meijster and Wilkinson gives
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an increase of approximately 3.8 times faster than their pixel-queue method [132], Without knowing 
what connectivity is being used, it is difficult to compare the performance. However the methods 
implemented for this thesis do give a much greater increase in performance when compared with the 
pixel-queue method than those presented by Meijster and Wilkinson. As can be seen, this method is a 
significant improvement over the two previous methods. Like the max-tree, the time taken to process 
to a given size is almost a constant value of 0.23s and 0.33s for 4nn and 8nn connectivity respectively. 
However it can also be seen that the 8nn connectivity fluctuates more than the 4nn connectivity, 
although only by about 20mS.
6.2 Attribute Morphology
Whilst the area attribute is of use, it may not necessarily be the best for every application. For 
example, in segmentation, the complexity or shape of a region may be a better attribute or for video 
the motion. Breen and Jones modified the pixel queue method so that any attribute may be used [79]. 
In addition both the Max-tree method and Wilkinson’s method can also process other attributes [138].
void main(void){
RadixSort();
for (int s=Length(sorted); s >= 0; s-){ 
pix = sorted [s];
MakeSet( p ix );
for all neighbours, n, o f pix, do:
if ( ( Image[pix] < Image[n]) || ((Image[pix] == Image[n]) && (n<pix)» 
Union(n,pix)
pix = sortedfs 
if (parent[pix]
Listing 6.7: The main body of Wilkinson’s method.
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void RadixSort( void)
{
//Build a histogram of the image 
For i=0 to (Number Elements -  I)
Histogram[ Image[ i ] ] = Histogram[ Image[ i ] ] + 1
//Make a running total
For i=l to (Number levels -1) //256 for an 8 bit image.
Histogram[ i ] = Histogramf i ] + Histogram[ i-1 ]
//Create the sorted list. The highest value will be on the right 
For i=0 to (Number Elements -  1) {
Sorted[ Histogram [ Image [ i J ] -1  ] = i 
Histogram[ Image [ i ] ] = Histogram[ Image [ i ] ] — 1
}
Listing 6.8: The radix sort.
void MakeSet ( int x){ 
parent[x] = - I
}
Listing 6.9: The Makeset function.
int FindRoot(int x){
if (parentfx] >= 0)
{






Listing 6.10: The FindRoot function.
bool Criterion(int x, int y){
return ( ( Image[x] =  Image[y]) || //The two pixels are the same value, in which case the
//union can then be done 
(-parent[x] < X.)); //or if the area size is less than the target.
(
Listing 6.11: The Criteria function.
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void Union(int n, int p){ 
int r = FindRoot(i
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Figure 6.18: Timing results for Wilkinson’s method using 50 8bit greyscale, 720 x 576 images. 
Measured at intervals of an area size of 100 starting at 1 and ending at 10001.
6.2.1 Pixel Queue Algorithm for Attributes
Breen and Jones found that it was relatively simple to convert Vincent’s method to process other 
attributes [79]. Vincent assumed that the attribute, area, is increasing. That is if a set C satisfies the 
criteria T, then all supersets of C will also satisfy the criteria. Breen and Jones do not make this 
assumption, which allows for non-increasing criteria to be used. Since the four attributes being used 
here (see section 6.2.2) are all increasing, the attribute method can be simplified further as given in 
Listing 6.13. The reader is referred to [79] for the non-increasing version.
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6.2.2 Attributes
Four attributes are used for the basic 2D noise evaluation. They are the area, contrast, volume and 
power. Figure 6.19 shows a comparison of the different attributes and the following sections give a 
brief description of each of these attributes.
maxima,
b. Find
c. If the valu
1. Extract the regional maxima (m) of I, 
the following:
a. If the attribute of this maxima is larger that the target size (X), then move onto the next
so move onto the next maxima (go to step 2), 
d. Add pixel n to the maxima m,
m is no longer a maxima
value of all pixels belonging to m to be the value of n, 
f. Repeat this procedure, from step a until the attribute of region m is greater than X. 
3. Repeat step 2 until all m have been processed.
Listing 6.13: Attribute Morphology algorithm.
6.2.2.1 Area
The area simply measures the number of pixels within a region. This has been used extensively in 
image processing. Whilst it is good for some tasks, such as identifying coins from their size, its 
usefulness for noise reduction and lossless image simplification have yet to be proven.
6.2.2.2 Contrast
The contrast attribute has been used in several applications. It measures the change in intensity of a 
region which is given by:
Contrast(X) = |xmax - * min (6 .21)
where X  is the region being grown, xmax is the maximum greyscale value within the region and xmin 
is the minimum greyscale value within the region. This attribute is motivated partially by the fact that 
the HVS (see chapter 3) cannot detect small changes in contrast. However, noise can contain high 
peaks, which would require a large attribute value, which, in turn would remove much of the detail of 
the image. Thus this attribute may work well with low noise but not high noise, which is to be 
proven. Contrast can be implemented by using the reconstruction operators, which can be 
implemented very efficiently (see section 6.1.1).
6.2.2.3 Volume
The two previous attributes both contain desirable qualities. The HVS (see chapter 3) cannot detect 
large changes in intensity over a small area or small changes over a large area. The volume combines 
both the area and contrast attributes together by measuring the volume removed by a region. The
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volume o f a region X  is given by equation 6.22, which can be calculated on the fly as shown in Figure
6.19.
Volume(x)=  £  I*; -  v|
VxeX
(6 .22)
where v is the new value of the region.
6.2.2.4 Power
The three attributes discussed so far have all been used prior to this research. For preprocessing an 
image for psycho visual redundancy, an attribute is required that is best matched to the HVS (see 
chapter 3). It is proposed that measuring the power that a region removes from the original image will 
be proved to accomplish this. The power is given by:
P ow er(x ) = £  U/ -v |VxeX (6.23)
where v is the new value of the region. This attribute is motivated by the fact that the 
(change in intensity)2 x area corresponds to the response of the HVS to incident radiation. Thus this 
attribute should be a closer match to the HVS than any other.
a) Original signal
Area = 2
Contrast = 5 - 4 = 1  
Volume removed = 2 x (5 -  4) = 2
Power removed (shaded) is 2  x (5 — 4 )2 =  2 .
b) Grow the region.
Area = 3
Contrast = 5 - 3 = 2  
Volume removed = 2 + 3 x (4 -3 )= 5
Power removed (shaded) is 2 x (5 -  3)2 + (4 -  3)2 = 9.
c) Grow the region.
Figure 6.19: Comparison of different attributes.
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6.3 Filter Structures
The two filtering structures that are most commonly used, the AF and the ASF were defined in section 
4.6.2. However, Vincent states that the difference between AF and ASF filters is negligible whilst 
others report the opposite [57], [139]. Chapter 7 investigates the differences between these filters both 
objectively and subjectively using noise reduction and psychovisual redundancy respectively to show 
conclusively the differences between the two filtering structures.
6.3.1 Efficient ASF Implementation
Due to the fact that the ASF is applied iteratively, it is relatively slow when compared to the AF (see 
section 4.6.2). For example, to perform an AOC (see section 4.6.1) with an area size of 100, just two 
operations are required with the AF filter structure, an open and a close to an area size o f 100. 
However, the ASF filter structure (see section 4.6.2) would require 198 operations (99 openings and 
99 closings). This is shown more clearly by the timing measurements taken over 50 8bit greyscale, 
720 X 576 pixel images, using the test system comprising o f an AMD XP1800 processor with 512MB 
RAM running Windows XP (See section 6). The results of the timing experiments are shown in 
Figures 6.20 and 6.21 for 4nn and 8nn connectivity respectively. This shows the previous methods, 
the pixel queue (see section 6.1), the Max-tree (see section 6.1.4) and Wilkinson’s method (see section
6.1.5) when used as an ASF.
A reduced complexity filter for an ASF filter using symmetric dynamics was proposed by Vachier and 
Vincent [140], [141], Research carried out for this thesis has independently developed a similar 
algorithm but generalised so that any attribute may be used. The algorithm (see Listing 6.14) is a 
variation o f the pixel queue algorithm, which works by first extracting all o f the regional minima and 
maxima. By definition, regional maxima cannot also be regional minima, so both may be extracted 
simultaneously. To make this more efficient, rather than re-obtaining the extrema every time the 
attribute is increased, two lists of regions is stored, one for the maxima regions and one for the 
minima. Each stored region contains information such as the attribute value and pixel locations that 
are part o f the region. To keep the property of the ASF, first all maximas of size 1 are grown and then 
minima’s of size 1 are then grown, the attribute is then increased and the operation repeated until the 
target attribute limit is reached. By using the two lists, the maxima list can be transcended searching 
for all regions with a given attribute and then the minima region list is processed. When a region is no 
longer an extrema, it is removed from the list. Thus this avoids the need to reprocess the entire image 
every time as other methods do and thus increases the efficiency of the ASF filter structure. In 
addition, to ensure that the new algorithm works correctly, a morphological Matlab toolbox called 
‘SDC Morphology Toolbox’ and source code supplied by Michael Wilkinson have been used to 
confirm the filter output [129]. Several images were filtered to various area sizes using the supplied 
code. The resultant images were than compared to the output o f the new efficient method, which 
confirmed that the results were identical, thus showing that the new method worked correctly.
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Figure 6.20: Timings (in Seconds) for ASF implementations using 4nn connectivity, 50 8bit 
greyscale images with a size of 720 x 576. Measurements have been made at area size intervals of 
| 2, starting at 1 and ending at 51.
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Figure 6.21: Timings (in Seconds) for ASF implementations using 8nn connectivity, 50 8bit 
greyscale images with a size of 720 X 576. Measurements have been made at area size intervals of
2, starting at 1 and ending at 51..
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1. Extract the regional maxima (mniax) o f 7,
2. Extract the regional minima (mM,„) of 7,
3. Starting from A = 1, do the following
c) For each w w  of 7 with an area of A , do the following:
* Find the highest greyscale valued neighbour (/?) of mmax,
* If the value of n is greater than the value of mniax, then is no longer a maxima
so deactivate the region and move to the next maxima (go to step a),
* If n is a member of a minima region then
• Let the region containing pixel n swallow the current region, mmax.
• Set the value of all pixels belonging to the merged region to be the value 
of/?.
■ Otherwise
• Add pixel n to the current mmax,
• Set the value of all pixels belonging to the current mmax to be the value of
n.
* Repeat this procedure, from step a until all maximas with an area of X have been 
processed.
d) For each mmin of 7 with an area of A , do the following:
■ Find the lowest greyscale valued neighbour (n) o f mminy
* If the value of n is greater than the value of rnmm, then mmi„ is no longer a minima 
so deactivate the region and move to the next minima (go to step b),
■ If n is a member of a minima region then
• Let the region containing pixel n swallow the current region, mmin.
• Set the value of all pixels belonging to the merged region to be the value
of n.
■ Otherwise
• Add pixel n to the current mm,„,
• Set the value of all pixels belonging to the current mmin to be the value of 
n.
■ Repeat this procedure, from step a until all minimas with an area of X have been 
processed
e) If A * Atarget, increase A by 1 and repeat the operation from a.
Listing 6.14: The efficient ASF algorithm.
The results, shown in Figures 6.20 and 6.21 for 4nn and 8nn connectivity respectively, shows that the 
efficient ASF implementation has a significant increase in speed compared to the standard pixel queue 
and Max-tree methods. The 4nn shows an average increase of 15.63 times faster than the pixel-queue 
method and the 8nn gives a 45.76 times faster. The results show the max-tree method performing 
worse than the pixel-queue algorithm until an area size of 30 for the 4nn using the Barbara image. 
After this point, the max-tree method performs better than the pixel-queue. The time taken for the
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efficient ASF is relatively constant. For the Barbara image, the efficient ASF takes an average of 8.35 
seconds for 4nn and 3.29 seconds for 8nn regardless of the area size used. To show this difference 
further, 50 test images were used to measure the performance of the ASF implementations as shown 
in Figures 6.20 and 6.21 for 4nn and 8nn connectivity respectively. The average time is measured at 
area size intervals of 2 starting from a size of 1. Both 4nn and 8nn connectivity show that below an 
area size o f 6, Wilkinson’s method performs best, but at larger area sizes show that the new efficient 
ASF implementation performs significantly faster than other methods. To illustrate this increase 
further, Table 6.3 shows the average execution time for an area size of 47, which is relatively small 
considering there are 414720 pixels in the images. This shows that for the 3 standard methods, 4nn 
connectivity is faster than 8nn connectivity, where as the new efficient ASF shows that the 8nn 
connectivity is faster. It should be noted however, that although the algorithm is more efficient than 
other methods, the implementation has not been fully optimised and may account for the significant 
difference in speed between the 4nn and 8nn connectivity. Despite this, the new efficient method is 
still faster then all other methods, and is 13.1 and 48.2 times faster than the pixel queue method for 
4nn and 8nn connectivity respectively. Thus this has shown that the new efficient ASF algorithm is 
significantly faster than the current methods, and may be improved by a more optimised 
implementation.
Connectivity Execution time (seconds)
Pixel queue Max-tree Wilkinson’s Efficient ASF
4nn 159.10 ! 144.21 18.05 12.13
8nn 179.89 145.99 19.57 3.73
Table 6.3: Average execution time (in seconds) for an area size of 47 taken over 50 8bit greyscale
images with a size of 720 x 576 pixels.
6.4 Conclusion
This chapter has shown several different ways in which AM can be efficiently implemented. Timing 
measurements have shown how efficient the different methods are. The implementation has been 
extended to attribute morphology and the two filter structures, AF and ASF have been discussed. The 
ASF has been looked at in detail and a new efficient implementation has been devised, which 
significantly increases the execution o f the ASF filter. This is supported with real world timing 
measurements, which show the new efficient ASF method has an almost constant execution time and 
is significantly faster than other methods in use.
A morphological Matlab toolbox called ‘SDC Morphology Toolbox’ and source code supplied by 
Michael Wilkinson have been used to ensure that the implementation of filters written for this thesis 
produce the correct outputs [129]. That is that they all produce identical results for the same filters 
and parameters. Whilst checking this, the SDC Morphology toolbox was actually found to contain 
errors, which were confirmed with the programmers, who have since corrected the errors.
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7 Preprocessor Development
T his chapter details the implementation o f a preprocessing system for images in several stages. 
Section 7.1 develops a noise reduction system, which is evolved further in chapter 9 for 
application to video sequences. The second section, section 7.2, implements a psychovisually lossless 
system, which starts by using standard area-morphology to filter images. These are then compressed 
and decompressed to obtain a rate-distortion graph, which will then show how good area morphology 
is for image simplification before proceeding with further development. The third stage, described in 
section 7.3, shows the investigation of an intermediate morphology processing system, whereby the 
entire image is filtered and not just the minima and maxima regions. To evaluate the compressibility 
of the filtered images, two CODEC’s are used for the image evaluation, JPEG and JPEG 2000. JPEG 
is a close approximation to an intra frame in MPEG and JPEG 2000 is built using wavelets so will 
give a good approximation to the Bath Wavelet Video (BWV) CODEC [142]. Also, these two 
CODEC’s use the two most widely adopted methods. That is the DCT (JPEG) and wavelet (JPEG 
2000) transforms.
7.1 Image Noise Reduction
One of the key features of any preprocessing system is the ability to remove or reduce noise. AWGN 
(see section 5.1.1) is used as it is considered to be a worst-case condition. Five test images; Barbara, 
Barbara 2, Boats, Goldhill and Simulated are corrupted with noise o f varying amounts, which give a 
PSNR of 14dB, 21dB, 28dB and 35dB when compared to the original images. The resultant noisy 
images are then filtered to reduce the noise present and thus make it easier to compress. This noise 
reduction is attempted in two parts. The first part uses standard Gaussian filtering (see section 
5.3.1.2), as this is a well known and understood filtering method. The second part evaluates 
morphological filters using the AF and ASF filter structures (see section 4.6.2), the area, contrast, 
volume and power attributes (see section 6.2.2) and 4nn and 8nn connectivity. In addition, the 
morphological filtering is compared to the Gaussian filtering method (see section 5.3.1.2).
7.1.1 Gaussian Filtering
The Gaussian filtering method (see section 5.3.1.2) is used as a reference point from which the 
morphological filtering methods can be compared to. The Gaussian filter has two variables that affect 
the weights o f the neighbours, <J, and the size of the mask. The amount of noise and image content 
both affect what values these should be set to. The only way to find the optimum, the set o f variables 
that produces the best PSNR, is to iterate through a range of variable values. Thus the mask size is 
varied from a 3 x 3 mask up to a 27 X 27 mask and the value of a  is varied from a value o f 0.1 to 5 in 
steps of 0.1. Results o f this operation for the Barbara and Simulated images are shown in Figures 7.1 
-  7.4 for 14dB, 21dB, 28dB and 35dB of noise respectively. Results for the Barbara 2, Boats and 
Goldhill images are given in Appendix B, Figures 13.1 -  13.12.
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b) Barbara image (720 x 576 pixels, 8bit greyscale).
Figure 7.1: Gaussian results showing PSNR against sigma and mask size with 14dB of noise.
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b) Barbara image (720 X 576 pixels, 8bit greyscale).
Figure 7.2: Gaussian results showing PSNR against sigma and mask size with 21dB of noise.
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b) Barbara image (720 x 576 pixels, 8bit greyscale).
Figure 7.3: Gaussian results showing PSNR against sigma and mask size with 28dB of noise.
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a) Simulated image (128 x 128 pixels, 8bit greyscale).
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b) Barbara image (720 x 576 pixels, 8bit greyscale).
Figure 7.4: Gaussian results showing PSNR against sigma and mask size with 35dB of noise.
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As can be seen from the graphs, the PSNR performance increases with CT until a certain value is 
reached, after which the PSNR performance decreases. In addition, as the amount of noise increases, 
the point where <7 peaks, moves up showing that the higher the amount of noise present, the wider the 
Gaussian function needs to be. This is so that more of the neighbours surrounding the pixel can have 
a higher influence on the output and is shown more clearly by highlighting the optimum filter values 
as shown in Table 7.1 (the results for the Barbara 2, Boats and Goldhill images are shown in 
Appendix B, Table 13.1). Coinciding with this is the fact that the optimum mask size increases with 
noise, again allowing more of the neighbours to influence the output o f the filter. Table 7.1 shows 
that the Gaussian filter, although relatively simple, effectively removes a significant amount of noise. 
For example, 8.56dB of noise can be removed from the Barbara image with 14dB of noise (see Figure
7.5). However, this filter is not as effective with a low amount of noise as only 0.55dB of noise is 
removed from the Barbara image with 34.96dB of noise present (see Figure 7.6). The Barbara 2, 
Boats and Goldhill images all show the same trend (see Table 13.1). Figures 7.5 and 7.6 show the 
input and output of the optimum filters for 14dB and 35dB of noise respectively. Although a 
significant amount of noise is added, much of the detail can still be seen, for example the lines on the 
scarf, and the pattern on the table cloth. However, after filtering much of the original detailed is 
removed.
Image and noise level 
(dB)
Sigma Mask Size PSNR (dB)
Barbara
14.48dB
1.4 15 x 15 23.04
Simulated
14.47dB
4.0 2 7 x 2 7 29.62
Barbara
21.46dB
0.7 7 x 7 26.29
Simulated
21.44dB
2.4 21 X21 35.03
Barbara
28.09dB
0.5 3 x 3 30.24
Simulated
28.01B
1.5 7 x 7 37.24
Barbara
34.96dB
0.4 3 x 3 35.52
Simulated
34.96dB
0.8 9 x 9 39.69
Table 7.1: The optimum sigma values and mask sizes for noise removal using the Gaussian filter
and their performance gain in PSNR.
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a) Uncorrupted Barbara input image
b) 14dB of AWGN added.
c) Optimum Gaussian filter using a a  = 1.4 and a mask size of 15 X 15, which gives a PSNR of
23.04dB (an increase of 8.56dB).
Figure 7.5: Filtering the Barbara image (8bit greyscale at 720 X 576 pixels) using the optimum
Gaussian filter.
1         _ _ _ _____________________
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a) Uncorrupted Barbara input image.
b) 35dB ofAWGNadded.
c) Optimum Gaussian filter using a cr = 0.4 and a mask size of 3 X 3, which results in a PSNR of
35.52dB (an increase of0.56dB).
Figure 7.6: Filtering the Barbara image (8bit greyscale at 720 x 576 pixels) using the optimum
Gaussian filter.
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7.1.1,1 Compression Results
Although the Gaussian filtering method successfully removes noise from the images, the resultant 
filters images may not necessarily compress any better. Hence two still image compression 
CODEC’s, JPEG and JPEG 2000, are used to evaluate how well the optimum filtered images 
compress. The noisy images are filtered using the optimum solutions found, which are then 
compressed to a ratio of 20:1 (or 0.4 bpp). A comparison, using the PSNR is then made between the 
output o f the CODEC and the original uncorrupted input image. The results for the Barbara and 
Simulated images are shown in Table 7.2 (the results for the Barbara 2, Boats and Goldhill are in 
Appendix B, Table 13.2). These show that when using the JPEG CODEC, the original noise free 
Barbara image has a PSNR of 27.32dB, however, when the noisy version (14dB) is compressed, the 
resultant output has a PSNR of only 18.59dB. This shows both that noise significantly degrades the 
compressibility of an image, but also that the CODEC can reduce noise itself, in this case the CODEC 
has removed 4.1 ldB of noise.
The filtered versions of the Barbara image shows that the output o f the CODEC is only improved 
when there is a lot of noise present. The Barbara 2, Boats and Goldhill images all show the same 
trend, thus Gaussian filtering will remove noise from an image relatively well, but it will not improve 
the compressibility of images with a low amount of noise (21dB or above for the majority of images). 
Figure 7.7 and 7.8 show the output of the JPEG and JPEG 2000 CODEC’s for the Barbara image with 
no noise, 14dB of noise added and the optimum filtered noisy image. This shows that the unfiltered 
image (see Figure 7.7b) is very blocky, which is due to the noise. However the filtered version (see 
Figure 7.7c) show much less blockiness. The output o f the JPEG 2000 CODEC (see Figure 7.8) 
shows similar results, but with ringing and drop outs being more dominant in the unfiltered noisy 
image. Figures 7.9 and 7.10 show the same but using 35dB of noise instead. However, the difference 
between filtered and unfiltered much less visible.
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Image and noise level 
(dB)
PSNR (dB)
Un-filtered images Optimal filtered images
JPEG JPEG 2000 JPEG JPEG 2000
Barbara 
(Original noise free) 27.32 31.16
Simulated 
(Original noise free) 45.02 55.33
Barbara
14.48dB 18.59 17.67 22.11 22.29
Simulated
14.47dB 21.31 19.93 15.58 15.63
Barbara
21.46dB 23.73 24.49 23.82 24.29
Simulated
21.44dB 27.48 25.78 15.93 15.98
Barbara
28.09dB 26.45 28.87 26.16 27.84
Simulated
28.01B 33.71 33.14 14.52 14.57
Barbara
34.96dB 27.20 30.49 25.65 27.15
Simulated
34.96dB 39.14 39.57 14.02 14.10
Table 7.2: PSNR values for the output of the JPEG  and JPEG  2000 CODEC’s using the optimum 
Gaussian filtered images as the input. The CODEC outputs are compared to the original noise free
image.
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a) Uncorrupted image compressed and decompressed.
b) Image corrupted with 14dB of AWGN and then compressed and decompressed.
c) Gaussian filtered image, which has then been compressed and decompressed.
Figure 7.7: Barbara image (720 x 576, 8bit greyscale) compressed using the JPEG CODEC with
a compression ratio of 20:1 (0.4bpp) and 14dB noise.
L — «— ___________________ _____________M     ___ .  
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Figure
a) Uncorrupted image compressed and decompressed
corrupted with 14dB of AWGN and then compressed and decompressed
c) Compressed and decompressed Gaussian filtered image.
7.8: Barbara image (720 x 576, 8bit greyscale) compressed using the JPEG 2000 CODEC
with a compression ratio of 20:1 (0.4bpp) and 14dB of noise.
b) Image
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Figure
a) Uncorrupted Barbara image compressed and decompressed,
c) Compressed and decompressed Gaussian filtered image.
7.9: Barbara image (720 x 576, 8bit greyscale) filtered and compressed using the JPEG
CODEC with a compression ratio of 20:1 (0.4bpp) and 35dB of noise.
corrupted with 35dB of AWGN and then compressed and deconrb) Image
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Figure
a) Uncorrupted compressed and decompressed image
corrupted with 35dB of AWGN and then compressed and decompressed.
c) Compressed and decompressed Gaussian filtered image.
7.10: Barbara image (720 x 576, 8bit greyscale) filtered and compressed using the JPEG
2000 CODEC with a compression ratio of 20:1 (0.4bpp) and 35dB of noise.
b) Image
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7.1.2 Morphological Filtering
Morphological attribute filters are applied using 4nn and 8nn connectivity; AF and ASF filter 
structures (see section 4.6.2) and four attributes, area, contrast, volume and power (see section 6.2.2). 
The optimum attribute values for the morphological filters are found by iterating over a range o f 
attribute values, which is reduced centering around the current optimum value. This is repeated until 
the range is reduced to one value, which is the optimum value. A comparison of the filtered images 
are then made by comparing them to the original uncorrupted images. This then indicates the amount 
o f noise that has been removed from the corrupted image. Results for the Simulated and Barbara 
images are shown in Figures 7.11 -  7.14 for 14dB of noise, Figures 7.15 -  7.18 for 21dB of noise, 
Figures 7 .1 9 -  7.22 for 28dB of noise and Figures 7.23 -  7.26 for 35dB o f noise. Results for Barbara 
2, Boats and Goldhill images are given in Appendix B, Figures 13.13 -  13.36. The graphs show the 
relationship between the attribute value and the amount o f noise removed.
The power attribute (see Figures 7.14, 7.18, 7. 22 and 7.26) shows that the ASF and AF filter 
structures, when using 8nn connectivity are almost identical for every image used. All o f the images 
show that the 4nn connectivity produces better results than the 8nn connectivity. However the 4nn 
connectivity also decreases in performance much faster. These graphs have shown conclusively that 
the 4nn and 8nn connectivity and the AF and ASF filter structures do not produce the same results. In 
addition this has shown how much variation in performance each attribute produces as the attribute 
value is increased. The general trend being that as the noise increases, the slower the degradation in 
performance is as the attribute value increases. Table 7.3 shows the optimum attribute values for the 
Simulated and Barbara. Results for Barbara 2, Boats and Goldhill images are given in Appendix B, 
Table 13.3. The results all show an improvement in the PSNR of the images. The simulated image 
shows that at high noise levels, 28dB, 21dB and 14dB, the 4nn connectivity and ASF filter structure 
achieve the optimum results. The Barbara, Barbara 2, Boats and Goldhill images all show that the 
optimum results are produced using the 4nn connectivity with the exception of the area constraint on 
the Barbara image with a noise level of 35dB. The area and contrast attributes perform best at high 
noise levels, 14dB and 21dB, using the ASF filter structure and 4nn connectivity, that is 100% of the 
images use this filter combination. However at lower noise levels, this swaps and the AF filter 
structure performs better with the exception of the contrast attribute and 28dB of noise. In this case, it 
is an even split between the two filter structures.
The simulated image using the area attribute (see Figures 7.11, 7.15, 7.19 and 7.23) shows a steady 
improvement in PSNR until it reaches a peak. For all combinations on all noise levels, except 14dB, 
the improvement quickly decreases around an area size of 1800. This is due to the fact that the circle 
in the simulated image has an area of 1877. Thus at this size, the circle will be removed completely. 
In general, the 4nn connectivity and ASF filter structure combination take much longer to reach their 
optimum, but in all cases achieves a better result. Using the AF filter structure generates the optimum 
much sooner, however the result is not as good as that achieved using the ASF filter structure. As the 
amount o f noise increases, the difference between the performances of the two filter structures using 
4nn connectivity becomes more apparent. In addition 8nn connectivity generally takes longer to reach
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the optimum value than the corresponding filter structure using 4nn connectivity. This relationship 
holds for all of the attributes. The results for the Barbara, Barbara 2, Boats and Goldhill images using 
the area attribute all show the same patterns. With a high amount of noise (14dB), the improvement 
increases slowly and then decreases slowly. However, as the noise level decreases, the optimum value 
is reached much quicker and decreases much more rapidly. The difference between the 4nn 
connectivity and ASF filter structure combination and the other combinations becomes less apparent 
as the noise levels decrease. In addition the Barbara, Barbara 2, Boats and Goldhill images confirm 
that the 4nn and ASF filter structure combination performs better than most other combinations, 
regardless of the noise level.
The contrast attribute (see Figures 7.12, 7.16, 7.20 and 7.24) shows that unlike the area attribute, the 
ASF and AF filter structures have a similar performance regardless of the connectivity used. For 
example using the simulated image, the ASF filter structure shows that the 4nn connectivity works 
better than the 8nn connectivity but that their performance is a close match with the 8nn connectivity 
only being about 2dB lower. However for the AF filter structure, the results are almost identical 
regardless of the connectivity. The simulated results also show a peak using the AF filter structure 
and 4nn connectivity, which is at a high value for a high amount o f noise (200 for example with 14dB 
of noise) and decreases as the noise is reduced (20 for 35dB o f noise). All of the results for the 
contrast operator show that the ASF filter structures, once they have reached their optimum value 
decrease in performance relatively slowly when compared to the AF filter structure, which tends to 
decrease rapidly. Unlike the simulated image, the Barbara, Barbara 2, Boats and Goldhill images 
show the ASF filter structure and 4nn connectivity producing better results than any other 
combination.
Unlike the area and contrast attributes, the volume attribute (see Figures 7.13, 7.17, 7.21 and 7.25) 
shows clearly that there is a difference between the different combinations o f filter structure and 
connectivity. All images show that once the optimum is reached, that there is a slow degradation in 
performance. At low noise levels (35dB), the degradation is fast compared to higher noise levels. 
However the degradation in performance does not decrease as fast as the contrast does. In addition, 
like the contrast attribute, the two ASF combinations appear to be linked, as do the two AF 
combinations. The volume attribute is the only one that remains constant. It produces the optimum 
filtered image using 4nn and the ASF filter structure regardless o f the noise level. The power 
attribute, like area and contrast produces the best output using 4nn connectivity and the ASF filter 
structure for all images with the exception of the Barbara 2 image. That is 75% of the time this filter 
combination provides the optimum output. At the highest level o f noise, 14dB, the area attribute also 
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b) Barbara image (720 x 576, 8bit greyscale).
Key: H3-4mAF -A -4mASF -e-am /^F  ~*-8nnASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs unreadable.
Figure 7.11: Filter performance with respect to an increasing area size using an image corrupted
with 14dB of noise.
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b) Barbara image (720 X 576, 8bit greyscale).
Key: -a-4m A F  - 6 - 4mASF -&-8nnAF ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs unreadable.
Figure 7.12: Filter performance with respect to an increasing contrast attribute using an image
corrupted with 14dB of noise.
Page 133







0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
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b) Barbara image (720 x 576, 8bit greyscale).
Key: -S-4m A F -6r-4mASF -e-8m A F  ~*-8mASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.13: Filter performance with respect to an increasing volume attribute using an image
corrupted with 14dB of noise.
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b) Barbara image (720 x 576, 8bit greyscale).
Key: -a-4m A F  - 6 - 4mASF -e-8m A F  ~*~8nnASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.14: Filter performance with respect to an increasing power attribute using an image
corrupted with 14dB of noise.
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b) Barbara image (720 x 576, 8bit greyscale).
Key: HB-4nnAF - 6 - 4mASF -e-8m A F  ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.15: Filter performance with respect to an increasing area attribute using an image
corrupted with 21dB of noise.
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a. 25
Contrast
a) Simulated image (128 x 128, 8bit greyscale).
Contrast
b) Barbara image (720 x 576, 8bit greyscale).
Key: -&~4mAF - 6 - 4mASF -e-8m A F  ~x~8nnASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.16: Filter performance with respect to an increasing contrast attribute using an image
corrupted with 21dB of noise.
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a) Simulated image (128 x 128, 8bit greyscale).
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b) Barbara image (720 x 576, 8bit greyscale).
Key: -B-4m AF -&-4mASF -0-8nnAF ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.17: F ilter performance with respect to an increasing volume attribute using an image
corrupted with 21dB of noise.
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a) Simulated image (128 X 128, 8bit greyscale).
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b) Barbara image (720 X 576, 8bit greyscale).
Key: -B-4nnAF -A-4mASF -6-8rinAF -*~8rmASF
Note that the markers are shown to identify the data and do not represent where measurements 
were made, as this would have made the graphs un readable.
Figure 7.18: Filter performance with respect to an increasing power attribute using an image
corrupted with 21dB of noise.
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b) Barbara image (720 x 576, 8bit greyscale).
Key: -0-4m A F  ~A-4mASF -o-8m A F  -*~8nnASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs un readable.
Figure 7.19: Filter performance with respect to an increasing area attribute using an image
corrupted with 28dB of noise.
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b) Barbara image (720 x 576, 8bit greyscale).
Key: -S-4rmAF -fr-4mASF -e -8 m £ F  ~*~8nnASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs un readable.
Figure 7.20: Filter performance with respect to an increasing contrast attribute using an image
corrupted with 28dB of noise.
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a) Simulated image (128 x 128, 8bit greyscale).
4500
b) Barbara image (720 X 576, 8bit greyscale).
Key: -B-4m AF -A -4nA SF -&-8rmAF ~-*-8mASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs un readable.
Figure 7.21: Filter performance with respect to an increasing volume attribute using an image
corrupted with 28dB of noise.
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a) Simulated image (128 x 128, 8bit greyscale).
5000
b) Barbara image (720 x 576, 8bit greyscale).
Key: -a-4nnAF -A-4mASF -&-8mAF -*-8m A SF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs un readable.
Figure 7.22: Filter performance with respect to an increasing power attribute using an image
corrupted with 28dB of noise.
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a) Simulated image (128 X 128, 8bit greyscale).
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Area size
00 00
b) Barbara image (720 x 576, 8bit greyscale).
Key: H3-4nnAF -A-4nnASF -e -8 m A F  ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs unreadable.
Figure 7.23: Filter performance with respect to an increasing area attribute using an image
corrupted with 35dB of noise.
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b) Barbara image (720 x 576, 8bit greyscale).
Key: H3-4nnAF -Ar-4m/\SF -e-8m A F  ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs unreadable.
Figure 7.24: Filter performance with respect to an increasing contrast attribute using an image
corrupted with 35dB of noise.
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b) Barbara image (720 X 576, 8bit greyscale).
Key: -&-4mAF - 6 - 4mASF -e-8m A F  -X-8mASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs unreadable.
Figure 7.25: Filter performance with respect to an increasing volume attribute using an image
corrupted with 35dB of noise.
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a) Simulated image (128 x 128, 8bit greyscale).
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2000 3000 4000 5000 0000 1000 000 000 000 10000
b) Barbara image (720 x 576, 8bit greyscale).
Key: -9-4m A F  -A-4mASF - e - 8 m ^ f  ~*~8mASF
Note that the markers are shown to identify the data and do not represent where measurements were 
made, as this would have made the graphs unreadable.
Figure 7.26: Filter performance with respect to an increasing power attribute using an image
corrupted with 35dB of noise.
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Area 2 29.65 2 29.65 4 | 29.59 | 4 j 29.59
Barbara Contrast 22 30.45 23 30.36 22 30.16 23 30.04
28.09dB Volume 37 ! 30.31 39 30.46 44 29.85 55 30 .il
Power 793 30.66 793 30.63 973 30.26 973 30.26
Area 95 40.23 269 44.26 1060 37.68 1060 37.68
Sim2 Contrast 35 43.45 " 36..“]1 36.28 32 38.62 36 33.64
28.0 ldB Volume 254 ; 35.21 1087 39.48 253 I 33.13 || 4749 37.00
Power 14451 40.62 28985 41.60 52028 37.27 52028 37.27
Area 1 | | 34.96 | 1 | 34.96 | 2 3531 2 35.31
Barbara Contrast 10 36.17 10 36.10 10 36.01 10 35.94
34.96dB Volume 12 36.03 ...12... 36.04 13 35.82 14 35.85
Power 116 36.19 116 36.16 136 35.99 136 35.99
Area 130 53.13 115 51.33 455 43.32 456 43.32
Sim2 Contrast 13 49.93 17 ; 44.23 13 41.40 17 40.60
34.96dB Volume 234 43.75 510 46.15 253 | 40.02 || 2409 43.19
Power 3066 : 53.13 3010 48.55 I  15553 43.32 | 15562 43.32
T able  7.3: The optim um  a t t r ib u te  values for 
The shaded  values show the best
noise rem oval and the ir  
ou tpu ts  and the outl ined
p erfo rm an ce  gain in PSNR. 
show the worst.
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Figure 7.27 shows the original uncorrupted Barbara image and two images corrupted with 14dB and 
35dB of AWGN (see section 5.1.1). The filtered outputs are shown in Figure 7.28 using the 14dB 
corrupted version of the Barbara image. The first image, Figure 7.28a, shows the optimum 
morphological filter, which uses the area attribute, 4nn connectivity and the ASF filter structure (see 
section 4.6.2). This produces a PSNR of 22.19dB, an improvement of 7.71dB, where as the optimum 
Gaussian filter (see section 7.1.1 and Table 7.4) gives an increase of 8.56dB, but tends to blur the 
image slightly. The last image, Figure 7.28c shows the output o f the worst performing filter, which 
uses the volume attribute, 8nn connectivity and the AF filter structure giving a PSNR of 17.45dB. 
Visually, the noise is very much visible in this image, although some amount of it has been reduced. 
The second image, Figure 7.28b, shows a result that is roughly in-between the optimum and the worst. 
It uses the power attribute, 8nn connectivity and the ASF filter structure, which produces a PSNR of 
20.73dB. Figure 7.29 shows the output o f filtering for the Barbara image using 35dB of noise. The 
first image, Figure 7.29a, shows the optimum filter output, which uses the power attribute, 4nn 
connectivity and the AF filter structure producing a PSNR o f 36.19dB. In contrast, the optimum 
Gaussian method (see section 7.1.1 and Table 7.4) produced a PSNR of 35.52dB. The last image, 
Figure 7.29c shows the worst output. This uses the area attribute, 4nn connectivity, and both the AF 
and ASF filter structures. As the attribute value is only 1 and the area attribute is used for both the AF 
and ASF filter structures, no filtering is actually performed, thus the output o f the filter is the same as 
the input. Hence no noise is actually removed. Figure 7.29b, the second image, shows the result of 
using 8nn connectivity, the AF filter structure and the volume attribute. The PSNR achieved using 
this is 35.82dB and lays between the optimum and worst filters. From the figures and the tables, 
several conclusions can be drawn; the most important of these is demonstrated best by the simulated 
image, which shows a distinct difference between the filter structures and connectivity. In addition, 
the 4nn connectivity produces the optimum output for the majority of the four test images (Barbara, 
Barbara 2, Boats and Goldhill). The new power attribute has been shown to perform significantly 
better than all other attributes, with the exception of the area attribute on 14dB of noise. This has 
shown conclusively that when designing morphological filters, the filter structure, connectivity and 
attribute used should be considered carefully.
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Figure 7.27:
a) Original uncorrupted Barbara image
b) 14dB of AWGN added to the Barbara image.
c) 35dB of AWGN added to the Barbara image.
Corrupted input images of Barbara (720 X 576. 8bit greyscale) with AWGN of 14dB
and 35dB that are used as the input to the morphological filter.
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a) The best output of the morphological filter (using 4nn, AF and the power attribute), which gives a
PSNR of 22.19dB.
b) Output of the morphological filter using 8nn, the ASF filter structure and the power attribute, which
gives a PSNR of 20.73dB. This roughly in the middle of the worst and best performing combinations.
c) Output of the worst morphological filter (using 8nn, AF and the volume attribute), which gives a
PSNR of 17.45dB.
Figure 7.28: Morphological filter output using the Barbara image (720 x 576. 8bit greyscale)
with 14dB of noise added.
I  -------------------------------------------------------------------------------------------- — .-----------------
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with 35dB of noise added.
roughly in the middle of the worst and best pei
a) The best output of the morphological filter (using 4nn, AF and the power attribute), which gives a
PSNR of 36.19dB.
b) Output of the morphological filter using 8nn, the AF filter structure and the volume attribute, which 
gives a PSNR of 35.82dB. This rforming combinations.
c) Output of the worst morphological filter (using 4nn, AF and the area attribute), which gives a PSNR 
of 34.96dB (i.e. it is identical to the noisy input image).
Figure 7.29: Morphological filter output using the Barbara image (720 x 576. 8bit greyscale)
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A comparison between the best morphological results (see Table 7.3) and the results obtained using 
the Gaussian filtering method (see Table 7.1) is given in Table 7.4. This shows that the Gaussian 
filter is better when the image contains a large amount of noise as it comes out the best for 60% and 
80% using 14dB and 21dB of noise respectively. For a lower amount of noise, 28dB and 35dB, the 
morphological filtering method comes out best 80% of the time for both cases. Despite this, the two 
results are very similar, deviating by only a small amount. For example using the Barbara image, 
there is only a 0.85dB difference with 14dB of noise present and for 35dB of noise the difference is 
only 0.67dB. There are only a few large differences, with the exception of the Simulated image, 
where the morphological filter always performs better than the Gaussian. This is due to the fact that 
the Gaussian will blur the edges and introduces new image values, whereas the morphological method 
will not. Hence the best filter to use will not only depend upon the amount of noise present, but also 
the image content. This comparison has shown that although the Gaussian is better at filtering images 
with a large amount of noise, the morphological filtering is very similar in performance and is usually 
better with simple images, the Simulated image for example, and at low noise levels.
7.1.2.1 Compression Results
The attribute filters have shown to be able to remove noise relatively well. However, the idea in 
preprocessing is to improve the compressibility of the data. Thus by removing the noise from the 
image, the resultant image should compress better than the noisy image. Ideally the preprocessed 
image should be identical to the original noise free image. The optimum preprocessor settings found 
in section 7.1 are used to filter the images using each of the combinations o f filter structure, 
connectivity and attribute. The resultant images are then compressed and decompressed using JPEG 
(see Table 7.5) and JPEG 2000 (see Table 7.6) to a compression ratio of 20:1 (0.4bpp). Results for 
the remainder of the test images are shown in Appendix B, Tables 1 3 .5 -1 3 .8  (see section 13.1.3). 
This shows that the output of the CODEC using the filtered images is a closer match to the original 
noise free image after being compressed than the noisy image is.
Table 7.5 shows that by just compressing and uncompressing the original, using JPEG, Barbara image 
results in a PSNR of 45.02dB. However, when the noisy version is compressed, it results in a PSNR 
of only 18.59dB showing that the JPEG CODEC simply cannot compress an image corrupted with 
noise efficiently. The CODEC has however performed some filtering internally as the compressed 
output has a better PSNR, 18.59dB, than the corrupted input image, 14.48dB. This is due to the way 
in which the DCT and quantiser work. Using the area attribute in combination with the ASF filter 
structure and 4nn connectivity gave the optimum result for the noise reduction as shown in Table 7.3. 
The same combination also gives the best performance with the CODEC. This combination also 
shows an output of the CODEC that is a closer match to the original image than the filtered input. 
However, this is not always the case. For example, the Barbara image with 21dB of noise shows that 
the ASF filter structure with 8nn connectivity works best with the area, contrast and volume attributes. 
The noise reduction showed that the ASF filter structure worked best but in combination with 4nn 
connectivity. There appears to be no logical connection between the best filter for the noise reduction 
and which produces the best output from the CODEC. Thus the best performing noise reduction filter 
may not necessarily produce the optimum output from the CODEC.
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Image (Noise 
level (dB))
Filtering method PSNR (dB)
Barbara Gaussian 23.04
14.48dB Morphological 22.19




















Barbara 2 Gaussian 30.34
28.08dB Morphological 30.90
Boats Gaussian 32.35















T ab le  7.4: C om parison  o f the best G aussian  and  M orphological noise reduc tion  resu lts . Shaded 
cells show the best resu lts  fo r the given im age.
In addition, in some cases the output of the CODEC results in a better PSNR compared with the noise 
reduction method using the same filter structure, connectivity and attribute. However this is not 
always the case. For example, using the volume attribute with 14dB of noise on the Barbara image, 
the ASF filter structure and 4nn connectivity results in a noise-reduced image with a PSNR of 
21.81dB. Once compressed and decompressed the PSNR drops to 20.26dB. However using the 
power attribute with the ASF filter structure and 4nn connectivity, the noise-reduced image has a 
PSNR of 22.03dB whilst the output of the CODEC has a PSNR of 22.26dB. With the exception of 
the AF filter structure using 4nn connectivity and the contrast attribute, all of the outputs give a better 
PSNR than if the image had not been filtered at all. Thus this shows that filtering, regardless of the
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combination of attribute, connectivity and structure will increase the compressibility for the JPEG 
CODEC. The results for the JPEG 2000 CODEC (see Table 7.6) show that the best filter for the noise 
reduction using the power attribute is for the majority o f the time (87.5%) is also the best combination 
for the CODEC output, based on the Barbara, Barbara 2, Boats and Goldhill images. In filters used 
for the noise reduction using the area attribute show that the same combination will produce the best 
CODEC output 81.25% of the time. Thus showing that the filter that performs best is dependant upon 
the CODEC used. It is noted that the attribute values have been optimised to produce the optimum 
noise free image before compression.
Both the Gaussian and morphological filtering methods have been shown to remove noise very 
effectively. However, all of the test data used has the original uncorrupted image. In the real world, 
often only access to the noisy image is available. For example a television set only has access to the 
image it receives and not the original that is present in the studios. Hence it is required that a noisy 
image can be given to a preprocessing system and for it to filter the noise out using only statistics of 
the noisy image (the received image). There are several possible ways in which this could be 
accomplished. The chosen method makes use of the fact that a good estimate o f the noise variance 
can be made with no prior knowledge (see section 5.2). Firstly the optimum attribute values are 
plotted against noise variance for the test data as shown for the Gaussian <r value, mask size in 
Figure 7.30 and Figure 7.31 respectively. Figure 7.32 shows the area size against noise variance for 
the 4nn connectivity and AF filter structure. The dots on the graphs show actual measured values and 
the solid lines show a quadratic fit to the data. The equation of the fit is obtained, with equations 7.1 
and 7.2 show the quadratic equation for the Gaussian sigma and mask size respectively and the area 
size is given by equation 7.3. To calculate the attribute value to use, the noise variance is placed in 
the variable *. So for example, using a noise variance of 2312, which corresponds to the noise 
variance of the Barbara image with 14dB of noise present, then the appropriate area size to use in 
combination with the AF filter structure and 4nn connectivity, is found by replacing x in equation 7.3 
with 2312. This gives an area size 41.42, which is rounded to the nearest whole number to give an 
area size of 41. The true optimum area size for this particular filter is 35 so using the estimated area 
size will slightly over filter the image in this case. However some images will be under-filtered whilst 
a few will be close to their optimum. The Gaussian <r value is rounded to one decimal place and the 
mask size is rounded to the nearest odd number and all morphological attributes are rounded to the 
nearest whole number. In addition, the absolute value of the equation is used to avoid any negative 
numbers.
7.1.3 Application to Unseen Data
y  = -0.000000 188jc2 + 0.0000918* + 0.459 (7.1)
y  = -0.0000356*2 + 0.0134* + 2.49 (7.2)
y  = -0.0000047*2 + 0.0286* + 2.06 (7.3)
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Table 7.6: O utput PSNR of the optimum attribute values using 
of 20:1 (0.4bpp). The shaded values show the best output and
results.
JPEG 2000 at a compression ratio 
the outlined cells show the worst
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Equations for the remaining filter attributes and combinations are given in Appendix B, section 
13.1.4. Although the quadratic equation fits the data well, a much better fit, and therefore estimate of 
the attribute value, could be achieved by using much more data points. However, this would require a 
significantly larger number of images, 50 or more, and the optimum filters to be found for them over a 
range of attribute values with varying amounts o f noise. Whilst this is relatively fast for the area and 
contrast attributes, the volume and power attributes take considerably longer due to the fact that they 
both can have extremely large attribute values, which increases the search range significantly. Thus, 
this research is only aimed at proving the use of morphological filtering for preprocessing and leaves 
refinement and optimisation of the implementation (source code) to future work.
7.13.1 Estimating Noise Variance
To estimate the attributes, the noise variance is used as an input. However, given a noisy image and 
no prior information, an estimate of the noise is made using the method described in section 5.2. 
Briefly, this breaks in image into blocks of size m x  m and calculates the variance o f each block [91]. 
A percentage of the blocks with the lowest variance are then used to calculate the noise variance by 
averaging them together. This however introduces two more variables that need to be chosen. Olsen 
suggest that the optimal block size is 7 x 7, but do not give any indication o f the optimum percentage 
of blocks to use [91]. A simple series of experiments is carried out to determine the best values to use. 
This is done by using 53 images, and corrupting them with AWGN (see section 5.1.1) ranging from 
42dB to 7dB. The block size is then iterated from 2 x 2 to 29 x 29, and the percentage from 1% to 
100%. The true noise variance is known for this test data, so the best estimate can be easily found 
from the results. Figure 7.33 shows the number of times, as a percentage, that the best percentage to 
use and block size occur at. The results show that taking 2% o f the smallest variances is the most 
frequently used (4.9% of the time) and that a 2 X 2 is the best block size to use, coming out the best 








2000.001000.00 1500.00 2500.000.00 500.00
Figure 7.30: Gaussian sigma ( cr ) value against the noise variance. Points show the original 
measure data and the solid line shows a quadratic fit to the data.
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I
| Figure 7.31: Gaussian mask value against the noise variance. Points show the original measure
1
| data and the solid line shows a quadratic fit.
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Figure 7.32: Area size value against the noise variance for 4nn connectivity and the AF filter 
structure. Points show the original measure data and the solid line shows a quadratic fit.
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b) Frequency of the block size to use.
Figure 7.33: Frequency of the best percentage of results and block sizes to use.
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However, the results that use a 2 x 2 may not necessarily be produced using 2% o f the blocks, and 
similarly, the results using 2% of the blocks may not have been produced by a block size of 2 x 2. 
Thus two more experiments are carried out. The first uses a block size of 2 x 2, and finds the 
optimum percentage of blocks to use with it (see Figure 7.34) and the second uses takes a fixed 
percentage (2%) of the blocks and finds the optimum block size to use (see Figure 7.35). The results 
show that for a block size of 2 x 2, using 96% of the blocks with the lowest variance is the most 
frequently used (3.25% of the time) to obtain the best performance. However, using 2% of the blocks 
with the lowest variances, the results show that a 4 x 4 block size produces the optimum results. This 
gives two possible combinations, the first using a 2 X 2 block and taking the average of the lowest 
96% of them whilst the second uses a 4 x 4 block and takes the average over only 2% of the blocks. 
Table 7.7 shows the average error between the true noise variance and the estimated using the above 
variables. The table shows the average errors for 6 different amounts of noise, showing that the 
higher the noise, the less accurate the estimate is. Using the first combination of 2 x 2 blocks and 96% 
of the blocks shows less error for the 3 high noise levels (7dB, 13dB and 20dB) where as the 
combination of 4 x 4 blocks and 2% of the blocks show less error for the low noise (27dB, 34dB and 
42dB) images. Thus the first combination is used for noise estimation from this point forward as its 
error overall is lower than the second combination and also because this should result in a better 
estimate of the attribute value to use at high noise levels, where the filtering will be more noticeable.
Actual PSNR i Average error between measured and true noise variance.
(dB) noise 
level
Using 2 x 2  block size and 
96% of the blocks.
Using 4 x 4  block size and 







Table 7.7: Average error in the noise estimation with various amounts of noise.
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Figure 7.34: Frequency of percentage of blocks to use in conjunction with a 2 x 2 block size.
S  4%
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 100
Block »ize
Figure 7.35: Frequency of block sizes to use in conjunction with using 2% of the blocks.
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7.1.3.2 Applying Filters to Unseen Data
The attribute estimation equations (see section 7.1.3) can be used in conjunction with the noise 
estimation (see section 7.1.3.1) to form a completely ‘blind’ system (i.e. no prior knowledge is 
required). True unknown data is data that has already been corrupted with noise, and is not used here, 
as the performance of the system cannot be measured, other than by visual inspection. Instead two 
images, Blackboard and Girl are used, which are corrupted with 4 different levels o f AWGN (see 
section 5.1.1). The original images are then discarded for the filtering and only the noisy images are 
used. This method has the advantage that the original image can still be used to evaluate the 
performance of the system. An estimate of the noise variance in the noisy images is made (see Table 
7.8), which shows the estimated values being very close to the actual noise variance. The estimated 
noise variance is then used, with the method and results found in start o f section 7.1.3, to form an 
estimate of the attribute values for each filter, which are shown in Tables 7.9 and 7.10 for the 
Blackboard and Girl images using the Gaussian and morphological filters respectively. Filtering is 
then applied to the noisy images using the estimated attribute values, after which the PSNR value is 
measured using the original uncorrupted image (see Tables 7.9 and 7.10). All o f the filtering results in 
an improvement in the PSNR. The Gaussian results give a better performance than the morphological 
for the Girl image with all amounts o f noise and for the Blackboard image with 14dB of noise. 
However, both sets of results are very close, for example the Blackboard image with 14dB o f noise 
















Table 7.8: Comparison between estimated and true noise variance measurements for the 8bit 
greyscale, 720 X 576 Blackboard and Girl images.
The morphological results, with the exception of the Girl image with 35dB of noise, all show that the 
best filtered output is produced using the power attribute and 4nn connectivity. In addition, the results 
also support the fact that the ASF filter structure works better with a high amount of noise (14dB) and 
that the AF filter structure works better for lower amounts of noise (21dB, 28dB and 35dB). This has 
shown that using an image corrupted with noisy and with no prior knowledge, an image can be 
successfully filtered to reduce the noise present using morphological filtering. In addition this has 
shown that a good estimate of the attributes can be obtained, and although they may not be the best
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values to use, will provide a good increase in PSNR. Figures 7.36 and 7.37 show the results of 
filtering the Blackboard image with 14dB and 35dB of noise respectively with the Gaussian filter. 
The images show that although a large increase in PSNR is achieved, especially with the images with 
a high amount of noise (14dB), that the images are blurred. This is less noticeable on low noise 
images (35dB) as a smaller mask size reduced the effects of the Gaussian filtering. It is arguable as 
to, which is the most visually acceptable, the original noisy image or the blurred filtered version. In 
addition, the brightness of the final output appears to be brighter than on the input, which is noticeable 
visually, but only when compared to the original. Figure 7.38 shows the Blackboard image and two 
versions corrupted with 14dB and 35dB of AWGN (see section 5.1.1). The filtered versions are 
shown in Figures 7.39 and 7.40 for 14dB and 35dB of noise respectively. The images corrupted with 
14dB of AWGN and filtered (see Figure 7.39) show a significant reduction in noise, both numerically 
and visually. Visually, the Gaussian (see Figure 7.36) appears to distort more of the detail than the 
morphological, although psychovisual evaluations would need to be carried out to determine if this is 
the case. The worst filters, for the Blackboard image (see Figure 7.39c) removes a significant amount 
of detail from the image. Using the images corrupted with 35dB of AWGN, it is much harder to see a 
difference between the filtered images (see Figure 7.40).
Image (noise 
level (dB)) Estimated a
Estimated 
mask size PSNR (dB)
Blackboard
(14.07dB) 2.5 13 23.88
Girl
(14.08dB) 2.6 13 25.80
Blackboard
(21.06dB) 0.9 9 28.85
Girl 
(20.9 ldB) 0.9 9 29.52
Blackboard
(27.98dB) 0.6 5 32.45
Girl
(27.99dB) 0.6 5 33.00
Blackboard
(34.92dB) 0.5 3 36.81
Girl
(34.91dB) 0.5 3 37.40
Table 7.9: Estimated Gaussian filter variable values for the 8bit greyscale, 720 x 576 Blackboard
and Girl images.
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Area 41 20.01 15 24.18 5 21.25 3 21.24
Blackboard Contrast 84 15.43 | 46 21.76 21 15.99 15 19.42
(14.07dB) Volume 268 18.94 173 23.07 54 17.03 24 20.80
Power 46085 23.35 9050 23.61 1740 21.46 501 21.49
Area 41 20.59 15 24.88 5 21.80 3 21.79
Girl Contrast 83 17.62 46 21.65 21 17.57 15 19.23
(14.08dB) Volume 266 19.16 174 23.63 54 17.24 25 21.21
Power 76731 24.00 9132 24.22 1717 21.87 532 21.89
Area 81 25.86 15 28.47 5 26.64 4 26.77
Blackboard Contrast 197 25.10 70 27.60 26 24.74 15 25.59
(21.06dB) Volume 1850 25.98 128 28.33 72 24.19 51 26.82
Power 124066 28.91 7016 28.51 1793 26.83 1582 25.32
Area 82 25.64 15 28.22 5 26.35 4 26.49
Girl Contrast 198 25.37 70 27.34 25 24.57 16 25.27
(20.9 ldB) Volume 1867 25.92 220 28.06 72 24.09 51 26.44
Power 125394 28.48 7100 28.15 1786 26.38 1583 24.78
Area 769 30.90 40 32.51 10 31.67 9 31.59
Blackboard Contrast 77 32.61 45 32.87 21 31.83 15 31.55
(27.98dB) Volume 277 32.24 222 32.36 67 30.88 28 32.23
Power 1026168 33.95 15982 33.79 3202 32.56 18320 31.90
Area 777 30.54 41 32.07 10 31.09 9 31.03
Girl Contrast 77 31.95 46 32.18 21 31.12 15 31.01
(27.99dB) Volume 273 31.85 223 32.60 67 30.52 29 31.43
Power 1039740 32.90 15755 32.79 3435 31.60 17874 31.30
Area 483 36.51 62 37.54 9 37.06 1 34.92
Blackboard Contrast 226 37.96 68 38.02 25 37.50 15 37.36
(34.92dB) Volume 9281 37.84 701 38.07 123 37.06 58 37.55
Power 1213886 38.38 3403 37.65 921 35.07 13900 35.50
Area 487 36.16 63 37.03 9 36.31 1 34.91
Girl Contrast 337 36.60 68 37.03 25 36.35 15 36.56
(34.9 ldB) Volume 9373 37.15 708 37.07 122 36.48 59 36.61
Power 1229259 37.14 2997 36.20 1113 33.08 13505 33.51
Table 7.10: Estimated morphological filter variable values and the resultant PSNR for the 8bit
greyscale Blackboard and Girl images. Shaded cells show the best output for that particular image.
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576 pixels) using 14dB of noise.
a) Uncorrupted Blackboard input image
b) 14.07dB of AWGN added, which gives a true noise variance of 2528.5 and an estimated 2265.0.
c) Gaussian filter output using cr = 2.5 and a mask size of 13 X 13. The filter output has a PSNR of 
23.88 dB, which is an improvement of 9.8dB.
Figure 7.36: Corrupted and filtered versions of the Blackboard image (8bit greyscale at 720 x
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576 pixels) using 35dB of noise.
a) Uncorrupted Blackboard input image,
b) 34.92dB of AWGN added, which gives a true noise variance of 38.11 and an estimated 20.26.
c) Gaussian filter output using O  = 0.5 and a mask size of 3 x 3. The filter output has a PSNR of 
36.81 dB, which is an improvement of 1.89dB.
Figure 7.37: Corrupted and filtered versions of the Blackboard image (8bit greyscale at 720 x
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a) Original uncorrupted Blackboard image.
b) 14dB o f  A W G N  added to the B lackboard  im age
c) 35dB of AWGN added to the Blackboard image.
Figure 7.38: Corrupted input images of Blackboard (720 x 576, 8bit greyscale) with AWGN of
14dB and 35dB that are used as the input to the morphological filter.
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which producedpower
the contrast attribute with a value of 15, which produced a
c) Worst filtered output. The morphological filter used 4nn connectivity, the AF filter structure and the 
contrast attribute with a value of 84, which produced a PSNR of 15.43dB.
Figure 7.39: Filtered versions of the Blackboard image (8bit greyscale at 720 x 576 pixels)
corrupted with 14dB of noise and using morphological filtering.
a) Best filtered output. The morphological filter used 4nn connectivity, the ASF filter structure and the 
 attribute with a value of 9050,  a PSNR of 23.61dB.
b) Filtered output lying between the best and worst outputs using 8nn connectivity, the ASF filter 
structure and  PSNR of 19.42dB.
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The morphological filter used 8nn connectivity, the ASF
The morphological filter used 4nn connectivity, the AF
best and worst outputs using
a) Best filtered out
power attribute with a value of 1213886, which produced a PSNR
'
er structure and the 
of 37.15dB.
c) Worst filtered output. The morph logical filter used 8nn connect vity, the ASF filter structure and 
the area attribute with a value of 1, which produced a PSNR of 34.92dB.
Figure 7.40: Filtered versions of the Blackboard image (8bit greyscale at 720 x 576 pixels)
corrupted with 35dB of noise and using morphological filtering.
b) Result lying between the best and worst outputs using 4nn connectivity, the AF filter structure and 
the contrast attribute with a value of 483, which produced a PSNR of 36.5ldB.
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7.1.33 Compression Results
As the results for filtering may not be the optimum solution, the filtered results are compressed using 
both JPEG and JPEG 2000 CODEC’s to ensure that they still improve the compressibility of the 
images as they did using the optimum filtering solutions (see section 7.1.2.1). The Gaussian results 
for both JPEG and JPEG 2000 are given in Table 7.11. The noise having been reduced should mean 
that the quality (PSNR) of the compressed images would approach that o f the uncorrupted image. So 
for example, the original Blackboard image has a PSNR of 35.98dB when compressed to a ratio of 
20:1 (0.4bpp). When the 14dB-corrupted version is compressed, it has a resultant PSNR of only 
18.25dB using the JPEG CODEC. This shows that the CODEC removes some of the noise, yet the 
filtered version produces a PSNR of 21.22dB after compression. A gain is only achieved for the two 
highest noise levels (14dB and 2 ldB), showing that the Gaussian works better with high amounts of 
noise.
Image and noise level 
(dB)
PSNR (dB)
Un-filtered images Filtered images
JPEG JPEG 2000 JPEG JPEG 2000
Blackboard 
(Original noise free) 35.98 38.68
Girl
(Original noise free) 34.01 35.91
Blackboard
14.07 18.25 17.60 21.22 21.25
Girl
14.08 18.76 17.49 19.73 19.73
Blackboard
21.06 25.24 24.63 25.62 25.81
Girl
20.91 25.28 24.23 25.83 26.06
Blackboard
27.98 31.19 31.33 28.86 29.10
Girl
27.99 30.85 31.03 23.14 23.19
Blackboard
34.91 34.66 36.00 29.45 29.61
Girl
34.91 33.24 34.46 22.66 22.60
Table 7.11: JPEG  and JPEG  2000 compression of the Gaussian filtered Blackboard and Girl image 
(8 bit greyscale at 720 x §76 pixels) using a compression ratio of 20:1 (0.4bpp).
Tables 7.12 and 7.13 show the results for morphological filtering followed by compression for the 
JPEG and JPEG 2000 CODEC’s respectively. A compression ratio of 20:1 (0.4bpp) was used. The 
best combinations always performed better than had no filtering been done. For example using the 
Blackboard image with 14dB of noise present, the best filter produced a PSNR of 24.67dB. Using no 
filtering a PSNR of 18.25dB is achieved, thus filtering for this case has given a 6.42dB increase in 
performance. As shown previously (see section 7.1.2), the area attribute with the ASF filter structure 
and 4nn connectivity provides the best output performance for the highest amount of noise (14dB) and 
outperforms the Gaussian. The Gaussian output for the Blackboard image at 14dB was 21.22dB, thus 
the morphological output has a 3.45dB gain over it.
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All of the morphological results above 14dB show that the best filter is produced by using the 4nn 
connectivity, the AF filter structure and the power attribute with no exceptions. In addition all of the 
best morphological filters perform better than their respective Gaussian filter. In most cases, the 
Gaussian filter is closer or worse than the worst filter obtained using the morphological methods. For 
example using the JPEG CODEC and 35dB of noise, the worst results for the morphological filtering 
are 32.39dB and 31.84dB for the Blackboard and Girl image respectively. Results for the JPEG 
CODEC using Gaussian filtering for the Blackboard and Girl images at a noise level o f 35dB were 
29.45dB and 22.66dB respectively. This shows that the morphological system is better at simplifying 
and removing noise to increase compressibility than the Gaussian.
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Contrast 84 | 16.16 | 46 22.80 21 16.71 15 22.28
Volume 268 20.75 173 23.97 54 20.54 24 23.36




Area 41 23.64 15 5 23.90 3 24.03
Contrast 83 18.92 46 22.88 21 19.30 15 22.33
Volume 266 21.00 174 24.54 54 20.75 25 23.94




Area 81 28.47 15 29.13 5 28.84 4 28.74
Contrast 197 25.50 70 28.55 26 25.43 | 15 28.19
Volume 1850 27.32 128 29.12 72 27.18 51 29.05




Area 82 28.31 15 28.95 5 28.56 4 28.48
Contrast 198 26.48 70 28.38 25 [26.36] 16 27.99
Volume 1867 27.31 220 28.90 72 27.19 51 28.65
Power 125394 29.17 7100 28.99 1786 28.72 1583 27.91
Blackboard
(27.98dB)
Noisy _________ | 31.19
Area 769 32.43 40 32.58 10 32.91 9 32.85
Contrast 77 33.04 45 32.95 21 33.05 15 523)1
Volume 277 | 32.42 || 222 33.12 67 ; 32.46 28 33.24
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33.47 31.84 13505
Table 7.12: Output PSNR of the morphological filters using unknown data with JPEG at a 
compression ratio of 20:1 (0.4bpp). The shaded values show the best output and the outlined cells
show the worst reults.
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Area 82 27.88 15 29.15 ......5 27.88 4 27.73
Contrast 198 | 26.03 | 70 28.54 25 26.06 16 27.72
Volume 1867 27.82 220 29.14 72 27.35 51 27.98
Power 125394 29.33 7100 29.18 1786 28.01 1583 27.80
Noisy 31.33
Blackboard Area 769 33.21 40 33.46 10 33.31 9 33.31
(27.98dB) Contrast 77 33.25 45 33.51 21 || 33.19 || 15 33.44
Volume 277 [ 33.45 222 33.78 67 i 33.23 ! 28 33.50




Area 777 32.58 ~ 1 T ~ 32.72 10 32.51 9 32.54
Contrast 77 32.41 46 32.65 ....21.... | 32.38 | 15 32.62
Volume 273 1 32.70 223 32.66 67 32.56 29 32.50




Area 483 36.48 62 36.55 9 : 36.41 ...1.... 36.00
Contrast 226 36.81 68 36.70 25 I| 32.78 jL 15 36.63
Volume 9281 I 36.73 701 36.66 123 36.63
•
58 36.58




Area 487 : 34.64 63 34.67 9 34.46 1 34.46
Contrast 337 34.42 68 34.69 25 j; 34.37 15 34.63
Volume 9373 ’ 34.72 708 34.61 122 I 34.64 59 34.58
Power 1229259 34.67 | 2997 | 34.24 1113 || 32.04 || 13505 32.40
Table 7.13: Output PSNR of the morphological filters using unknown data with JPEG 2000 at a 
compression ratio of 20:1 (0.4bpp). The shaded values show the best output and the outlined cells
show the worst reults
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7.2 Psychovisually Lossless Simplification
The previous section (section 7.1) showed how the performance o f the JPEG and JPEG 2000 
CODEC’s could be improved by reducing the noise present within an image. The objective of this 
section is to produce a preprocessor that will simplify the image by removing only psychovisually 
redundant information and thus reducing the amount of information for the CODEC to compress. 
However this must also ensure that there is no visible degradation to the image. Section 6.2.2.4 
proposed that the power attribute was a closer match to the HVS than any other attribute. Section 7.1 
showed that the power attribute was also the best for noise removal and hence, only the standard area 
and power attributes are considered in this section. The filter structure and connectivity are 
investigated further with the use of psychovisual evaluations. A preprocessing system is developed in 
three stages; first the images are filtered and compressed for a range of attribute values and filter 
combinations to ensure that the resultant images are more compressible. Secondly the output of the 
preprocessor is tuned to be psychovisually lossless and then the output of the CODEC is evaluated to 
determine the amount of compression improvement whilst remaining visually lossless after 
compression.
7.2.1 Simplification
Since attribute morphology has not been widely adopted for image preprocessing, its effectiveness is 
evaluated for image simplification. Four ITU test images (Barbara, Barbara 2, Boats and Goldhill) are 
filtered using both the AF and ASF filter structures, 4nn and 8nn connectivity and the area attribute. 
The resultant images are then compressed and decompressed using JPEG and JPEG 2000 to produce 
rate distortion graphs. The results for the Barbara image are shown in Figure 7.41 and Figure 7.43 for 
JPEG and JPEG 2000 respectively. Results for the remaining three images are shown in Appendix B, 
Figures 13.37 -  12.48 (see section 13.2). As can be seen, any amount of filtering produces an 
improvement in the compression ratio for a given PSNR. The more filtering, the greater the 
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Figure 7.41: JPEG rate distortion graphs for the 8bit greyscale, 720 x 576 Barbara image using
the AF filter structure.
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Figure 7.42: JPEG  rate distortion graphs for the 8bit greyscale, 720 X 576 B arbara image using
the ASF filter structure.
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Figure 7.43: JPEG 2000 rate distortion graphs for the 8bit greyscale, 720 x 576 Barbara image
using the AF filter structure.
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Figure 7.44: JPEG 2000 rate distortion graphs for the 8bit greyscale, 720 X 576 Barbara image
using the ASF filter structure.
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7.2.2 Psychovisual Determination of Visually Lossless Attribute 
Values
Chapter 6 showed that AM (see section 4.6.1) can be used to filter images to a high degree and still 
retain detail in the image, as shown for the Barbara image in Figure 6.3. Although this image still has 
detail left in it, most of the important information has been lost. Thus the image needs to be filtered as 
much as possible without deteriorating the visual quality. This is accomplished by finding an attribute 
value that results in a filtered image where filtering cannot be seen. One way to find the visually 
lossless attribute, lossless meaning that an observer cannot tell the difference, is to take an objective 
measure such as the PSNR between the input to the preprocessor and the output. However, the 
visually lossless value for the PSNR is dependant on the image and hence only propagates the 
problem to finding a value for each PSNR measurement that can be called visually lossless.
Thus psychovisual evaluations (see section 3.2) are used to find the optimum value for each attribute 
and filter structure. The base method for the psychovisual testing used is the DSIS method. 
Essentially the original and the impaired (preprocessed) images are individually displayed 
alternatively twice, the order being chosen randomly, and the observer asked to vote on the quality of 
one compared to the other. However, in some cases the observer may think that the impaired image is 
better than the original and this has to be accommodated. To achieve this, the double stimulus method 
is paired with the comparison scale to give the Double Stimulus, Comparison Scale (DSCS) method. 
A range of values for both the area and power attributes (see Table 7.6) were applied the four test 
images. Initially only the ASF (see section 4.6.2) structure was tested using 8nn connectivity, which 
was done for two reasons. Firstly this was done to see if the attributes could be psychovisually tuned 
and provide an improvement in compression and secondly to see if the number of comparisons could 
be reduced, thus shortening the testing period.
Several psychovisual evaluations were undertaken to determine the maximum value that can be used 
for each attribute, filter structure and connectivity while ensuring that the preprocessing is visually 
lossless. A range of observers were shown image pairs (original and preprocessed) with the processed 
image filtered to the attribute values shown in Table 7.14. A total o f 428 comparisons were made 
with the visual tests to determine the visually lossless attribute values with an average 6.4 observers 
for each comparison. A comparison consists of 2 images, the original and the filtered with the four 
images used being filtered identically, so one set of results for a particular filter setting, consists of 
four images, which then gives an average of 25.6 observations for each filter setting. The image pairs 
are selected at random and the same un-impaired image was never shown successively. In addition 
the order within each image pair was selected randomly to remove any observer bias.
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A t • i F°r 8nn ASFArea Limit r -  — - ..; For All others
5, 8, 12, 15, 18, 22 ,25,28, 32, 35, 38, 42, 45, 48, 52 
2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24
Power Limit 500, 1000, 1500,2000, 2500, 3000, 3500, 4000, 4500, 5000, 5500, 6000, 6500, 7000
Table 7.14: Attribute limits used for the test.
One way o f choosing a visually lossless limit is to select the smallest attribute value found to be 
acceptable over all of the images, which would guarantee all of the test images (Barbara, Barbara 2, 
Boats and Goldhill) would be visually lossless. However, this is very dependant upon the test data. 
For example, an image with a star-field in the background would inevitably require a very small area 
attribute, otherwise the stars would disappear. Hence whilst this method would guarantee the images 
are visually lossless, little gain could be achieved, especially considering this scenario. A better 
method is to take all of the results for all images using a particular configuration into account. Hence 
the average of all of the data could be used and a straight line using the Least Mean Squares (LMS) 
fitted to the data.
The results for the test images (Barbara, Barbara 2, Boats and Goldhill) are analysed using the MOS 
(see section 3.2.2.4), as shown on the plots, see Figures 7.45 -  7.52, as points. The MOS is taken over 
all four test images for the same configuration. A straight line is then fitted to the data, taking the first 
measured point before this line cuts across an MOS o f -1 to be used as the visually lossless value. An 
MOS of -1 or less is considered to be a visual degradation and any value +1 or greater is considered 
an improvement upon the original image, which is a standard set out by the ITU [36]. Using a straight 
line fit will give an attribute value that can be considered visually lossless for the majority of images. 
Figures 7.45 -  7.52 show the results for the four combinations of the morphological filter where the 
points show the MOS calculated from all four images and the solid line shows the LMS fit to the data 
with the error bars showing the 95% confidence interval for the results taken at each point. All of the 
results show the trend that the MOS decreases as the attribute value increases.
Figure 7.45 shows the area attribute results using the AF filter structure (see section 4.6.2) and 4nn 
connectivity, which show that after an area size o f 12, the majority of results have an MOS o f-1  or 
lower indicating that the filtering can be observed visually. The linear fit to the data confirms this as it 
crosses the MOS value o f-1  between an area size of 12 and 14. Hence the area size o f 12 is used as 
the visually lossless attribute value. In addition, the error bars, which show the 95% confidence 
interval, show that only at an area size of 22, the bars are completely under the MOS value of -1 . 
Thus indicating that there is a 95% chance that people will see the degradation. However, at an area 
size of 12 part o f the bar is still above the MOS value o f -1  indicating that there is still a probability 
that observers cannot see the change in quality. Changing the connectivity to 8nn as shown in Figure 
7.46, shows that the LMS fit crosses the MOS value o f -1 between an area size of 22 and 24. Hence 
the visually lossless area size is set to 22 when using 8nn connectivity, the AF filter structure and the 
are attribute. The results do show that using 8nn connectivity for the AF filter structure tends to 
produce a more visually acceptable output using higher area size values. It is also apparent that the 
95% confidence interval never goes completely below the -1  MOS value.
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The results for using 4nn connectivity, the area attribute and the ASF filter structure (see section
4.6.2) are shown in Figure 7.47 and are very similar to those produced using the AF filter structure 
(see Figure 7.45). The degradation is not visually noticeable until after an area size of 12 and so the 
visually lossless attribute value of 12 is used. In addition the 95% confidence interval is only 
completely below the -1 MOS value for an area size of 20 and 22, so the attribute value could actually 
be increased to 18 and still retain a strong chance that observers would not be able to see a change in 
the quality. Figure 7.48 shows the result of changing this filter to use 8nn connectivity. As can be 
seen, the LMS fit crosses the -1 MOS line between an area size of 15 and 18. Hence the visually 
lossless value for area size for this filter configuration is set to 15. This is lower than the previous 
configuration that used 8nn connectivity, which used an area size of 22 but is still higher than either of 
the methods using 4nn connectivity. Figure 7.49 shows the morphological filter using 4nn 
connectivity, the AF filter structure and the power attribute in place of the area. This shows that at a 
power of 2500, or just after, the degradation in the image can be seen visually. Since a power of 2000 
is so close to the MOS value of -1 , the conservative approach is taken and so the visually lossless 
limit is set to be the measured value before this, 2000 to ensure less visible degradation in the filtered 
image. As with the area attribute, changing the filter to use 8nn connectivity shows that the attribute 
value is larger than with 4nn connectivity (see Figure 7.50). This shows a visual degradation appears 
just prior to the power value of 3500 and so the visually lossless power value of 3000 is used.
Using the ASF filter structure in combination with 4nn connectivity and the power attribute (see 
Figure 7.51) shows a slightly higher attribute value can be used, 2500, than had the AF filter structure 
been used, which is due to the fact that the ASF works iteratively remove bright objects at a given 
attribute, then dark objects and then increasing the attribute and repeating the procedure. The AF by 
contrast simply removes all of the light components to a given attribute and then repeats the operation 
with the dark components, which is more visually noticeable. The attribute value can be increased 
further still by using the 8nn connectivity with the ASF filter structure. The LMS fit crosses the MOS 
value o f -1 between a power value of 5000 and 5500. However, since the line is so close to an MOS 
o f-1  at a power value of 5000, the conservative approach is taken and the value of 4500 is used as the 
visually lossless attribute value.
Page 182
CHAPTER 7: PREPROCESSOR DEVELOPMENT
3









| Figure 7.45: Psychovisual test results for 4nn connectivity using the AF filtering structure and 
| the area attribute. The error bars show the 95% confidence interval.
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Figure 7.46: Psychovisual test results for 8nn connectivity using the AF filtering structure and 
the area attribute. The error bars show the 95% confidence interval.
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Figure 7.47: Psychovisual test results for 4nn connectivity using the ASF filtering structure and 
the area attribute. The error bars show the 95% confidence interval.
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i Figure 7.48: Psychovisual test results for 8nn connectivity using the ASF filtering structure and 
I the area attribute. The error bars show the 95% confidence interval.
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Figure 7.49: Psychovisual test results for 4nn connectivity using the AF filtering structure and 
the power attribute. The error bars show the 95% confidence interval.
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Figure 7.50: Psychovisual test results for 8nn connectivity using the AF filtering structure and 
the power attribute. The error bars show the 95% confidence interval.
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Figure 7.51: Psychovisual test results for 4nn connectivity using the ASF filtering structure and 
the power attribute. The error bars show the 95% confidence interval.
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Figure 7.52: Psychovisual test results for 8nn connectivity using the ASF filtering structure and 
the power attribute. The error bars show the 95% confidence interval.
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Table 7.15 shows the attribute values that were determined to be visually lossless. The ASF attribute 
values can be seen to be the same value or lower when using the area attribute than the AF attribute 
value. The power attribute values show the opposite though. To give an indication of what the filters 
actually do to the images, the area and power attributes have been used to filter the Barbara image (see 
Figure 7.53) using 4nn connectivity and the AF filter structure as shown in Figures 7.54 and 7.55 
respectively. Figure 7.54 shows the Barbara image filtered using the area attribute with values of 2, 
12 and 24. A value of 2 (see Figure 7.54a) corresponds to the lowest amount of filtering shown in the 
visual tests and hence the least distorted. Few of the observers could see any degradation in this 
image. An area value of 12 (see Figure 7.54b) corresponds to the visually lossless limit that was 
estimated using the linear LMS fit. At this point some of the observers can see a difference whilst 
overall most cannot. Figure 7.54c shows the area of value 24, which is the highest amount of filtering 
used with this configuration in the test where most observers could see a difference.
Attribute Connectivity Filter Structure and attribute valueAF ASF
Area 4nn 12 128nn 22 15
Power 4nn 2000 25008nn 3000 4500
T ab le  7.15: A ttr ib u te  values th a t w ere de te rm in ed  to be visually  lossless.
Figure 7.55 shows the Barbara image (the original Barbara image is shown in Figure 7.53) filtered 
using 4nn connectivity, the AF filter structure and the power attribute with values of 500, 2000 and 
7000. A power value of 500 (see Figure 7.55a) corresponds to the least amount of filtering used with 
the power attribute in the tests. Few observers were able to see degradation at this level whilst at the 
highest level of filtering, a power value of 7000 (see Figure 7.55c), the majority of observers were 
easily able to see a degradation in the image quality. The visually lossless value for this filter was 
determined to be 2000 an is shown in Figure 7.55b. Both attributes using the lossless values show 
some degradation, although it is generally not noticed by non-image processing experts and hence is 
acceptable.
F igure 7.53: T he orig inal 8b it g reyscale, 720 x  576 B a rb a ra  im age.
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b)
a) Barbara filtered with the area attribute using a value of 2.
Barbara filtered with the area attribute with a value of 12, which is the visually lossless value.
c) Barbara filtered with the area attribute with a value of 24.
Figure 7.54: The Barbara image filtered using the AF filter structure, 4nn connectivity and the
area attribute.
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power attribute.
with the power attribute with a value of 2000, which is the
a) Barbara filtered with the power attribute with a value of 500
c) Barbara filtered with the power attribute with a value of 7000.
Figure 7.55: The Barbara image filtered using the AF filter structure, 4nn connectivity and the
b) Barbara filtered ally lossless value.
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7.2.3 CODEC Output Evaluation
Section 7.2.1 showed that the CODEC performance increases with attribute value. Although section 
7.2.2 showed that the output of the CODEC is visually lossless, meaning that an observer cannot see 
the difference between the output and the original input, it is still numerically lossy, meaning that the 
although the output looks identical to the input, numerically they may not be. Thus the CODEC will 
handle it in a different way, which may introduce distortions such as visible artefacts on the decoded 
output. To determine if this is the case, a further set of psycho visual tests are conducted. There are 
several ways in which this test may be conducted, the first o f which would be used to determine at 
which RMSE the output o f the CODEC’s using the preprocessed images as inputs was visually 
lossless in comparison with the output produced by the CODEC using the original image. This is 
restrictive as a suitable quality for the reference image and range of qualities for the degraded images 
needs to be selected.
The chosen method works around this by compressing and decompressing the images after being 
filtered using the visually lossless attribute values to a set compression ratio, which is 20:1 (or 
0.4bpp). This is then shown to the observer as is the degraded image, which is simply the original 
unfiltered image having been compressed and decompressed. However, rather than setting this to a 
few ranges of quality or compression ratios, the observer is also given a slider bar as shown in Figure 
7.56. With the slider bar fully to the left, the highest compression ratio of 80:1 (or O.lbpp), or lowest 
quality is shown. As the slider is moved to the left, the compression ratio decreases and thus quality 
increases until the slider is fully over to the left, which corresponds to a compression ratio of 1:1 (or 
8bpp). The observer is asked to move the slider to the left and stop at the point where they think the 
quality of this image matches the original reference image they were shown. A total of 7 observers 
were used in this evaluation. Results from this test are also analysed in a different way to the previous 
tests. The reference image, that is the image that was filtered and then compressed to 20:1 (or 0.4bpp) 
is compared to the compression ratio o f the original unfiltered image. The compression ratio of the 
original image at the point where the observers thought both images had the same quality was then 
recorded. Results were then analysed by counting how many users thought that the same quality was 
achieved by using a lower compression ratio on the original, the same compression ratio or a higher 
compression ratio as shown in Table 7.16. If the original image needed a lower compression ratio to 
give the same visual quality as the filtered image, then this shows that the filtering improves the 
compressibility of an image whilst retaining the visual quality. However if a higher compression ratio 
is required, then the visual quality has been degraded via the filtering process.
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b) An
B i l l n i if 1
c) The slider fully across corresponding to the best quality and a 1:1 compression ratio (or 8bpp) 
Figure 7.56: The setup of the second visual test using a slider bar to control the compression
a) The starting screen, a compression ratio of 80:1 (or 0. lbpp).
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Table 7.16 shows the full set of results for all filter combinations and Table 7.17 shows the average 
compression ratio chosen by each observer that lays in the highest range indicated by Table 7.16. 
The first table, Table 7.16, shows that for both the JPEG and JPEG 2000 CODEC’s, most of the 
observers, 71% and 54% respectively, thought that the compression ratio required from the non­
filtered image needed to be lower than 20:1 to achieve the same quality as the filtered image 
compressed to a ratio of 20:1, indicating that the quality remains the same for the filtered image, 
whilst obtaining a much higher compression ratio. For example using 4nn connectivity, the AF filter 
structure, the area attribute and the JPEG CODEC, 75% of the observers thought that the original, un­
filtered image needed a compression ratio lower than 20:1 to get the same quality as that of the filtered 
image.
Filter combination used for the Percentage of observers who think that the original
reference image imaee comnressed to x 1 looks the same as the
Connectivity Attribute Filter
filtered compressed to 20:1 (0.4bpp)
Structure JPEG JPEG 2000
<20:1 -20:1 >20:1 <20:1 =20:1 >20:1
Area AF 75% 4% 21% 57% 7% 36%
4nn ASF 64% 7% 29% 61% 0% 39%
AF 71% 11% 18% 57% 0% 43%
ASF 75% 7% 18% 68% 3% 29%
Area AF 79% 0% 21% 54% 0% 46%ASF 61% 14% 25% 46% 8% 46%onn
Power AF 68% 7% 25% 46% 4% 50%ASF 79% 0% 21% 46% 8% 46%
Total over all the results 71% 6% 22% 54% 4% 42%
Table 7.16: Results to show how many observers thought what compression ratios compared to the 
filtered at 20:1 (0.4bpp). The shaded results show the best outputs.
Filter combination used for the reference image. Average compression ratio for the
| AtltlPPf 1 \/1 f"\/ A HriKnfp highest percentagev^unnceti v 1 ty r liter structure
JPEG JPEG 2000
Area AF 15.0 15.2
Ann ASF 14.2 15.5
Power AF 13.9 15.6ASF 15.0 16.38
Area AF 14.2 16.2
Qrin ASF 15.0 16.3onn
Power AF 15.0 24.7ASF 14.7 15.8/24.7
Average for all results under 20:1 14.6 15.9
Table 7.17: The average compression ratio laying within the most frequently chosen range of Table
7.16.
Thus from Table 7.16 it can be concluded that the filtered images do increase the compressibility of 
the images whilst maintaining the visual quality. The only exception is that of the filter using 8nn 
connectivity, the AF filter structure with the power attribute and the JPEG 2000 CODEC. This shows 
that most users though that a compression ratio of greater than 20:1 was required from the unfiltered 
image to make it look the same as the filtered and hence showing that the filtered image decreases the 
performance of the CODEC. However 8% of the observers also said that a difference could not be
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seen so this could be considered a tie. In addition when the filter structure is changed to ASF, it is an 
even split between the results. The JPEG 2000 show that less observers chose a compression ratio 
lower than 20:1 than was chosen for JPEG. This would indicate that JPEG 2000 is a much better 
CODEC in terms of producing less visible degradations, which is a result o f using the wavelet 
transform.
To give an indication of the increase in compression ratio, the average compression ratio chosen by 
each observer is averaged so long as it lays in the best region as indicated by Table 7.16. Hence using 
the 4nn connectivity, the AF filter structure, the area attribute and the JPEG CODEC, since 75% of the 
observers thought that a compression ratio of less than 20:1 was required from the unfiltered image, 
only the observer’s results that lay in this range are averaged. From Table 7.17 it can be seen that for 
this configuration, the average compression ratio was 15:1, thus showing that the filtered image 
increases the compression by 33% to 20:1 and still retains the visual quality. The results also show 
that the 8nn connectivity results for both the JPEG and JPEG 2000 CODEC’s give the same or higher 
compression ratio than the 4nn connectivity, indicating that the 4nn connectivity filters produce a 
more compressible image.
The best outputs of the two CODEC’s are not produced using the same filters, but both of the best 
outputs use 4nn connectivity and the AF filter structure, but the JPEG CODEC uses the power 
attribute whilst the JPEG 2000 uses the area attribute. Figure 7.57 shows the original Barbara image, 
the filtered version using the 4nn connectivity, the AF filter structure and the power attribute with a 
value of 2000, which was the attribute value that was determined to be visually lossless (see section
7.2.2). In addition the image that is used as a reference is shown, which is the filtered version 
compressed and decompressed using the JPEG CODEC to a compression ratio of 20:1 (0.4bpp). The 
degraded images, that is the original image compressed to different levels is shown in Figure 7.58. 
This shows the lowest compression ratio that was voted for, which was 3:1 (2.7bpp). This means that 
the original unfiltered image compressed and decompressed to a ratio of 3:1 was seen to look the same 
as the filtered version compressed and decompressed to a ratio of 20:1 (0.4bpp) by at least 1 observer. 
Since 71% (see Table 7.16) of the observers thought that the degraded image with a compression ratio 
lower than 20:1 looked the same as the reference image and because several of the compression ratios 
had the same number of votes, the average compression ratio o f those voted for under a ratio of 20:1 
are averaged together and shown in Figure 7.58b. The last image, Figure 7.58c, shows the highest 
compression ratio, 27:1 (0.3bpp), which was voted for. It is hard to see the difference between the 
two lower ratios, Figure 7.58a and b, and the reference, Figure 7.57c. However the highest 
compression ratio, it is clearly visible that the reference looks far superior.
Page 193
CHAPTER 7: PREPROCESSOR DEVELOPMENT
a) Original Barbara input image.
b) Image filtered using 4nn connectivity, the AF filter structure and the power attribute with the
visually lossless value of 2000.
c) The filtered image (b) compressed and decompressed using the JPEG CODEC to a ratio of 20:1 
(0.4bpp). This is used as a reference image in the visual test.
Figure 7.57: The input, filtered and reference images (8bit greyscale, 720 x 576) used in testing.
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testing.
ratio, 13.9:1 (0.6bpp) that observers voted for under a 20:1
c) Highest compression ratio, 27:1 (0.3bpp) that observers voted for.
Figure 7.58: The best JPEG result output, showing the lowest compression ratio voted for, the
average of those laying under a 20:1 (greater than 0.4bpp) compression ratio and the highest
compression ratio voted for.
i) Lowest compression ratio, 3:1 (2.7bpp), voted for durin
b) Average compre compression ratio.
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Figure 7.59 shows the original unfiltered Barbara image, the filtered version using the 4nn 
connectivity, the AF filter structure and the area attribute with a value of 12, which was the value 
determined to be visually lossless (see section 7.2.2). Even for an expert, it is difficult to see 
differences between these two images. In addition the compressed and decompressed image using the 
JPEG 2000 CODEC and a compression ratio o f 20:1 (0.4bpp) is shown. This last image is used as the 
reference image for the visual testing. The degraded images voted for are shown in Figure 7.60. This 
shows the lowest compression ratio voted for, 8: (lbpp). Only 57% of the observers thought that a 
compression ratio o f less than 20:1 looked the same as the reference image. However, since this is 
still the majority, the average of the compression ratios voted for is also calculated, which is found to 
be 15.2:1 (0.5bpp). It is very hard to see a difference between these two images and the reference (see 
Figure 7.59a), but using the highest compression ratio voted for, 31:1 (0.3bpp) it becomes much easier 
to see that the filtered version looks much better.
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a) Original Barbara input image,
c) The filtered image (b) compressed and decompressed using the JPEG 2000 CODEC to a ratio of 
20:1 (0.4bpp). This is used as a reference image in the visual test.
Figure 7.59: The input, filtered and reference images (8bit greyscale, 720 X 576) used in testing.
b) Image filtered using 4nn connectivity, the AF filter structure and the area attribute with the visually
lossless value of 12.
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a) Lowest compression ratio. 8 (1 bpp), voted for during testin;
b) Average compression ratio, 15.2:1 (0.5bpp) that observers voted for under a 20:1 compression ratio.
c) Highest compression ratio, 31:1 (0.3bpp) that observers voted for.
Figure 7.60: The best JPEG 2000 result output, showing the lowest compression ratio voted for,
the average of those laying under a 20:1 (greater than 0.4bpp) compression ratio and the highest
compression ratio voted for.
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7.2.4 Application to Unseen Data
This first test is to show if the visually lossless attribute values found in section 7.2.2 can be 
generalised to any image or if the values are specific to the images that were used to find them. The 
two images are first filtered using the same range of attribute values and filters as was in section 7.2.2 
(see Table 7.18). A psychovisual test was conducted in exactly the same way, that is using the DSIS 
method (see section 3.2.2.1). A total o f 6 observers evaluated each image, the results o f which were 
analysed using the MOS and the 95% confidence intervals (see section 3.2.2.4). The results are 
shown in Figures 7.61 -  7.68, which show the linear LMS fit to the original training data (see section
7.2.2), the new results for the Blackboard and Girl images shown as points and a LMS fit to that data 
with 95% confidence intervals of the Blackboard and Girl results shown.
Area Limit For 8nn ASF 5, 8, 12, 15, 18,22,25,28, 32, 35, 38, 42, 45, 48, 52For All others 2, 4, 6, 8, 10,12, 14, 16, 18, 20 ,22 ,24
Power Limit 500, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, 5500, 6000, 6500, 7000
Table 7.18: Attribute limits used for the test.
With no exceptions, all of the new results show that the LMS fit to the data crosses the MOS value of 
-1  at the same or higher attribute value than the original data did (see Table 7.19) and that the original 
fit lays within or close to the 95% confidence interval of the new data. From Figures 7.61 -  7.68, it 
can be seen though, like the original data (see Figures 7.45 -  7.52) that some o f the individual results 
have an MOS score lower than -1 , but have the same general trend as the original data for the LMS 
fit. Thus this shows that the original visually lossless attribute values (see Table 7.15) hold for images 
that have not been used in the training cycle. However, generally higher attribute values have been 
shown to be achieved by the unseen data, for example using the area attribute with 4nn connectivity 
and the AF filter structure, the original lossless value was determined to be an area size of 12 (see 
Table 7.15) whereas the new data uses an attribute value of 20. This indicates that it may be possible 
to increase the value of the visually lossless attribute value by using more training data, but that the 
original estimated attribute values hold for unknown data.
Attribute Connectivity Filter Structure and attribute value AF ! ASF
Area 4nn 20 188nn 24 25
Power 4nn 3000 30008nn 4000 5500
Table 7.19: Attribute values that were determined to be visually lossless.
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Figure 7.61: Psychovisual test results for 4nn connectivity using the AF filtering structure and 
the area attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
3 ♦ Blackboard
 LMS Rt to training data







Figure 7.62: Psychovisual test results for 4nn connectivity using the ASF filtering structure and 
the area attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
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Figure 7.63: Psychovisual test results for 8nn connectivity using the AF filtering structure and 
the area attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
3 ♦ Blackboard
 LMS Rt to training data








Figure 7.64: Psychovisual test results for 8nn connectivity using the ASF filtering structure and 
the area attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
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Figure 7.65: Psychovisual test results for 4nn connectivity using the AF filtering structure and 
the power attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
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Figure 7.66: Psychovisual test results for 4nn connectivity using the ASF filtering structure and 
the power attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
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Figure 7.67: Psychovisual test results for 8nn connectivity using the AF filtering structure and 
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Figure 7.68: Psychovisual test results for 8nn connectivity using the ASF filtering structure and 
the power attribute. Error bars show the 95% confidence interval of the Blackboard and Girl
results.
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With the exception of the filter using 8nn connectivity, the ASF filter structure (see section 4.6.2) and 
the power attribute (see section 6.2.2.4) with a value of 1500 (see Figure 7.68), all of the results show 
that the 95% confidence interval, shown as the error bars, is either completely above the original LMS 
fir or that it lays within it. Hence this implies that the original estimates and testing can be generalised 
to any image, which is supported further by the fact that the points at which the LMS fit crosses the 
MOS value o f-1  is the same or higher than it was for the training data. Thus the original estimates 
for the visually lossless attribute values (see Table 7.15) can be applied to any image and will be 
visually lossless.
To give an idea of how these images compare to the training data, some of the filtered results are 
shown in Figures 7.69, 7.70 and 7.71. Figure 7.69 shows the original unfiltered Blackboard image 
used for testing. The images filtered with the morphological filter consisting of 4nn connectivity, the 
AF filter structure and the area attribute with values of 2, 12 and 24 are shown in Figure 7.70. The 
first image shows the filtered image with an area size of 2, which corresponds to the least filtered 
image used during testing. Like the original, typically no difference can be seen with this little 
amount of filtering. The Second image shows the filter using the visually lossless area attribute, a 
value of 12, whereby some observers can see a degradation, but most cannot. However with the larger 
area size’s, 24 for example, it is much easier to see degradation in the image quality. Figure 7.71 
shows the images filtered using the morphological filter with the AF filter structure, 4nn connectivity 
and the power attribute with values of 500, 2000 and 7000. The first image shows the least amount of 
filtering used in the visual test with this configuration, which uses a power of 500. Very few 
observers were able to notice any degradation here. The visually lossless attribute value of 2000 is 
shown in the second image, where several observers were able to notice a change in the quality. The 
final image shows the highest degree of filtering used during testing. This used a power value of 
7000, which has a very noticeable visual degradation in certain places, for example the wall is 
smoother than the output produced using the highest amount of filtering with the area attribute.
Figure 7.69: Input image, 720 x 576, 8bit greyscale Blackboard image, used to evaluate the
visually lossless attribute values.
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Figure 7.70: Filterec images used for testing using the area attribute, 4nn connectivity and the
AF filter structure.
a) Least filtered data using an area of size 2
t) Image filtered using the visually lossless area size of
c) Highest filtered image using an area size of 24.
1 2 .
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a) Least filtered data using a power of 500.
b) Image filtered using the visually lossless power of 2000.
c) Highest filtered image using a power of 7000.
Figure 7.71: Filtered images used for testing using the power attribute, 4nn connectivity and the
AF filter structure.
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7.2.4.1 CODEC Performance on Unseen Data
A lth o u g h  the p rev ious sec tion  (section  7 .2 .4 ) show ed  th a t the v isua lly  lo ssless a ttribu te  values 
de te rm in ed  in sec tion  7.2 .2  can be app lied  to  unseen d a ta  and  still rem ain  v isua lly  lossless, it is also  
req u ired  to  p rove that th is w ill in add ition  still resu lt in an  im p rovem en t in the  co m p ress ib ility  o f  the  
im ages. H ence the psychov isua l test o f  section  7.2 .3  is carried  ou t u sing  the  B lack b o ard  and G irl 
im ages filtered  using  the orig inal v isually  lossless a ttribu te  va lues (see  T ab le  7 .15). L ike before , the 
im age is filtered  using  the v isua lly  lossless a ttribu te  va lues and then  used  as a  re ference  im age afte r 
b e ing  co m p ressed  w ith the JP E G  or JP E G  2000  C O D E C  to a  ra tio  o f  20 :1 . T he  orig ina l im age is then 
co m p ressed  and d ecom pressed  w ith  the  com pression  ra tio  be ing  con tro lled  by  the  observer. T he 
o b se rv er is then asked to vote fo r the po in t w here  they  th in k  th a t the  deg rad ed  im age (the  orig inal a fte r 
com p ress io n ) that they  th in k  m akes the tw o  im ages look  th e  sam e.
T ab le  7 .20  show s the  n u m b er o f  observers , as a  p e rcen tage , w ho th o u g h t that the  o rig ina l im age 
req u ired  a  low er com pression  ra tio  (a  h ig h er b it-ra te) than  the  im age th a t had  been filte red  beforehand . 
T h ere  w ere a to tal o f  7 observers w ho took  part in this experim en t. So  fo r ex am p le  using  the  
m o rpho log ical filter w ith  4nn connectiv ity , the po w er a ttribu te  and the  A F  filte r struc tu re , 79%  o f  the 
obse rv ers  though t that a  com pression  ra tio  o f  less th an  20:1 on  the o rig ina l im age lo o k ed  the  sam e as 
the  filte red  im age, w hich used  the v isua lly  lossless a ttribu te  value o f  2000 , co m p ressed  to  a ra tio  o f  
20:1 w hen  using  the JPEG  C O D EC . T his indicates th a t the  filte ring  im proves the co m p ress ib ility  o f  
the im ages w h ilst m ain ta in ing  the visual quality . H o w ev er if  the  JP E G  2 000  C O D E C  is used  to 
co m p ress the  ou tpu t o f  the  sam e filter, 57%  o f  the  o b servers tho u g h t that a  co m p ress io n  ra tio  o f  
g rea ter than  20:1 w as requ ired  from  the orig inal im ages to  m ake  it look  the  sam e as the  filtered . Thus 
th is case  show s th a t filte ring  has d eg raded  the  com pressib ility  o f  the  im ages.
F ilte r com bination  used  for the Percen tage o f  observers w ho  th in k  th a t the  o rig inal
re te rence  im age imaee comnressed to x:: 1 looks the same as the
C o n n ectiv ity  A ttribu te
F ilte r
filte red  co m pressed  to  20:1
S tructure JP E G JP E G  2000
<20:1 =20:1 I >20:1 <20:1 =20:1 1 >20:1
A rea
/Inn ..........................................
A F 43%  I 7% 50% 43% 7% 50%
ASF 64% 7% i 29% 50% 7% 43%
• riii
Pow er
A F 79% 0% 21% 36% 7% 57%
ASF 50% 0% 50% 36% 7% 57%
A rea
O n n ................
A F 57% 6% I 43% 36%  1 14% 50%
A SF 43% 14% 43° o 57% 7% 36%onn
A F 64% 0% 36% 50% 7% 43%rower
..A S F 43% 2 1 % 1 36% 2 1 %  ’ 0% 79%
T ota l over all the resu lts 55% 6% ! 39% 41% 7% 52%
Table 7.20: Results to show how many observers thought what compression ratios compared to the 
filtered at 20:1 (0.4bpp). The shaded results show the best outputs.
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For JPEG, overall the observers thought that 55% of the time that a compression ratio lower than 20:1 
was the same as the filtered images compressed to a ratio of 20:1, and that 6% of the time a 
compression ratio of 20:1 was thought to look the same. Thus for the majority of the cases, the 
observers showed that the filtered images produce images that can achieve either the same 
compression or higher whilst maintain the same visual quality as the original unfiltered images. 
However the JPEG 2000 CODEC shows the opposite. That is that overall, 52% of the observers said 
that a compression ratio higher than 20:1 was required to look the same as the filtered images 
compressed to a ratio of 20:1, thus showing that filtering impedes the CODEC’s abilities to compress 
the images. The original training data (see Table 7.16) showed the opposite for the JPEG 2000 
results. There are several possible reasons for this. The first is that the JPEG 2000 CODEC may act 
differently on the Blackboard and Girl images, producing more visible degradations than were visible 
on the training data. The second is that not enough images were used to get a true representation of 
the actual performance of the CODEC’s. This could be for the training data, the evaluation images, or 
both.
To give an indication of the increase in compression achievable using this simplification method, the 
average compression ratio lying in the best output range is averaged as shown in Table 7.21. For 
example, using the filter composed of the AF filter structure, 4nn connectivity and the power attribute, 
since 79% of the observers said that a compression ratio lower than 20:1 was seen to be of the same 
quality as the filtered compressed to a ratio of 20:1, the average of all of the compression ratios voted 
for that are lower than 20:1 are taken. In this case an average compression ratio of 16.2:1 is found. 
This gives a 24% increase in compression. The most frequently voted for compression ratio is not 
used as several of them have the same number of votes and without further testing, the best value 
would not be known. Unlike the original CODEC evaluation, see section 7.2.3, the 8nn connectivity 
shows to produce the best increase in compression. This could be caused from several reasons. The 
first may be that content of the images are more suited to this type of connectivity. The second reason 
is that the attribute values need further optimisation, it maybe that if the attribute values are changed, 
the best filter may change. The final possibility is that more images may need to be evaluated and/or 
used in training the system to better optimise and evaluate the attributes.
Filter combination used for the reference image. Average compression ratio for the
Connectivity Attribute Filter Structure
.. .................................I











Power AF 13.2 17.2ASF 13.6 25.2
Average for all results under 20:1 14.4 25.4
Table 7.21: The average compression ratio lying within the most frequently chosen range of Table
7.20.
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The best two filters for JPEG and JPEG 2000 are highlighted in Table 7.21. Figure 7.72 shows the 
original Blackboard image, the filtered version, which uses the AF filter structure, 4nn connectivity 
and the area attribute with the visually lossless value of 12. The last image shows the filtered image 
compressed and decompressed using the JPEG CODEC to a compression ratio of 20:1 (0.4bpp), 
which is used as the reference image. The degraded images, the original image compressed and 
decompressed are shown in Figure 7.73. This shows the image with the lowest compression ratio, 1:1 
(8bpp), that was voted for during testing, which shows no visible degradation at all. The second 
image shows the Blackboard image compressed to a ratio of 13:1, which is the average compression 
ratio voted for lying under a ratio of 20:1. Although some experts have said that they can see some 
degradation, few o f the non-experts are able to see a difference. The final image shows the highest 
compression ratio, 32:1 (0.3bpp), which was voted for during testing. This shows significant 
degradation to the quality of the image, most especially in the background where blocks can easily be 
seen.
The JPEG 2000 results are shown in Figures 7.74 and 7.75. Figure 7.74 shows the original 
Blackboard image, a filtered version using the ASF filter structure, 4nn connectivity and the area 
attribute with the visually lossless value of 15. The last image shows the filtered image compressed 
and decompressed using the JPEG 2000 CODEC to a ratio o f 20:1 (0.4bpp). The degraded images, 
shown in Figure 7.75, show that with the lowest compression ratio voted for, 12.2:1, and the average, 
15.8:1, that there is very little visible degradation in the images. However, the highest amount of 
compression voted for, 35.3:1, shows distortions that can be seen by most o f the observers. Many of 
the observers did comment that it was much harder to see differences with the JPEG 2000 CODEC 
than it was with the JPEG due to the sharp edges of blocks that are easy to see in JPEG.
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c) The filtered image (b) compressed and decompressed using the JPEG CODEC to a ratio of 20:1 
(0.4bpp). This is used as a reference image in the visual test.
Figure 7.72: The input, filtered and reference image used in testing.
b) Image filtered using 4nn connectivity, the AF filter structure and the area attribute with the visually
lossless value of 12.
a) Original 8bit greyscale, 720 x 576 Blackboard input image.
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a) Lowest compression ratio, 1.0:1 (8bpp), voted for during testing.
b) Average compression ratio, 12.8:1 (0.6bpp) that observers voted for under a 20:1 compression ratio.
c) Highest compression ratio, 32.1:1 (0.3bpp) that observers voted for.
Figure 7.73: The best JPEG result output, showing the lowest compression ratio voted for, the
average of those lying under a 20:1 (greater than 0.4bpp) compression ratio and the highest
compression ratio voted for.
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a) Original 8bit greyscale, 720 x 576 Blackboard input image
b) Image filtered using 8nn connectivity, the ASF filter structure and the area attribute with the visually
lossless value of 15.
c) The filtered image (b) compressed and decompressed using the JPEG 2000 CODEC to a ratio of 
20:1 (0.4bpp). This is used as a reference image in the visual test.
Figure 7.74: The input, filtered and reference image used in testing.
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a) Lowest compression ratio, 12.2:1 (0.7bpp), voted for during testing.
_  g
b) Average compression ratio, 15.8:1 (0.5bpp) that observers voted for under a 20:1 compression ratio.
c) Highest compression ratio, 35.3:1 (0.2bpp) that observers voted for.
Figure 7.75: The best JPEG 2000 result output, showing the lowest compression ratio voted for,
the average of those lying under a 20:1 (greater than 0.4bpp) compression ratio and the highest
compression ratio voted for.
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7.3 Conclusion
This chapter has shown two different ways in which mathematical morphology can be applied to 
preprocessing for image noise reduction and simplification. The first method described in section 7.1 
showed how mathematical morphology could be used for image noise reduction. Both the AF and 
ASF filter structures (see section 4.6.2), 4nn and 8nn connectivity and area, contrast, volume and 
power attributes (see section 6.2.2) have been evaluated. This has shown, that the filter structure, 
connectivity and attribute used depend largely on the amount o f noise present in the image. With a 
high degree of noise, 14dB the area attribute performs better than any other. The contrast attribute 
produces better results than the area only when there is little noise. Neither of these attributes are 
consistent though. For example, the contrast attribute performs best using 4nn connectivity and the 
ASF filter structure on the Barbara image corrupted with 14dB of noise. However using less noise, 
35dB and the AF filter structure and 4nn connectivity produce the optimum results. The volume 
attribute produces the optimum result using the 4nn connectivity and the ASF filter structure, 
regardless of how much noise is present. In addition, the volume attribute shows clearly that the 8nn 
connectivity results do differ depending on the filter structure used. However, with the exception of a 
high degree of noise, the power attribute performs significantly better than all other attributes. For 
most o f the test images (Barbara, Barbara 2, Boats and Goldhill), except for images with 14dB of 
noise, the AF filter structure and 4nn connectivity obtain the optimum output. Thus although the 
power attribute is more computationally intense, the complexity is reduced by the use of the AF filter 
structure. Most of the other attributes show the optimum when the ASF filter structure is used with 
4nn connectivity. Thus although the area, contrast and volume attributes are less complex, the ASF 
filter structure is far less efficient than the AF. It is also apparent that as the noise increases, so does 
the attribute value. This is due to the fact that more noise must be removed, which directly 
corresponds to requiring a larger attribute. If the amount of noise affecting an image is known, or a 
close guess is available, then the filtering can be accomplished by using a measure, the mean for 
example, o f the optimum values found for the test images at that level.
However, for the noise reduction, the amount of noise present is not always known. The amount of 
noise could be estimated using blind estimation 1143]. A similar approach to estimate the noise 
variance has been used to apply both noise filtering (see section 7.1.3) to unseen data, thus proving 
that the morphological filtering techniques can be successfully applied to any data and still improve 
the compressibility. It has also been shown that mathematical morphology can be used to process 
images whilst not degrading the visual quality (see section 7.2). This is useful for removing visually 
redundant information that would otherwise use bandwidth unnecessarily. The results from this 
section show that higher attribute values are acceptable when using 8nn connectivity. It was also 
shown that two images that were not used to train the system also can be filtered using this method 
without any visual degradation. It would be beneficial to use more images to train all of the systems 
developed, allowing for more accurate estimation of the attribute parameters for noise reduction and 
allow for a more suitable visually lossless value to be found. In addition, a much larger observer base 
would be beneficial to increase the feedback and eliminate any spurious data.
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8 Intermediate Area-Morphology
A lthough the morphological filtering methods shown in chapter 7 have been shown to be effective, they only processes the minimum and maximum parts of the image. Some images 
will contain a large number of these regions whilst others may contain very few. In addition, in many 
cases, parts o f the image are fairly flat but are neither a minimum nor maximum. This can be 
overcome to a certain extent by changing the value of h (see section 6.1.1.1). Another solution is to 
use Intermediate Regions. An intermediate region can be defined as a Flat Zone [73], [144] in the 
image that does not constitute a minimum or a maximum region. A flat zone is a region of pixels, 
which have exactly the same value (this includes minimum and maximum regions). However, as 
described earlier, noise can cause fluctuations in the image. Thus it is required that this is taken into 
account. Hence, an intermediate region can be redefined as a region of pixels, which have the same 
value within a given tolerance and are not contained in a minimum or maximum region. This is 
shown more clearly in Figure 8.1. The top image shows the input image whilst the middle and bottom 
show the seed regions and the regions at size 100. As can be seen, the majority of the image is not 
contained in a region (the grey areas) or are removed in the early stages of the growing algorithm.
There are two possible methods for implementing intermediate morphology. One is to combine the 
intermediates with the minima and maxima in an AOC (see section 4.6.2). This is termed an 
Intermediate AOC. The second method is to extract all flat zones and then grow them all as 
intermediates known as Full Intermediate AM. For both methods, the value of the region is the mean 
value of the pixels contained within it. Also, an intermediate region, unlike a minimum or maximum, 
grows to the pixel or region that has the closest value. However, this causes problems with the 
priority queue method as the neighbours no longer have the same priority (distance) on each pass and 
so have to be dynamically reordered. This could be done by re-evaluating the entire priority queue on 
each pass, but this decreases the efficiency of the code. Hence, the priority queue is considered 
useless for the intermediate regions. Since all o f the neighbours need to be re-evaluated on each pass 
anyway, a more efficient method is to store the neighbours as an array in the same way as the pixels in 
the region are stored. This shows that an intermediate region will be far less efficient, in terms of 
computational power than the minima or maximas.
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a) Input image -  Barbara 2, left eye enlarged on the right
b) Seed regions. White maxima regions, black minima regions
c) Region after growing to a size of 100.
Figure  8.1: Exam ple  to show how much of the image (B a rb a ra  2 a t 8bit greyscale, 720 x 576
pixels) is actually  affected.
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8.1.1 Implementing Intermediate Area-Open-Close
Firstly, as in any other method the regions are extracted. This is done by first extracting the minima 
and maxima regions. From the areas that are not in a region, the flat zones are extracted (see Figure
8.2). The regions are then grown in the same way as before. That is, each region of size 1 is grown, 
then size 2. This process repeats until a set target is reached.
9 3 1 0 1 9 3 1 0 1 9 3 1 0 1
5 1 6 7 1 5 1 6 7 1 5 1 6 7 1
1 2 1 7 1 1 2 1 7 1 1 2 1 7 1
1 0 0 5 1 1 0 0 5 1 1 0 0 5 1
7 7 1 0 1 7 7 1 0 1 7 7 1 0 1
Extract the local and Extract the local and Extract the local and
regional maximums. regional minimums. regional flat zones.
Figure 8.2:Example of how regions a re  ex trac ted  and  labelled.
However, there is now the problem of what happens when a region collides with an intermediate 
region. There are four possible actions to take:
• Do not allow any regions to merge
• Allow intermediates to have priority, hat is any region trying to merge with an intermediate 
will become an intermediate.
• Allow minima and maxima to have priority, that is any minima or maxima region merging 
with an intermediate, will cause the intermediate to become a minima or maxima.
• Allow the first come to have priority.
Results of these methods are shown in Figures 8.3 -  8.5. As can be seen from the results, the best 
method is to allow minimum and maximum regions to have priority. Unless stated otherwise, this is 
the method that will be used from this point forward. However, these results also show that this 
method actually degrades the CODEC performance in places, making it harder to compress than the 
unprocessed image. Also, none of the intermediates comes close to the result obtained from a 
standard Area-Open-Close of the same size.
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■a— Standard AOC 
-x— Int, No Merging 
*  Int, Int Priority 
-t— Int, Min/Max Priority 
■&■■ Int, First come
Compression ratio
a) Rate distortion for the Barbara 2 image using intermediate morphology using the JPEG CODEC.
Un-process ed 
Standard AOC 
Int No Merging 
Int Int priority 
Int Min Max priority 
Int First come
o' 35
10 15 20 25
Compression ratio
30
b) Rate distortion for the Barbara 2 image using intermediate morphology using the JPEG 2000
CODEC.
Figure 8.3: PSNR (dB) against compression ratio using the intermediate methods.
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Figure 8.4:
im age.
im age -  B arbara  2
b ) F irst com e priorii
c) In term ediate  reg ions have p rio rity  
Example o f  intermediate filtered images using the 8bit greyscale 720 X 576 Barbara 2
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Figure 8.5: Example o f  intermediate filtered images using the 8bit greyscale, 720 X 576 Barbara 2
image.
a) Input image -  Barbara 2
b) Minima and maxima regions have priorii
c) No merging is allowed between different region types.
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An intermediate region will grow until the target area size is reached. It is suspected that this is what 
is causing the degradation in performance. This can change region values by a large amount. 
Therefore, to improve performance a mechanism is needed to reduce the amount of processing done 
on the image by intermediate morphology. Two methods have been used to attempt this:
• Use a morphological gradient to select intermediate seed regions,
• Use a closest match function to select intermediate seed regions.
Both methods are looked at in the following two sections.
Instead of using all flat zones as intermediate regions, the Morphological Gradient is used as a mask. 
First the image is processed with the morphological gradient as given by:
where A is the image and B is the structuring element. Morphological reconstruction is then used to 
extract the minimums from this in the same way that the minimum and maximum regions were 
extracted. The regions are then labelled as intermediates (see Figures 8.6 and 8.7). If a pixel is 
already in a minimum or maximum region, then they are left in that region. This method is then 
evaluated in the same way as before. The results are shown in Figures 8.8 and 8.9. The results show 
this to be an improvement upon the previous method, however it still does not perform as well as the 
standard Area-Open-Close method.
Figure  8 .6 :  T he  8bit greyscale, 720 X 576 B a rb a ra  2 image used as the  in pu t  for in te rm edia te
8.1.2 Intermediate Morphological Gradient
g [a b ) J a b b ) ^ a b b )
(8 . 1)
m orphology filters shown in Figure 8.7.
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a) Gradient of the image (note it has been scaled to make the image visible).
b) Reconstructed gradient (Again this has been scaled).
hipssil
c) Extracted intermediate regions.
Figure 8.7: Region extraction using the morphological g rad ien t.
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- x — Un-processed 
—B - Standard AOC 
- a-  Intermediate Morphology
10 15 20 25
Compression ratio
30 35
a) Rate distortion of the Barbara 2 image after filtering with the intermediate morphology using the
JPEG CODEC.









a) Rate distortion o f the Barbara 2 image after filtering with the intermediate morphology using the
JPEG 2000 CODEC.
Figure 8.8: Intermediate morphological results for an compressing the Barbara 2 image after
filtering using an area size of 100.
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8bit
greyscale, 720 x 576 B a rb a ra  2 image.
8.1.3 Intermediate Distance
The second method that has been used to try to improve intermediate morphology is to use a distance 
function as given by:
D „ { B )  = m i n j , ^  -  (8.2)
This finds the closest value to the current pixel. If a neighbouring pixel is the same value, then the 
distance will be 0. The transform is applied on the entire image with the resulting image will mark 
any flat regions with a 0. Any area set to 0 is then extracted. This is done such that all the pixels with 
the same value are grouped together. Figure 8.10 shows this more clearly. The results for this method 
are shown in Figure 8.11 and Figure 8.12. Unfortunately the performance is not improved much.
a) Input image -  Barbara 2
b) Intermediate filtered image using the gradient method with an area size of 100. 
Figure  8.9: Example to show the result of the g rad ien t  in te rm ed ia te  method using the
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a) Input image -  Barbara 2
b) Result from the distance function. This has been scale to make it visible. Black indicates a flat
region.
c) Extracted intermediate regions (shown as black).
Figure 8.10: Sample using the 8bit greyscale, 720 X 576 Barbara 2 image to show the regions
extracted by the distance method.
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Compression ratio
a) Rate distortion graph for the Barbara 2 image using the JPEG CODEC.
—x— Unprocessed 
- B -  Standard AOC 







25 30 35 400 5 10 15 20
Compression ratio
b) Rate distortion graph for the Barbara 2 image using the JPEG 2000 CODEC. 
Figure 8.11: Performance of the intermediate morphology distance method.
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Figure
8.1.4 Full Intermediate Area Morphology
This is the second method that has been implemented for attempting an implementation of 
intermediate area morphology. In this method, the flat zones for the entire image are extracted so that 
every pixel is in a region. The regions are then grown as was done in the previous methods. This 
method is more complex than any of the others attempted. However, some advantages are gained 
through this method. For example, in previous methods, if a neighbouring pixel were already in a 
region, then the list of regions would have to be traversed in order to find the region. In some cases be 
very time consuming and inefficient. Since every pixel in this method is in a region, the neighbours 
are stored as pointers to the region that the neighbour is in. Hence the neighbouring region is 
available instantly. Figures 8.13 and 8.14 show results of this method. As can be seen, there is not 
much of an improvement in performance and is perhaps the worst of all the methods attempted.
a) Input image -  Barbara 2
b) Resulting image from the distance method
8.12: Sample images to show the result of the gradient intermediate method.
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—x— Un-processed 
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a) Rate distortion graph using the full intermediate area morphology and the JPEG CODEC.
- Un-processed
CDv







b) Rate distortion graph using the full intermediate area morphology and the JPEG 2000 CODEC. 
Figure 8.13: PSNR (dB) against compression ratio to show the performance of the full
intermediate method.
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greyscale, 720 X 576 Barbara 2 image.
8.2 Conclusion
This chapter has attempted to widen the morphological approach so that all pixels in the image would 
be affected. Whilst some morphological operators do this, the standard dilation for example, it was 
hoped that this technique would provide more control over the filtering process and give a better 
performance. However, whilst some of these intermediate methods do still improve the compression 
performance, none give as good a performance as the standard Area-Open-Close methods described in 
chapter 7. Hence it has been concluded that there is little to be gained from the intermediate methods 
and hence no further development has been attempted.
Barbara 2
b) Resulting image from using the full intermediate method to an area size of 100. 
Figure 8.14: Sample images to show the result of the full intermediate method on the 8bit
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9 3D Preprocessor Development For Noise 
Reduction
hapters 6 and 7 developed a spatial preprocessing systems for digital images. This chapter looks
at developing this further to form a spatio-temporal (3D) preprocessing system for digital video. 
This is advantageous in video processing, as adjacent frames are in most cases correlated, whereas 
noise is uncorrelated, and therefore the frames contain redundancy. In addition, because motion is 
involved, the properties of the HVS (see chapter 3) can be used to increase the processing of the 
video. For example, objects that appear only on one frame can be removed, as the previous and next 
frames will mask this object. Since the 2D methods showed that the power attribute removed more 
noise than any other attribute, this is the main attribute used for the spatio-temporal filtering, with the 
area attribute used to provide a comparison. Two sequences, Kiel and Foreman, are used for 
evaluation after being corrupted with AWGN (see section 5.1.1) to give a PSNR of 28.12dB and 
28.14dB respectively. The sequences are Common Image Format (CIF) sized, 352 x 288 at 25fps, 
with 50 frames for the Kiel sequence and the first 150 frames o f the Foreman sequence being used. 
Only the luminance (y) channel is used making them 8bit greyscale. Hence the uncompressed 
bandwidth is 19.34Mbps. All o f the CODEC evaluations are performed at a compression ratio of 
20:1, which gives 0.4bpp or 990Kbps.
All of the methods developed in this chapter use the pixel queue algorithm (see section 6.1) and the 
Efficient ASF method (see section 6.3.1). Although this is one of the slowest methods to execute, it is 
used due to the fact that it is much easier to experiment with and measure various parameters with 
than both the Max-tree (see section 6.1.4) and Wilkinson’s (see section 6.1.5) methods. Hence this 
chapter is concerned with the development of new spatio-temporal filtering methods and not the 
efficiency o f the implementation. Thus several o f the algorithms described are very slow but could be 
optimised in future work.
Before proceeding with the development of 3D morphological filtering methods, two current methods 
are used as a comparison. The first technique is the standard spatial Gaussian filter (see section
5.3.1.2) and the second is the spatio-temporal K-NN approach (see section 5.3.3), which will then give 
a basis for the morphological methods to out perform. Two sequences, Foreman and Kiel are used, 
after being corrupted with AWGN (see section 5.1.1). These are then filtered, compressed and 
decompressed using the four CODEC’s listed below, which provides an additional basis for 
improvements to be made upon:
9.1 Spatial Processing of Video
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• MJPEG,
• MPEG-II [18],
•  H263 [25],
• BWV [142],
9.1.1 Gaussian Filtering
The Gaussian filtering method (see section 5.3.1.2) is used for a comparison, as the Gaussian is a well 
known and understood filtering tool. Although it is possible to extend the Gaussian function into 
other dimensions, a simple spatial only method is used. Thus each frame is filtered independently, 
which avoids the need for any complicated motion tracking system to allow for spatio-temporal 
filtering. The two sequences are corrupted with AWGN (see section 5.1.1) so that the noisy images, 
when compared to the originals, have a PSNR (see section 3.2.1) of 28.14dB and 28.12dB for the 
Foreman and Kiel sequences respectively. Gaussian filtering is then applied to the corrupted 
sequences. However, as with the noise removal for images (see section 7.1), there are two variables, 
a  and the mask size that need to be selected, which is accomplished by iterating through different 
values for each. The value of a  is varied from 0.1 to 1.0, in steps of 0.1 and the mask size is varied 
from 3 x  3 to 27 X 27 in steps of 2. The results shown in Figure 9.1 show that like the spatial results, 
the mask size and value of a  appear to depend upon the amount o f noise present in the image.
The best filter outputs are shown in Table 9.1. The Kiel sequence (see Figure 9.1a) produces the best 
filtered output using a cr of 0.5 and a mask size of 3 X 3 giving a PSNR of 29.74dB when compared to 
the uncorrupted original, thus giving an increase in performance of 1.62dB (i.e. 1.62dB of noise is 
removed from the image. Results for the Foreman sequence (see Figure 9.1b) show that the best filter 
uses a 3 x 3 mask size as did the best filter for the Kiel sequence but uses a a  o f 0.6 to give a PSNR 
of 32.1 ldB. This results in a much larger performance, 3.97dB, than the Kiel sequence showed. This 
is due to the fact that the foreman sequence has less detail, or edges, than the Kiel sequence, and 
therefore less critical information is removed through filtering.
Sequence 
(Noise level (dB)) ° Mask size | PSNR (dB)
K i e l  i  0 5 (28.12dB) 3 x 3  29.74
Foreman , 
(28.14dB) U& 3 x 3  32.11
Table 9.1: Optimum filter outputs using the Gaussian filtering method.
Figures 9.2 and 9.4 show the original and corrupted frames 10 and 100 respectively of the Foreman 
sequence whilst Figures 9.3 and 9.5 show the filtered outputs for frames 10 and 100 respectively. The 
first images of each, Figures 9.3a and 9.5a, show the best filter output. The second image, Figures 
9.3b and 9.5b, show results using a mask size of 9 X 9 and a a  o f 1.0. This lies between the best and 
worst outputs and gives a PSNR of 30.40dB, which is still an improvement although blurring of the 
frames is apparent. The last image, Figures 9.3c and 9.5c, show the worst filter output, which used a
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mask size of 3 x 3, although any mask size up to and including 27 x 27 produced the same result, and 
a ex of 0.1 and gave a PSNR of 28.14dB. Hence the worst output is the same as the noisy input 
sequence. This has shown that the Gaussian filtering method can be applied spatially to video 












a) Filter output for the Kiel sequence.
Mask size 
- * - 3 x 3  












b) Filter output for the Foreman sequence. 
Figure 9.1: Gaussian filter performance.
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a ) U n c o r r u p t e d  fr a m e  1 0  f r o m  th e  F o r e m a n  s e q u e n c e ,
b) Frame 10 corrupted with 28dB of noise.
Figure 9.2: Original and corrupted of frame 10 of the 8bit greyscale, 353 x 288 Foreman
sequence.
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a) Frame 10 filtered with the Gaussian method using a mask size of 3 X 3 and a a  of 0.6. This is the 
best filter output resulting in a PSNR of 32.11 dB.
* % *
b) Frame 10 filtered with the Gaussian method using a mask size of 9 x 9 and a cr of 1.0. This lies 
between the best and worst combinations resulting in a PSNR of 30.40dB.
c) Frame 10 filtered with the Gaussian method using a mask size of 3 X 3 and a cr of 0.1. This is the 
worst filter output resulting in a PSNR of 28.14dB.
Figure 9.3: Gaussian filtering of frame 10 of the Foreman sequence.
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a) Uncorrupted frame 100 from the Foreman sequence, 
igf—^  v  ‘v
b) Frame 100 corrupted with 28dB of noise.
Figure 9.4: Original and corrupted of frame 100 of the 8bit greyscale, 352 X 288 Foreman
sequence.
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:
a) Frame 100 filtered with the Gaussian method using a mask size of 3 x 3 and a a  of 0.6. This is the 
best filter output resulting in a PSNR of 32.1 ldB.
b) Frame 100 filtered with the Gaussian method using a mask size of 9 x 9 and a cr of 1.0. This lies 
between the best and worst combinations resultingin a PSNR of 30.40dB.
SlSMfM -X X 1
c) Frame 100 filtered with the Gaussian method using a mask size of 3 X 3 and a a  of 0 .1. This is the 
worst filter output resulting in a PSNR of 28.14dB.
Figure 9.5: Gaussian filtering of frame 100 of the Foreman sequence.
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9.1.2 K-Nearest Neighbour Filtering
The K-Nearest Neighbour (K-NN) approach (see section 5.3.3), is used as a second comparison. This 
is a very simple filtering system that has been shown to work very effectively. This works by filtering 
a frame using the two adjacent frames to calculate the output for the current frame. A window around 
the current frame is extracted and the pixels ranked according to their distance, in intensity, from the 
current pixel. The output of the filter is then the average of the K  closest values. A block window of 
3 x 3 x 3  pixels is used, thus only the number of neighbouring pixels to be used is to be found. This is 
found by iterating through various values of K, that is the number of nearest neighbours to the current 
pixel to use, starting from 2 and finishing at 27. Note that a value of 1 will not actually filter the 
image and a value of 27 converts this filter to a mean filter.
Figure 9.6 shows the results for the K-NN filter. This shows that best amount o f nearest neighbours to 
use differs for both sequences with the optimum filtering for the Kiel sequence being found to be 
when 9 of the nearest neighbours are used giving a PSNR of 29. lOdB and 19 of the nearest neighbours 
used for filtering the Foreman sequence to achieve the optimum PSNR of 31.44dB. Both sequences 
show that too much filtering, for example when all of the neighbours are used, the output o f the filter 
has a PSNR value that is worse than the noisy sequence. For example if all o f the neighbours are used 
on the Kiel sequence, the filter is actually then just a mean or moving average, the resultant PSNR is 
22.35dB. Figures 9.7 and 9.9 show the input frames 10 and 100 respectively from the Foreman 
sequence both uncorrupted and corrupted with 28dB of AWGN (see section 5.1.1). Figures 9.8 and 
9.10 show the filtered frames with the first image (Figures 9.8a and 9.10a) showing the best filter 
output, which is produced by using the 19 nearest neighbours to give a PSNR of 31.44dB. The second 
image, Figures 9.8b and 9.10b, show a result using 5 o f the nearest neighbours, which is in-between, 
the best and worst results giving a PSNR of 29.15dB. The last image, Figures 9.8c and 9.10c, shows 
the worst filter combination. This used all of the neighbours, which is the same as a moving average 
or mean filter, and resulted in a PSNR of 26.66dB. Thus the worst filter actually increases the 
degradation to the sequence by 1.48dB.
Visually the best filter (see Figures 9.8a and 9.10a) shows clearly that noise is reduced as does the 
results that lay in-between the best and worst results (see Figures 9.8b and 9.10b), although noise is 
still visible. The worst result (see Figures 9.8c and 9.10c) has actually removed a great deal of noise, 
but in doing so has also removed a significant amount o f detail, which has resulted in a blurred 
sequence. Compared to the Gaussian method (see section 9.1.1), the results o f this method are not as 
good, but are not too far away. For example the Kiel sequence has a best PSNR o f 29.74dB for the 
Gaussian filter and 29.10dB for the best K-NN filter. However, the K-NN method has only one 
parameter that needs to be found and requires no mask to be computed or stored, thus resulting in a 
more efficient algorithm.
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Number of nearest neighbour* to use (K)









Number of nearest neighbours to
b) Filter output for the Foreman sequence. 
Figure 9.6: K-NN filter performance.
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Figure 9.7: Original and corrupted of frame 10 of the 8bit greyscale, 352 X 288 Foreman
sequence.
a) Uncorrupted frame 10 from the Foreman sequence
&IEMEW*
b) Frame 10 corrupted with 28dB of noise.
x
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resulting in a PSNR of 31.44dB
St&M EttS
with the K-NN method using 19 of the neighbours giving the
worst
b) Frame 10 filtered with the K-NN method using 5 of the neighbours giving a result between the best 
and  results. This filter output results in a PSNR of 29.15dB.
c) Frame 10 filtered with the K-NN method using all of the neighbours giving the worst filter output
resulting in a PSNR of 26.66dB.
Figure 9.8: K-NN filtering of frame 10 of the 8bit greyscale, 352 x 288 Foreman sequence.
a) Frame 10 filtei best filter output
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a) Uncorrupted frame 100 from the Foreman sequence
b) Frame 100 corrupted with 28dB of noise.
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a) Frame 100 filtered with the K-NN method using a 19 of the neighbours giving the best filter output
resulting in a PSNR of 31,44dB.
b) Frame 100 filtered with the K-NN method using 5 of the neighbours giving a result between the best
and worst results. This filter output results in a PSNR of 29.15dB.
c) Frame 100 filtered with the K-NN method using all of the neighbours giving the worst filter output
resulting in a PSNR of 26.66dB.
Figure 9.10: K-NNfiltering of frame 100 of the 8bit greyscale, 352 x 288 Foreman sequence.
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9.1.3 Morphological Filtering
Before proceeding with the development of a 3D morphological system, the 2D morphological filters, 
namely the 2D attribute filters are used with the area and power attributes to process each frame of a 
sequence individually using the lossless values determined in section 7.2. The power attribute is used, 
as it is the best attribute at removing noise in 2D compared to area, contrast and volume. A 
comparison is made to the area attribute, which then gives a starting point from which to improve 
upon. For the 2D, the optimum attribute is found by increasing the attribute, starting from 1, and 
measuring the PSNR between the filtered noisy image and the original. Table 9.2 gives the optimum 
attribute values found (i.e. the attribute values that give the highest PSNR value). As can be seen, the 
4nn connectivity provides better results than the 8nn, which was also apparent in the 2D noise 
removal results (see section 7.1). The power attribute shows the AF filter structure producing slightly 
better results than the ASF (see section 4.6.2) for both sequences. However, the area attribute only 
shows this for the Foreman sequence, whereas the Kiel sequence shows both the AF and ASF filter 


































































Area 10 32.35 10 32.32 12 31.13 12 31.13
Power 1585 33.06 1585 32.96 2498 31.71 2498 31.71
Kiel
28.12dB
Area 2 | 29.27 2 29.27 3 28.96 3 28.96
Power 740 30.26 I 740 30.24 841 29.89 841 29.89
Table 9.2: Optimum attribute values for spatial processing of video. Shaded cells show the best 
results, outlined cells show the worst results.
The input frame 10 and resultant filtered images are shown in Figures 9.11 and 9.12 and for frame 100 in 
Figures 9.13 and 9.14 respectively. The input images shown in Frames 9.11 and 9.13 show both 
uncorrupted and corrupted with 28dB of AWGN. Figures 9.12 and 9.14 show the filtered frames with the 
first image (Figures 9.12a and 9.14a) showing the best filter output, which is produced by using 4nn 
connectivity, the AF filter structure (see section 4.6.2) and the power attribute with a value of 1585. This 
gives a PSNR of 33.06dB when compared to the uncorrupted original sequence. This is better than the 
best result obtained using either the Gaussian method (see section 9.1.1), which gave a PSNR for the best 
combination of 32.1 ldB, or the K-NN method (see section 9.1.2), which gave a PSNR of 31.44dB. The 
second images, Figures 9.12b and 9.14b, show a result using 4nn connectivity, the ASF filter structure 
(see section 4.6.2) and the area attribute with a value of 10. This result is in-between, the best and worst 
results and gives a PSNR of 32.32dB, which is still better than that achieved by the Gaussian filtering. 
The last images, Figures 9.12c and 9.14c, shows the worst filter combination, which uses 8nn 
connectivity, the AF filter structure and the area attribute with a value of 12. The ASF filter structure also 
produced identical results. This combination resulted in a PSNR of 31.13dB, which is only 0.3 ldB worse
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than the best K-NN filter combination. Visually, it is much clearer to see that noise has been removed 
using the morphological filters.
a) Uncorrupted frame 10 from the Foreman sequence.
b) Frame 10 corrupted with 28dB of noise.
Figure 9.11: Original and corrupted frame 10 of the 8bit greyscale, 352 X 288 Foreman sequence.
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the AF filter structure and the
the ASF filter structure and
a) Frame 10 filtered using 4nn connectivity, the AF filter structure and the power attribute with a value 
of 1585. This is the best filter output resulting in a PSNR of 33.06dB.
b) Frame 10 filtered using 4nn connectivity,
of 10. This result lays in-between the best and worst results and
the area attribute with a value 
of 32.32dB.
c) Frame 10 filtered using 8nn connectivity, the AF filter structure and the area attribute with a value of 
12, which gives the worst result. This gives a PSNR of 31.13dB.
Figure 9.12: Morphological filtering of frame 10 of the 8bit greyscale, 352 x 288 Foreman
sequence.
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i&iEMiiKS,
a) Uncorrupted frame 100 from the Foreman sequence.
b) Frame 100 corrupted with 28dB of noise.
Figure 9.13: Original and corrupted of frame 100 of the 8bit greyscale, 352 x 288 Foreman
sequence.
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lays in-between the best and worst results and gives a
of 1585. This is the best filter output resulting in a PSNR of 33
EMf.hS ,||gp—~ \  V
the AF filter structure and the r attribute with a 
06dB.
b) Frame 100 filtered using 4nn connectivity, the ASF filter structure and the area attribute with a value 
of 10. This result  PSNR of 32.32dB.
c) Frame 100 filtered using 8nn connectivity, the AF filter structure and the area attribute with a value 
of 12, which gives the worst result. This gives a PSNR of 31.13dB.
Figure 9.14: Morphological filtering of frame 100 of the 8bit greyscale, 352 x 288 Foreman
sequence.
a) Frame 100 filt 
value
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9.1.4 Compression Results
Although noise has been reduced using the Gaussian, K-NN and morphological spatial filters, there is 
no guarantee that the filtered sequences will result in better compression. Thus both sequences are 
preprocessed using the optimum values found for the Gaussian, K-NN and morphological filters and 
then compressed using the four CODEC’s to a ratio of 20:1 (0.4bpp or 990Kbps). The sequences are 
both 352 x 288 pixels and only the y channel is used making them 8bit greyscale. In addition the 
sequences are played at a frame rate of 25fps so the uncompressed bandwidth is 19.34Mbps and the 
compressed data has a bandwidth of 990Kbps. To perform the compression tests, sequences are first 
filtered if required, then compressed and decompressed using a CODEC and the resultant output 
compared to the original uncorrupted input sequence.
Tables 9.3 and 9.4 show the output of the CODEC using the best sequences filtered using the 
Gaussian (see section 5.3.1.2), K-NN (see section 5.3.3) and spatial morphological (see chapter 7) 
filtering methods. The results show that the CODEC itself will perform some filtering. This is shown 
by the output of the un-processed sequences. For example, the Foreman sequence has 28.14dB of 
noise, but after it has been compressed and decompressed with the MJPEG CODEC, without any 
preprocessing, it has a PSNR of 31.32dB. The first set of results, see Table 9.3, shows that the 
Gaussian outperforms the K-NN filter as it did with simple noise reduction. The difference between 
the Gaussian filtered sequences and the K-NN filtered sequences is shown further by the Kiel 
sequence. For example using the Kiel sequence and the H263 CODEC, the Gaussian filtered 
sequence produces a PSNR of 32.66dB once compressed whereas the K-NN filter produces a PSNR 
of 30.68dB. All of the filter outputs do however always produce a better output than had no filtering 




Un-processed Filtered using Gaussian
Filtered using 
K-NN
MJPEG 31.32 34.20 33.77
Foreman MPEG-II 31.24 35.24 35.04
(28.14dB) BWV 30.52 34.77 34.27
H263 32.16 36.42
MJPEG 27.21 29.53 27.91
Kiel MPEG-II 28.10 30.71 28.89
(28.12dB) BWV 27.39 29.23 27.87
H263 30.25 32.66 30.68
Table 9.3: CODEC PSNR output at a compression ratio of 20:1 (0.4bpp or 990Kbps) using 
Gaussian and K-NN preprocessed sequences. Shaded cells show the best result for that particular
configuration.
The second set of results, see Table 9.4, show the results for using morphological preprocessing. The 
filter combination that produces the best compressed sequence for the area attribute is the same as the 
optimum filter for noise reduction. For example, using the Foreman sequence, the optimum filter 
combination used 4nn connectivity and the AF filter structure for noise reduction. This combination 
also produces the best compressed output for all except the BWV CODEC. The Kiel sequence shows
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the same for the area attribute, that is that the optimum noise reduction filter also produces the best 
CODEC output. However, the power attribute shows that the best CODEC output is produced mostly 
from the same combination that produced the best noise reduced output. The two exceptions being 
when the Foreman sequence is used with the MJPEG CODEC and the Kiel sequence is used with the 
BWV CODEC. The best result for both the Foreman and Kiel sequences are obtained with the AF 
filter structure, 4nn connectivity and the H263 CODEC. Thus showing that the performance of the 
preprocessing also depends on the CODEC used. Finally, the power attribute also produces the 
highest PSNR output for all filter configurations. The morphological filtering is shown to be better 
than both the Gaussian and K-NN filtering (see section 9.1.3). However, these results show that the 
Gaussian filtered sequences produce more compressible sequences, as it is the Gaussian results that 
have a higher PSNR, indicating that the CODEC’s are storing more information in the same amount 
of data. This has proven that reducing noise increases the compressibility of a video sequence. Like 
the spatial noise reduction, the power attribute produces the best results using the morphological 
filtering. The majority of the results show that the 4nn connectivity results in a better output than the 
8nn and that the AF is generally better than the ASF. Both sets of results show clearly that the H263 
CODEC performs better than MJPEG, MPEG-II and BWV. In addition, the output of all un­
processed sequences show an improvement in the PSNR over the noisy sequences. Similarly, all 
filtering combinations result in a further improvement on the PSNR, showing that the preprocessing 






AF ASF AF I ASF
Foreman
28.14dB
MJPEG Area 31.32 32.57 32.56 32.44 | 32.44
Power 32.77 32.69 32.75 32.75
MPEG-II Area 31.24 33.34 33.31 32.82 | 32.82
Power 33.62 33.58 33.17 33.17
BWV Area
i
30.52 32.87 32.88 32.61 32.61
Power 33.03 33.01 32.87 32.87
H263 Area 32.16 34.27 34.24 33.77 | 33.77
Power 34.71 34.67 34.13 34.13
Kiel
28.12dB
MJPEG Area 27.21 27.33 27.33 27.31 | 27.31
Power 27.67 27.54 27.55 27.55
MPEG-II Area 28.10 28.56 28.56 28.44 | 28.44
Power 28.99 28.98 28.82 28.82
BWV Area 27.39 27.59 27.59 27.59 | 27.59
Power 27.71 27.70 27.72 27.72
H263 Area 30.25 30.53 30.53 30.31 | 30.31
Power 30.84 30.82 30.79 30.80
Table 9.4: CODEC PSNR output at a compression ratio of 20:1 (0.4bpp or 990Kbps) using
morphologically preprocessed sequences. Shaded cells show the best result for that particular 
configuration and the outlined cells show the worst output.
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9.2 Spatio-temporal morphological filtering
Although the spatial morphological filtering methods have shown to increase the performance of a 
video CODEC, processing spatial introduces flicker between frames. This can be seen as either noise, 
which is removed in one frame and not the next, or a change in the brightness of the frame. Either 
way it can be annoying for an observer. Hence a spatio-temporal filtering system is required that will 
not only filter a frame, but will also filter adjacent frames. This will help to reduce flicker and remove 
more noise. Since noise is uncorrelated both spatially and temporally, it is thought that this method 
will allow the noise to be better isolated and hence remove the noise whilst keeping more of the 
frames visually intact. Extension to 3D also changes the attribute types. The are attribute actually 
becomes volume for example as it is spread into another dimension. However, it is still measured by 
counting the number of pixels in the region, so is not the same measure as the volume that was 
defined for spatial use (see section 6.2.2.3). Hence to keep things simple and easy to compare to, the 
3D version of area is simply referred to as ‘Area x time’. Similarly the power is simply measured as 
‘Power x time’.
9.2.1 Non-Overlapping Window Processing
The most obvious starting point to developing a 3D preprocessing system is to simply take the 2D 
method, and extend it to 3D (see chapter 4). This is a relatively simple method. Blocks of frames, 
much like the GOP (see section 2.3.6), are extracted and processed. The block is then moved to the 
next block as shown in Figure 9.15, processing the frames in a non-overlapping manner. The process 
is repeated until all frames have been processed. The reconstruction process and extrema region 
growing are modified to encompass the previous and next frames using the principles described in 
chapter 4. However, the connectivity has to be redefined as shown in Figure 9.16. Values from other 
blocks are not taken into account when processing the current block. For example, when processing 





Figure 9.15: Non-overlapping spatio-temporal filtering.
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0 1 0 1 1 1
1 1 Current Frame. 1 1
0 1 0 1 1 1
Figure 9.16: Extension of the 4nn (left) and 8nn (right) to 3D giving the 6nn (or 4 ^  ) and 26nn
3/D(or 8„„ ) respectively.
The optimum results for this method are shown in Table 9.5. This shows that for the Foreman 
sequence, using the power attribute, 4 ^  connectivity, the AF filter structure and a block size of 3 
produces the best performance with a PSNR increase of 4.34dB compared with an increase of 3.96dB 
using the area attribute with the same connectivity and filter structure. The best performing 
combination for the Kiel sequence using the power attribute is produced using either the AF or ASF 
filter structure using 4 ^  connectivity and a block size of 3, which gives an increase in performance 
of 1.98dB. However, using the area attribute, the best filter is produced using the same connectivity 
and both the AF and ASF filter structures with an increase of 1.14dB being achieved. Regardless of 
the filter combination used, an improvement on the PSNR is always achieved. Hence if real time 
operation is required then the fastest filter could be used knowing that it will remove some o f the
noise, although it may not be the best solution for noise reduction. For the 4 ^  connectivity, the AF 
filter structure results are the same as or better than those produced by the ASF filter structure. The 
4 ^  connectivity also produces better results than the 8 ^  connectivity. The AF and ASF filter
structures produce identical PSNR values when used with 8™ connectivity, which coincidently 
always produces the worst output. In addition it can be seen that the optimum results for each 
combination of attribute, connectivity and filter structure are obtained using a block size of 3 and the 
worst output is produce using a block size of 7. As the block size increases, the performance of the 
preprocessor drops and the attribute value rises. Thus the complexity of the preprocessor also rises 
with no extra gain.
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Comparing these results to those using the spatial only morphological processing (see section9.1.3), it 
is clear that the results obtained using this method is not as good as the spatial only. For example 
using the spatial only method, the power attribute, 4nn connectivity, the AF filter structure and the 
Foreman sequence, the filtered output has a PSNR of 33.06dB. Using this non-overlapping method 
with the same filter combinations and a block size of 3, the filtered output has a PSNR of 32.48dB. 
However, when compared with the Gaussian (see section 9.1.1) and K-NN (see section 9.1.2) filtering 
methods, a slight gain in performance is achieved over these methods. The Gaussian method achieves 
a PSNR of 32.11 dB and 29.74dB (see Table 9.1) for the Foreman and Kiel sequences respectively. 
In addition this method has the advantage that it can reduce flicker observed between frames although 
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P n u /p t* 3 4134 32.48 3844 | 32.46 10401 29.80 10401 29.80ruwci
x time : 5 6000 32.24 5000 32.23 15294 29.51 15803 29.51
: 7 6081 32.15 6081 32.14 21117 29.41 21117 29.41
3 3 29.26 3 29.26 6 28.76 6 28.76
CQ
Area X 
time 5 3 29.24 Z I I Z . 29.24 8 28.72 8 28.72l-M
7 3 29.23 3 29.23
8  1
I 28.70 j1 8 1\ 28.70
^  oo P n w p r 3 898 30.10 898 30.10 1294 29.12 1294 29.12I UWVl
x time ...5 898 30.03 898 30.03 1402 28.97 1439 28.97
; 7 898 30.01 898 30.00 1295 28.94 1295 28.94
Table 9.5: Optimum attribute values and resultant PSNR for non-overlapping method. Shaded 
cells show the best result for that particular configuration and the outlined cells show the worst
output.
9.2.1.1 Compression Results
Although this method is 3D, it will not process as much of the data as the 2D method. This is due to 
the relation hip between 2D and 3D extrema:
^Dextrema extrema (9-0
As a result, some of the 2D extrema will not be 3D extrema. Since this method only processes 3D 
extrema, there will be a proportion of the 2D extrema that are not grown. However, although not as 
much noise is removed as is by the 2D method, it may compress better due to the temporal noise 
being reduced resulting in a higher correlation between adjacent frames. Thus the optimal filter 
values are used to preprocess the sequences, which are then compressed to a ratio of 20:1. The results 
are given in Table 9.6. The results all show an increase in the PSNR compared to the noisy
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unprocessed sequences. With one exception, when using the Foreman sequence the AF filter 
structure and 4 ^  connectivity produce better results than the ASF filter structure. However, when
8 ^  connectivity is used, the ASF filter structure produces results that are better or equal to the AF 
filter structure with two exceptions. The Kiel sequence is less correlated showing an equal split 
between the filter structures that produce the best results using 4 ^  connectivity. When 8 ^  
connectivity is used, the AF and ASF filter structures produce identical results with three exceptions. 
The 4 ^  , which is the 3D equivalent to the 4nn is shown to always be better than the 8 ^  for both 
sequences. This was shown to be true for both the image noise reduction (see section 7.1) and for the 
spatial only processing of image sequences (see section 9.1). Some of the results do show an 
improvement over the compression results obtained through spatial only filtering. Thus although the 
noise reduction was not as good as the spatial method, many of the compressed results are better. 
This is due to the fact that this method smoothes data temporally, allowing adjacent frames to be 
correlated more than is possible with spatial filtering, which allows the motion compensation part of 
the CODEC to find a better match than is possible with the spatial filtering. When these results are 
compared compression results using the Gaussian and K-NN filtering (see section 9.1.4), it can be 
seen that both of these systems produce more compressible sequences. The Gaussian can produce 
flickering results as adjacent frames are not used in calculating the output. It is debatable though as to 
whether they are visually better, which is looked at in section 9.4.
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PS N R  (dB )










A F A S F A F A SF
.... 3..... 32 .79 32 .78 31 .64 31 .64
O
w
A rea  x 
tim e 5 32.78 32 .78 31 .42 31 .42
7 31.32 32.80 32 .80 | 31 .38 31 .38
P»
S Pow er x 
tim e
3 32.94 32.94 32 .07 32 .07
5 32.94 32.93 31.85 31.85
7 32.94 32.93 31 .72 31 .72
A rea x 
tim e
3 33.37 33 .36 31 .57 31 .57




7 31 .24 33.38 33 .37 31 .32 31 .32
Pow er x 
tim e








5 33.53 33.53 31 .80 31 .80
7 33.50 33 .49 31 .67 31 .67
A rea x 
tim e
3 33.00 33 .00 31 .50 31 .50
UU CM





33.03 33.03 31 .16 | 31 .16
Pow er x 
tim e
3 33.17 33.17 31 .94 31 .94
5 33.12 32 .12 31 .64 31 .64
7 33.11 33.11 31 .49 31 .49
A rea x 
tim e
3 34.29 34 .28 32 .32 32 .32
5 34.29 34 .28 32 .04 32 .04
cnso 7 32 .16 34.30 34 .30 32.07 32 .08
DC
Pow er x 
tim e
3 34.60 34 .59 32 .86 32 .86
5 34.47 34 .47 32 .58 32 .58
7 34.45 34.44 32.43 32.43
A rea x 
tim e




5 27 .47 27 .47 27.33 27 .33
7 27.21 27 .47 27 .47 27 .34 27 .34
i Pow er x 
tim e
3 27.69 27 .56 27 .50 27 .50
5 27 .57 27 .57 27 .48 27 .48
7 27.57 27 .57 27 .48 27 .36
A rea X 
tim e
3 28.59 28 .59 28 .19 28 .19
5 28 .59 28 .59 | 28.11 28.11
o 7 28 .10 28 .57 28 .57 28 .12 28 .12
CL, 3 28.93 28.93 28 .42 28 .42
0Q
ro w e r  x 
tim e 5 28.91 28.91
28 .34 28 .3 4
— TD
22 cm 7 28 .89 28 .89 28 .34 28 .34
*  S A rea x 
tim e
3 27.63 27 .62 27 .44 27 .44
CM
5 27 .64 27 .64 | 27 .38 27 .38
>
> 7 27 .39 27 .64 27 .64 27 .39 27 .3 9
DQ 3 27.72 27.71 27 61 27.61
Pow er x 
tim e 5
27.71 27 .70 27 .57 27 .5 6
7 27.71 27 .70 27 .57 27 .57
A rea x
3 30.50 30 .50 29 .98 29 .98




7 3 0  7 5 30.49 30 .50 29 .86 29 .8 6
DC 3 30.87 30.87 30 .34 30 .34
P ow er x 
tim e 5 30.88 30.88 30.23 30.23
7 30.87 30.87 30.23 30.23
Table 9.6: CODEC PSNR output at 20:1 (0.4bpp) using non-overlapping preprocessing. Shaded
cells show the best outputs and the outlined cells show the worst outputs.
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9.2.2 Overlapping Window Processing
The 2D method showed that the 4nn was better than the 8nn as does the non-overlapping window 
method. Thus from this point forward, only the 4nn connectivity is looked at. The basic method 
described above is now extended to create a sliding window as shown in Figure 9.17. Each window is 
processed as before, but only the centre frame is saved. The window is then moved along one frame 
and the process is repeated until the entire sequence has been processed. There are two additional 
options available with this method. When the window is moved along, the previously filtered data 
can either be discarded or retained as the input to the next window.
The first option, throwing the previously filtered data away results in a ‘Non-recursive’ filter 
structure. This method requires more work as the entire window has to be processed from scratch for 
every window. The second method, keeping the previous result is referred to as a ‘Recursive’ filter 
structure. Once a window has been processed, the last frame is removed and the new window loaded. 
The window is then processed as normal, but due to the fact that much of the information has been 
processed before, there is less data to filter. These methods are applied to the corrupted Foreman and 
Kiel sequences using both the AF and ASF filter structure (see section 4.6.2) and window sizes of 3, 5 
and 7. The optimum results are shown in Table 9.7, which shows for the Foreman sequence that as 
the window size increases, so too does the attribute value. This is due to the fact that as the window 
size increases, the amount of noise seen by the growing process also increases and thus a larger 
attribute value is required to remove this noise. However, the Kiel sequence shows the opposite. That 
is as the window size increases, the attribute value decreases. In addition the Foreman sequence 
shows that the AF filter structure performs better than the ASF filter structure although in some cases 
the difference is very small. For example using the non-recursive method, a window size of 7 and the 
area attribute. The AF filter structure results in a PSNR of 3 1.78dB. However the ASF filter structure 
gives a result of 31.77dB. Thus there is only a 0.0ldB difference, which could be argued is 
negligible.
The AF filter structure gives the same or better results than the ASF filter structure for the Kiel 
sequence. This shows that regardless of the sequence used, the AF filter structure will always give the 
best results. With one exception, all of the optimum results are produced using a window size of 3, 
which was also the case for the non-overlapping method. In addition, the recursive method performs 
better than the non-recursive method for both sequences, the power and area attributes and the AF and 
ASF filter structures. For example, using the Foreman sequence with the power attribute, a window 
size of 3 and the AF filter structure, the non-recursive method results in a PSNR o f 32.34dB whereas 
the recursive method gives a PSNR of 32.74dB. The power attribute also performs better than the 
area attribute for the corresponding filter combination. Comparing this method to the spatial only 
morphological filter (see section 9.1.3) shows that this technique provides slightly less improvement 
than the spatial only method, but that it performs better than both the Gaussian (see section 9.1.1) and 
K-NN (see section 9.1.2) filtering methods. In addition, the non-recursive method produces less of an 
improvement than the non-overlapping method. However, the recursive method gives an 
improvement upon the non-overlapping method.
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b) T he  w indow  is m oved  a long  by  1 fram e. T his is then  p rocessed  again  as norm al and the  resu ltan t
centre  fram e saved.
c) T he w indow  is slid  con tinuously  until all fram es have been  p rocessed . 
Figure 9.17: Overlapping window method.
W indow  3
and the  resu ltan t cen tre  fram e
W indow  1
T he w indow  is p rocessed  as norm al is saved.
W indow  2
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recu rsive 5 36 31.81 35 31 80 50 29 .25 50 29.25
x 7 41 31.78 40 31.77 60 [ 29 .18 60 [ 29.I F
<a
£ 3 14 32.31 14 32.29 22 29.51 22 29.51
S CQ < R ecursive 5 15 32.25 15 32.24 21 29 .74 21 29 .74
aE rr<D — uO oo
7 16 32.24 16 32.23 18 29 .67 18 29 .67
<D 3 4134 32.35 4090 32.32 11449 29 .69 11449 29 .69
E
recursive
5 6188 32.09 5888 32.08 17992 29 .40 17992 29 .40
X 7 7718 32.00 7243 31.99 25095 29 .30 25095 29 .30
U.<D
£o
3 1249 32.74 1296 32.73 2399 30.21 2399 30.21
R ecursive 5 1152 32.58 1152 32.57 2233 29 .95 2233 29.95
7 1152 32.52 1152 32.51 2013 29 .85 2013 29.85
N on-
3 4 29.23 4 29.23 7 28 .72 7 28 .72
<u
1 5 3 29.21 3 29.21 9 28 .67 9 28 .67
x 7 3 29.21 3 29.21 11 28 .66 11 28 .66
cO
£ 3 3 29.32 3 29 32 4 28 .86 4 28 .86
CQ < R ecursive 5 3 29.33 3 29.33 4 28 .84 4 28 .84
7 3 29 .32 3 29 .32 4 28 .84 4 28 .84
^  oo<N XT 3 961 30.06 1009 30.05 1505 2 9 .06 1440 29 .06
E
N on-
5 961 29.97 898 29 .96 1681 28.91




3 530 30.15 530 30.15 625 29 .35 625 29.35
R ecursive 5 445 30.05 448 30.04 576 29.21 576 29.21
7 404 29 .99 404 29 .99 500 29 .15 500 29.15
T ab le  9.7: O p tim um  a ttr ib u te  values and  re su ltan t PSN R  for overlapp ing  m ethod. Shaded  cells
show best o u tp u ts  and  ou tlined  cells show  the w rost.
9.2.2.1 Compression Results
Since the spatia l on ly  (see sec tion  9 .1 .3 ) and the  spatia l-tem pora l b lo ck  (see  sec tion  9 .2 .1 ) m ethods 
show ed  th a t for m ost cases, 14 ou t o f  16 (o r 87 .5% ), the best no ise  red u ctio n  com bina tion  o f  
p aram ete rs  a lso  p roduced  the  best com pressed  output. W hen th is w as no t th e  case, the  d ifference 
be tw een  the  best C O D E C  ou tp u t and the  C O D E C  ou tp u t using  the op tim u m  noise  reduction  filter 
p a ram ete rs w as m arginal. In add ition , all o f  the no ise  reduction  resu lts sh o w  th at the  8nn (o r 8 ^  ) 
co n n ectiv ity  p erfo rm s w orse that the 4nn  (o r 4 ^  ) connectiv ity . T he C O D E C  resu lts  a lso  show  that 
w ith  one ex cep tion  on the spatial only  m ethod  (see  T ab le  9 .4), that the 4nn  co n n ec tiv ity  perfo rm s 
b e tte r than  the 8nn connectiv ity . H ence fo r the rem ain d er o f  this chap ter, on ly  the 4nn  connectiv ity  
resu lts  are com pressed .
T ab les  9.8 and 9.9 show  the resu lts a fte r both  the  F orem an and K iel sequences, respec tive ly , have 
b een  co m p ressed  using  4nn (o r 4 ^ )  connectiv ity  only. T he F orem an sequence  show s that the A F 
filte r stru c tu re  perform s b e tte r o r equal to the A SF filter structure  (see sec tion  4 .6 .2 ) fo r the m ajo rity  
o f  cases (85%  o f  the results). H ow ever the K iel sequence  show s that the  A F  filte r stru c tu re  perform s
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better than the ASF filter structure only 69% of the time. This shows that the AF filter structure can 
be regarded as being better than the ASF where the compressibility of images is concerned. The 
Foreman sequence has an average of 0.005dB difference between the two filter structures and the Kiel 
sequence has only a 0.004dB difference on average. Thus although the AF filter structure generally 
outperforms the ASF filter structure, since the average difference between the two is so small they 
could be considered equal to each other. Thus the AF filter structure would be favoured due to its 
reduced complexity. In addition the difference in PSNR between the different window sizes is very 
small. For example using the Foreman sequence, the MJPEG CODEC and the power attribute with a 
window size of 3 and in the recursive configuration, the resultant PSNR is 33.02dB. By changing the 
window size to 7 the PSNR drops to 32.93dB, which is a very small decrease and probably would not 
be noticed visually. The compressed outputs also show the same trend as the output of the noise 
reduction stage. That is that the recursive method produces better results than the non-recursive, 
although the difference is very small. For example using the Foreman sequence, the MJPEG CODEC 
and the power attribute with a window size of 3 and in the recursive configuration, the resultant PSNR 
is 33.02dB. However using the non-recursive configuration results in a PSNR of 32.96dB, which is 
small and would probably not be noticeable visually. In addition the power attribute performs better 
than the area attribute. The noise reduction results showed that there was no improvement upon the 
spatial method. However the compressed output does show an improvement on the optimum filters 
for the majority of the recursive filter results. For example, the spatial only method, using the power 
attribute, 4nn connectivity, the AF filter structure and the MPEG-II CODEC, the resultant PSNR was 
33.62dB. Using the same combinations and a window size of 3 with the non-recursive and recursive 
methods, the resultant PSNR values are 33.58dB and 33.75dB respectively. As was seen with the 
output of the noise reduction, as the window size increases, the improvement decreases. This is due to 
the fact that less of the noise is being removed, which results in the CODEC not working as efficiently 
as it could do.
As was seen with previous compression results (see sections 9.1.4 and 9.2.1.1), when compared to the 
compression results obtained using the Gaussian and K-NN filters (see section 9.1.4), this method 
shows less compressible sequences. For example, the Gaussian filtering using the MPEG-II CODEC 
produced a PSNR of 35.24dB for the Foreman sequence compared to 33.75dB, which was the best 
achieved by this morphological filter. However a psychovisual evaluation (see section 9.4) shows that 
observers tend to prefer the morphologically filtered sequences over both the Gaussian and the K-NN 
methods.
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E 5 | 32.77 32.77
X 7 32.79 32.79
CQ
£ 3 32.84 32.84
O < Recursive 5 32.81 32.81
w




£ 5 32.88 32.88
X 7 32.87 32.87
p 3 33.02 33.01






£ 5 33.28 33.27
X 7 33.28 33.28
CQ
£ 3 33.47 33.46




7 31.24 33.46 33.45
Non- 3 33.58 33.57E 5 33.46 33.45
X 7 33.42 33.42
Lh<D 3 33.75 33.74





E 5 32.95 32.95
X 7 32.97 32.97
CQ 3 33.04 33.04
< Recursive 5 33.05 33.05




£ 5 33.08 33.08
X 7 33.07 33.07
Ua> 3 33,23 33.22






E 5 34.19 34.19
X 7 34.23 34.23
CQ
U 3 34.39 34.38
< Recursive 5 34.38 34.37








X 7 34.38 34.38
u 3 34.77 34.76
?o
CL,
Recursive 5 34.67 34.66
7 34.63 34.62
Table 9.8: CODEC PSNR output at 20:1 (0.4bpp or 990Kbps) using overlapping preprocessing for 
the Foreman sequence corrupted with noise to 28.14dB. Shaded cells show the best results and the
outlined cells show the worst.
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N o n ­
recursive
3 27.45 27.45









R ecursive 5 27.44 27.44
7 27.21 | 27.44 27.44•—» 
s <u
£




X 7 27.58 27.58
Vh<u 3 27.67
>
£ R ecursive 5 27.67 27.67Mh
7 27.66 27.66
N o n ­
recursive
3 28.57 28.58
0 >J 5 28.57 28.57
X 7 28.57 28.57
s 3 28.62 28.62
1
< R ecursive 5 28.63 28.63
otu 7 28.10 28.63 28.63Cu§ N on-
3 28.92 28.92





6■>. 3 28.96 28.95>
£ R ecursive 5 28.90 28.89
7 28.87 28.86
N o n ­
recursive
3 27.61 27.60
£ 5 27.64 27.63
X 7 27.64 27.64
C3a 3 27.61 27.61i_
< R ecursive ....5... 27.62 27.62
7 27.39 27.63 27.63
CQ <D N o n ­
recursive
... 3 ' 27.71
J ... 5 .... 27.71
X 7 27.70
b 3 27.68 27.68





N o n ­
recursive 5 30.51 30.52
X .... 7.... 30.51 30.51
cd<u 3 30.42 30.42u,
< R ecursive 5 30.44 30.45
mVO 7 30.25 30.45 30.45(N
X X T 3 30.86 30.84N on-
recursive
5 30.86
X 7 30.87 30.87Inu 3 30.83 30.82
>or\ R ecursive ... 5.. 30.82 30.82l-M
7 30.81 30.81
Table 9.9: CODEC PSNR output at 20:1 (0.4bpp or 990Kbps) using overlapping preprocessing for 
the Kiel sequence corrupted with noise to 28.12dB. Shaded cells show the best results and the
outlined cells show the worst.
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9.3 Hybrid Spatial and Spatio-temporal Morphological 
Filtering
Some of the results from the two spatio-temporal methods described previously give an improvement 
over spatial only processing. Thus it is proposed that by combining the spatial only and the spato- 
temporal methods will provide the best of both worlds. There are two possible ways in which this can 
be done. The first is to filter using the spatial methods and then one of the spato-temporal methods in 
a sequential way (see section 9.3.1) and the second method processes spatial and spatio-temporally 
simultaneously (see section 9.3.2).
9.3.1 Combined Spatial and Spatio-Temporal Method
This method combines spatial and spatio-temporal processing by spatially filtering the sequence first, 
using a selection of filter structures and connectivity. Then the sequence is processed using one of the 
previously described spatio-temporal methods with the same filter structures and the corresponding 
3D version of the connectivity. For the area attribute, the 3D area size must be larger than the 2D. 
This is because all of the extrema in the sequence have already been filtered to the 2D area size. Since 
all 3D extrema are also 2D extrema, the 3D extrema area size must therefore be greater than the 2D 
for any temporal filtering to take place, as can be seen from . If  the 3D attribute had of been a value 
of 2 for example, the 3D growing would have done nothing. However, for the power limit, even if a 
flat zone has reached its limit spatially, it may not have reached the limit temporally. This is shown 
more clearly in Figure 9.19. Thus the temporal attribute value can be lower than the spatial limit.
The optimum attribute value for spatial processing found in section 9.1.3 is used to process the 
sequence spatially. Thus for the Foreman sequence using the AF filter structure and 4nn connectivity, 
with the non-overlapping block method of window size 3, the sequence is first processed spatially to 
an area of 10. The 3D optimum attribute values are then found by filtering the spatially filtered image 
sequence using a range of 3D attribute values. The range of values used is decreased and cantered 
around the current optimum value. The optimum 3D attribute values and the resultant gain in image 
quality are shown in Table 9.10. This shows that for the Foreman sequence, the AF filter structure 
outperforms the ASF filter structure for all of the filter combinations, as does the Kiel sequence when 
using the power attribute. However, for the area attribute and the Kiel sequence, the results show the 
AF and ASF filter structures producing the same results. This is due to the fact that the attribute 
values are small and hence the resultant filtered images will be very similar, if not identical.
Using the Foreman sequence, the spatial only filter (see section 9.1.3) gives a maximum improvement 
of 4 .9ldB (see Table 9.2), the non-overlapping spatio-temporal method gives a maximum 
improvement of 4.32dB (see Table 9.5). The overlapping spatio-temporal method gives a maximum 
increase of 4.60dB (see Table 9.7). However, this combined method has increased the maximum 
improvement to 5.00dB (see Table 9.10). Hence this method has shown to produce better results than 
all other methods, at the expense of added complexity. This is again an improvement over the
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Gaussian (see section 9.1.1) and K-NN (see section 9.1.2) filtering methods, which gave an increase 
o f 3.97dB and 1.6dB respectively for the Foreman sequence. Gains are also shown for the Kiel 
sequence, although they are not as good as the improvements made by the Foreman sequence.
For the area attribute, regardless of the sequence, the non-recursive is shown to produce better results 
than the non-overlapping method and the recursive shown to produce better results than both the non­
recursive and the non-overlapping methods. However, the power attribute shows the recursive 
method producing better results than the non-recursive and non-overlapping methods, but that the 
non-overlapping method produces better results than the non-recursive method. Unlike previous 
results, which showed that a window size of 3 produced the optimum results, here for most cases a 
window size of 5 or 7 produce the optimum results. This is due to the fact that the spatial processing 
has removed a significant proportion of the noise prior to spatio-temporal processing. This also 
results in the 3D attribute values being smaller than previous methods. For example using the non­
overlapping method with a window size of 3, the AF filter structure and 4 ^  connectivity, the 
optimum attribute value for area size is 20 and 242 for the power attribute. Using the non-overlapping 
method (see section 9.2) without spatial filtering, the area attribute value is 24 and 4134 for the power 
attribute. In addition, using smaller attribute values will decrease the computational time required for 
the 3D processing. This method has shown that by combining spatial and spatio-temporal, the 
performance of the preprocessing system is improved as a direct result o f combining the properties of 
both spatial and spatio-temporal methods.
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3 1 0 3
2 9 9 1
1 8 9 2
2 1 3 3
1 1 1 0
1 9 7 0
1 6 1 0
1 1 1 1
1 1 1 1
1 6 9 1
1 5 1 1
1 1 1 1
Previous Frame Current Frame Next Frame
Input sequence.
1
3 1 0 3
2 9 9 1
1 8 9 2
2 1 3 3
1 i 1 0
1 6 6 0
1 6 1 0
1 1 1 1
1 1 1 1
1 5 5 1
1 5 1 1
1 1 1 1
Each frame is grown spatially using the area attribute with a value of 3.
I
3 1 0 3
2 5 5 1
1 5 5 2
2 1 3 3
1 1 1 0
1 5 5 0
1 5 1 0
1 1 1 1
1 1 1 1
1 5 5 1
1 5 1 1
1 1 1 1
The current frame is the only one with extrema in 3D and hence is the only region to be grown in 3D. 
This is then grown to the 3D attribute value, in this case that is an area size of 10. Hence this pulls in 
the pixel on the current frame with a value of 8, and the pixels with a value of 6 and 5 on the previous 
and next frames respectively.
Figure 9.18: Combined spatial and spatio-temporal area attribute.
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1 1 1 0
1 6 9 0
1 1 1 0
1 1 1 1
Previous Frame
1 1 1 0
1 6 6 0
1 1 1 0
1 1 1 1
Power removed is:
3 1 0 3
2 7 9 1
1 8 9 2




3 1 0 3
2 7 7• 1
1 7 7 2
2 1 3 3
Power removed is: 
2 x (9 -7 )2 + (8 -7 )2 =9
1 1 1 1
1 6 9 1
1 1 1 1
1 1 1 1
Next Frame
1 1 1 1
1 6 6 1
1 1 1 1
1 1 1 1
Power removed is: 
(9 -  6)2 = 9(9 -  6)2 =9
Each frame is grown spatially using the power attribute with a value of 25. The previous and next 
frames grow to include the pixel with the value 6. If they grew any further, they would pull in all the
pixels of value 1, removing a power of (9 - 1)2 + (6 - 1)2 = 89 which exceeds the attribute.
The current frame grows to encompass the pixels with value 8 and 7. If it was to grow any more, it 
would pull in the pixels of value 3 removing a power of 2x(9-3)" ! + (8 -3 )2 + (7 -3  )2 =113 again 
exceeding the attribute.
1 1 1 0
1 6 6 0
1 1 1 0
1 1 1 1
3 1 0 3
2 6 6 1
1 6 6 2
2 1 3 3
1 1 1 1
1 6 6 1
1 1 1 1
1 1 1 1
Power removed is:
2 x (9 -6 )2 + (8 -6 )2 + (7 -6 )2 =23 
The sequence is then processed in 3D. The current frame is the only frame with 3D extrema. This is 
again grown so long as the attribute is not exceeded. In this case, it grows to encompass the pixels 
with value 6 in the previous and next frames.
Figure 9.19: Combined spatial and spatio-temporal power limit.
PAGE 264





<D U O ti p u •X 5 -2 N AlF ASF AF ASFc 3 b o u  X ) >
3croon < i  s
COD.on

























































3 20 32.43 20 32.39 24 31.17 24 31.17
Non-overlapping 5 20 32.43 21 32.39 24 31.16 24 31.16
7 30 32.43 30 32.39 24 31.16 24 31.16
E XI 3 20 32.43 20 32.39 24 31.16 24 31.16
X 00c
Non- 5 30 32.44 30 32.40 36 31.16 36 31.16
o.G. 7 30 32.44 30 32.40 36 31.16 36 31.16
< JO «—< 3 12 32.47 12 32.45 15 31.13 10 31.13
2 T3 E rr
>
O Recursive 5 14 32.49 14 32.47 14 31.13 10 31.13




3 242 33.10 294 33.05 192 31.72 192 31.72
Non-overlapping 5 242 33.10 376 33.05 192 31.72 192 31.72<u 7 242 33.10 382 33.05 191 31.72 191 31.72
. £
00c
XT 3 242 33.10 334 33.05 238 31.72 240 31.72
X Non-




7 288 33.10 426 33.05 192 31.76 192 31.76oCu 3 121 33.14 169 33.06 225 31.76 225 31.76
>
o Recursive 5 84 33.13 101 33.05 144 31.75 144 31.75
7 70 33.13 82 33.05 115 31.75 115 31.75
3 3 29.34 3 29.34 4 28.98 4 28.98
5 3 29.35 3 29.35 5 28.99 5 28.99




3 3 29.36 3 29.36 6 29.00 6 29.00
X
ooc 5 3 29.36 3 29.36 6 29.00 6 29.00
CO
a o.n. 7 3 29.36 3 29.36 6 29.00 6 29.00
< CO
a> 3 3 29.34 3 29.34 4 | 28.97 4 | 28.97
CQ
>
o Recursive 5 3 29.35 3 29.35 4 28.98 4 28.98— TD
,J> (N 7 3 29.35 3 29.35 4 28.98 4 28.98
^  00 3 98 30.27 123 30.26 180 29.91 180 29.91
<N 5 124 147 30.26 192 29.91 192 29.91
<L>
E 7 124 147 30.26 180 29.91 180 29.91
00c Non­recursive
3 147 178 30.27 241 29.91 241 29.91
X 5 147 147 30.27 241 29.91 241 29.91<v
z a,Q.JO
IS
7 147 30.28 147 30.27 241 29.91 241 29.91oa* 3 36 30.28 35 30.26 99 29.92 99 29.92
>
o Recursive 5 35 30.28 35 30.26 68 29.91 68 29.91
7 34 30.28 34 30.26 71 29.91 71 29.91
Table 9.10: Optimum results for the combined spatio-temporal methods. Shaded cells show the 
best results and the outlined cells show the worst.
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9.3.1.1 Compression Results
The results of the combined spatial and spatio-temporal method are used as the input to the four 
CODEC’s using the Foreman (see Tables 9.11 and 9.12) and Kiel (see Tables 9.13 and 9.14) 
sequences. All o f the results again give an increase in the PSNR output o f the CODEC, compared to 
had there been no filtering prior to compression. The MJPEG, MPEG-II and H263 CODEC’s all 
show that the AF filter structure (see section 4.6.2) produces a better output than the ASF filter 
structure for the Foreman sequence. The BWV CODEC shows that the ASF filter structure 
outperforms the AF filter structure most of the time. However, the average difference between the 
two filter structures over all o f the CODEC’s is only 0.026dB.
The Kiel sequence shows 57% of the results using the AF filter structure performing best and 35% 
showing that the AF and ASF filter structure perform equally. That is to say that the majority, 92%, 
of the results show that the AF filter structure is equal or better than the ASF filter structure. For the 
Foreman sequence, in general the recursive method performs better than the non-overlapping and the 
non-recursive methods. The non-recursive and non-overlapping method are not as easy to specify. 
For some cases the non-overlapping performs better than the non-recursive whilst in other cases this is 
the other way around. However, the difference between these methods is significantly smaller than 
with previous methods. For example, using the Foreman sequence, the MPEG-II CODEC, the AF 
filter structure, a window size of 3 and the power attribute, the non-overlapping method results in a 
PSNR of 33.832dB. The non-recursive method gives a PSNR o f 33.809 and the recursive method 
gives 33.844dB. Using the Kiel sequence, the best performing method depends upon the CODEC and 
attribute used, there is no one method that is dominant. For example, using MJPEG compression and 
the area attribute, the non-overlapping method performs best whilst the recursive method performs 
worst.
Comparing this method to the spatial only morphological filtering method, the Foreman sequence 
shows an improvement in the performance of the preprocessing system. The Kiel sequence shows an 
improvement in performance over the spatial method only for the MPEG-II and BWV CODEC’s. In 
addition the MJPEG CODEC using the area attribute shows the same relationship. The remainder of 
the CODEC’s show a slightly lower performance than the spatial only method. The power attribute is 
shown to perform better than the area attribute using the same filter combinations, regardless of the 
CODEC and sequence used. However when compared to the compression results gained using the 
Gaussian and K-NN filtering methods (see section 9.1.4), it can be seen the both of these methods 
produce more compressible filtered sequences than this combined morphological methods despite the 
fact that the morphological method reduces the noise more effectively. A simple psychovisual 
evaluation (see section 9.4) shows that visually the morphological methods are preferred over both the 
Gaussian and K-NN methods.
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£ .X 3 32.97 32.96
O 5 32.98 32.96
uc CQ 7 32.98 32.96
N o n ­
recursive
3 32.91 32.89
XIh 5 32.91 32.89
£ 7 32.91 32.89
Os JO
55 3 32.98
R ecursive 5 33.01 32.98
7 32.93
.X 3 33.39 33.36
_o 5 33.39 33.36
4> CQ 7 33.38 33.36
e





2 7 33.36 | 33.33<
55 3 33.41 33.39





7 31.24 33.43 33.42
.x 3 33.83 33.80
_o 5 33.83 33.79
u
£
CQ 7 33.83 33.80






£ 7 33.81 33.77
cu
JO
U) 3 33.84 33.78
R ecursive 5 33.84 33.77
7 33.84 33.78
Table 9.11: Results for the Foreman sequence using MJPEG and MPEG-II compression. Shaded 
cells show the best results and the outlined cells show the worst.
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R ecursive 5 34.37 34.34
7 32.16 34.36 34.35
X 3 34.89 34.85o_o 5 34.89 34.85
<Uc CQ 7 34.89 34.85





recursive 5 34.86 34.830)
£ 7 34.87 34.83o
Oh
JO 3 34.83
R ecursive 5 34.88 34.82
7 34.89 34.82
Table 9.12: Results for he Foreman sequence using BWV and H263 compression. Shaded cells 
show the best results and the outlined cells show the worst.
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OX)c 7 27.43 27.43
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Owo.
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7 27.21 27.41 27.41*->
£ M 3 27.66 27.65
(J_o 5 27.66 27.66
<uc QQ 7 27.66 27.65c





recursive 5 27.66 27.66OJJc 7 27.66 27.66ocu T35o 3 27.66 27.65
Recursive 5 27.66 27.65
....7.... 27.66 27.65
M 3 28.62 28.62u_o ... 5..... 28.62 28.62
u




3 28.60 | 28.60
X
ox) 5 28.61 28.61V|h
<
_c ...7..... 28.61 28.61
53 3 28.63 28.63
K Recursive ....5 28.63 28.63
6UJCU
7 28.10 28.63 28.63
4^ ....3.... 29.00 28.994 (JO 5 29.00 28.99
u
g
5 7 29.01 29.00
XT 3 29.00 29.00Xu.
Non-
recursive ....5.... 29.00 29.00D
£
OJJC ....7.... 29.00 28.99ocu 7Drf\ 3 29.00 28.98\S J
Recursive ... 5.... 29.00 28.99
....7.... 29.00 28.99
Table 9.13: Results for the Kiel sequence using MJPEG and MPEG-II compression. Shaded cells 
show the best results and the outlined cells show the worst.
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£ 7 30.80 30.79
eu .255 3 30.82 30.80
Recursive 5 30.80 30.79
7 30.80 30.79
Table 9.14: Results for the Kiel sequence using BWV and H263 compression. Shaded cells show the 
best results and the outlined cells show the worst.
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9.3.2 Simultaneous Spatial and Spatio-Temporal Method
The previous method involved first processing the sequence spatially and then spatio-temporally. 
Some of these extrema will have neighbours in the temporal plane that are closer to it than those on 
the spatial plane. A further improvement is proposed by combining the spatial and spatio-temporal 
methods, as in the previous method but in a way such that they work simultaneously. The basic 
algorithm for this method is shown in Listing 9.1 and is based on the pixel queue method (see section
6.1). Firstly all 2D and 3D extrema are extracted from the current window and stored in four lists. On 
list for 2D maxima, one for 2D minima, one for 3D maxima and one for 3D minima. Secondly, any 
pixels belonging to both a 2D and 3D region are removed from the 2D region list. Thus the 
intersection between any these sets of regions should be empty. Then starting from the first attribute 
value, for area size this would be a value of 1, all 2D maxima regions with the same attribute value are 
then grown by a size of 1. This is accomplished by finding the next highest value in the neighbours 
and adding it to the current region if its value is the same or lower than the current regions, other wise 
the next region is processed. The pixel is then added to the current region and the value o f the current 
region is changed to that of the new pixel. This is repeated until all 2D maxima of size 1 have been 
processed and is then repeated with the 3D maxima, the 2D minima and then the 3D minima. The 
minima’s work in exactly the same way as the maximas with the exception that they look for the 
lowest value in the neighbours. Once this is done, the area size is incremented, to 2 for example, and 
the process is repeated. This is repeated until a target attribute size is reached.
So far all o f the results shown have consistently shown that the AF filter structure performs better than 
or equal to the ASF filter structure. Thus this section uses only the 4nn and 4 ^  connectivity and the 
AF filter structure. Since some of the 2D extrema are now 3D extrema, the previous optimum values 
found for the spatial-only filtering can no longer be used. Thus the 2D and 3D attribute values are 
found by filtering over a range of attribute values and slowly narrowing the range down. The 
optimum attribute values for this method are given in Table 9.15. The results all show an 
improvement in noise reduction. Compared to other methods, the attribute values used are generally 
smaller. For example, using the Foreman sequence, the non-overlapping method and the area attribute 
with a window size of 3, this method obtains optimum attribute values of 5 and 23 for 2D and 3D 
respectively. The spatial only method (see section 9.1) using the same combinations uses a 2D 
attribute value of 10. The spatio-temporal non-overlapping method (see section 9.2) uses a 3D 
attribute value of 24.
PAGE 271
CHAPTER 9: 3D PREPROCESSOR DEVELOPMENT FOR NOISE REDUCTION
1. Exfact all 3D regional minima ( min3D) and maxima ( raax3/)).
2. Exfact all 2D regional minima ( min2/)) and maxima (m ax2D ).
3. Renove all 2D extrema that area also 3D extrema;
a. min2D <- min20 g min3D
b. max2D <-m ax2D gm ax3D
4. Let X = \.
5. Whle X < target attribute value do:
a. For all max2D where attribute(max 2/)) = ^ , do the following:
i. Find the highest greyscale valued 2D neighbour («) of the region,
ii. If the value of n is greater than the value of the maxima, then the region 
is no longer a maxima so move onto the next maxima (go to step a),
iii. Add pixel n to the current region,
iv. Set the value of all pixels belonging to region to be the value of n,
b. For all max D where attribute(meix.3n)= A , do the following:
i. Find the highest greyscale valued 3D neighbour (n) of the region,
ii. If the value of n is greater than the value of the maxima, then the region 
is no longer a maxima so move onto the next maxima (go to step b),
iii. Add pixel « to the current region,
iv. Set the value of all pixels belonging to region to be the value of n, 
z. For all min2D where attribute{m\n 2n ) = ^  , do the following:
i. Find the lowest greyscale valued 2D neighbour («) of the region,
ii. If the value of n is greater than the value of the minima, then the region 
is no longer a minima so move onto the next minima (go to step c),
iii. Add pixel n to the current region,
iv. Set the value of all pixels belonging to region to be the value of n,
■ . ' : .. .
i. For all min D where attribule(mm3D)= A , do the following:
i. Find the lowest greyscale valued 3D neighbour (ri) of the region,
ii. If the value of n is greater than the value of the minima, then the region
is no longer a minima so move onto the next minima (go to step d),
. ; ;
iii. Add pixel n to the current region,
iv. Set the value o f all pixels belonging to region to be the value of w,
i. X<r-X + 1
Listing 9.1: Simultaneous Spatial and Spatio-temporal method.
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As seen throughout this chapter, the power attribute produces better results than the area attribute, 
regardless of the sequence used. For the Foreman sequence, the recursive method shows to produce 
the best results with the non-recursive method producing the worst. However, using the Kiel 
sequence, the recursive method shows to be the worst, the best method being the non-recursive for the 
area attribute and the non-overlapping for the power attribute.
Comparing this method to the spatial only method shows that for the Foreman sequence and for both 
the area and power attributes, only the recursive method produces results that are better. However, the 
Kiel sequence shows that all methods for the area attribute produce better results than the spatial only 
method. The power attribute though only shows 2 results that are better than the spatial only. They 
both use a window size of 3 with the non-overlapping and the recursive methods. Hence this method 
can be said to be better than the spatial method so long as a window size of 3 and the recursive 
method are used.
9.3.2.1 Compression Results
The optimum filtered sequences are compressed and decompressed using the four CODEC’s (MJPEG, 
MPEG-II, BWV and H263) to evaluate the improvement in performance gained by reducing the noise 
present in the sequences. Tables 9.16 and 9.17 show the CODEC outputs using the optimum filter 
results as inputs and the four CODEC’s for the Foreman sequence. Tables 9.18 and 9.19 show the 
results for the Kiel Sequence. For the majority o f the results, this method shows an improvement over 
the spatial morphological method (see section 9.1.4) when using the area attribute, but the 
compression results of both the Gaussian and K-NN (see section 9.1.4) show that they produce more 
compressible results. However most o f the results for the power attribute are worse than the spatial 
morphological method. In addition, the power attribute results using the non-overlapping and the 
recursive methods do perform better than the area attribute using the same filter combinations. Hence 
the noise reduction showed a higher increase in quality than other methods, but that the result is not as 
compressible as other methods. However simple psychovisual testing (see section 9.4) has shown that 
this morphological filtering is preferred over the Gaussian as the morphological filter produces 
smoother, less blurred sequences and that there is no noticeable flickering between frames. Despite 
this, the results show that for the most part, filtering increases the compressibility of a sequence, 
although not as much as other methods do.
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e -O 00 
Uh <N Non­
overlapping
3 533 3844 32.70
5 580 5090 32.56
93 7 542 5386 32.51
B
Non-
3 584 4199 32.61




7 600 5857 | 32.10
c£ Overlapping 3 243 905 33.20
Recursive 5 125 842 33.14
7 82 842 33.09
Non­
overlapping
3 2 3 29.36
5 2 3 29.37
7 2 3 29.37
£ Non­
recursive
3 2 3 29.37
X 5 2 3 29.37
cd
H 7 2 3 29.37< Overlapping 3 2 3 29.34
CQ
— T3
Recursive 5 2 3 29.34
7 2 3 29.34
^  OO Non­
overlapping
3 345 898 30.22
5 344 898 30.20




3 344 981 30.22
X
u 5 370 898 30.180)
£ Overlapping 7 370 898 30.17o
Cu 3 145 530 30.25
Recursive 5 97 401 30.17
7 65 442 30.11
Table 9.15: Optimum results for the simultaneous spatio-temporal method. Shaded cells show the 
best results and the outlined cells show the worst.
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Table 9.16: Simultaneous results for the Foreman sequence using the MJPEG and MPEG-II 
CODEC’s at a compression ratio of 20:1 (0.4bpp or 990Kbps). Shaded cells show the best results
and the outlined cells show the worst.
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Table 9.17: Simultaneous results for the Foreman sequence using the BWV and H263 CODEC’s at 
a compression ratio of 20:1 (0.4bpp or 990Kbps). Shaded cells show the best results and the
outlined cells show the worst.
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Table 9.18: Simultaneous results for the Kiel sequence for the MJPEG and MPEG-II CODEC’s at 
a compression ratio of 20:1 (0.4bpp or 990Kbps). Shaded cells show the best results and the
outlined cells show the worst.
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X Non­ 3 30.88'in on
overlapping J<D 7 30.89
XINon­ 3 30.03X
recursive 5 30.04
£o Overlapping 7 30.05cu 3 30.70
Recursive 5 30.58
7 30.37
Table 9.19: Simultaneous results for the Kiel sequence for the BWV and H263 CODEC’s at a 
compression ratio of 20:1 (0.4bpp or 990Kbps). Shaded cells show the best results and the outlined
cells show the worst.
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9.3.2.2 Visual Evaluation of the Simultaneous Morphological Method
The best noise reduction method is the simultaneous 2D and 3D filtering method (see section 9.3.2) 
To give an indication of how this affect the sequences, frames 10 and 100 have been extracted in 
Figures 9.20 -  9.23 to show how the image is affected by filtering to reduce the noise. The original 
and noise corrupted frame 10 and 100 are shown in Figures 9.20 and 9.22 respectively, where the 
corrupted frames have been degraded with 28.14dB of AWGN (see section 5.1.1). Although this is a 
low amount of noise, as seen from Figures 9.20b and 9.22b, it is still clearly visible. The goal of noise 
reduction is to remove as much of the noise as possible. In the ideal case this would result in the 
filtered image being identical to the original images (see Figures 9.20a and 9.22a).
Figures 9.21 and 9.23 show the result o f filtering the noisy sequence with 3 different morphological 
filtering combinations, with frames 10 and 100 being shown respectively. The first images, Figures 
9.21a and 9.23a, show the best filter combination, which consists o f the AF filter structure (see section
4.6.2), 4nn (and 4 ^ )  connectivity, the recursive filtering method (see section 9.2.2), a window size 
of 3 and the power attribute. Attribute values for 2D and 3D were found to produce the best output 
using values of 243 and 905 respectively. This resulted in a PSNR of 33.20dB, which is an increase 
of 5.06dB. Noise can be seen to be decreased by a significant amount compared to the original noisy 
frames (see Figures 9.20b and 9.22b). However, although flat areas can be seen on individual frames, 
when viewed as a sequence, these zones are hard to detect. Using a filter that is not the optimum, for 
example using a non-recursive method (see section 9.2.2) instead of a recursive with 2D and 3D 
power attribute values of 584 and 4199 respectively, still reduces noise effectively. The results o f this 
filter are shown in Figures 9.21b and 9.23b and give a resultant PSNR of 32.61. As can be seen, 
although the PSNR performance is not as good as the previous method, there is little visual difference 
between this combination and the previous and an increase o f 4.47dB is still achieved. The final 
images shown in Figures 9.21c and 9.23c show the worst filter combination, which again uses the 
non-recursive method and a window size of 7 with 2D and 3D power attribute values of 600 and 5857, 
still reduces the noise effectively, although visually difference can be seen between this and the best 
filter output. This filter combination produces a PSNR of 32.10dB, which is a 3.96dB increase. 
Hence even the worst filter combination still removes a significant amount of noise, which is 
comparable to that removed by the spatial 2D Gaussian method (see section 9.1.1) shown in Figures 
9.20c, 9.22c, which produce a PSNR o f 32.1 ldB. This has shown that the morphological noise 
reduction still produces visually acceptable results.
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a) Uncorrupted frame 10 from the Foreman sequence
b) Frame 10 corrupted with 28dB of noise.
c) Frame 10 filtered with the best Gaussian method using a mask size of 3 X 3 and a a  of 0.6. the
output resulting in a PSNR of 32.1 ldB.
Figure 9.20: The original, corrupted (uncompressed) and Gaussian frame 10 of the 8bit
greyscale, 352 X 288 Foreman sequence.
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>ut using the recursive method, a window size of 3 and the p 
43 and 905 for 2D and 3D values respectively, give a PSNR
sffcMess V  \  \
,
b) Intermediate filtered output using the non-recursive method , a window size of 3 and the power 
attribute with a value of 584 and 4199 for 2D and 3D values respectively, give a PSNR of 32.6 ldB.
a) Best filtered out] 
value of 2
^er attribute with a 
f  33.20dB.
c) Worst filtered output using the non-recursive method , a window size of 7 and the power attribute 
with a value of 600 and 5857 for 2D and 3D values respectively, give a PSNR of 32.10dB. 
Figure 9.21: Simultaneous 2D and 3D filtering using frame 10 of the 8bit greyscale, 352 x 288
Foreman sequence.
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c)
greyscale, 352 x 288 Foreman sequence.
a) Uncorrupted frame 100 from the Foreman sequence
b) Frame 100 corrupted with 28dB of noise
SIEMENS
Frame 100 filtered with best the Gaussian method using a mask size of 3 x 3 and a a  of 0.6. The 
output resulting in a PSNR of 32.1 ldB.
Figure 9.22: The original, corrupted (uncompressed) and Gaussian frame 100 of the 8bit
SIEM ENS
PAGE 282
CHAPTER 9: 3D PREPROCESSOR DEVELOPMENT FOR NOISE REDUCTION
SIEM EN S,
using the recursive method, a window size of 3 and the p 
and 905 for 2D and 3D values respectively, give a PSNR
b) Intermediate filtered output using the non-recursive method , a window size of 3 and the power 
attribute with a value of 584 and 4199 for 2D and 3D values respectively, give a PSNR of 32.6 ldB.
c) Worst filtered output using the non-recursive method , a window size of 7 and the power attribute 
with a value of 600 and 5857 for 2D and 3D values respectively, give a PSNR of 32.10dB. 
Figure 9.23: Simultaneous 2D and 3D filtering using frame 10 of the 8bit greyscale, 352 X 288
Foreman sequence.
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Resulting images from the compression of the filtered images (see Figures 9.20 -  9.23) using the 
H263 CODEC with a compression ratio of 20:1 (0.4bpp or 990Kbps) are shown in Figures 9.24 -  
9.27. The original images for frames 10 and 100 are shown in Figures 9.24a and 9.26a, which when 
compared to the original uncompressed versions (see Figures 9.20a and 9.22a), show little degradation 
in image quality. However, the noisy images shown in Figures 9.24b and 9.26b do show coding 
artefacts, such as block edges. Thus this shows that noise can significantly degrade the performance 
o f a CODEC. The uncorrupted sequence, when compressed and decompressed has a PSNR of 
40.54dB when compared to the original uncorrupted input. As expected, the noisy sequence degrades 
this and has a PSNR of 30.25dB when compared back to the original uncorrupted sequence. This 
shows that noise degrades the quality o f a compression system, but also since the noisy input sequence 
had a PSNR compared to the original uncorrupted sequence of 28.14dB, also shows that the CODEC 
itself is removing some of the noise. In some case this is due to the CODEC’s having built-in filtering 
systems but can also be caused by other parts of a CODEC such as the quantisation stage for example.
The compressed filtered images (see Figures 9.25 and 9.27) should then decrease the effects o f the 
CODEC resulting in an image that looks more like the original. As can be seen from all of the results 
that have been filtered prior to compression, the noise and CODEC artefacts are much less noticeable 
than had no filtering been done (see Figures 9.24b and 9.26b). The first of these (see Figures 9.25a 
and 9.27a) show the best filter, which uses the recursive method (see section 9.2.2) with a window 
size of 3. The 2D and 3D power attributes used values of 243 and 905 respectively and gives a PSNR 
of 34.89dB. This shows a significant drop in the visibility of noise and coding artefacts, which makes 
it much more pleasing to look at. However when compared to the compression results for the spatial 
Gaussian filtering method (see section 9.1.4), which gave a PSNR of 36.72dB for the H263 CODEC 
and the Foreman sequence, the morphological method is shown to perform worse. The compression 
results from using the Gaussian filter (see section 9.1.4) are used as a basis for comparison and are 
shown in Figures 9.24c and 9.26c for Frames 10 and 100 of the Foreman sequence respectively. This 
filter gives a PSNR, when compared to the original sequence of 36.76dB. Hence whilst these filters 
are the best for noise reduction, neither produce sequences that are as compressible as those produced 
by the Gaussian. However comparing the Gaussian with any of the morphological methods (see 
Figures 9.25 and 9.27), it can clearly be seen that a significant amount of noise is still visible in the 
Gaussian filtered sequence, which has been confirmed by showing these sequences to a few observers 
(see section 9.4). As was seen with the noise reduction, even a filter that is not the best, for example 
by using a non-recursive structure with 2D and 3D power attribute values o f 584 and 4199 
respectively still results in a sequence that is much better than had no processing been done. This 
method gives a PSNR of 32.39dB, so is not as good as the best filter combination but still shows a 
significantly better looking image, although some noise can be seen. The worst filter combination, 
which also uses the non-recursive method but with a window size of 3 and 2D and 3D power attribute 
values of 600 and 5857 respectively can still be seen to give an improvement, although some noise 
can still be seen.
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Uncorrupted frame 10 from the Foreman sequence compressed, which gives a PSNR of 40.54dB
SIEMENS V  V  V  >
SIEMENS
c) Frame 10 filtered and compressed with the best Gaussian filter resulting in a PSNR of 36.76dB. 
Figure 9.24: The original and corrupted frame 10 of the 8bit greyscale, 352 x 288 Foreman
sequence compressed to 20:1 (0.4bpp or 990Kbps) using the H263 CODEC.
b) Frame 10 corrupted with 28dB of noise and compressed resulting in a PSNR of 30.25dB
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greyscale, 352 x 288 Foreman sequence to a ratio of 20:1 (0.4bpp or 990Kbps).
S fk M fS iS
-
c) Worst filtered output using the non-recursive method , a window size of 7 and the power attribute 
with a value of 600 and 5857 for 2D and 3D values respectively, give a PSNR of 32.34dB. 
Figure 9.25: Compression of the simultaneous 2D and 3D filtering using frame 10 of the 8bit
a) Best filtered output using the recursive method, a window size of 3 and the power attribute with a 
value of 243 and 905 for 2D and 3D values respectively, give a PSNR of 34.89dB.
b) Intermediate filtered output using the non-recursive method , a window size of 3 and the power 
attribute with a value of 584 and 4199 for 2D and 3D values respectively, give a PSNR of 32.39dB.
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sequence.
SIEMENS
b) Frame 100 corrupted with 28dB of noise.
SIEMENS
a) Uncorrupted frame 100 from the Foreman
c) Frame 10 filtered and compressed with the best Gaussian filter resulting in a PSNR of 36.76dB. 
Figure 9.26: The original and corrupted frame 100 of the 8bit greyscale, 352 x 288 Foreman
sequence compressed to 20:1 (0.4bpp or 990Kbps) using the H263 CODEC.
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mt using the recursive method, a window size of 3 and the p
43 and 905 for 2D and 3D values respectively, give a PSNR
SlfeMfcSS X  X
b) Intermediate filtered output using the non-recursive method , a window size of 3 and the power 
attribute with a value of 584 and 4199 for 2D and 3D values respectively, give a PSNR of 32.39dB.
c) Worst filtered output using the non-recursive method , a window size of 7 and the power attribute 
with a value of 600 and 5857 for 2D and 3D values respectively, give a PSNR of 32.34dB. 
Figure 9.27: Compression of the simultaneous 2D and 3D filtering using frame 100 of the 8bit
greyscale, 352 x 288 Foreman sequence to a ratio of 20:1 (0.4bpp or 990Kbps).
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9.4 Psychovisual Evaluation
Four observers were asked to look at and judge the quality of the Gaussian (see sections 5.3.1.2 and
9.1.1), K-NN (see sections 5.3.3 and 9.1.2) and two best morphological filtering methods, which use 
the following filter combinations:
•  The simultaneous 2D and 3D filtering method (see section 9.3.2) with 4nn connectivity, the 
AF filter structure and the power attribute and in the recursive mode, which gives the best 
result for the Foreman sequence,
•  The combined 2D and 3D method (see section 9.3.1) using a non-recursive mode, 4nn 
connectivity, the AF filter structure and the power attribute, which produces the best result 
for the Kiel sequence.
All o f the observers agreed that the K-NN method produced the worst looking results for the Kiel and 
Foreman sequences. This produced blurring and visually noise was still very much visible. Most of 
the observers agreed that the Gaussian output also showed blurring, which was noticed more on edges 
of objects more than anywhere else, but that this was not as severe as that produced by the K-NN 
filter. The two morphological filters however proved to be indistinguishable from each other. In 
addition the observers said they preferred these filters as the sequences were smoother, both spatially 
and temporally. Noise was also noted to be much less apparent on the morphological results, thus 
showing that the morphological filters are not only the best numerically for reducing noise but that 
they are also desirable for their psychovisual qualities.
Observers were also asked to evaluate a few compressed sequences. All of the observers said that the 
MPEG-II and H263 CODEC’s produced better outputs than the BWV or MJPEG. The MJPEG 
CODEC was the worst due to the blocking artefact but it was also noted that comments were made 
about a significant amount of artefacts appearing in the BWV CODEC although not as visually 
annoying. For all o f the CODEC’s, all of the observers said that the morphologically filtered 
sequences appeared to be the best as they were smoother. They could not tell the difference between 
the two morphological filters. The Gaussian was noted to be almost as good as the morphological. It 
was not as good because of some noise still being visible as flicker between frames and a few 
observers saying that the frames had blurred in places. The K-NN filter was noted to be the worst 
producing flicker in some areas but more noticeable was the blurring, especially on the unseen data. 
However, a few comments were made that it was difficult to see differences with the MJPEG and 
BWV CODEC’s by a couple of observers. This shows that visually the morphological filters are far 
superior to the K-NN and Gaussian. However it has highlighted the fact that more compression ratios 
should be used for evaluating the visual performance of a CODEC as at a compression ratio of 20:1, 
observers couldn’t see much of a difference in the MJPEG CODEC. Thus at lower compression 
ratios, they should be able to.
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9.5 Application to Unseen Data
In the real world, for example a television receiver, a sequence of images is received in a degraded 
state with no reference or access to the original image. Thus the sequence must be filtered using little 
or no prior knowledge. Like the application to unknown data for the images (see section 7.1.3), the 
noise variance of the sequences is measured and the filter parameters are plotted against them as 
shown for the Gaussian (see section 5.3.1.2) a  value and the number of neighbours to use for the K- 
NN filter (see section 5.3.3) in Figure 9.28. Since only two sequences are used, the LMS fir will be 
linear, hence only a linear fit has been used.
There are two morphological filters that perform better than the rest, the first uses the simultaneous 
2D and 3D filtering with 4nn connectivity, the AF filter structure and the power attribute and in the 
recursive mode, which gives the best result for the Foreman sequence. This gives a PSNR of 
33.20dB, an improvement of 5.06dB. The second uses a non-recursive mode, 4nn connectivity, the 
AF filter structure and the power attribute but using the combined 2D and 3D method, which produces 
the best result for the Kiel sequence. This gives a PSNR of 30.28dB, an increase of 2.16dB. Hence 
only these two morphological filters are evaluated using unknown data. All o f the filters show an 
increase in the filter values as the noise variance increases with the exception that the mask size for 
the Gaussian method is 3 x 3 for both sequences, hence this is then assumed to be the best size to use 
In addition both of the best morphological filters use a window size of 3, which is also assumed to be 
the best size to use. Linear LMS fits are made to the data so that the noise variance o f a sequence can 
be estimated and used to evaluate the filter values to be used. For the Gaussian a , the equation 
evaluated to:
a  -  0.0209* -1.4214 (9.2)
where x is the estimated noise variance. Similarly, the K-NN fit for finding the best number of 
neighbours to use evaluates to:
K  = 2.0919*-183.12 (9.3)
These two best morphological filters are evaluated in the same way, but like the Gaussian have two 
variables, one for the 2D filter value and one for the 3D filter value. Equations 9.4 and 9.5 give the 
formulas for the filter values using the simultaneous method and equations 9.6 and 9.7 give the 
formulas using the combined method.
Power2D = 20.501* -1737.8 (9.4)
Power2D = 78.447* -  6674.6 (9.5)
Power2D = 176.77* -15494 (9.6)
Power3n = 19.873* -1678.2 (9.7)
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a) Plot of the best Gaussian filter points for a  and a Linear LMS line fitted to the data.
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b) Plot o f the best K-NN filter points for K  and a Linear LMS line fitted to the data. 
Figure 9.28: Noise variance against filter values.
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9.5.1 Estimating the Noise Variance
Like the spatial method (see section 7.1.3), in order to estimate the filter values to use, an estimate of 
the noise variance needs to be made. The same technique as the spatial is used, that is that the image 
is split into blocks, the variance of each block is calculated and the average of a certain percentage of 
the smallest variances is used as the estimate of the true noise variance. There are several ways in 
which this can be extended to sequences. One method is to calculate the noise variance for each 
frame and then average them all together. However, the method used calculates the variances for all 
of the blocks over the entire sequence.
There are two variables that can be changed with this method, the block size and the percentage of 
blocks to use in order to calculate the noise variance. Over 10 sequences were corrupted with 28dB of 
noise and the best values for block size and percentage to use are found that produce the closest noise 
variance estimation to the true noise variance. Figure 9.29 shows the frequency the block sizes and 
percentage of block sizes to use occur to use to find the closest match for noise variance estimation. 
This shows that a block size of 29 x 29 is the most frequently used block size, that is it is used to 
obtain the closest match 40% of the time, where as the second graph shows that 100%, all o f the 
blocks are used to obtain the best estimation for 50% of the results. However, a block size of 29 x 29 
may not necessarily use all o f the blocks, hence two further experiments are conducted. The first (see 
Figure 9.30a) uses 100% of the blocks to calculate the noise variance but varies the block size to find 
the best. This shows that a block size of 29 x 29 occurs more often, 50% of the time, than any other. 
The second test uses a block size of 29 x 29, which was indicated to be the best block size from the 
previous experiments, and varied the percentage of blocks to use in order to estimate the noise 
variance. This showed that the most frequent outcome, 50% of the time, used 100% of the blocks. 
This indicated that using all of the blocks and a block size of 29 x 29 will provide the best overall 
estimation of the noise variance.
9.5.2 Filtering Unseen Data
Like the spatial method (see section 7.1.3.2), an uncorrupted sequence is chosen, Stefan, and 
corrupted AWGN (see section 5.1.1) resulting in a PSNR of 28.16dB. The original sequence is not 
used in the filtering process, but is used after filtering to provide an evaluation of the performance of 
the system. The first 50 frames of the Stefan sequence is used, which a size of 352 x 288 pixels and is 
shown at 25fps. Only the Y channel is used making the sequence 8bit greyscale. Using the noise 
estimation method (see section 9.5.1) to evaluate the variance of the noise gives a value of 93.77. 
This is then used to calculate the filter values by replacing x  in equations 9.2 -  9.7, which gives the 
filter values as shown in Table 9.20, which are subsequently used to filter the sequence with. The 
original sequence is then used to evaluate the performance of the system in terms of PSNR. The K- 
NN filter is shown to be the worst performing, as it was when the best filter values were used (see 
section 9.1.2). Morphological filtering proves to outperform the Gaussian, with the simultaneous 
method performing the best with a PSNR o f 30.45dB, which is and improvement o f 2.29dB.
PAGE 292
CHAPTER 9: 3D PREPROCESSOR DEVELOPMENT FOR NOISE REDUCTION
35.00%
15.00%
2 3 4 5 6 7 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Block size





n $  <bN <<> a? & <&<&<£■&
Percentage of blocks to use
b) Frequency of the best percentage of blocks to use.
Figure 9.29: Frequency of the best block size and percentages of blocks to use.
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Figure 9.30: Frequency of the best block size and percentages of blocks to use.
PAGE 294
CHAPTER 9: 3D PREPROCESSOR DEVELOPMENT FOR NOISE REDUCTION
This has shown that all of the filters can be adapted to allow for blind filtering of a sequence and that 
the morphological filtering methods work better than the Gaussian and K-NN. However, the 
performance gain of the morphological over the Gaussian is relatively small. Further refinements, for 
example using many more sequences and noise levels to tune the system may increase this and 
provide a much more reliable and accurate estimation of the filter parameters.
Filter Filter values PSNR (dB) of filtered 
sequence2D 3D
Gaussian, using a 3 x 3 mask 0.5 30.28
K-NN 13 28.60
Morphological -  Simultaneous 
Using 4nn connectivity, Power attribute 
and AF filter structure with the recursive 
method, using a window size of 3
185 682 30.45
Morphological -  Combined 
Using 4nn connectivity, Power attribute 
and AF filter structure with the non­
recursive method, using a window size 
of 3
1082 185 30.39
Table 9.20: Estimated filter values to use and the resultant PSNR after filtering.
Figures 9.31 -  9.34 show example frames, frames 5 and 45, from the Stefan sequence. Figure 9.31 
shows the original and corrupted frame 5 of the 352 X 288, 8bit greyscale Stefan sequence and Figure 
9.33 shows the same for frame 45. In addition the Gaussian filtered frame is shown using the 
parameters estimated (see Table 9.20). Whilst on a frame by frame basis the Gaussian appears to 
remove a great deal of noise, when viewed as a video, noise is still very much visible as pixels flicker 
between frames. The K-NN filter, see Figure 9.32a, shows the frame being blurred, both spatially and 
temporally. The noise is more apparent than it was in the output o f the Gaussian filter. The two 
morphological filters, see Figures 9.32b, 9.32c, 9.34b and 9.34c all look very similar. However, it 
was noticed that using the simultaneous method, some temporal blurring occurred, although only 
slightly and only in a few places. Since this was not observed in the training sequences, this could be 
caused by the estimation of the attributes not being accurate enough and hence more training of the 
system is required. It is however noted that the morphological methods produce a much smoother 
sequence, both spatially and temporally than either the Gaussian or K-NN filtering methods.
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Stefan sequence.
a) Original uncorrupted frame 5 of the Stefan sequence.
b) Corrupted frame 5 with 28dB of AWGN.
c) Frame 5 after the sequence has been filtered using the Gaussian method with a 3 x 3 mask and 
a  = 0.5 . This gives a PSNR of 30.28dB.
Figure 9.31: Original, corrupted and Gaussian filtered frame 5 of the 352 x 288 8bit greyscale
PAGE 296
CHAPTER 9: 3D PREPROCESSOR DEVELOPMENT FOR NOISE REDUCTION
TH€ WATCH
a) Frame 5 after the sequence has been filtered using the K-NN method with A>13, which gives a
PSNR of 28.60dB.
b) Frame 5 after the sequence has been filtered using the simultaneous morphological method giving a
PSNR of 30.45dB.
c) Frame 5 after the sequence has been filtered using the combined morphological filtering method,
which results in PSNR of 30.39dB.
Figure 9.32: Frame 5 of the 352 x 288 8bit greyscale Stefan sequence filtered using the K-NN and
morphological methods.
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a) Original uncorrupted frame 45 of the Stefan sequence.
b) Corrupted frame 45 with 28dB of AWGN.
c) Frame 45 after the sequence has been filtered using the Gaussian method with a 3 x 3 mask and
a  = 0.5 . This gives a PSNR of 30.28dB.
Figure 9.33: Original, corrupted and Gaussian filtered frame 45 of the 352 x 288 8bit greyscale
Stefan sequence.
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a PSNR of 30.45dB
a) Frame 45 after the sequence has been filtered using the K-NN method with AT=13, which gives a
PSNR of 28.60dB.
b) Frame 45 after the sequence has been filtered using the simultaneous morphological method giving
c) Frame 45 after the sequence has been filtered using the combined morphological filtering method,
which results in PSNR of 30.39dB.
Figure 9.34: Frame 45 of the 352 x 288 8bit greyscale Stefan sequence filtered using the K-NN
and morphological methods.
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9.5.3 Compression Results
Previous results from this chapter have shown that filtering improves the compressibility of a 
sequence when the best filter is available. However since the filter parameters have been estimated 
and therefore may not be the best, this may also mean a gain in the quality of the compressed 
sequence is achieved. Thus the filtered sequence is compressed and decompressed using the four 
CODEC’s, MJPEG, MPEG-II, BWV and H263. The PSNR is then measured against the original 
uncorrupted sequence, the results of which are given in Table 9.21. This shows that all of the filters 
produce a better output than had the sequence not been filtered. For example, using the H263 
CODEC with the noisy sequence, a PSNR of 29.02dB is achieved. Using the combined 
morphological approach, a PSNR of 32.50dB is achieved. In addition the K-NN filter is shown to 
produce results the same as, or for most of them worse than the other filters with the Gaussian 
producing the best results. Of the two morphological methods, the combined method produced the 
best results which is the opposite outcome of the noise filtering alone where the simultaneous method 
worked best. Gaussian filtering results are very close to the Combined morphological method, further 
refinement and tuning of the filter estimation may decrease this difference.
















K-NN MPEG-II 29.04BWV 28.69
H263 31.63
Morphological -  Simultaneous 
Using 4nn connectivity, Power attribute and AF filter structure 









Morphological -  Combined 
Using 4nn connectivity, Power attribute and AF filter structure 








Table 9.21: PSNR of the Stefan sequence after compression to a ratio of 20:1 (0.4bpp), with the best 
output for each CODEC shaded, not including the unfiltered sequences.
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9.6 Conclusion
This chapter has shown how mathematical morphology can be used to filter image sequences. Several 
filtering methodologies have been developed and evaluated. The spatial only method is the least 
complex. Several efficient methods (see chapter 6), such as Wilkinson’s method (see section 6.1.5) 
and the Max-tree (see section 6.1.4) can be used. However, the goal o f this chapter was to investigate 
different filtering methods and not the efficient implementation of them.
The results of the noise reduction have all show an improvement on the PSNR regardless of the 
filtering method used. Gaussian filtering (see section 9.1.1) was shown to work well giving a 1.62dB 
and 3.97dB increase in PSNR for the Kiel and Foreman sequences respectively, which the 
morphological methods have exceeded. However observers could see some blurring in the filtered 
output and in some cases, flickering between frames, which is caused by the difference between 
frames, for example the motion of a tennis ball. The K-NN filter (see section 9.1.2) was also shown to 
be effective at noise reduction giving an increase of 0.98dB and 3.3dB for the Kiel and Foreman 
sequences respectively. This is not as good as the Gaussian but is much more efficient to implement. 
Observers though thought that sequences filtered using this method did not look as good as those 
filtered using the Gaussian method. The frames appeared more blurred both spatially and temporally.
The morphological filtering methods though showed a much higher gain in PSNR, 2 .14dB and 4.92dB 
for the Kiel and Foreman sequences respectively. These are the best results from the spatial 
morphological filters and both used the power attribute (see section 6.2.2.4), 4nn connectivity and the 
AF filter structure (see section 4.6.2), thus showing that the power attribute is a better method to use 
than the area attribute. In addition, the AF filter structure is faster than the ASF (see section 4.6.2 and 
chapter 6), as is the 4nn connectivity when compared to the 8nn connectivity (see chapter 6). Hence 
this results in the fastest combination of the morphological filter. Observers also said that they 
preferred this output to the K-NN filtered sequences, but there was an even split (2 observers for each) 
when compared to the Gaussian. None of the observers could see that the morphological creates flat 
areas although they could see that it was smoother in appearance.
Despite the apparent success of the morphological approach, it can still produce sequences that flicker. 
Hence spatio-temporal methods were developed in several different ways. The first implemented a 
block based preprocessing system as was shown in section 9.2. The results o f this, which was an 
increase o f 1.98dB and 4.37dB for the Kiel and Foreman sequences respectively, although not as high 
as the spatial only method, still performed better than both the Gaussian and K-NN methods. In 
addition since this is a spatio-temporal system, there is less flicker between frames, although there can 
still be flicker between the block. Since only spatio-temporal points are taken, there is still a large 
amount o f spatial extrema that are left un-processed. Two further improvements were made to this 
system, the first of which processed a block as before, but only save the centre frame. The block was 
then slid along by one pixel and the process repeated. The second method used the same process, but 
kept the previous filtered data when the window is moved. Results from these two methods (see 
section 9.2.2), which was an increase in PSNR of 2.03dB and 4.6dB for the Kiel and Foreman
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sequences respectively, showed that keeping the previous results produced the best results in 
conjunction with the AF filter structure and a window size of 3 with the power attribute. This is an 
improvement upon the block method but still is not as good as the basic spatial method.
To obtain the best of both worlds, the spatial and spatio-temporal, two hybrid methods were 
developed that combine spatial and spatio-temporal processing. The first method described in section 
9.3.1 simply processes the sequences spatially and then spatio-temporal using one of the 3 spatio- 
temporal filtering methods. The best results showed an improvement of 2.16dB and 5.00dB for the 
Kiel and Foreman sequences respectively. This beat the spatial only method by a very small amount, 
however it does reduce the flickering and removes more of the noise. This method again shows the 
power attribute and the AF filter structure performing the best in addition to the overlapping, recursive 
spatio temporal method. Since this method is sequential, it increases the processing time, which is 
countered by the fact that the spatio-temporal attributes are much smaller than they would have been if 
not preceded by a spatial filter and that spatial filtering reduces the number o f spatio-temporal regions. 
The second method processes the spatial and spatio-temporal data simultaneously (see section 9.3.2). 
The results shown an improvement of 2.13dB and 5.06dB for the Kiel and Foreman sequences 
respectively. Thus both are better than the spatial only results but the Kiel is worse than using the 
sequential method of filtering spatially and then spatio-temporally. However the Foreman results do 
show the best overall results. Observers could not tell the difference between the two techniques and 
thus is hard to pick the best method, although the simultaneous method is slightly more complex to 
implement. To pick the best method, further investigations into efficient implementations and 
psychovisual evaluations on the filtered data would need to be carried out of a large number of 
sequences and observers. This has however shown two successful methods for noise reduction using 
new spatio-temporal morphological filtering methods.
The compression results for the spatial methods however show that the Gaussian and K-NN filtering 
methods produced a more compressible sequence. For example compressing the corrupted Foreman 
sequence to a ratio of 20:1 (0.4bpp or 990Kbps), which had a PSNR of 28.14dB, produces an output 
PSNR of 32.16dB when used with the H263 CODEC (see Table 9.3). Using the best Gaussian filter 
prior to compression results in a PSNR at the output of the CODEC of 36.76dB. The morphological 
spatial filter manages only 34.7ldB. This suggests that either the Gaussian is filtering better or is 
simply filtering more. To determine which it was, four observers were asked to look at the 
compressed sequences (see section 9.4). Using the MJPEG and BWV CODEC’s, all o f the observers 
found it difficult to see differences due to the artefacts introduced by the CODEC’s. However for 
both the MPEG-II and H263 CODEC’s, all o f the observers still said that the morphologically filtered 
sequences looked the best, generally because they looked smoother, less blurred and couldn’t see any 
distortions as the sequence was played, especially on the Stefan sequence. Hence although the PSNR 
shows the Gaussian performing best in conjunction with the CODEC’s, simple psychovisual tests 
show that this is not the case visually. In addition, since the filters have been tuned for noise removal, 
further gains may be possible by retraining the system but using the CODEC outputs to train the 
system instead of the filter outputs. This may increase the compressibility of the sequences, but 
would have the disadvantage that it would be tuned for a particular CODEC, whereas the current
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system can be used in conjunction with any CODEC. However all o f the compressed sequences show 
an improvement on the PSNR of the un-filtered sequences after being compressed. Thus all o f the 
methods have fulfilled the original goal of reducing the noise and improving compressibility. To this 
end, the spatial method would then be the best method to use in a real world system where a real-time 
system is required for the simple reason that it can be implemented very efficiently (see chapter 6). 
However, further investigation into spatio-temporal processing could investigate and produce more 
efficient implementation methods that would allow a real-time system to be developed.
Throughout this chapter and chapter 7, the power attribute has been shown to perform better than the 
area attribute for the majority of cases. However, unlike the spatial methods (see chapter 7), the 
spatio-temporal methods have shown that the AF filter structure generally outperforms the ASF filter 
structure for noise reduction regardless of the image sequence used. This may be because of the 
difference in the image size, the content of the frames or that sequences have different properties to 
images for morphological filtering.
The final development of these filtering methods was to apply them to unseen data. Hence section 9.5 
shows the application to unseen data. A sequence, Stefan, was corrupted with noise and the noisy 
sequence then filtered without using the original sequence. This showed that the variance of the noise 
could be estimated and used to evaluate the filter parameters to use. All o f the filters showed an 
increase in performance, although the morphological filter using the simultaneous spatial and spatio- 
temporal filtering (see section 9.3.2) showed the highest improvement of 2.29dB. However the 
Gaussian filter proved to produce the best compressible output as it did before. Observers however 
still said that they preferred the morphological output as it showed less flicker between frames, was 
smoother and did not blur the frames like the K-NN and Gaussian filters did. A difference between 
the two morphological filters, the simultaneous and combined (see section 9.3.1) could still not be 
seen. Hence this shows that attribute values can be estimated and used to filter any sequence, 
although more training may result in a better estimate of the attribute values. In addition more noise 
levels could be used, thus allowing the filters to be used not only on any sequence but also with any 
amount of noise.
This chapter has shown several new image sequence noise reduction methods using mathematical 
morphology. All of the methods have been shown to be able to reduce the noise and improve the 
compressibility of image sequences. In addition the noise reduction has been shown to perform better 
than two other currently used techniques, the Gaussian filter (see sections 5.3.1.2 and 9.1.1) and the 
K-NN filter (see sections 5.3.3 and 9.1.2) and that psychovisually the morphological sequences 
produce a better output from a CODEC than other methods. Application to previously unseen data 
has been shown to work, although further refinement could be used to increase the accuracy and range 




In image compression, the ability to compress data as efficiently as possible is a key point. Regardless of the technology used to obtain material, the images will inevitably contain some 
degree of noise and degradation. This can have a significant impact on the performance of an image 
compression system due to the amount of extra high frequency information present. This thesis has 
shown the basics of digital video systems and several methods, including mathematical morphology 
for improving the compressibility o f an image compression system. These methods include both the 
reduction of noise and psycho-visually lossless image simplification.
Digital and analogue video systems were introduced in chapter 2 and the history and development of 
the television was shown. A brief overview of digital video was covered which showed why digital 
is considered better than analogue and why compression is required for digital transmission. To show 
how this works the MPEG-II CODEC was introduced, from which most CODEC’s work in a similar 
way. Digital systems still have some disadvantages compared to analogue systems, some o f which 
include artefacts, degradation in performance due to noise, delays in coding, etc.
The HVS is described in chapter 3, which showed how it works and several ways to measure image 
quality. The two methods, objective and subjective, have been clearly shown. Objective 
measurement is by far the most widely used measurement as it is easy to implement, produces 
consistent values and is cost effective. However, this can be flawed as was shown in section 3.2.1, in 
that an objective measurement can give a value that indicates an image that will show little 
degradation or artefacts. In reality it may look worse than an image with a poor objective 
measurement. Thus the subjective measurement was introduced. This allows observers to judge the 
quality o f images. Hence subjective measurements allow a system to be tuned to best approximate the 
properties of the HVS. This allows more filtering in certain areas, for example flat areas, and thus 
creates less data for compression. However, subjective measurements do have several drawbacks. 
Firstly observers need to be found to take part in the experiments. These need to be people with little 
knowledge of image processing, so that they do not know what too look for. In addition the same 
observers should not be used in multiple sittings. In addition, in a commercial environment, this often 
results in the observers needing to be paid and hence this method can be expensive. Finally, even if 
the same experiments are run again, there is little chance of obtaining the same results. This thesis has 
used both methods with the objective measurement being used to measure the performance of the 
noise reduction methods and the subjective measurement used to implement a psycho visually lossless 
image simplification system.
The idea of mathematical morphology was introduced in chapter 4, which described and explained the 
basic operations, Dilation and Erosion. This has then been expanded on to derive more complex 
mathematical morphology operators such as granulometries, Open-Close filters, AM and attribute 
morphology filters. Binary and greyscale operators have been shown working in 1, 2 and 3
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Dimensions. This thesis has used only the luminance channels of images. However mathematical 
morphology can be used for colour processing. The method of how this is applied is still o f some 
debate. For example the channels could be treated independently of each other or the channels could 
be made dependant on each other, for example by using vector operators.
Noise was introduced in chapter 5. Several noise models have been described, including Gaussian 
noise, which is considered a worst-case approximation. A literature review has also been shown 
describing how other researchers have tackled the problem o f noise reduction. Most o f these tend to 
use impulse noise and median filters although several attempts at using them for Gaussian noise 
removal have been made. Mathematical morphology systems for image noise reduction were 
reviewed and the potential for improvement highlighted. Most systems reviewed have been designed 
to work with one specific CODEC. This thesis has developed a preprocessing system that will work 
with any CODEC. This does however have the disadvantage that the best performance may not be 
obtained but does allow more flexibility in the choice of CODEC. Thus the latest CODEC’s can 
easily be used with the system developed within this thesis with little or no modifications.
The development and implementation of AM and attribute morphology methods was shown in chapter 
6. The simplest method, the pixel-queue algorithm has been shown which uses morphological 
reconstruction. More efficient methods have also been looked at, the max-tree and Wilkinson’s 
algorithm. This has then been applied to attribute morphology and a new attribute based on the power 
removed was developed. This new attribute is used throughout the remainder of the thesis and has 
proven to be better at noise reduction than the area, contrast or volume constraints. Two filter 
structures have also been discussed in section 4.6.2, the AF and the ASF. Whilst both can use the 
efficient implementation methods reviewed, when the ASF is used the time required to execute the 
filtering rises quickly as the attribute size increases. Hence to overcome this, a new efficient ASF 
implementation has been developed based on the pixel-queue method. This has been shown to have 
an almost constant processing time regardless of the attribute size. The only factor that affects the 
processing time is the image content. Execution times of all four methods for the ASF were evaluated 
using both 4nn and 8nn connectivity.
Two new methods for image preprocessing were developed in chapter 7. One based on a 
psycho visually lossless measurement. This system has used the subjective measurement system to 
obtain an attribute value for the area and power attributes using the AF and ASF filters and 4nn and 
8nn connectivity. This has been shown to be visually lossless and further psycho visual evaluations 
carried out to confirm that the JPEG and JPEG 2000 CODEC do gain in performance from this 
processing. This has shown that mathematical morphology attributes can be psychovisually tuned and 
that mathematical morphology can be used to give a significant gain in the quality of a compressed 
image. The second method concentrated on reducing the noise, Gaussian, from an image. Several 
images and amounts of noise were used to evaluate the performance of the filter. In addition to the 
area and power attributes, the contrast and volume attributes have also been evaluated. Again the 
power attribute was shown to give the overall best results. This also showed that the attribute values 
used are linked to both the amount of noise used and the image contents. Thus the best attribute value
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for one image is not necessarily the best for another image. If the amount of noise affecting an image 
is known, or a close guess is available, then the filtering can be accomplished by using a measure, the 
mean for example, o f the optimum values found for the test images at that level. The amount of noise 
could be estimated using blind estimation. An appropriate attribute and value could then be selected 
based on the results obtained. In addition, the AF and 4nn connectivity appear to give the best 
performance, which gives the advantage that Wilkinson’s method can be used to increase the speed of 
the software.
The preprocessing methods shown in chapter 7 are used to develop a several spatio-temporal noise- 
reduction systems in chapter 8. These form novel filter structures that have not been reported in any 
literature, which allow a significant gain in the noise reduction and compressibility of an image 
sequence. There are four primary types of filter developed for mathematical morphology 
preprocessing, the first method being the only method commonly reported and used in the literature, is 
the spatial filter, which is used for a comparison. The second filter uses a spatio-temporal only 
filtering method whilst the third method combines this method with the spatial in a sequential filter. 
That is the image sequence is first filtered spatially and then spatio-temporally. The final filter takes 
this last method a step further and performs the spatial and the spatio-temporal filtering 
simultaneously. The power attribute demonstraights a significant improvement upon the area 
attribute. Evaluation of this system has shown that noise can be reduced relatively easily. The 4nn 
and AF filter structure have consistently produced better results than any other combination, 
especially when the power attribute is used. This has shown the potential for mathematical 
morphology in digital image and video preprocessing for both psychovisually lossless preprocessing 
and noise reduction.
Although this thesis has obtained the goal of reducing the effects o f noise on a CODEC and increasing 
the CODEC’s performance by image simplification, there are several possible future areas of research 
and development that could be looked at to further increase the performance of the image and 
sequence processing systems:
• For ease of implementation and development, the pixel-queue algorithm has been used for 
the preprocessing system. Thus future work could include developing a system using the 
max-tree or Wilkinson’s method in order to increase the speed of the system, especially for 
the spatio-temporal filtering and filtering using the ASF structure.
• All of the systems developed for this thesis have been specifically designed to run in 
software. However most real-world preprocessing systems use dedicated hardware, which 
are inevitably faster than software solutions. Thus future work could also consider hardware 
implementations on a Field Programmable Gate Array (FPGA) for example.
• The spatio-temporal filtering has only been applied to noise reduction due to both time and 
resources. Hence future work may also include psychovisually evaluating the spatio-
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temporal methods in a similar way to the spatial methods of section 7.2, which should give a 
significant increase in the compressibility of a video sequence.
• Currently, only the luminance channel is processed. Hence it would be helpful to look into 
how colour processing should be done. For example, the chrominance may need to be 
dependant on how the luminance channel is processed or it may be satisfactory to leave 
them independent of each other. This may depend upon the colour model used. In addition 
this will need to be visually tested, as the HVS is less sensitive to colour information. 
Hence it maybe possible to filter the chrominance channels more heavily.
• The system is currently CODEC independent, and thus whilst noise reduction can be 
effective, the gains seen by a CODEC are lower than had other filters been used. Hence 
future work may also include tuning the filters developed based on the CODEC outputs 
rather than filtering specifically for noise reduction. This would allow the optimum amount 
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12Appendix A - Set Theory
This chapter contains a basic introduction to set theory, which mathematical morphology uses as a foundation. For a more detailed analysis, the reader is referred to [43], [44], [145], [146].
12.1 Sets
A set can be defined as a group of elements or objects. In general, a set is defmed by the use of an 
upper case letter, ‘A ’, and an element is expressed as a lower case letter ‘x ’. For example, a set A 
could contain all even numbers from 1 to 10 as given by equation 12.1. There are many different 
ways in which the same set can be defmed. For example, the set above could also be defmed as 
shown in equation 12.2.
^  = {2,4,6,8,10} (12.1)
A = {x: x  is positive, x is even, x is a whole number and x < 12} (12.2)
This reads; A is equal to x  such that x  is positive, x  is an even number and x is less than 12. 
Sometimes, sets will contain no data at all. Such sets are called ‘empty sets’ and are defined as:
A = { } Or more commonly as, A = <f> (12.3)
12.1.1 Venn Diagrams
Venn diagrams give a visual aid in which set theory can be viewed with ease. Sets are usually 
depicted as circles while the space in which the sets are located is usually drawn as a rectangle. For 
example, given two sets, A = {l,2,3,4} and B = {2,4,8,6,10}, and that the range may be from 1 to 10, 
the corresponding venn diagram is shown in Figure 12.1. The entire range of numbers, commonly 
referred to as the numbers of interest, is defmed as the ‘universal set’, E. In this case, E ={1, 2, 3, 4, 
5, 6, 7, 8, 9, 10}. These two sets, A and B, are represented by the two circles, with the members of the 
sets located inside the circles. It is clear that 2 and 4 are in both sets from this diagram, and that, 5, 7 
and 9 don’t belong to either set.
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Figure 12.1: Venn diagram of two basic sets.
To describe if something is an element of a set or not, the following notation is used:
1 e A 1 is an element of A
2 e  A 2 is an element of A
6 g A 6 is not an element of A
5 g A 5 is not an element of A
In some cases, sets are contained within another set. For example, given that the range of interest is 
whole numbers from 0 to 14 and the three sets:
A = {x:x  is positive, x is a whole number and x ^  12} (12.4)
B = {*: x  is positive, x is odd, x is a whole number and x < 10} (12.5)
C = {1,3,5,7,9,11} (12.6)
The venn diagram showing these sets is shown:
Figure 12.2: Venn diagram of subsets.
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Clearly set C is contained within A and set B is contained in both C  and A. Three symbols are used to 
describe this relationship:
A c  A A is a subset o f A (i.e. A is contained in A). (12.7)
A< tB A is not a subset of B (i.e. A is not contained within B). (12.8)
A c tC A is not a subset o f C (i.e. A is not contained in C). (12.9)
B d A B is a proper subset o f A (i.e. all elements o f B  are contained within A). (12.10)
B c f i B is a subset of B (i.e. B is contained in B). (12.11)
B a C B is a proper subset of C (i.e. all elements o f B are contained within C). (12.12)
C <z A C is a proper subset of A (i.e. all elements o f C are contained within A). (12.13)
C c tB C is not a subset o f B (i.e. C is not contained in B). (12.14)
C c C C is a subset o f C (C is contained in C). (12.15)
A proper subset means that B is a proper subset of A if all elements o f B  are contained within A and 
that A contains elements that are not in B. Thus, a subset means that a set fits exactly inside another 
with all o f the elements common to both sets. The dual of a subset is a superset, and hence the above 
could also be written as:
A zdA A is a superset o f A (i.e. A is contained in A). (12.16)
A zdB A is a proper superset o f A (i.e. B  is contained in A). (12.17)
A zdC A is a proper superset o f C (i.e. C is contained in A). (12.18)
A zdB A is a proper superset o f B (i.e. B is contained in A). (12.19)
B is a superset o f B  (i.e. B is contained in E). (12.20)
C ZD B C is a superset of B  (i.e. B is contained in C). (12.21)
A zd C A is a proper superset o f C (i.e. C is contained in A). (12.22)
C d C C  is a superset o f C. (12.23)
12.1.2 Intersection
The intersection of two sets, A and B, is the elements contained within both sets. This is defmed as
given by equation 12.24. For example, given set A = {3,4,5,6} and set B = {3,5,9,10,15}, the result of
an intersection is given in equation 12.25.
A c \B  = { x . x g  A a n A x e B ]  (12.24)
A n B  = {4,4,5,6}n {3,5,9,10,15}= {3,5} (12.25)
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To make this clearer, a venn diagram is shown in Figure 12.3. The intersection is the area where the 
regions overlap. As can be seen, A and B overlap (have an intersection) as do B and C. However, A 
and B don’t intersect and hence performing an intersection on these two sets would give an empty set. 
This means that the regions are not joint, commonly called ’disjoint’. An intersection can be used to 
group common properties of sets together.
12.1.3 Union
The union of two sets, A and B, results in a set that contains the elements of both sets. This is defined 
by equation 12.26. This reads, the union is equal to x such that x is contained in set A or x is contained
in set B. Note that x can be contained in both A and B. For example, given set A = {3,5,9,16} and set
B = {3,5,9,10,15}, the result of a union is given by equation 12.27.
A v  B={x :xe i  A ot x e  B} (12.26)
A u  B = {3,5,9,16}u {3,5,9,10,15} = {3,5,9,10,15,16}. (12.27)
Note that although 3, 5 and 9 are contained in both, they are only listed once in the result. From 
Figure 12.3, it is clear that the union of A and B would contain all elements inside of A and B.
12.1.4 Compliment
The compliment or inverse of a set can also be used to take advantage of the relationships between 
various functions. A compliment of set A consists of all elements not in A as shown in Figure 12.4. 
This is defined as:
A = Ac = { x : x £  A) (12.28)
Figure 12.3: Venn diagram of the intersection of two sets.
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12.1.5
The set difference can be useful when comparing different sets. A set difference between set A and B 
will contain all the elements that are in A but are not in B. This is defined as shown in equation 12.29. 
For example, given two sets, A = {3,2,5} and B = {5,7}, the set difference is given by equation 12.30. 
Again this can be seen more clearly in a venn diagram as shown in Figure 12.5. The shaded area 
shows the set difference, A-B.
A - B  = A !B  = {x\x & A,x g 5}
A -  B = {3,2,5}-{5,7}= {2,3}
(12.29)
(12.30)
There is another commonly used set difference equation called the ‘Symmetric Set Difference’. This 
results in a set containing the elements contained in either set but not both sets and is given by 
equation 12.31. Using the sets, A -  {3,2,5} and B = {5,7}, the set difference is given by equation 
12.32. From Figure 12.5, it should be clear that the only bit of the two regions that is not in the 
symmetric set difference, is the overlapping (intersection) region.
Figure 12.4: The compliment of a set.
Set Difference
Figure 12.5: The set difference.
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AAB = {jcixe A ,x e  B ,x & (A n  B)}




Not all sets are equal. Set A is equal to another set, B, if they both contain exactly the same elements. 
For example, given two sets, A = {14,2,10} and B = {l 0,14,2}, since they both contain the same 
elements, regardless of order, then A is equal to B (i.e. A =B). The number of times an element is 
repeated is also irrelevant. If set B was given as, B = {10,14,14,2,2,2}, A is still equal to B as it still 
contains the same elements. However, if B was set to, B = {2,14,10,10,3}, then this is not equal to A as 
it contains elements not in A (i.e. A *  B ).
12.1.7 Translation
A set such as an image can be moved by the use of translation as given by equation 12.33. For 
example, given an a set and that / =  (x , y ) , the translation simply moves the set by x  in the x-axis and 
by y  in the y-axis as shown in Figure 12.6.
Af =(a )/ ={b:b = a + i, fo ra e  A} (12.33)
12.1.8 Reflection
The reflection of a set is a useful operator, especially for morphology and is given by equation 12.34. 
This simply flips a set about the origin in the x and y axis as shown in Figure 12.7.
A = {x: x = -a , fora e A} (12.34)
x-axis
O :
Figure 12.6: Translation of a set.
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x-axis
Figure 12.7: Reflection of a set.
12.2 Predefined Sets
There are some common sets o f numbers used through out set theory. The definitions for these are:
Z = {all whole numbers} = {” -,-3,-2,-1,0,1,2,3,” -} (12.35)
N = {all non - negative whole numbers} = {*: x > 0, x  € z} = {0,1,2,3,4,5,6, • • •} (12.36)
N+ = {positive whole numbers} = {x : x > 0,jc e  Z} = {l,2,3,4,5,6,- • •} (12.37)
IR = {all real numbers} = {-",-0.2,-0.1,0,0.1,0.2, •••} (12.38)
IR+ = {all positive real numbers} = {x: x > 0, x  e  R} = {• • -,0.1,0.2,0.3,0.4, • • •} (12.39)
R~ = {all negative real numbers} = { x : x < 0 , x g R } =  {•••,-0.3,-0.2,-0.1,-} (12.40)
Q" = {all rational numbers } = jx :x = — ,p  e  Z ,q  e Z , q *  oj = (12.41)
These are used in the same way as previously shown. For example:
A = {x: x e  IR and* < 2} (12.42)
This reads as; A is a set o f values of x such that x is a real number (R) and x is less than 2. It should 
be clear from the above, that the following relationships are apparent; ^  ^  ^  ^  ^  ^ ,
Q u T  = R j and Q n T  = <zJ.
12.3 Basic Laws
There are some basic laws that are used in set theory, which allow easy manipulation of set theory 
equations:
A u B  B\j  A Icommutative Laws (12.43)
A r \B  = B n A  I
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A u ( f l u  c ) = ( a  u B)u C 
A n ( f in  C )=(A  n f l ) n C
A n ( B u  C) = (A n B )u (A n C )
A u ( B n  C) = (A u B )n (A u C )  J
I  Associative Laws (12.44)
[Distributive Laws (12.45)
A u 0  = A
^Identity Laws (12.46)
A n E = A  J
A u A  = E 
A n  A =E 
A = A
Compliment Laws (12.47)
Another set of laws can be derived from the above, which can be used to simplify and reduce set 
theory equations:
A u ( A n B ) = A  
A n (A u Z ? )=  A
(A n Z ? ) u ( A n f l ) =  A 
(Au B)o (a u b )= A
A kjB = A r \B
Absorption Laws (12.48)
Minimisation Laws (12.49)
De Morgan’s Laws (12.50)
A n B = A u B
12.4 Other useful operators
There are numerous set operators, some of the more useful of which are briefly described below.
3x There exists x such that...
Vx For all x.
=> Implies.
<=>, iff If and only if
Q.E.D Quod erat demonstrandum (which was to be proved)
AX Set X with a scaling factor A,. The scaled set is defined as:
AX = jx :  —e X
I A
^ ( x )  Transformation of set X with transform .
^ ( X  ) Dual transformation of set X (i.e. vP * (x )=  [^ (x  C)]C).
U X b Union of all of the translations X b .
beB
D Xt Intersection of all of the translations X b .
beB
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13 Appendix B -  Full Results
This appendix contains the complete set of results carried out for chapters 7 and 9.
13.1 image Noise Reduction
This section contains the full results for the Barbara 2, Boats and Goldhill images from section 7.1.
13.1.1 Gaussian filtering results
This section contains the results for the Barbara 2, Boats and Goldhill images for Gaussian filtering of 
noisy images (see section 7.1.1). The results show how the PSNR varies as sigma and the mask size 
are varied (see Figures 13.1 -  13.12) and Table 13.1 shows the optimum filters and their 














Figure 13.1: Gaussian results showing PSNR against sigma and mask size with 14dB of noise 
using the Barbara 2 image, which has a size of 720 x 576 pixels and is 8bit greyscale.
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Figure 13.2: Gaussian results showing PSNR against sigma and mask size with 21dB of noise 











2.0 e.2.5Sigma 3.0 5.0
Figure 13.3: Gaussian results showing PSNR against sigma and mask size with 28dB of noise 
using the Barbara 2 image, which has a size of 720 x 576 pixels and is 8bit greyscale.
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Figure 13.4: Gaussian results showing PSNR against sigma and mask size with 35dB of noise 












1.5 2.0 Sigma 3.0 4.5
Figure 13.5: Gaussian results showing PSNR against sigma and mask size with 14dB of noise 
using the Boats image, which has a size of 720 X 576 pixels and is 8bit greyscale.
PAGE 319


















Figure 13.6: Gaussian results showing PSNR against sigma and mask size with 21dB of noise 








0.0 0.5 1.0 2.0 Sigma 4.0
Figure 13.7: Gaussian results showing PSNR against sigma and mask size with 28dB of noise 
using the Boats image, which has a size of 720 x 576 pixels and is 8bit greyscale.
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Figure 13.8: Gaussian results showing PSNR against sigma and mask size with 35dB of noise 












0.5 1.0 2.0 «25Sigma 3.0 3.5 4.0 5.0
Figure 13.9: Gaussian results showing PSNR against sigma and mask size with 14dB of noise 
using the Goldhill image, which has a size of 720 X 576 pixels and is 8bit greyscale.
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Figure 13.10: Gaussian results showing PSNR against sigma and mask size with 21dB of noise 
using the Goldhill image, which has a size of 720 x 576 pixels and is 8bit greyscale.
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Figure 13.11: Gaussian results showing PSNR against sigma and mask size with 28dB of noise 
using the Goldhill image, which has a size of 720 x 576 pixels and is 8bit greyscale.
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0.5 1.0 ei2.5Sigma 3.0
Figure 13.12: Gaussian results showing PSNR against sigma and mask size with 35dB of noise 
using the Goldhill image, which has a size of 720 x  576 pixels and is 8bit greyscale.
Sigma Mask Size PSNR (dB)
Barbara 2 
14.47dB 1.4 15 x 15 23.01
Boats
14.41dB 1.6 13 x 13 24.99
Goldhill
14.39dB 1.9 15 x 15 15.58
Barbara 2 
21.49dB 0.7 7 x 7 26.46
Boats
21.43dB 0.9 9 x 9 28.66
Goldhill
21.47dB 1.1 9 x 9 29.14
Barbara 2 
28.08dB 0.5 3 x 3 30.34
Boats 
28.1 ldB 0.6 5 x 5 32.23
Goldhill
28.09dB 0.7 3 x 3 32.35
Barbara 2 
34.97dB 0.4 3 x 3 35.60
Boats
34.99dB 0.5 3 x 3 36.52
Goldhill
34.96dB 0.5 3 x 3 36.49
Table 13.1: The optimum sigma values and mask sizes for noise removal using the Gaussian Alter
and their performance gain in PSNR.
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Image and noise level 
(dB)
PSNR (dB)
Un-filtered images Optimal filtered images
JPEG JPEG 2000 JPEG JPEG 2000
Barbara 2 
(Original noise free) 27.66 30.64
Boats 
(Original noise free) 32.66 35.00
Goldhill 
(Original noise free) 31.39 32.83
Barbara 2 
14.47dB 18.64 17.48 21.98 22.18
Boats 
14.4 ldB 18.58 17.87 21.91 21.92
Goldhill
14.39dB 15.51 17.73 25.29 25.52
Barbara 2 
21.49dB 23.95 24.42 24.86 25.60
Boats
21.43dB 25.41 24.33 21.82 21.85
Goldhill 
21.47dB 25.11 24.22 27.83 28.32
Barbara 2 
28.08dB 26.78 28.65 26.76 28.23
Boats




29.42 29.92 29.92 30.59
Barbara 2 
34.97dB 27.53 30.13 27.16 29.14
Boats
34.99dB 32.06 34.17 21.49 21.44
Goldhill
34.96dB 30.89 32.36 29.58 30.61
Table 13.2: PSNR values for the output of the JPEG and JPEG 2000 CODECs using the optimum 
Gaussian Altered images as the input. The CODEC outputs are compared to the original noise free
image.
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13.1.2 Morphology filtering results
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b) Results for the contrast attribute.
Key: -&-4mAF -A -4m ASF -e-8m A F  -*r-8mASF
Figure 13.13: Area and contrast attribute results for the Barbara 2 image with 14dB of noise.
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b) Results for the power attribute.
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Figure 13.14: Volume and power attribute results for the Barbara 2 image with 14dB of noise.
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b) Results for the contrast attribute.
Key: -0-4m A F  -A-4mASF -e -8 m /\F  - * “ 8mASF
Figure 13.15: Area and contrast attribute results for the Barbara 2 image with 21dB of noise.
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a) Results for the volume attribute.
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b) Results for the power attribute.
Key: -B-4m AF -A-4mASF -&-8mAF ~-*-~8mASF
Figure 13.16: Volume and power attribute results for the Barbara 2 image with 21dB of noise.
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b) R esults for the contrast attribute.
Key: - o —4nn AF —A— 4nn ASF —0— 8nn AF — 8nn ASF
Figure 13.17: Area and contrast attribute results for the Barbara 2 image with 28dB of noise.
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b) R esults for the pow er attribute. 
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Figure 13.18: Volume and power attribute results for the Barbara 2 image with 28dB of noise.
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b) Results for the contrast attribute.
Key: - B—4m A~ —A—4m ASF -0  8m AF —X— 8m ASF
Figure 13.19: Area and contrast attribute results for the Barbara 2 image with 35dB of noise.
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a) Results for the volume attribute.
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b) Results for the contrast attribute.
Key: -S-4mAF -&-4nnASF ~*“ 8mASF
Figure 13.20: Volume and power attribute results for the Barbara 2 image with 35dB of noise.
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b) Results for the contrast attribute.
Key: ~&-4nnAF A 4mASF 0 8mAF —x— 8mASF
Figure 13.21: Area and contrast attribute results for the Boats image with 14dB of noise.
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a) Results for the volume attribute.
200000 400000 1000000
Power
1200000 1400000 1600000 1800000
b) Results for the power attribute.
Key: -S-4m A F -*-4m A SF -e -8 m ^ F  ~*~8rmASF
Figure 13.22: Volume and power attribute results for the Boats image with 14dB of noise.
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a) R esults for the area attribute.








b) R esults for the contrast attribute.
Key: -s~4mAF -Tfir-4mASF
Figure 13.23: Area and contrast attribute results for the Boats image with 21dB of noise.
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b) Results for the power attribute.
Key: -B~4mAF -A-4mA3F -e-8nnAF ~*-“8nnASF
igure 13.24: Volume and power attribute results for the Boats image with 21dB of noise.
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b) Results for the contrast attribute.
Key: ~B-4mAF -j*r-4nnASF -e-8 m A F  ~-*-8nnASF
Figure 13.25: Area and contrast attribute results for the Boats image with 28dB of noise.
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b) Results for the power attribute.
Key: -e~4m A F -A -4mASF -e-8m A F  -x~8mASF
Figure 13.26: Volume and power attribute results for the Boats image with 28dB of noise.
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1 b) Results for the contrast attribute.
! Key: -B -4 n n A F  —A— 4nn ASF —©—8nnAF -* r -8 n n A S F
| Figure 13.27: Area and contrast attribute results for the Boats image with 35dB of noise.
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b) R esults for the pow er attribute.
Key: —B -4 n n A F  —A—4nn ASF —e —8nnA F —*r-8n n A S F
Figure 13.28: Volume and power attribute results for the Boats image with 35dB of noise.
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I b) Results for the contrast attribute.
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| Figure 13.29: Area and contrast attribute results for the Goldhill image with 14dB of noise.
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b) R esults for the pow er attribute.
Key: —B—4mAF —A—4mASF —0 8mAF ~~x— 8m ASF
Figure 13.30: Volume and power attribute results for the Goldhill image with 14dB of noise.
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a) R esults fo r the area attribute.
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b) R esults fo r the contrast attribute.
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Figure 13.31: Area and contrast attribute results for the Goldhill image with 21dB of noise.
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b) Results for the power attribute.
Key: -S-4nnAF -*-4m A SF -e-8m A F  ~*™8rmASF
Figure 13.32: Volume and power attribute results for the Goldhill image with 21dB of noise.
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Figure 13.33: Area and contrast attribute results for the Goldhill image with 28dB of noise.
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b) R esults for the pow er attribute.
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Figure 13.34: Volume and power attribute results for the Goldhill image with 28dB of noise.
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b) R esults for the contrast attribute.
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Figure 13.35: Area and contrast attribute results for the Goldhill image with 35dB of noise.
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b) R esults for the pow er attribute.
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Figure 13.36: Volume and power attribute results for the Goldhill image with 35dB of noise.
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14.41dB
A rea 44 ..23 .56 88 24 .1 2 469 21 .68 459 21 .6 9
C ontrast 84 17.43 191 2 2 0 0 82 | 17.39 | 240 19.45
V olum e 256 19.52 1620 23 .34 256 17.61 10899 21 .2 6
Pow er 71906 23 .78 159316 23 .82 889318 21 .80 889902 21 .7 9
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28.07 39377 26 .60
63 26 .36
68 25 .59
952  T 26 .5 9
31668  26 .73
85 26 .3 7
66 25 .5 4
1203 26 .5 0
37498  26 .6 0
T a b le  13.3: T h e  o p tim u  
fo r  n o ise  levels o f
m a t t r ib u te  v a lu e s  fo r  no ise  re m o v a l a n d  th e i r  p e r fo rm a n c e  g a in  in P S N R  
14dB  a n d  2 1dB . B est re su lts  a r e  sh a d e d  a n d  th e  w o rs t  a r e  o u tlin e d .
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T a b le  13.4: T h e  o p tim u m  a t t r ib u te  v a lu e s  fo r  no ise  re m o v a l a n d  th e i r  p e r fo rm a n c e  g a in  in P S N R  
fo r  n o ise  levels o f  2 8dB  a n d  3 5 d B . B est re su lts  a r e  sh a d e d  a n d  th e  w o rs t  a r e  o u tlin e d .
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13.1.3 Compression Results
T his sec tion  con ta ins the full resu lts from  sec tion  7.1.2.1.
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T ab le  13.5: O u tp u t PSN R  o f the optim um  a ttr ib u te  
Best results a re  shaded  and
values using JP E G  fo r 14dB and  21dB o f noise, 
th e  w o rst a re  ou tlined .
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T a b le  13.6: O u tp u t  P S N R  o f  th e  o p tim u m  a t t r ib u te  
B est re su lts  a r e  sh a d e d  a n d
v a lu e s  u s in g  J P E G  fo r  2 8 d B  a n d  3 5 d B  o f  noise, 
th e  w o rs t  a r e  o u tlin e d .
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T a b le  13.7: O u tp u t  P S N R  o f  th e  o p tim u m  a t t r ib u te  v a lu e s  u s in g  J P E G  200 0  fo r  14dB  a n d  2 1 d B  o f
noise.
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Table 13.8: Output PSNR of the optimum attribute values using JPEG 2000 for 28dB and 35dB of
3 32.47 3 32.47
10 32.49 10 32.51
17 32.52 18 32.52
161 32.51 161 32.51
noise.
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13.1.4 Application to unknown data
T his section contains all o f  the quadratic equations corresponding to  a LM S fit o f  the data obtained in 
section 7.1.3. Estim ation o f  the attribute param eter for the m orphological filter using 4nn 
connectivity , the A F filter structure and the contrast attribute:
y  =  \ -  0 .000021 be2 + 0.0793434 + 11.63 88422] (13.1)
E stim ation o f  the attribute param eter for the m orphological filter using 4nn  connectivity , the A F filter 
structure and the volum e attribute:
y  =  \ -  0.000121 be2 + 0 .3882202*  + 9 .8743641| (13.2)
E stim ation o f  the attribute param eter for the m orphological filter using  4nn connectivity , the A F filter 
structure and the pow er attribute:
y  =  0 .0086563*2 + 1 4 .0 0 5 7 8 3 8 * -4 4 .9 7 6 5 2 8 7  (13.3)
E stim ation o f  the attribute param eter for the m orphological filter using 4nn connectivity , the A SF 
filter structure and the area attribute:
y  = |0 .0000062*2 + 0.0208992* + 2.8584565| (13.4)
E stim ation o f  the attribute param eter for the m orphological filter using 4nn connectivity , the A SF 
filter structure and the contrast attribute:
y  =  \ -  0 .0000212*2 + 0 .1301373*  + 1 0 .3 5 4 9 2 4 1| (13.5)
E stim ation o f  the attribute param eter for the m orphological filter using 4nn connectivity , the A SF 
filter structure and the volum e attribute:
y  = |0 .0002509*2 + 0 .2300954* + 41.6305286| (13.6)
E stim ation  o f  the attribute param eter for the m orphological filter using  4nn connectivity , the A SF 
filter structure and the pow er attribute:
y  =  |0 .0244066*2 -1 .2 0 9 4 7 4 1 *  + 1592.5474005| (13.7)
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Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the AF filter 
structure and the area attribute:
y = |0.0001537.x2 -  0.0133906* + 8.9570369| (13.8)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the AF filter 
structure and the contrast attribute:
y = |-0.0000216*2 +0.0786207*+ 11.8432726| (13.9)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the AF filter 
structure and the volume attribute:
y = -  0.000176*2 +0.516959 + 8.5126231 (13.10)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the AF filter 
structure and the power attribute:
y = |0.2982518*2 -234.3243854*+ 26816.6527615| (13.11)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the ASF 
filter structure and the area attribute:
y = |0.0000448*2 + 0.113501* -  5 .156024l| (13.12)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the ASF 
filter structure and the contrast attribute:
y = |-  0.0000113*2 +0.1201915* + 10.6581231| (13.13)
Estimation of the attribute parameter for the morphological filter using 8nn connectivity, the ASF 
filter structure and the volume attribute:
y =|0.0015502*2 +0.5720002*+ 33.7344984| (13.14)
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Estim ation o f  the attribute param eter for the m orphological filter using 8nn connectivity , the A SF 
filter structure and the pow er attribute:
y  =  |o .3260906;t2 -2 1 2 .1  594666a: + 21511.317168l| (13.15)
13.2 Image Simplification
This section contains the full set o f  results obtained in section 7.2.1.
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b) 8nn A F
F ig u re  13.37: J P E G  ra te  d is to rtio n  g ra p h s  fo r  th e  B a rb a ra  2 im age (8 b it g reysca le , 720 x  576)
using  th e  A F  filte r  s tru c tu re .
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—I— Un-processed 
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F ig u re  13.38: J P E G  ra te  d is to rtio n  g ra p h s  fo r  th e  B a rb a ra  2 im age (8 b it g reysca le , 720 X 576)
using  th e  A SF  filte r  s tru c tu re .
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b) 8nn A F
F ig u re  13.39: JP E G  ra te  d is to r tio n  g ra p h s  fo r  th e  B oats im age (8 b it g reysca le , 720 x  576) using
th e  A F  filte r  s tru c tu re ..
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—I— Un-processed 



























F ig u re  13.40: JP E G  ra te  d is to rtio n  g ra p h s  fo r  th e  B oa ts im age (8 b it g reysca le , 720 x  576) using
th e  A SF filte r  s t ru c tu re .
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F ig u re  13.41: JP E G  ra te  d is to rtio n  g ra p h s  fo r  th e  G o ld h ill im age (8 b it g reysca le , 720 X 576)
using  th e  A F  filte r s tru c tu re .
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F ig u re  13.42: JP E G  ra te  d is to rtio n  g ra p h s  fo r  th e  G o ld h ill im age (8 b it g rey sca le , 720 X 576)
using  th e  A SF filte r  s tru c tu re .
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F ig u re  13.43: JP E G  2000 ra te  d is to rtio n  g ra p h s  fo r  th e  B a rb a ra  2 im age (8 b it g reysca le , 720 x
576) using  th e  A F  filte r s t ru c tu re .
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F ig u re  13.44: JP E G  2000 ra te  d is to rtio n  g ra p h s  fo r  th e  B a rb a ra  2 im age (8 b it g reysca le , 720 x
576) using  th e  A S F  filte r  s tru c tu re .
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F ig u re  13.45: JP E G  2000 ra te  d is to r tio n  g ra p h s  fo r  th e  B o a ts  im age (8 b it g rey sca le , 720 x  576)
using  th e  A F  f ilte r  s t ru c tu re .
PAGE 365







F ig u re  13.46: J P E G  2000 ra te  d is to rtio n  g ra p h s  fo r  th e  B oats im age (8 b it g rey sca le , 720 X 576)
using  th e  A SF filte r  s tru c tu re .
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F ig u re  13.47: J P E G  2000 ra te  d is to rtio n  g ra p h s  fo r  th e  G o ld h ill im age (8 b it g reysca le , 720 x
576) using  th e  A F  A lter s t ru c tu re .
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F ig u re  13.48: JP E G  2000 ra te  d is to rtio n  g ra p h s  fo r  th e  G o ld h ill im age (8 b it g reysca le , 720 x
576) using  th e  A S F  filte r  s tru c tu re .
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