Abstract. We investigate the long-time behavior of quantum N -level systems that are coupled to a Markovian environment and subject to periodic driving. As our main result, we obtain a general algebraic condition ensuring that all solutions of a periodic quantum master equation with Lindblad form approach a unique limit cycle. Quite intuitively, this criterion requires that the dissipative terms of the master equation connect all subspaces of the system Hilbert space during an arbitrarily small fraction of the cycle time. Our results provide a natural extension of Spohn's algebraic condition for the approach to equilibrium to systems with external driving.
Introduction and Main Result
The theory of open quantum systems provides us with powerful tools to describe the dynamics of quantum-mechanical objects that interact with a macroscopic environment [1] . A cornerstone of this framework is the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) equation,
Under certain technical conditions, this equation of motion defines the most general Markovian, i.e., memoryless, time evolution of a physical state ρ t [2] [3] [4] [5] . The selfadjoint operator H t is thereby usually identified with the effective Hamiltonian of the system, while the influence of the environment is encoded in the Lindblad operators A µ t with corresponding coupling rates γ µ t > 0; denotes Planck's constant. Notably, all components of the Lindblad generatorL t , including the number of dissipation channels M t , can be time-dependent if the system is externally driven.
Owing to its high degree of generality, the GKSL equation has found application in nearly all areas of modern quantum physics ranging from quantum optics [6] and quantum information theory [7, 8] over quantum thermodynamics [9] [10] [11] to quantum device engineering [12] . The general mathematical properties of this equation, which have been extensively studied over the last decades [13] [14] [15] [16] [17] [18] [19] , have thus become a source of valuable physical insight. A particularly important problem in this context is to characterize the long-time behavior of its solutions. For systems without external driving, which are described by a time-independent Lindblad generator, the conditions that lead to a unique stationary limiting state ρ ss are well understood [5] . In particular, Spohn proved a general criterion that, quite intuitively, requires the dissipative terms of the Lindblad generator to connect all subspaces of the system Hilbert space [20] . This result can be formulated as follows:
Theorem 1 (Spohn). For a system obeying the GKSL equation (1) 
for arbitrary initial conditions ρ 0 . Here, A is self-adjoint if X † ∈ A for all X ∈ A and irreducible if [X, Y ] = 0 for all X ∈ A implies that Y is a multiple of the identity.
The central aim of this letter is to extend this theorem to periodically driven systems, whose Lindblad generator is explicitly time-dependent and obeys the condition L t+T =L t for some cycle time T . Such systems are commonly studied in quantum thermodynamics, for example as models of cyclic thermal machines [9, 10, 21] .
When a periodic driving protocol is constantly applied to a dissipative system, we intuitively expect its state ρ t to approach a periodic limit cycle satisfying ρ cy t+T = ρ cy t . This expectation can be motivated using the following argument given in [9] . The relative entropy between two states ρ t and σ t is defined as
Being non-negative and zero only if ρ t = σ t , this quantity can be understood as a distance measure on the state space of a given system. The dynamics induced by the GKSL equation can only decrease the relative entropy between two states, i.e., S(ρ τ σ τ ) ≤ S(ρ t σ t ) for any time τ > t [1] . Using this result with σ t = ρ t+T and τ = t + T yields S(ρ t+T ρ t+2T ) ≤ S(ρ t ρ t+T ). Hence, the relative entropy between ρ t and ρ t+T decreases with every period. This argument implies that the relative entropy between ρ t and ρ t+T converges to a limit value at long times. We can, however, not conclude that this value is zero, i.e., that ρ t = ρ t+T . In fact, there are periodically driven open quantum systems described by GKSL equations, for which the period length of the system response at long times is an integer multiple of the applied cycle time T , see for example [22] . Furthermore, the argument given above cannot be used to address the uniqueness of the limit cycle. It thus remains unclear which conditions must be met for the long-time solution of (1) to be a unique limit cycle satisfying ρ cy t+T = ρ cy t . Here, we show that, to this end, it suffices that the periodic Lindblad generatorL t satisfies the requirements of Theorem 1 for an arbitrarily small fraction of the period T . As our main result, we obtain the following theorem:
Theorem 2. Consider a system obeying the GKSL equation (1) 
for arbitrary initial conditions ρ 0 .
We proceed as follows. After fixing the notation in Section 2, we briefly review the proof of Theorem 1 in Section 3. In Section 4, we derive our main result. Further aspects are considered in our concluding Section 5.
Setup and Notation
We consider an open quantum system with finite-dimensional Hilbert space H. The space of linear, self-adjoint operators X : H → H is denoted by S and equipped with the trace-norm
where σ(X) is the set of eigenvalues of X. Upon introducing the Hilbert-Schmidt inner product,
S becomes a Hilbert space [23] . Linear operatorsV : S → S are called superoperators and indicated by hats;V † denotes the Hermitian adjoint ofV with respect to the scalar product (6) . The operator norm of a superoperator with respect to the trace-norm is defined as
Throughout this letter, we use the symbol ρ to denote the state of the system, i.e., a positive operator in S satisfying tr ρ = 1.
Time-Independent Lindblad Generators
In this section, we sketch Spohn's proof of Theorem 1 [20] .
We consider an open quantum system obeying the GKSL equation (1) 
where
. By construction, the coefficient matrix B αβ is positive definite. Hence, its smallest eigenvalue b is strictly positive. We now separate the diagonal contribution
from the generator (8) 
Here, • 1 is the operator norm with respect to the trace-norm on 1
⊥ . Next, we consider the remaining generatorL r . By construction, this superoperator is still the generator of a quantum dynamical semigroup. Hence, the corresponding propagator exp[L r t] is completely positive and trace preserving and therefore contractive, i.e., exp[L r t] 1 = 1 [5] . Since the image ofL r is contained in 1
Combining this bound with (10) by means of the Lie product formula [23] , we obtain
Thus, all eigenvalues ofL have negative real parts. Finally, we choose an orthonormal basis of S with (dim H)
1 being the first basis element. The matrix representation ofL in such a basis has the form
where * denotes unknown entries. Examining the characteristic polynomial of this matrix proves first thatL has a single zero eigenvalue and second that the remaining eigenvalues are identical to the eigenvalues ofL , which have negative real parts. The proof of Theorem 1 is thus complete.
Periodic Lindblad Generators
We now move on to driven systems with a time-periodic Lindblad generatorL t+T =L t . The propagatorV t,t 0 , which maps the initial state ρ t 0 to the later state ρ t , here depends on both the initial and the final time. Our goal is to show that ρ t approaches a limit cycle ρ cy t+T = ρ cy t at long times. A direct approach to this problem is, however, complicated by the fact that the limit cycle can generally not be explicitly determined.
To circumvent this difficulty, we work in the Heisenberg picture, where the state ρ 0 is constant and the observables X ∈ S carry the time dependence X t = V † t,0 X 0 . Note that the time evolution of X t does generally not follow from a time-local differential equation [1] . In order to prove Theorem 2, it suffices to show that any observable X t becomes a multiple of the identity at long times, X t = x t 1 for some scalar x t = x t+T ; the expectation value X t ≡ tr[X t ρ 0 ] then becomes periodic and independent of the initial state.
The eigenvalues ofL † t are the complex conjugates of the eigenvalues ofL t . Therefore, they all have a negative real part, except for a single zero eigenvalue with constant eigenvector 1. This fact is, however, not sufficient to conclude that X t becomes a multiple of the identity at long times, since the adjoint generatorsL † t 1 andL † t 2 at different times t 1 and t 2 do not commute with each other in general. Instead, the strategy of our proof is to introduce a norm for X t , the orthogonal projection of X t on 1 ⊥ , which strictly decreases wheneverL t satisfies the conditions of Theorem 1.
To this end, we first consider a general subspace S of S, and define
for X ∈ S . It is easy to show that (14) indeed defines a norm on S . Note that (14) coincides with the usual definition of the operator norm • ∞ in the case S = S.
Lemma 3. LetÛ : S → S be a superoperator on the subspace S . Then Û ∞ , the operator norm ofÛ with respect to • ∞ , satisfies
where • 1 is the operator norm with respect to the trace-norm on S .
It follows that Û ∞ ≤ Û † 1 .
We are now ready to prove Theorem 2. We assume that the generatorL t satisfies the conditions of Theorem 1 for 0 ≤ t ≤ τ . The adjoint propagator over this interval is given by the ordered exponential
where ∆t ≡ τ /N . Upon choosing an orthonormal basis of S with (dim H)
1 as its first element, the matrix representation of a single time-slice of the propagator (17) becomes
where 0 is a column vector with zero entries andL t is the restriction ofL t on 1 ⊥ . We now apply the adjoint propagator V † τ,0 to an arbitrary observable X 0 ∈ S.
Decomposing X t as X t ≡ x t 1 + X t with X t ∈ 1 ⊥ and using (18) yields
This expression makes it possible to derive an upper bound on X τ ∞ in terms of X 0 ∞ . Here, the role of the subspace S in the definition (14) of the ∞-norm is played by 1
⊥ . Recalling (12), we find that exp[L t ∆t] 1 ≤ e −λt ∆t for some λ t > 0, sinceL t satisfies the conditions of Theorem 1. Applying Lemma 3 toÛ = exp[L t ∆t] † in every individual time-slice, we thus obtain
The value of λ t can be found at each time t by following the procedure described in Section 3. By assumption,L t is continuous for 0 ≤ t ≤ τ . Furthermore, we can assume without loss of generality that dim A t is constant throughout this time interval. Therefore, we are free to choose the self-adjoint operators F α t appearing in the decomposition (8) as continuous functions of time. By construction, the diagonal generatorL d,t and its largest non-zero eigenvalue, −λ t , are then also continuous. Therefore, Λ ≡ min 0≤t≤τ λ t is strictly positive and we can conclude that
Hence, the ∞-norm of X strictly decreases under the action of the adjoint propagator
The propagator over the remaining part of the period,V † T,τ , can be treated analogously. Here, we use that exp[L t ∆t] 1 ≤ 1 for any Lindblad generatorL t , i.e., the propagatorV † T,τ can only decrease the ∞-norm of the 1 ⊥ -component. For the time evolution over a full period, we thus obtain
T,τ X 0 . It follows that X t = x t 1 at long times.
It remains to prove that x t+T = x t . To this end, we compare the expressions
The propagators are invariant under a global time shift T due to the periodicity ofL t , i.e.,V † t+T,T =V † t,0 . Since 1 is an eigenvector ofV † T,0 , we obtain X t+T =V † T,0 X t = X t at long times. Thus, our proof of Theorem 2 is complete.
Concluding Remarks
In this letter, we have shown that a periodically driven open quantum system approaches a unique limit cycle if the dissipative terms of the GKSL equation mix all subspaces of the system Hilbert space during a finite fraction τ /T of each driving period. In addition, our proof provides the lower limit Λτ /T on the average rate of approach to the limit cycle, where the characteristic rate Λ can be calculated from the Lindblad generatorL t . We note, however, that our proof of the existence of the limit cycle is not constructive. In fact, the limit cycle can be determined explicitly only for specific systems [21, [24] [25] [26] ; further characterizing the properties of these states on a general level appears to be impossible.
While we have here focussed on periodically driven systems, our method can be applied also for non-periodic, e.g., quasi-periodic, driving. To this end, we introduce the following generalization of the rate λ t to times t whereL t does not satisfy the conditions of Theorem 1: if the span of all Lindblad operators at the time t is not self-adjoint, we set λ t = 0. Otherwise, we can define the diagonal contributionL d,t as in Section 3, and −λ t ≤ 0 is the largest eigenvalue ofL d,t , i.e., of the restriction to the subspace of traceless operators. The following corollary then follows along the lines of Theorem 2:
Corollary 4. For a system obeying the GKSL equation (1), let λ t be defined as described above. If
the system is relaxing, i.e., its behavior at long times is independent of the initial conditions.
Finally, it is a natural question to ask whether the conditions of Theorem 2 could be weakened. A weaker condition might, for example, only require that t∈[0,T ] A t is irreducible, i.e., that the dissipative dynamics connects all subspaces over the course of one driving period. A simple counterexample, illustrated in Figure 1 , shows, however, that this condition is not sufficient for the limit cycle to be unique. Hence, potential generalizations of Theorem 2 would most likely require a closer analysis of the interplay between the unitary and the dissipative parts of the GKSL equation. It remains a challenge for future investigations to settle the question whether such extensions can be formulated in terms of simple algebraic conditions. Periodically driven quantum four-level system without a unique limit cycle. The states |1 through |4 are indicated by horizontal lines in the diagrams; the filled circles on the lines indicate the level populations at the beginning of each step. We consider a cyclic four-step protocol: (i) The populations of the pairs of states (|1 , |3 ) and (|2 , |4 ) thermalize separately. That is, the time evolution during this step follows (1) with constant Lindblad generatorL t =L. The generator contains four dissipative terms with the Lindblad operators |1 3|, |2 4|, and their adjoints. (ii) The populations of the states |2 and |3 are swapped unitarily. (iii) The populations of the pairs (|1 , |2 ) and (|3 , |4 ) of states thermalize separately. (iv) The populations of the states |2 and |3 are swapped unitarily. The ratio between the populations marked in green and the populations marked in blue is determined by the initial conditions and remains unaltered over one period. Hence, the long time state cannot be unique.
