Abstract. For 1/2 < p < 1, a description of inner functions whose derivative is in the Hardy space H p is given in terms of either their mapping properties or the geometric distribution of their zeros.
Introduction and results
Let H(D) be the collection of holomorphic functions in the unit disc D of the complex plane C. For 0 < p < ∞, the Hardy space H p consists of those f ∈ H(D) for which
A bounded holomorphic function I ∈ H(D) is called inner if |I(e iθ )| = 1 for almost every (a.e.) e iθ ∈ ∂D, where I(e iθ ) = lim r→1 − I(re iθ ) denotes the radial limit at the point e iθ . It is well-known that every inner function I can be represented as a product I = ξBS, where ξ is a unimodular constant, B is a Blaschke product, and S is a singular inner function; see [11, p. 72] .
In the seventies Ahern and Clark [3, 4] considered inner functions in HardySobolev spaces, that is, those inner functions whose derivative belongs to a certain Hardy space, which opened a new page in complex function theory. The only inner functions whose derivative is in H 1 are Blaschke products with finitely many zeros, since these are the only inner functions which extend continuously to the closed unit disc. So, given 0 < p < 1, the problem consists of describing those inner functions whose derivative is in H p . As shown by Cohn [7] , this is related to the smoothness of functions in the corresponding model space. It is well known that p = 1/2 is a breaking point in this problem. For instance, an inner function whose derivative is in H p for some p ≥ 1/2 must be a Blaschke product ([3, Theorem 3] ) while the singular inner function I(z) = exp((1 + z)/(z − 1)) has derivative in H p for any p < 1/2.
Let 0 < q < ∞ and 0 < s < 1. The weighted Besov space B 
See [22, Theorem 2] , and also [9, Theorem 13] and [13, Theorem 7(b) ]. Note that this characterization does not extend to the case qs = 1/2 by [4, Lemma 2] . Fix 1/2 < p < 1. If B is a Blaschke product with zeros {z n } ⊂ D satisfying . These results as well as the improvements due to Verbitskiȋ ( [22] , see also [12, 15] ) do not provide a complete characterization of the Blaschke products B with B ′ ∈ H p . The following results concern the mapping properties of Blaschke products in Hardy-Sobolev spaces. Let B be a Blaschke product with zeros {z n }. In [5, p. 28] , for any 0 < p < 1, Carleson proved that the condition (2) holds if and only if 
where γ is a Carleson contour of B. See also [9, Theorem 13] . Many of the results mentioned above can also be found in the monograph [17] .
The main purpose of this paper is to present a description of Blaschke products whose derivative is in H p for 1/2 < p < 1, in terms of either their mapping properties or the geometric distribution of their zeros. For 1 < α < ∞,
denotes a Stolz angle with vertex at e iθ ∈ ∂D. Given a Blaschke product B with zeros {z n }, repeated according to their multiplicity, consider the function
Theorem 1. Let 1/2 < p < 1, 1 < α < ∞ and B be a Blaschke product with zeros {z n }. Then the following conditions are equivalent:
Moreover, there exist positive constants C 1 = C 1 (c, p) and C 2 = C 2 (α, p) such that if any of the conditions above holds then C −1
The proof of Theorem 1 shows that, if (b) holds for a certain 0 < c < 1, it is also satisfied for any 0 < c < 1. Similarly, if (c) is satisfied for a certain α > 1, it also holds for any other choice of α > 1. Observe that Theorem 1 does not hold for p ≤ 1/2. Actually, if B is a Blaschke product with a single zero z 0 ∈ D and F = F α,B is the corresponding function defined in (3), both F p L p (∂D) and I(c) are comparable to (1 − |z 0 |)
Recall that {z n } ⊂ D is separated (with respect to the pseudo-hyperbolic metric) if there exists a constant δ = δ({z n }) > 0 such that ̺(z n , z k ) > δ for all n = k. Here ̺(z, w) = |z − w|/|1 − zw| denotes the pseudo-hyperbolic distance between the points z, w ∈ D. If the zeros, counting multiplicities, of a Blaschke product form a separated sequence, the function F can be estimated pointwise and the condition (c) in Theorem 1 is equivalent to (2). Corollary 2. If 1/2 < p < 1 and B is a Blaschke product with separated zeros {z n }, then B ′ ∈ H p if and only if {z n } satisfies (2).
Although Corollary 2 can be deduced from our main result, we will give an independent proof for it. Corollary 2 admits an immediate generalization to finite unions of separated sequences and was originally proved by Protas in [20, Theorem 3] . The following result, due to Verbitskiȋ, see [12, Theorem K] and [22, Theorem 5(b) ], arises as another consequence of Theorem 1.
Corollary 3. Let 1/2 < p < 1 and 1 < β < ∞. Let B be a Blaschke product whose zeros {z n } are contained in a Stolz angle Γ β (e iθ ) for some e iθ ∈ ∂D. Consider N j = #{z n : 2
Moreover, there exists a constant C = C(β, p) > 0 such that
As a consequence of Theorem 1 we obtain a proof for the following beautiful result proved in [ 
Moreover, if B ′ ∈ H p then for all a ∈ D, except possibly for a set of logarithmic capacity zero, the preimages B −1 ({a}) = {z n (a)} satisfy (5) .
Consider the collection of dyadic arcs {e iθ ∈ ∂D : (j − 1)2 −n+2 π ≤ θ ≤ j2 −n+2 π}, j = 1, . . . , 2 n−1 , n ∈ N, of the unit circle. Given an arc I ⊂ ∂D consider the sector Q = Q(I) = {re iθ : e iθ ∈ I, 1 − |I| ≤ r < 1}, whose base is the arc I, and its top part T (Q(I)) = re iθ : e iθ ∈ I, 1 − |I| ≤ r < 1 − |I|/2 . Here |I| = ℓ(Q) denotes the normalized arc length of I. Let E be the collection of dyadic sectors of D, that is, sectors whose base is a dyadic arc of ∂D.
Part (c) of Theorem 1 gives a description of Blaschke products in certain Hardy-Sobolev spaces in terms of the function F α,B which is defined on the unit circle. There is a similar description in D. Given a sequence {z n } ⊂ D and a sector Q ∈ E, let N(Q) be the number of points in {z n } ∩ T (Q), that is, N(Q) = #{n : z n ∈ T (Q)}. Consider the function
where the sum is taken over all sectors R ∈ E for which ℓ(R) ≥ ℓ(Q) and Q ⊂ 3R. Here 3R is a sector whose base is concentric to that of R and ℓ(3R) = 3 ℓ(R). For N ∈ N, let E N be the collection of maximal sectors Q ∈ E such that F (Q) > 2 N . Observe that the maximality gives N(Q) > 0 for any Q ∈ E N . We denote ℓ(E N ) = ℓ(Q), where the sum runs over all sectors Q ∈ E N . Our next result is a reformulation of part (c) of Theorem 1.
Corollary 5. Let 1/2 < p < 1 and B be a Blaschke product with zeros {z n }.
Given a sector Q 0 ∈ E and 0 < ε < 1, let A ε (Q 0 ) be the family of those dyadic sectors Q ⊂ Q 0 , Q = Q 0 , for which
Part (a) of the next result provides a sufficient condition for a Blaschke product to be in a Hardy-Sobolev space, which as stated in part (b), is also necessary under a suitable assumption.
Corollary 6. Let 1/2 < p < 1 and B be a Blaschke product with zeros {z n }.
then B ′ ∈ H p . (b) Assume there exist constants C > 0 and 0 < ε < 1 such that for any sector Q 0 ∈ E with N(Q 0 ) ≥ C, Corollary 7. Let 1/2 < p < 1 and B be a Blaschke product with zeros {z n }. Assume that for any Q 0 ∈ E with N(Q 0 ) ≥ 1, and any dyadic subsector
We briefly sketch the main ideas in the proof of Theorem 1. The necessity of (4) follows easily from the estimate (1) but the sufficiency is harder. Given a Blaschke product B satisfying (4), we consider the family F of dyadic sectors Q such that T (Q) ∩ {z ∈ D : |B(z)| ≤ c} = ∅ and the Blaschke product B ⋆ with zeros {z Q : Q ∈ F }. Here z Q denotes the center of T (Q). It turns out that there exists a constant
iθ ∈ ∂D. The condition (4) easily implies B ⋆′ ∈ H p and hence B ′ ∈ H p . Let us now discuss the statement in part (c). Let P zn denote the Poisson kernel at the point z n ∈ D, and let T zn be the box kernel given by
, and T zn (e iθ ) = 0 otherwise. It was proved by Frostman [10] (see also [3] ) that, if B is a Blaschke product with zeros {z n }, then B ′ ∈ H p if and only if n P zn ∈ L p (∂D). The necessity of part (c) in Theorem 1 follows from the trivial estimate T zn (e iθ ) ≤ C(α) P zn (e iθ ), which holds for all e iθ ∈ ∂D. The sufficiency is harder and can be deduced from a result of Luecking [16, Proposition 1] . See also [18, Lemma C] . However the proof of Luecking's result uses the atomic decomposition of tent spaces and we present a more elementary argument. We first split the sequence of zeros into convenient families defined according to the size of the distribution function of F α,B . In each family we consider the corresponding Blaschke product b and prove an estimate for the size of the set of points z ∈ D such that |b(z)| < 1/2 by using a dyadic construction and certain stopping time arguments. It turns out that, as Luecking's result, our argument also extends to the higher dimensional setting.
The paper is organized as follows. In Section 2 we collect some elementary properties of inner functions. Section 3 contains the proof of Theorem 1, while Section 4 is devoted to the proofs of the corollaries. In the concluding Section 5, we pose two closely related questions.
Auxiliary results
We begin by recalling basic properties of Blaschke products. If
with comparison constants depending on α. The notation C 1 C 2 means that C 1 /C 2 is bounded by a positive constant, while C 1 ≃ C 2 indicates that C 1 /C 2 is bounded from above and below by two positive constants. If {z n } is a Blaschke sequence, that is n (1 − |z n |) < ∞, then {z n } ∩ Γ α (e iθ ) contains only finitely many points for a.e. e iθ ∈ ∂D. If {z n } is a Blaschke sequence, then the Blaschke product
is a bounded analytic function in D having zeros precisely at the points z n . Here we take the convention that each zero is repeated according to its multiplicity and that |z n |/z n = 1 for z n = 0. Now
Since |B(z)| ≤ |z n − z|/|1 − z n z| for z ∈ D, and for any n, we deduce
A holomorphic mapping f from the unit disc into itself is said to have a finite angular derivative at 
and in this case,
A classical result of Frostman says that the Blaschke product B with zeros {z n } has a finite angular derivative at e iθ ∈ ∂D if and only if
Moreover, if B has a finite angular derivative at e iθ ∈ ∂D, then
See [10, Théorème VI] and [3, Theorem 2] . Here P zn is the Poisson kernel at the point z n ∈ D. As usual, we write |B ′ (e iθ )| = ∞ whenever B has no angular derivative at e iθ ∈ ∂D. With this convention (10) holds for all e iθ ∈ ∂D. We use the following auxiliary result which is closely related to an idea of Cohn [7, Lemma 1] .
Lemma 8. Let B and B
⋆ be inner functions. Assume that there exist constants 0 < σ < 1 and 0 < C < ∞ such that
Since B ⋆′ ∈ H p for some 0 < p < ∞, the radial limit |B ⋆′ (e iθ )| exists and is finite for a.e. e iθ ∈ ∂D. Let e iθ ∈ ∂D be any point where B ⋆ has a finite angular derivative. By the Julia-Carathéodory theorem, lim inf
Hence lim inf
Again, by the Julia-Carathéodory theorem, B ′ (e iθ ) exists, it is finite and satisfies
Proof of Theorem 1
We first prove the equivalence between the statements (a) and (b). Assume that B is a Blaschke product for which B ′ ∈ H p for 1/2 < p < 1. If 0 < c < 1, then
Fubini's theorem gives
Estimate (1) with q = 1 and s = p gives that the last integral is finite, and hence I(c) < ∞.
Conversely, given 0 < c < 1, we will prove that there exists a constant M = M(c) > 0 such that, if B is a Blaschke product with I(c) < ∞ then
It suffices to prove (11) for finite Blaschke products B, provided that M is independent of B. For n ≥ 0, consider the collection D n of the 2 n dyadic subarcs of ∂D, of equal normalized length 2 −n , having pairwise disjoint interiors, and obtain
Partition each top part T (Q(I)) in (12) into 4 k squares of with pairwise disjoint interiors in such a way that the pseudo-hyperbolic diameter of each square is at most c/2. This is accomplished by choosing k = k(c) ∈ N ∪ {0} to be sufficiently large. After reindexing the sets, we deduce D =
with a comparison constant depending on c and p. Let B ⋆ be the Blaschke product with zeros {z ⋆ n }. By (2), we deduce B ⋆′ ∈ H p and
We proceed to show that B ′ ∈ H p . Consider the set Ω = T n , where the union runs over the indices n ∈ N for which T n ⊂ {z ∈ D : |B(z)| < c}. If z ∈ Ω then z belongs to some set T n which contains another point w z such that |B(w z )| ≥ c. By the Schwarz-Pick lemma,
Note that |B ⋆ (z)| < σ for all z ∈ Ω ∩ D, where σ = σ(c) with 0 < σ < 1 is a sufficiently large constant, since B ⋆ has a zero within a fixed pseudohyperbolic distance from any point on Ω ∩ D. Hence, if |B ⋆ (z)| ≥ σ we have |B(z)| ≥ c 1 , and Lemma 8 yields B
H p . Let us now prove the equivalence between the statements (a) and (c). Since α is fixed, we write F = F α,B . Assume that B is a Blaschke product with zeros {z n }, and B ′ ∈ H p for 1/2 < p < 1. Since
we obtain
By assumption B has a finite angular derivative for a.e. e iθ ∈ ∂D, and hence by (10) 
The converse assertion is more difficult. We begin by reducing the problem to a certain estimate, which is then proved in steps. Assume that B is a Blaschke product and F ∈ L p (∂D). For any arc I ⊂ ∂D, we consider a dilated sector
where c(α) is a positive constant which will be defined later. In this case we write ℓ(Q α ) = 1 − max{1 − c(α)|I|, 0}, where |I| denotes the normalized arc length of I as above. Given an arc I ⊂ ∂D and n ≥ 0, consider the dyadic decomposition of I into the collection D n of 2 n subarcs of I, of equal length, having pairwise disjoint interiors, and obtain
Consider the open sets
where {I (N ) j } are pairwise disjoint open subarcs of ∂D for any fixed N ∈ N. These collections are nested in the sense that
for short. Decompose the zero-sequence {z n } of B in the following way:
Following this notation
and since 1/2 < p < 1,
The proof reduces to showing that there exists a constant C = C(α, p) > 0 such that
for all j and N.
Assume that (14) holds, and let us complete the proof. By (13) and (14),
We conclude that B ′ ∈ H p by (10) and [3, Theorem 4] , and moreover,
Proof of (14) . It is clear that the points in Λ N,j , for fixed j and N, are uniformly bounded away from ∂D. The remaining part of the proof of Theorem 1 consists of three steps. In the first step we obtain a uniform estimate for the function F corresponding to the points in Λ N,j , while in the second step we consider the Blaschke product b with zeros Λ N,j . Finally, in the third step, we construct another finite Blaschke product b ⋆ in such a way that b ⋆ has a zero within a fixed hyperbolic distance from any point where b is (in a certain sense) small, and show that the radial limits of b ′ are majorized by those of b ⋆′ .
Step 1. Fix j and N. To simplify the notation, we write
j , Λ = Λ N,j . Note that Λ contains only finitely many points. Consider the function
where the constant β = β(α) with 1 < β < α is chosen in such a way that the aperture of Γ α is twice the aperture of Γ β . We proceed to prove
If, on contrary to (15) , there exists e iθ 0 ∈ ∂D such that G(
It follows that
Step 2. Let b = b(N, j) be the (finite) Blaschke product with zeros Λ = Λ N,j . Since top parts of (dilated) dyadic sectors have bounded hyperbolic diameter, by the Schwarz-Pick lemma, there exists a constant κ = κ(α) with 0 < κ < 1 satisfying the following property: if |b(z)| < 1/2 for some point z ∈ Q 0 , then |b(z Q )| < κ where Q is the dyadic subsector of Q 0 with z ∈ T (Q). Let A be the family of those proper (dilated) dyadic subsectors Q of Q 0 for which |b(z Q )| < κ. This step consists of proving the estimate
where c 1 = c 1 (α, p) is a positive constant. The estimate (15) yields 1 − |z n | ≥ 2 −N −1 for any z n ∈ Λ. Consequently, if z ∈ D and 1 − |z| ≤ 2 −N −2 , then
Using that log
with absolute comparison constants. Define
It is clear that v is a positive harmonic function in D. By (17) ,
with absolute comparison constants. Let D(N) be the family of those (non-dilated) dyadic sectors Q(I) of D for which |I| = 2 −N −2 and I ⊂ 2I 0 . If we denote R N = 1−2 −N −2 , then the Poisson integral formula yields
with an absolute comparison constant. Now, Harnack's inequality gives
with an absolute comparison constant. Since Λ ⊂ Q 0 , we have
and consequently,
with absolute comparison constants. Let us now estimate #Λ. We have
1 − |z n | ≃ #Λ with comparison constants depending on α. By using (15), we conclude that #Λ 2 N |I 0 | which implies v(z Q 0 ) 2 N , and by (19),
with a comparison constant depending on α.
For j ∈ N, let B(j) be the collection of those sectors Q ∈ D(N) for which
with a comparison constant depending on α. Since 1 − |z n | ≥ 2 −N −1 for any z n ∈ Λ, it can be shown that v(z) ≃ v(z Q ) whenever z ∈ Q ∈ D(N), with absolute comparison constants. Hence v(z) ≃ 2 j+N if z ∈ Q ∈ B(j) for j ∈ N, and v(z) 2 N if z ∈ Q ∈ B(0). By (18), we deduce
and
with absolute comparison constants. For any Q ∈ B(j), j ≥ 0, we denote
For any Q ∈ B(j) for j ≥ 1, by (22) , the sectors Q ∈ A with z Q ∈ Q must satisfy ℓ( Q) ≃ 1 − |z Q | 2 −j−N , with comparison constants depending on α. We conclude
with a comparison constant depending on α and p. By (21),
and hence
with a comparison constant depending on α and p. For any Q ∈ B(0), by (23), the sectors Q ∈ A with z Q ∈ Q must satisfy ℓ( Q) 2 −N . Hence
with a comparison constant depending on α and p. Let C be the family of dilated dyadic sectors Q ⊂ Q 0 with 1
with a comparison constant depending on α and p. Now, (24), (25) and (26) give (16).
Step 3. Consider the (finite) Blaschke product
where m = max {n ∈ N ∪ {0} : n ≤ 2 N |I 0 |}. Estimate (16) gives
with a comparison constant depending on α and p. Let Z denote the zero-sequence of b ⋆ , where zeros are counted according to their multiplicities. Note that Z ⊂ Q 0 . Let Q be a dyadic subsector of Q 0 , and assume that there is a point ζ ∈ Z ∩ T (Q). Since there exists an absolute constant 0 < ν < 1 such that ̺(ζ, z Q ) < ν, we deduce
with absolute comparison constants. Let E(Q 0 ) be the collection of dyadic sectors Q ⊂ Q 0 . Hence, by (9) ,
with an absolute comparison constant. Since 1/2 < p < 1, we deduce
with a comparison constant depending on p. Finally, according to (27), we have b ⋆′ p H p 2 N p |I 0 | with a comparison constant depending on α and p. We proceed to prove that b
. By construction, there exist a constant σ = σ(α) with 0 < σ < 1 satisfying the following property: if |b ⋆ (z)| ≥ σ for some z ∈ D then |b(z)| ≥ 1/2. Assume on contrary that |b(z)| < 1/2 for some z ∈ Q 0 . Then, |b(z Q )| < κ where Q is the dyadic subsector of Q 0 with z ∈ T (Q). Hence, b ⋆ (z Q ) = 0 and |b ⋆ (z)| ≤ ̺(z, z Q ), which proves the property. By Lemma 8, we deduce b
, with a comparison constant depending on α and p. This completes the proof of (14), and hence the proof of Theorem 1.
Proof of the corollaries
Proof of Corollary 2. If B is a Blaschke product whose zeros satisfy (2), then B ′ ∈ H p by [19, Theorem 2] . Note that no assumption on the separation of zeros is needed here. Conversely, suppose that B is a Blaschke product whose zeros {z n } are separated, and B ′ ∈ H p for some 1/2 < p < 1. Fix 1 < α < ∞. By (10),
Note that F ⋆ is finite almost everywhere, since (8) ensures that the intersection {z n } ∩ Γ α (e iθ ) contains at most finitely many points for a.e. e iθ ∈ ∂D. It is also clear that
∈ N ∪ {∞} for those e iθ ∈ ∂D for which {z n } ∩ Γ α (e iθ ) = ∅ by the following rules. If the infimum
is strictly positive, then let J(e iθ ) ∈ N be the index such that the annulus R J(e iθ ) contains the point at which the infimum (28) is attained. If the infimum (28) is zero, then define J(e iθ ) = ∞. Note that J(e iθ ) can be infinite only on a set of Lebesgue measure zero.
Since {z n } is separated, there is a constant S = S(α, {z n }) such that
For those e iθ ∈ ∂D for which {z n } ∩ Γ α (e iθ ) = ∅ and J(e iθ ) < ∞, we obtain
while otherwise this estimate is trivial. Now
This completes the proof of Corollary 2.
Proof of Corollary 3.
Without loss of generality, we may assume that {z n } is contained in Γ β (1). Let α = 2β. By elementary geometry, there exist natural numbers k 1 = k 1 (β) and k 2 = k 2 (β) such that:
For k ∈ N, consider I k = {e iθ ∈ ∂D : 2 −k+1 < |e iθ − 1| ≤ 2 −k+2 }. Let 1/2 < p < 1, and consider the function F = F α,B in (3). We deduce
Since 1/2 < p < 1, we have
with a comparison constant depending on β. Similarly,
with a comparison constant depending on β and p. We have proved that
with comparison constants depending on β and p. The assertion follows by applying Theorem 1.
Proof of Corollary 4.
Given a ∈ D, let τ a be the automorphism of the unit disc given by τ a (w) = (a − w)/(1 − aw), w ∈ D. If τ a • B is a Blaschke product and (5) holds, by (2), we deduce (τ a • B) ′ ∈ H p and hence B ′ ∈ H p . Conversely, assume that B is a Blaschke product with B ′ ∈ H p for 1/2 < p < 1, and let us show the last part of the statement. By the result of Carleson mentioned in the Introduction, it is sufficient to show that for all a ∈ D, except possibly for a set of logarithmic capacity zero, we have
Fix 0 < c < 1. Given a probability measure σ, which is supported in the disc of radius c centered at the origin, and which satisfies
we have to show σ {a ∈ D :
where
Using (29) and part (b) of Theorem 1, we obtain
Since σ is supported in {z ∈ D : |z| ≤ c}, we deduce
e. e iθ ∈ ∂D, by using polar coordinates and Fubini's theorem, we deduce
by (1) with q = 1 and s = p. This finishes the proof.
Proof of Corollary 5. Let us first prove the necessity of the condition (6). Fix α > 1 sufficiently large such that for any Q(I) ∈ E and any e iθ ∈ I, we have T (R) ⊂ Γ α (e iθ ) for all R ∈ E for which ℓ(R) ≥ ℓ(Q(I)) and Q(I) ⊂ 3R. Consider the function F = F α,B defined in (3) . Observe that if Q(I) ∈ E N then I ⊂ {e iθ ∈ ∂D : F (e iθ ) > 2 N }. Hence ℓ(E N ) ≤ |{e iθ ∈ ∂D : F (e iθ ) > 2 N }| and the sum in (6) is bounded by a fixed multiple of F p L p (∂D) . Since B ′ ∈ H p , the condition (6) is satisfied by part (c) of Theorem 1.
Conversely, assume that (6) holds and let us show that B ′ ∈ H p . Pick α > 1 close enough to 1 such that the following conditions are satisfied:
(i) for any sector Q(I) and any point e iθ ∈ ∂D with T (Q) ∩ Γ α (e iθ ) = ∅, we have e iθ ∈ 2I; (ii) each Stolz angle Γ α (e iθ ), for e iθ ∈ ∂D, intersects at most two top parts of sectors, which are of the same size and belong to E. We proceed to prove
Actually, assume that e iθ / ∈ 2I for any Q = Q(I) ∈ E N . Consequently, we have T (Q) ∩ Γ α (e iθ ) = ∅ for any Q ∈ E N . For n ∈ N, let Q n (e iθ ) ∈ E be the sector, whose normalized length is 2 −n and whose base contains the point e iθ ∈ D. Since
we deduce that F (e iθ ) ≤ 2 N +1 . This proves (30). Now (6) and (30) give F ∈ L p (∂D), and by Theorem 1, we conclude
Proof of Corollary 6. Let Q be a dyadic sector of D for which 0 < ℓ(Q) < 1/2, and assume that z n ∈ T (Q). There exists an absolute constant 0 < σ < 1 such that ̺(z n , z Q ) < σ, and hence
with absolute comparison constants. By applying (9), we obtain
Since 1/2 < p < 1, we conclude
for any 0 < r < 1. Since the last integral is comparable to ℓ(Q) 1−p , the assertion in (a) follows.
The proof of (b) is more involved and is based on Theorem 1. Since 0 < ε < 1 is fixed we write A(Q) = A ε (Q). Let E 1 be the family of maximal dyadic sectors Q ∈ E such that N(Q) ≥ C. The family E 1 will be called the first generation. For each Q ∈ E 1 , consider only the zeros which are not contained in the top parts of dyadic sectors of the family A(Q). Then the second generation E 2 is defined as the maximal dyadic sectors Q ∈ E strictly contained in sectors of the first generation such that N(Q) ≥ C. Observe that we do not count the zeros located in top parts of sectors of the family A(Q) for Q ∈ E 1 . For each sector Q ∈ E 2 , consider only the zeros which are not contained in top parts of dyadic sectors of the family A(Q), and continue the construction inductively.
On one hand, the subsequence of zeros {z n } contained in top parts of dyadic sectors Q ∈ E with N(Q) < C is a finite union of separated sequences. Hence, by Corollary 2,
On the other hand, dyadic sectors Q such that N(Q) ≥ C are either in the family E j for some j ∈ N or in A(Q) for some Q ∈ E j . Hence
Observe that for any Q ∈ E j and any R ∈ A(Q), we have N(R)/ℓ(R) < (1 + ε)N(Q)/ℓ(Q). Hence
ℓ(R).
Using the assumption, we deduce
Hence, by (31), (32) and (33), the proof reduces to the estimate
Fix Q ∈ E j for j ∈ N, and consider the set L(Q) = z ∈ Q : (1 − ε) ℓ(Q) N(Q) < 1 − |z| < (1 + ε) ℓ(Q) N(Q) .
Since the Blaschke product B has N(Q) zeros in T (Q), there exists a universal constant 0 < c < 1 such that |B(z)| < c for z ∈ L(Q). This follows from the estimates |B(z)| ̺(z, z Q ) N (Q) and 1 − ̺(z, z Q ) 2 ≃ N(Q) −1 for z ∈ L(Q). By construction, the sets {L(Q) : Q ∈ j≥0 E j } are pairwise disjoint. Hence 
Questions
We conclude this paper with two questions. First, consider those Blaschke products whose derivative belongs to the weak Hardy space H p w for 1/2 < p < 1. These are precisely the Blaschke products B, for which there exists a constant C = C(B) with 0 < C < ∞, such that e iθ ∈ ∂D : |B ′ (re iθ )| > λ ≤ C λ p , 0 < λ < ∞, for any 0 < r < 1. Blaschke products whose derivative belongs to H 1 w , and Blaschke products in the weak Besov spaces, have been described in [6, 14] . Is it true that B ′ ∈ H where 0 < α < 1, 0 < p ≤ ∞ and 0 < q < ∞. As usual, M p (r, B ′ ) denotes the integral mean of B ′ . For a general reference concerning inner functions in the Besov-type spaces, see [22] . Is it possible to describe these Blaschke products (for a certain range of parameters) in terms of the geometric zero distribution, in particular, by using an auxiliary function reminiscent of F α,B ?
