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HIGH-ORDER MULTISCALE FINITE ELEMENT METHOD FOR
ELLIPTIC PROBLEMS∗
JAN S. HESTHAVEN† , SHUN ZHANG‡ , AND XUEYU ZHU§
Abstract. In this paper, a new high-order multiscale ﬁnite element method (MsFEM) is devel-
oped for elliptic problems with highly oscillating coeﬃcients. The method is inspired by the MsFEM
developed in [G. Allaire and R. Brizzi, Multiscale Model. Simul., 4 (2005), pp. 790–812], but a more
explicit multiscale ﬁnite element space is constructed. The approximation space is nonconforming
when an oversampling technique is used. We use a Petrov–Galerkin formulation suggested in [T.
Y. Hou, X.-H. Wu, and Y. Zhang, Commun. Math. Sci., 2 (2004), pp. 185–205] to simplify the
implementation and to improve the accuracy. The method is natural for high-order ﬁnite element
methods used with the advantage of solving the coarse grained problem. We prove optimal error esti-
mates in the case of periodically oscillating coeﬃcients and support the ﬁndings by various numerical
experiments.
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1. Introduction. The development of numerical methods for problems with
highly oscillating coeﬃcients is an increasingly active ﬁeld of research. To overcome
the computational cost of resolving the ﬁne scale, multiscale ﬁnite element methods
(MsFEMs) have been developed in [12, 13, 11, 8, 14, 10]. Accuracy is achieved by
solving a ﬁne scale problem locally. These solutions are used to build the multiscale
ﬁnite element basis to capture the small scale information of the leading-order diﬀeren-
tial operator. There are several alternatives to this approach for multiscale methods,
for example, the multiscale variational method [15] and the heterogeneous multiscale
method (HMM) [1], and additional methods are discussed in [4, 19, 7]. In this work,
however, we focus on techniques based on multiscale ﬁnite element formulations.
Originally, MsFEMs were proposed for linear ﬁnite elements; see [12, 13]. For
many applications, e.g., elliptic problems with singular forcing or nonconvex domains,
and wave equations, high-order ﬁnite elements are known to be advantageous in terms
of accuracy and eﬃciency, in particular for large problems. Allaire and Brizzi [3]
generalized the original approach to enable the use of high-order (order higher than
one) elements by local harmonic coordinates. This method uses a composite rule to
change the local coordinates. Inspired by that work, we propose in this work a new
high-order accurate MsFEM. However, in contrast to the previous work, we do not use
a composite rule but approach the development in a more explicit way. Additionally,
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we also solve local oscillating functions by high-order ﬁnite elements, as is necessary in
many cases to preserve the accuracy. This overall approach proves itself to be cheaper
to implement. To further improve the accuracy and simplify the implementation,
an oversampling technique and Petrov–Galerkin formulations following [11, 14] are
used. The bases are nonconforming when the oversampling technique is used. Similar
to the method proposed in [3], the analysis is restricted to the periodic case, but
the method is derived and applied to the general nonperiodic cases. Note that the
analysis in [14] assumes that the local problem is solved exactly in H1. In this paper,
we improve these results to the more practical situation in which we assume that the
local problem is solved by some high-order ﬁnite elements as in [3]. New discussion
of the harmonic coordinate in the multiscale method can be found in [19], where
the globally deﬁned harmonic coordinate is solved. Other high-order methods for
generalized ﬁnite element methods are discussed in [17].
The rest of this paper is organized as follows. The formulations of the model
elliptic problem and the motivation for the new MsFEM are discussed in section 2.
The new high-order MsFEM is introduced in section 3. In section 4, convergence
results are proved for the periodic case. Implementations and numerical experiments
are discussed in section 5, and section 6 contains a few ﬁnal remarks and the outlook
for continued work.
2. Model problem and motivations. Let Ω be a bounded polygonal domain
in Rn, and consider the elliptic model problem:
(2.1)
{ −∇ · (A∇u) = f in Ω,
u = 0 on ∂Ω.
The matrix A ∈ L∞(Ω,MαA,γA), where MαA,γA is the set of uniformly positive
deﬁnite matrices with uniformly positive deﬁnite inverse; that is, for any ξ ∈ Rd,
‖ξ‖2 = 1, 0 < αA ≤ ξTAepsξ ≤ γ−1A . In the periodic case we have
A(x) = A
(x

)
,
where y → A(y) is a Y -periodic function with Y = (0, 1)n.
Let χi, i = 1, . . . , n, be the solution to the cell problem
(2.2)
{ −divy(A(y)∇yχi) = divy(A(y)ei) in Y,
y → xi(y) Y -periodic.
The notation 〈·〉Y is used to denote the mean of a function in domain Y :
〈f〉Y = 1
Y
∫
Y
f(x)dx.
From classical homogenization theory (see, e.g., [5, 9, 2, 18, 20]) we have the following
approximation results:
(2.3) u(x) ≈ u∗(x) + 
n∑
i=1
χi
(x

) ∂u∗
∂xi
(x)
and
(2.4) ∇u(x) ≈ ∇u∗(x) + 
n∑
i=1
(∇yχi)
(x

) ∂u∗
∂xi
(x).
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Here u∗ is the solution of the homogenization problem
(2.5)
{ −∇ · (A∗∇u∗) = f in Ω,
u∗ = 0 on ∂Ω,
where A∗ is a constant homogenized matrix given by the explicit formula
A∗ei =
∫
Y
A(y)(ei +∇yχi)dy with ei being the ith canonical basis of Rn.
Formula (2.3) looks like a ﬁrst-order Taylor expansion of the map
u(x) ≈ u∗
(
x+ χ
(x

))
.
Based on this observation, [3] introduces a multiscale ﬁnite element basis using the
composition rule,
Φ,h(x) = Φh
(
wˆ,h
(x

))
,
where Φh is a standard ﬁnite element basis function on a coarse mesh h >  and wˆ,h is
a numerical solution of a local multiscale problem on an element K or an oversampled
domain S containing K with ﬁnite element spaces deﬁned on local meshes on K or
S. For the periodic case, wˆ is a numerical approximation of χ(x )− x.
Taking a second look at (2.3), ignoring the apparent connection to a Taylor ex-
pansion or composite rule, we propose the following multiscale ﬁnite element basis
functions:
Φ,h(x) = Φh +
(
wˆ,h
(x

)
− x
)
· ∇Φh.
This new multiscale ﬁnite element basis will clearly lead to a nonconforming element
method when oversampling is used. However, as we shall discuss, this will not be
an issue for either the analysis or the implementation. When both Φh and wˆ,h are
of high order in order to maintain the accuracy, the new formulation is cheaper to
implement in the sense that its polynomial degree is lower.
3. MsFEM. In this section, we introduce and derive the details of the MsFEM
for the general nonperiodic case.
For simplicity of the presentation, we consider only triangular elements. Let
Th = {K} be a ﬁnite element partition of the domain Ω. Assume that the triangulation
Th is regular and quasi-uniform with size h. Let Pk(K) be the space of polynomials
of degree k on element K.
Without confusion, we will use v = (v1, . . . , vn) to denote an n-dimensional vector.
Then ∇v is a matrix, and we denote it by [∇v] to emphasize it is a matrix.
3.1. Local element problems. Let us introduce the following local problem
as that in [3]:
(3.1)
{ −∇ · (A∇wˆ,Ki ) = −∇ · (A∗K∇xi) in K,
wˆ,Ki = xi on ∂K.
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If the homogenized matrix A∗ is a constant matrix, or A∗ is piecewise smooth, and
the interface of discontinuity is aligned with the mesh, when the size of K is small
enough (when it is piecewise constant, K need not be too small), we can take A∗K as a
local approximation of A∗ to be a constant matrix in K. In this case, ∇·(A∗K∇xi) = 0
in K.
Thus, we introduce the simpliﬁed local problem: For each K ∈ Th, deﬁne wˆ,Ki ,
i = 1, . . . , n, as the solution of
(3.2)
{ −∇ · (A∇wˆ,Ki ) = 0 in K,
wˆ,Ki = xi on ∂K.
We will use (3.1) if a better nonconstant approximation of A∗ is known. The vector
wˆ is deﬁned as wˆ = (wˆ1, · · · , wˆn) ∈ H1(Ω)n, where wˆi ∈ H1(Ω) with wˆi = wˆ,Ki for
each K ∈ Th.
For each K ∈ T , a quasi-uniform ﬁne mesh Th′(K) with element size h′ is intro-
duced. Deﬁne
Wh′(K) = {w ∈ C0(K) : w|T ∈ Pk′(T )∀T ∈ Th′(K)},
and let w,Ki be the Pk′ ﬁnite element approximation of wˆ
,K
i in (3.2) using mesh T Kh′ .
Find w,Ki ∈ Wh′(K), w,Ki = xi on ∂K, such that
(3.3) (A∇wˆ,Ki ,∇v) = 0, v ∈ Wh′(K) ∩H10 (K).
Deﬁne w,h = (w,h1 , . . . , w
,h
n ) ∈ H1(Ω)n, where w,hi ∈ H1(Ω) with w,hi = w,Ki for
each K ∈ Th.
3.1.1. Oversampled local problem. In order to remove the resonance eﬀect
[10] associated with the lack of correct boundary conditions on the local problem, we
shall use an oversampling method on a domain S ⊃ K. Deﬁne wˆ,Si , i = 1, . . . , n, as
the solution of
(3.4)
{ −∇ · (A∇wˆ,Si ) = −∇ · (A∗S∇xi) in S,
wˆ,Si = xi on ∂S.
When the size of S is small enough and there is no discontinuity of A∗ inside S, we
take A∗S , a local approximation of A
∗, to be a constant matrix in S. In this case, the
right-hand side of (3.4) is 0:
(3.5)
{ −∇ · (A∇wˆ,Si ) = 0 in S,
wˆ,Si = xi on ∂S.
We deﬁne wˆ,Ki = wˆ
,S
i |K , i = 1, . . . , n, and deﬁne wˆ accordingly. In general, wˆ
obtained from the oversampling method is not in H1(Ω)n.
For a polygonal domain S ⊃ K, deﬁne a quasi-uniform ﬁne mesh Th′(S) with
element size h′. The edges of the mesh are aligned with the sides of K. Deﬁne
Wh′(S) = {w ∈ C0(S) : w|T ∈ Pk′ (T )∀T ∈ Th′(S)},
and let w,Si be the Pk′ ﬁnite element approximation of wˆ
,S
i of (3.5) using mesh
Th′(S). Find w,Si ∈ Wh′(S), w,Si = xi on ∂S, such that
(3.6) (A∇wˆ,Si ,∇v) = 0 ∀v ∈ Wh′(S) ∩H10 (S).
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With w,K = w,S |K , we can deﬁne w,h accordingly. Like wˆ, in general, w,h is not
an H1 vector function.
As generally practiced, in the analysis of this paper and in our numerical tests,
we will use the zero right-hand side versions of the local problems. We also assume
that the local problem is solved by a large enough oversampling domain S.
3.1.2. Homogenization results for the local problem. It is known [5] that
the solution to (3.5) has the following structure:
wˆ,Si = wˆ
0,S
i + χ(x/) · ∇wˆ0,Si + θ,Si ,
where wˆ0,Si ∈ H2(S) is the solution of the homogenized equation
−∇ · (A∗∇wˆ0,Si ) = 0 in S,
with boundary condition wˆ0,Si = xi on ∂S. One easily shows that wˆ
0,S
i = xi on the
whole element S. Thus
wˆ,Si = xi + χ(x/)i + θ
,S
i .
For a nonoversampled method, K = S, while for the oversampling method, we assume
that for θ,Ki = (θ
,S
i )|K the following holds.
Assumption 3.1 (see [14, Assumption 2.1]). The oversampling domain S is chosen
such that for any element K in S,
(3.7) ‖∇θ,Ki ‖L∞(K) ≤ C,
where C is a constant independent of  and h.
For the periodic problem, deﬁne
w˜i (x) = xi + χi
(x

)
, i = 1, . . . , n,
and denote w˜ = (w˜1, . . . , w˜n).
Let wˆ,h and w,h be the solutions of (3.2) and (3.6), respectively. We have the
following estimates (see Theorem 4.1 of [3]):
(3.8) ‖∇(w˜ − wˆ,h)‖0,Ω ≤ C
√

h
and ‖∇(wˆ,h − w,h)‖0,Ω ≤ C
(
h′

)k′
.
If oversampling techniques are used and the oversampled domain S satisﬁes Assump-
tion 3.1, we have the following result [11, 14]:
(3.9) ‖∇(w˜ − wˆ,h)‖h,Ω ≤ C1
√
 + C2,
where we recall that h′ is the local cell size and k′ is the local order of approximation.
Remark 3.2. By comparing these results with those in [11, 14], an extra h term
is found in those papers. This term originates in the error between two homogenized
solutions. In our case, there is no such error in the homogenized solution since it is
exactly xi, causing this term to vanish.
HIGH-ORDER MsFEM FOR ELLIPTIC PROBLEMS 655
3.2. MsFEM. Denote the Pk conforming ﬁnite element space associated with
the triangulation T by
Vh = {v ∈ H10 (Ω) : v|K ∈ Pk : ∀K ∈ Th}.
For a function v ∈ H1(Ω), introduce a map J,h from H1(Ω) to L2(Ω) such that
(3.10) J,hv|K = (v + (w,h − x) · ∇v)|K on each K ∈ T ,
where w,h is obtained by accurately solving the oversampled local problem (3.6) with
large enough S.
Let (Φh )=1,...,Nh denote a ﬁnite element basis of Vh, where Nh = dimVh, and
deﬁne
Φ,h = J
,hΦh , 	 = 1, . . . , Nh.
Then the new multiscale ﬁnite element space is deﬁned as
V h = span{Φ,h }=1,...,Nh .
Note that V h ⊂ H10 (Ω).
Now we can deﬁne a Petrov–Galerkin MsFEM: Find uh ∈ V h such that
(3.11) ah(u

h, vh) = (f, vh) ∀vh ∈ Vh,
where
ah(u, v) =
∑
K∈T
(A∇u,∇v)K ∀u ∈ V h , v ∈ Vh.
Or, equivalently, ﬁnd uh ∈ Vh such that
(3.12) ah(uh, vh) = (f, vh) ∀vh ∈ Vh,
where
ah(u, v) =
∑
K∈T
(A(∇J,hu),∇v)K ∀u, v ∈ Vh.
The function uh is an approximation to the homogenized solution u
∗, and uh =
J,huh ∈ V h is the multiscale ﬁnite element approximation to u.
On an element K ∈ Th, we have
(3.13) ∇(J,huh) = [∇w,h]∇uh + [∇∇uh](w,h − x).
Now deﬁne
(3.14) bh(uh, vh) =
∑
K∈Th
(A,hw ∇uh,∇vh)K ∀uh, vh ∈ Vh,
with
(
A,hw
)
ij
=
n∑
k=1
Aik
∂w,hj
∂xk
or A,hw = A
[∇w,h],
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and
(3.15) ch(uh, vh) =
∑
K∈Th
(A[∇(∇uh)](w,h − x),∇vh)K ∀uh, vh ∈ Vh.
We then have
(3.16) ah(uh, vh) = bh(uh, vh) + ch(uh, vh) ∀uh, vh ∈ Vh.
When k = 1, ch(uh, vh) = 0.
Since some functions to be analyzed are not inH10 (Ω), but onlyH
1(K) forK ∈ Th,
let us deﬁne an equivalent broken H1-norm as
(3.17) ‖v‖h,Ω =
( ∑
K∈Th
‖∇v‖20,K
)1/2
.
4. Convergence for the periodic case. Let us analyze the multiscale method
(3.11), or, equivalently, (3.12) for the periodic case, e.g.,
A(x) = A
(x

)
,
where y → A(y) is a Y -periodic function with Y = (0, 1)n.
We assume that the following inequality holds:
(4.1) 0 < h′ <  < h < 1
for the coarse mesh size h, the period , and the local mesh size h′.
4.1. Existence and uniqueness of multiscale finite element formula-
tions. In the following we will establish some basic properties of the multiscale ﬁnite
element formulation, beginning with the following lemma.
Lemma 4.1. When Assumption 3.1 is true, we have
(4.2) ‖∇w,h‖L∞(K) ≤ C ∀K ∈ Th.
Proof. By the triangle inequality,
‖∇w,h‖L∞(K) ≤ ‖∇(w,h − wˆ,h)‖L∞(K) + ‖∇(w˜ − wˆ,h)‖L∞(K) + ‖∇w˜‖L∞(K).
We can bound the three terms as
‖∇(w,h − wˆ,h)‖L∞(K) = ‖∇θ,K‖L∞(K),
|∇(w˜ − wˆ,h)‖L∞(K) ≤ C(h′/)k
′
,
‖∇w˜‖L∞(K) = ‖∇χi‖L∞(K) ≤ C.
By Assumption 3.1, the result follows.
Lemma 4.2. When Assumption 3.1 is true, for uh = J
,huh, we have
(4.3) ‖uh‖h,Ω ≤ C‖∇uh‖0,Ω.
Proof. It follows from Lemma 4.1 that
‖uh‖h,Ω ≤ C
( ∑
K∈Th
‖[∇w,h]∇uh‖20,K
)1/2
≤ C
( ∑
K∈Th
‖∇w,h‖2L∞(K)‖∇uh‖20,K
)1/2
≤ C‖∇uh‖0,Ω,
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completing the result.
By Lemma 4.2, we obtain the following result.
Lemma 4.3. When Assumption 3.1 is true, we have
(4.4) ah(u

h, vh) ≤ C‖uh‖h,Ω‖∇vh‖0,Ω ∀uh ∈ V h , vh ∈ Vh
and
(4.5) ah(uh, vh) ≤ C‖∇uh‖0,Ω‖∇vh‖0,Ω ∀uh, vh ∈ Vh.
Deﬁne A˜w as(
A˜w
)
ij
=
n∑
k=1
Aik
∂w˜j
∂xk
=
n∑
k=1
Aik
(
δkj +
∂χj(y)
∂yk
)
or A˜w = A
[∇w˜].
Matrix A˜w is divergence-free, and its average in Y is the constant homogenized matrix
A∗ [14]:
(4.6) 〈A˜w〉Y = A∗ and ∇ · A˜w = 0.
Theorem 4.4. Suppose (h′/)k
′
is small enough and (4.1) holds. When As-
sumption 3.1 is true, there exists a constant C > 0, independent of  and h, such that
(4.7) bh(vh, vh) ≥ C‖vh‖21,Ω ∀vh ∈ Vh
and
(4.8) sup
v∈Vh
bh(uh, v)
‖v‖1,Ω ≥ C‖u

h‖h,Ω ∀uh ∈ V h ,
where uh = J
,huh.
Proof. By a simple decomposition, we have
bh(vh, vh) =
∑
K∈Th
(A,hw ∇vh,∇vh)K
=
∑
K∈Th
(A˜w∇vh,∇vh)K +
∑
K∈Th
((A,hw − A˜w)∇vh,∇vh)K .(4.9)
First, we get a bound for the term
∑
K∈Th(A˜

w∇vh,∇vh)K using an argument similar
to Lemma 3.2 of [14].
By standard homogenization theory (see, e.g., [9, 16]), there exist positive con-
stants C1 and C2 such that
(4.10) C1|ξ|2 ≤ ξtA∗ξ ≤ C2|ξ|2 for any vector ξ ∈ Rn.
Furthermore,
(4.11) (A˜w∇vh,∇vh)K = (A∗∇vh,∇vh)K + ((A˜w −A∗)∇vh,∇vh)K .
Divide K into
K =
( ⋃
Yk⊂K
Yk
)⋃
K ′,
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where Yk is a periodic cell of A(
x
 ), and K
′ is the diﬀerence between K and the union
of all Yk in K. Since 〈A˜w −A∗〉Yk = 0, for the second term on the right-hand side of
(4.11)
(4.12)
((A˜w −A∗)∇vh,∇vh)K = ((A˜w −A∗)∇vh,∇vh)K′ +
∑
Yk⊂K
((A˜w −A∗)∇vh,∇vh)Yk.
For the ﬁrst term of the right-hand side of (4.12), we have
(4.13)
((A˜w−A∗)∇vh,∇vh)K′ ≤ max |(A˜w−A∗)|‖∇vh‖20,K′ ≤ C
2
h2
max |(A˜w−A∗)|‖∇vh‖20,K .
In deriving the last inequality, we have used the fact that ∇vh is a polynomial vector
of ﬁxed degree in K ∈ Th, and the ratio of the area of K ′ and K is less than 2h2 .
For the second term of the right-hand side of (4.12), recalling that the radius of
Yk is , we recover
((A˜w −A∗)∇vh,∇vh)Yk ≤
∫
Yk
(∇vh − c)(A˜w −A∗)(∇vh − c)dx
≤ C2max |(A˜w −A∗)|‖Δvh‖20,Yk .
So, by inverse estimates,∑
Yk⊂K
((A˜w −A∗)∇vh,∇vh)Yk ≤ C2max |(A˜w −A∗)|‖Δvh‖20,K
≤ C(/h)2max |(A˜w −A∗)|‖∇vh‖20,K .
Summing up, using that by (4.1), h < 1, we have
(4.14) C1‖∇vh‖20,K ≤
∑
K∈Th
(A˜w∇vh,∇vh)K ≤ C2‖∇vh‖20,K ∀vh ∈ Vh,K ∈ Th.
Let us now consider the second term on the right-hand side of (4.9). On an element
K,
(4.15)
A˜w −A,hw = A([∇w˜]− [∇w˜,h]) = A([∇w˜]− [∇wˆ,h]) +A([∇wˆ,h]− [∇w˜,h]).
The two terms on the right-hand side of (4.15) can be bounded by
‖A([∇w˜]− [∇wˆ,h])‖L∞(K) ≤ ‖A∇θ,K‖L∞(K) ≤ C‖∇θ,K‖L∞(K)
and
‖A([∇wˆ,h]− [∇w˜,h])‖L∞(K) ≤ C(h′)k
′ |wˆ,h|W∞,k′+1(K) ≤ C(h′/)k
′
.
Hence
(4.16) ‖A˜w −A,hw ‖L∞(K) ≤ C( + (h′/)k
′
).
Therefore, if Assumption 3.1 is true and /h is bounded, the second term on the
right-hand side of (4.9) can be bounded by the ﬁrst term of the right-hand side of
(4.9), provided (h′/)k
′
is small enough. This proves (4.7).
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By Lemma 4.2, with vh = uh,
bh(uh, uh) ≥ C‖∇uh‖21,Ω ≥ C‖∇uh‖1,Ω‖uh‖h,Ω,
completing the proof of (4.8).
Remark 4.5. For the nonoversampling case S = K, we may still assume that the
coercivity results for Lemma 4.2 is true for small enough . Naturally, the constant
will be smaller than in the oversampling case, but we may still assume it is bounded
away from zero. The inf-sup condition is much worse in the nonoversampling case
and may blow up since the bound ‖uh‖h,Ω ≤ C‖uh‖1,Ω may not be valid.
Theorem 4.6. With the same assumption as in Theorem 4.4, there exists a
constant C > 0 such that
(4.17) ah(uh, uh) ≥ C‖uh‖21,Ω ∀uh ∈ Vh
and
(4.18) sup
v∈Vh
ah(u

h, v)
‖v‖1,Ω ≥ C‖u

h‖h,Ω ∀uh ∈ V h .
Proof. For k = 1, ah and bh are equivalent, so we consider only the case of k ≥ 2.
Note that
‖w,h − x‖L∞(K) ≤ ‖w,h − x‖L∞(K) + ‖w,h − w˜‖L∞(K) + ‖w˜ − x‖L∞(K)
≤ ‖θ,K‖L∞(K) + C
(
h′

)k′+1
+ C ≤ C
(
+
(
h′

)k′+1)
.(4.19)
By the above bound and an inverse estimate, we recover
ch(uh, vh) =
∑
K∈Th
(A[∇(∇uh)](w,h − x),∇vh)K
≤ C
∑
K∈T
‖w,h − x‖L∞(K) 1
h
‖∇uh‖0,K‖∇vh‖0,K
≤ C
+
(
h′

)k′+1
h
‖∇uh‖0,K‖∇vh‖0,K .(4.20)
The result follows from Theorem 4.4.
Remark 4.7. It is tempting to use the formulation based on the bilinear form b
only. Suppose uh,a is the solution of (3.12) and uh,b ∈ Vh is the solution of
bh(uh,b, vh) = (f, vh) ∀vh ∈ Vh.
Let zh = uh,a − uh,b; then
C‖zh‖21,Ω ≤ bh(zh, zh) = −ch(uh,a, zh) ≤ C
+
(
h′

)k′+1
h
‖∇uh,a‖1,Ω‖ zh‖1,Ω.
For k ≥ 2, the diﬀerence between the two solutions may be as bad as of order
+(h
′
 )
k′+1
h . Hence, the method based on the b form alone is not recommended.
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4.2. Convergence proof of MsFEMs. Let us ﬁrst recall a slightly altered
standard result.
Lemma 4.8 (generalized Cea’s lemma). Let u be the solution of (2.1) and uh
the solution of (3.11). Taking the assumptions of Theorem 4.4 to be true, there exists
a constant C such that
(4.21) ‖u − uh‖h,Ω ≤ C inf
vh∈V h
‖u − vh‖h,Ω.
Proof. Note that the following Galerkin orthogonality holds:
ah(u

h − u, vh) = 0 ∀vh ∈ Vh.
Then, by a standard argument (see, e.g., Lemma 3.7 of [6]), we have the desired
result.
Remark 4.9. The constant C in the above lemma depends on the inf-sup constant,
so we must ensure that the size of the oversampling domain S is big enough.
For a suﬃciently smooth function v with meaningful nodal values, deﬁne Πh to
be the standard Vh-interpolation operator,
Πhv(x) =
Nh∑
=1
v(n)Φ
h
 (x) ∈ Vh,
where n is the node associated with the Pk ﬁnite elements. The operator Π

h is
deﬁned as
Πhv = J
,h(Πhv) =
Nh∑
=1
v(n)Φ
,h
 (x) ∈ V h .
Theorem 4.10. Let u be the solution of (2.1). Assume uh is the solution of
the Petrov–Galerkin formulation (3.11) with the oversampling domain S satisfying
Assumption 3.1. Then the following error estimate holds:
(4.22) ‖u − uh‖h,Ω ≤ C
(
hk‖f‖0 +
√
+
(
h′

)k′)
.
Proof. Let u∗ be the exact solution of the homogenized problem (2.5), and choose
vh = Π

hu
∗. Then we have
(4.23) ‖u − uh‖h,Ω ≤ C‖u −Πhu∗‖h,Ω.
Deﬁne two operators J and J˜ as
(4.24)
Jv|K = (v + (w˜ − x) · ∇v)|K , Ĵv|K = (v + (wˆ,h − x) · ∇v)|K on each K ∈ Th.
We bound (4.23) as
‖u −Πhu∗‖h,Ω ≤ ‖u − Ju∗‖h,Ω + ‖J(u∗ −Πhu∗)‖h,Ω(4.25)
+‖(J − Ĵ,h)Πhu∗‖h,Ω + ‖(Ĵ,h − J,h)Πhu∗‖h,Ω.
The ﬁrst term on the right-hand side of (4.25) is bounded by C
√
 using Lemma 2.13
of [3].
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By the deﬁnition of the broken H1-norm, the second term of the right-hand side
of (4.25) is bounded as
(4.26) ‖J(u∗ −Πhu∗)‖h,Ω =
( ∑
K∈Th
‖∇(J|K(u∗ −Πhu∗))‖20,K
)1/2
.
On each element K ∈ Th, by standard interpolation results of Pk ﬁnite elements,
‖∇(J(u∗ −Πhu∗))‖0,K ≤ ‖∇J‖L∞(K)‖∇(u∗ −Πhu∗))‖0,K
≤ Chk‖∇J‖L∞(K)‖∇(u∗ −Πhu∗))‖k+1,K .
The third term of in the right-hand side of (4.25) is bounded by
(4.27) ‖(J − Ĵ,h)Πhu∗‖h,Ω ≤ ‖∇Πhu∗‖L∞(Ω)‖,∇h(w˜ − wˆ,h)‖0,Ω,
and the fourth term of in the right-hand side of (4.25) is bounded by
(4.28) ‖(Ĵ,h − J,h)Πhu∗‖h,Ω ≤ ‖∇Πhu∗‖L∞(Ω)‖∇h(w,h − wˆ,h)‖0,Ω.
By (3.9), this proves the theorem.
4.3. Estimates on the homogenized solutions. In the following we prove an
estimate for the homogenized solution in the H1-norm similar to Theorem 3.4 of [14].
Theorem 4.11. Assume that u∗ belongs to H3(Ω) ∩W 2,∞(Ω) and ∂Ω is C0,1.
Under Assumption 3.1, we have the following estimate for the solution uh of (3.12):
(4.29) ‖uh − u∗‖1,Ω ≤ C1+ C2hk + C3| lnh|1/2 + C4
(
h′

)k′
.
Proof. The triangle inequality yields
‖uh − u∗‖1,Ω ≤ ‖uh −Πhu∗‖1,Ω + ‖Πhu∗ − u∗‖1,Ω.
Denote uh −Πhu∗ by v; then
(4.30) C‖uh −Πhu∗‖21 ≤ ah(uh −Πhu∗, v) = ah(uh − u∗, v) + ah(u∗ −Πhu∗, v).
The term ah(u
∗ − Πhu∗, v) is handled by continuity of ah and the approximation
property of Πh.
Since
ah(uh, vh) = (f, vh) = (A
∗∇u∗,∇v) ∀ vh ∈ Vh,
for the term ah(uh − u∗, v), we have
(4.31) ah(uh − u∗, v) = ah(uh, v)− ah(u∗, v) = (A∗∇u∗,∇v)− ah(u∗, v) = I1 + I2,
where
(4.32) I1 = (A
∗∇u∗,∇v)− (A˜w∇u∗,∇v)
and
(4.33) I2 = (A˜

w∇u∗,∇v)−
∑
K∈Th
(A∇(J,hu∗),∇v)K .
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From the analysis of Theorem 3.4 in [14], we recall that
(4.34) I1 ≤
(
C1+ C2h
k + C3(lnh)
1/2
)
‖v‖1,Ω.
The order of h is k instead of 1 as in Theorem 3.4 of [14] since we consider polynomials
of degree k.
Now, consider the restriction of I2 to an element K,
(A˜w∇u∗ −A∇(J,hu∗),∇v)K = I3 + I4,
with
I3 = ((A˜

w −A,hw )∇u∗,∇v)K ≤ C(+ (h′/)k
′
)‖∇u∗‖0,K‖∇v‖0,K
and
I4 = −(A[∇∇u∗](w,h − x),∇v)K ≤ C( + (h′/)k′+1)‖∇∇u∗‖0,K‖∇v‖0,K .
Estimates (4.16) and (4.19) are used in the derivation of the bounds of I3 and I4.
Summing up all the bounds yields the ﬁnal estimate and completes the proof.
4.4. L2 estimates for the multiscale finite element solutions. In the fol-
lowing, we derive two bounds for the L2-norm estimates of u, the solution of (2.1),
and uh, the solution of (3.11). This is done under the assumptions of Theorem 4.4.
Theorem 4.12. Assume u∗ belongs to H3(Ω)∩W 2,∞(Ω) and ∂Ω is C0,1. Under
Assumption 3.1, we have the following estimate for the solution uh of (3.11):
‖uh − u‖0,Ω ≤ C
(
+ hk + | lnh|1/2 +
(
h′

)k′)
.
Proof. The proof we have follows that of Theorem 3.5 of [14]. By Theorem 4.11
and triangle inequalities,
‖uh − u‖0,Ω ≤ ‖uh − u∗‖0,Ω + ‖uh − u∗‖0,Ω
≤ ‖uh − u∗‖0 + ‖(w,h − x)∇uh‖0 + C
≤ ‖uh − u∗‖1 + C(+ (h′/)k+1)
≤ C
(
+ hk + | lnh|1/2 +
(
h′

)k′)
.
As suggested in [13], with the H1 error estimate (4.22), we can get another error
estimate in the L2-norm given by the standard Aubin–Nitsche trick to increase one
more order of the right hand side f . The proof is skipped.
Theorem 4.13. Under Assumption 3.1, we have the following estimate for the
solution uh of (3.11):
‖uh − u‖0,Ω ≤ C
(
hk+1‖f‖0 +
√
+
(
h′

)k′)
.
Remark 4.14. The above two L2 estimations are both valid, and we can choose
the smaller bound. In the extreme case, when the error of the coarse problem (hk+1)
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is much bigger, we should use the result of Theorem 4.13, and when the multiscale
error is dominant (
√
 is big), we should use the result of Theorem 4.12.
Remark 4.15. We have established only the results for the Petrov–Galerkin for-
mulation with oversampling. If a standard Galerkin formulation is used, the MsFEMs
with the new basis functions are nonconforming, and the optimal convergence results
similar to those in [11] can be shown. If oversampling is not used and standard
Galerkin method is applied, we can still recover results similar to those of [3]. How-
ever, in both cases, these results are inferior to those obtained above.
5. Numerical tests. We present in the following a number of computational
tests to validate the analysis presented above. The main goal is to show that the
analysis is sharp and to illustrate the interplay between the diﬀerent parameters in
the high-order MsFEM.
We consider the numerical experiment in [3] with a smooth scalar conductivity
tensor: A = a(x/)I, where
a(x/) =
1
(2 + P sin(2πx/))(2 + P sin(2πy/))
,
where P = 1.8 and f = 1. All experiments are done on the unit square domain
[0, 1]× [0, 1], uniformly triangulated with a coarse mesh of size h. Each coarse element
is furthermore uniformly triangulated with the ﬁne mesh of size h′ < /10 to recover
the local solution.
In Figure 1, we plot w,h1 (x/)−x and w,h2 (y/)−y for  = 0.01 on one triangular
element (solved by the P2 element). The oscillatory feature of the oscillatory function
w,h is clearly observed.
Fig. 1. Illustrations of w,h1 (x/)− x and w,h2 (y/)− y for  = 0.01 on one triangular element.
5.1. Convergence of the homogenized solution. We ﬁrst compare the nu-
merical homogenized solution with the approximate homogenized solution. In this
case, the homogenized conductivity is known exactly as A∗ = 1/(2(4− P 2)1/2) [3].
In Figure 2 we show the convergence of the L2 and the H1 errors of the homog-
enized solution uh, where N is the number of degrees of freedom in each dimension.
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Fig. 2. L2 and H1 errors of u∗−uh by the P1 and P2 approximations in two dimensions with
(os) and without (noos) oversampling approaches for  = 0.01.
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Fig. 3. L2 and H1 errors of u−ums by the P1 and P2 approximations in two dimensions with
(os) and without (noos) oversampling approaches for  = 0.01.
We see the optimal order of convergence in the H1-norm before the error caused by 
begins to dominate. For the P2 approximation, we also clearly observe the inﬂuence
of oversampling on the convergence in Figure 2.
5.2. Convergence of the multiscale solution. To explore the convergence of
the multiscale solution, we repeat the numerical experiments above but now compare
the reference solution computed by a ﬁrst-order ﬁnite element obtained using a very
ﬁne mesh. In Figure 3, we show the convergence of the L2 and H1 errors of the
multiscale solution ums for  = 0.01, where N is the number of degrees of freedom in
each dimension, and h = 1/N > . In the P1 case we observe ﬁrst-order convergence
in the H1 error.
For the P2 case, approximate third-order convergence in the L
2 norm is observed
when the oversampling approach is used. In Figure 4, we also show the inﬂuence of 
on the convergence. We also compare the Galerkin and Petrov–Galerkin approaches
for the P2 case in Figure 5. We observed that before the error plateau caused by , the
Petrov–Galerkin approach behaves better than the standard Galerkin approach. For
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Fig. 4. Error u − umsh by the P2 approximation in two dimensions with oversampling for
 = 0.01, 0.02.
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Fig. 5. Comparison of the error u−umsh using second-order Galerkin (RG) and Petrov–Galerkin
(PG) approximations with oversampling approaches in two dimensions for  = 0.01.
 = 0.02, we took h′ = h/250 < /10; while for  = 0.01, we took h′ = h/500 < /10,
where h = 1/N > . For oversampling, we take the size of the oversampling element
ho = 4h.
6. Concluding remarks. In this paper, we develop a new high-order MsFEM
for elliptic problems with highly oscillating coeﬃcients. A more explicit multiscale ﬁ-
nite element space is constructed, inspired by Allaire and Brizzi’s method [3]. Optimal
error estimates are proved in the case of periodically oscillating coeﬃcients.
The method developed in this paper is being applied by the authors to Helmholtz
equations with oscillating coeﬃcients, where high-order methods are naturally re-
quired.
Due to the nature of similarity of local problems, we are also developing reduced
basis MsFEMs for the methods developed in [3] and this paper to reduce the compu-
tation cost.
Note that the oversampling technique is very expensive computationally; to reduce
the cost, the authors are presently exploring an adaptive methods for the oversampling
problem based on local a posteriori error estimates.
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