Abstract-We discuss evaluations of bit error probabilities in SSMA (spread spectrum multiple access) communication systems using binary spreading sequences of Markov chains and the designing of binary spreading sequences of Markov chains optimal in terms of bit error probabilities. We study SSMA communication systems using binary spreading sequences of Markov chains and give a necessary and sufficient condition that the distribution of the normalized MAI (multiple-access interference) is Gaussian. Based on this result, we discuss theoretical evaluations of bit error probabilities in such systems based on the CLT (central limit theorem) and those based on the SGA (standard Gaussian approximation). We compare these theoretical evaluations with experimental results and also discuss the optimum spreading sequences of Markov chains in terms of bit error probabilities based on the CLT.
I. INTRODUCTION
To evaluate bit error probabilities in the system analysis of spread spectrum multiple access (SSMA) communication systems, the standard Gaussian approximation (SGA) is often used. For fixed spreading sequences, Pursley defined the average interference parameter (AIP) and gave the average signalto-noise ratio (SNR) at the receiver output by using Gaussian distributions whose variance was the AIP for asynchronous SSMA communication systems using binary spreading sequences [1] . Based on this result, bit error probabilities in SSMA communication systems using Gold sequences were examined, and it was pointed out in [2] that evaluations of bit error probabilities based on the SGA with the AIP were not valid for such systems with small number of users, low length of pseudonoise (PN) sequences, and high SNR. This problem has been often discussed (see [3] for instance).
Without evaluating the accuracy of the SGA with the AIP, the problem of finding spreading sequences that minimize the AIP was considered and was successfully solved by introducing chaotic spreading sequences in [4] . As far as symbolic dynamics of PL Markov transformations are concerned, we know that their statistical properties are equivalent to those of Markov chains [5] . Therefore we need not use the word chaotic any more. What we have to do is to consider spreading sequences of Markov chains. Under some mild conditions concerning a class of Markov chains, we know that the CLT (central limit theorem) holds for the normalized summand of sequences of Markov chains. By virtue of the CLT, we can explicitly obtain the density of the normalized MAI (multipleaccess interference) for SSMA communication systems using binary spreading sequences of Markov chains. Using this density, we can give the optimum binary spreading sequences of Markov chains in terms of bit error probabilities. Practically, this is very useful for applying these sequences to SSMA communication systems because bit error probabilities in such systems caused by the MAI from other channels can be explicitly evaluated in advance.
In this study, we examine evaluations of bit error probabilities in SSMA communication systems using binary spreading sequences of Markov chains based on the CLT and discuss designing binary spreading sequences of Markov chains optimal in terms of bit error probabilities. We consider SSMA communication systems using binary spreading sequences of Markov chains and give a necessary and sufficient condition that the distribution of the normalized MAI is Gaussian, which implies that the SGA with the AIP is not always precise. Based on this result, we discuss theoretical evaluations of bit error probabilities in such systems based on the CLT and those based on the SGA. We then compare these theoretical evaluations with experimental results. We explicitly give the optimum spreading sequences of Markov chains in terms of bit error probabilities based on the CLT.
II. MAI IN ASYNCHRONOUS SSMA SYSTEMS
In direct-sequence spread-spectrum multiple-access (DS/SSMA) communication systems, data symbols are directly multiplied by a PN code or a spreading code which is independent of the data. In such systems, spread spectrum signals of J users, s (j) (t) (j = 0, 1, · · · , J −1) are transmitted through a common channel simultaneously. For simplicity, we consider baseband communications. We suppose that data symbols are bipolar. While we supposed code symbols are 3-phase in [6] , to simplify discussions, we suppose they are bipolar in this research. 
, where u T (t) = 1 for 0 ≤ t < T 0 otherwise. We assume that the j-th user's PN code sequence (Y
N −1 ) per data symbol. Without loss of generality, we assume that T c = 1. We denote the 0-th user's PN code sequence
throughout this study. Thus the baseband spread spectrum signal
. If the received signal is the input to the correlation receiver matched to Y (0) = X, then the MAI from other J − 1 channels during p-th time interval for asynchronous SSMA communication systems is given by
(1) Without loss of generality, we assume that t 0 = 0. Since the 0-th user's PN code signal X(t) has period N = T d , we take modulo T d for relative time delays. Then we have
and {x} denote the integer part and fractional part of a real number x. Then we have = 0, 1, 2, · · · , N − 1 and 0 ≤ τ j < 1.
To evaluate the MAI, I J,p , we use correlation functions for PN sequences introduced in [1] .
Definition 1: The aperiodic cross-correlation function of time delay for the sequences X = (X n )
where = 0, 1, 2, · · · , N − 1. This gives the even and odd cross-correlation functions of time delay for the sequences X and Y of period N which are respectively given by
To simplify expression of the MAI, we introduce Definition 2: Consider a sequence of real numbers (α( ))
and define a point of the line segment joining α( ) but not joining α( + 1) in the real line by
Thus we obtain for asynchronous SSMA communication systems
To evaluate bit error probabilities in asynchronous SSMA communication systems based on the central limit theorem, we are concerned with the variance of the normal-
III. BINARY SPREADING SEQUENCE OF MARKOV CHAIN
Now we consider binary spreading sequences of Markov
for i, j = 1, 2. We define the transition matrix by P = (p ij ) 2 i,j=1 . Suppose that X and Y are stationary Markov chains and mutually independent. Let their stationary distributions be
for i = 1, 2. Then we have
where E[Z] denotes the expected value of random variable Z. We note here that the transition matrix P is a doubly stochastic matrix by the condition (8) .
It follows by (10) that the mean value of the aperiodic crosscorrelation function is
So that the mean values of the even and odd cross-correlation functions are respectively
which implies
where the superscript E/O denotes either even or odd crosscorrelation function.
If for simplicity we suppose irreducible, aperiodic chains, then we have the following theorem:
Theorem 1 (Central Limit Theorem (CLT)): In the abovementioned situation, we have
where P Z denotes the distribution of random variable Z, N (m, σ 2 ) denotes the normal distribution with mean m and variance σ 2 , and =⇒ denotes weak convergence. The variance σ E/O 2 is given by
where V [Z] denotes the variance of random variable Z. Noting a 2 × 2 doubly stochastic matrix P is a symmetric matrix, which can be diagonalized by orthogonal matrices, we obtain Lemma 1:
where λ is the second eigenvalue of the doubly stochastic matrix P . Now we are in a position to obtain the distributions of the normalized MAI for SSMA communication systems using binary spreading sequences of Markov chains characterized by symmetric matrices. By virtue of Theorem 1, we must compute the limit (15). Thus we have
To simplify expressions, we denote these limits by σ(τ )
2 . If we regard τ as the outcome of random variable T with uniform distribution on [0, 1), we then have Lemma 2: Consider SSMA communication systems using binary spreading sequences of Markov chains. The density distribution of the normalized MAI for such systems is given by
This lemma raises very important questions on conventional optimization procedure. Following conventional system analysis in [1] and [7] , we may use
as the density distribution of the normalized MAI for SSMA communication systems. This is called the SGA. On the other hand, Lemma 2 tells us that this is not always true. And hence the results on our previous optimization in [8] - [9] are not precise and are to be regarded as a first approximation since the optimum sequences are given by using the density (19). By using Lemma 2, we can adapt the method of proof of Theorem 3 in [6] to prove Theorem 2: Consider SSMA communication systems using binary spreading sequences of Markov chains. The distributions of the normalized MAI for such systems are Gaussian if and only if the system is chip-synchronous.
For chip-synchronous systems, i.e. τ ≡ 0, we obtain Theorem 3: For chip-synchronous systems, sequences of i.i.d. (independent and identically distributed) random variables are globally optimal in terms of bit error probabilities.
IV. BIT ERROR PROBABILITIES IN SSMA COMMUNICATION SYSTEMS USING BINARY SPREADING SEQUENCES OF MARKOV CHAINS
Suppose that J users communicate through a common channel in the SSMA systems independently and asynchronously. To simplify discussions, we consider the ideal noiseless channel.
If we regard τ 1 , τ 2 , · · · , τ J−1 as the outcomes of mutually independent random variables T 1 , T 2 , · · · , T J−1 with uniform distribution on [0, 1), then the bit error probability caused by the MAI from other J − 1 spreading codes can be estimated by
On the other hand, it is approximately estimated in [8] - [9] by Bit Error Probability 
V. ON OPTIMUM BINARY SPREADING SEQUENCES OF MARKOV CHAINS
Let us recall our previous optimization in [8] - [9] regarding it as a first approximation. The expected value of the variance σ(T ) 2 is given by
which takes the minimum value,
We stress here that, as far as the random variable T is concerned, the AIP is derived in the same manner as this expectation. Interestingly, this very number −2 + √ 3 is the minimizer in both [4] and [8] - [9] .
This result says as a first approximation that the binary sequences generated by the unique Markov chain whose transition matrix P with its second eigenvalue λ = −2 + √ 3 are optimal and hence are better than binary sequences of i.i.d. random variables in terms of bit error probabilities. We examine this fact by using (20). Figure 5 shows the theoretical estimations based on (20) of bit error probabilities in asynchronous SSMA communication systems using binary spreading sequences of Markov chains as a function of the period of PN sequences N for J = 3. Figure 6 shows experimental results of bit error probabilities in asynchronous SSMA communication systems using binary spreading sequences of Markov chains. In both figures, Points × indicate the bit error probabilities in the system using binary spreading sequences of i.i.d. random variables, while points + indicate the ones in the system using binary spreading sequences of Markov chains characterized by P with λ = −2 + √ 3. Points * indicate the bit error probabilities in the system using the optimum binary spreading sequences of Markov chains based on (20). Figure 6 shows that for all N , the optimum Markov chain based on (20) is better than other two chains including i.i.d. random variables.
VI. CONCLUSION
In this research, we considered SSMA communication systems using binary spreading sequences of Markov chains and found a necessary and sufficient condition that the distribution of the normalized MAI is Gaussian. We also discussed theoretical evaluations of bit error probabilities in such systems based on the CLT and those based on the SGA. We compared these theoretical evaluations with experimental results. Finally, we derived the optimum Markov chains based on the CLT and showed experimentally that they are better than the chains optimally based on the SGA and i.i.d. random variables.
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