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RANK-ONE PERTURBATIONS OF DIAGONAL OPERATORS
Eugen J. Ionascu
We study rank-one perturbations of diagonal Hilbert space operators mainly from
the standpoint of invariant subspace problem. In addition to proving some general properties
of these operators, we identify the normal operators and contractions in this class. We
show that two well known results about the eigenvalues of rank-one perturbations and
one-codimension compressions of self-adjoint compact operators are equivalent. Sufficient
conditions are given for existence of nontrivial invariant subspaces for this class of operators.
1. Preliminaries
We let H be a separable, infinite dimensional, complex Hilbert space, and let
L(H) denote the algebra of all bounded linear operators on H. If u, v ∈ H, we shall write
u⊗ v for the operator of rank one defined by
(u⊗ v)x =< x, v > u, x ∈ H,
where <,> denotes the inner product of the Hilbert space H. The class N of operators
T in L(H) which can be written in the form T = N + (u ⊗ v), where N is a normal
operator and (u ⊗ v) 6= 0 is still not very well understood. Indeed, even the smaller class
of operators of the above form, where N is a diagonalizable normal operator, is not in a
much better situation, despite the structural simplicity of diagonalizable operators. In this
paper we are interested in this second class of operators which will be denoted simply by D.
Some spectral properties, examples, applications and the equivalence between two known
results about the eigenvalues of rank-one perturbations and one-codimensional compressions
of selfadjoint compact operators are discussed in Section 2. We characterize those operators
in D which are normal and prove that under mild assumptions they have the single value
extension property in Section 3. In Section 4 we give a characterization for an operator in a
relatively natural subclass of D to be a contraction. Finally in the last section, we combine
our previous results with known reductions that one would naturally make in dealing with
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the invariant subspace problem for this class of operators and give a sufficient condition for
the existence of a non-trivial invariant subspace based on the Lomonosov’s theorem [21].
Similar problems concerning operators in the class N , or rank-one perturbations
of different classes of operators such as isometries, selfadjoint compact operators, selfadjoint
Toeplitz operators, shift restriction operators, cyclic operators, differential operators, (or
Volterra operator) have been studied in a series of papers of which we cite only a few of
them: [3], [4], [16]–[19], [22]–[25], [28]–[32]. It is worth mentioning that the class of rank-
one perturbations of bounded (or unbounded) selfadjoint operators has been extensively
studied and many interesting spectral properties have been established in various works
(see for instance [8]–[11], [14], [15], [29], [30]).
We let {en}∞n=1 denote an orthonormal basis forH which will remain fixed through-
out the paper. We also let {λn}∞n=1 be an arbitrary bounded sequence of complex numbers
and throughout the remainder of the paper we shall write Diag({λn}) for the unique op-
erator D satisfying Den = λnen, n ∈ IN. We shall denote henceforth by D0 the subset of
L(H) consisting of all operators T which can be written in the form
T = Diag({λn}) + u⊗ v, u 6= 0, v 6= 0.(1)
Throughout the paper we shall suppose that u and v are nonzero vectors in H and their
expansions with respect to the (ordered, orthonormal) basis {en} are
u =
∞∑
n=1
αnen, v =
∞∑
n=1
βnen.(2)
Note that up to unitary equivalence, D0 consists exactly of all sums N + R, where N is a
normal operator whose eigenvectors span H and R is an operator of rank one. Note also
that the inclusion D ⊂ N is a strict one. One way to see this is to make use of Kato and
Rosenblum’s result (cf. [20]) stating that the absolutely continuous parts of a selfadjoint
operator and its selfadjoint trace class perturbation are unitarily equivalent.
Observe that the expression for T in (1) is not necessarily unique. If we restrict
our study, though, to the class D1 of those operators in D0 which admit a representation as
in (1) with u and v having nonzero components αn and βn for all n ∈ IN, we have uniqueness
in the following sense.
PROPOSITION 1.1. If T ∈ D1 then the representation (1) for T is unique in the
sense that if T = Diag({λn}) + (u ⊗ v) = Diag({λ′n}) + (u′ ⊗ v′), then Diag({λn}) =
Diag({λ′n}) and (u⊗ v) = (u′ ⊗ v′).
PROOF. We may assume T = Diag({λn})+(u⊗v) = Diag({λ′n})+(u′⊗v′) where
all the Fourier coefficients of u and v in (2) are not zero. This means that Diag({λn}) −
Diag({λ′n}) = Diag({λn − λ′n}) = (u′ ⊗ v′) − (u ⊗ v) has rank at most two. Thus, there
exist different positive integers n1, n2 such that λk = λ
′
k for all k ∈ IN \ {n1, n2}. Moreover
the range of S = Diag({λn − λ′n}) is contained in ∨{en1 , en2}, and so we may have three
essentially different situations. If the range of S is (0) we are done. If the range of S is one-
dimensional—say, spanned by en1 , then since (u
′⊗v′)−(u⊗v) would have a two-dimensional
range if {u, u′} and {v, v′} are linearly independent sets of vectors, we get that either u
and u′ are linearly dependent or v and v′ are. Let us suppose that u and u′ are linearly
dependent. Then u = αn1en1 and u
′ = βn1en1 . But this cannot happen since we have
assumed that < u, ek >6= 0 for all k ∈ IN. Similarly the case in which v and v′ are linearly
dependent is ruled out. If the range of S were two-dimensional, then ∨{u, u′} = ∨{en1 , en2},
and again we would have a contradiction.
2. Spectral properties
The next two propositions show that when looking for nontrivial invariant subspaces for
operators in D0, one can then restrict his attention to the subset D2 of D1 consisting of
those operators T = D + (u ⊗ v) in D1 such that D has uniform multiplicity one (i.e., if
D = Diag({λn}), then all of the numbers λn, n ∈ IN, are pairwise distinct).
PROPOSITION 2.1. Suppose T = Diag({λn}) + (u ⊗ v) ∈ D0 is not a normal
operator, and for some n0 ∈ IN, αn0 = 0 or βn0 = 0. Then T ∗ [resp. T ] has point spectrum
and T and T ∗ have nontrivial hyperinvariant subspaces (n.h.s).
PROOF. In case αn0 =< u, en0 >= 0 , we have
T ∗en0 = λn0en0 + (v ⊗ u)en0 = λn0en0+ < en0 , u > v = λn0en0 ,
which shows that σp(T
∗), the point spectrum of T ∗, is nonempty, and since T ∗ is non-normal,
the eigenspace associated with λn0 is a n.h.s. for T
∗. Its orthogonal complement is thus
hyperinvariant for T . The case βn0 = 0 is handled similarly.
For a diagonal operator D = Diag({λn}) we denote by Λ(D) the set of all its
eigenvalues λn.
PROPOSITION 2.2. If T = D + (u ⊗ v) ∈ D1 and at least one λ ∈ Λ(D) has
multiplicity larger than 1, then T has λ in its point spectrum.
PROOF. Suppose λ = λn0 = λn1 , n0 6= n1. Then (T − λ)eλn0 =< eλn0 , v >
u = βn0u, and (T − λ)eλn1 =< eλn1 , v > u = βn1u. Hence, if βn0 6= 0 and βn1 6= 0 then
(T − µ)(βn1eλn0 − βn0eλn1 ) = 0. In any case T − λ is not injective, and then λ ∈ σp(T ).
For an operator T ∈ D1 given by (1), an interesting phenomenon happens with the
isolated eigenvalues of Diag(λn): they are not in the spectrum of T . The following theorem
gives necessary and sufficient conditions for a point µ in σ(D) (T = D + (u ⊗ v) ∈ D0) to
be in %(T ) (resolvent set).
THEOREM 2.3. Suppose we have T = D + (u ⊗ v) ∈ D0 and µ ∈ σ(D). Then
µ ∈ %(T ) if and only if the following two conditions are satisfied:
(i) µ is an isolated eigenvalue of D, λn0, of multiplicity one,
(ii) βn0 =< v, en0 >6= 0 and αn0 =< u, en0 >6= 0.
PROOF. For the necessity part of this theorem, let us assume first that (i) is not
satisfied. We have three cases: (a) µ is not an eigenvalue; (b) µ is an eigenvalue but is not
isolated, and (c) µ is an isolated eigenvalue but has multiplicity larger than 1. In the cases
(a) and (b), there exists a sequence of distinct eigenvalues {λnk}k≥1 such that λnk → µ.
Then, since (T − µ)eλnk = (λnk − µ)eλnk+ < eλnk , v > u we have
‖(T − µ)eλnk‖ ≤ |λnk − µ|+ | < eλnk , v > |‖u‖ → 0,
as k goes to infinity. This says in particular that T − µ is not bounded below (if it is
injective), and then it cannot be invertible. In other words, µ ∈ σ(T ). In the case (c), if we
have µ = λn0 = λn1 , then (T − µ)eλn0 =< eλn0 , v > u = βn0u, and (T − µ)eλn1 =< eλn1 , v >
u = βn1u. Hence, if βn0 6= 0 and βn1 6= 0 then (T − µ)(βn1eλn0 − βn0eλn1 ) = 0. In any case
T − µ is not injective, and then again µ ∈ σ(T ).
Suppose now that (i) holds but (ii) doesn’t. First, if βn0 = 0, we get as above
(T − µ)eλn0 = 0, and so µ ∈ σ(T ). If αn0 = 0, then (T ∗ − µ)eλn0 = 0, and then µ ∈ σ(T ∗),
or equivalently, µ ∈ σ(T ).
For the sufficiency, we assume now that (i) and (ii) hold. We want to show that
T − µ is invertible. Since µ is an isolated point in σ(D) and D is normal, D− µ and hence
T − µ, is Fredholm with index zero. Thus it suffices to show that µ is not an eigenvalue for
T . If (T − µ)x = (D − λn0)x+ < x, v > u = 0, then by our hypothesis, αn0 6= 0, it follows
that < x, v >= 0. So, x = γen0 with γ 6= 0, and this contradicts the hypothesis βn0 6= 0.
We characterize now the point spectrum of an operator T in D1[resp. D2].
PROPOSITION 2.4. For λ ∈ IC, λ is an eigenvalue for T = D + (u ⊗ v) ∈ D1 if
and only if
(i) u ∈ Range(D − λ), and
(ii) < x, v > +1 = 0 for at least one vector x ∈ H satisfying u = (D − λ)x.
Equivalently, λ is an eigenvalue for T = Diag({λn}) + (u⊗ v) ∈ D2 if and only if
(iii) λ 6∈ Λ(D),
(iv)
∑
λn∈Λ(D)
|αn|2
|λ−λn|2 <∞, and
(v)
∑
λn∈Λ(D)
αnβn
λ−λn = 1.
PROOF. For the necessity part, let λ ∈ IC be an eigenvalue for T and x ∈ H\{0},
such that Tx = λx. Then < x, v > u = (λ − D)x. We cannot have < x, v >= 0 because
we obtain then λ = λi0 , x = ξei0 , ξ ∈ IC \ {0}, and then βi0 =< ei0 , v >= 1ξ < x, v >= 0
which is not possible since T ∈ D1. Hence, if we write x˜ = − 1<x,v>x, then u = (D − λ)x˜
and < x˜, v > +1 = 0.
For the sufficiency part, we can assume that there exists x ∈ H such that u =
(D−λ)x and < x, v > +1 = 0. Then x 6= 0 and Tx = Dx+ < x, v > u = u+λx−u = λx.
Finally, suppose (i) is valid and λ ∈ Λ(D). Then u = (D − λI)x = (D − λn0)x
for some x ∈ H, and so αn0 = 0 which contradicts that T ∈ D1. It follows that λ 6∈ Λ(D)
and the rest of the equivalence between (i) together with (ii) and (iii)–(v) is now obvious.
For T = D + u ⊗ v ∈ D1, the diagonal operator D and the rank-one operator
are uniquely determined by T (Theorem 1.1) and so we can define the function fT (z) =<
(zI −D)−1u, v >, for z ∈ IC\Λ(D). This function is clearly an analytic function and it can
be written as a Borel series ([2]):
fT (z) =
∞∑
n=1
αnβn
z − λn , z ∈ IC\Λ(D).(3)
COROLLARY 2.5. Assume T = D + u ⊗ v ∈ D1 and λ ∈ IC\Λ(D). Then λ is an
eigenvalue for T if and only if fT (λ) = 1.
PROOF. Since λ ∈ IC\Λ(D), part (i) in Proposition 2.4 is satisfied. Taking
x = (D − λI)−1u in part (ii) of Proposition 2.4 we obtain the corollary.
The next corollary describes the spectrum of an operator T ∈ D2.
COROLLARY 2.6. If T = D + (u⊗ v) ∈ D2 then
σ(T ) = Λ(D)′ ∪ {z ∈ IC\Λ(D); fT (z) = 1},(4)
where Λ(D)′ denotes the derived set of Λ(D).
PROOF. In general for an operator A ∈ L(H), σ(A) = σe(A) ∪ σp(A) ∪ σp(A∗)∗,
where if ∆ ⊂ IC, ∆∗ = {z : z ∈ ∆} (cf. [6], p. 51). Since T ∈ D2, we have σe(T ) = σe(D) =
Λ(D)′, and so by Corollary 2.5, one inclusion necessary to establish (4) follows. For the
other inclusion, let us assume λ ∈ σ(T ) = σe(T ) ∪ σp(T ) ∪ σp(T ∗)∗. Since σe(T ) = Λ(D)′,
we can assume that λ 6∈ σe(T ). Suppose then that λ ∈ σp(T ). If λ ∈ σp(T ) ∩ Λ(D), by
Proposition 2.4, λ 6∈ Λ(D) and so λ ∈ Λ(D)′ = σe(T ) which contradicts our assumption. It
follows that λ ∈ σp(T )\Λ(D) and so by Corollary 2.5, fT (λ) = 1. Since fT (z) = fT ∗(z), for
all z ∈ IC \ Λ(D), one takes care likewise of the case λ ∈ σp(T ∗)∗.
Example ([33]) Let T = Diag(λn) + u ⊗ u where D = Diag(λn) and u are
constructed in the following way. First we consider a family of open disjoint (and non
tangent) disks {Dn}n∈IN (Dn is centered at λn and has radius rn) contained in the unit disk
ID = {z ∈ IC : |z| < 1} and such that the set ID\ ∪n∈INDn has Lebesgue measure zero. Such
a family can be constructed using an induction argument, covering at each step a closed set
of whose measure is a fixed nonzero fraction of the measure of the open set uncovered by
the disks constructed at previous steps.
The diagonal operator D is defined by the sequence {λn} constructed above and
u, v are given as in (2) where αn = βn = rn, n ∈ IN. We want to compute the point
spectrum of T . In order to do this let us observe that the essential spectrum of T is
Λ(D)′ = ID\ ∪n∈IN Dn. Also we need the following formula which can be proved easily by a
change of variables to polar coordinates:
∫∫
D(a,r)
dx dy
z − (x+ yi) =

pir2
z−a , if |z − a| < r,
pi(z − a), if |z − a| ≤ r,
(5)
for every a ∈ IC and r > 0. Then if z 6∈ ID, by (3) and (5), we have
fT (z) =
∑
k∈IN
r2k
z − λk =
1
pi
∑
k∈IN
∫∫
D(λk,rk)
dx dy
z − (x+ yi) =
1
pi
∫∫
ID
dx dy
z − (x+ yi) =
1
z
.
Hence, by Proposition 2.4, T does not have any eigenvalues z ∈ IC\ID. Let us suppose that
z ∈ ID\ ∪n∈IN Dn. In this case if z were an eigenvalue for T then by Proposition 2.4, the
sum
∑
k∈IN
r2k
|z−λk|2 would be convergent and
∑
k∈IN
r2k
z−λk = 1. But using again (5), we have
∑
k∈IN
r2k
z − λk =
1
pi
∑
k∈IN
∫∫
D(λk,rk)
dx dy
z − (x+ yi) =
1
pi
∫∫
ID
dx dy
z − (x+ yi) = z.
This implies that the only possible point which may be an eigenvalue in this cases is z = 1.
Hence, z = 1 is an eigenvalue if and only if
∑
k∈IN
r2k
|1−λk|2 < ∞. Suppose z ∈ Dn\{λn} for
some n ∈ IN and let us assume that z is an eigenvalue for T . Then using (5) again we can
compute∑
k∈IN
r2k
z − λk =
1
pi
∑
k∈IN,k 6=λn
∫∫
D(λk,rk)
dx dy
z − (x+ yi) +
r2n
z − λn = z− (z−λn)+
r2n
z − λn = λn+
r2n
z − λn .
This shows that z = λn +
r2n
1−λn is the only possible eigenvalue for T in this case. In fact, it
is easy to see that these values are indeed eigenvalues for T . Hence,
σp(T ) = {λn + r
2
n
1− λn
: n ∈ IN} ∪ A
where A = {1} if ∑
k∈IN
r2k
|1−λk|2 <∞ and A = ∅ if
∑
k∈IN
r2k
|1−λk|2 =∞.
A natural question which arises at this point is whether or not there exist op-
erators T ∈ D0 with empty point spectrum. An example of such an operator was first
constructed by J. G. Stampfli in [31], for the case when the spectrum of T is a square.
Given an arbitrary nonempty compact subset of the plane K, it is interesting to know if
there are examples of operators T ∈ D0 with empty point spectrum and such that σ(T ) = K.
Next, we put together some information about the resolvent of operators T in D2 around
points which are isolated in Λ(D).
LEMMA 2.7. Let A ∈ L(H) be an invertible operator, and let S = A + (u ⊗ v).
Then S is invertible if and only if < A−1u, v > +1 6= 0, and its inverse is given by the
formula
S−1 = A−1 − 1
< A−1u, v > +1
(A−1u⊗ (A∗)−1v).(6)
In particular, if T = D + (u⊗ v) ∈ D1 and fT (λ) 6= 1 for some λ ∈ IC\Λ(D), we have
(λ− T )−1 =
(λ−D)−1 − (fT (λ)− 1)−1((λ−D)−1u⊗ ((λ−D)∗)−1v).(7)
PROOF. If < A−1u, v > +1 = 0, then u 6= 0 and since S(A−1u) = 0, it is clear
that S is not invertible. On the other hand, if < A−1u, v > +1 6= 0, then it is enough to
check that (6) gives the inverse of S:
[A+ (u⊗ v)][A−1 − 1
< A−1u, v > +1
(A−1u⊗ (A∗)−1v)] = I + (u⊗ (A∗)−1v)−
1
< A−1u, v > +1
(u⊗ (A∗)−1v)− < A
−1u, v >
< A−1u, v > +1
(u⊗ (A∗)−1v) = I.
The second part of the lemma clearly follows from the first part.
For T = D + u ⊗ v ∈ D0 we define the function FT (z) =< (zI − T )−1u, v > for
z ∈ IC\σ(T ). We have the following relation between the functions FT and fT .
PROPOSITION 2.8. Assume T = D+(u⊗v) ∈ D1. Then for all z ∈ IC\ (σ(T ) ∪ σ(D))
we have
FT (z) =
fT (z)
1− fT (z) .(8)
Moreover, if ζ ∈ Λ(D)\Λ(D)′ (ζ = λn0), then FT (ζ) = −1, dFTdz (ζ) = −
(
αn0βn0
)−1
, and if
T ∈ D2 we have
(T − ζ)−1 = D˜ − 1
αn0
D˜u⊗ en0 −
1
βn0
en0 ⊗ D˜∗v+
(αn0βn0)
−1(
∑
k 6=n0
αkβk
λk − ζ + 1)en0 ⊗ en0 ,
(9)
where D˜ =
∑
k 6=n0(λk − ζ)−1ek ⊗ ek.
PROOF. Formula (8) can be easily derived from (7). Each ζ ∈ Λ(D)\Λ(D)′ is an
isolated eigenvalue of multiplicity one for D, and hence by Theorem 2.3, T − ζ is invertible.
We have ζ−D = ζ−T +(u⊗ v) and then by Lemma 2.7, < (ζ−T )−1u, v > +1 = 0, which
proves that FT (ζ) = −1. To compute dFTdz (ζ) we differentiate (8) at a point z different of ζ
and take the limit as z → ζ:
dFT
dz
(ζ) = lim
z→ζ
f ′T (z)
(1− fT (z))2 = limz→ζ
(z − ζ)2f ′T (z)
[z − ζ − (z − ζ)fT (z)]2 = −
(
αn0βn0
)−1
.
The equality (9) follows from (7) by a similar argument of passing to the limit as z → ζ.
As an application to formula (9) we will show the equivalence of two interesting
facts from the theory of selfadjoint compact operators. The first result appears in [32] (see
also [16]) and the second result was proved independently by several authors (cf. [7], [13]
and [26]).
THEOREM 2.9. (i) Let {νk}k∈IN and {µk}k∈IN be two distinct monotone in-
creasing sequences of real numbers, each having zero as the limit point. Further
assume that {µk} belongs to (νk, νk+1) for each k ∈ IN. Then if A is a selfadjoint
compact operator on a separable Hilbert space H having the sequence νk (k ∈ IN) as
its eigenvalues (with multiplicity one), there exists a vector x ∈ H such that A+x⊗x
has precisely the eigenvalues {µk}k∈IN.
(ii) Let {νk}k∈IN and {µk}k∈IN be two distinct monotone decreasing sequences of real
numbers, each having zero as the limit point and such that {µk} belongs to (νk+1, νk)
for each k ∈ IN. Then if A is a selfadjoint compact operator on a Hilbert space
H having the eigenvalues νk (k ∈ IN) (with multiplicity one), there exists a vector
y ∈ H such that if P denotes the orthogonal projection on the one-dimensional space
spanned by the vector y, the compact operator (I − P )A(I − P )|(I−P )(H) has exactly
as its eigenvalues the sequence {µk}k∈IN.
PROOF. For the implication (i)⇒(ii) we assume that {νk}k∈IN, {µk}k∈IN and A
are as in (ii) and let us take the diagonal operator D on H whose eigenvalues are {λk}k∈IN
where λ1 = −1, λk+1 = (1 + µk)−1 − 1 for k ∈ IN. Then by (i) we can find x such that
T = D + x ⊗ x has exactly the eigenvalues {(1 + νk)−1 − 1}k∈IN. We take ζ = λ1 and
apply formula (9) for D, u = v = x and n0 = 1. Let Q be the orthogonal projection
on e1. We see that (I − Q)(T − ζI)−1(I − Q)|(I−Q)(H) is a diagonal whose eigenvalues are
precisely { 1
µk−ζ}k≥2 = {1 + µk}k∈IN. Hence, by spectral mapping theorem the operator
S = (T − ζI)−1 − I is compact and has the eigenvalues {νk}k∈IN. Thus, we can find an
unitary operator U such that U∗SU = A. To finish the proof we take y = U∗e1 and observe
that (I −P )A(I −P ) = U∗(I −Q)S(I −Q)U , where P is the orthogonal projection on the
one-dimensional space spanned by y.
For the implication (ii)⇒(i), let {νk}k∈IN, {µk}k∈IN andA be as in (i). Without loss
of generality, we can assume that A is a diagonal operator with respect to the basis {ek}k∈IN
and ν1 = −1. Let B be an arbitrary compact operator on H which has {(µk+1)−1− 1}k∈IN
has its only eigenvalues (multiplicity one). Using (ii) we can find y := y1 ∈ H such that
(I−P )A(I−P )|(I−P )(H) has precisely {(νk+1+1)−1−1}k∈IN as its eigenvalues. Let {yk+1}k∈IN
be an orthonormal basis in (I − P )(H) with respect to which (I − P )A(I − P )|(I−P )(H)
diagonalizes. Then the matrix of B + I with respect to the basis {yk}k∈IN looks exactly as
the right hand side of (9) (for D = A, λk = νk (k ∈ IN), ζ = ν1, u = v and en0 = 1).
We shall show that we can determine the coefficients of u such that these two matrices
coincide (which will give a unitarily equivalence between the operators which admit this
same representation matrix in different orthonormal basis). Let us write the representation
of B as follows
B + I = b1e1 ⊗ y1 +
∑
k≥2
bky1 ⊗ yk +
∑
k≥2
bkyk ⊗ y1 +
∑
k≥2
(νk+1 + 1)
−1yk ⊗ yk.
If we compare this with (9) we obtain that αk = −α1(νk + 1)bk, (k ≥ 2) and then
1
|α1|2 = b1 −
∑
k≥2
(νk + 1)|bk|2.(10)
This will allow us to solve for α1 if the right hand side of (10) is not zero. Suppose by way
of contradiction that this is not true. Then a simple computation shows that (B + I)z = 0
where z = y1 −∑k≥2(νk + 1)bk and so B + I admits the value 0 as one of its eigenvalues
but by our assumption the only eigenvalues of B + I are the elements of the sequence
{(µk+1)−1}k∈IN. This proves that we have a solution for u ∈ H and so by spectral theorem
A+ u⊗ u has precisely the eigenvalues {µk}k∈IN.
3. Normality, decomposability, and the SVEP
We begin this section with a characterization of normal operators in N0 which,
in particular, applies to the normal operators in D0.
PROPOSITION 3.1. Let T = N + (u⊗ v) ∈ L(H), where N is a normal operator
and u, v are nonzero vectors in H. Then T is a normal operator if and only if either
(i) u and v are linearly dependent and u is an eigenvector for =(αN∗), where
α = <u,v>‖v‖2 , or
(ii) u, v are linearly independent vectors and there exist α, β ∈ IC such that
(N∗ − αI)u = ‖u‖2βv and
(N − αI)v = ‖v‖2βu,
(11)
where <(β) = −1/2.
PROOF. We observe that the equation T ∗T = TT ∗ is equivalent to
N∗u⊗ v + v ⊗N∗u+ ‖u‖2v ⊗ v =
Nv ⊗ u+ u⊗Nv + ‖v‖2u⊗ u.
(12)
It is a simple computation to check that (12) is satisfied if (i) or (ii) is true.
Let us assume that T is a normal operator. We distinguish two distinct cases.
CASE I. We assume that u, v are linearly dependent. Thus, there exists α ∈ IC such that
u = αv (α =< u, v > /‖v‖2). Since ‖v‖2u ⊗ u = |α|2‖v‖2v ⊗ v = ‖u‖2v ⊗ v, if we write
w = (αN∗ − αN)v (= 2=(αN∗)v), (12) becomes w ⊗ v = −v ⊗ w. This last equality holds
if and only if w = itv for some t ∈ IR and (i) is proved.
CASE II. We assume that u, v are linearly independent vectors. From (12) we get that
< x,N∗u > v =< x,Nv > u, x ∈ (∨{u, v})⊥.
Hence < N∗u, x >=< Nv, x >= 0 for every x ∈ (∨{u, v})⊥, which means that
N∗u = a11u+ a12v, Nv = a21u+ a22v,(13)
for some aij ∈ IC. Substituting in (12) we obtain that the aij satisfy the following relations:
a11 = a22, a12 + a12 + ‖u‖2 = a21 + a21 + ‖v‖2 = 0.
So, if we write a11 = α and a12 = −‖u‖2/2 + is1, a21 = −‖v‖2/2 + is2, where s1, s2 ∈ IR,
(13) implies that (N∗−αI)u = (−‖u‖2/2+ is1)v and (N −αI)v = (−‖v‖2/2+ is2)u. Thus
(N − αI)∗(N − αI)u = (−‖u‖2/2 + is1)(−‖u‖2/2 + is2)u which implies that s1/‖u‖2 =
−s2/‖v‖2. If we write t = 1/4+ (1/‖u‖4)s21 and β = −1/2+ sign(s1)i
√
t− 1/4 then clearly
u and v satisfy (11). (Here, we used the notation sign for the real valued function defined
by sign(x) = 1 if x > 0, sign(x) = −1 if x < 0 and sign(0) = 0.)
COROLLARY 3.2. T = D + u⊗ v ∈ D1 is normal if and only if either
(a) there exist α ∈ IC and t ∈ IR such that Λ(D) lies on the line {z ∈ IC : =(αz) = t},
and u = αv, or
(b) there exist α ∈ IC and t ∈ IR such that Λ(D) lies on the circle {z ∈ IC : |z − α| = t},
t ∈ IR, and
tu/‖u‖ = eiϑ(D − αI)(v/‖v‖),
where ϑ ∈ [0, pi) is determined by the equation <(teiϑ/‖u‖‖v‖) = −1/2.
PROOF. Suppose that (a) or (b) holds. Then either =(αD∗) = tI or |D−αI| = tI.
If (a) holds then (i) in Proposition 3.1 holds and hence T is a normal operator. If (b) holds
then an easy computation shows that (11) holds for β = teiϑ/‖u‖‖v‖. The two relations in
(11) alone imply that (12) holds and so T is normal.
On the other hand if T is normal then, by Proposition 3.1, (i) or (ii) holds. In case
(i) is true then =(αD∗)u = tu for some t ∈ IR. Thus =(αλnαn) = tαn for all n ∈ IN and since
αn 6= 0 for every n in IN we obtain that Λ(D) is a subset of the line {z ∈ IC : =(αz) = t} and
(a) follows. If (ii) holds, we get from (11) that (D−αI)∗(D−αI)v = ‖u‖2‖v‖2|β|2v, and by
a similar argument as above, we get that Λ(D) is a subset of the circle {z ∈ IC : |z−α| = t},
where t = ‖u‖‖v‖|β|. Then, the other part of (b) follows easily from (11).
It is worth mentioning that actually if Λ(D) is a subset of a line or of a circle
then T = D+u⊗ v is a decomposable operator (cf. Theorem 5.2, [5]). Moreover, T has the
property (Triang0) (cf. Theorem 6.16, [5]), i.e., for any pair S1 ⊂ S2 of invariant subspaces
for T such that dim(S1/S2) > 1 there exists another invariant subspace S3 of T verifying
S1 ⊂6= S2 ⊂6= S3.
Another interesting question about the class D0 is whether we have the decompos-
ability property for operators in D0 whose spectrum is not necessarily an arc of an analytic
curve. It is known ([5]) that every decomposable operator has the following property.
DEFINITION 3.3. We say that an operator T ∈ L(H) has the single valued ex-
tension property (notation: SVEP) if the only vector-valued analytic function f : G → H,
where G is an arbitrary open connected subset of IC, which satisfies the equality
(T − zI)f(z) = 0, z ∈ G,
is the function identically equal to zero.
PROPOSITION 3.4. Every operator T = D+(u⊗v) ∈ D1 for which the set IC\Λ(D)
is connected has the SVEP.
PROOF. Let f : G → H be an analytic function such that (T − zI)f(z) = 0
for every z ∈ G. If G ∩ (IC \ Λ(D)) 6= ∅ then by Corollary 2.5 , T − zI is invertible for
all z ∈ (G\Λ(D))\{z ∈ IC\Λ(D); fT (z) = 1} and so f(z) = 0 for all z ∈ (G\Λ(D))\{z ∈
IC\Λ(D); fT (z) = 1}. The function fT cannot be identically equal to 1 on the connected set
IC \ Λ(D) because lim|z|→∞ fT (z) = 0. Hence the set {z; fT (z) = 1} is discrete and since G
is connected it follows that f is identically zero.
We may assume that actually G ⊂ Λ(D). If we expand f in the basis {en} as
f =
∑∞
n=1 fnen, where fn : G→ C are scalar-valued analytic functions, we get
(λn − z)fn(z)+ < f(z), v > αn = 0, z ∈ G, n ∈ IN.(14)
If we take z = λn ∈ G ∩ Λ(D) in the above equation, we obtain that < f(λn), v >= 0 for
all λn ∈ G ∩ Λ(D). Since the set Λ(D) is dense in Λ(D) and G ⊂ Λ(D), the set G ∩ Λ(D)
is clearly dense in G. Hence < f(z), v >= 0 for all z ∈ G. Thus (14) implies that for every
integer n ∈ IN, fn(z) = 0 for all z ∈ G\Λ(D). Since each fn is a continuous function and
G\Λ(D) is dense in G, it follows that fn is identically equal to zero on G for every n ∈ IN
and so is f .
4. Contractions in D0(ID)
In this section we consider the class D0(ID) of the operators T = D+u⊗v ∈ D0 for
which Λ(D) ⊂ ID. In this section we will characterize the contraction operators in D0(ID).
The following proposition provides one such characterization and leads us to Corrolary 4.3
which gives a simple sufficient condition for an operator T ∈ D0(ID)∩D2 to be a contraction.
PROPOSITION 4.1. T = D+ u⊗ v ∈ D0(ID) is a contraction operator if and only
if
|1− s < u˜(s), Dv˜(s) > |
‖u˜(s)‖‖v˜(s)‖ >
√
s, s ∈ (0, 1),(15)
where u˜(s) = (I − sD∗D)−1/2u and v˜(s) = (I − sD∗D)−1/2v, or equivalently, in case T ∈
D0(ID) ∩ D2, if and only if
∣∣∣∣∣1− s
∞∑
k=1
αkβkλk
(1− s|λk|2)
∣∣∣∣∣
2
> s
( ∞∑
k=1
|αk|2
(1− s|λk|2)
)( ∞∑
k=1
|βk|2
(1− s|λk|2)
)
, s ∈ (0, 1).
(16)
PROOF. Clearly T is a contraction if and only if T ∗T is a contraction. Since
T ∗T is a positive selfadjoint operator, T ∗T is a contraction if and only if its spectrum is
contained in the interval [0, 1]. A simple computation shows that
T ∗T = D∗D + (D∗u+ ‖u‖2v)⊗ v + v ⊗D∗u.
Hence, σe(T
∗T ) = σe(D∗D) ⊂ σ(D∗D) ⊂ [0, 1] and so T ∗T (σ(T ∗T ) = σe(T ∗T ) ∪ σp(T ∗T ))
has its spectrum contained in the interval [0, 1] if and only if its point spectrum does not
intersect the interval (1,∞). We need the following lemma.
LEMMA 4.2. Let A ∈ L(H) be invertible and S = A+ (a⊗ b) + (c⊗ d) for some
vectors a, b, c, d ∈ H. Then the following are equivalent:
(i) S is not invertible,
(ii) ker(S) 6= ∅,
(iii) the determinant of the matrix
[
1+ < A−1a, b > < A−1c, b >
< A−1a, d > 1+ < A−1c, d >
]
is zero.
PROOF OF LEMMA 2.7. Since S = A (I + (A−1a⊗ b) + (A−1c⊗ d)), S is not in-
vertible if and only if I + (A−1a ⊗ b) + (A−1c ⊗ d) is not invertible. Using the Fredholm
theory, this latter operator being Fredholm of index zero, it is not invertible if and only
if its kernel is not the (0) subspace. Hence (i) and (ii) are equivalent. For the equiv-
alence of (ii) with (iii), let x ∈ H be a vector such that Sx = 0. This implies that
x+ < x, b > A−1a+ < x, d > A−1c = 0. Taking the inner product of this equation with b
and d respectively, we get the following system of equations with the the unknowns < x, b >
and < x, d >: {
(1+ < A−1a, b >) < x, b > + < A−1c, b >< x, d >= 0
< A−1a, d >< x, b > +(1+ < A−1c, d >) < x, d >= 0.
Therefore if we assume that (ii) is true, then
x = − < x, b > A−1a− < x, d > A−1c 6= 0
and so at least one of the numbers < x, b > or < x, d > is not zero. This implies that
the above homogeneous system has a nontrivial solution. This fact is equivalent with
the statement (iii). Let us assume that (iii) is true. Then there is a nontrivial solution
of the above homogeneous system of equations—say < x, b >= α and < x, d >= β.
Hence x = −αA−1a − βA−1c is not the zero vector and a simple calculation shows that
(I + (A−1a⊗ b) + (A−1c⊗ d))x = 0 or Sx = 0.
We apply Lemma 2.7 for the case A = D∗D − tI, a = D∗u + ‖u‖2v, b = c = v,
and d = D∗u, where t ∈ IR, t > 1. Hence, T ∗T is a contraction if and only if the determinant
of the matrix[
1+ < (D∗D − tI)−1(D∗u+ ‖u‖2v), v > < (D∗D − tI)−1v, v >
< (D∗D − tI)−1(D∗u+ ‖u‖2v), D∗u > 1+ < (D∗D − tI)−1v,D∗u >
]
equals zero for no t ∈ (1,∞). If we multiply the second column of this matrix by ‖u‖2 and
subtract it from the first column, the determinant is the same as the determinant of the
resulting matrix[
1+ < (D∗D − tI)−1D∗u, v > < (D∗D − tI)−1v, v >
< (D∗D − tI)−1D∗u,D∗u > −‖u‖2 1+ < (D∗D − tI)−1v,D∗u >
]
.
The (2, 1) entry can be written differently as follows:
< (D∗D − tI)−1D∗u,D∗u > −‖u‖2 =< (D∗D − tI)−1D∗Du, u > −‖u‖2 =
< (D∗D − tI)−1(D∗D − tI)u, u > −‖u‖2 + t < (D∗D − tI)−1u, u >
= t < (D∗D − tI)−1u, u > .
If we observe that the (1, 1) entry is the complex conjugate of the (2, 2) entry, we obtain
that T ∗T is a contraction operator if and only if the equation (in t)
|1+ < (D∗D − tI)−1D∗u, v > |2 − t < (D∗D − tI)−1u, u >< (D∗D − tI)−1v, v >= 0
has no solution in the interval (1,∞). Finally, if we change variables by setting s = 1/t,
s ∈ (0, 1), the above equation becomes
|1− s < (I − sD∗D)−1D∗u, v > |2
< (I − sD∗D)−1u, u >< (I − sD∗D)−1v, v > = s,
which implies (15) since both members of the above equality are continuous functions of s
and the sign of the inequality is determined when s = 0. The inequality (16) follows form
(15) taking into account the explicit form of the operator D.
COROLLARY 4.3. Assume that for T = D+(u⊗v) ∈ D0(ID)∩D2 the coordinates
of u and v satisfy the inequality( ∞∑
k=1
|αk|2
(1− |λk|2)
)( ∞∑
k=1
|βk|2
(1− |λk|2)
)
≤ 3− 2
√
2=˜0.171572876... .(17)
Then T is a contraction operator.
PROOF. Using Proposition 4.1 we get that T is a contraction operator if and only
if
s‖u˜(s)‖2‖v˜(s)‖2 <
1− 2sRe < u˜(s), Dv˜(s) > +s2| < u˜(s), Dv˜(s) > |2,(18)
for every s ∈ (0, 1). We observe that (18) is satisfied if ‖u˜(1)‖ and ‖v˜(1)‖ are finite numbers
satisfying
‖u˜(1)‖2‖v˜(1)‖2 + 2‖u˜(1)‖‖v˜(1)‖ ≤ 1.
This last inequality is clearly satisfied if we have (17).
COROLLARY 4.4. Assume that T = D + (u ⊗ v) ∈ D0(ID) ∩ D2 is a contraction
operator. Then the following inequality holds for every s ∈ (0, 1) :( ∞∑
k=1
|αk|2
(1− s|λk|2)
)( ∞∑
k=1
|βk|2
(1− s|λk|2)
)
<
1
s(1−√s)2 .(19)
PROOF. If T is a contraction operator then we have (18), which implies that
s‖u˜(s)‖2‖v˜(s)‖2 < 1 + 2‖u˜(s)‖‖v˜(s)‖+ s2‖u˜(s)‖2‖v˜(s)‖2, s ∈ (0, 1).
This last inequality is equivalent to (19) by simple computations.
5. Invariant subspaces
If A ∈ L(H) and x ∈ H we write Cx(A) = ∨∞n=0{Anx}. A vector x ∈ H is
called cyclic for A if Cx(A) = H. The following proposition characterizes those operators
T = D + (u⊗ v) ∈ D0 for which Lat(T ) ∩ Lat(D) 6= (0).
PROPOSITION 5.1. If T = D + (u ⊗ v) ∈ D0 then D and u ⊗ v have a common
n.i.s if and only if Cu(D) 6= H or Cv(D∗) 6= H.
PROOF. One can easily find all the invariant subspaces of u ⊗ v. Namely, a
subspace S is invariant for u ⊗ v if and only if u ∈ S or v ⊥ S. Let us assume that S is
a common n.i.s. for D and u ⊗ v. If u ∈ S we get that Cu(D) 6= H, and if v ⊥ S, S⊥
is nontrivial invariant for D∗ containing v. Hence in this case Cv(D∗) 6= H. This proves
the necessity. For the sufficiency, we just have to observe that Cu(D) and (Cv(D∗))⊥ are
common invariant subspaces for D and u⊗ v.
The following proposition is a particular case of Bram’s result [6] and answers
the natural question whether an arbitrary diagonal operator admits a cyclic vector. For
completeness we include here a simple proof of this fact which is a simplified version of the
proof of Bram’s result given in [6].
PROPOSITION 5.2. Let D = Diag({λn}) ∈ L(H) such that every value in Λ(D)
has multiplicity one. Then there exits a cyclic vector for D.
PROOF. We consider the operator Mz, the multiplication with the variable on
L2(X, η), where X = Λ(D) and η =
∑∞
n=1
1
n2
δλn . Define V : H → L2(X, η) by V x = fx
where fx(z) = nxn if z = λn and zero otherwise, x = x1e1 + x2e2 + ... ∈ H. We have for
each x ∈ H, ‖V x‖2 = ‖fx‖2 = ∫X |fx(z)|2dη(z) = ∑∞n=1 1n2 |fx(λn)|2 = ∑∞n=1 |xn|2 = ‖x‖2.
Clearly, V is an unitary operator and V DV −1 =Mz, which implies that it suffices to show
that Mz has a cyclic vector. For each n ∈ IN, denote Kn = {λ1, λ2, ..., λn}. Since all the
eigenvalues λn are assumed to be distinct, the following system of linear equations has a
unique solution in c0, c1, ..., cn:
λj = c0 + c1λj + ...+ cnλ
n
j , j = 1, 2, ..., n.(20)
Let pn(z) = c0+ c1z+ ...+ cnz
n, where the coefficients c0, c1, ..., cn are satisfying (20). Using
this notation, (20) can by written as z = pn(z) on Kn. We now construct a Borel measure
ν on X with the following properties:
(a) ν is a measure absolutely continuous with respect to η,
(b) dν
dη
:= φ is essentially bounded ([η]),
(c) the function 1(z) = 1 is a cyclic vector for Mz acting on L
2(X, ν).
First we choose an = (max1≤k≤n [supz∈X |pk(z)|2)])−1 for each n ∈ IN, and let then
ν = δλ1 +
∑∞
n=2
1
n2
an−1δλn . Clearly, a1 ≥ a2 ≥ ... ≥ an > 0. It is easy to observe that (a) is
satisfied, and in order to check the second property we take φ(z) = an−1 if z = λn, n ≥ 2,
1 if z = λ1 and zero anywhere else. Hence, 0 ≤ φ(z) ≤ max{a1, 1} = a0 for every z ∈ X.
To check the third property, we want to show that pn converges in L
2(X, ν) to the function
z → z: ∫
X
|z − pn(z)|2dν(z) =
∫
X\Kn
|z − pn(z)|2dν(z) ≤ 2
∫
X\Kn
|z|2dν(z)+
2
∫
X\Kn
|pn(z)|2dν(z) ≤ 2
∫
X\Kn
φdη + 2‖pn‖2∞
∫
X\Kn
φdη ≤
2a0η(X\Kn) + 2‖pn‖2∞anη(X\Kn) ≤ 2(a0 + 1)η(X\Kn)→ 0,
as n → ∞. In other words, this means that the sequence of functions z → pn(Mz)1(z)
converges in L2(X, ν) to the function z → z. From here, we obtain that for any polynomial
q ∈ IC[z], the sequence (qpn)(Mz)1(·) converges to z → q(z)z. Thus, the function z → (z)2 is
in C1(·)(Mz). Inductively, we can show that z → (z)n ∈ C1(·)(Mz) for every n ∈ IN. Finally,
p(z, z) ∈ C1(·)(Mz) for every polynomial in two variables p(z, z), and by Stone-Weierstrass
theorem we get that any continuous function on X is in C1(·)(Mz). This shows that the
property (c) holds.
Now, we want to show that φ1/2 is a cyclic vector for Mz acting on L
2(X, η). If
f ∈ L2(X, η) then clearly f
φ1/2
is in L2(X, ν) and hence it can be approximated by a sequence
of polynomials qn in L
2(X, ν). Therefore,∫
X
|qn(z)φ1/2 − f(z)|2dη(z) =
∫
X
φ(z)|qn(z)− f(z)
φ1/2(z)
|2dη(z) =∫
X
|qn(z)− f(z)
φ1/2(z)
|2dν(z)→ 0,
by our assumption. This proves that qn(Mz)φ
1/2 converges to f in L2(X, η) which finishes
the proof.
Let us observe that if T = D + (u ⊗ v) ∈ D2 we have pi(T ) = pi(D), and hence,
since pi(D) is normal in the Calkin algebra, we have that σle(D) = σre(D) and consequently
σle(T ) = σre(T ) = σe(T ) = σe(D) = Λ(D)
′. Hence, well-known reductions of the invariant
subspace problem (see [5] for part (iii)) applied to our particular case and together with
what we have proved so far give the following proposition.
PROPOSITION 5.3. If T = D + (u⊗ v) ∈ D2, and
(i) σ(T ) 6= Λ(D)′ (equivalently 1 ∈ f−1T (IC\Λ)), or
(ii) Λ(D)′ is not connected, or
(iii) Λ(D)′ is a singleton, or
(iv) u[resp. v] is not cyclic for D[resp. D∗],
then T has a n.h.s.
When one searches for invariant subspaces for an operator T it is useful to have
a description of its commutant {T}′ := {A ∈ L(H) : AT = TA}.
PROPOSITION 5.4. Let T = D + (u ⊗ v) ∈ D2, and A ∈ L(H). Then A ∈ {T}′
if and only if there exist a sequence of complex numbers {tn}n∈IN and a positive constant C
such that
(i) for every square-summable sequence {ξk}k≥1 we have
∑
n
|αn|2
∣∣∣∣∣∣
∞∑
k≥1,k 6=n
ξkβkγk,n
∣∣∣∣∣∣
2
≤ C∑
n
|ξn|2,(21)
where γk,n :=
tk−tn
λk−λn , for k 6= n, (k, n ∈ IN),
(ii) for every k ∈ IN,
Aek = skek + βk
∑
n≥1,n6=k
αnγk,nen,(22)
where the sequence defined by
sk = tk −
∑
n≥1,n6=k
αnβnγk,n, k ∈ IN,(23)
is a bounded sequence.
PROOF. The equality AT = TA can be written equivalently as
AD −DA = (u⊗ A∗v)− (Au⊗ v).(24)
For the necessity part, let {tk} be defined by the equation Au = ∑∞k=1 tkαkek. For every
integer k ≥ 1, we have < (AD −DA)ek, ek >= 0 and then from (24) we obtain
< ek, A
∗v >< u, ek > − < ek, v >< Au, ek >= 0,
which in turn implies that < ek, A
∗v >= tkβk. Hence, using (24) again, we get
(λk −D)Aek = βk(tku− Au) = βk
∞∑
n≥1,n6=k
αn(tn − tk)en, k ≥ 1,(25)
which implies that we can express Aek as in (22). Taking the inner product of both sides of
(22) with v, we obtain that sk is given by (23). To obtain the inequality (21) we first need
to observe that sk =< Aek, ek > (by (22) and so {sk} is a bounded sequence. Thus, the
inequality (21) follows easily from the boundedness of the operator A− D˜, where D˜ is the
diagonal operator defined by D˜ek = skek, k ∈ IN.
For sufficiency, we observe that the linear operator A defined by (22) is bounded
because of (21) and the hypothesis that {sk} is bounded. Then from (22) and (23) we get
that < ek, A
∗v >= tkβk and Au =
∑∞
k=1 tkαkek. Using these two relations and (22), we
obtain (25) which is equivalent to (24).
Next we would like to combine Proposition 5.4 with Lomonosov’s theorem (cf.
[21]) to obtain sufficient conditions for existence of n.i.s. for operators in D2. For this
purpose we introduce some more notation. Let H(U) be the set of analytic functions on
the open set U(⊂ IC). For a fixed w ∈ U we define a linear transformations on H(U),
ψ → Γ(ψ)(·, w), by
Γ(ψ)(z, w) =

ψ(z)−ψ(w)
z−w if z 6= w
φ′(w) if z = w,
z ∈ U, ψ ∈ H(U).(26)
For T ∈ D2 given by (1), and U such that Λ(D) ⊂ U we define another linear transformation
on H(U) by
BT (ψ)(z) =
∫
Λ(D)
Γ(ψ)(z, w)dν(w), z ∈ U ∪ Λ(D), ψ ∈ H(U),(27)
where ν is the atomic measure supported on Λ(D) given by ν =
∑
n≥1 αnβnδλn .
THEOREM 5.5. Let T ∈ D2 given by (1) and BT defined by (27). Suppose there
exists a function ψ ∈ H(U), with U ⊃ Λ(D), such that BTψ = ψ and ψ is not zero on
Λ(D). Then T has a nontrivial invariant subspace.
PROOF. Let us consider tn = ψ(λn), n ∈ IN, and let Aψ be the operator A
defined as in (22) and (23). We will show that Aψ satisfies (21) and it is a nonzero compact
operator. By Proposition 5.4, T commutes with a nonzero compact operator and then using
Lomonosov’s theorem T admits a n.i.s.
Suppose that Aψ = 0. Then, from the proof of Proposition 5.4, we have Aψu =∑
n∈IN αntnen, and so tn = 0 for all n ∈ IN. By Proposition 5.3 we can assume that σ(T ) =
Λ(D)′ and Λ(D)′ is connected. Thus we can consider U˜ to be the connected component of
U containing Λ(D)′. Hence, ψ = 0 on U˜ since Λ(D) must have an accumulation point in
Λ(D)′ ⊂ U˜ (U˜ is connected). IC\U˜ cannot contain but finitely many points of Λ(D) where
ψ must be zero because tn = 0, n ∈ IN. This contradicts our assumption on ψ, and so Aψ
is not zero.
Since ψ ∈ H(U) and Λ(D) ⊂ U , there exists a constant C1 > 0 such that
|Γ(ψ)(z, w)| ≤ C1 for all z, w ∈ Λ(D) and so, with the notation from Proposition 5.4,
|γk,n| ≤ C1 for every k, n ∈ IN, k 6= n. Then, using Cauchy’s inequality, we have
∑
n
|αn|2
∣∣∣∣∣∣
∑
k≥1,k 6=n
ξkβkγk,n
∣∣∣∣∣∣
2
≤ C21
∑
n
|αn|2
∑
k≥1,k 6=n
|ξk|2
∑
k≥1,k 6=n
|βk|2 ≤ C
∑
k
|ξk|2,
where C = C21‖u‖2‖v‖2. This proves that inequality (21) is satisfied. Also, the sequence
defined by (23) is bounded since {tn} is clearly bounded and for every k ∈ IN∣∣∣∣∣∣
∑
n≥1,n6=k
αnβnγk,n
∣∣∣∣∣∣ ≤ C1‖u‖‖v‖.
Then, by Proposition 5.4, Aψ commutes with T . From (23), for every k ∈ IN we have
sk = ψ(λk)−
∑
n≥1,n6=k
αnβnγk,n = ψ(λk)−BT (ψ)(λk) + αkβkψ′(λk),
which simplifies to sk = αkβkψ
′(λk) because of our hypothesis on ψ. Clearly, limk→∞ sk = 0
and so the diagonal operator D˜ (D˜ek = skek, k ∈ IN) is a compact operator. Since Aψ =
D˜ +B where B is defined by
Bek = βk
∑
n≥1,n6=k
αnγk,nen, k ∈ IN,
it suffices to show that B is a compact operator. In fact, B is a Hilbert-Schmit operator
since ∑
k∈IN
‖Bek‖2 =
∑
k∈IN
|βk|2
∑
n≥1,n6=k
|αk|2|γk,n|2 < C,
which finishes our proof.
COROLLARY 5.6. Let T ∈ D2 given by (1) such that Λ(D) ⊂ ID. Suppose that
fT (cf. (3)) is bounded on IC\ID and let Tφ be the Toeplitz operator on H2(ID) of symbol
φ(ζ) = fT (ζ) for ζ ∈ ∂ID. In addition we assume that the equation Tφ(ψ) = ψ has a solution
ψ ∈ H2(ID) which is analytic on an open set U ⊃ ID) and not zero on Λ(D). Then there
exists a n.i.s for T .
PROOF. The assumption on fT insures that φ is in L
∞(∂ID) and so the Toeplitz
operator Tφ is well defined. Indeed, for z ∈ ID we have fT (1z ) = z
∑∞
n=1
αnβn
1−zλn =
∑∞
k=0mkz
k+1,
where mk are the moments of the measure ν ( i.e., mk =
∫
ID ζ
kdν(ζ), k ∈ IN ∪ {0}). So,
z → fT (1/z) is a bounded analytic function on ID, and thus φ ∈ L∞(∂ID). In fact, Tφ
is a co-analytic Toeplitz operator. We want to show that BT and Tφ act the same way
on functions ψ ∈ H2(ID) which are analytic on open neighborhoods of ID. Forsooth, if
ψ(z) =
∑∞
k=0 akz
k ∈ H2(ID) is such a function, we have
Tφ(ψ)(e
iθ) = PH2
(
φ(eiθ)ψ(eiθ)
)
= PH2
( ∞∑
k=0
mke
−i(k+1)θ
∞∑
l=0
ale
ilθ
)
=
PH2
∑
k,l≥0
mkale
i(l−k−1)θ
 = ∞∑
n=0
( ∞∑
k=0
mkan+k+1
)
einθ in H2(ID).
(28)
On the other hand, if z ∈ ID\Λ(D) we have
BT (ψ)(z) =
∞∑
k=1
ψ(z)− ψ(λk)
z − λk αkβk =
∞∑
k=1
∞∑
n=1
an(z
n−1 + ...+ λn−1k )αkβk =
∞∑
n=1
an(z
n−1 +m1zn−2 + ...+mn−1) =
∞∑
k=0
( ∞∑
n=0
mnan+k+1
)
zk.
(29)
The assumptions on ψ allows one to do the computations in (28) and (29). Moreover, if
Tφ(ψ) = ψ, comparing (28) with (29) we have BT (ψ)(z) = ψ(z) for z ∈ ID, and so we can
apply Theorem 5.5 to conclude the corollary.
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