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Abstract—Summarizing data with linguistic statements is a
crucial and topical issue that has been largely addressed by
the soft computing community. The goal of summarization is
to generate statements that linguistically describe the properties
observed in a dataset. This paper addresses the issue of efficiently
extracting these summaries and rendering them to the final
user, in the case where the data to be summarized are stored
in a relational data base: it proposes a novel strategy that
leverages the statistics about the data distribution maintained by
the database system. This paper shows that reliable summaries
can be very efficiently estimated based on these statistics only
and without any costly data access. Additionally, it proposes
a visualization of the set of extracted summaries that offers
a fruitful interactive exploration tool to the user. Experiments
performed on two real data bases show the relevance and
efficiency of the proposed approach: with a negligible loss of
accuracy, we provide the first linguistic summarization approach
whose processing time does not depend on the size of the dataset.
The generation of estimated linguistic summaries takes less than
one second even for dataset containing millions of tuples.
I. INTRODUCTION
Many professional activities rely on the analysis of data
with the aim of making decisions on the basis of facts or
item descriptions. As the volume and heterogeneity of the
datasets a user has to deal with are continuously increasing, the
generation of meaningful but concise views of the data now
constitutes a crucial task. Data summarization is a problem that
has been deeply studied by both the DataBase (DB) commu-
nity and the soft-computing community. Roughly speaking, the
DB community has mainly addressed this issue in two ways:
schema summarization [26] and data/table selection [7], [25].
The soft-computing community possesses a long history in
data summarization, see e.g. the recent overview in [2]. The
specificity of its approach comes from the fact that the trends
observed in the data are expressed in a linguistic way. These
trends are usually structured wrt. a syntactic protoform, i.e. a
template, that is generally of one of the two following forms in
the case of numerical data [24], [12]: Q of theX’s are/haveP
or Q of thePX’s are/have alsoP ′, where X is the universe
of discourse, i.e. the data to summarize, Q is a quantifier
and the P s are summarizers generally expressed by means
of conjunctions of linguistic labels. For example, for a data
set describing commercial flights, these protoforms can be
instantiated as most of the flights have short airtime or a
minority of the flights from western airports have a very long
arrival delay.
As detailed in Section II, that also provides a more formal
description of the linguistic summarization task, the latter faces
two major, related, issues, namely the computational cost of
the summary extraction and the huge quantities of sentences
that can be extracted.
This paper proposes to address these challenges in the case
where the data to be summarized are stored in a Relational
DataBase (RDB). When the summarization task concerns
massive relational data, it is obviously inconceivable to scan or
query the data to assess all the candidate linguistic statements.
Moreover, contrary to DB querying where the exact answer to
the user’s query has to be computed, users expect from a data
summary to obtain an insight about the data distribution and
are thus willing to accept some controlled imprecision for the
benefit of a better scalability.
We introduce in this paper a summarization strategy that
aims at efficiently providing the user with linguistic descrip-
tions of the data. Instead of scanning the data or executing
queries to precisely quantify the cardinality of the different
possible summarizers, we propose to take advantage of the
RDB storage and to estimate these cardinalities using statistics
about the data distribution that are maintained by any RDB
Management System (RDBMS). Such statistics are mainly
used by the RDBMS to derive query execution plans and to
optimize selection queries. We study in this paper their interest
in estimating the cardinality of a summarizer composed of a
conjunction of fuzzy terms. Our goal is to show that reliable
linguistic summaries can be generated in a very efficient way
and without any access to the data themselves, thus allowing
the management of massive data.
After having formalized the linguistic summarization task
and put our approach into perspective with existing works in
Section II, preliminary notions about RDBs are introduced
in Section III. Section IV presents the proposed approach,
detailing how DB statistics can be used to estimate the car-
dinalities required to extract summaries. Section V describes
the derived extraction process and a measure to quantify the
confidence of the generated summaries. Section VI gives the
results of experiments performed on real data that show the
relevance and efficiency of the proposed approach. Finally, we
describe in Section VII a possible interactive tool to visualize
the summaries generated by the proposed approach that eases
the identification of the data relevant characteristics.
II. CONTEXT AND RELATED WORK
This section briefly recalls the formal definition of
protoform-based linguistic summaries of data, before present-
ing some existing approaches dealing with its main challenge
of efficient extraction.
A. Linguistic Summaries Based on Protoforms
1) General Principle: Protoform-based summarization
strategies [24], [10] take as input a set of data to be summa-
rized, here denoted R, that contains the description of m tu-
ples, R = {t1, t2, . . . , tm} wrt. n attributes {A1, A2, . . . , An}
that may be of a numerical or categorical type. Moreover
users usually provide the definitions of linguistic labels cor-
responding to imprecise concepts they are interested in: they
are defined as fuzzy linguistic variables, as detailed below.
The summarization process consists in projecting the data
to summarize onto different conjunctive combinations of the
linguistic terms. The cardinality associated with each combina-
tion of terms is also linguistically described using quantifiers,
usually taken from standard a predefined list. In addition,
a degree of truth is generally attached to each summary to
quantify the extent to which it faithfully represents the data.
2) Vocabulary and Quantifiers: Formally, the considered
vocabulary, denoted by V = {V1, . . . , Vn}, consists of a
set of linguistic variables, associated with each attribute:
Vj is a triple 〈Aj , {vj1, . . . , vjqj}, {lj1, . . . , ljqj}〉 where qj
denotes the number of modalities associated with attribute Aj ,
vjs denote their respective membership functions defined on
domain Dj and ljs their respective linguistic labels, gener-
ally adjectives from the natural language. For instance, an
attribute A describing prices may be associated with qA = 3
modalities, in turn associated with the labels lA1 =‘cheap’,
lA2 =’reasonable’ and lA3 =‘expensive’.
It is assumed that the linguistic variables associated with
an attribute, say Aj , define a strong partition [18]: ∀y ∈ Dj ,∑qj
s=1 vjs(y) = 1. As a consequence, any value y can be
rewritten in terms of V and y can partially satisfy only up to
two modalities, that besides have to be adjacent in the case of
a numerical value.
Fuzzy quantifiers [9] linguistically describe relative or ab-
solute cardinalities; in the relative case, they can for instance
be taken from the classic partition illustrated in Figure 1.
3) Protoforms and Truth Degree: Many different types of
protoforms have been proposed, in particular depending on
the considered type of data, e.g. numerical vs time series [3],
[8], [4], [1], [15], and of the information a user may be
interested in. In the case of numerical data, the two most
classic syntactic structures of linguistic statements, introduced
by Yager [24], [10], are defined as QR are/haveP and
QP R are/have alsoP ′, where R is the considered data, P
and P ′ are conjunctions of terms taken from V and Q is a
quantifier. The selection between the verbs “are” and “have”
depends on the considered terms, to make the sentence as











Fig. 1. Example of possible relative quantifiers
The relevance of a candidate instantiated protoform for
the considered data is then measured by a truth degree that
quantifies its validity with respect to R. This truth degree
may be computed in the following way that relies on Zadeh’s
interpretation of quantified statements [27], for the first type
of considered protoform:







Classically, two main, related, issues arise when extracting
linguistic summaries to describe a given data set: the mining
computational cost and the result size. Indeed, the number
of output summaries in a naive setting is overwhelming and
can make it very difficult for the user to get any benefit from
the produced result. Whatever the considered protoform, the
search space of possible summaries is huge and considering
the volume of data to manage, efficient strategies have to be
defined to reduce this search space or to avoid too many costly
data access and to generate the most interesting summaries
only.
Many methods have been proposed to tackle these two
issues: the initial approach (see e.g. [17], [11]) consisted in
adopting a user-guided methodology, focusing on the instanti-
ation of partially specified protoforms, limiting the number of
data scans to identify the unspecified parts of the summaries.
The exploitation of genetic algorithms has also been proposed
to explore the whole search space efficiently [6].
More recent approaches focus on the issue of the result
size and propose methods to a posteriori reduce the set of
extracted summaries to the most relevant ones: they do not
consider summaries individually, assessing their quality for
instance through the truth degree recalled in Equation (1),
but globally, in particular taking into account their relative
redundancy, so as to output a compact final result. They differ
by the criteria and rules they propose to prune them [16], [21].
Other proposals aim at avoiding the generation of non-
relevant summaries that are later discarded, using integrated
methods: some of them exploit the relations between linguistic
summaries and fuzzy or quantitative association rules [13],
[14], others exploit the same principle of anti-monotonicity of
quality criteria, e.g. considering degree of focus or a measure
inspired by the degree of appropriateness, beside the truth
degree [22], [5], [23].
To the best of our knowledge, no method has been proposed
to exploit the specific principles of a DB storage, as it is the
case in this paper.
III. PRELIMINARIES: RELATIONAL DATA BASES
This paper focuses on the case where the data to be
summarized are stored by an RDBMS in a set of relations
linked by foreign key constraints. For the sake of clarity and
simplicity, we thus consider that the data to summarize come
from a relation R that may result from joins between different
relations.
This section recalls the principle of the statistics maintained
by the RDBMS and in particular the notion of selectivity
degree.
A. Meta-data Table about the Tuple Distribution
For each attribute, the RDBMS maintains, transparently for
the user, a meta-data table, stored in the so-called DB catalog,
that describes the data distribution on the definition domain of
the different attributes.
In the case of a numerical attribute, say A, the data distri-
bution is described by a histogram of k intervals denoted by
HA : {h1, h2, . . . , hk} and defined by their boundary values.
These k intervals can be of different widths as their bounds
are dynamically defined so as to guarantee that they all cover
the same amount of data: narrow intervals thus describe dense
areas of the definition domain.
In the case of categorical attributes, the data distribution is
described by the list of the k most frequent values possessed
by the tuples.
B. Associated Selectivity Degrees
For each interval (for numerical attributes) and for each
frequent value (for categorical attributes), say h for simplicity,
the RDBMS additionally stores and maintains a so-called
selectivity degree that corresponds to a relative cardinality: this
value in [0, 1], denoted by σh, corresponds to an estimation of
the proportion of tuples whose value falls in the interval or is
equal to the given categorical value.
In the case of numerical attributes, as mentioned above, the
interval widths are defined so that they cover the same amount
of data. Therefore, for a histogram HA : {h1, h2, . . . , hk}, one
should theoretically have σh1 = σh2 = . . . = σhk . In practice,
the RDBMS tries to maintain these selectivity degrees as close
as possible, without achieving equality.
Given the selectivity degree of an interval h as computed by
the RDBMS, the number of tuples associated with h, denoted
by |h|, can then be computed as: |h| = σh × |R|.
The RDBMS then considers that these |h| tuples are uni-
formly distributed within the interval covered by h.
In the case of categorical attributes, the number of tuples
concerned by a frequent value, say h, of selectivity σh, is
computed as for the numerical case: |h| = σh × |R|. The
selectivity degree of non-frequent values is then deduced:
denoting H the set of frequent values for a given attribute
A, the selectivity of a non-frequent value, say h′, is computed
as σh′ = 1N (1 −
∑
h∈H σh), where N is the number of non
frequent distinct values for A.
In the rest of the paper, the term RDB statistics is used to
name these histograms and lists of frequent values associated
with their selectivity degrees.
Ah1 h2 hk
v
Fig. 2. Cardinality estimation of a term using a histogram about data
distribution
IV. CARDINALITY ESTIMATION FROM RDB STATISTICS
In this section, we show how RDB statistics maintained
by any RDBMS can be used to efficiently derive interesting
estimations of the cardinalities of a candidate summarizer P :
it first considers the case of an atomic P , i.e. a summarizer
defined as one of the linguistic labels, and the case of
conjunctive summarizers, i.e. a combination of atomic labels.
These estimations are then used in the algorithm proposed in
Section V to establish relevant linguistic summaries of the
data.
A. Case of Atomic Summarizers
This section first considers an atomic summarizer, denoted
by P , associated with attribute A and fuzzy subset v. The
task is to estimate the relative (wrt. the size of the considered
relation) fuzzy cardinality of v based on the selectivity degrees
attached to histograms (for the numerical case) and frequent
categorical values (for the categorical case) in the DB meta-
data. Figure 2 provides a graphical representation of this issue
for the case of a numerical attribute A.
We first explain how the relative cardinality of v, denoted
by σv , is computed in the case of a numerical attribute,
thus involving the use of a histogram, to then show that the
computation is mainly the same in the case of categorical
values.
Let H : {h1, h2, . . . , hk} be the histogram maintained
by the RDBMS for attribute A. The principle of the com-
putation is to determine the extent to which each interval
of the histogram contributes to the computation of σv , and
to thus sum up their selectivity degrees weighted by their
respective contributions. For example, for the case represented
in Figure 2, the selectivity of the third interval should be fully
taken into account, whereas that of the second one should only
contribute with an approximate weight of two thirds.
In order to have a tractable approach for this computation,
an α-cut method is proposed: let α1 = 1 > α2 > . . . > αq =
0+ be a scale of membership degrees used to build α-cuts of
v, respectively denoted by vα.
Then for each αi of the considered scale, one builds
the fuzzy set of histogram intervals intersecting with vαi .
We denote by Hαiv such fuzzy set of the intervals from H
concerned by vαi . Each histogram interval in Hαiv , say h, is
associated with a membership degree denoted by µHαiv (h)
that tells us about the overlapping ratio between h and vαi .
Based again on the hypothesis of uniform distribution of
the tuples inside each histogram interval, we compute the




µHαiv (h)× σh. (2)
It is straightforward to show that f is a capacity, as f(∅) =
0, f(H) = 1 and the use of the sum aggregator makes f
a non-decreasing function of its argument. The estimation of





αi × [f(Hαiv )− f(Hαi−1v )]. (3)
In the case of a categorical attribute and thus the use
of a list of frequent values and their associated selectivity
degrees instead of histograms, the only difference concerns
the definition of the fuzzy set Hαiv . Instead of gathering
histogram intervals overlapping with vαi , Hαiv contains the
categorical values present in vαi . Let x be one these values,
then the membership degree of x in Hαiv is simply equal to
its membership degree in vαi , i.e. µHαiv (x) = µv(x).
B. Case of Conjunctive Summarizers
When P is of a conjunctive type, P = P1 ∧ . . . ∧ Pu, the
selectivity σP has to be estimated from the individual selec-
tivities of its conjuncts σPi , i = 1..u, respectively estimated
using Equation (3) defined in the previous section. Indeed, an
RDBMS only maintains statistics about tuples distribution on
the different attributes individually, but not on the Cartesian
product of their domains.
To estimate the cardinality of an intersection between two
histogram intervals ha and hb of respective cardinality σha and
σhb , the RDBMS again applies the hypothesis of a uniform
distribution of the tuples that are covered by ha on the
definition domain of the attribute concerned by hb, hence the
use of the probabilistic norm to compute the selectivity of
ha ∧ hb.
Without any additional statistics about data distribution on
conjunctions of properties, we cannot do better than using
the same hypothesis of a uniform distribution of the tuples.
The relative cardinality of a conjunctive summarizer is thus





V. LINGUISTIC SUMMARIZATION USING RDB STATISTICS
This section first details the proposed RDB-statistics-based
summarization process (Section V-A) exploiting the estimation
described in the previous section. Section VI-A3 then proposes
a criterion to assess the reliability of this estimation, defining
a confidence degree.
;
v1 ^ v2 v1 ^ v3 v1 ^ v4 v3 ^ v4v2 ^ v3 v2 ^ v4
v1 ^ v2 ^ v3 v1 ^ v2 ^ v4 v2 ^ v3 ^ v4
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Fig. 3. Apriori-like summarization process
A. Summarization Process
As reminded in Section II, the goal of a linguistic summa-
rization process is to generate a set of sentences that describe
the different data trends. These sentences are of a predefined
syntactic structure, QR are/haveP in our case, and use terms
from the user vocabulary to form the summarizer P that may
be of an atomic or conjunctive nature.
The summarization algorithm follows a principle similar to
the one of the classic frequent itemset extraction algorithm
APRIORI, it relies on a classical breadth first search of the
lattice of the possible summarizers, lattice structured by means
of an inclusion relation between the conjunctive terms. Each
element of this lattice constitutes a summarizer P for which
one has to compute its cardinality to then identify the quantifier
that best describes it. Considering the fact that the available
quantifiers form a Ruspini partition (Figure 1), we mean by
“best quantifier” for a relative cardinality σP , the relative
quantifier Q such that µQ(σP ) ≥ 0.5. In the special case where
two best quantifiers exist, i.e. when σP is the middle point
between two adjacent quantifiers, then one adopts a pessimistic
choice by selecting the one describing lowest cardinalities.
The search space of the possible summarizers is depicted
in Figure 3. Contrary to existing approaches that rely on
a scan or a querying of the data, the strategy proposed in
this paper uses the statistics maintained by any RBDMS
about the data distribution to estimate the cardinality of each
atomic summarizers (see Section IV-A), i.e. the cardinalities
σv1 , σv2 , σv3 and σv4 in Figure 3. Once these cardinalities
about each term from the vocabulary estimated, no more
access to the DB statistics are needed as the cardinalities
for conjunctive summarizers are estimated by aggregating the
estimated cardinalities of their conjuncts (see Section IV-B and
Equation (4)).
The relative cardinality of a conjunctive summarizer being
estimated as the product of the cardinalities of its conjuncts,
it is always strictly positive. A cardinality threshold κ is
thus used to stop the exploration process when the current
conjunction has a very low relative cardinality, e.g. below 0.01.
However, it must be underlined that contrary to association
rules that focus on main trends in the data, linguistic sum-
maries also aim at extracting information about surprising or
rare summarizers, in the case of summaries associated with the
quantifier ’Few’. A low value of κ should thus be considered,












Fig. 4. Illustration of the confidence measure
0 0.5 1confidence degree⌘(S)
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Fig. 5. Linguistic rewriting of the confidence degree
B. Confidence degree: Quantifier vs. Estimated Cardinality
The proposed linguistic statements being generated from
estimated cardinalities, we consider important to be able to
inform the user about the confidence the system has in each
of these statements.
To this aim, we define in this section a measure that
takes into account the possible imprecision of an estimated
cardinality to quantify the confidence one can have in its
associated linguistic statement. The confidence degree attached
to a statement of the form S = QR are/haveP is denoted
by η(S).
This degree depends on the estimated relative cardinality
of P (i.e. σP ). We propose to measure it as a function of its
location in the membership function of the quantifier Q that
best describes it: the closer this cardinality is to the middle of
the core of the membership function of Q and the larger this
core is, the higher the confidence. Indeed, if this cardinality
falls close to the middle of the core of Q, then the imprecision
of the estimated cardinality has a reduced impact on the
choice of its attached quantifier . This principle is illustrated in
Figure 4: one can be more confident in the linguistic rewriting
of the estimated cardinality 0.8 by the quantifier most than for
the cardinality 0.57. Indeed, a small variation in the estimation
of 0.57 may turn it to ‘around half’.
Formally, let Q be a quantifier of a trapezoidal shape whose
0.5-cut is the interval [a, b], then the confidence measure η is
defined as follows:
η(QR are/haveP ) = 1− |
b−a
2 − σP |
b− a . (5)
The confidence degree η defined in the unit interval may
then be translated in a more interpretable way using a linguistic
variable such as the one illustrated in Figure 5. We leverage
this linguistic rewriting of the confidence degree in the graph-
ical interface provided to the user described in Section VII.
VI. EXPERIMENTATIONS
Experimentations have been conducted to assess both the
relevance and the efficiency of the proposed summarization
strategy based on estimated cardinalities.
Fig. 6. Cardinality comparison (left flights, right cars)
To do so, the approach has been implemented and tested on
two sets of real data1. The first one, denoted flights, contains
the description of 123,534,991 commercial flights in the
US from 1987 to 20082. A fuzzy-partition-based vocabulary
composed of 75 terms has been defined on the attributes:
{DayOfWeek, DepTime, AirTime, ArrDelay, DepDelay, Distance,
Month, DayOfMonth, TaxiIn, TaxiOut, CarrierDelay, WeatherDelay,
SecurityDelay, LateAircraftDelay, Origin, Dest}. The partitions
defined on the attributes DayOfWeek, Month and DayOfMonth
respectively indicate the part of the week concerned (begin-
ning, middle, end, weekend), the season and the part of the
month.
The second dataset, named cars3, contains the description
of 98,562 secondhand cars. A common sense vocabulary has
also been defined on the six attributes {nbDoors, price, mileage,
year, horsePower, initialNewPrice}.
A. Relevance of the RDB-statistics-based Cardinality Estima-
tion
We successively assess the relevance of the proposed esti-
mation based on selectivity degrees in terms of accuracy of
the estimated value, accuracy of the selected quantifier and
relevance of the computed confidence degree, as detailed in
turn below.
1) Accuracy of the Estimated Relative Cardinalities: For
the two datasets, we first compare the cardinality estimated
from the RDB statistics and the real one (computed directly
from the data) for each vocabulary term and also for each
possible conjunctive combination of up to six terms (the car-
dinality threshold κ is set to 0.02). Figure 6 clearly shows that
the difference of cardinality (y-axis) is rather low, especially
for atomic properties (value 1 on the x-axis). Moreover, it
stays low even for conjunctive properties (other values of
the x-axis), showing no significant difference with the atomic
case. The worst estimation indeed only differs from the real
cardinality of 0.16 for the flights dataset and 0.13 for the cars
dataset, and the difference is in average 0.01 for flights and
0.015 for cars.
2) Accuracy of the Summaries Generated from Estimated
Relative Cardinalities: We then observe the impact of the use
1Stored in a PostgreSQL server v.9.6 running on a 3,1 GHz i7 with 16 GB
1867 MHz DDR3.
2This set is published by Research and Innovative Technology Ad-
ministration (RITA) and Bureau of Transportation Statistics (BTS) http:
//stat-computing.org/dataexpo/2009/the-data.html
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Fig. 8. Comparison of the selected quantifier, for the real and the estimated cardinality (cars data set): summarizers with one (left), two (center) and four
conjuncts (right)
of estimated cardinalities on the target task, i.e. the linguistic
summarization of data. To do so, we compare the linguistic
summaries generated based on the real cardinality with the
ones generated based on the estimated ones. More precisely,
for a given summarizer P , we check whether the quantifiers
that best describe the real cardinality of P and its estimated
one are the same.
The result of this comparison for atomic summarizer as
well as summarizers of two and four conjuncts are given
in Figure 7 for the flights dataset and in Figure 8 for the
cars dataset. The light grey part in each bar represents the
number of summaries to find for the different quantifiers (i.e.
summaries computed using the real cardinalities). The top
dark grey part of each bar gives the number of summaries
not found using RDB-statistics-based estimated cardinalities.
For example, among the 22 expected atomic summaries of the
form SOME flights are/have P , (left graph of Figure 7),
only one is not correctly generated by our estimation-based
approach. In this case and in all other error cases as well,
the estimated cardinality is very close to the transition point
between two adjacent quantifiers and a small difference of
cardinality in such areas may lead to the choice of the wrong
quantifier (e.g. most instead of few or vice-versa). But, as we
will see in Section VI-A3, a confidence degree is computed
to identify these cases.
The results of this study clearly show that cardinalities
estimated from RDB statistics can be reliably used to identify
the main trends in the data as all the summaries describing
all, most or around half of the dataset are correctly generated
by our approach. All of the errors concern inversions between
some and few, i.e. minor trends; the average error rate for
summaries involving up to six conjuncts is only 7% for the
flights and 5% for the cars.
Fig. 9. Average confidence degree in the estimation, as a function of the
summarizer size, for correctly (+ part) and incorrectly selected quantifiers (i
part), left: flights data set, right: cars data set
3) Relevance of the Confidence Degree: We also check that
the confidence degree (as defined in Section VI-A3) attached
to each estimated summary makes it possible to discriminate
between the correct and the incorrect estimated summaries. It
is worth recalling that by incorrect summaries we mean that a
wrong quantifier is used to describe the estimated cardinality
of a summarizer and that in all of the erroneous cases the
quantifier used is adjacent to the correct one.
Figure 9 indicates the average confidence degree attached
to correctly estimated summaries involving up to six conjuncts
(values 1+, 2+, 3+, 4+, 5+ and 6+ on the x-axis) and the one
attached to incorrect summaries involving up to six conjuncts
(values 1−, 2−, 3−, 4−, 5− and 6− on the x-axis). For the
two datasets, the confidence degree attached to each summary
appears to be meaningful as it clearly distinguishes between
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Fig. 11. Computation time of the summarization wrt. the size of the search
space: Method statBased
B. Efficiency of the RDB-statistics-based Summarization Ap-
proach
Whereas the previous experiments study the relevance of
the proposed approach, this section considers the efficiency
issue, in terms of needed computational time, with respect
to the search space and the data sizes: we compare the time
needed to generate the linguistic summaries of a dataset using
cardinalities estimated from RDB-statistics, method denoted
statBased hereafter, and using real cardinalities computed
by querying the DB, method denoted queryBased. This last
approach relying on DB queries integrates the pruning criteria
of the search space (Figure 3) detailed in [5] (pruning of
conjunctions based on the monotonicity of the cardinality
computation, implied quantifiers and summarizers).
1) Processing Time wrt. the Size of the Search Space:
To observe the impact of the size of the search space (i.e.
the lattice illustrated in Figure 3), we first compare the time
needed (y-axis in second) by the two approaches, statBased vs.
queryBased, to summarize the cars dataset wrt. the maximal
number of conjuncts considered in the summarizers, from 1
to 6 conjuncts (x-axis).
Figure 10 and 11 clearly show that the time needed to
summarize a relation (storing the cars dataset composed of
98,562 tuples in this case) grows exponentially wrt. the size
of the search space, for both approaches.
2) Processing Time wrt. the Size of the Relation to Sum-
marize: Another efficiency comparison criterion considers the
processing time as a function of the data base size, it leads
to a clear and indisputable conclusion. Indeed, an approach
based on data access, as the queryBased one, is not scalable
and cannot be envisaged to summarize large datasets such as
the total flight ones. However, as confirmed by Figure 12,
0,5
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Fig. 12. Computation time of the statBased approach, for datasets of various



































Around half-f of the flights are/have end DayOfWeek
(cardinality: 0.48, truth degree: 0.73, confidence: high 0.7)





























Fig. 13. Graphical rendering of the extracted linguistic summaries with their
confidence level.
the proposed strategy exploiting the statistics about the data
distribution available in any RDBMS without any additional
computation, does not depend on the size of the dataset.
Figure 12 indeed shows that the time needed (y-axis in
second) by the statBased approach to generate all the linguistic
summaries (still using κ = 0.02) is constant whatever the size
of the flights dataset (x-axis in million of tuples).
As a final comparison, it takes 4597 seconds to linguistically
summarize a table of 7,000,000 flights using the queryBased
approach (with indexes defined on each attribute to speed
up the queries execution); it only takes 0.814 second for the
statBased approach to generate the 333 linguistic statements
with only 12 erroneous quantifiers (9 uses of some instead of
few, and 3 uses of few instead of some).
VII. VISUALIZATION OF THE EXTRACTED LINGUISTIC
SUMMARIES
Soft-computing-based strategies to data summarization gen-
erally generate a list of linguistic statements that are given to
the user, in a decreasing order of their cardinality and truth
degree. As mentioned in Section II, one of the challenges is
the huge amount of produced results. We propose to address
this issue using a graphical representation, that is in line with
the user demands: domain experts faced with data analysis
tasks are nowadays mainly looking for graphical views of the
data and of the extracted knowledge [19], [20].
Instead of providing the user with an ordered list of lin-
guistic phrases of the form Q R are/have P , we propose
to only display the summarizers as a tag cloud. Figure 13
illustrates the proposed graphical rendering: the position and
orientation is randomly set, the size of the font is proportional
to the cardinality of the data subset it covers and the font
color depends on the confidence in the estimated cardinality
(Section VI-A3). The cloud simultaneously contains atomic
and conjunctive summarizers.
On the top of the view, an interactive exploration tool
offers the user the possibility to filter the set of summarizers
according to their confidence, their cardinality (in Figure 13
only the properties describing at least around half of the data
are shown), or/and the attribute they describe.
VIII. CONCLUSION AND FUTURE WORKS
In order to extract linguistic summaries, we propose a new
approach in the prospect of handling large amounts of data.
Instead of scanning or querying the data to identify relevant
terms and conjunctions of terms from the user vocabulary that
describe the data we propose to make the most of statistics
about data distribution that are maintained by any RDBMS, to
estimate the cardinality of the candidate summarizers, making
it possible to identify the ones that best describe the data.
In addition to this novel strategy of data summarization, we
define a measure to quantify a confidence degree for each
estimated cardinality. Experiments conducted on two different
real data sets show the relevance of the estimated cardinalities
and the efficiency of the summarization process that does not
depend any more on the size of the dataset: it achieves a 10,000
speed up factor as compared to a query-based approach and it
takes the same amount of time to summarize a dataset of one
thousand tuples and a dataset containing millions of tuples. We
also propose to graphically render and explore the linguistic
statements that form the data summary.
An interesting aspect of this work comes from the inter-
section created between the soft computing, data mining and
DB domains, and we plan to continue making the most of
the complementarity of these fields for other data mining
tasks, such as the related association rules discovery for
instance. Another direction for future works concerns the
summarization of tuples using other types of protoforms, in
particular Q of the P R’s are/have also P ′, which may require
to precompute additional statistics and imply the proposal of
dedicated strategies.
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[3] P. Cariñena, A. Bugarı́n, M. Mucientes, and S. Barro Ameneiro. A lan-
guage for expressing fuzzy temporal rules. Mathware & soft computing,
7(2):213–227, 2000.
[4] R. Castillo-Ortega, N. Marin, and D. Sanchez. Linguistic local change
comparison of time series. In Proc. of FUZZ-IEEE, pages 2909–2915,
2011.
[5] R. Dijkman and A. Wilbik. Linguistic summarization of event logs–a
practical approach. Information Systems, 67:114–125, 2017.
[6] R. George and R. Srikanth. Data summarization using genetic algorithms
and fuzzy logic. In F. Herrera and J.-L. Verdegay, editors, Genetic
Algorithms and Soft Computing, pages 599–611. Physica-Verlag, 1996.
[7] M. Gyssens and L. V. Lakshmanan. A foundation for multi-dimensional
databases. In Proc of VLDB, volume 97, pages 106–115, 1997.
[8] J. Kacprzyk, A. Wilbik, and S. Zadrożny. Linguistic summarization of
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