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Kurzfassung
Ein numerisches Verfahren zur Lösung von Ingenieuraufgaben mit unstetigen Beschrei-
bungsgrößen entlang instationärer Grenzﬂächen wird vorgestellt.
Zahlreiche Modelle des Ingenieurwesens sind geprägt durch die Existenz starker und
schwacher Diskontinuitäten. Dazu gehören unter anderem bi-materielle Kontaktﬂä-
chen, Reaktionsfronten chemischer Prozesse, Erstarrungsvorgänge, Grenzﬂächenphä-
nomene mehrphasiger Flüssigkeiten und der Fortschritt diskreter Risse in elastischen
Strukturen. Die Bewegung solcher Kontaktﬂächen ist bestimmt durch die Dynamik
des zugrunde liegenden physikalischen Prozesses. Für viele Aufgaben ist der Verlauf
der Zustandsgrößen auf und in der Umgebung einer Grenzﬂäche von entscheidender
Bedeutung für das Verhalten des Gesamtsystems. Die Herausforderungen bei der nu-
merischen Lösung solcher Problemstellungen liegen in der Beschreibung der Bewegung
einer sich topologisch ändernden Grenzﬂäche sowie der Behandlung grenzﬂächenin-
duzierter Diskontinuitäten. Eine Analyse der problemabhängigen Modellgleichungen
ergibt für viele praxisrelevante Anwendungen einen unstetigen Verlauf der Beschrei-
bungsgrößen an der Grenzﬂäche. Das numerische Lösungsverfahren sollte  gerade bei
grenzﬂächensensitiven Aufgabenstellungen  dem charakteristischen Verlauf der Be-
schreibungsgrößen an der Grenzﬂäche Rechnung tragen und eine einfache Realisierung
der Übergangsbedingungen ermöglichen.
Die Level-Set-Methode wird zur Beschreibung komplexer, in der Zeit veränderlicher
Grenzﬂächengeometrien und deren Bewegung in einem externen Geschwindigkeitsfeld
eingesetzt. Auf Grundlage einer gewichteten Integralformulierung der Modellgleich-
ungen ﬁndet zur Erfassung a priori bekannter C0- und C1-unstetiger Beschreibungs-
größen entlang der Grenzﬂäche ein lokales Anreicherungskonzept der Funktionsappro-
ximation Anwendung. Die Kombination von Level-Set-Methode, konsistenter Anrei-
cherung des Ansatzraumes und der Diskretisierung der Modellgleichungen mit ﬁniten
Raum-Zeit-Elementen ermöglicht die diskrete Beschreibung unstetiger Lösungen ent-
lang bewegter Grenzﬂächen in Raum und Zeit.
Beispielhafte Anwendungen aus dem Bereich der Zwei-Fluid-Strömungen belegen die
Flexibilität des Verfahrens im Hinblick auf deutlich deformierte Grenzﬂächen und stark
unstetige Lösungsverläufe. Weiterhin wird die Methodik zur Beschreibung von Mate-
rialgrenzen und diskreten Rissen in elastischen Strukturen eingesetzt. Die Untersu-
chung ausgewählter Fluid-Struktur-Wechselwirkungen schließt die Arbeit ab und de-
monstriert Eignung und Eﬃzienz des vorgestellten numerischen Lösungsverfahrens für
komplexe Aufgabenstellungen des Ingenieurwesens.
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Abstract
A numerical solution scheme is introduced for the solution of engineering tasks involv-
ing discontinuous physical quantities along moving interfaces.
Numerous models in engineering are concerned with the existence of strong and weak
discontinuities, occuring with bi-material contact surfaces, chemical reaction fronts,
solidiﬁcation processes, two-ﬂuid ﬂow with surface tension, or propagation of discrete
cracks in elastic solids. The motion of these interfaces is governed by the dynamics of
the underlying physical process. The shape of physical quantities across and nearby
the interface can strongly inﬂuence the behavior of the coupled multiﬁeld system.
The challenge within the numerical solution of such problems is in describing the
motion of a topologically changing interface or front and in the treatment of interface
induced nonlinearities. For a number of tasks relevant in practice, an analysis of
the problem dependent model equations leads to discontinuous solutions across the
interface. A numerical solution strategy should, even in case of interface sensitive
problems, carefully treat the approximation of physical quantities at the interface and
ensure the eﬃcient realization of coupling conditions.
The level set method is applied to describe the motion of a front with complex geom-
etry and changing topology in an externally given velocity ﬁeld. Based on a weighted
integral formulation of the model equations, a local enrichment scheme of the ansatz
is used for the represention of a priori known C0- and C1-discontinuous physical quan-
tities. The combination of the level set method, a consistent enrichment of the ap-
proximation space and the discretization of the model equations with space-time ﬁnite
elements allows the discrete capturing of weak and strong discontinuous solutions in
space and time.
Exemplary applications in the ﬁeld of two-ﬂuid ﬂow show the ability of the method to
deal with deformed interfaces and strongly discontinuous physical variables. Further,
the methodology is applied to simulate bi-material interfaces and discrete cracks in
elastic structures. The investigation of selected ﬂuid-structure interaction phenomena
concludes the thesis and demonstrates the suitability and eﬃciency of the presented
numerical method for complex tasks in engineering.
iv
Danksagung
Die vorliegende Arbeit ist während meiner Tätigkeit als Stipendiat der Deutschen
Forschungsgemeinschaft (DFG) im Graduiertenkolleg Wechselwirkung von Struktur
und Fluid am Institut für Statik der Technischen Universität Carolo-Wilhelmina zu
Braunschweig entstanden.
Meine Anerkennung gilt dem Engagement der an diesem interdisziplinär ausgerichte-
ten Graduiertenkolleg beteiligten Professoren, Kollegiaten und Stipendiaten. Die stete
Möglichkeit zu intensiver und kritischer fachlicher Diskussion hat meine eigenen Ar-
beiten sehr beeinﬂußt und unterstützt.
Herrn Prof. Dr.-Ing. Dieter Dinkler danke ich sehr für den gewährten Freiraum bei der
Ausrichtung und Durchführung dieser Arbeit. Herrn Prof. Dr.rer.nat. Thomas Sonar
danke ich für die bereitwillige Übernahme des Zweitgutachtens und Herrn Prof. Dr.-
Ing. Manfred Krafczyk für die Leitung der Prüfungskommission.
Mein besonderer Dank gilt Dr. Björn Hübner und Thomas-Peter Fries, die mich nicht
zuletzt in der Schlußphase meines Promotionsvorhabens tatkräftig beraten haben.
Meine Familie verdient meine tiefste Dankbarkeit für ihre verständnisvolle Unterstüt-
zung, die wesentlich zum Fortschritt und Erfolg meines arbeitsreichen Unterfangens
beigetragen hat.
Braunschweig, im Mai 2005 Andreas Kölke
v

Wir stürzen.

Inhalt
1. Einleitung 1
1.1 Motivation, Zielsetzung und Aufbau der Arbeit . . . . . . . . . . . . . . . . 1
1.2 Modellbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Gewichtete Residuen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Lösungsverfahren - Raum-Zeit-Finite-Element-Methode . . . . . . . . . . . 14
2. Zeitveränderliche Gebiete und Fronten 19
2.1 Anforderungen und Überblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1 Explizite Beschreibungsformen . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.2 Implizite Beschreibungsformen . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Level Set Methode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Hamilton-Jacobi-Gleichungen und Erhaltungsgleichungen . . . . 31
2.2.3 Raum-Zeit-Finite-Element-Formulierung . . . . . . . . . . . . . . . . 33
2.2.4 Konvergenzuntersuchungen . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.5 Normale und Krümmung der Grenzﬂäche . . . . . . . . . . . . . . . . 38
2.2.6 Reinitialisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.7 Verbesserung der Erhaltungseigenschaften . . . . . . . . . . . . . . . 41
3. Diskontinuierliche Beschreibungsgrößen 43
3.1 Anforderungen und Überblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Angereicherte Finite-Element-Ansätze . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 Partition-of-Unity-Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Wahl der Anreicherungsfunktion . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Diskretisierung mit ﬁniten Raum-Zeit-Elementen . . . . . . . . . . 48
3.2.4 Numerische Integration der modiﬁzierten Ansätze . . . . . . . . . . 51
3.3 Einbringen von Übergangsbedingungen . . . . . . . . . . . . . . . . . . . . . . 53
3.3.1 Lagrange-Multiplikator-Formulierung . . . . . . . . . . . . . . . . . . . 54
3.4 Lösungsstrategie für das gekoppelte Gesamtsystem . . . . . . . . . . . . . . 55
3.5 Konvergenzuntersuchungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
ix
4. Elastische Festkörper 69
4.1 Modellbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Raum-Zeit-Finite-Element-Formulierung . . . . . . . . . . . . . . . . . . . . . 73
4.3 Scheibe mit Störstelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Scheibe mit Riß . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5. Zwei-Fluid-Strömungen 83
5.1 Modellbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 Raum-Zeit-Finite-Element-Formulierung . . . . . . . . . . . . . . . . . . . . . 87
5.3 Wasserwelle in ruhendem Behälter . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4 Dammbruch - kollabierende Wassersäule . . . . . . . . . . . . . . . . . . . . . 92
5.5 Aufsteigende Gasblase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6. Zwei-Fluid-Struktur-Interaktion 101
6.1 Modellbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.1.1 Kopplung von Fluid und Struktur . . . . . . . . . . . . . . . . . . . . . 104
6.2 Wasserwelle in fremderregtem Behälter . . . . . . . . . . . . . . . . . . . . . . 106
6.3 Dammbruch auf Hindernis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.1 Starres Hindernis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.2 Elastisches Hindernis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4 Gleichgewichtslagen schwimmender Körper . . . . . . . . . . . . . . . . . . . 118
7. Zusammenfassung und Ausblick 123
7.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Literatur 127
x
Hinweise zur Notation
Skalarwertige Größen sind mit kleinen Buchstaben des lateinischen bzw. griechischen
Alphabets bezeichnet. Für Vektoren werden in der Regel fette Kleinbuchstaben ver-
wendet. Matrizen und Tensoren sind mit fetten Großbuchstaben gekennzeichnet.
Dezimalzahlen sind mit Punkt notiert.
xi

1. Einleitung
1.1 Motivation, Zielsetzung und Aufbau der Arbeit
In vielen Bereichen des Ingenieurwesens liegen Aufgabenstellungen vor, bei denen Kör-
per über ihre Oberﬂäche durch verschiedene physikalische Vorgänge interagieren und
das Verhalten eines gesamten Systems stark beeinﬂussen. Dazu zählt die Strömungs-
dynamik mehrphasiger unmischbarer Fluide, sowie der Beanspruchungszustand von
Böden und Bauteilen mit mehreren vielfältig geformten Einschlüssen und Schichten
unterschiedlichen Materials bzw. Materialverhaltens. In der Verfahrenstechnik ist das
Verhalten von Bewegungsfronten chemischer Reaktionen und der zeitliche Fortschritt
erstarrender Schmelzen von Interesse. Im Bauingenieurwesen und Maschinenbau be-
steht Bedarf an der Erklärung von Strömung-Struktur-Interaktionsphänomenen um
moderne Anlagen und Konstruktionen kosteneﬃzient und gleichzeitig gebrauchssicher
zu realisieren.
Die Abstraktion der physikalischen Wirklichkeit zu vereinfachenden und leichter zu
beschreibenden Gedankenmodellen, die die wesentlichen Vorgänge berücksichtigen, ist
der erste Schritt zum Verständnis komplexen Systemverhaltens. Es ist daher zweck-
mäßig, eine Idealisierung der genannten Aufgaben vorzunehmen und sie als Systeme
mehrerer wechselwirkender physikalischer Felder zu beschreiben. Mehrfeldprobleme
sind durch die Interaktion verschiedener Felder charakterisiert. Felder fassen physi-
kalische Grundgrößen im kontinuumsmechanischen Sinn als Dichten in einem Raum-
Zeit-Kontinuum auf. Die als Kontinua modellierten Körper eines Systems sind entlang
eines gemeinsamen Randes gekoppelt, an dem der Austausch von Masse, Impuls und
mechanischer Energie stattﬁndet.
Das Ziel der Arbeit ist die Entwicklung eines numerischen Verfahrens zur Vorhersage
des instationären Verhaltens randgekoppelter Mehrfeldsysteme unter besonderer Be-
rücksichtigung sich stark verformender und topologisch ändernder Kopplungsﬂächen.
Ausgehend von nichtlinearen Modellgleichungen für das physikalische Verhalten der
Teilsysteme, ist eine starke Kopplung der beteiligten Körper an der bewegten Grenzﬂä-
che anzusetzen und in der Auswahl einzusetzender Methoden zu berücksichtigen. Am
Kopplungsrand sind aufgabenabhängig stark und schwach diskontinuierliche Verläufe
der Zustandsgrößen möglich, die das Systemverhalten maßgeblich beeinﬂussen kön-
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nen. Das numerische Verfahren auf Grundlage der Raum-Zeit-Finite-Element-Methode
muß daher in der Lage sein, unstetige Lösungsverläufe entlang einer bewegten Grenz-
ﬂäche in Raum und Zeit darzustellen und problemspeziﬁsch modellierte Übergangs-
bedingungen am Kopplungsrand zu realisieren. Anhand unmischbarer inkompressibler
Zwei-Fluid-Strömungen, für die die Navier-Stokes-Gleichungen gelten, ist das Berech-
nungsmodell hinsichtlich der sensitiven Grenzﬂächendynamik unter Schwerkrafteinﬂuß
zu überprüfen. Einsatzmöglichkeiten zur Untersuchung elastischer Festkörper sind für
einschluß- und rißbehaftete Modellsituationen aufzuzeigen. Die Analyse von Fluid-
Struktur-Wechselwirkungsphänomenen aus dem Bereich der Hydroelastik ist durch
Synthese des zuvor validierten Zwei-Fluid-Lösungsverfahrens mit einem bestehenden
monolithischen Berechnungsmodell durchzuführen.
Das zugrundeliegende Gedankenmodell randgekoppelter Kontinua stellt Abschnitt 1.2
vor und führt die in dieser Arbeit verwendeten kontinuumsmechanischen Größen und
Beziehungen ein. Neben Kinematik, Bilanzgleichungen und Konstitutivbeziehungen
steht die Formulierung der Übergangs-, Rand- und Anfangsbedingungen im Vorder-
grund. In Abschnitt 1.4 werden die Modellgleichungen in eine ihrer numerischen Lö-
sung zugängliche Form gebracht. Für den Verlauf der Beschreibungsgrößen in den
Bestimmungsgleichungen sind Ansätze mit einer endlichen Anzahl Unbekannter zu
formulieren. Die Ansätze für die physikalischen Zustandsgrößen und die Geometrie
des Berechnungsgebietes sind mit ﬁniten Raum-Zeit-Elementen zu diskretisieren.
Kapitel 2 diskutiert Modelle zur diskreten Beschreibung sich bewegender und verän-
dernder Grenzﬂächen und bewertet deren Eignung hinsichtlich der numerischen Um-
setzung für verschiedene Aufgabenstellungen. Hierbei ﬁndet die Level-Set-Methode
besondere Betrachtung, da sie sich durch hohe Flexibilität auszeichnet und ihre Ei-
genschaften für das Konzept der in dieser Arbeit vorgestellten Konstruktion lokal an-
gereicherter Approximationen wesentlich sind.
Bei vielen Aufgabenstellungen ist die Existenz einer Grenzﬂäche verbunden mit phy-
sikalischen Zustandsgrößen, deren Verlauf oder Ableitungen an dieser Stelle Sprünge
aufweisen. Diese Phänomene können durch numerische Standardverfahren nur mit
verminderter Genauigkeit abgebildet werden, was oft mit der Verschlechterung des
Konvergenzverhaltens verbunden ist. Kapitel 3 zeigt, daß mit der aus den Modellglei-
chungen ableitbaren Kenntnis über die Lage und Art auftretender Diskontinuitäten,
der ﬁnite Ansatzraum geeignet erweiterbar ist, so daß der diskontinuierliche Verlauf
physikalischer Variablen ohne Einbußen in den Konvergenzeigenschaften beschrieben
werden kann.
Kapitel 4 zeigt die Anwendbarkeit des Verfahrens auf Aufgaben der Strukturmechanik
für linear elastisches Materialverhalten. Neben Kontaktunstetigkeiten, resultierend aus
Einschlüssen, ist die numerische Untersuchung des Deformationsverhaltens elastischer
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Strukturen mit diskreten Rissen möglich, ohne das Berechnungsnetz in einem vorge-
lagerten Schritt der konkreten Rißsituation anpassen zu müssen. Unter Einführung
geeigneter Modellgesetze ist die Simulation dynamischen Rißwachstums durchführbar.
Exemplarisch ist die entwickelte Methodik in Kapitel 5 zur Beschreibung unmischbarer
Zwei-Fluid-Systeme eingesetzt. Eﬀekte aus Oberﬂächenspannung an der Grenzﬂäche
zwischen den inkompressiblen und reibungsbehafteten Fluiden können, gerade im Hin-
blick auf den daraus resultierenden Drucksprung, berücksichtigt werden. Die Untersu-
chung schwerkraftdominierter dynamischer Systeme erfolgt am Beispiel einer in einem
Behälter schwingenden Fluidmasse und dem Kollaps einer Wassersäule. Die Wirkung
der Oberﬂächenspannung ist anhand aufsteigender Blasen in verschiedenen Regimen
demonstriert. Nach Möglichkeit erfolgt der Vergleich der numerischen Ergebnisse mit
analytischen bzw. experimentellen Ergebnissen.
Kapitel 6 unternimmt die Analyse gekoppelter Systeme bestehend aus reibungsbehafte-
ter Zwei-Fluid-Strömung und elastischer Struktur. Die Anwendungen dieses Abschnit-
tes greifen im Wesentlichen auf das Lösungsverfahren von Hübner [45] und Walhorn
[106] für streng gekoppelte Fluid-Struktur-Systeme unter Verwendung eines monoli-
thischen Ansatzes zurück. Dem Strömungsgebiet liegt nun ergänzend das in Kapitel 5
beschriebene Zwei-Fluid-Modell zugrunde. Anhand einer auf eine nachgiebige Struktur
zusammenfallenden Wassersäule ist die Integrierbarkeit des Zwei-Fluid-Modells in ei-
ne bestehende Fluid-Struktur-Kopplungsformulierung verdeutlicht. Weitere Beispiele
zeigen die Eignung des Lösungsansatzes zur Untersuchung von Interaktionsphänome-
nen voll- und teilgetauchter Körper, sowie der Simulation schwappender Flüssigkeiten
in federgelagerten Behältern, die als ﬂüssigkeitsbasierte Dämpfungseinrichtungen der
Beschränkung auftretender Strukturverformungen bei Bauwerken unter dynamischer
Anregung dienen.
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1.2 Modellbildung
Mehrfeldaufgaben. Im Mittelpunkt der Betrachtung stehen randgekoppelte Mehr-
feldaufgaben. Das zu betrachtende Gesamtsystem besteht aus einer Anzahl sich räum-
lich nicht durchdringender Kontinua i, die das Raum-Zeit-Gebiet Q = ∪(Ωi) × I im
Zeitintervall I belegen. Zweifeldaufgaben sind charakterisiert durch die Existenz zwei-
er auf einem gemeinsamen Rand R = Σ× I gekoppelter Kontinua in Q1 = Ω1× I und
Q2 = Ω2 × I, wie schematisch in Bild 1.1 gezeigt ist. Der äußere Rand P = Γ× I des
Gesamtgebietes besteht aus den Rändern P1 = Γ1 × I und P2 = Γ2 × I der beiden
Kontinua.
Σ
Ω1
Ω2
Γ1
Γ2
n
s
Bild 1.1: Randgekoppelte Kontinua.
Die im folgenden aufgeführten Grundlagen der Kontinuumsmechanik verwenden eine
allgemeine gemischte Euler-Lagrange-Formulierung [34, 19] aus der die Lagrangesche
und Eulersche Betrachtungsweise als Spezialfälle abgeleitet werden können. Die Dar-
stellung verwendet orthogonal kartesische Koordinatensysteme und ist hinsichtlich der
Notation an [19] angelehnt. Eine umfangreiche Einführung in die Kontinuumsmechanik
einschließlich Begriﬀsdeﬁnitionen und Herleitungen ist in [3] gegeben.
Kinematik des Kontinuums. Die das Gebiet Ω belegende, zusammenhängende
Menge von Punkten eines Körpers heißt Konﬁguration K. Die Bewegung des Körpers
kann als zeitliche Änderung der Konﬁguration K verstanden werden.
Die gemischte Euler-Lagrange-Darstellung verwendet weder die materielle Konﬁgu-
ration KX , noch die momentane Konﬁguration Kx der klassischen Schreibweise der
Kontinuumsmechanik als Bezugskonﬁguration, sondern deﬁniert zu diesem Zweck die
Referenzkonﬁguration Kχ. Die materielle Konﬁguration KX in ΩX beschreibt mit der
Koordinate X die Bewegung eines materiellen Punktes des Kontinuums. Die Momen-
tankonﬁguration Kx nimmt das Gebiet Ωx ein und beschreibt die aktuelle Situation
von Material und Beobachter an jedem Punkt x. Die Referenzkonﬁguration Kχ erfaßt
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die Verteilung der Beobachterpunkte in Ωχ mit der Koordinate χ. Die Konﬁgurati-
onsdeﬁnitionen mit zugehörigen Ortsvektoren veranschaulicht Bild 1.2.
           
           
           
           
           
     
     
     
     
     
KX Kx
Kχ
Material Momentan
Referenz
χ
X
x
c b
a
uc
ub
ua
y1
y2
Bild 1.2: Konﬁgurationen des Kontinuums.
Eine Transformation zwischen den Konﬁgurationen gelingt durch Deﬁnition der bijek-
tiven Abbildungsvorschriften
a : KX → Kx, (x, t) = a(X, t) (1.1)
b : Kχ → Kx, (x, t) = b(χ, t) (1.2)
c : KX → Kχ, (χ, t) = c(X, t) (1.3)
aus denen nach Linearisierung die Jacobi-Matrizen
Ja =
[
Fa va
0T 1
]
, Jb =
[
Fb vb
0T 1
]
, Jc =
[
Fc vc
0T 1
]
(1.4)
mit den Deformationsgradienten
Fa = I+∇Xua, Fb = I+∇χub, Fc = I+∇Xuc (1.5)
und den abbildungsbezogenen Verschiebungen und Geschwindigkeiten
ua = x−X, ub = x−χ, uc = χ−X, (1.6)
va =
∂ua
∂t
∣∣∣
X
, vb =
∂ub
∂t
∣∣∣
χ
, vc =
∂uc
∂t
∣∣∣
X
(1.7)
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gewonnen werden. Die Unterscheidung verschiedener Zeitableitungen ist durch einen
senkrechten Begrenzer mit dem Ortsvektor der festgehaltenen Bezugskonﬁguration
realisiert.
Der Deformationsgradient F beschreibt die Abbildung eines inkrementellen Linienele-
mentes von einer Konﬁguration auf eine andere und erfaßt neben Verzerrungstransfor-
mationen auch Starrkörperbewegungen. Als Maß für die Verzerrung eines Körpers ist
der Deformationsgradient daher ungeeignet. Für viele Anwendungen ist es zweckmäßig,
ein Verzerrungsmaß zu deﬁnieren, das für Identitätsabbildungen und reine Starrkör-
perbewegungen den Wert Null annimmt. Dies gelingt mit dem symmetrischen Green-
Lagrange-Verzerrungstensor
E =
1
2
(FTF− I) (1.8)
oder dem Almansi-Euler-Verzerrungstensor
A =
1
2
(I− (FFT)−1) . (1.9)
Die Verzerrungstensoren sind abbildungsabhängig mit einem der Deformationsgradi-
enten Fa, Fb oder Fc zu bilden.
Die zeitliche Änderung des Verzerrungstensors bezüglich der materiellen Konﬁguration
liefert die Tensoren der Verzerrungsgeschwindigkeiten E˙ und A˙. Im Rahmen dieser Ar-
beit werden ausschließlich Verzerrungsgeschwindigkeitstensoren der a-Zuordnung be-
nötigt:
E˙a =
1
2
(
∇Xva + (∇Xva)T + (∇Xua)T∇Xva + (∇Xva)T∇Xua
)
(1.10)
A˙a =
1
2
(
∇xva + (∇xva)T + (∇xua)T∇xva + (∇xva)T∇xua
)
. (1.11)
Die geometrische Linearisierung des Almansi-Euler-Verzerrungsgeschwindigkeitsten-
sors A˙ führt auf den linearen Tensor
D =
1
2
(
∇xva + (∇xva)T
)
(1.12)
der Streck- bzw. Deformationsgeschwindigkeit.
Spannungen. Äußere Krafteinwirkungen führen zu einem Beanspruchungszustand
im Inneren eines Körpers. Als Maß für die örtliche Beanspruchung gilt die Spannung.
Das Spannungsprinzip von Euler-Cauchy postuliert für einen Körper die Existenz eines
Vektorfeldes von Spannungsvektoren t(x,n, t) an einer beliebigen Schnittﬂäche mit
Flächennormalenvektor n(x, t).
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Der Spannungsvektor t und die Flächennormale n sind wie der den örtlichen Spannungs-
zustand beschreibende Spannungstensor konﬁgurationsbezogene Größen. Die Konﬁ-
guration des Spannungsvektors kann von der Konﬁguration der Schnittﬂächennor-
male verschieden sein. Spannungstensoren, bei denen Spannungsvektor und zugehö-
rige Schnittﬂächennormale unterschiedlichen Konﬁgurationen angehören, werden als
1. Piola-Kirchhoﬀ-Spannungstensoren P bezeichnet,
tx = xPX · nX , tx = xPχ · nχ, tχ = χPX · nX (1.13)
und sind unsymmetrisch. Spannungstensoren vom 2. Piola-Kirchhoﬀ-Typ S benutzen
gleiche Konﬁgurationen für Spannungsvektor und Flächennormale,
tx = xSx · nx, tX = XSX · nX , tχ = χSχ · nχ (1.14)
und sind daher symmetrisch. Der 2. Piola-Kirchhoﬀ-Spannungstensor xSx der Momen-
tankonﬁguration Kx entspricht der Deﬁnition des Spannungstensors T nach Cauchy,
der die wahren Spannungen beschreibt. Die Transformation zwischen den Spannungs-
tensoren
P = FS = (detF)T(F−1)T (1.15)
gelingt mit dem Deformationsgradienten F.
Mechanische Bilanzgleichungen. Bilanzgleichungen sind die mathematische For-
mulierung der Modellvorstellung physikalischer Prozesse in einem System und for-
mulieren unabhängig von speziellen Eigenschaften des Kontinuums allgemeingültige
Naturgesetze. Ändert sich bei einem zu untersuchenden Prozeß die Bilanzgröße nicht,
besitzt die Bilanzgleichung den Charakter einer Erhaltungsgleichung.
Die zeitliche Änderung der Gesamtmasse in einem massequellfreien Kontrollvolumen
ist gleich dem Massenﬂuß über die Oberﬂäche des Volumens. Die Massebilanz in Er-
haltungsform und lokaler Darstellung
∂ρχ
∂t
∣∣∣
χ
+∇χ · (ρχvc) = 0 in Qχ (1.16)
ist im ﬁxierten Gebiet Qχ der Referenzkonﬁguration Kχ deﬁniert. Diese auch als Kon-
tinuitätsgleichung bezeichnete Erhaltungsgleichung bilanziert die lokale zeitliche Än-
derung der Dichte ρχ, sowie eine Dichteänderung durch Masseﬂuß über die Oberﬂäche
des Kontrollvolumens mit der materiellen Geschwindigkeit in Referenzform vc.
Die zeitliche Änderung des Gesamtimpulses in einem impulsquellfreien Kontrollvo-
lumen ist gleich dem Impulsﬂuß über die Oberﬂäche und der Summe der auf das
7
Volumen von außen wirkenden Oberﬂächen- und Volumenkräfte. Die Erhaltungsform
der Impulsbilanz in lokaler Darstellung
∂(ρχva)
∂t
∣∣∣
χ
+∇χ · (ρχva ⊗ vc)−∇χ · xPχ − ρχb = 0 in Qχ (1.17)
beschreibt den speziﬁschen Impuls ρχva eines Beoachterpunktes der Referenzkonﬁgu-
ration unter dem Einﬂuß eines Volumenkraftfeldes b und seinem Spannungszustand,
beschrieben mit dem 1. Piola-Kirchhoﬀ-Spannungstensor xPχ in Referenzform.
Neben der Erhaltung des Impulses, gilt der Erhalt des Drehimpulses in einem In-
ertialsystem. Im Inertialsystem ist die zeitliche Änderung des Drehimpulses bei der
Bewegung eines materiellen Volumens gleich dem von außen wirkenden Moment der
Summe aller Oberﬂächen- und Volumenkräfte. Bei Beliebigkeit des Bezugspunktes für
das resultierende Moment und unter Voraussetzung der Stetigkeit des Spannungsfeldes
resultiert die Aussage über die Symmetrie des 2. Piola-Kirchhoﬀ-Spannungstensors.
Die in dieser Arbeit betrachteten Kontinua sind isotrop und barotrop, zu deren Be-
schreibung die Energiebilanz nicht benötigt wird, da die aufgeführten Erhaltungsglei-
chungen für Masse und Impuls unter Hinzunahme noch zu deﬁnierender konstitutiver
Gleichungen und Anfangs-/Randbedingungen das Systemverhalten eindeutig beschrei-
ben.
Konstitutivgleichungen. Die kinematischen Beziehungen und die allgemeingültigen
mechanischen Bilanzgleichungen für Masse und Impuls sind durch konstitutive Modell-
annahmen über das Materialverhalten des zu betrachtenden Kontinuums zu vervoll-
ständigen. Konstitutivgleichungen verknüpfen alle das makroskopische Kontinuums-
verhalten beschreibenden phänomenologischen Variablen, wie zum Beispiel Spannun-
gen, Verzerrungen- und Verzerrungsgeschwindigkeiten, Druck und Temperatur. Allge-
meine Materialgleichungen sind nichtlinear.
Im Rahmen dieser Arbeit ist für die zu beschreibenden Kontinua die allgemeine Kon-
stitutivgleichung
XSX = C : Ea + D : E˙a bzw. (1.18)
T = C : Aa + D : A˙a (1.19)
mit den energetisch konjugierten Verzerrungsmaßen für den Elastizitätstensor C und
den Viskositätstensor D formuliert. Die allgemeine Konstitutivgleichung ist durch Be-
schränkung auf homogene elastische und Newtonsche Materialien vereinfachbar und
ermöglicht bei Betrachtung ausschließlich isotroper Materialien die Formulierung
XSX = λ(spurEa)I+ 2ηEa + λ′(spurE˙a)I+ 2η′E˙a bzw. (1.20)
T = λ(spurAa)I+ 2ηAa + λ′(spurA˙a)I+ 2η′A˙a, (1.21)
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mit unabhängigen Werkstoﬀkenngrößen für elastische und viskose Anteile  den mit
den technisch gebräuchlichen Materialparametern Elastizitätsmodul E und Querkon-
traktionszahl ν beschreibbaren Lamé-Konstanten
λ =
Eν
(1 + ν)(1− 2ν) und η =
E
2(1 + ν)
(1.22)
und den Koeﬃzienten
λ′ = −2
3
µ und η′ = µ (1.23)
als skalare Funktionen der dynamischen Viskosität µ unter Annahme zu vernachlässi-
gender Druckzähigkeit (Stokessche Hypothese). Die Koeﬃzienten λ, η, λ′ und η′ reprä-
sentieren in dieser Form lineares Materialverhalten. Im Fall materieller Nichtlinearität
sind diese Koeﬃzienten Funktionen des aktuellen Spannungszustandes.
Festkörper. Für Saint-Venant-Kirchhoﬀ-Material gilt die Annahme langsamer Defor-
mation mit sehr kleinen Verzerrungsgeschwindigkeiten. Der Spannungszustand
XSX = λ(spurEa)I+ 2ηEa (1.24)
ist mit den materiellen Verschiebungsableitungen verknüpft. Wenn die Laméschen
Konstanten zeitinvariant sind, kann die konstitutive Beziehung in Ratenform ange-
geben werden
C−1 : XSX − E˙a = 0. (1.25)
Fluide. Schubverzerrungen verursachen bei Fluiden aufgrund eines vernachlässigbar
kleinen Schubmoduls η nur geringe Schubspannungen. Die zeitliche Änderung der
Schubverzerrungen hat dagegen große Schubspannungen zur Folge. Die Bedingung
für den hydrostatischen Spannungszustand λ(spurAa)I = −px mit dem Druck px der
Momentankonﬁguration führt für inkompressible Fluide (spurA˙a = 0) auf
T = 2µA˙a − pxI ≈ 2µD− pxI (1.26)
als schließende Konstitutivgleichung.
Anfangs- und Randbedingungen. Für das System partieller Diﬀerentialgleichun-
gen bestehend aus Massebilanz (1.16), Impulsbilanz (1.17) und Konstitutivgleichung
(1.18) bzw. (1.19) sind zur Formulierung der vollständigen Aufgabenstellung Anfangs-
und Randbedingungen vorzugeben.
Als Anfangsbedingung sind für jeden Punkt der Referenzkonﬁguration zum Anfangs-
zeitpunkt ta die Vektorfelder der Verschiebung und des Impulses
ua(ta) = 0 in Ω
χ (1.27)
ρχ(ta)v
a(ta)− ρχavaa = 0 in Ωχ (1.28)
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konsistent bezüglich der Massenerhaltung festzulegen.
Auf dem Rand Pχ des Gebietes des Raum-Zeit-Kontinuums in der Referenzkonﬁgura-
tion Kχ mit
Pχ = PχD ∪ PχN PχD ∩ PχN = ∅ (1.29)
gelten Dirichlet- bzw. Neumann-Randbedingungen in lokaler Form
ρχva − ρ¯χv¯a = 0 auf PχD (1.30)
tχ − t¯χ = 0 auf PχN (1.31)
mit den Masseﬂüssen ρ¯χv¯a über den Rand und den eingeprägten Randspannungen t¯χ
in der Referenzkonﬁguration.
Übergangsbedingungen. Auf dem deckungsgleichen Raum-Zeit-Rand zweier Kon-
tinua
R = Q1 ∩Q2 (1.32)
ﬁndet ein Austausch physikalischer Informationen statt. Die Kontinua sind auf diesem
gemeinsamen Rand miteinander gekoppelt. Die Art und Weise der Wechselwirkung
der Teilsysteme ist durch die Bilanz von Masse und Impuls auf dem Kopplungsrand
bestimmt.
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Bild 1.3: Schnittsituation mit Rand- und Übergangsbedingungen.
Auf der zeitlich veränderlichen und permeablen Kopplungsﬂäche Rχ zweier Raum-Zeit-
Kontinua in der Referenzkonﬁguration Kχ ﬁndet der Austausch von Materie massener-
haltend statt. Die Masse, die eﬀektiv von einem Kontinuum über den Kopplungsrand
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in das zweite Kontinuum ﬂießt, bleibt unverändert. Für den Masseﬂuß an jedem Punkt
des Interfaces gilt daher
ρχva1 − ρχva2 = 0 auf Rχ. (1.33)
Bei der Betrachtung unmischbarer Kontinua, d.h. unter Ausschluß von Massetransfer
über die gemeinsame Grenzﬂäche, sind die Geschwindigkeiten va1 und va2 am Kopp-
lungsrand gleich, was einer geometrischen Übergangsbedingungen entspricht
Der Spannungszustand erfüllt am Interface die Gleichgewichtsbedingungen. Die Über-
gangsbedingung (Rankine-Hugoniot-Bedingung)
tχ1 + t
χ
2 −NTt˘ = 0 auf Rχ (1.34)
beschreibt die Impulserhaltung am Kopplungsrand, worin der Vektor t˘ die modell-
abhängige Änderung der Randspannungskomponenten am Interface erfaßt. Dazu ge-
hören unter anderem der Einﬂuß von Reibung und Oberﬂächenspannung. Die Basis
NT = (nχ, sχ1 , s
χ
2 ) an einem beliebigen Punkt der Grenzﬂäche R ist mit den Einheits-
vektoren in Normal- und Tangentialrichtung an das Interface gegeben.
Übergang zu Beschreibungsweisen nach Lagrange und Euler. Im bisherigen
Vorgehen sind sämtliche kontinuumsmechanischen Beschreibungsgrößen bezüglich der
Referenzkonﬁguration Kχ eines festen Beobachters angegeben. Der Übergang von die-
ser Sichtweise zu den Formulierungen nach Lagrange bzw. Euler erfolgt durch Verschie-
bung der Referenzkonﬁguration auf die Material- bzw. die Momentankonﬁguration. In
der klassischen Lagrangeschen Formulierung geht die stationäre Beobachterkonﬁgu-
ration Kχ in die materielle Konﬁguration KX über. Fallen Referenzkonﬁguration Kχ
und Momentankonﬁguration Kx zusammen, liegt die Euler-Betrachtungsweise vor. Die
beigefügten Tabellen 1.1 und 1.2 stellen die Äquivalente der wichtigsten Größen und
Ableitungen für die Betrachtungsweisen nach Lagrange und Euler zusammen.
Kχ Qχ Pχ b c vb vc Fb Fc Eb Ec ρχ tχ ∇χ ∂∂t
∣∣∣
χ
xPχ
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
KX QX PX a I va 0 Fa 0 Ea 0 ρX tX ∇X ∂∂t
∣∣∣
X
xPX
Tabelle 1.1: Spezialisierung zur Beschreibungsweise von Lagrange
Kχ Qχ Pχ b c vb vc Fb Fc Eb Ec ρχ tχ ∇χ ∂∂t
∣∣∣
χ
xPχ
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
Kx Qx P x I a 0 va 0 Fa 0 Ea ρx tx ∇x ∂∂t
∣∣∣
x
T
Tabelle 1.2: Spezialisierung zur Beschreibungsweise von Euler
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Bei der Betrachtung spezieller Kontinua in Kapitel 4 und Kapitel 5 ist mit Hilfe dieser
Vorschriften die Darstellung von Strömungen in der Betrachtungsweise von Euler und
die Beschreibung von Festkörpern in der Lagrangeschen Formulierung realisiert. Die
Grundgleichungen in Referenzform sind als universeller Ansatz zur Formulierung eines
allgemeinen numerischen Lösungsverfahrens für eine Vielzahl kontinuumsmechanischer
Aufgabenstellungen geeignet.
1.3 Gewichtete Residuen
Die Verwendung von Näherungsansätzen für den Verlauf der Zustandsgrößen im Gebiet
bewirkt eine fehlerbehaftete Erfüllung der Modellgleichungen. Die Reduktion des von
den Freiwerten des Näherungsansatzes abhängigen Residuums gelingt durch die Wahl
geeigneter Wichtungsfunktionen, für die Orthogonalität zu allen Residuen gefordert
wird. Auf die lokale Form der Bilanzgleichungen (1.16) und (1.17) beider Kontinua in
Q1 und Q2, der Anfangsbedingung (1.28), sowie der Randbedingungen (1.30)-(1.31)
und Übergangsbedingungen (1.33)-(1.34) wird die Methode der gewichteten Residuen
mit einer Wichtung nach Galerkin angewendet [9]. Nach partieller Integration des
Spannungsterms der Impulsbilanz liegt die schwache Form der Aufgabenstellung mit
den primalen Beschreibungsgrößen Dichte, Geschwindigkeit und Randspannungen in
der Referenzkonﬁguration vor.
Die in Gleichung (1.35) aufgeführte schwache Form verlangt die exakte Erfüllung der
Kinematik und der Konstitutivgleichung. Alternativ können diese nach dem allgemei-
nen Variationsprinzip von Hu-Washizu [44] zusätzlich schwach formuliert werden, was
zu weiteren Unbekannten führt.
In Gleichung (1.35) zeigt Zeile (a) die Massebilanzgleichung (1.16) nach einheiten-
konformer Petrov-Galerkin-Wichtung, die in dieser integralen Form die Erhaltung der
globalen Masse des Systems sichert. Die Zeilen (b) und (c) zeigen die schwache Form
der Impulsbilanzgleichung (1.17) nach Bubnov-Galerkin-Wichtung und partieller Inte-
gration des Spannungsterms. In Zeile (d) folgt die Integralform der Anfangsbedingung
(1.28). Die Randbedingung (1.30) auf dem Dirichlet-Rand geht in den ersten Term
aus Zeile (e) ein und ist in integraler Form erfüllt. Der zweite Term resultiert aus
der partiellen Integration der Impulsbilanz und ermöglicht die Bestimmung des Span-
nungszustandes auf dem Dirichlet-Rand. Einen durch (1.31) auf dem Neumann-Rand
festgesetzten Randspannungszustand berücksichtigt Zeile (f). Die in (1.33) formulierte
Übergangsbedingung für den Masseﬂuß über die gemeinsame Grenzﬂäche R der Kon-
tinua geht mit Zeile (g) gewichtet ein. Zeile (h) beinhaltet die verbleibenden Terme
der Übergangsbedingung (1.34) für die Interfacespannungen nach partieller Integration
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der Impulsbilanzen.
2∑
i=1
∫
Qχi
δ
(
ρχi v
a
i · vai
)(∂ρχi
∂t
∣∣∣
χ
+∇χ · (ρχi vci)
)
dQχ (1.35a)
+
2∑
i=1
∫
Qχi
δ
(
ρχi v
a
i
) ·(∂(ρχi vai )
∂t
∣∣∣
χ
+∇χ · (ρχi vai ⊗ vci)− ρχi bi
)
dQχ (1.35b)
+
2∑
i=1
∫
Qχi
δ(∇χ · ρχi vai ) :xPχ dQχ (1.35c)
+
2∑
i=1
∫
Ωχ
δ
(
ρχi v
a
i (ta)
) · (ρχi vai (ta)− ρχi vai,a) dΩχ (1.35d)
+
2∑
i=1
∫
PχD,i
δtχi · (ρχvai − ρ¯χv¯ai ) dPχ −
2∑
i=1
∫
PχD,i
δ(ρχi v
a
i ) · tχi dPχ (1.35e)
−
2∑
i=1
∫
PχN,i
δ(ρχi v
a
i ) · t¯χi dPχ (1.35f)
+
∫
Rχ
δtχ1 · (ρχva1 − ρχva2) dRχ (1.35g)
−
∫
Rχ
δ(ρχ1v
a
1) · tχ1 dRχ +
∫
Rχ
δ(ρχ2v
a
2) ·
(
tχ1 −NTt˘
)
dRχ (1.35h)
= 0 ∀δρχi , δvai , δtχi
Die hier gewählte Formulierung ist Basis für die in Kapitel 4 und Kapitel 5 vorzuneh-
mende Spezialisierung auf linear elastische Festkörper in Lagrangescher Betrachtung
und inkompressible reibungsbehaftete Zwei-Fluid-Strömungen in Eulerscher Betrach-
tungsweise.
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1.4 Lösungsverfahren - Raum-Zeit-Finite-Element-Methode
Die Diskretisierung der vollständig deﬁnierten physikalischen Aufgabe in schwacher
Form erfolgt mit der Raum-Zeit-Finite-Element-Methode. Die einheitliche Diskretisie-
rung von Raum und Zeit mit ﬁniten Elementen geht auf Oden [68], Argyris [4] und
Fried [35] zurück.
Approximation physikalischer Größen. Im Gebiet Q und auf dem Rand P wird
die geordnete Menge N std der Knoten k eingeführt. Die gewöhnliche Basis der Raum-
Zeit-Finite-Element-Approximation
Vstd =
⋃
k∈N std
Nk(χ, t) (1.36)
wird aus den knotenweise deﬁnierten Ansatzfunktionen Nk gebildet, die kompakte
Träger besitzen und stückweise stetig diﬀerenzierbar sind. Der Ansatzraum Vstd spannt
den Funktionenraum abschnittsweise stetiger Polynome einer festgelegten Ordnung
auf. Die Approximation uhstd des raumzeitlichen Verlaufs der Beschreibungsvariablen
u ist durch Linearkombination der Ansatzfunktionen
uhstd(χ, t) =
∑
k∈N std
Nk(χ, t) uˆk (1.37)
in Raum und Zeit formuliert. Der Ansatz beinhaltet die unbekannten Koeﬃzienten uˆk,
die durch das numerische Lösungsverfahren zu bestimmen sind.
Die schwache Form (1.35) der Modellgleichungen umfaßt das gesamte zu betrachtende
Zeitintervall I = {t | ta < t < te}. Es ist zweckmäßig, das Zeitintervall I in eine
Sequenz von Zeitintervallen In = {t | tn < t < tn+1} unter Einführung diskreter
Zeitpunkte tn zu unterteilen. Die Auswertung von (1.35) erfolgt dann sequenziell für
jedes Zeitintervall - die Zeitscheibe Qn.
Zeitdiskontinuierliches Galerkin-Verfahren. Während die räumlichen Ansatz-
funktionen für die Beschreibungsgrößen kontinuierlich gewählt sind, kommen in Zeit-
richtung an den Intervallgrenzen diskontinuierliche Ansätze zum Einsatz, siehe Bild 1.4.
Diese Herangehensweise führt auf ein zeitdiskontinuierliches Galerkin-Verfahren [51].
Im Gegensatz zum zeitkontinuierlichen Galerkin-Verfahren erhöht sich die Anzahl der
zu bestimmenden Unbekannten um die Freiwerte am Anfang des betrachteten Zeit-
intervalls. Das zeitdiskontinuierliche Galerkin-Verfahren ist ein implizites Zeitintegra-
tionsverfahren, daß für die vorliegenden Diﬀerentialgleichungen erster Ordnung mit
linearen Zeitansätzen A-stabil ist [51] und die Genauigkeitsordnung O(∆t3) besitzt.
Hübner vergleicht in [45] das zeitdiskontinuierliche Galerkin-Verfahren mit der Metho-
de nach Newmark und untersucht Genauigkeits- und Filtereigenschaften dieser Ansät-
ze.
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ut
tn tn+1
u(t+n )
u(t+n+1)
u(t−n )
u(t−n+1)
In
Bild 1.4: Zeitverlauf der Zustandsgröße u(t) mit linearen diskontinuierlichen Ansätzen.
Die Bedingungen für den Übergang der physikalischen Zustandsgrößen an den Inter-
vallgrenzen sind aus Erhaltungssätzen abzuleiten. Für jedes Zeitintervall ist daher die
Anfangsbedingung (1.28) in gewichteter Form
+
2∑
i=1
∫
Ωχ
δ
(
ρχi (t
+
n )v
a
i (t
+
n )
) · (ρχi (t+n )vai (t+n )− ρχi (t−n )vai (t−n )) dΩχ (1.38a)
in die Integralgleichung einzubringen, um die integrale Erhaltung des Impulses an den
Zeitscheibenübergängen zu gewährleisten.
Approximation des Raum-Zeit-Gebietes. Zur eﬃzienten numerischen Bestim-
mung der Integralausdrücke in der Variationsformulierung ist die Diskretisierung der
Raum-Zeit-Scheibe Qn mit ﬁniten Elementen geeignet. Diese Approximation der Kon-
tinuumsgeometrie erlaubt darüberhinaus die Bestimmung aller Ableitungen der Zu-
standsgrößen nach Raum- und Zeitkoordinaten. Bild 1.5 zeigt schematisch die Dis-
kretisierung des Raum-Zeit-Kontinuums Q mit ﬁniten Raum-Zeit Elementen und die
Unterteilung des Zeitbereichs in sequentiell abzuarbeitende Zeitscheiben Qn.
y
x
t
Q
y
Q
Q
Q
n
n−1
n+1
x
t
Bild 1.5: Diskretisierung des raumzeitlichen Gebietes mit ﬁniten Raum-Zeit Elementen
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6-Knoten-Raum-Zeit-Prismen-Element. In weiten Teilen dieser Arbeit kommt
ein Raum-Zeit-Element-Typ zum Einsatz, der den zwei-dimensionalen Raum dreieck-
förmig diskretisiert und somit die Verwendung leistungsfähiger Triangulierungsalgo-
rithmen [88] zur Erzeugung eines geeigneten Berechnungsnetzes erlaubt. Die räumliche
Dreiecksform des Elementes ist in Zeitrichtung beibehalten und führt mit linearer In-
terpolation der Raum-Zeit-Koordinaten auf das prismatische 6-Knoten-Element. Das
Koordinatensystem des Raumes ist hierbei als stets orthogonal zur globalen Zeitach-
se t vereinbart. Die globale Zeitkoordinate ist damit ausschließlich eine Funktion der
elementlokalen Koordinate der Zeit. Die lokalen Raumkoordinaten (z1, z2, z3) und die
lokale Zeitkoordinate τ des Prismen-Elementes sind in Bild 1.6 dargestellt.
1
2
3
4
5
6
z1
z2
z3
τ
Bild 1.6: 6-Knoten-Raum-Zeit-Prismen-Element.
Die Approximation der Elementgeometrie in Raum und Zeit verwendet lineare La-
grange-Polynome in einem Produktansatz, so daß mit
χ1(z1, z2, z3, τ)
χ2(z1, z2, z3, τ)
t(τ)

e
=
6∑
k=1
Mk(z1, z2, z3, τ)

χˆ1
χˆ2
tˆ

k
(1.39)
die Interpolation der Raum-Zeit-Koordinaten im Element mit den jeweils 6 Knotenwer-
ten der globalen Koordinaten χˆjk und tˆk gelingt. Die Formfunktionen Mk für prisma-
tische Körper können der Standardliteratur für Finite-Element-Verfahren, z.B. [108],
entnommen werden. Das 6-Knoten-Raum-Zeit-Element ist als isoparametrisch zu be-
zeichnen, wenn die Ansatzfunktionen Nk zur Interpolation physikalischer Größen mit
den FormfunktionenMk des Geometrieansatzes übereinstimmen. Im Element gilt dann
für die Größe u der Ansatz
uhe (z1, z2, z3, τ) =
6∑
k=1
Nk(z1, z2, z3, τ) uˆk, (1.40)
der die Knotenwerte uˆk als Freiwerte des Ansatzes beinhaltet. Die Bestimmung der
diskreten Ableitung von u im Element erfolgt durch Diﬀerentiation der Formfunktionen
nach den globalen Raum- und Zeit-Koordinaten.
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Zeitveränderliche Gebiete. Ein wesentlicher Vorteil raum-zeit-ﬁniter Elemente ist
die Möglichkeit, zeitliche Lageänderungen der Gebietsränder durch Anpassung der
Elementgeometrie eﬃzient bei der Lösung der Modellgleichungen berücksichtigen zu
können. Für moderate Deformationen des Gebietsrandes existieren eine Reihe lei-
stungsfähiger Verfahren zur Bewegung des Berechnungsnetzes, wie zum Beispiel der
von Walhorn [106] diskutierte Pseudo-Struktur-Ansatz. Weiterreichende Verformun-
gen des Berechnungsgebietes erfordern in der Regel eine Neuvernetzung. Eine gänzlich
andere Herangehensweise stellt die Lösung der Bestimmungsgleichungen auf topolo-
gisch ﬁxierten Gittern dar. Hierbei bleibt die Gebietsdiskretisierung in der gesamten
Berechnung unverändert, während bewegliche Grenzﬂächen und Ränder durch zusätz-
liche Hilfsgrößen, wie Markerpartikel oder skalarwertige Funktionen, beschrieben sind.
Stabilisierung. In (1.35) erfolgt die Wichtung der Residuen der Bestimmungsglei-
chungen nach dem Verfahren von Bubnov-Galerkin mit der ersten Variation der An-
sätze. Diese Wahl der Wichtungsfunktion im Rahmen der Methode der gewichteten
Reste resultiert in einer symmetrischen Integralformulierung und hat sich bei der Lö-
sung elliptischer Diﬀerentialgleichungen bewährt. Die Anwendung auf hyperbolische
Aufgabenstellungen führt unter Umständen zu oszillationsbehafteten und unphysi-
kalischen Lösungen, wenn die Wichtungsfunktionen die Richtung der Informations-
ausbreitung nicht hinreichend berücksichtigen. Mit einer Petrov-Galerkin-Wichtung
können numerisch instabile Lösungen in dieser Hinsicht vermieden werden. Im Rah-
men der Finite-Element-Methode ist mit der von Brooks und Hughes [18] physikalisch
motivierten Streamline-Upwind/Petrov-Galerkin-Methode eine stabile Lösung konvek-
tionsdominierter Aufgaben durch geeignete Wahl der Wichtungsfunktionen gelungen.
Der in dieser Arbeit eingesetzte Galerkin/Least-Squares-Ansatz [48, 87] zur Stabilisie-
rung der Modellgleichungen fügt der Bubnov-Galerkin-Form Fehlerquadratanteile der
Residuen hinzu und verbessert auf diese Weise die Stabilität des Verfahrens ohne seine
Konsistenz zu beeinﬂussen.
Das Einführen von Nebenbedingungen in die Integralgleichung mit Hilfe von Lagrange-
schen Multiplikatoren resultiert in einer gemischten Formulierung. Der Einsatz der
Finite-Element-Methode für gemischte Formulierungen erfordert eine Abstimmung der
Ansätze für die Beschreibungsgröße und den Lagrange-Multiplikator. Treten Beschrei-
bungsvariable und Lagrange-Multiplikator mit unterschiedlichen Ableitungsordnungen
auf, führen identische Ansatzordnungen bei Bubnov-Galerkin-Wichtung zu numerisch
instabilen Lösungen. Die auftretenden künstlichen Oszillationen und Versteifungsef-
fekte sind durch Erfüllung der Babu²ka-Brezzi-Bedingung [5, 17] vermeidbar. Die
Einführung modiﬁzierter Wichtungsfunktionen führt auf ein stabiles Petrov-Galerkin-
Verfahren für das der Nachweis der Babu²ka-Brezzi-Bedingung nicht notwendig ist
und stabile Lösungen für beliebige Ansatzordnungskombinationen gewährleistet sind.
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Die Einführung der oben erwähnten Galerkin/Least-Squares-Stabilisierung hat genau
diese Wirkung und wird hier zur Erzielung numerisch stabiler Lösungen für gemisch-
te Formulierungen eingesetzt [48, 39]. Sämtliche Anteile der Stabilisierung sind mit
dem Stabilisierungsparameter τ gewichtet. Die Bestimmung geeigneter Werte für τ
hat Einﬂuß auf die Genauigkeit der erzielten Lösung und ist Gegenstand einer Fülle
von Forschungsarbeiten [102, 10, 62, 38].
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2. Zeitveränderliche Gebiete und Fronten
2.1 Anforderungen und Überblick
Neben den Modellgleichungen einer physikalischen Aufgabenstellung mit Rand- und
Anfangsbedingungen ist die Geometrie des zu betrachtenden Gebietes eindeutig zu
beschreiben. Diese Aufgabe ist gerade dann von besonderer Wichtigkeit, wenn die La-
ge der Gebietsränder zeitabhängig und eine Funktion des physikalischen Zustandes
im Gebiet ist, wie im Fall von Fluidströmungen mit freier Grenzﬂäche. Desweiteren
kann die Lage der Gebietsgrenze abhängig von der Lösung weiterer Modellgleichun-
gen (z.B. Wärmeleitung mit Gebietsrand als Wärmequelle) oder ihren geometrischen
Eigenschaften (Krümmung, Normale) sein. Bild 2.1 zeigt verschiedene Grenzﬂächen-
typen. Geschlossene Grenzﬂächen trennen Gebiete voneinander ab und deﬁnieren den
gemeinsamen Rand. Oﬀene Grenzﬂächen repräsentieren die Lage von Singularitäten
in einem Gebiet.
Σ
Ω1
Ω2
v
v v
v
Σ
Ω1
v
v
v v
Bild 2.1: Geschlossene (links) und oﬀene (rechts) Grenzﬂäche bzw. Front.
Die Bewegung eines materiellen Punktes x auf der Grenzﬂäche R unterliegt der an
diesem Punkt deﬁnierten Geschwindigkeit v(x, t) der Grenzﬂäche. Die Lageänderung
dx eines Punktes auf der Grenzﬂäche ist mit
dx
dt
= v(x, t) (2.1)
beschrieben. Gleichung (2.1) beschreibt für alle Punkte der Grenzﬂäche R die transla-
torischen und rotatorischen Änderungen sowie die Verformungen der Gebietsgrenzen
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und schließt die Möglichkeit topologischer Änderungen der Grenzﬂäche ein, die Bild 2.2
veranschaulicht.
Bild 2.2: Lage- und Gestaltänderung einer Grenzﬂäche.
Approximation. Die Grenzﬂäche R besteht aus unendlich vielen Punkten. Um die
Grenzﬂäche und ihre Bewegung einer numerischen Beschreibung zugänglich zu machen,
ist sie mit einer endlichen Anzahl von Beschreibungsvariablen zu approximieren. Eine
Kurve in zwei Raumdimensionen kann mit stückweise deﬁnierten Kurvensegmenten
angenähert und eine dreidimensionale Fläche mit Hilfe von Dreiecken diskret beschrie-
ben werden. Hierbei ist der verfahrensabhängige Approximationsfehler bei der Wahl
eines geeigneten Näherungsansatzes für spezielle Aufgaben zu berücksichtigen. Für
die Wahl des Verfahrens ist weiterhin der Grad der zu erwartenden Formänderung der
Grenzﬂäche entscheidend. Ändert die Grenzﬂäche während der Bewegung ihre Gestalt,
kann eine parametrisierende Erfassung schnell hohe Komplexität erreichen und algo-
rithmisch kaum mehr realisierbar sein. Unterliegt die Grenzﬂäche jedoch vorwiegend
Starrkörperbewegungen und moderaten Deformationen, ist diese Beschreibungsform
hinsichtlich ihrer Genauigkeit und Flexibilität anderen Verfahren vorzuziehen.
Die Anforderungsschwerpunkte an das Verfahren zur Gebiets- bzw. Grenzﬂächenbe-
schreibung sind durch die zugrundeliegende physikalische Aufgabenstellung deﬁniert.
Für einige Problemstellungen ist die alleinige Verfolgung einer Grenzﬂäche notwendig
(z.B. zur Erfassung singulärer Quellen im Gebiet), bei anderen Aufgaben ist neben ei-
ner gebietstrennenden Grenzﬂäche auch die Identiﬁkation der Gebiete zu gewährleisten
(z.B. Mehrfeldsysteme). Die variierenden Anforderungsproﬁle an die Verfahren haben
zu sehr unterschiedlichen Ansätzen geführt. Eine mögliche erste Kategorisierung die-
ser Verfahren [90] erfolgt im Allgemeinen durch die Unterscheidung in Grenzﬂächen-
(front tracking) und Gebietsverfolgung (volume tracking).
Front Tracking. Diese Verfahren realisieren auschließlich die Darstellung einer Grenz-
ﬂäche und deren Bewegung mit den lokal vorhandenen Grenzﬂächengeschwindigkeiten.
Front-Tracking-Methoden stellen die Grenzﬂäche als Folge polynomialer Kurvenseg-
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mente mit einer endlichen Menge von Stützwerten dar. Während die Konnektivität der
Stützwerte, d.h. die Topologie der Grenzﬂäche, unverändert bleibt, wird ihre Lageän-
derung durch Lösung der Bewegungsgleichung (2.1) in Lagrangescher Form ermittelt.
Sämtliche geometrischen Eigenschaften (Lage, Normale, Krümmung) sind somit zu
jedem Zeitpunkt in expliziter Form verfügbar. Wird auf die Konnektivität der Stütz-
werte verzichtet und werden nur charakteristische Punkte auf der Grenzﬂäche bewegt,
so ist keine topologische Information vorhanden, die mit geeigneten Algorithmen zu
rekonstruieren ist. Eine Auswahl von Front-Tracking-Ansätzen zeigt Bild 2.3.
x
y
pn
x
H
x
y
mn
Bild 2.3: Front Tracking: Segmente, Höhenfunktion und nichtkonnektierte Punkte.
Volume Tracking. Im Gegensatz zu Front-Tracking-Methoden, erfassen Verfahren
der Kategorie Volume Tracking ein oder mehrere Gebiete und beschreiben deren La-
geänderung. Parametrisierende Verfahren, die die zu betrachtenden Gebiete mit ein-
fachen geometrischen Objekten diskretisieren (Bild 2.4), sind für Bereiche ohne to-
pologische Änderungen geeignet und mit hoher Genauigkeit bei der Lösung der Be-
wegungsgleichung (2.1) verbunden. Die Zuordnung der diskreten Primitiva zu den zu
unterscheidenden Gebieten Q1 und Q2 bleibt zu jedem Zeitpunkt erhalten.
x
y
Ω1
Ω2
x
y
Bild 2.4: Volume Tracking: Die Teilgebiete sind vollständig parametrisiert.
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Bei starken Deformationen der Teilgebiete können die eingesetzten geometrischen Pri-
mitiva entarten, so daß aufwendige Neuvernetzungen notwendig sind. Hierfür existieren
Verfahren, die eine parametrische Beschreibung des Berechnungsgebietes verwenden
und zur Identiﬁkation der bewegten Teilgebiete Q1 und Q2 zusätzliche Hilfsgrößen
(Bild 2.5) einsetzen, die leistungsfähig Gestaltänderungen von Gebieten und Fronten
abbilden. Mit Partikel-Verfahren gelingt die Abbildung von Strukturen der trennenden
Grenzﬂäche, die unterhalb der Skala des zugrundeliegenden Netzes liegen.
x
y
x
y
x
y
Bild 2.5: Volume Tracking: Transport diskreter Marker-Partikel & skalarer Funktionen.
2.1.1 Explizite Beschreibungsformen
Verfahren, die die zu betrachtenden Gebiete bzw. Fronten in parametrischer Form dar-
stellen, gehören zur Kategorie der expliziten Gebietsbeschreibungen. Jedes Teilgebiet
Qi komplexer Geometrie ist mit Hilfe von Stützwerten (Knoten) als Menge geometri-
scher Primitiva Tm beschrieben
Qi =
M⋃
m=1
Tm . (2.2)
Die Menge aller diskreten Punkte Rm1,2 = Qm1 ∩ Qm2 der Grenzﬂäche ist identisch mit
der Schnittmenge der angrenzenden Primitiva.
Die Parametrisierung der Teilgebiete Qi kann unabhängig von der Situation auf ge-
meinsamen Rändern Rm1,2 durchgeführt werden, was im Allgemeinen zu nicht randkon-
formen Diskretisierungen der Gebiete Qm1 und Qm2 führt (Bild 2.6). Eine randkonforme
Diskretisierung gewährleistet die übereinstimmende Approximationsgüte der Grenz-
ﬂäche R und verhindert Klaﬀungen und Überschneidungen der Teilgebiete bei der
Bewegung des gemeinsamen Randes.
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Bild 2.6: explizite Gebietsbeschreibung: randkonform und nicht randkonform.
Die Lageänderung dx eines materiellen Punktes x im Gebiet bzw. auf der Grenzﬂä-
che wird mit (2.1) ermittelt. Die explizite Form der Gebietserfassung und -evolution
ist in der Lage, komplexe Geometrien eﬃzient abzubilden, solange Gestaltänderungen
der Bereiche ausbleiben. Ist die Deformation des Gebietes erheblich und lokal großen
Formänderungen unterworfen, kann die vorhandene Approximationsgüte nicht mehr
hinreichend sein und eine teilweise Neuvernetzung der betroﬀenen Teilgebiete erforder-
lich machen. Dies ist insbesondere der Fall, wenn topologische Änderungen stattﬁnden,
wie in Bild 2.7 schematisch gezeigt.
Bild 2.7: Neuvernetzung bei Topologieänderung.
Neben dem erforderlichen Zeitaufwand zur Erstellung eines geeigneten neuen Netzes
(Re-Meshing), ist der mit der notwendigen Lösungsprojektion zwischen den Diskreti-
sierungen verbundene Fehler zu berücksichtigen. Ein Vorteil der mitgeführten Diskreti-
sierung ist die stets in expliziter Form vorliegende Beschreibung der Ränder und Grenz-
ﬂächen. Dieser Umstand vereinfacht das Einbringen von Rand- und Übergangsbedin-
gungen der physikalischen Aufgabenstellung und wird deshalb von Tezduyar [102, 103]
und Behr [10] im Zusammenhang mit einem Finite-Element-Ansatz für Strömungsbe-
rechnungen mit freien Oberﬂächen bevorzugt. Ein weiterer Einsatzschwerpunkt expli-
ziter Gebietsbeschreibungsverfahren ist die Untersuchung randgekoppelter Mehrfeld-
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aufgaben wie Fluid-Struktur-Wechselwirkungsphänome. Hier bleibt die Formänderung
der gemeinsamen Kopplungsgrenzﬂäche in den meisten Anwendungen moderat und
Gestaltänderungen können für eine Vielzahl praxisrelevanter Aufgaben ausgeschlossen
werden.
2.1.2 Implizite Beschreibungsformen
Die unzureichende Flexibilität expliziter Verfahren bei der Beschreibung sich topolo-
gisch verändernder Gebiete und Ränder motiviert die Entwicklung geeigneterer Be-
trachtungsweisen. Alternative Strategien verzichten auf die Parametrisierung der Geo-
metrie. Implizite Gebietsbeschreibungsverfahren führen im Berechnungsgebiet zusätz-
liche Hilfsgrößen ein, die die Zuordnung eines Raumpunktes zu einem bestimmten
Teilgebiet ermöglichen. Eine Form- und Lageänderung der Teilgebiete wird durch eine
entsprechende Änderung der Hilfsgröße erfaßt. Die im nachfolgenden kurz beschrie-
benen Verfahren unterscheiden sich hauptsächlich in der Deﬁnition einer Hilfsgröße
und der Fähigkeit, neben der Gebietszuordnung Informationen über die trennende
Grenzﬂäche zu liefern (interface capturing).
Die Marker-and-Cell-Methode (MAC) von Harlow und Welch [40] wird zur Bestim-
mung von Wasser- und Luftphase bei der numerischen Simulation von Mehrﬂuidsyste-
men auf Grundlage einer unveränderten Diskretisierung eingesetzt. Zur Deﬁnition der
Phasenverteilung im Sinne einer Anfangsbedingung werden masselose Punktpartikel
regelmäßig im Gebiet einer Phase (z.B. Wasserbereich) initialisiert. Die Zuordnung
einer Zelle des Netzes zu einem bestimmten Bereich einer Phase ist nun möglich: ist
kein Markerpartikel in der Zelle vorhanden, liegt eine Luftzelle vor - eine Wasserzelle
ist präsent, wenn sich mindestens ein Partikel in der Zelle aufhält. Die Grenzﬂäche
und ihre Orientierung kann nicht unmittelbar identiﬁziert werden; sie beﬁndet sich in
jenen Zellen, die Marker enthalten und an Leerzellen grenzen. Die Partikelbewegung
erfolgt in Lagrangescher Form mit der Geschwindigkeit des vorliegenden Strömungs-
feldes. Dabei kann es zu lokalen Häufungen bzw. Ausdünnungen der Partikel kommen,
die durch eine Neuverteilung der Marker beseitigt werden. Neben den erwähnten Nach-
teilen bestehen die Vorteile der MAC-Methode in der Fähigkeit, mehrere Gebiete zu
identiﬁzieren (unterscheidbare Marker) und der Eigenschaft, Strukturen der Grenz-
ﬂäche unterhalb der Längenskala des Netzes abbilden zu können. Im Gegensatz zu
diesem partikelbasierten Ansatz deﬁnieren nachfolgende Methoden eine Hilfgröße im
gesamten Beobachtungsgebiet als zusätzliche Feldvariable.
Die von Hirt und Nichols [43] eingeführte Volume-of-Fluid-Methode (VOF) deﬁniert
an jedem Punkt des Beobachtungsgebietes den Wert einer skalarwertigen Funktion ψ.
Sie ist identisch Eins an jedem Punkt im Teilgebiet Q1 und Null in Q2. Die Zuordnung
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eines Raumpunktes zu einem der Teilgebiete ist mit dieser Fraktionsfunktion möglich.
Die Grenzﬂäche zwischen den so unterschiedenen Gebieten ist identisch mit der Lage
des Sprungs der VOF-Funktion ψ von Null auf den Wert Eins. Die Bewegung der
Teilgebiete und der Front erfolgt durch Lösung einer Transportgleichung für ψ auf
Grundlage eines im gesamten Gebiet vorliegenden Geschwindigkeitsfeldes. Dieser Pro-
pagation der Skalarfunktion folgt ein Rekonstruktionsschritt, in dem die lokale Geome-
trie des Interfaces (Lage, Normale, Krümmung) approximiert wird. Ein großer Vorteil
des VOF-Ansatzes ist die Fähigkeit, Vereinigung und Trennung der Teilgebiete ohne
zusätzlichen Aufwand auch in höheren Raumdimensionen zu erfassen. Schwierigkeiten
bereitet hingegen die numerische Lösung der Transportgleichung für die sprungbehaf-
tete Fraktionsfunktion ψ und die nicht zu verhindernde Verschmierung des Sprungs.
Diese Unschärfe der Grenzﬂächenlage erschwert die Behandlung grenzﬂächensensitiver
Aufgaben mit Übergangsbedingungen bzw. singulären Quelltermen an der Front.
Um Schwierigkeiten bei der Advektion einer diskontinuierlichen Skalarfunktion des
VOF-Ansatzes zu vermeiden, führt die Level-Set-Methode von Osher und Sethian [75]
eine kontinuierliche Funktion φ ein, die die Grenzﬂäche als Isoﬂäche eines festen ska-
laren Wertes erfaßt. Jeder Punkt des Raumes kann anhand des Wertes der stetigen
Level-Set-Funktion und dem festgelegten Null-Niveau der Grenzﬂäche einem Teilgebiet
Q1 oder Q2 zugeordnet werden. Darüberhinaus sind die geometrischen Eigenschaften
der Grenzﬂäche mit Hilfe der Level-Set-Funktion bestimmbar. Wie das Volume-of-
Fluid-Verfahren ist die Level-Set-Methode in der Lage, topologische Änderungen auch
mehrerer Grenzﬂächen in höheren Raumdimensionen zu erfassen.
In vielen Fällen können massive Gestaltänderungen zweckmäßiger und algorithmisch
vorteilhafter mit impliziten als mit expliziten Verfahren nachvollzogen werden (Bild 2.8
und Bild 2.9). Die Genauigkeit von Volume-of-Fluid- und Level-Set-Methoden im Be-
reich großer Skalenunterschiede hängt stark von der lokalen Güte des diskreten Netzes
ab. Die Entscheidung für ein bestimmtes Verfahren ist in jedem Falle von den Erfor-
dernissen der physikalischen Aufgabenstellung abhängig zu machen.
ψ = 1
ψ = 0
φ > 0
φ < 0
Bild 2.8: Implizite Gebietsbeschreibung: MAC, VOF und Level-Set-Methode.
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ψ = 1
ψ = 1
ψ = 0
φ > 0
φ < 0
φ < 0
Bild 2.9: Topologische Änderungen mit impliziten Verfahren.
2.2 Level Set Methode
Im Fokus dieser Arbeit stehen zeitlich veränderliche Gebiete mit teilweise stark de-
formierten und topologieändernden Trennﬂächen, an denen das physikalische Modell
Übergangsbedingungen zwischen den Gebieten formuliert. Die in Abschnitt 2.1 vorge-
stellten Verfahren sind in dieser Hinsicht zu bewerten. Es wird daher im folgenden die
implizite Beschreibungsform mit der Level-Set-Methode favorisiert.
Die Level-Set-Methode wird auf eine Vielzahl physikalischer Aufgabenstellungen mit
bewegten Gebieten und Fronten erfolgreich angewendet. Eine Übersicht liefert die Ar-
beit von Osher und Fedkiw [73, 74], die Anwendungen aus den Bereichen kompressi-
bler Strömungen und inkompressibler Mehrﬂuidströmungen [100, 98], sowie Wärme-
strömungen [28] und chemischer Reaktionsfronten [52, 91] besprechen. In allen An-
wendungsfällen dient die durch den Level-Set-Ansatz eingeführte Skalarfunktion zur
impliziten Darstellung und Bewegungserfassung einer materiellen Kontaktdiskontinui-
tät. Das Verfahren wurde leicht modiﬁziert auch zur Simulation diskreter Risse und
von Rißwachstum in elastischen Festkörpern eingesetzt [64, 29].
2.2.1 Eigenschaften
Die Idee der Level-Set-Methode besteht darin, die Menge der Grenzﬂächenpunkte R
zwischen zwei Gebieten Q1 und Q2 im Beobachtungsraum durch die Menge der Punkte
auf der Isoﬂäche einer in Q deﬁnierten skalarwertigen Funktion φ auszudrücken.
Bild 2.10 zeigt den Verlauf der Funktion φ = x2 − 1 mit den Nullstellen xA und
xB, die als Grenzpunkte die Teilstücke Ω1 und Ω2 des eindimensionalen Gebietes Ω
voneinander abgrenzen. Die Skalarfunktion läßt eine Aussage über die Zugehörigkeit
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eines Punktes (x, t) ∈ Q = Ω× I zu
φ(x, t) > 0 (x, t) ∈ Q1 = Ω1 × I , (2.3)
φ(x, t) = 0 (x, t) ∈ R = Σ× I , (2.4)
φ(x, t) < 0 (x, t) ∈ Q2 = Ω2 × I . (2.5)
Im n-dimensionalen Raum werden (n−1)-dimensionale Grenzﬂächen erfasst. Beispiel-
haft sind die impliziten Darstellungen eines Kreises (φ = x2+ y2− 1) und einer Kugel
(φ = x2 + y2 + z2 − 1) angegeben.
x
φ
xA xB
Ω2 Ω2Ω1 Ω1
Bild 2.10: Funktion φ mit Null-Isoﬂäche Σ in einer Raumdimension.
Geometrie. Ein Vorteil des Verfahrens sind die aus dem Verlauf der skalaren Funkti-
on ableitbaren geometrischen Größen der Grenzﬂäche. Der Normalenvektor n auf der
Grenzﬂäche kann mit
n(x, t) =
∇φ(x, t)
‖∇φ(x, t)‖ (2.6)
für jeden Punkt (x, t) der Grenzﬂäche bestimmt werden und ist in den Bereich φ > 0
orientiert. Deﬁnition (2.6) setzt die stetige Diﬀerenzierbarkeit der Funktion voraus.
Die Fraktionsfunktion der ebenfalls auf einer impliziten Beschreibungsweise beruhen-
den VOF-Methode besitzt entlang der Grenzﬂäche einen unstetigen Funktionsverlauf
mit unendlich großem Gradienten und kann daher nicht direkt zur Bestimmung der
Normalen nach Gleichung (2.6) eingesetzt werden. Eine geeignete Deﬁnition der skalar-
wertigen Funktion φ unter Vermeidung lokal steiler bzw. ﬂacher Gradienten ist daher
zweckmäßig.
Die Krümmung κ des Interfaces entspricht der Divergenz des Vektorfeldes n entlang
der Grenzﬂäche
κ(x, t) = ∇ · n(x, t) (2.7)
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und ermöglicht die Unterscheidung in konvexe (κ < 0) und konkave (κ > 0) Grenzﬂä-
chenregionen.
Zur Bestimmung weiterer geometrischer Größen dienen die eindimensionale Signum-
funktion
sign(φ) =
−1 φ(x, t) ≤ 0,
1 φ(x, t) > 0
(2.8)
und die Dirac-Deltafunktion
δ(φ) =
0 φ(x, t) 6= 0,
1 φ(x, t) = 0
. (2.9)
Mit Hilfe von (2.8) kann das Integral einer Funktion f über die implizit erfassten
Teilgebiete Q1 und Q2 als Integral über das Gesamtgebiet Q beschrieben werden∫
Q1
fdQ =
1
2
∫
Q
f (1 + sign(φ)) dQ, (2.10)
∫
Q2
fdQ =
1
2
∫
Q
f (1− sign(φ)) dQ. (2.11)
Gleiches gilt für Integrale entlang der Grenzﬂäche R∫
R
fdR =
∫
Q
f δ(φ) dQ, (2.12)
mit Verwendung der Dirac-Deltafunktion (2.9).
Abstandsfunktion. Die von Osher und Sethian [75] eingeführte Level-Set-Methode
deﬁniert die Funktion φ als vorzeichenbehaftete Abstandsfunktion
φ(x, t) = ±min(‖x(t)− x(t)R‖) ∀x(t) ∈ Q. (2.13)
Die absolute Größe von φ am Punkt (x, t) entspricht genau dem Betrag des kleinsten
euklidischen Abstandes von x zu jedem Punkt xR der Grenzﬂäche R zum Zeitpunkt
t. An bestimmten Punkten des Gebiets Q kann Äquidistanz zu mehreren Punkten der
Grenzﬂäche R vorliegen und somit∇φ unbestimmt sein. Da dieser Fall im Allgemeinen
bei ausreichend geringer Krümmung des Interfaces in einiger Entfernung zur Grenz-
ﬂäche auftritt und dort eine Gradientenbestimmung von φ nicht erforderlich ist, fällt
diese Einschränkung kaum ins Gewicht.
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xφ
xA xB
Ω2 Ω2Ω1 Ω1
Bild 2.11: Vorzeichenbehaftete Abstandsfunktion: eindimensional mit φ = ‖x‖ − 1.
Bild 2.11 zeigt die als Abstandsfunktion deﬁnierte Skalarfunktion φ, mit deren Hilfe
wie in Bild 2.10 die Grenzpunkte xA und xB, als auch die Teilgebiete Ω1 und Ω2
beschrieben werden. Die Unstetigkeitsstelle bei x = 0 liegt entfernt zur Grenzﬂäche
mit φ = 0. An jedem anderen Punkt x ∈ Q ist der kürzeste Abstand zur Grenzﬂäche
bekannt. Die Festlegung der Funktion als vorzeichenbehaftete Abstandsfunktion ist auf
höhere Raumdimensionen übertragbar. Für die geometrischen Größen gelten weiterhin
die Beziehungen (2.6) und (2.7).
Nichtgeschlossene Fronten. Endet ein Interface innerhalb des Gebietes Ω, kann
die Bezeichnung Grenzﬂäche nicht aufrecht erhalten werden, da eine Abgrenzung
von Teilgebieten nicht stattﬁndet (Bild 2.12). Kurven und Flächen dieser Art können
im Kontext bestimmter physikalischer . Die Möglichkeit einer Beschreibung mit der
Level-Set-Methode ist zu prüfen.
Σ
Ω1
Ω1
Ω2 Σ1
Σ2
Ω
Bild 2.12: Geschlossene (a) und oﬀene (b) Interfaces.
Zur Erfassung oﬀener Kurven oder Flächen sind zusätzliche skalarwertige Funktionen
zu deﬁnieren. Die Abstandsfunktion φ beschreibt die Lage des Interfaces, während eine
weitere Abstandsfunktion ϕ die Endpunkte des oﬀenen Interfaces implizit kennzeichnet
(Bild 2.13).
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φ > 0
ϕ > 0
φ < 0
ϕ > 0
φ < 0
ϕ < 0
φ > 0
ϕ < 0
φ > 0
ϕ < 0
φ < 0
ϕ < 0
Σ
Bild 2.13: Repräsentation einer oﬀenen Kurve mit zwei Abstandsfunktionen φ und ϕ.
Dynamik der Grenzﬂäche. Die Lageänderung eines materiellen Punktes auf der
Grenzﬂäche ist abhängig von Betrag und Richtung der an diesem Ort vorliegenden
Geschwindigkeit v. Die Null-Isoﬂäche der Funktion φ muß zu jedem Zeitpunkt ihrer
Bewegung mit der Lage der Grenzﬂäche R identisch sein  daher gilt
φ(x(t), t) = 0 (2.14)
entlang des Bewegungspfades des materiellen Grenzﬂächenpunktes (x, t). Die Zeitab-
leitung von Gleichung (2.14) unter Anwendung der Kettenregel beschreibt die Ent-
wicklung der Funktion φ mit
∂φ
∂t
+
∂x(t)
∂t
· ∇φ = 0 (2.15)
und führt mit Gleichung (2.1) zur Evolutionsgleichung
∂φ
∂t
+ v · ∇φ = 0. (2.16)
Sie beschreibt die Bewegung des Interfaces in einem Geschwindigkeitsfeld v. In der
Literatur wird (2.16) bei der Deﬁnition von φ mit (2.13) als Level-Set-Gleichung
bezeichnet.
In vielen Fällen liegt das Geschwindigkeitsfeld nicht ausschließlich auf der Grenzﬂäche
R vor, sondern ist in natürlicher Weise in Q deﬁniert (z.B. Strömungen). Unter dieser
Voraussetzung ist Gleichung (2.16) im gesamten Gebiet mit der Anfangsbedingung
φ(ta)− φa = 0 in Ω, (2.17)
zur Festlegung einer anfänglichen Grenzﬂächenlage und der Randbedingung
φ− φ¯ = 0 auf P : v · nP < 0, (2.18)
zu lösen, wobei nP die nach außen gerichtete Randnormale des äußeren Gebietsrandes
P ist. Die Randbedingung (2.18) gewährleistet an allen Punkten des Gebietrandes,
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an denen Information in das Berechnungsgebiet eingetragen wird (v · nP < 0), einen
deﬁnierten Zustand der Level-Set-Funktion. Die Vorgabe von φ¯ erfolgt idealerweiser
konsistent zur Abstandseigenschaft. Die in Abschnitt 2.2.4 vorgenommenen Untersu-
chungen zeigen jedoch, daß es in vielen Fällen hinreichend ist, die Level-Set-Funktion
am Einﬂußrand des Gebietes vorzeichengerecht und in der Größenordnung der Level-
Set-Werte benachbarter Gebietspunkte einzustellen.
Ist das Geschwindigkeitsfeld v nicht verfügbar, sondern ausschließlich die lokalen Grenz-
ﬂächengeschwindigkeiten, können Extrapolationsmethoden [2, 23] eingesetzt werden,
um im gesamten Gebiet Q ein künstliches Geschwindigkeitsfeld w zu erzeugen, das das
Interface konform zu den lokalen Interface-Geschwindigkeiten bewegt. Die Lösung von
Gleichung (2.16) erfaßt neben Lage- auch Formänderungen bzw. topologische Wech-
sel der Grenzﬂäche in natürlicher Weise. Bild 2.14 stellt das Zusammentreﬀen zweier
Grenzﬂächen und eine entsprechende Gebietsvereinigung dar.
x
y
φ
x
y
φ
Bild 2.14: Gestaltänderung von Gebieten und Fronten mit der Level-Set-Methode [86].
2.2.2 Hamilton-Jacobi-Gleichungen und Erhaltungsgleichungen
Gleichungen der Form
∂φ
∂t
+H(∇φ) = 0, (2.19)
werden als vom Hamilton-Jacobi-Typ bezeichnet. Der Hamilton-Operator H ist eine
Funktion von Raum und Zeit. Hamilton-Jacobi-Gleichungen besitzen höchstens Ab-
leitungen ersten Grades der Funktion φ und sind hyperbolische partielle Diﬀerential-
gleichungen. Der Hamilton-Operator der Level-Set-Gleichung (2.16) ist H = v · ∇φ.
In diesem Abschnitt werden Zusammenhänge zwischen der Level-Set-Gleichung als
spezielle Hamilton-Jacobi-Gleichung und skalarwertigen Bilanzgleichungen hergestellt.
Ausgehend von der eindimensionalen Level-Set-Gleichung in lokaler Form
∂φ
∂t
+ v φ,x = 0 (2.20)
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folgt durch Ableitung nach der Raumkoordinate x die Gleichung
∂φ,x
∂t
+
∂
∂x
(v
∂φ,x
∂t
) = 0. (2.21)
Mit der Größe u = φ,x erhält (2.21) mit
∂u
∂t
+
∂
∂x
(vu) = 0 (2.22)
die Form einer lokalen Erhaltungsgleichung für die skalare Größe u. Die Lösung der
Erhaltungsgleichung (2.22) entspricht der räumlichen Ableitung der Lösung φ der ein-
dimensionalen Level-Set-Gleichung (2.20). Umgekehrt ist die Lösung der Level-Set-
Gleichung identisch mit dem Integral der Lösung der zugehörigen Erhaltungsgleichung.
Für Hamilton-Jacobi-Gleichungen sind nur dann diskontinuierliche Lösungen zu erwar-
ten, wenn die Lösung der korrespondierenden Erhaltungsgleichung zur Deltafunktion
degeneriert. Daher sind Lösungen der Level-Set-Gleichung im Allgemeinen kontinu-
ierlich und weisen somit günstige Eigenschaften für eine numerische Behandlung auf,
siehe Bild 2.15.
x
φ
x
u
Bild 2.15: Lösungsanalogie zwischen Hamilton-Jacobi- und Erhaltungsgleichungen.
Im folgenden erfährt die lokale Level-Set-Gleichung eine Überführung in die integrale
Darstellung. Die Lösung dieser gewichteten Integralform erfüllt die lokale Level-Set-
Gleichung im Mittel über das gesamte Gebiet einer Raum-Zeit-Scheibe. Zusammen
mit einer Stabilisierung der reinen Advektionsgleichung ist das numerische Verfahren
in der Lage, eine eindeutige Lösung zu bestimmen.
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2.2.3 Raum-Zeit-Finite-Element-Formulierung
Die stabilisierte und zeitdiskontinuierliche Raum-Zeit-Finite-Element-Formulierung der
Level-Set-Gleichung für die Raum-Zeit-Scheibe Qn = Ωt× In mit dem Dirichlet-Rand
Pφn = Γ
φ
n × In lautet∫
Qn
δφ
(
∂φ
∂t
+ v · ∇φ
)
dQ (2.23a)
+
∫
Qn
δφ(t+n )
(
φ(t+n )− φ(t−n )
)
dQ (2.23b)
+
∑
e
∫
Qen
L(δφ) τL L(φ) dQ (2.23c)
+
∫
Pφn
δφ
1
²
(φ− φ¯) dP = 0 ∀ δφ . (2.23d)
Der Operator
L(φ) = ∂φ
∂t
+ v · ∇φ (2.24)
beschreibt das Residuum der diﬀerentiellen Form (2.16) der Level-Set-Gleichung. Die
numerische Lösung der Level-Set-Modellgleichung im Raum-Zeit-Gebiet Q erfolgt se-
quentiell mit der Auswertung von (2.23) für alle Zeitscheiben Q0, . . . , QN−1 und be-
ginnt nach (2.17) mit der die initialen Gebiete und Grenzﬂächen beschreibenden An-
fangsbedingung
φ(t−a ) = φa in Ω. (2.25)
Primale Variable der Formulierung ist die vorzeichenbehaftete Abstandsfunktion φ,
ihre Approximation erfolgt stetig im Raum und weist in der Zeit diskontinuierliche
Verläufe an den Übergängen der Zeitscheiben auf. Die im Rahmen dieser Arbeit ein-
gesetzten isoparametrischen 6-Knoten-Raum-Zeit-Prismenelemente verwenden zur In-
terpolation der Level-Set-Funktion und der Geometrie lineare Ansätze.
In der gewichteten Integralformulierung (2.23) der Level-Set-Gleichung zeigt Zeile
(2.23a) die nach Bubnov-Galerkin-Wichtung von (2.16) folgende Form der Advekti-
onsgleichung mit externem Geschwindigkeitsfeld v. Der Sprungterm der Level-Set-
Funktion in Zeile (2.23b) erfüllt die Übergangsbedingungen an den Zeitscheibenrän-
dern in der diskontinuierlichen Galerkin-Formulierung. In Zeile (2.23c) folgt die für Ad-
vektionsgleichungen erforderliche Stabilisierung in Form einer Galerkin-/Least-Squares-
Stabilisierung mit dem elementweise deﬁnierten Stabilisierungsparamter τL. Die Zeile
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(2.23d) beinhaltet die mit der Abstandsfunktion und einem Penalty-Faktor 1² gewichte-
te Integralformulierung der Dirichlet-Randbedingung (2.18) auf allen Randabschnitten
Pφn = {(x, t) : v ·nP < 0} mit Informationseintrag in das Gebiet Q durch ein externes
Geschwindigkeitsfeld.
Stabilisierung. Die Anwendung des Bubnov-Galerkin-Verfahrens zur numerischen
Lösung von Advektions-Diﬀusions-Gleichungen führt bei Dominanz der advektiven
Anteile zu unphysikalischen Oszillationen der Lösung in Raum und Zeit. Die Mo-
dellgleichung der Level-Set-Methode ist eine reine Advektionsgleichung ohne diﬀusive
Anteile. Eine Galerkin-/Least-Squares-Stabilisierung der Level-Set-Gleichung sichert
glatte Lösungen im Bereich ausgeprägter Advektion. Die Festlegung des Stabilisie-
rungsparameters folgt den Empfehlungen von Tezduyar et al. [102] und Barth [8] zu
τL =
1√(
2
∆t
)2
+
(
2‖vrel‖
h
)2 . (2.26)
Der Durchmesser eines Kreises vom Flächeninhalt der zeitlich gemittelten Elementﬂä-
che geht als lokales Längenmaß h in den Stabilisierungsparameter ein. Der Betrag der
Geschwindigkeit vrel relativ zu einer Netzbewegung ﬁndet als Maß der advektierenden
Geschwindigkeit ebenfalls Eingang in den Stabilisierungsparameter τL. Mit feiner wer-
dender räumlicher und zeitlicher Diskretisierung strebt der Stabilisierungsparameter
gegen Null.
Grenzﬂächenlage im Element. Ein wesentlicher Vorteil der Finite-Element-Appro-
ximation der Level-Set-Funktion besteht in der Möglichkeit, elementweise die raum-
zeitliche Lage der Grenzﬂäche mit φ = 0 durch Auswertung der Ansatzfunktionen für
φ zu bestimmen. Bei entsprechend abgestimmter Wahl von Elementgeometrie und An-
sätzen in Raum und Zeit kann die Lage der diskreten Grenzﬂäche im Element exakt
bestimmt werden. Raum-Zeit-Simplex-Elemente besitzen diese Eigenschaft, für das
Prismenelement gilt dies nur für die Raumdimensionen (Bild 2.16).
x1
t
x2
φ = 0
Bild 2.16: Diskrete Lage der Grenzﬂäche (φ = 0) im Raum-Zeit-Prismen-Element.
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Einige physikalische Aufgabenstellungen erfordern die Auswertung von Integralen über
die Grenzﬂäche R. Nach einer Bestimmung der elementweisen Integrationspunkte auf
dem interpolierten Interface können diese Terme mit hoher Genauigkeit numerisch
bestimmt werden.
2.2.4 Konvergenzuntersuchungen
Die Qualität der mit der Raum-Zeit-Finite-Elemente-Methode gewonnenen Lösung der
Level-Set-Gleichung ist zu bewerten und die Konvergenzeigenschaften des Lösungsver-
fahrens zu untersuchen. Zu diesem Zweck wird eine geometrische Figur Starrkörperbe-
wegungen (Translation, Rotation) und Deformationen ausgesetzt. Für alle Testfälle ist
die zu erwartende Endlage φerw der Figur bekannt  sie stimmt mit der Ausgangslage
überein. Zur Bestimmung der Lagegenauigkeit des berechneten Interfaces φber wird
das von Sussmann [97] deﬁnierte Fehlermaß
eφ =
1
2L
∑
e
∫
Ωe
‖ sign(φerw)− sign(φber) ‖ dΩ (2.27)
verwendet. Die Berechnung des Integrals über das räumliche Elementgebiet mit unste-
tigem Integranden ist durch Unterteilung in Subelemente anhand der Null-Isokonturen
möglich. Das Maß L entspricht der Gesamtlänge des erwarteten Interfaces. Volumen-
verluste bzw. -gewinne sind mit Vorschrift (2.11) für die absolute Volumenabweichung
ev− = ‖ V −0 − V −ber ‖ (2.28)
des Teilgebiets mit φ < 0 bezüglich seines Volumens V −0 der Ausgangslage zu bestim-
men.
Das folgende Beispiel untersucht das Verhalten einer kreisförmigen Grenzﬂäche im
zweidimensionalen Raum. Auf einem Quadrat der Kantenlänge H = 1m mit Ursprung
(x0 = 0, y0 = 0) beschreibt die Abstandsfunktion φ0 =
√
(x− xc)2 + (y − yc)2 − r
einen Kreisring mit dem Radius r = 0.15H und den Mittelpunktskoordinaten (xc =
0.5H, yc = 0.75H). Die Bewegung des Kreisrings erfolgt mit drei vorgegebenen zeitab-
hängigen Geschwindigkeitsfeldern (in m/s)
vtrans(x, t) = cos(pit)
(
0
−1
)
(2.29)
vrot(x, t) = cos(pit)
(
−32 + y
−3x
)
(2.30)
vdeform(x, t) = cos(pit)
(
−8 sin2(pix) sin(piy) cos(piy)
8 sin2(piy) sin(pix) cos(pix)
)
, (2.31)
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die so konstruiert sind, daß bei exakter Lösung der Bewegungsgleichung die Lage des
Kreisrings zum Zeitpunkt t = 1.0s mit der Ausgangslage übereinstimmt. Die ersten
beiden Felder vtrans und vrot sind divergenzfrei und rufen Starrkörperbewegungen des
Kreisrings hervor. Im Gegensatz dazu ist vdeform divergenzbehaftet. Die im Zeitverlauf
hier eintretende und bei t = 0.5s maximale Verzerrung der ursprünglichen Kreisform
wird mit dem zeitabhängigen Term zum Zeitpunkt t = 1.0s rückgängig gemacht.
Die numerische Lösung erfolgt mit Raum-Zeit-Prismenelementen auf verschieden fei-
nen regelmäßigen Netzen, siehe Bild 2.17, mit Knotenabstand∆h = 10−1m, . . . , 10−3m
und der Zeitschrittweite ∆t = 10−3s im Bereich T =]0s, 1s]. Der Penalty-Faktor zur
Realisierung gesetzter Größen für die Level-Set-Funktion φ auf Bereichen des Gebiets-
randes mit in das Gebietsinnere gerichteten Geschwindigkeitsvektoren wird zu 1² = 1
gewählt und liegt in der Größenordnung der Gebietsabmessungen. Die Wahl eines
wesentlich größeren Penalty-Faktors hat in den untersuchten Fällen nur geringfügig
Einﬂuß auf die Sicherstellung der Vorzeichentreue der Level-Set-Funktion.
Bild 2.17: Netz und Anfangsbedingung Level-Set-Funktion
Bild 2.18 zeigt exemplarisch die Geschwindigkeitsfelder der drei Testfälle bei t = 0 und
die Lage der bewegten Grenzﬂäche zu den Zeitpunkten t = 0.5s und t = 1.0s aus einer
numerischen Berechnung auf einem mittelfeinen Netz (∆h = 4 · 10−2m). Im Fall von
Translation und Rotation bleibt während der Bewegung die Gestalt der Grenzﬂäche
erhalten, wobei die Level-Set-Funktion am Ende der Berechnung von der Anfangs-
bedingung abweichen kann. Unter Einﬂuß des verzerrenden Geschwindigkeitsfeldes
vdeform treten in der zeitlichen Entwicklung erhebliche Stauchungen und Streckungen
der Level-Set-Funktion auf, die zu lokal großen Krümmungen des Null-Niveaus führen
und sehr feine Grenzﬂächenstrukturen ausbilden. Fällt die Abmessung solcher Struktu-
ren unter die des zugrundeliegenden Berechnungsnetzes, kann die ﬁligrane Grenzﬂäche
nicht mehr hinreichend approximiert werden. In diesem Fall kommt es zu einer unzu-
lässigen Anlagerung bzw. Auﬂösung der kritischen Bereiche.
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Bild 2.18: Translatorische, rotatorische und deformative Bewegung.
Für alle drei Testfälle ist die Entwicklung des mit (2.27) bestimmten Fehlers der Grenz-
ﬂächenendlage in Abhängigkeit von der Auﬂösung des räumlichen Netzes in Bild 2.19a
dargestellt. Der Lagefehler eφ konvergiert für lineare Ansätze in Raum und Zeit und
unabhängig vom vorliegenden Geschwindigkeitsfeld quadratisch gegen Null. Es ist er-
sichtlich, daß der Lagefehler der Starrkörperbewegungen konstant eine Größenordnung
unter dem Fehler der Endlage des deformierten Kreises liegt. Eine Ursache hierfür ist
der irreversible Verlust von in der Level-Set-Funktion enthaltenen Gebietsinformati-
onen bei Schwächen der räumlich linearen Ansatzfunktionen in der Umgebung stark
gekrümmter Null-Isoﬂächen.
Ähnliche Aussagen gelten für den absoluten Volumenfehler ev−, siehe Bild 2.19b. Die
Konvergenzrate des Fehlers bei Bewegung in einem translatorischen bzw. rotatorischen
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Geschwindigkeitsfeld ist von zweiter Ordnung. Der Volumenfehler im Deformationsbei-
spiel konvergiert hingegen nur näherungsweise quadratisch gegen Null. Das verzerrende
Geschwindigkeitsfeld und daraus resultierende lokale Approximationsschwächen führen
zu einer absolut gesehen größeren Volumenabweichung. Bild 2.19b unterstreicht das
monotone Konvergenzverhalten des Verfahrensfehlers der durch die Level-Set-Funktion
erfassten Lage und Volumina.
Bild 2.19: Konvergenzuntersuchung: Lagefehler und Volumenfehler.
2.2.5 Normale und Krümmung der Grenzﬂäche
Typisch für Aufgabenstellungen randgekoppelter Kontinua ist das Auftreten von Mo-
dellgleichungstermen, in die die Normale oder die Krümmung des Kopplungsrandes ein-
gehen. Neben der Lagebeschreibung durch die Null-Isokontur der Level-Set-Funktion
ist daher oft die Bestimmung von Grenzﬂächennormale und -krümmung erforderlich.
Mit Gleichung (2.6) ist die Ermittlung der Normale an einen Punkt der Grenzﬂäche
durch Bildung der ersten Ableitung von φmöglich, mit (2.7) und den zweiten Ableitun-
gen der Level-Set-Funktion die Krümmungsbestimmung. Die Grenzﬂächennormale im
Element ist bei linearen Ansätzen räumlich konstant und von erster Ordnung genau.
Eine Aussage über die Größe der Krümmung ist in diesem Fall nicht möglich, da die
zweiten Ableitungen nach den Raumkoordinaten verschwinden. Nur die Verwendung
höherer polynomialer Ansätze für φ ermöglicht die direkte Ermittlung der Krümmung.
Diese Beschränkung kann bei Bestimmung von Normale und Krümmung mit dem
Gradientenmittelungsverfahren (gradient averaging technique) vermieden werden. Die
Berechnung eines geglätteten Vektorfeldes der Normalen n˜ gelingt durch Lösung der
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aus (2.6) entwickelten gewichteten Integralgleichung∫
Qn
δn˜ · n˜ dQ−
∫
Qn
δn˜ · ∇φ‖∇φ‖ dQ = 0 ∀ δn˜ (2.32)
in der Raum-Zeit-Scheibe Qn und führt zu einer C0-stetigen Approximation der Nor-
male im Berechnungsgebiet. Auf Grundlage dieser Normalenlösung ist die Krümmung
der Grenzﬂäche nach (2.7) mit elementweise konstantem Verlauf angenähert. Zur Er-
mittlung eines stetigen Krümmungsverlaufes κ˜ über die Elementkanten kann alternativ
auf (2.7) die Methode der gewichteten Residuen angewendet und die nach partieller
Integration resultierende schwache Form∫
Qn
δκ˜ κ˜ dQ+
∫
Qn
δ∇κ˜ · n˜ dQ+
∫
Pn
δκ˜ n˜ · nP dP = 0 ∀ δκ˜ (2.33)
in der Raum-Zeit-Scheibe verwendet werden. In [90] wird für den räumlichen Fall ge-
zeigt, daß mit Lösung der Integralformen (2.32) und (2.33) zur Normalen- und Krüm-
mungsberechnung ein Verfahren höherer Ordnung vorliegt. Mit linearen Ansätzen für
φ, n˜ und κ˜ im Raum konvergiert das Verfahren im diskutierten Beispiel quadratisch
gegen die exakte Lösung.
2.2.6 Reinitialisierung
Die Anfangsbedingung (2.17) der Level-Set-Gleichung wird nach Deﬁnition (2.13) als
vorzeichenbehaftete Abstandsfunktion bezüglich der Grenzﬂäche Σ eingebracht. Da die
Lösung von (2.16) im Regelfall keine Abstandsfunktion mit der Eigenschaft ‖∇φ‖ =
1 ist, siehe [36], können lokale Abﬂachungen bzw. Aufsteilungen in Verlauf von φ
auftreten, wie in Bild 2.20 schematisch gezeigt. Ursache sind starke Gradienten im
transportierenden Geschwindigkeitsfeld v der Level-Set-Funktion.
x
φ
x
φ
v
Bild 2.20: Abweichungen von der Abstandseigenschaft der Level-Set-Funktion.
Aus diesem Grunde ist es zweckmäßig, die Level-Set-Funktion φ als vorzeichenbehaf-
tete Abstandsfunktion zu reinitialisieren. Auf diese Weise bleibt der Verlauf von φ
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im Bereich der Grenzﬂäche hinreichend glatt und besitzt die Eigenschaft ‖∇φ‖ = 1.
Die Reinitialisierung von φ, d.h. eine Lösungsmodiﬁkation der instationären Level-
Set-Gleichung ist zulässig, da die Lage der Grenzﬂäche nicht von der speziellen Wahl
der Anfangsbedingung φa abseits der Null-Isokontur abhängig ist, sondern nur von
der durch φa = 0 beschriebenen Initialgrenzﬂäche. Bei Reinitialisierung wird eine de-
generierte Level-Set-Funktion φ durch eine neue Abstandsfunktion φ˜ mit identischer
Null-Isokontur ersetzt.
In der Raum-Zeit-Finite-Element-Formulierung der Level-Set-Gleichung kann eine mo-
diﬁzierte Level-Set-Funktion φ˜ mit den Übergangsbedingungen (2.23b) zwischen den
Zeitscheiben
φ(t+n ) = φ˜(t
−
n ) (2.34)
berücksichtigt werden. Die reinitialisierte Lösung am Ende der letzten Zeitscheibe ist
Anfangsbedingung der Berechnung der aktuellen Zeitscheibe.
Methoden. Das Ziel jeder Reinitialisierung ist die Erzeugung einer kompatiblen vor-
zeichenbehafteten Abstandsfunktion φ˜ bezüglich der Grenzﬂäche Σ. Bestehende Ver-
fahren unterscheiden sich hauptsächlich darin, ob eine Parametrisierung der implizit
erfaßten Grenzﬂäche stattﬁndet oder gerade dies vermieden wird.
Der Ansatz von Sussmann et al. [100] vermeidet eine Parametrisierung durch Lösung
der instationären und nichtlinearen Advektionsgleichung
∂φ˜
∂τ
+ sign(φ) n(φ˜) · ∇φ˜ = sign(φ) , (2.35)
mit der Anfangsbedingung
φ˜(τ = 0) = φ (2.36)
in künstlicher Zeit τ . Gleichung (2.35) transportiert die Eigenschaft ‖∇φ‖ = 1 vorzei-
chengerecht vom Interface mit φ = 0 in das Berechnungsgebiet hinein. Die stationäre
Lösung entspricht einer vorzeichengerechten Abstandsfunktion mit unveränderter Lage
der Null-Isokontur. Daß die Grenzﬂäche bei diesem Ansatz nicht diskret lokalisiert wer-
den muß, ist vor allem bei räumlich dreidimensionalen Aufgaben von großem Vorteil.
Dennoch ist dieses Vorgehen mit Lösung einer hyperbolischen Diﬀerentialgleichung
mit einem nicht zu vernachlässigenden numerischen Aufwand verbunden.
Zu den die Grenzﬂäche lokalisierenden Verfahren gehört die eﬃziente Lösung der Ei-
konalgleichung
‖∇φ‖ = 1 , (2.37)
40
wie von Adalsteinsson und Sethian in [1, 84, 85] beschrieben. Ausgehend von einer
direkten Abstandsbestimmung der Knoten aller grenzﬂächenbeherbergenden Elemen-
te zum Nullniveau, wird sukzessive und mit zunehmender Entfernung vom Interface
die reinitalisierte Abstandsfunktion aufgebaut. Dabei gewährleistet ein graphentheo-
retischer Ansatz, daß die Knoten des Berechnungsnetzes mit minimaler Häuﬁgkeit
bearbeitet werden. In Kombination mit eﬃzienten Datenstrukturen (Binärbäume) ist
dieser Algorithmus als Fast Marching Method (FMM) in die Literatur eingegangen.
Ein weiterer parametrisierender Ansatz ist rein algebraischer Natur. Die direkte Me-
thode [79, 25, 90] extrahiert in einem ersten Schritt die Grenzﬂäche als Menge geometri-
scher Primitiva (z.B. Geraden in zwei Dimensionen, Dreiecke in 3 Raumdimensionen).
Anschließend wird für jeden Knoten der kürzeste Abstand zu allen zuvor extrahier-
ten Segmenten bestimmt. Das Vorzeichen der Abstandsfunktion φ˜(x) ist identisch mit
dem der degenerierten Level-Set-Funktion φ(x). Obwohl der Zeitaufwand mit wach-
sender Knotenzahl je Raumrichtung mit höherer Ordnung anwächst, stellt er oft nur
einen Bruchteil der Berechnungszeit zur Lösung des physikalischen Problems dar. Der
Einsatz spezieller Techniken (Quadtree-, Octree-Verfahren) kann eine erhebliche Re-
duktion des Aufwandes ermöglichen [94].
In Abwägung der algorithmischen Komplexität der beschriebenen Methoden und der
Möglichkeit, im Rahmen von Finite-Element-Ansätzen die Nullmenge der Level-Set-
Funktion im Element eindeutig parametrisieren zu können, ist in dieser Arbeit die
direkte Methode realisiert.
2.2.7 Verbesserung der Erhaltungseigenschaften
Das Vermögen der Level-Set-Methode, Strukturen der Grenzﬂächengeometrie zu er-
fassen ist stark an die Güte der Approximation gekoppelt. Bei Verwendung höherer
Ansätze bzw. feinerer Netze ist zu erwarten, daß kleinskalige Interfacestrukturen oder
große Grenzﬂächenkrümmungen hinreichend genau abgebildet werden können. Der
Einsatz entsprechender h- und p-adaptiver Verfahren ist ein vielversprechender An-
satz, Auﬂösungsvermögen und gegebenenfalls Volumenkonservativität wesentlich zu
erhöhen.
Neben adaptiven Ansätzen existieren eine Reihe weiterer Verfahren, die insbesondere
die Volumenerhaltung der Level-Set-Methode zum Ziel haben. Um Fehler bei der ge-
legentlichen Reinitialisierung der Level-Set-Funktion zu minimieren, schlagen Chang
[22] sowie Sussmann und Fatemi [97] Nebenbedingungsformulierungen im Rahmen
eines Finite-Diﬀerenzen-Schemas vor. Approximationsfehler bei der Lösung der Level-
Set-Gleichung werden hiermit jedoch nicht reduziert. Smolianski [90] korrigiert die
Lage der Null-Isoﬂäche durch Addition eines gebietskonstanten Wertes φc zur Ab-
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standsfunktion φ. Der Korrekturwert φc wird als die auf die Interfacelänge bezogene
Volumenabweichung bestimmt. Bei komplexer Grenzﬂächengeometrie hat sich dieser
Ansatz nicht bewährt, da inhomogene Gebiete und Interfaces in der Regel eine stark
ortsabhängige Korrekturfunktion φc benötigen. Der hybride Ansatz von Enright [30]
kombiniert Level-Set-Methode und Partikelverfahren. Masselose Punktpartikel werden
in Lagrangescher Form durch das Geschwindigkeitsfeld v bewegt, während die Level-
Set-Funktion in Eulerscher Betrachtungsweise advektiert wird. Nach Auswertung der
mit verfahrensbedingt geringeren Fehlern behafteten Partikelpositionen wird die Null-
Isokontur der Level-Set-Funktion modiﬁziert. In [30] ist gezeigt, daß diese hybride
Herangehensweise Volumen- und Lagefehler wesentlich minimieren kann. Allgemeine
Aussagen über die Konvergenzeigenschaften des Verfahrens sind jedoch nicht möglich.
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3. Diskontinuierliche Beschreibungsgrößen
3.1 Anforderungen und Überblick
Die Finite-Element-Methode ist in vielen Bereichen des Ingenieurwesens ein etablier-
tes Verfahren zur Lösung der Modellgleichungen komplexer physikalischer Prozesse.
Ihre Popularität verdankt dieses numerische Lösungsverfahren seiner Flexibilität und
Robustheit in der Anwendung auf verschiedene Aufgabenstellungen. Dazu gehören die
Elasto- und Fluiddynamik, Wärmeleitung und Elektromagnetismus. Nichtlinearitäten
im Gleichgewicht, der Kinematik und den Konstitutivgleichungen können berücksich-
tigt werden. Trotz dieses Erfolges der Methode existieren Anwendungsbereiche, für die
der Einsatz herkömmlicher Finite-Element-Ansätze als wenig geeignet gilt.
Standard-Finite-Element-Methoden verwenden stückweise stetig diﬀerenzierbare Po-
lynome zur Approximation unbekannter Feldgrößen. Enthält die Lösung der zu be-
trachtenden Aufgabe Diskontinuitäten, diskontinuierliche Gradienten, Singularitäten
oder Grenzschichten, d.h. besitzt die Lösungsfunktion deutlich nichtpolynomialen Cha-
rakter, folgt oft eine signiﬁkante Verschlechterung der Konvergenzeigenschaften [42].
Ursache für dieses Verhalten sind auf den Lösungsraum nicht abgestimmte Approxima-
tionsansätze. Zur Erzielung einer hinreichenden Lösungsgenauigkeit ist die aufwendige
Anpassung der Diskretisierung nötig, im Allgemeinen eine gravierende Verfeinerung
des räumlichen Netzes in der Umgebung der nichtpolynomialen Lösung.
Der Einsatz adaptiver Verfahren, die die räumliche Auﬂösung (h-Version) bzw. den
Polynomgrad der Ansatzfunktionen (p-Version) auf Grundlage geeigneter Fehlerin-
dikatoren und -schätzer erhöhen, kann die Genauigkeit der Lösung verbessern. Da
adaptive Verfahren den Funktionenraum der Approximation nur in gewissen Grenzen
variieren (Änderung des Polynomgrades) und selten an die oben erwähnten speziellen
Lösungseigenschaften anpassen können, bleiben die Konvergenzeigenschaften herab-
gesetzt. Eine Alternative ist die zweckmäßige Ansatzmodiﬁkation der zu approximie-
renden physikalischen Größe, so daß der Funktionenraum der modiﬁzierten Approxi-
mation das Verhalten der Lösung widerspiegeln kann. Hierbei tragen ersetzende bzw.
ergänzende Ansatzfunktionen dem speziellen Charakter der Lösung Rechnung. Hierzu
zählen spektrale [20] und rationale [105] Finite-Element-Ansätze, hierarchische ﬁnite
Elemente [107, 7, 54] und die Partition-of-Unity-FEM [63, 6].
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Wie adaptive Verfahren sind auch Methoden, die den Ansatzraum dem zu untersuchen-
den Problem anpassen, mit einem Mehraufwand bei der numerischen Lösung verbun-
den. Liegt Vorauswissen über Lösungscharakteristiken der Aufgabe vor, ist in vielen
Fällen durch die geeignete Wahl des Approximationsraumes ein deutlich verbesser-
tes Konvergenzverhalten des Verfahrens im Vergleich zu standardmäßig polynomialen
Finite-Element-Ansätzen zu verzeichnen.
3.2 Angereicherte Finite-Element-Ansätze
Die Modiﬁkation der Ansatzfunktionen ﬁniter Elemente ist dann zweckmäßig, wenn
a priori Aussagen über Ort und Eigenschaften der zu erwartenden Lösungsfunktion
vorliegen und in die Modellierung der Finite-Element-Basis einﬂießen können. Ein
unmittelbarer Zusammenhang zwischen charakteristischem Lösungsverlauf und dessen
Lage ist bei randgekoppelten Kontinua mit der Kopplungsﬂäche gegeben und tritt zum
Beispiel bei Kontaktunstetigkeiten in Erscheinung.
Die Anwendung kontinuierlicher Standardansätze zur Approximation diskontinuierli-
cher Funktionen kann zu unphysikalischen und damit unbrauchbaren Lösungen führen
[50]. Aus dem Umfeld numerischer Untersuchungen von Schädigungsprozessen und
Rißbildung entwickelten Ortiz [72] und Belytschko [12] ﬁnite Elemente mit eingebet-
teten Diskontinuitäten (embedded discontinuities), die Ansätze für Dehnungs- bzw.
Verschiebungssprünge auf Elementebene deﬁnieren und gegebenenfalls lokal konden-
sieren. Ein Hauptnachteil dieser Herangehensweise liegt jedoch in der gegenseitigen
Abhängigkeit der Ansatzableitungen an den Ufern der Diskontinuität. Klassiﬁzierun-
gen und Bewertungen dieser Methoden sind unter anderem bei Jirásek in [50] und in
den Arbeiten von Oliver und Huespe [47, 71] zu ﬁnden.
Eine alternative Vorgehensweise verwendet das von Melenk und Babu²ka entwickel-
te Partition-of-Unity-Konzept [63] und wird als Erweiterte-Finite-Element-Methode
(XFEM) in den Arbeiten von Moës [64], Daux [27], Sukumar [96] und Belytschko [15]
bezeichnet. Die Partition-of-Unity-Methode erlaubt die gezielte Konstruktion geeigne-
ter Ansatzräume für die zu lösende partielle Diﬀerentialgleichung. Eine zweckmäßig
erweiterte Finite-Element-Basis ist zum Beispiel in der Lage, Sprünge in der Lösungs-
funktion und in deren Ableitung darzustellen. Mit Hilfe zusätzlicher Freiwerte ist ein
unabhängiger Funktionsverlauf jenseits und diesseits der Diskontinuität frei einstell-
bar.
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3.2.1 Partition-of-Unity-Konzept
Eine Menge von Funktionen Nk heißt Partition of Unity (PU), wenn∑
k
Nk(x)p(xk) = p(x) ∀x ∈ Ω (3.1)
erfüllt ist, wobei p eine Polynomialbasis vom Grad n darstellt. In einer Gewichtete-
Residuen-Formulierung sind diese Funktionen als Ansatzfunktionen in der Lage, ei-
ne analytische Lösung bis zum Polynomgrad n exakt abzubilden. Partition-of-Unity-
Methoden [63, 6] verwenden die PU-Funktionen jedoch nicht allein als Ansatzfunk-
tionen, sondern reichern den Approximationsraum mit einer weiteren Basis g an und
wählen einen Ansatz der Form
uhPU (x) =
∑
k
Nk(x) g · uˆk (3.2)
mit modiﬁzierten Approximationseigenschaften. Die Basis g kann mit Lagrange- und
Taylorpolynomen, trigonometrischen Funktionen oder anderen geeigneten Ausdrücken
gebildet werden. Ein Vorauswissen über spezielle Lösungseigenschaften ﬂießt zweck-
mäßigerweise in die Wahl von g ein. Der PU-Ansatz ist in eine Anreicherungsform
überführbar, wenn mit
g =
[
1
ψ
]
und uˆk =
[
uˆk
uˆ∗k
]
(3.3)
die durch alle Ansatzfunktionen Nk gebildete Standardapproximation um die Pro-
dukte Nkψ erweitert wird. Die folgende Darstellung ist auf eine Anreicherungsfunkti-
on ψ beschränkt, die den Standardansatz (1.37) modiﬁziert und im gesamten Gebiet
(N ext = N std) die angereicherte Approximation
uhext(x) =
∑
k∈N std
Nk(x) uˆk +
∑
j∈N ext
Nj(x)ψ(x) uˆ
∗
j (3.4)
mit zusätzlichen Koeﬃzienten uˆ∗j bildet.
Ist das zu erfassende Lösungscharakteristikum nur in einem beschränkten Teil des Be-
rechnungsgebietes präsent, kann der Einsatz einer lokalen Partition-of-Unity-Methode
[64] zweckmäßig sein. Die Approximation (3.4) verwendet in diesem Fall nur in einer
Umgebung (N ext ⊂ N std) der besonderen Lösungsausprägung erweiterte Ansatzfunk-
tionen. Der numerische Aufwand wird erheblich reduziert, da nur dort zusätzliche
Freiheitsgrade uˆ∗j einzuführen sind, wo der Beitrag einer geeignet erweiterten Basis die
Approximationsgüte des Ansatzes steigert. Der Ansatzraum der lokalen Partition-of-
Unity-Methode
Vext = Vstd ⊗
⋃
j∈N ext
Nj(x)ψ(x) (3.5)
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vereinigt die im gesamten Gebiet Ω deﬁnierten Standardansätze mit der Menge der
lokal und nur in einem Teilgebiet Ωext eingeführten erweiternden Ansatzfunktionen.
Bild 3.1 zeigt schematisch die Deﬁnitionsbereiche von standardmäßigen und erweitern-
den Ansatzfunktionen.
Bild 3.1: Globale und lokale PU: Erweiterung der Standardbasis im gesamten Gebiet
(a) bzw. nur in einem Teilgebiet (b).
Geeignete Anreicherungsfunktionen ψ sind in Abhängigkeit der Lösungseigenschaf-
ten zu wählen. Deren Charakteristiken und der Ort ihres Auftretens sind für viele
randgekoppelte Mehrfeldaufgaben a priori bekannt. Dazu zählen die in dieser Ar-
beit behandelten bewegten Kontaktdiskontinuitäten. Weitere physikalische Phänome-
ne, für die ein Vorauswissen über das qualitative Lösungsverhalten existiert, sind in
Abschnitt 1.1 besprochen. Ursache für diskontinuierliche Beschreibungsgrößen sind in
diesem Fall sprunghaft wechselnde Materialeigenschaften, spezielle Übergangsbedin-
gungen oder singuläre Einwirkungen am Kopplungsrand. Von wesentlichem Interesse
bei der numerischen Lösung solcher Aufgaben ist die Vermeidung unphysikalischer Lö-
sungen (z.B. Oszillationen oder unzulässige Wertebereiche der Beschreibungsgrößen).
Da an der räumlich und zeitlich veränderlichen Kopplungsﬂäche Sprünge und Knicke
im Lösungsverlauf auftreten können, die mit polynomialen Ansatzfunktionen nur un-
zureichend approximierbar sind, wird das lokale PU-Konzept zur Anreicherung einer
polynomialen Standardbasis in einer Umgebung des Kopplungsrandes eingesetzt.
3.2.2 Wahl der Anreicherungsfunktion
Die konsistente Konstruktion eines angepaßten Ansatzraumes für lokal C0- und C1-
unstetige Lösungsverläufe gelingt im Rahmen des PU-Konzeptes bei der Verwendung
geeigneter Anreicherungsfunktionen ψ(x). Belytschko et al. [15] und Dolbow [29] set-
zen zur Realisierung diskontinuierlicher Verläufe skalar- und vektorwertiger Funktionen
Heaviside- und Betragsfunktion ein. Die Nullniveau-Menge einer Level-Set-Funktion
(Abschnitt 2.2) liefert Informationen über die Kontaktﬂäche im Gebiet. Aufbauend auf
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dieser Kenntnis über den Ort der zu erwartenden Diskontinuität, kann nun problem-
abhängig ein erweiterter Ansatz konstruiert werden, der in der Lage ist, Sprünge und
Knicke in den Verläufen der Beschreibungsvariablen an dieser Stelle abzubilden. Auf
diese Weise sind Level-Set-Methode und lokaler Partition-of-Unity-Ansatz miteinander
verknüpft.
x
f(x)
x
f(x)
x
f(x)
Bild 3.2: Diskontinuierliche Lösungen: C0 (a), C1 (b) und C0-/C1 (c).
In dieser Arbeit stehen C0- und C1-diskontinuierliche Lösungsverläufe im Vordergrund.
Das physikalische Modell der Aufgabenstellung deﬁniert, ob Sprünge und Knicke sepa-
rat auftreten oder in Kombination (siehe Bild 3.2). In Anlehnung an Belytschko et al.
[15] wird zur Modellierung von Ansätzen mit C0-Diskontinuitäten die Signumfunktion
der Level-Set-Funktion φ als Anreicherungsfunktion
ψC0(x) = sign φ (3.6)
verwendet. Die Anreicherungsfunktion ψC0(x) besitzt bei φ(x) = 0 eine Sprungstelle
und nimmt ansonsten das Vorzeichen der Level-Set-Funktion an. Die Deﬁnition der
knotenspeziﬁschen Anreicherungsfunktion
ψj(x) = ψ(x)− ψ(xj) (3.7)
erhält die knoteninterpolative Eigenschaft der Approximation uh(xi) = uˆi und ermög-
licht die vereinfachende Berücksichtigung von Knotenrandbedingungen.
Im Fall einer alleinigen Anreicherung auf C1-Diskontinuitäten mit nichtkonstanten An-
reicherungsfunktionen ψ(x) treten im Bereich des Übergangs von lokal angereicherter
zu standardmäßiger Approximation störende Terme auf, die die Qualität der Lösung
verschlechtern und sogar die Konvergenz verhindern können. Chessa [24] schlägt für
diesen Fall speziell entwickelte Übergangselemente (blending elements) vor, bei denen
der Polynomgrad der Standardansätze so gewählt ist, daß genau jene Störterme höhe-
rer Ordnung entfallen. Das Vorgehen ist jedoch mit zusätzlichem Aufwand (Freiwerte,
Umsetzung) verbunden, der nicht unmittelbar der Erfassung diskontinuierlicher Lö-
sungsverläufe und somit der geeigneten Beschreibung physikalischer Phänomene dient.
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Als Alternative zu Übergangselementen wird daher die folgende Herangehensweise zur
Modellierung von C1-Unstetigkeiten vorgestellt, die für ﬁnite Raum-Zeit-Elemente in
Abschnitt 3.2.3 eine Spezialisierung erfährt. An allen Knoten j, deren Träger von der
Kontaktﬂäche geschnitten wird, sind zusätzliche Ansatzfunktionen mit der Anreiche-
rungsfunktion (3.6) deﬁniert. Der Funktionsverlauf kann nun potentiell einen Sprung
an der Kontaktﬂäche aufweisen und besitzt abseits davon durch Gleichung (3.4) den
polynomialen Grad der Standardapproximation. Die gewonnene Freiheit eines diskonti-
nuierlichen Verlaufes führt dazu, daß dies- und jenseits der mit der Level-Set-Funktion
markierten Grenzﬂäche die Lösung frei einstellbar ist. Das schließt die erwünschte
Möglichkeit eines Gradientensprungs ein. Bei ausschließlich C1-unstetigen Lösungen
ist die C0-Kontinuität des Funktionsverlaufs sicherzustellen. Die Erzwingung kontinu-
ierlicher Lösungen ist mit Hilfe eingebetteter Lagrangescher Multiplikatoren möglich,
deren Funktionsweise in Abschnitt 3.3.1 erläutert ist.
3.2.3 Diskretisierung mit ﬁniten Raum-Zeit-Elementen
Die Kombination von Level-Set-Methodik, lokaler Partition-of-Unity-Anreicherung und
ﬁniten Raum-Zeit-Elementen eröﬀnet die Möglichkeit, in eleganter Weise zeitveränder-
liche Lösungsdiskontinuitäten auf einer topologisch unveränderten Diskretisierung des
Berechnungsgebietes zu beschreiben.
Die Basis einer erweiterten Approximation der gesuchten Lösungsfunktion u(x, t) in
Raum und Zeit
uhext(x, t) =
∑
k∈N std
Nk(x, t) uˆk +
∑
j∈N ext
Nj(x, t)ψj(x, t) uˆ
∗
j (3.8)
entspricht der Summe der an allen Knoten k ∈ N std des Raum-Zeit-Gebietes Q deﬁ-
nierten Standardapproximation und den lokal an den Knoten j ∈ N ext eingeführten
anreichernden Ansatzfunktionen. Freiwerte der Approximation sind die Koeﬃzienten
uˆk und die zusätzlichen Unbekannten uˆ∗j der Anreicherung.
Die knotenweise deﬁnierte raumzeitliche Anreicherungsfunktion
ψj(x, t) = ψ(x, t)− ψ(xj , tj) (3.9)
nimmt für die in Abschnitt 3.2.2 beschriebene Herangehensweise der kombinierten
C0-/C1-Anreicherung nach geeigneter Normierung die Form
ψj(x, t) =
1
2
(1− sign φ(x, t) · sign φ(xj , tj)) (3.10)
an und bringt die zeitabhängige Lage der Diskontinuität durch die in Raum und Zeit
deﬁnierte Level-Set-Funktion in das Anreicherungskonzept ein. Die Ableitungen des
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erweiterten Ansatzes sind mit Ausnahme der Grenzﬂächenpunkte im gesamten Träger
deﬁniert. Die ersten Ableitungen des angereicherten Ansatzes nach den globalen Raum-
bzw. Zeitkoordinaten lauten
∂
∂xd
uhext =
∑
k
∂Nk
∂xd
uˆk +
∑
j
(
∂Nj
∂xd
ψj +Nj
∂ψj
∂xd
)
uˆ∗j , (3.11)
∂
∂t
uhext =
∑
k
∂Nk
∂t
uˆk +
∑
j
(
∂Nj
∂t
ψj +Nj
∂ψj
∂t
)
uˆ∗j (3.12)
und vereinfachen sich mit den verschwindenden Ableitungen der Anreicherungsfunk-
tion (3.10) ψj,xd = 0 und ψj,t = 0 zu Ausdrücken der Form
∂
∂xd
uhext =
∑
k
∂Nk
∂xd
uˆk +
∑
j
∂Nj
∂xd
ψj uˆ
∗
j , (3.13)
∂
∂t
uhext =
∑
k
∂Nk
∂t
uˆk +
∑
j
∂Nj
∂t
ψj uˆ
∗
j , (3.14)
für deren Berechnung die Ableitungen der Standardansätze und der Funktionswert
der knotenweisen Anreicherungsfunktion ψj zu bestimmen sind. Die Bildung höherer
Raum- und Zeitableitungen folgt dem selben Schema.
j
j
j
φ ψj
φ = 0
Nj Njψj
N
′
j
(Njψj)
′
Bild 3.3: Bildung des erw. Ansatzes.
Nebenstehend ist die Konstruktion einer
zusätzlichen Ansatzfunktion am Knoten j
für den eindimensionalen Fall bildlich dar-
gestellt. Das Null-Niveau der Level-Set-
Funktion φ beﬁndet sich im Träger des
Knotens und somit auch die Kontaktstel-
le. Die lineare Standardansatzfunktion Nj
und die nach Vorschrift (3.10) mit Hil-
fe der Level-Set-Funktion gebildete Anrei-
cherungsfunktion ψj führen auf den erwei-
ternden Ansatz Njψj am Knoten j. Der
Funktionswert an der Stelle xj ist trotz
Anreicherung identisch mit dem Freiwert
des Standardansatzes Nj . Die Bildung der
ersten Ableitung gelingt mit N
′
j und ψj .
Da das Null-Niveau von φ ebenso den Trä-
ger des Knotens rechts von j schneidet,
sind auch an diesem Knoten zusätzliche
Ansatzfunktionen zu deﬁnieren.
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Für ein Dreieck-Element mit linearen Standardansätzen sind in Bild 3.4 die Verläu-
fe der anreichernden Ansatzfunktionen neben den Standardansätzen angegeben. Im
Element deﬁnert die Level-Set-Funktion die individuelle Form der zusätzlichen An-
satzfunktionen. Der in der Abbildung jeweils dunkel gefärbte Knoten markiert die
Zuordnung von dargestellter Ansatzfunktion und Freiheitsgrad. Wie der Abbildung zu
entnehmen ist, treten bei Koinzidenz von Grenzﬂäche und Elementkante bzw. -knoten
auf Ebene des Elementes linear abhängige Ansatzfunktionen oder Ansätze identisch
Null auf. Für gebietweit deﬁnierte Beschreibungsgrößen stellen diese Situationen keinen
pathologischen Grenzfall dar, da global sämtliche Ansatzfunktionen linear unabhängig
sind. Im Fall ausschließlich auf Elementebene formulierter Größen sind die überzähli-
gen Ansätze aus der Anreicherung zu entfernen, der zugeordnete Freiwert ist Null.
1 2
3
1 2
3
1 2
3
1 2
3
1 2
3
1 2
3
Bild 3.4: Dreieck-Element: lineare Standardansätze (a) und Anreicherung (b) für linear
interpolierte Level-Set-Funktion mit Knotenvektor φˆ = (1.4,−1.3, 1.3).
1
2
3
4
5
6
φ = 0
Bild 3.5: Prismen-Raum-Zeit-Element.
Bild 3.5 zeigt das 6-Knoten-Raum-Zeit-Pris-
men-Element und eine mögliche Lage der
Grenzﬂäche im Element. Die Anreicherung
der raumzeitlichen Ansatzfunktionen erlaubt
die Erfassung eines räumlich unstetigen
Funktionsverlaufs in der Zeit. Die darstellba-
re Form der Diskontinuität hängt von der An-
satzordnung der Level-Set-Funktion ab und
kann als Folge des verwendeten linearen Pro-
duktansatzes krümmungsbehaftet sein.
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In der zeitlichen Entwicklung kann die Unstetigkeitsﬂäche im Element verbleiben
oder es verlassen. Die Position der Diskontinuität folgt aus der Lösung der Level-Set-
Funktion. Mit dem vorgestellten Anreicherungsansatz für ﬁnite Raum-Zeit-Elemente
ist es möglich, diskontinuierliche Lösungen in ihrem zeitlichen Verlauf auch bei einem
räumlichen Wechsel über mehrere Elemente hinweg zu modellieren (siehe Bild 3.6).
x
t Standardansatz am Knoten
angereicherter Ansatz am Knoten
Qn
Qn+1
Bild 3.6: Entwicklung unstetiger Lösungen über mehrere Raum-Zeit-Elemente.
Gerade für grenzﬂächensensitive Aufgabenstellungen, bei denen unstetige Beschrei-
bungsgrößen an einem bewegten Kopplungsrand auftreten, der schnellen und häuﬁgen
Lageänderungen unterworfen ist, kann die vorgestellte Methodik eine robuste Alter-
native zu den Ansatzraum nicht modiﬁzierenden Verfahren darstellen, die die Physik
der Grenzﬂäche verschmieren.
3.2.4 Numerische Integration der modiﬁzierten Ansätze
Elemente mit erweiterten Ansatzfunktionen bedürfen einer besonderen Behandlung
bei der numerischen Integration der zugrundeliegenden Variationsformulierung. Die
Anreicherungsfunktion ψ bestimmt wesentlich den Charakter des Integranden. In Ab-
schnitt 3.2.3 ist mit Gleichung (3.10) ψ als C0-unstetige Funktion zur Modellierung
von C0-/C1-Diskontinuitäten eingeführt worden. Die resultierenden Ansatzfunktionen
und somit die Integranden der Bestimmungsgleichungen sind entlang der Grenzﬂäche
mit φ = 0 diskontinuierlich. Mittelwertformeln (z.B. Gauß-Verfahren) zeigen für sol-
che Funktionen in der Regel kein monotones Konvergenzverhalten, auch wenn abseits
der Unstetigkeitstelle polynomiale Funktionsverläufe vorliegen (Bild 3.7). Interpola-
tionsquadraturen mit äquidistanten Stützstellen (Rechteckformel, Trapezformel) sind
im Hinblick auf diskontinuierliche Integranden deutlich robuster, jedoch von geringer
Fehlerordnung.
Die numerische Integration angereicherter Ansatzfunktionen im ﬁniten Element er-
folgt durch Unterteilung des Elementgebietes und anschließende Quadratur über die
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Bild 3.7: Quadratur unstetiger Funktionen: diskontinuierlicher Integrand f(x) (a) und
Fehlerkonvergenz des numerisch ausgewerteten Integrals
∫ 1
0 fdx (b).
Teilgebiete. Die Null-Isokontur der Level-Set-Funktion φ teilt das Elementgebiet in
Bereiche, in denen sämtliche Ansatzfunktionen stetig verlaufen und polynomiale In-
tegranden mit dem Gaußschen Integrationsverfahren exakt bestimmt werden können.
Jedes betroﬀene Elemente erfährt unter Beachtung der Grenzﬂäche bei φ = 0 eine
Unterteilung in geometrische Primitiva Pi, so daß
Qe = Q
+
e ∪Q−e , (3.15)
mit Q+e = ∪P+i und Q−e = ∪P−i , (3.16)
das Elementgebiet diesseits und jenseits der Grenzﬂäche der Vereinigung der Primitiva
P+i bzw. P−i entspricht. Die diskrete Grenzﬂäche im Element liegt nun als Menge der
Seitenﬂächen Ei jener Primitiva vor, für die
∪Ei = (∪P+i ) ∩ (∪P−i ) (3.17)
gilt. Das Bild 3.8 illustriert die in einem ersten Schritt durchgeführte formale Untertei-
lung eines Raum-Zeit-Prismenelementes in Simplexe. Die Zerlegung liefert Tetraeder
im diskreten Raum-Zeit-Elementgebiet und Dreiecke für das räumliche Gebiet des
Zeitscheibenanfangs und -endes. Anschließend erfolgt die Lokalisierung der Grenzﬂä-
che in allen Simplexen und deren weitere Teilung entlang des Level-Set-Nullniveaus.
Die simplexweise Unterteilung setzt ein rekursiver Algorithmus um, der sich an dem
von Lorensen eingeführten Marching-Cubes-Verfahren [60] orientiert. Die Teilung ist
bei linearem Verlauf der Grenzﬂäche exakt ausführbar und fällt hinsichtlich des nu-
merischen Aufwandes kaum ins Gewicht.
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Bild 3.8: Integration: Unterteilung des Raum-Zeit-Prismenelementes in Simplexe.
Das Integral einer entlang der Grenzﬂäche diskontinuierlichen Funktion f über das
Elementgebiet ist mit∫
Qe
f(x, t) dQ =
∫
Q+e
f(x, t) dQ+
∫
Q−e
f(x, t) dQ (3.18)
=
|P+|∑
i=1
∫
P+i
f(x, t) dPi +
|P−|∑
i=1
∫
P−i
f(x, t) dPi (3.19)
als Summe von Teilintegralen über die Primitiva deﬁniert. Das Gaußsche Quadra-
turverfahren liefert für die Integrale
∫
f dPi mit polynomialen Integranden f exakte
Ergebnisse. Die Anzahl der erforderlichen Integrationspunkte im Subelement ist ab-
hängig von der Ansatzordnung der zu integrierenden Funktion zu wählen [95].
3.3 Einbringen von Übergangsbedingungen
Das in Abschnitt 3.2.2 beschriebene Anreicherungskonzept realisiert die formale Ent-
kopplung des Verlaufs der Beschreibungsvariablen entlang einer bewegten Grenzﬂä-
che. Bei randgekoppelten Mehrfeldaufgaben liegen auf der gemeinsamen Grenzﬂäche
Kopplungsbedingungen (1.33) und (1.34) vor, die in der Regel nicht von den Ansätzen
a priori erfüllt werden. Die gewichtete Integralformulierung (1.35g) und (1.35h) der
Kopplungsbedingungen verwendet die Interfacespannung t als Lagrangeschen Multi-
plikator. Die Übergangsbedingungen für Masse- und Impulsbilanz am Interface sind
schwach erfüllt. Zusätzlich ist eine Aussage über die Größe der Zwangskraft zur Rea-
lisierung der Kopplungsbedingungen verfügbar. Der Lagrange-Multiplikator stellt bei
Bedarf die C0-Kontinuität des Funktionsverlaufs am Kopplungsrand her. Die Möglich-
keit C1-unstetiger Lösungen am Interface bleibt dabei erhalten.
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3.3.1 Lagrange-Multiplikator-Formulierung
Der Vektor der Interfacespannung t ist als Lagrange-Multiplikator auf der raumzeitli-
chen Grenzﬂäche R deﬁniert. Die Approximation der Interfacespannung kann infolge
der impliziten Beschreibungsweise der Kopplungsﬂäche nicht auf einem explizit gege-
benen Rand erfolgen.
Die Idee der impliziten Formulierung der Grenzﬂächengeometrie wird an dieser Stelle
aufgegriﬀen und zur Deﬁnition des Lagrangeschen Multiplikators eingesetzt. Es sei t˜
eine in der Umgebung von R deﬁnierte vektorwertige Funktion, für die
t˜(x, t) δ(φ(x, t)) = t1(x, t) ∀ (x, t) ∈ Q1, (3.20)
t˜(x, t) δ(φ(x, t)) = t2(x, t) ∀ (x, t) ∈ Q2 (3.21)
gilt, mit δ(φ) als Dirac-Deltafunktion (2.9) der Level-Set-Funktion. Die Zwangsgröße t1
in den Termen (g) und (h) der gewichteten Integralform (1.35) wird auf diese Weise mit
Hilfe der Level-Set-Funktion und dem implizit und raumzeitlich verteilt formulierten
Lagrange-Multiplikator t˜ beschrieben.
Für den impliziten Lagrangeschen Multiplikator t˜ gilt nach (3.8) der angereicherte
Ansatz
t˜h(x, t) =
∑
j∈N ext
Nj(x, t) t˜j +
∑
j∈N ext
Nj(x, t)ψj(x, t) t˜
∗
j (3.22)
mit der Anreicherungsfunktion nach Gleichung (3.10), so daß ein unterschiedlicher
Interfacespannungszustand jenseits und diesseits des Kopplungsrandes mit den Glei-
chungen (3.20) und (3.21) erfaßt werden kann. Der Ansatz ist nur in jenen Elementen
eR deﬁniert, die von der Grenzﬂäche R geschnitten werden (siehe Bild 3.9) und daher
von lokalem Charakter. Die Unbekannten t˜j und t˜∗j sind nur an den von der Anreiche-
rung betroﬀenen Knoten j ∈ N ext zusätzlich einzuführen und zu bestimmen.
Σ
Bild 3.9: Grenzﬂächenelemente eR (dunkel) und Deﬁnitionsbereich lokale PU (hell).
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Die stabilisierte Raum-Zeit-Formulierung der Übergangsbedingungen auf der Grenz-
ﬂäche R für die Zeitscheibe Qn ist mit dem impliziten Lagrange-Multiplikator t˜ wie
folgt festgelegt
+
∫
Rχn
δt˜χ1 · (ρχva1 − ρχva2) dRχ (3.23a)
−
∫
Rχn
δ(ρχ1v
a
1) · t˜χ1 dRχ +
∫
Rχn
δ(ρχ2v
a
2) ·
(
t˜χ1 −NTt˘
)
dRχ (3.23b)
+
∑
eR
∫
Qχn
(δ xPχ · nχ − δt˜) τK ( xPχ · nχ − t˜) dQχ . (3.23c)
Die Zeilen (3.23a) und (3.23b) zeigen die Variationsformulierung der Übergangsbedin-
gungen (1.33) und (1.34) mit der implizit formulierten Interface-Randspannung t˜ nach
partieller Integration der Impulsbilanz. Die numerische Integration erfolgt auf der dis-
kreten Grenzﬂäche, die in jedem Element lokal bestimmbar ist (Abschnitt 3.2.4). Die
Interface-Randspannung ist mit dem in Zeile (3.23c) angegebenen Galerkin-/Least-
Squares-Term stabilisiert, in den die aus der Level-Set-Funktion mit Gleichung (2.6)
bzw. Gleichung (2.32) gewonnene lokale Approximation der Normale des Kopplungs-
randes eingeht. Die Stabilisierung sichert die Bestimmtheit des impliziten Multiplika-
tors. Sie entspricht formal einer gestörten Lagrange-Multiplikator-Formulierung [13]
(perturbed Lagrangian multiplier), die einen mit dem Faktor α gewichteten Term zu-
sätzlich verwendet. In der diskreten Umsetzung führt diese Vorgehensweise zu einer
von Null verschiedenen Hauptdiagonale des Lagrange-Multiplikators. Der elementweise
deﬁnierte Stabilisierungsparameter τK wird mit
τK = αh
2 (3.24)
ermittelt und strebt bei kleiner werdenden charakteristischen Elementabmessungen h
gegen Null. Der Paramter α ist in Abhängigkeit von der konkreten Aufgabe und den
Eigenschaften des Gleichungssystems zu wählen; üblicherweise in der Größenordnung
zwischen 10−4 und 10−8.
3.4 Lösungsstrategie für das gekoppelte Gesamtsystem
Das Verhalten randgekoppelter Körper ist mit Modellgleichungen für die Physik und
die Bewegung des Kopplungsrandes beschrieben, die untereinander in starker Wechsel-
wirkung stehen können. Die Modellgleichungen sind im Allgemeinen nichtlinear, wenn
zum Beispiel der aktuelle Geschwindigkeits- oder Verschiebungszustand das Verhalten
beeinﬂußt. Sie sind weiterhin von der Lage der Grenzﬂäche abhängig, die mit Lö-
sung der Level-Set-Gleichung vorliegt. In der Level-Set-Gleichung ist wiederum das
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momentane Vektorfeld der Geschwindigkeiten im Gebiet berücksichtigt. Jede physika-
lisch motivierte Änderung der Gebietsdiskretisierung (z.B. explizite Netzbewegungen
bei Fluid-Struktur-Wechselwirkungen) führt auf zusätzliche Nichtlinearitäten in den
Modellgleichungen, da diese auf dem veränderlichen Raum-Zeit-Gebiet zu integrieren
sind. Eine weitere Nichtlinearität entsteht mit der Verwendung angereichernder An-
satzfunktionen, die von der Level-Set-Funktion und ihrer Nullstelle abhängig sind.
Die simultane Lösung der Modellgleichungen aller Kontinua setzt die in dieser Arbeit
angestrebte ganzheitliche Betrachtung randgekoppelter Mehrfeldaufgaben konsequent
um. Die nichtlinearen Bestimmungsgleichungen einer Zeitscheibe Qn[
Kˆn(xˆn, φˆn) 0
0 Lˆn(xˆn)
][
xˆn
φˆn
]
=
[
bˆn(xˆn, φˆn)
φ˜n(xˆn, φˆn−1)
]
(3.25)
werden mit einem Picard-Iterationsschema [33, 108] behandelt, das die für das sonst
übliche Newton-Raphson-Verfahren erforderliche Jacobi-Matrix der Gesamtsystemma-
trix nicht benötigt. Hierbei erfolgt die iterative Lösung der linearisierten Gleichungen
Kˆn(xˆ
m−1
n , φˆ
m−1
n ) · xˆmn = bˆn(xˆm−1n , φˆm−1n ) (3.26)
Lˆn(xˆ
m
n ) · φˆmn = φ˜n(xˆmn , φˆn−1) (3.27)
solange, bis eine geeignete Fehlerschranke unterschritten ist und die physikalischen
Zustandsgrößen xˆ und die Level-Set-Funktion φˆ innerhalb einer Zeitscheibe konver-
gieren. In der Konsequenz ist die Physik von der Grenzﬂächenbewegung innerhalb eines
Iterationschrittes entkoppelt. Die algorithmische Umsetzung der iterativen Lösung der
gekoppelten Modellgleichungen verdeutlicht Bild 3.10.
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z.B.
Festkörper,
Strömung, ...
implizite
Grenzﬂächen
Level-Set,
Normale,
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Grenzﬂächen
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Qn−1
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Qn+1
t
tn
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Bild 3.10: Simultane Lösung der gekoppelten nichtlinearen Modellgleichungen.
Innerhalb des m-ten Picard-Iterationsschrittes der Zeitscheibe Qn erfolgt die Lösung
des linearen Systems der diskreten physikalischen Bestimmungsgleichungen, in die der
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Zustand am Ende des vorangegangenen Iterationschrittes (m− 1) einﬂießt. Anschlie-
ßend werden die aus dem aktuellen physikalischen Zustand folgenden Änderungen
der implizit und explizit erfaßten Grenzﬂächen ermittelt. Im Fall zeitveränderlicher
Berechnungsgebiete erfolgt abschließend die Anpassung der Knotenkoordinaten des
Netzes (Netzbewegung) mit geeigneten Verfahren, so daß im nachfolgenden Iterations-
schritt die Integration aller Modellgleichungen auf dem angepaßten Gebietsnetz erfol-
gen kann. Nach Abschluß einer Picard-Iteration ist die Abbruchbedingung zu prüfen
und bei Nichterfüllung der nächste Iterationsschritt zu beginnen. Mit einer hinreichend
konvergenten Lösung sind alle nichtlinearen Einﬂüsse und Kopplungseﬀekte berück-
sichtigt, so daß die Berechnung der folgenden Zeitscheibe Qn+1 beginnen kann.
Die numerische Lösung der in den Teilschritten einer Picard-Iteration vorliegenden
linearen Gleichungssysteme mit unsymmetrischen Koeﬃzientenmatrizen Kˆ und Lˆ er-
folgt mit einem vorkonditionierten iterativen Gradientenverfahren (BiCGStab)[106].
Als Vorkonditionierungsmatrix dient im Fall des Physik-Systems (3.26) die vollstän-
dige LU-Zerlegung der Matrix Kˆ. Die Verwendung eines Vorkonditionierers für die
diskretisierte Level-Set-Gleichung (3.27) hat sich als nicht notwendig erwiesen.
In den Anwendungen der nachfolgenden Kapitel ist die konvergierte Lösung einer
Zeitscheibe in der Regel nach 4 bis 6 Picard-Iterationsschritten gefunden, wenn die
Zeitschrittweite an den physikalischen Zeitskalen orientiert ist und die nichtlinearen
Abhängigkeiten moderat bleiben.
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3.5 Konvergenzuntersuchungen
Die Approximationseigenschaften des vorgestellten Anreicherungskonzeptes für C0-
/C1-diskontinuierliche Lösungen auf Grundlage des Partition-of-Unity-Ansatzes wer-
den anhand verschiedener Modellsituationen untersucht. Die Güte der numerischen
Lösung uh gibt das Integral des relativen Approximationsfehlers über das Berech-
nungsgebiet
Erel =
∫
Q
erel dQ (3.28)
an, worin der lokale relative Fehler mit der Vorschrift
erel =
‖uh − u‖
‖u‖ , (3.29)
in der L2-Norm formuliert ist. Die räumlich eindimensionalen Modellaufgaben provo-
zieren diskontinuierliche Verläufe einer Beschreibungsgröße. Nach der Analyse statio-
närer Diskontinuitäten erfolgt die Diskussion eines Beispiels mit bewegter Grenzﬂäche,
d.h. einem unstetigen Funktionsverlauf, der sich mit der Zeit verändert.
Stationäre C1-Diskontinuität. Gegeben ist das stationäre System zweier gekoppel-
ter unterschiedlich steifer Dehnstäbe (Bild 3.11) der Länge L = 0.5m. Die Bestim-
mungsgleichungen in Weggrößenformulierung, sowie die Rand- und Übergangsbedin-
gungen sind bei der Annahme linear elastischen mit Materialverhaltens
0 = k1u1,xx+γ1 fu¨r 0.0m < x < 0.5m, (3.30)
0 = k2u2,xx+γ2 fu¨r 0.5m < x < 1.0m, (3.31)
0 = u1(x = 0) = u2(x = 1), (3.32)
0 = u1(x = 0.5)− u2(x = 0.5) (3.33)
gegeben. An beiden Stäben greift eine konstante Streckenlast γ1 = γ2 = 1 an. Das
eindimensionale Stabsystem ist an den Enden gegen Verschiebung gesperrt.
L L
γ1 γ2
u = 0 u = 0Stab 1 Stab 2
Bild 3.11: System der zusammengesetzten dehnsteifen Stäbe.
58
Die analytische Lösung der Randwertaufgabe ist
u(x) =
−
(x−0.5)2
2k1
− (x−0.5)(k2−k1)4k1(k1+k2) +
1
4(k1+k2)
fu¨r 0.0m ≤ x ≤ 0.5m
− (x−0.5)22k2 −
(x−0.5)(k2−k1)
4k2(k1+k2)
+ 14(k1+k2) fu¨r 0.5m ≤ x ≤ 1.0m
(3.34)
und besitzt für voneinander verschiedene Steiﬁgkeiten k1 6= k2 einen bei x = 0.5m
diskontinuierlichen Verschiebungsgradienten. Die in die schwache Form überführte ge-
wichtete Integralform der Bestimmungsgleichungen (3.30)-(3.31) und der Übergangs-
bedingung (3.33)
2∑
i=1
∫
Li
(δu,x kiu,x+δu γi) dx (3.35a)
+
(
δN˜1(u1 − u2)− δu1N˜1 + δu2N˜1
) ∣∣∣
x=0.5
(3.35b)
+
∑
eR
∫
L
δ(ku,x−N˜)τK(ku,x−N˜) dx = 0 ∀ δu, δN˜ , (3.35c)
wird unter Verwendung einer linearen Basis nach (1.37) bzw. einer angereicherten li-
nearen Basis nach (3.8) diskretisiert und die Unbekannten des algebraischen Systems
diskreter Gleichungen bestimmt. Einen C0-kontinuierlichen Lösungsverlauf des ange-
reicherten Ansatzes an der Kontaktstelle erzwingt der implizit formulierte Lagrange-
Multiplikator N˜ . Die Diskretisierung des Gebietes erfolgt mit einer geraden Anzahl
äquidistanter Stützstellen, so daß die Stelle x = 0.5m der erwarteteten C1-Diskonti-
nuität exakt zwischen zwei Stützstellen, in der Mitte eines ﬁniten Elementes liegt.
Bild 3.12 zeigt den Verlauf der analytischen Verschiebungslösung u neben den nume-
risch gewonnenen Lösungen uhstd und u
h
ext für die Stützweite h = 1/11m und die Stei-
ﬁgkeiten k1 = 1N und k2 = 0.1N. Die Standardapproximation mit linearen Ansätzen
weist große Abweichungen von der analytischen Lösung im Bereich der kleineren Stei-
ﬁgkeit auf, hervorgerufen durch eine aus der linearen Approximation folgende erhöhte
Steiﬁgkeit des Systems rechts vom Steiﬁgkeitssprung. Eine Erhöhung des Verhältnis-
ses k1/k2 verschärft diese Problematik. Die angereicherte Basis ist dagegen in der La-
ge, einen unstetigen Verschiebungsgradienten bei gleichmäßig im Intervall verteiltem
Lösungsfehler abzubilden. Für dieses Beispiel stimmt die Lösung der angereicherten
Approximation an den Stützstellen mit der analytischen Lösung überein.
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Bild 3.12: C1-Diskontinuität: Lösungsverlauf und Fehlerverteilung erel.
Die Untersuchung des Lösungsverhaltens hinsichtlich des Fehlerintegrals Erel bei Va-
riation der Stützweite h zeigt die Überlegenheit angereicherter Anätze für diese Auf-
gabenstellung (Bild 3.13). Der Fehler der linearen Standardbasis konvergiert mit nur
erster Ordnung, hervorgerufen durch den C1-unstetigen Lösungsverlauf. Die angerei-
cherte Basis auf Grundlage linearer Ansatzfunktionen weist mit nur sechs zusätzlichen
Freiheitsgraden (zwei für diskontinuierliche Ansätze, vier für den impliziten Lagrange-
Multiplikator) ein Konvergenzverhalten des Approximationsfehlers von zweiter Ord-
nung auf.
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Bild 3.13: C1-Diskontinuität: Konvergenzverhalten des Approximationsfehlers Erel.
Die hier behandelte Modellgleichung vom Typ einer Diﬀusionsgleichung mit unste-
tig wechselndem Diﬀusionsparameter stellt einen Grenzfall vieler physikalischer Auf-
gaben dar. Dazu gehört unter anderem die Scherströmung zweier geschichteter und
unterschiedlich viskoser Newtonscher Fluide.
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Stationäre C0-/C1-Diskontinuität. Gegeben ist das System (Bild 3.14) zweier ge-
koppelter dehnstarrer Stäbe (k → ∞) der Länge L = 0.5m. Die Bestimmungsglei-
chungen in gemischter Kraft-Verschiebungs-Formulierung, sowie die Rand- und Über-
gangbedingungen für Normalkraft und Verschiebung lauten
0 = u1,x , 0 = N1,x+γ1(x) ∀ 0.0m < x < 0.5m , (3.36)
0 = u2,x , 0 = N2,x+γ2(x) ∀ 0.5m < x < 1.0m , (3.37)
0 = u1(x = 0), (3.38)
0 = N2(x = 1), (3.39)
0 = u1(x = 0.5)− u2(x = 0.5), (3.40)
1 = N1(x = 0.5)−N2(x = 0.5), (3.41)
mit der linear veränderlichen Linienlast γi(x) = αi(1−x). Die Übergangsbedingungen
fordern einen bei x = 0.5 kontinuierlichen Verschiebungszustand und einen Normal-
kraftsprung ∆N = 1 an der Kontaktstelle.
L L
1
γ1(x) γ2(x)
u = 0 N = 0Stab 1 Stab 2
Bild 3.14: System der zusammengesetzten dehnstarren Stäbe.
Die analytische Lösung der Randwertaufgabe ist für die Normalkraft mit
N(x) =
12g1x2 − g1x+ 18(g2 + 3g1) + 1 ∀ 0.0m ≤ x ≤ 0.5m1
2g2(1− x)2 ∀ 0.5m ≤ x ≤ 1.0m
(3.42)
gegeben und besitzt für voneinander verschiedene Streckenlasten (α1 6= α2) und die
Normalkraftübergangsbedingung (3.41) einen C0-/C1-diskontinuierlichen Verlauf an
der Stelle x = 0.5 . Das im inkompressiblen Limit betrachtete Stabsystem kann Kräfte
aufnehmen, ohne einen Verformungszustand hervorzurufen.
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Nach Anwendung der Methode der gewichteten Residuen auf die Bestimmungsglei-
chungen (3.36)-(3.37) und Übergangsbedingungen (3.40)-(3.41), folgt die normalkraft-
stabilisierte schwache Form nach partieller Integration zu
2∑
i=1
∫
Li
(δu,x N + δN u,x+δu γi) dx+
∑
e
∫
L
δN,x βN,x dx (3.43a)
+
(
δN˜1(u1 − u2)− δu1N˜1 + δu2(N˜1 − 1)
) ∣∣∣
x=0.5
(3.43b)
+
∑
eR
∫
L
δ(N − N˜)τK(N − N˜) dx = 0 ∀ δu, δN, δN˜ (3.43c)
und wird sowohl mit einer linearen Basis nach Gleichung (1.37) als auch einer ange-
reicherten linearen Basis (3.8) gelöst. Der elementweise deﬁnierte Stabilisierungspa-
ramter β ∼ h2 [m2N−1] wichtet die zur Vermeidung indeﬁniter Koeﬃzientenmatrizen
des diskreten Systems erforderliche Normalkraftstabilisierung der gemischten Kraft-
Verschiebungs-Formulierung bei ordnungsgleichen Ansätzen für Verschiebungs- und
Kraftgröße [108].
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Bild 3.15: C0-/C1-Diskontinuität: Lösung Normalkraft und Fehlerverteilung erel.
Bild 3.15 zeigt den Normalkraftverlauf im System aus analytischer und numerischer
Lösung (h = 1/11m). Die angereicherte Approximation bildet die C0-C1-Unstetigkeit
ab. Lineare Standardansätze sind in der Umgebung der C0-Diskontinuität ungeeignet,
da sie den Funktionsverlauf stetig abbilden und starke Unstetigkeiten über mehrere
Elemente verschmieren. Die Verringerung der Stützweite verkleinert die räumliche
Ausdehnung des Übergangsbereiches, der Lösungsfehler Erel nimmt für die betrachte-
ten linearen Ansatzfunktionen dennoch nur mit erster Ordnung ab. Die angereicherte
lineare Basis besitzt hingegen genügend Freiheit, einen diskontinuierlichen Lösungs-
verlauf einzustellen, der quadratisch gegen die analytische Lösung konvergiert, siehe
Bild 3.16.
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Bild 3.16: C0-/C1-Diskontinuität: Konvergenzverhalten des Lösungsfehlers Erel.
Die diskutierte Aufgabenstellung entspricht der Situation zweier ruhender, geschichte-
ter inkompressibler Fluide unter Eigengewicht und der Präsenz von Oberﬂächenspan-
nung an einer impermeablen Phasengrenze.
Instationäre C0-/C1-Diskontinuität. Gegeben sind zwei reibungsfreie, inkompres-
sible Fluide, die in einem Rohr der Länge L = 1m und Querschnitt A = 1m2 bei
x = 0.25m mit einer undurchlässigen Membran voneinander getrennt sind. Beide
massebehafteten Fluide (m¯ = ρA) mit Schichthöhe Li sind mit konstanter Wichte γi
belastet und werden im Beobachtungszeitraum I =]0 s, 1 s] konstant in Rohrrichtung
beschleunigt. Unter der Annahme von Gleitrandbedingungen an der Rohrwand, ist
die Betrachtung der konvektionsfreien Strömung (Bild 3.17) in einer Raumdimension
zulässig. Auf die Fluide wirken die Eigengewichtslasten und eine singuläre Kraft an
der Kopplungsstelle.
L1 L2
1
γ1 γ2
v(t) N = 0Fluid 1 Fluid 2
Bild 3.17: System der reibungsfreien, inkompressiblen Fluide in ortsfestem Rohr.
Die gemischte Geschwindigkeits-Druckkraft-Formulierung der Fluide i = 1, 2 in Eu-
lerscher Betrachtungsweise entspricht den eindimensionalen Stokesschen Gleichungen
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und lautet
v1,x= 0 , m¯1v1,t−N1,x+γ1 = 0 ∀ 0.0m < x < xR(t) , (3.44)
v2,x= 0 , m¯2v2,t−N2,x+γ2 = 0 ∀ xR(t) < x < 1.0m (3.45)
mit den durch die Level-Set-Funktion φ identiﬁzierbaren zeitabhängigen Fluidgebieten
Qi = Li × I und der Kopplungsstelle xR, sowie den Anfangs-, Rand- und Übergangs-
bedingungen für Geschwindigkeit, Druckkraft und Abstandsfunktion
φ(x, t = 0) = 0.25− x, (3.46)
v1(x, t = 0) = 0, (3.47)
v1(x = 0, t) = 1ms
−2 · t, (3.48)
N2(x = 1) = 0, (3.49)
v1(x = xR)− v2(x = xR) = 0, (3.50)
N˜1(x = xR)− N˜2(x = xR) = 1. (3.51)
Die Druckkraft N = pA entspricht dem Produkt aus Druck p und Rohrquerschnitt A.
Die konstante Beschleunigung v˙1 = 1ms−2 von Fluid 1 bei x = 0.0m erzeugt infolge
der Inkompressibiliät beider Fluide ein räumlich konstantes Geschwindigkeitsfeld v,
das die Lageänderung der Kontakstelle xR bewirkt. Die Veränderung der Fluidgebiete
und des gemeinsamen Interfaces wird durch den Transport der skalaren Level-Set-
Funktion φ mit der Fluidgeschwindigkeit v berücksichtigt. Die zeitabhängige Position
xR(t) = 0.25(2t
2 + 1) der Kontaktstelle ist in der analytischen Lösung der Anfangs-
randwertaufgabe für Geschwindigkeit und Kraft
v(x, t) = 1ms−2 · t, (3.52)
N(x, t) =
(γ2 − γ1)xR(t) + (γ1 − 1)x− γ2 + 2 ∀ 0.0m ≤ x ≤ xR(t)
(γ2 − 1)x− γ2 + 1 ∀ xR(t) ≤ x ≤ 1.0m
(3.53)
berücksichtigt. Die unterschiedlichen Streckenlasten γ1 6= γ2 und die Kraft-Übergangs-
bedingung (3.51) bewirken ein an der Kontaktstelle C0-/C1-unstetiges Druckkraftfeld.
Die Übergangsbedingung (3.51) ähnelt der Druckdiﬀerenz infolge der Oberﬂächen-
spannung zwischen zwei Fluiden.
Nach Anwendung der Methode der gewichteten Residuen auf die Bestimmungsglei-
chungen (3.44)-(3.45) und Übergangsbedingungen (3.50)-(3.51) folgt die druckkraft-
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stabilisierte Raum-Zeit-Finite-Element-Formulierung nach partieller Integration zu
2∑
i=1
∫
Qi
(δv(m¯iv,t−γi)− δv,xN + δNv,x ) dQ+
∑
e
∫
Qi
δN,x βN,x dQ (3.54a)
+
∫
PC
δN˜1(v1 − v2) dP −
∫
PC
δv1N˜1 dP +
∫
PC
δv2(N˜1 − 1) dP (3.54b)
+
∑
eR
∫
Q
δ(N − N˜)τK(N − N˜) dQ = 0 ∀ δv, δN, δN˜ (3.54c)
und wird gemeinsam mit der eindimensionalen Level-Set-Gleichung diskretisiert. Für
die physikalischen Variablen ﬁnden im ersten Fall eine lineare Basis nach Gleichung
(1.37) und alternativ eine angereicherte lineare Basis (3.8) Verwendung, während der
Ansatz für die Level-Set-Funktion stets linear ist. Der elementweise deﬁnierte Para-
meter β ∼ h2 [m2N−1s−1] wichtet die Druckkraftstabilisierung der gemischten For-
mulierung mit gleicher Ansatzordnung für alle Feldgrößen.
Bild 3.18 illustriert die zeitliche Entwicklung der Level-Set-Funktion und deren Null-
Isolinie, die mit der Position der Kontaktstelle xR identisch ist. Am Einströmrand bei
x = 0 ist mit dem Penalty-Paramteter ² = 1.0 die Level-Set-Randbedingung (2.18)
realisiert. Der Verlauf von φ(t) bei x = 1 zeigt die zeitlich quadratische Abhängigkeit
der Abstandsfunktion.
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Bild 3.18: Zeitlicher Verlauf der Level-Set-Funktion und Position der Kontaktstelle.
In Bild 3.19(linke Spalte) ist die zeitliche Entwicklung der Druckkraft bei Verwendung
linearer Ansatzfunktionen gezeigt. Wie im vorangegangenen Beispiel ist der Lösungs-
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sprung über mehrere Elemente räumlich verschmiert. Die in diesem Beispiel hinzu-
tretende Zeitdimension zeigt, daß eine zeitlich veränderliche Unstetigkeitsstelle eine
deutliche Vergrößerung der Verschmierungszone und damit des lokalen und globalen
Lösungsfehlers zur Folge haben kann. Der Einsatz eines nach (3.8) angereicherten li-
nearen Ansatzraumes ermöglicht die Erfassung von C0-/C1-Unstetigkeiten sowohl im
räumlichen als auch im zeitlichen Verlauf, siehe Bild 3.19 (rechte Spalte). Die Kontakt-
stelle erstreckt sich mit fortschreitender Zeit über mehrere Raum-Zeit-Elemente, wie
in Bild 3.6 schematisch angedeutet ist. Selbst in diesem Fall kann mit Hilfe der zusätz-
lichen in Raum und Zeit deﬁnierten Anreicherungsansätze ein unstetiger Kraftverlauf
abgebildet werden.
linearer Ansatzraum
10 Raum-Zeit-Elemente
10 Zeitscheiben
0.0 0.2 0.4 0.6
0.8
x [m] 0.0
0.2
0.4
0.6
0.8
1.0
t [s]
0.0
2.0
4.0
6.0
8.0
Kraft [N] erweiterter linearer Ansatzraum
10 Raum-Zeit-Elemente
10 Zeitscheiben
0.0 0.2 0.4 0.6
0.8
x [m] 0.0
0.2
0.4
0.6
0.8
1.0
t [s]
0.0
2.0
4.0
6.0
8.0
Kraft [N]
linearer Ansatzraum
100 Raum-Zeit-Elemente
100 Zeitscheiben
0.0 0.2 0.4 0.6
0.8
x [m] 0.0
0.2
0.4
0.6
0.8
1.0
t [s]
0.0
2.0
4.0
6.0
8.0
Kraft [N] erweiterter linearer Ansatzraum
100 Raum-Zeit-Elemente
100 Zeitscheiben
0.0 0.2 0.4 0.6
0.8
x [m] 0.0
0.2
0.4
0.6
0.8
1.0
t [s]
0.0
2.0
4.0
6.0
8.0
Kraft [N]
Bild 3.19: Instationäre C0-/C1-Diskontinuität: Lösungsverlauf Druck.
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Bild 3.20 zeigt die Abhängigkeit des Lösungsfehlers über das gesamte Raum-Zeit-
Gebiet bei Variation der Zeitschrittweite ∆t und Verwendung von 100 Raum-Zeit-
Elementen je Zeitscheibe. Stetige lineare Ansätze erfordern die hohe räumliche Auﬂö-
sung des Berechnungsgebietes zur Erzielung einer hinreichenden Genauigkeit bei der
Abbildung bewegter Diskontinuitäten. Kann dieser Forderung nicht zu jedem Zeit-
punkt entsprochen werden (Verfügbarkeit von Netzadaptivität), ist eine Verbesserung
der Lösungsgüte durch Verringerung der Zeitschrittweite kaum möglich. Im Gegensatz
dazu ist der zweckmäßig erweiterte lineare Ansatzraum in der Lage, schon mit einem
Element die räumliche Lösung exakt darzustellen. Die Güte der Lösung im zeitlichen
Verlauf ist von der Genauigkeit der Level-Set-Lösung abhängig. In Abweichung zum
unstabilisierten diskontinuierlichen Galerkin-Zeitintegrationsverfahren mit 3. Ordnung
Genauigkeit für lineare Ansätze in der Zeit, konvergiert die advektionsstabilisierte
Level-Set-Gleichung mit 2. Ordnung. Der Fehler der angereicherten Ansatzfunktion
strebt daher ebenso quadratisch in der Zeit gegen die exakte Lösung.
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Bild 3.20: Instationäre C0-/C1-Diskontinuität: Konvergenz Lösungsfehler Erel.
Eine physikalische Analogie zu diesem Testfall ist in der Dynamik aufsteigender Bla-
sen zu ﬁnden. Die beteiligten Fluide besitzen unterschiedliche Wichten und an der
Phasengrenze verursacht das Phänomen der Oberﬂächenspannung einen krümmungs-
und materialabhängigen Drucksprung. Die in diesem Fall reibungs- und konvektions-
behaftete Strömung ist mit den Navier-Stokes-Gleichungen beschrieben.
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4. Elastische Festkörper
Aufgaben der Mechanik elastischer Körper umfassen unter anderem die Modellierung
von Defekten, wie Einschlüsse und Poren, die Untersuchung des Einﬂusses von Rissen
auf den Beanspruchungszustand eines Festkörpers, sowie materialabhängiges dyna-
misches Rißwachstum. Für die Formulierung makroskopischer Materialmodelle und
zur Vorhersage des mechanischen Verhaltens von Verbundwerkstoﬀen sind auftreten-
de Kontaktﬂächen zwischen unterschiedlichen Materialien zu modellieren. Beispiele
für solche Aufgaben sind im Ingenieurwesen (Verbundwerkstoﬀe, Sprödbruchversagen
von Bauteilen), den Geowissenschaften (Mechanik geschichteter Böden, Plattentekto-
nik) oder der Physik und Chemie der Kristalle (Erstarrungsvorgänge) zu ﬁnden, siehe
Bild 4.1. Die Analyse von Wellenausbreitungsphänomenen in Körpern, die durch dis-
krete materielle Inhomogenitäten beliebiger Form und Verteilung geprägt sind, ist nur
numerisch möglich [59]. In praxisrelevanten Problemstellungen dominieren komplex ge-
Bild 4.1: Risse, Bodenschichtung und Erstarrungsvorgänge
formte Grenzﬂächen zwischen den Medien. Zusätzlich können die Trennﬂächen im Fall
von Rißwachstum und Kristallisation instationär sein und ihre Lage und Form ändern.
Lösungsverfahren für solche Aufgabenstellungen müssen neben den Teilgebieten und
Trennﬂächen vorhandene Diskontinuitäten der physikalischen Beschreibungsgrößen be-
rücksichtigen. Standardverfahren sind die Randintegral- und Finite-Element-Methode
mit kontinuierlicher Anpassung der Rand- bzw. Gebietsdiskretisierung. Die hierbei
wiederholt notwendige Neuvernetzung ist für komplizierte Geometrien mit variieren-
der Defektstellenanzahl und -verteilung mit beträchtlichem Zeitaufwand verbunden
und verursacht einen zusätzlichen Diskretisierungsfehler durch die erforderliche Lö-
sungsprojektion auf das neue Netz. Alternative netzfreie Verfahren [14] sind ineﬃzient
bei der Integration der diskreten Bestimmungsgleichungen.
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4.1 Modellbildung
Das dynamische Verhalten dreidimensionaler elastischer Festkörper und ihr mechani-
scher Beanspruchungszustand unter äußerer Belastung ist mit den Modellgleichungen
der geometrisch nichtlinearen Elastodynamik für endliche Verschiebungen und Verzer-
rungen beschrieben. Bei zweidimensionalen Beanspruchungs- und Verformungszustän-
den des Körpers ist die Betrachtung des ebenen Spannungs- bzw. Verzerrungszustandes
ausreichend.
Das zu analysierende Kontinuum besteht aus mehreren randgekoppelten Festkörpern
unterschiedlichen Materials. Zum Zweck der Übersichtlichkeit ist die folgende Darstel-
lung auf zwei Festkörper beschränkt. Die Bilanzgleichungen für Masse (1.16), Impuls
(1.17) und Drehimpuls in Lagrangescher Betrachtungsweise bilden die Grundlage des
Festkörpermodells. Die Dichte an einem Punkt der materiellen Konﬁguration ist zeit-
invariant, so daß die Massenerhaltung keine Bestimmungsgleichung liefert und die
Dichte als Beschreibungsgröße entfällt. Die materielle Geschwindigkeit und der durch
den 2. Piola-Kirchhoﬀ-Spannungstensor beschriebene Beanspruchungszustand sind Zu-
standsgrößen des Berechnungsmodells. Das Materialverhalten ist linear elastisch und
mit Gleichung (1.25) in Ratenform beschrieben. Bei Betrachtung des Systemverhal-
tens auf der Makroskala ist die Modellierung wechselnder physikalischer Eigenschaften
als Kontaktunstetigkeit zweckmäßig [70]. An der gebietstrennenden Grenzﬂäche der
Dicke Null wechseln die in jedem Teilbereich konstanten Materialeigenschaften Elasti-
zitätsmodul, Querdehnzahl und Dichte unstetig. Bild 4.2 zeigt die randgekoppelten
elastischen Bereiche des Kontinuums.
Interface
Material 1
Material 2
n
s
Bild 4.2: Festkörper  randgekoppelte Bereiche unterschiedlicher Materialien.
An der Kopplungsﬂäche zweier, in der Materialkonﬁguration beschriebener Festkörper
sind geometrische und dynamische Übergangsbedingungen deﬁniert. Die Massebilanz-
gleichung fordert die Stetigkeit der materiellen Geschwindigkeit normal zum Interface.
In die Impulsbilanz gehen Reibungseinﬂüsse (Haft- bzw. Gleitreibung) ein und indu-
zieren einen am Kopplungsrand diskontinuierlichen Tangentialspannungsverlauf. Bei
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Kontaktunstetigkeiten liegt der in Bild 4.3 gezeigte qualitative Verlauf der Normalge-
schwindigkeiten und Tangentialspannungen an der Grenzﬂäche vor. Bei Festkörpern,
die mit Rissen oder Kerben versehen sind, ist der mechanische Beanspruchungszustand
an den Ufern der Rißﬂäche vollständig entkoppelt. Übergangsbedingungen, wie sie für
Kontaktunstetigkeiten vorliegen, sind nicht deﬁniert. Der Verlauf von Geschwindigkeit
und Spannung ist daher unstetig.
Σ
Ω2
Ω1
SpannungGeschwindigkeitGeschwindigkeit Spannung
diskrete Risse︷ ︸︸ ︷Kontaktunstetigkeiten︷ ︸︸ ︷
Bild 4.3: Diskontinuierliche Beschreibungsgrößen an der Grenzﬂäche.
Kerben und Risse besitzen im räumlich zweidimensionalen Fall mindestens eine Riß-
spitze innerhalb einer Festkörperstruktur, wie Bild 4.4 zu entnehmen ist, und führen
zu örtlich hohen Beanspruchungen, deren möglichst genaue Vorhersage für zuverlässi-
ge Festigkeitsaussagen über betroﬀene Bauteile unumgänglich ist. Schon bei geringer
Belastung treten im Bereich der Rißspitze plastische Verformungen auf. Der dortige
Verzerrungszustand ist vom Beanspruchungszustand des umgebenden isotropen linear-
elastischen Materials dominiert, wenn das Gebiet plastischer Verformungen von sehr
kleiner Ausdehnung ist. Der Riß wächst, wenn die Beanspruchung an der Rißspitze den
maximalen Widerstand des Materials übersteigt. Mit geeigneten Modellen [37, 49, 78]
sind Aussagen über den eintretenden Rißbruch, sowie über den räumlichen Rißfort-
schritt [76] im Festkörper möglich. Die Rißspitze ändert hierbei Ausrichtung und Lage
und erzeugt neue diskrete Rißﬂächen. Die Lage der bestehenden Rißﬂäche bleibt zeit-
lich unverändert.
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n
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Bild 4.4: Festkörper  diskreter Riß mit Rißspitze.
Ausgehend von der Belastung ist zwischen drei Rißöﬀnungsarten zu unterscheiden, die
Bild 4.5 verdeutlicht. Die Umstände bei Sprödbruchversagen gibt die Rißöﬀnungsart
I am besten wieder und ist daher von besonderem Interesse. Der einer Rißöﬀnungsart
zugeordnete Spannungsintensitätsfaktor K charakterisiert den Spannungszustand in
der Umgebung der Rißspitze.
Bild 4.5: Rißöﬀnungsarten (crack modes) I, II und III.
Die Berücksichtigung auftretender Diskontinuitäten führt auf die beschriebenen Dis-
kretisierungsschwierigkeiten bei der Lösung der Modellgleichungen mit numerischen
Standardverfahren. Die hier vorgestellte Methodik löst die zugrundeliegenden Bestim-
mungsgleichungen auf einer topologisch ﬁxierten Gebietsdiskretisierung und erfaßt den
C0-/C1-unstetigen Verlauf der Zustandsgrößen durch lokale Anreicherung des Ansatz-
raumes an der mit der Level-Set-Funktion erfaßten Kopplungsﬂäche. Der Beanspru-
chungszustand im Abstand r von der Rißspitze ist für linear elastisches Materialverhal-
ten 1√
r
-singulär und mit Polynomen nur unzureichend approximierbar. Moës, Dolbow
und Belytschko verwenden in [64] spezielle Anreicherungsfunktionen zur Abbildung der
Singularitäten an Rißspitzen und setzen die Anreicherungsfunktion (3.7) zur Entkopp-
lung der Verschiebungsfelder entlang der Rißﬂächen ein. Obwohl im Rahmen dieser
Arbeit auf eine zusätzliche Rißspitzen-Anreicherung verzichtet wird, ist das Modell
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in dieser Hinsicht prinzipiell erweiterbar. Im Bereich der Rißspitzen ist zur Erzielung
hinreichend genauer Ergebnisse daher weiterhin eine feine räumliche Diskretisierung
notwendig.
4.2 Raum-Zeit-Finite-Element-Formulierung
Die zeitdiskontinuierliche Raum-Zeit-Finite-Element-Formulierung der mit den in Ab-
schnitt 4.1 aufgeführten Modellannahmen für die Elastodynamik randgekoppelter Fest-
körper ergänzten gemischt-hybriden Variationsform lautet
2∑
i=1
∫
QXi,n
δvi · ρi
(
∂vi
∂t
∣∣∣
X
− bi
)
dQX +
2∑
i=1
∫
QXi,n
E˙(δvi,ui) : Si dQ
X (4.1a)
+
2∑
i=1
∑
ei
∫
QXi,n
δSi :
(
C−1 : Si − E˙(vi,ui)
)
dQX (4.1b)
+
2∑
i=1
∫
ΩXi,n
δvi(t
+
n ) · ρi
(
vi(t
+
n )− vi(t−n )
)
dΩX (4.1c)
+
2∑
i=1
∑
ei
∫
ΩXi,n
δSi(t
+
n ) : C
−1 :
(
Si(t
+
n )− Si(t−n )
)
dΩX (4.1d)
+
2∑
i=1
∫
PXD,i,n
δti · (vi − v¯i) dPX −
2∑
i=1
∫
PXD,i,n
δvi · ti dPX (4.1e)
−
2∑
i=1
∫
PXN,i,n
δvi · t¯i dPX (4.1f)
+
∫
RXn
δt˜1 · (v1 − v2) dRX (4.1g)
−
∫
RXn
δv1 · t˜1 dRX +
∫
RXn
δv2 ·
(
t˜1 −NTt˘
)
dRX (4.1h)
= 0 ∀δvi, δSi, δti, δt˜
für die Raum-Zeit-Scheibe QXi,n = ΩXi × In mit dem Dirichlet-Rand PXD,i,n, dem
Neumann-Rand PXN,i,n und der gemeinsamen Grenzﬂäche R
X
n in der Materialkonﬁ-
guration KX der Betrachtungsweise nach Lagrange. Die hochgestellten Indizes zur
Kennzeichnung von Bezugskonﬁguration und Abbildung aller physikalischen Größen
entfallen in (4.1) im Sinne besserer Lesbarkeit.
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Die schrittweise Auswertung der Integralform (4.1) erfolgt für alle Zeitscheiben QXn .
Die in die Variationsformulierung aufgenommene Konstitutivgleichung (1.25) in Ra-
tenform und die in Abschnitt 4.1 getroﬀene Annahme zur materiellen Dichtekonstanz
jedes Teilkörpers führt mit δρi = 0 auf die aus (1.35) abgeleitete gemischte Integral-
form (4.1), formuliert mit den unbekannten Zustandsgrößen Geschwindigkeit v und
Piola-Kirchhoﬀ-II-Spannungen S, sowie den Rand- und Interfacespannungen t und t˜.
Der Anfangszustand jedes Teilkörpers ist spannungsfrei, so daß
Si(t
−
a ) = 0 in Ω
X
i (4.2)
als Anfangsbedingung für den Sprungterm (4.1d) gilt. Der Verschiebungszustand am
Ende einer Zeitscheibe
u(tn+1) = u(tn) +
tn+1∫
tn
v(t) dt (4.3)
wird in einer Nachlaufrechnung mit der Integration der Geschwindigkeit über die Zeit-
scheibendicke∆t und dem Verschiebungszustand am Anfang der Zeitscheibe bestimmt.
Das Verschiebungsfeld ist an den Zeitscheibenübergängen stetig.
Eine Diskussion der schwachen Form der Bestimmungsgleichungen im Gebiet (4.1a)-
(4.1d) und auf dem äußeren Rand (4.1e)-(4.1f) ist bei Hübner [45] zu ﬁnden. Wie in der
dort aufgeführten gemischt-hybriden Formulierung nach Knippers und Harbord [53]
ist der Spannungszustand in den Gebieten der ﬁniten Elemente deﬁniert und an den
Elementkanten nicht stetig. Zeile (4.1g) beinhaltet die mit der Variation der Spannun-
gen am Kopplungsrand gewichtete integrale Formulierung der geometrischen Über-
gangsbedingung (1.33), die am Interface kontinuierliche Geschwindigkeiten fordert.
Der erste Term in Zeile (4.1h) folgt aus partieller Integration der Impulsbilanzen für
beide Festkörperkontinua und verwendet den Spannungszustand von Festkörper 1 am
Kopplungsrand als Unbekannte. Der zweite Term dieser Zeile repräsentiert die schwa-
che Form der dynamischen Übergangsbedingung (1.34) nach partieller Integration der
Impulsbilanzen. Der Vektor tˆ charakterisiert die Änderung des Spannungszustandes
an der Grenzﬂäche in Normal- und Tangentialrichtung. Haft- und Gleitreibungseﬀekte
sind mit Deﬁnition des Vektors
t˘ =

0
ηH + ηG sign(vr · s1)
ηH + ηG sign(vr · s2)
 t · n (4.4)
berücksichtigt, in dem die aktuelle Normalspannung und Relativgeschwindigkeit am
Interface sowie die Koeﬃzienten der Haft- und Gleitreibung berücksichtigt sind [13].
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Stabilisierung. Die Integralform (4.1) ist mit Termen einer Galerkin-/Least-Squares-
Stabilisierung
+
2∑
i=1
∑
ei
∫
QXi,n
τI,i
1
ρi
LI(δvi, δSi) · (LI(vi,Si)− ρibi) dQX (4.5a)
+
∑
eR
∫
QXn
τK LK(δSi, δt˜) · LK(Si, t˜) dQX (4.5b)
ergänzt, worin die Operatoren
LI(vi,Si) = ρi∂vi
∂t
∣∣∣
X
−∇X · (FS)i , (4.6)
LK(Si, t˜i) = Si · n− t˜i (4.7)
die Residuen der Impulsbilanz (1.17) und des Gleichgewichts zwischen 2. Piola-Kirch-
hoﬀ-Spannungstensor und Spannungsvektor auf dem Rand in diﬀerentieller Form be-
zeichnen.
Die Galerkin-/Least-Squares-Stabilisierung der Impulsbilanz verhindert Oszillationen
der Lösung bei Wellenausbreitungsphänomenen in elastischen Strukturen. Die Bestim-
mungsgleichung des Stabilisierungsparamteters τI zur Wichtung der Stabilisierungs-
terme entspricht der von Hübner in [45] verwendeten Deﬁnition. Der Stabilisierungs-
parameter τK wird nach (3.24) bestimmt und wichtet die Stabilisierung des implizit
formulierten Lagrange-Multiplikators t˜.
Grenzﬂäche und angereicherte Ansatzfunktionen. Die Level-Set-Funktion φ
(Abschnitt 2.2) beschreibt die Lage der in der Materialkonﬁguration ﬁxierten Grenzﬂä-
cheR und dient zur Unterscheidung der FestkörpergebieteQ1 undQ2. Die betrachteten
Kontaktunstetigkeiten sind stationär, und die Evolution der Level-Set-Funktion ent-
fällt. Auf der topologisch unveränderten Geometrieapproximation des gesamten Fest-
körpergebietes gelten die in Abschnitt 3.2.3 eingeführten erweiterten Ansatzfunktionen
für die Beschreibungsgrößen v, S und t˜. Die elementweise Deﬁnition des Spannungszu-
standes erlaubt die Kondensation der Spannungsfreiwerte auf Elementebene, so daß im
globalen diskreten System ausschließlich Unbekannte des Geschwindigkeits- und Rand-
bzw. Interfacespannungansatzes zu bestimmen sind. Der erweiterte Finite-Element-
Ansatzraum erlaubt entlang der Kopplungsﬂäche diskontinuierliche Beschreibungsgrö-
ßen auf Grundlage der Level-Set-Funktion. Der Lagrange-Multiplikator t˜ stellt die
geometrischen Übergangsbedingungen her und liefert Informationen über die Span-
nungen am Kopplungsrand. Der Verschiebungszustand ist mit den erweiterten An-
satzfunktionen für die Geschwindigkeiten im Element potentiell diskontinuierlich. Mit
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der Vorschrift[
N
Nψ
]
·
[
uˆ
uˆ∗
]
tn+1
=
[
N
Nψ
]
·
[
uˆ
uˆ∗
]
tn
+
[
N
Nψ
]
·
tn+1∫
tn
[
vˆ
vˆ∗
]
dt (4.8)
erfolgt die Integration der Geschwindigkeitsfreiwerte für die gewöhnlichen und ange-
reicherten Ansatzfunktionen, und die aus räumlich unstetigen Geschwindigkeitsfeldern
folgenden diskontinuierlichen Verschiebungen werden erfaßt.
4.3 Scheibe mit Störstelle
Der Beanspruchungszustand von Bauteilen mit materiellen Inhomogenitäten ist im
Bereich der Kontaktstelle vomWechsel der Materialeigenschaften geprägt. Am Beispiel
der in Bild 4.6 gezeigten doppelsymmetrischen Scheibe mit kreisförmigem Einschluß
wird der Einﬂuß der bi-materiellen Grenzﬂäche auf den Verschiebungsverlauf für den
ebenen Spannungszustand bei geometrisch nichtlinearer Kinematik untersucht.
p
p
3r
4r
r
Ω1 Ω2
x
y
Bild 4.6: Symmetrische Scheibe mit kreisförmigem Einschluß unter Zugbelastung.
Das an der Symmetrieachse (x = 0) geteilte System besteht aus zwei elastischen Teil-
körpern, die die Bereiche Ω1 und Ω2 einnehmen. Das Gebiet des Einschlusses besitzt
die Form eines Kreises mit Radius r = 1 cm und Mittelpunkt im Koordinatenursprung.
An Ober- und Unterseite der Scheibenstruktur der Dicke d = 1 cm greift die Rand-
normalspannung p an und ruft einen zur x-Achse symmetrischen Beanspruchungszu-
stand hervor. Die Parameter des linear elastischen Materials, Elastizitätsmodul E und
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Querdehnzahl ν sind für die Materialkombinationen (A), (B) und (C) in Tabelle 4.3
zusammengestellt.
Kombination E1 [g/cm/s2] E2 [g/cm/s2] ν1 [-] ν2 [-]
(A) 10 10 0.1 0.1
(B) 10 10 0.1 0.3
(C) 1000 10 0.1 0.1
Tabelle 4.1: Materialkombinationen.
Die gleichmäßige Diskretisierung der Scheibe mit 6-Knoten-Raum-Zeit-Prismenele-
menten ist ebenfalls in Bild 4.6 aufgeführt. Die Grenzﬂäche zwischen Bereichen un-
terschiedlichen Materials schneidet einige ﬁnite Elemente und fällt nicht mit Element-
kanten zusammen. Der erweiterte Ansatzraum der Finite-Element-Approximation ist
in der Lage, die zu erwartenden Unstetigkeiten der Beschreibungsgrößen am Interface
abzubilden. Bei der Berechnung kommt ein Netz mit 30× 40 Knoten zum Einsatz.
Eine analytische Lösung der Aufgabenstellung liegt nicht vor. Daher liefert die mit
12700 Netzknoten durchgeführte Vergleichsberechnung auf Grundlage des von Hübner
[45] vorgestellten 8-Knoten-Raum-Zeit-Hexaederelements eine geeignete Referenzlö-
sung. Bei der Generierung des Referenznetzes muß die Kontur der Kontaktunstetigkeit
mit Elementkanten zusammenfallen.
Der Körper ist mit einer Streckenlast p = 1.0 g/cm/s2 am oberen und unteren Rand
belastet und weist für die betrachteten Materialkombinationen den in Bild 4.7 gezeig-
ten Verlauf der Horizontalverschiebung ux(x, y = 0) auf. Die Abbildung zeigt ebenfalls
die Verformung der Struktur mit einem Einschluß hoher Steiﬁgkeit im Fall (C). Be-
sitzen Einschluß und umgebendes Gebiet verschiedene Materialparameter, weist der
Verschiebungsverlauf bei x = 1.0 cm eine C1-Unstetigkeit auf. Der damit verbundene
Sprung der Verzerrungen und des Spannungszustandes kann durch die Anreicherung
der Approximation auch innerhalb eines Elementes abgebildet werden. Die Kontinuität
der angereicherten Geschwindigkeitslösung sichert der implizit formulierte Lagrange-
Multiplikator. Die unter der Annahme nichtlinearer Kinematik gewonnene Verschie-
bungslösung stimmt in allen betrachteten Fällen trotz der groben räumlichen Diskreti-
sierung gut mit der jeweiligen Referenzlösung überein. Bei Verfeinerung des regelmäßi-
gen Netzes konvergiert die Verschiebungslösung quadratisch gegen die Referenzlösung.
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Bild 4.7: p = 1.0 g/cm/s2: Verschiebung ux(x, y = 0) und Verformungsﬁgur Fall (C).
Den Verlauf der Horizontalverschiebung entlang der x-Achse bei Umkehr der Lastrich-
tung mit p = −1.0 g/cm/s2 zeigt Bild 4.8. Als Folge der geometrischen Nichtlinearität
treten im Fall (C) geringere Verschiebungen am freien Ende der Scheibe bei x = 3.0 cm
auf. In der Nähe der steifen Inhomogenität sind größere negative Verschiebungen vor-
handen.
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Bild 4.8: p = −1.0 g/cm/s2: Verschiebung ux(x, y = 0) und Verformungsﬁgur Fall (C).
Details des Berechnungsnetzes in der Momentankonﬁguration zeigt Bild 4.9. Im Ver-
gleich dazu ist die kantenangepaßte Vernetzung der Referenzdiskretisierung angegeben.
Bei impliziter Grenzﬂächenerfassung mit der Level-Set-Methode braucht bei der Dis-
kretisierung des Berechnungsgebiets keine Rücksicht auf existierende Interfaces genom-
men werden. Eine explizite Beschreibung des Kopplungsrandes zwischen den Gebieten
verlangt einen erheblichen Mehraufwand bei der Erzeugung des Berechnungsnetzes.
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Bild 4.9: Verformte Netzgeometrie für implizite und explizite Interfacebeschreibung.
Die Komplexität der mit der vorgestellten Methodik untersuchbaren Aufgabenstellun-
gen geht über den Fall einfacher kreisförmiger Einschlüsse weit hinaus. Bild 4.10 zeigt
eine Reihe unterschiedlich geformter Inhomogenitäten, deren Materialeigenschaften
gegenüber der umgebenden Struktur variieren. Die Level-Set-Funktion läßt bei ausrei-
chend hoher Auﬂösung der zugrundeliegenden Gebietsdiskretisierung stark gekrümmte
Kontaktﬂächen zu. Die Untersuchung mehrerer diskreter Materialinhomogenitäten in
elastischen Strukturen ist ohne Änderung der Methodik durchführbar.
Bild 4.10: Form- und materialverschiedene Einschlüsse auf festem Gebietsnetz.
4.4 Scheibe mit Riß
Der Beanspruchungszustand in der Umgebung eines Risses in dem in Bild 4.11 dar-
gestellten Bauteil ist unter Voraussetzung des ebenen Spannungszustandes zu bestim-
men. Die zur y-Achse symmetrische Scheibe der Dicke d = 1 cm besitzt einen geraden
Riß der Länge 2r = 2 cm und ist senkrecht zur Rißebene durch die am oberen und
unteren Rand angreifende Einwirkung p = 1g/cm/s2 belastet. Die Beanspruchung ist
charakteristisch für die in Bild 4.5 veranschaulichte Rißöﬀnungsart I.
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Bild 4.11: Symmetrische Scheibe mit horizontalem Riß unter Zugbelastung.
Für eine rißbehaftete unendliche Scheibe liegen die mit dem Verfahren der komplexen
Spannungsfunktionen [80] gewonnenen analytischen Lösungen für die Spannungen und
für den Verschiebungszustand in vertikaler Richtung
uy(x, y = 0) = p r
2(1 + ν)
E
· 1 +
3−ν
1+ν
4
√
1−
(x
r
)2
(4.9)
auf dem Ligament vor. Die Spannungskomponenten weisen in der Umgebung der Riß-
spitze eine Singularität auf und die Vertikalverschiebung besitzt Ellipsenform. Diese
Lösung gilt näherungsweise für endliche Scheiben, wenn die Bauteilberandungen hin-
reichend weit vom betrachteten Riß entfernt sind, so daß ihr Einﬂuß vernachlässigt
werden kann. Der Übergang vom Spannungs- und Verformungszustand der idealisier-
ten unendlichen Scheibe auf den realer Bauteile begrenzter Abmessungen gelingt mit
dem Spannungsintensitätsfaktor (SIF), in den neben den Randbedingungen die Riß-
und Bauteilgeometrie eingeht.
Im diskretisierten Scheibengebiet ist die Rißposition relativ zu den Elementen belie-
big, wie Bild 4.12 illustriert. Die Level-Set-Methode erlaubt schräge und gekrümmte
Rißgeometrien. Die eingesetzte Ansatzanreicherung berücksichtigt C0-/C1-Diskonti-
nuitäten, so daß bezüglich auftretender Spannungssingularitäten keine Verbesserung
der Näherungslösung in der Umgebung der Rißspitze zu erwarten ist.
80
Bild 4.12: Verformung (überhöht) auf rißangepaßtem/nicht angepaßtem Netz.
Die ellipsenförmige Rißaufweitung bildet das Verfahren schon bei grober räumlicher
Diskretisierung (60 × 80 Knoten) in Rißspitzennähe hinreichend ab (Bild 4.13). Die
numerische Lösung für die vertikale Verschiebung auf dem Ligament konvergiert bei
Erhöhung der Netzauﬂösung (120 × 160 und 240 × 320 Knoten). Ursachen für Ab-
weichungen von der analytischen Verschiebungslösung für die unendliche Scheibe sind
endliche Bauteilabmessungen und von den Idealannahmen abweichende Randbedin-
gungen. Entlang der y-Achse verläuft die Vertikalverschiebung bei x = 0.0 diskontinu-
ierlich. Die auf einer Elementkante bzw. im Element C0-unstetige Lösungsfunktion ist
frei von unphysikalischen Oszillationen. Aussagen zur Lösungsqualität sind hier nicht
möglich, da keine analytische Verschiebungslösung u+y (x = 0, y) auf der Symmetrie-
achse vorliegt. Eine Verfeinerung der Diskretisierung zeigt jedoch, daß die numerische
Lösung gegen einen Grenzwert konvergiert.
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Bild 4.13: Verschiebung u+y (x, y = 0) und u+y (x = 0, y).
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Die Qualität der Näherungslösung kann durch die Wahl geeigneter Anreicherungsfunk-
tionen in der Umgebung der Rißspitze deutlich gesteigert werden. Belytschko, Dolbow
und Moës [11, 29, 64] verwenden in der erweiterten Finite-Element-Methode (XFEM)
singuläre Anreicherungsfunktionen und sind in der Lage, den Spannungs- und Verzer-
rungszustand um die Rißspitze mit höherer Genauigkeit zu beschreiben. Statisches und
dynamisches Rißwachstum erfordert die sorgfältige Formulierung geeigneter Modelle
für Ausbreitungsrichtung und -inkrement.
Bild 4.14: Realisierung verschiedener Rißsituationen auf ﬁxiertem Gebietsnetz.
Die implizite Rißbeschreibung mit einer bzw. mehreren Level-Set-Funktionen erlaubt
die ﬂexible Deﬁnition unterschiedlicher initialer Rißsituationen. Die Anzahl der be-
nötigten Level-Set-Funktionen ist abhängig von der Zahl der vorhandenen Rißspitzen
und -kanten. Bild 4.14 zeigt die Initialisierung schräger und gekrümmter Rißkanten mit
maximal zwei Rißspitzen. Die Gebietsdiskretisierung kann unabhängig von der Positio-
nierung sämtlicher Rißkanten und -spitzen erfolgen. Die Kombination von Rißerfassung
durch Level-Set-Funktionen und einem einfachen physikalischen Rißfortschrittsmodell
stellt Stolarska in [93] vor.
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5. Zwei-Fluid-Strömungen
Strömungen mit frei beweglichen Oberﬂächen oder Grenzﬂächen treten als Wellen,
Tropfen und Blasen, Strahlen oder Filme in der Alltagserfahrung auf. Jede dieser Er-
scheinungsformen spricht eine Vielzahl physikalischer Phänomene an. Das Verständnis
dieser Phänomene unterstützt unter anderem nachhaltig die Entwicklung leistungsfähi-
ger Fertigungsverfahren in Industrie und Forschung und ermöglicht z.B. die Vorhersage
von Wellenformen und -einwirkungen auf Konstruktionen des Küsteningenieurwesens
und Schiﬀbaus oder des Verhaltens blasenbehafteter Strömungen in chemischen Re-
aktoren und Filtern. Gleiches gilt für Formgebungsprozesse ﬂüssiger Metalle, Gußfor-
moptimierung, sowie die industrielle Nutzung von Flüssigkeitsﬁlmen bei Trocknungs-
und Beschichtungsvorgängen in der Herstellung von Polymeren oder Papieren. Die
Mehrzahl der oben genannten Strömungen sind echte Zwei-Fluid-Strömungen, da bei
Vernachlässigung der Dynamik des zweiten Fluids die in Natur bzw. Experiment beob-
achtbaren Phänomene nur unvollständig oder überhaupt nicht erfaßt werden können.
Dies triﬀt auch für gasförmige zweite Fluide zu, wie das Beispiel von in Wasser auf-
steigenden Luftblasen zeigt. Anstatt Freispiegelströmungen nur eines Fluids, werden
daher im folgenden Strömungen zweier an einer gemeinsamen Grenzﬂäche (Interface)
gekoppelter Fluide betrachtet.
Bild 5.1: Tropfen, Kelvin-Helmholtz-Instabilität, aufsteigende Gasblasen
Die numerische Untersuchung grenzﬂächenbehafteter Strömungen stellt gerade für
physikalische Prozesse sehr kleiner Zeit- und Längenskalen eine Alternative zu auf-
wendigen Experimenten dar. Auch wenn die Lösungsgüte der zugrundeliegenden Mo-
dellgleichungen stark von den verfügbaren Rechnerkapazitäten abhängt, sind in vielen
Fällen zumindest qualitative Aussagen über das in der Regel nichtlineare System-
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verhalten möglich. Neben der in dieser Arbeit vorgestellten Methodik existiert ei-
ne Reihe sehr unterschiedlicher Ansätze zur numerischen Simulation von Zwei-Fluid-
Strömungen, über die Scardovelli und Zaleski [82] und Shyy [89] einen zusammenfas-
senden Überblick geben. Level-Set-basierte Verfahren, die die Modellgleichungen mit
Finite-Element-Verfahren lösen, sind u.a. bei Tornberg [104] und Smolianski [90] zu
ﬁnden. Die Raum-Zeit-Finite-Elemente-Methode verwenden [56] zur Diskretisierung
der Modellgleichungen für Zwei-Fluid-Strömungen.
5.1 Modellbildung
Im Mittelpunkt der Betrachtung steht die instationäre Strömung zweier unmischbarer
randgekoppelter Fluide (Bild 5.2). Die Strömung ist isotherm.Die Geschwindigkeit der
Strömung liegt für die erwähnten Anwendungsbereiche deutlich im Unterschallbereich,
so daß die Annahme inkompressibler Fluide gerechtfertigt ist. Die Massebilanzglei-
chung (1.16) ist mit sowohl räumlich als auch zeitlich unveränderlicher Dichte auf die
Divergenzfreiheit des Geschwindigkeitsfeldes der Strömung
∇x · va = 0 (5.1)
reduziert. Beide Fluide sind reibungsbehaftet, der Spannungszustand ist mit (1.26)
für homogene Newtonsche Fluide angegeben. Dichte und Viskosität sind in jedem
Fluid konstant und wechseln sprunghaft am Übergang von Fluid 1 zu Fluid 2, unter
Umständen um mehrere Größenordnungen.
Interface
Fluid 1
Fluid 2
n
s
Bild 5.2: Zweiﬂuidströmung  randgekoppelte Fluide.
Gemessen an den Längenskalen der zu untersuchenden Aufgaben ist es zweckmäßig,
für den Übergangsbereich zwischen den Fluiden eine inﬁnitesimal kleine Ausdehnung
anzunehmen. Dieser Ansatz führt auf die von Gauß, Laplace und Young favorisier-
te Betrachtung des Interfaces als scharfe Grenzﬂäche mit der Dicke Null. Gleichge-
wichtsbetrachtungen der wirkenden Kräfte beruhen auf der Annahme von am Interface
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diskontinuierlich verlaufenden physikalischen Größen, wie die Parameter Dichte und
Viskosität, siehe Bild 5.3. Die physikalischen Phänomene Oberﬂächenspannung, Be-
netzung und Kapillarität sind durch auf dem Interface deﬁnierte Nebenbedingungen
erklärt. Alternativ zu dieser makroskaligen Sichtweise wird durch Maxwell, Poisson
und Gibbs die mikroskalige Betrachtung des Interfaces als Region des stetigen Wech-
sels der physikalischen Größen vorgeschlagen. Die Unschärfe der Interfaceausdehnung
ist ein Hauptnachteil dieses Ansatzes, da weitere Annahmen zur Schließung des Mo-
dells notwendig sind. Aus diesem Grund folgt die weitere Herleitung mit der Annahme
einer scharfen Grenzﬂäche und dort plötzlich wechselnden Materialeigenschaften. Die
Unmischbarkeit beider Fluide führt auf ein impermeables Interface.
Σ
Ω2
Ω1
σ0κ
DruckGeschwindigkeit
(tangetial)
Dichte Viskosität
Bild 5.3: Diskontinuierliche Beschreibungsgrößen an der Grenzﬂäche.
Oberﬂächenspannung. Eﬀekte aus Oberﬂächenspannung sind bei Verwendung des
Kapillardruckmodells von Young berücksichtigt. Die Normalkomponente des Span-
nungsvektors am Interface wächst um den Betrag des durch die Oberﬂächenspannung
erzeugten Kapillardrucks pσ an. Der Kapillardruck
pσ = σ0κ (5.2)
ist abhängig vom materialbedingten Koeﬃzienten der Oberﬂächenspannung σ0 und
der Krümmung κ der Grenzﬂäche. Der Oberﬂächenspannungskoeﬃzient ist entlang
des Interfaces als konstant angenommen.
Strömungscharakterisierung. Das Verhältnis von Wirkungen aus Massenträgheit
und Reibung gibt die Reynolds-Zahl
Re =
ρvl
µ
(5.3)
an, in der die charakteristische Geschwindigkeit v und das charakteristische Längenmaß
l berücksichtigt sind. Gleiche Reynolds-Zahlen für Strömungen deuten auf ein ähnli-
ches Systemverhalten bezüglich des Einﬂusses viskoser Reibung hin. Bei ausreichend
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großer Zähigkeit des Fluids kann eine laminare Strömung vorliegen. Der Übergang zum
turbulenten Strömungsfeld erfolgt bei Überwiegen der Trägheitskräfte. Den Einﬂuß der
Schwerkraft auf eine Strömung mit freier Oberﬂäche beschreibt die Froude-Zahl
Fr =
v√
gl
, (5.4)
die Bewegungs- und Lageenergie ins Verhältnis setzt. Das Gravitationsfeld g erzeugt
Wellenbewegungen, die für Systeme gleicher Froude-Zahlen geometrisch ähnlich aus-
fallen. In der Blasendynamik erfaßt die Eötvös-Zahl
Eo =
g∆ρd2
σ0
(5.5)
die Wechselwirkung zwischen Schwerekräften und Kapillarkräften. Hierin entspricht
der Äquivalenzdurchmesser d dem Durchmesser einer der Blase volumengleichen Kugel
und∆ρ der Dichtediﬀerenz von umgebendem und eingeschlossenem Fluid. Die Morton-
Zahl verknüpft Reibungskräfte, Trägheitskräfte und Kapillarkräfte
Mo =
gµ4∆ρ
ρ2σ3
, (5.6)
wobei ρ und µ die Dichte und Viskosität des umgebenden Fluids sind, und beschreibt
ein bestimmtes Zweiﬂuidsystem mit dessen Materialeigenschaften.
Zeitskalen. Neben den dimensionslosen Kennzahlen ist jede Grenzﬂächenströmung
durch eine speziﬁsche Zeitskala charakterisiert. Die Zeitskala eines Systems ist von
der konkreten Problemstellung abhängig und durch das dominante physikalische Phä-
nomen des Prozesses (Gravitation, Zähigkeit, Kapillarität) gegeben. Die Froude-Zahl
Fr = 1 führt auf die typische Zeitskala
∆tg =
√
l
g
(5.7)
für durch Schwerekräfte dominierte Zwei-Fluid-Strömungen. Die Wirkung der Oberﬂä-
chenspannung in viskosen Strömungen ist mit der Reynolds-, Eötvös- und Morton-Zahl
charakterisiert. Das Verhältnis der Zähigkeitskräfte und Kapillarkräfte bestimmt die
Zeitskala
∆tσ =
µl
σ
(5.8)
der durch Oberﬂächenspannungseﬀekte geprägten Strömung. Die Reynolds-Zahl Re =
1 liefert die viskose Zeitskala
∆tv =
ρl2
µ
(5.9)
für Prozesse, bei denen Zähigkeitskräfte die Trägheitskräfte überwiegen. Zur Erfas-
sung aller physikalischen Eﬀekte des zu betrachtenden dynamischen Systems ist eine
Zeitschrittweite der numerischen Simulation ∆tnum ≤ min(∆tg,∆tσ,∆tv) zu wählen,
die die Zeitskalen der abzubildenden Eﬀekte nicht übersteigt.
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5.2 Raum-Zeit-Finite-Element-Formulierung
Die zeitdiskontinuierliche Raum-Zeit-Finite-Element-Formulierung der mit den in Ab-
schnitt 5.1 aufgeführten Modellannahmen für inkompressible und reibungsbehaftete
Zwei-Fluid-Strömungen mit Oberﬂächenspannung ergänzten gewichteten Integralform
(1.35) lautet
2∑
i=1
∫
Qxi,n
δpi∇x · vi dQx (5.10a)
+
2∑
i=1
ρi
∫
Qxi,n
δvi ·
(
∂vi
∂t
∣∣∣
x
+ vi · ∇xvi − bi
)
dQx (5.10b)
+
2∑
i=1
2µi
∫
Qxi,n
D(δvi) : D(vi) dQ
x −
2∑
i=1
∫
Qxi,n
∇x · δvi pi (5.10c)
+
2∑
i=1
ρi
∫
Ωxi,n
δvi(t
+
n ) ·
(
vi(t
+
n )− vi(t−n )
)
dΩx (5.10d)
+
2∑
i=1
∫
PxD,i,n
δti · (vi − v¯i) dP x −
2∑
i=1
∫
PxD,i,n
δvi · ti dP x (5.10e)
−
2∑
i=1
∫
PxN,i,n
δvi · t¯i dP x (5.10f)
+
∫
Rxn
δt˜1 · (v1 − v2) dRx (5.10g)
−
∫
Rxn
δv1 · t˜1 dRx +
∫
Rxn
δv2 ·
(
t˜1 −NTt˘
)
dRx (5.10h)
= 0 ∀δpi, δvi, δt, δt˜
für die Raum-Zeit-Scheibe Qxi,n = Ωxi × In mit dem Dirichlet-Rand P xD,i,n, sowie dem
Neumann-Rand P xN,i,n und der gemeinsamen Grenzﬂäche R
x
n in der Momentankonﬁ-
guration Kx der Betrachtungsweise nach Euler. Im Sinne besserer Lesbarkeit entfallen
die hochgestellten Indizes zur Kennzeichnung von Abbildung und Bezugskonﬁguration
der physikalischen Größen.
Die schrittweise Auswertung der Integralform (5.10) erfolgt für alle Zeitscheiben Qxn.
Die Anfangsbedingung (1.28) ist mit dem Sprungterm des zeitdiskontinuierlichen Ga-
lerkin-Verfahrens in Zeile (5.10d) berücksichtigt. Die in Abschnitt 5.1 getroﬀenen An-
nahmen zur Dichtekonstanz in jedem Fluid i führen mit δρi = 0 auf die aus (1.35)
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abgeleitete gewichtete Integralform (5.10), die die unbekannten Zustandsgrößen Ge-
schwindigkeit und Druck verwendet.
Eine Diskussion der schwachen Form der Bestimmungsgleichungen im Gebiet (5.10a)-
(5.10d) und auf dem äußeren Rand (5.10e)-(5.10f) ist bei Walhorn [106] zu ﬁnden.
Darüberhinaus beinhaltet Zeile (5.10g) die mit der Variation der Spannungen am
Kopplungsrand gewichtete integrale Formulierung der Bedingung (1.33) für den Masse-
ﬂuß über die Grenzﬂäche, die infolge der Impermeabilitätsannahme zur geometrischen
Übergangsbedingung wird, die stetige Geschwindigkeiten an der Grenzﬂäche fordert.
Der erste Term in Zeile (5.10h) resultiert aus partieller Integration der Impulsbilanzen
für beide Fluide und führt die Spannung von Fluid 1 am Kopplungsrand als Unbe-
kannte ein. Der zweite Term dieser Zeile repräsentiert die schwache Form der Über-
gangsbedingung (1.34) für den Impuls nach partieller Integration der Impulsbilanzen.
Der Vektor t˘ beinhaltet Änderungen des Spannungszustandes an der Grenzﬂäche in
Normal- und Tangentialrichtung. Eﬀekte aus Oberﬂächenspannung sind mit der Deﬁ-
nition
t˘ =

σ0κ
0
0
 (5.11)
im Verfahren berücksichtigt. Damit ist der Term der Oberﬂächenspannung allein aus
der Betrachtung randgekoppelter Fluide motiviert und mit der schwachen Form der
Modellgleichungen für die numerische Lösung erschlossen. Alternative diﬀusive Kon-
zepte wie die von Brackbill [16] eingeführte Continuum-Surface-Method (CSF) werden
so vermieden.
Stabilisierung. Die schwache Form der Modellgleichungen ist mit Termen der in
Abschnitt 1.4 motivierten Galerkin-/Least-Squares-Stabilisierung
+
2∑
i=1
∑
ei
∫
Qxi,n
τM,i ρi LM(δvi)LM(vi) dQx (5.12a)
+
2∑
i=1
∑
ei
∫
Qxi,n
τI,i
1
ρi
LI(δvi, δpi) · (LI(vi, pi)− ρibi) dQx (5.12b)
+
∑
eR
∫
Qxn
τK LK(δvi, δpi, δt˜) · LK(vi, pi, t˜) dRx (5.12c)
88
ergänzt. Die Operatoren
LM(vi) = ∇x · vi (5.13)
LI(vi, pi) = ρi
(
∂vi
∂t
∣∣∣
x
+ vi · ∇xvi
)
−∇x · 2µiD(vi) +∇xpi (5.14)
LK(vi, pi, ti) = T(vi, pi) · n− ti (5.15)
bezeichnen hierin Residuen in diﬀerentieller Form. Gleichung (5.13) repräsentiert das
Residuum der Massebilanz (5.1) und (5.14) das Residuum der Impulsbilanz (1.17),
in die die Konstitutivgleichung Newtonscher Fluide (1.26) eingeht. Die Deﬁnition des
Cauchy-Spannungstensors in Residuenform liegt mit (5.15) vor.
Für weitergehende Ausführungen zur Notwendigkeit einer Stabilisierung ﬁniter Ele-
mente für konvektionsdominante Strömungen und bei Anwendung ordnungsgleicher
Ansätze für Druck und Geschwindigkeit wird auf die Arbeiten von Hübner [45] und
Walhorn [106] verwiesen. Die dort vorgestellten Vorschriften zur Bestimmung der Pa-
rameter τM und τI zur Wichtung der Stabilisierungsterme ﬁnden hier Verwendung. Der
Stabilisierungsparameter τK wird nach (3.24) bestimmt und wichtet die Stabilisierung
des implizit formulierten Lagrange-Multiplikators t˜.
Grenzﬂäche und angereicherte Ansatzfunktionen. Die in Abschnitt 2.2 einge-
führte Level-Set-Funktion φ beschreibt die der Fluiddynamik unterworfene Grenzﬂä-
che R. Mit Lösung der Raum-Zeit-Finite-Element-Formulierung (2.23) der Level-Set-
Gleichung (2.16) liegt die Grenzﬂäche als zu jedem Zeitpunkt diskret bestimmbares
Null-Niveau der Level-Set-Funktion vor, die darüberhinaus der Unterscheidung der
Fluidgebiete dient.
Auf einer topologisch unveränderten Geometrieapproximation des gesamten Strömungs-
gebietes gelten die in Abschnitt 3.2.3 eingeführten erweiterten Ansatzfunktionen für
die Beschreibungsgrößen v, p und t˜. Die angereichte Finite-Element-Basis auf Grund-
lage der Level-Set-Funktion φ erlaubt entlang der Kopplungsﬂäche diskontinuierliche
Beschreibungsgrößen. Der Lagrange-Multiplikator t˜ erzwingt die geometrischen Über-
gangsbedingungen und liefert Informationen über die Spannungen am Interface.
5.3 Wasserwelle in ruhendem Behälter
Die Eignung des vorgestellten Verfahrens zur Beschreibung des zeitabhängigen Ver-
haltens von Schwerewellen ist anhand einer stehenden sinusförmigen Fluidgrenzﬂäche
in einem ruhenden Behälter zu untersuchen.
In einem Behälter der Breite L = 100 cm und Höhe H = 150 cm, siehe Bild 5.4, be-
ﬁnden sich zwei unmischbare Fluide in Ω1 und Ω2 mit den Dichten ρ1 = 1 g/cm3 und
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ρ2 = 10
−3 g/cm3. Beide Fluide sind reibungsbehaftet und besitzen die dynamischen
Viskositäten µ1 = 10 g/s/cm bzw. µ2 = 0.1 g/s/cm. Oberﬂächenspannungseﬀekte sind
vernachlässigt (σ0 = 0). Die freie Grenzﬂäche zwischen beiden Flüssigkeiten beschreibt
zum Zeitpunkt t = 0 s eine Sinusfunktion der Amplitude a und Wellenlänge λ = 2L.
Fluid 1 besitzt einen Ruhespiegel von d = 100 cm und unterliegt der konstanten
Erdbeschleunigung g = 100 cm/s2. An den Behälterwänden sind Gleitrandbedingun-
gen angenommen, während entlang der oﬀenen oberen Behälterseite das Druckniveau
p = 0 gesetzt ist. Die Diskretisierung erfolgt mit 1160 ﬁniten Raum-Zeit-Elementen.
g
L
H
a
d
Ω1
Ω2
p = 0
slip
Bild 5.4: System mit anfänglicher Gebietsverteilung und Diskretisierung.
Für gegenüber dem Ruhespiegel d kleine Wellenamplituden a ist das Verhalten eines
reibungsfreien Fluidsystems mit der linearen Wellentheorie [101] hinreichend genau
beschreibbar. Sind beide Fluide als reibungsfrei angenommen, unterliegt die Auslen-
kung µ(x, t) = a sin(ωt+ kx) jedes Punktes der freien Oberﬂäche einer harmonischen
Schwingung konstanter Amplitude mit der Dispersionsrelation ω =
√
gk tanh kd, der
Wellenzahl k = 2piλ und der Frequenz f =
ω
2pi . Die untersuchten viskosen Fluide hin-
gegen verursachen eine mit der Zeit abklingende Auslenkung der Oberﬂächenpunkte
und eine verringerte Frequenz der Schwingung um die Ruhelage.
Bild 5.5 zeigt die zeitliche Entwicklung der Oberﬂächenauslenkung am linken und
rechten Behälterrand für die Anfangsauslenkung a = d100 im Vergleich zur Lösung
nach linearer Wellentheorie für reibungsfreie Fluide. Die mit einer Zeitschrittweite
∆t = 0.1 s erzielte numerische Lösung zeigt den erwarteten Amplitudenabfall in der
Zeit infolge viskoser Reibung, die Frequenz ist mit fN = 0.27 Hz verschieden zur
analytischen Lösung im reibungsfreien Fall (fF = 0.28 Hz). Weiterhin ist die stetige
90
Transformation zwischen Lageenergie und kinetischer Energie sowie die Dissipation im
System infolge viskoser Dämpfung gezeigt. Der Erhalt der Gesamtenergie unterliegt
dem Abbruchfehler des Zeitintegrationsverfahrens.
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Bild 5.5: Oberﬂächenauslenkung und Energieformen des Systems.
Der Verlauf der Oberﬂächenauslenkung für eine alternative Anfangsamplitude von
a = d10 ist am Anfang des Beobachtungszeitraums deutlich nichtlinear (Bild 5.6) und
weist im Frequenzspektrum Oberschwingungen auf. Die Oberschwingungen werden
durch die Viskosität der Fluide frühzeitig gedämpft und das Schwingungsverhalten
gleicht dem des Systems mit geringerer Anfangsauslenkung.
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Bild 5.6: Oberﬂächenauslenkung an der linken Behälterwand.
Die Anreicherung des Ansatzraumes für Druck und Geschwindigkeit gewährleistet sta-
bile Lösungen auch bei grober Diskretisierung. Der durch die Fluidwichte verursachte
Gradientensprung des Drucks normal zur Grenzﬂäche kann mit der Anreicherung ab-
gebildet werden. Alternative Verfahren benötigen an dieser Stelle vielfach ein lokal
feinauﬂösendes Berechnungsnetz [77, 33]
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5.4 Dammbruch - kollabierende Wassersäule
Anhand des Beispiels einer kollabierenden Wassersäule kann eine Validierung des
Zweiﬂuidmodells für trägheitsdominierte Strömungszustände durchgeführt werden. In
einem am oberen Rand oﬀenen Behälter (Skizze des Systems in Bild 5.7) mit den
Maßen L = 58.4 cm und H = 45.0 cm beﬁndet sich Wasser (ρ1 = 1.0 g/cm3, µ1 =
10−2 g/s/cm) im Gebiet Ω1 und Luft (ρ2 = 10−3 g/cm3, µ2 = 10−4 g/s/cm) in Ω2. Zu
Beginn des Prozesses besitzt das Wasser die Form einer Säule der Breite a = 14.6 cm
und der Höhe b = 2a, die seitlich von einer Platte gestützt wird. Wirkungen aus
Oberﬂächenspannung können in erster Näherung vernachlässigt werden.
g
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Bild 5.7: System mit anfänglicher Gebietsverteilung und Diskretisierung Netz I.
Zum Zeitpunkt t = 0 s wird die Platte entfernt und die Erdbeschleunigung g =
981 cm/s2 veranlaßt die Wassersäule, einen Zustand minimaler potentieller Energie
anzustreben. Hierzu ﬁndet die Transformation von Lageenergie in kinetische Energie
statt; die Wassersäule fällt zusammen. Der Energieaustrag aus dem System infolge der
Viskosität der Fluide ist zu diesem Zeitpunkt unbedeutend. Nach hinreichend langer
Beobachtungszeit kommt das Wasser infolge viskoser Dämpfung zur Ruhe und bedeckt
schließlich den gesamten Behälterboden mit konstanter Höhe.
Das Berechnungsgebiet wird regelmäßig mit Dreieckselementen diskretisiert. Die Be-
rechnung erfolgt auf einem groben Netz I (30× 23 Knoten) und einem feinen Netz II
(120×92 Knoten). Die Anfangslage der Fluide ist mit der initialen Level-Set-Funktion
vorgegeben. An den Wänden des Behälters sind Gleitrandbedingungen appliziert. Das
zeitliche Verhalten des dynamischen Systems wird mit einem konstanten Zeitschritt
∆t = 0.01 s untersucht.
Bild 5.9 zeigt die Druck- und Geschwindigkeitsfelder der Zwei-Fluid-Strömung zu un-
terschiedlichen Zeitpunkten auf Netz I. Die freie Oberﬂäche wird zu allen Zeiten hin-
reichend genau aufgelöst. Die lokale Anreicherung von Geschwindigkeit und Druck
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ermöglicht die Erfassung C1-unstetiger Beschreibungsvariablen (z.B. Druckfeld aus
Gravitation) auf bewegten Grenzﬂächen.
Der quantitative Vergleich mit existierenden experimentellen und numerischen Ergeb-
nissen erfolgt durch die Betrachtung des Zeitverlaufs charakteristischer und praktisch
meßbarer Größen. Geeignet hierfür ist die zeitabhängige Lage der am Behälterboden
fortschreitenden Wellenspitze und die Position des freien Wasserspiegels am linken Be-
hälterrand. Mit der Verwendung der dimensionslosen Zeit τδ = t
√
2g/a, τβ = t
√
2g/b
und Verschiebung δ = x/a, β = y/b ist der Vergleich mit Ergebnissen aus der Literatur
möglich.
Bild 5.8 zeigt eine sehr gute Übereinstimmung der Berechnung mit den Resultaten an-
derer numerischer Verfahren. Besonders hervorzuheben ist die Nähe zu Front-Tracking-
basierenden Vorgehensweisen [106], aber ebenso zu Verfahren mit Volume-of-Fluid-
Ansatz [81]. Die Wasserspitze bewegt sich nach der Mehrzahl der numerischen Ergeb-
nisse zu Beginn der Beobachtung schneller als im Experiment nach Martin und Moyce
[61], während die Frontgeschwindigkeit im späteren Verlauf nahezu konstant bleibt.
Schwierigkeiten bei der experimentellen Positionsbestimmung der Spitze der Haupt-
wellenfront können hierfür ausschlaggebend sein. Die Resultate für die Position der
Wasserspitze von Hansbo [39], der ein Zeitintegrationsverfahren erster Ordnung ver-
wendet, stimmen zu Beginn des Kollapses gut mit dem Experiment überein, können
den quadratischen Verlauf zu späteren Zeitpunkten jedoch nur unzureichend abbilden.
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Bild 5.8: Horizontal- und Vertikalverschiebung.
Die Berechnungen unter Verwendung der Netze I und II liefern im Hinblick auf den
Zeitverlauf der dimensionslosen Kenngrößen nahezu identische Ergebnisse. Ein konver-
gentes Verhalten des Verfahrens liegt somit vor. Die systematischen Abweichungen zur
experimentellen Untersuchung sind in ungenauen Meßergebnissen bzw. einer Zeitver-
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schiebung begründet, da die anfangs stützende Seitenwand nur in endlicher Zeit ent-
fernt werden kann. Einzelaufnahmen des mit der numerischen Simulation gewonnenen
Zeitverlaufs des Prozesses zeigt Bild 5.9. Schon mit einer sehr groben Diskretiserung ist
das die Level-Set-Methode und eine lokale Ansatzanreicherung verknüpfende Verfahren
in der Lage, die wesentlichen physikalischen Eﬀekte dieses Systems zu beschreiben.
(a) t = 0.05s (b) t = 0.10s
(c) t = 0.15s (d) t = 0.20s
(e) t = 0.25s (f) t = 0.30s
Bild 5.9: Entwicklung der kollabierenden Wassersäule, Druck und Geschwindigkeit.
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5.5 Aufsteigende Gasblase
Eine kreisförmige Gasblase ist in einem rechteckigen Gefäß der Höhe H und der Brei-
te B positioniert, siehe Bild 5.10. Die Blase besitzt den Durchmesser d und ist von
einer viskosen Flüssigkeit (ρ1 = 1.0 g/cm3, µ1 = 3.162 · 10−1 g/s/cm) umgeben. Das
Fluid der Blase (ρ2 = 10−3 g/cm3, µ2 = 3.162 · 10−3 g/s/cm) ist wie das umgebende
Fluid inkompressibel. Das vorliegende Zweiﬂuidsystem besitzt mit dem Koeﬃzienten
der Oberﬂächenspannung σ0 = 1.0 g cm2/s2 die Morton-Zahl Mo = 10−2. Das Dich-
teverhältnis der Fluide entspricht dem von Wasser und Luft, die Fluide sind jedoch
deutlich zäher.
g
B
H Ω1
Ω2
p = 0
slip
Bild 5.10: System mit anfänglicher Gebietsverteilung und Diskretisierung Netz I.
Im Grenzfall einer ruhenden Blase (g = 0) liegt in beiden Fluiden ein konstantes
Druckfeld vor, das an der gemeinsamen Grenzﬂäche um den Betrag des Kapillardrucks
ansteigt. Beide Fluide bleiben in Ruhe. Die Ergebnisse der numerischen Berechnungen
ohne und mit Anreicherung der physikalischen Beschreibungsgrößen Druck und Ge-
schwindigkeit zeigt Bild 5.11. Ohne die Anreicherung entlang der Grenzﬂäche, kann das
Druckfeld im Gebiet nur stetig approximiert werden und bildet den Drucksprung durch
einen netzabhängigen Gradienten ab, siehe Bild 5.11(a). Der endliche Druckgradient
verursacht ein unphysikalisches Geschwindigkeitsfeld. Diese Störungen (spurious cur-
rents) können bei sensiblen Aufgaben, wie die der Blasendynamik, sinnvolle Ergebnisse
einer numerischen Simulation verhindern. Die Anreicherung der Druckapproximation
am Interface ermöglicht die diskrete Abbildung aller C0- und C1-Diskontinuitäten und
vermeidet unphysikalische Geschwindigkeitsfelder, siehe Bild 5.11(b).
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(a) ohne Druckanreicherung
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(b) mit Druckanreicherung
Bild 5.11: Stationäre Blase: Druckfeld und Geschwindigkeitsfeld (10-fach überhöht)
Als Folge der Beschleunigung g = 1 cm/s2 steigt die Blase in der umgebenden Flüs-
sigkeit auf. Dabei eintretende Formänderungen der Blase sind unter den gegebenen
Bedingungen vom Blasendurchmesser abhängig. Den experimentell gewonnenen Zu-
sammenhang zwischen Blasenform und den in die Eötvös-Zahl eingehenden Blasen-
durchmesser eines speziﬁschen Zweiﬂuidsystems zeigt das aus Oertel [69] bzw. Clift
[26] entnommene Bild 5.12. Im Bereich kleiner Eötvös-Zahlen besitzt die Blase die
Form einer Kugel (sphärisches Regime), da aufgrund der starken Oberﬂächenkrüm-
mung die Kapillarkräfte groß sind und die Blase stabilisieren. Mit zunehmendem Bla-
sendurchmesser wachsen die Auftriebskräfte an, während die Wirkung der Oberﬂä-
chenspannung abnimmt (elliptisches Regime). Für große Eötvös-Zahlen überwiegen
Schwerekräfte und Kapillarkräfte besitzen keinen Einﬂuß auf die Blasengestalt. In die-
sem als Kugelkappen-Regime bezeichneten Bereich ist die Blasenform zusätzlich stark
abhängig vom Verhältnis der Zähigkeits- und Auftriebskräfte.
Das Verhalten einer aufsteigenden Gasblase wird für die Anfangsdurchmesser d =
{1.0, 3.2, 10.0, 32.0} und den Systemabmessungen H = 4d und B = 2d untersucht. Die
Fluideigenschaften ρ und µ und die Beschleuingung g bleiben dabei unverändert. Die
Berechnung ist auf drei verschiedenen Netzen realisiert. Das grobe Netz I mit 20×40×2
Dreieck-Elementen ist regelmäßig und in Bild 5.10 angegeben. Zwei weitere feinere
Netze (40× 80× 2) und (60× 120× 2) folgen diesem Diskretisierungsschema. An den
Rändern des Behälters gelten Gleitrandbedingungen. Entlang der Oberkante ist der
Druck mit p = 0 vorgegeben. Die Zeitschrittweite ∆t = {0.037s, 0.028s, 0.037s, 0.061s}
ist an der maßgebenden Zeitskala orientiert.
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Bild 5.12: Formen aufsteigender Blasen in einer Flüssigkeit [26].
Für die Eötvös-Zahlen Eo = 100, Eo = 101 und Eo = 103 ist in Bild 5.13 die zeitliche
Entwicklung des Blasenaufstiegs angegeben. Bei sehr kleinem Durchmesser (Eo = 100)
erhält die Blase ihre Kugelform. Die Auftriebskräfte überwiegen gegenüber den Wi-
derstandskräften aus viskoser Reibung. Die Blase steigt gleichmäßig beschleunigt mit
der Reynolds-Zahl Re = 0.64 auf. In der Blase herrscht infolge des Kapillardrucks
ein Überdruck, der die Kugelform stabilisiert. Der Drucksprung am Interface ist wäh-
rend der gesamten Aufstiegsbewegung präsent und wird vom Lösungverfahren diskret
widergegeben. Die Blase mit Eo = 101 besitzt einen mittelgroßen Durchmesser und
steigt in Ellipsenform auf. Bedingt durch reduzierte Oberﬂächenspannungswirkungen
deformiert die Blase im Strömungsfeld (Re = 8.6). Im Vergleich zum Druckzustand
des umgebenden Fluids herrscht auch in dieser Blase ein Überdruck, der mit einem
Drucksprung an der Grenzﬂäche verbunden und korrekt abgebildet ist. Blasen mit
sehr viel größerem Durchmesser sind starken Gestaltänderungen unterworfen. In der
Konﬁguration mit Eo = 103 verformt sich die Blase in einem ersten Schritt zur Ku-
gelkappe. Die stabilisierende Wirkung der Oberﬂächenspannung ist nun nicht mehr
vorhanden. Der Aufstieg der Blase ist von Auftriebskräften in laminarer Umströmung
mit Re = 395 dominiert. Im weiteren Verlauf lösen Teile der Blase ab und rufen ei-
ne Änderung der Blasentopologie hervor. Die verbleibende Hauptblase ist kleineren
Volumens und steigt als gekräuselte Kugelkappe auf.
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(a) t = 0.0s (b) t = 5.5s (c) t = 11.1s (d) t = 14.8s
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Bild 5.13: Zeitverlauf Blasenform und Druck für Eo = 100,Eo = 101 und Eo = 103.
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(a) Eo = 100 (b) Eo = 101
(c) Eo = 102 (d) Eo = 103
Bild 5.14: Blasenformen für unterschiedliche Anfangsdurchmesser.
Bild 5.14 zeigt die Blasenformen und zugehörigen Druck- und Relativgeschwindigkeits-
felder bei Erreichen des oberen Behälterdrittels. Die aus der numerischen Simulation
gewonnenen Blasenformen stimmen mit den Resultaten aus Experimenten [26] quali-
tativ gut überein. In Bild 5.14(a) beﬁndet sich die Blase im sphärischen Regime mit
deutlich ausgebildeter innerer Zirkulation. Den Übergangsbereich des elliptischen Regi-
mes bildet die in Bild 5.14(b) abgebildete Konﬁguration. Ein sehr großer Blasendurch-
messer in Bild 5.14(c) und Bild 5.14(d) ist mit nur geringen Kapillarkräften verknüpft,
die die Kugelform beim Aufsteigen der Blase nicht stabilisieren können, so daß eine
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Verformung der Blase als gekräuselte Kugelkappe mit ausgepägter Wirbelschleppe im
Nachlaufbereich die Folge ist.
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Bild 5.15: Blasenaufstiegsgeschwindigkeit und Reynolds-Zahl.
Fan [31] verknüpft die Bewegungsformen der Blasen und gewinnt eine Vorschrift zur
Ermittlung der Aufstiegsgeschwindigkeit von Gasblasen in allen Regimen. Für die be-
trachteten Konﬁgurationen sind in Bild 5.15 die Blasenaufstiegsgeschwindigkeiten der
numerischen Simulation für drei unterschiedlich feine Diskretisierungen den Werten
nach Fan gegenübergestellt. Die über die Eötvös-Zahl aufgetragenen Reynolds-Zahlen
der aufsteigenden Gasblasen zeigen sehr gute Übereinstimmung mit experimentell von
Clift [26] gewonnen Vergleichswerten. Weitergehende Untersuchungen zum Aufstiegs-
verhalten ganzer Blasenschwärme veröﬀentlicht zum Beispiel Schlüter [83].
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6. Zwei-Fluid-Struktur-Interaktion
In Natur und Ingenieurwesen existiert eine Fülle dynamischer Vorgänge, bei denen
elastische Strukturen in schwacher oder starker Wechselwirkung mit umgebenden rei-
bungsbehafteten Zwei-Fluid-Strömungen oder Strömungen mit freier Oberﬂäche ste-
hen. Von der Seite des Ingenieurs besteht das dringende Interesse an der Untersuchung
der auftretenden Interaktionsphänomene im Bereich des Wasserbaus und der Sied-
lungswasserwirtschaft, ebenso bei Wellenschlag auf Oﬀshore-Strukturen oder Schiﬀ-
aufbauten (Bild 6.1). Aufgaben der Verfahrenstechnik haben unter anderem die Op-
timierung industrieller Abläufe zum Ziel, bei denen mehrphasige Strömungen kleiner
Längenskalen mit elastischen Bauteilen interagieren und darüberhinaus mit chemi-
schen und thermodynamischen Prozessen gekoppelt sind. Das Verständnis der auftre-
tenden Wechselwirkungsprozesse unterstützt die Entwicklung langlebiger, eﬃzienter 
und dabei sicherer  Ingenieurkonstruktionen. So steht bei Anlagen, die Extrembe-
lastungen ausgesetzt sind, gerade der Sicherheitsaspekt und die Eindämmung einer
möglichen Schadenswirkung im Mittelpunkt des öﬀentlichen Interesses. Für die mei-
sten der genannten Vorgänge kann keine Vorhersage des Systemverhaltens anhand
bekannter geschlossener Lösungen gegeben werden. Es besteht daher ein Bedarf an
leistungsfähigen Modellen und Methoden zur numerischen Simulation von Wechsel-
wirkungsvorgängen zwischen Zwei-Fluid-Strömungen und verformbaren Festkörpern.
Bild 6.1: Versagen von Staubauwerken und Deichanlagen, Wellenschlag auf Schiﬀe.
Wie bei den in Kapitel 5 und Kapitel 4 besprochenen Zwei-Fluid-Strömungen bzw. bi-
materiellen elastischen Festkörpern ﬁndet in randgekoppelten Fluid-Struktur-Systemen
der Austausch von Informationen an einer gemeinsamen Grenzﬂäche statt. Charakte-
ristisch ist die durch Starrkörperbewegungen und Deformationen der Struktur her-
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vorgerufene zeitabhängige Lage des Kopplungsrandes, auf dem Strömung und Fest-
körper wechselwirken. Im Gegensatz dazu ﬁndet die Interaktion volumengekoppelter
Aufgaben, wie z.B. formveränderliche poröse Medien, im gesamten Gebiet zwischen
verschiedenen physikalischen Größen statt.
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Bild 6.2: Schwingungsanregung bei Wehrbauwerken.
Ausgewählte randgekoppelte Aufgaben aus dem Bereich der Hydroelastik sind in
Bild 6.2 aufgeführt. Während im Beispiel des unterströmten Schotts keine Rückwir-
kung der Struktur auf das Fluidgebiet stattﬁndet, kann das System des überströmtes
nachgiebigen Wehrbauwerks zu Schwingungen angeregt werden. Die Form und das
Verhalten des erzeugten Freistrahls sind von einer Vielzahl Faktoren wie Fallhöhe,
Strömungsgeschwindigkeit und Richtung abhängig. Eine ausreichende Beschreibung
des zu Oszillationen neigenden freien Überfalls ist nur durch das Einbeziehen der
umgebenden Luftströmung gewährleistet, wie experimentelle Untersuchungen belegen
[67]. Ursachen für die Instabilität des Überfallstrahls sind Wechselwirkungen mit der
eingeschlossenen Luftströmung, instationäre Zuﬂussbedingungen oder auf den Strahl
rückwirkende Eﬀekte bei seinem Eintritt in das Wasserpolster des Unterwassers. Aus
diesem Grunde ist die Dynamik beider Phasen  Wasser und Luft  zur Modellbildung
der Strömung heranzuziehen.
6.1 Modellbildung
Das zu untersuchende Zweiﬂuid-Struktur-System ist als Mehrfeldaufgabe randgekop-
pelter Kontinua modelliert. Das Gebiet der Strömung QF besteht aus zwei unmisch-
baren Fluiden, deren gemeinsame Kopplungsﬂäche der Dynamik der reibungsbehafte-
ten und inkompressiblen Strömung unterworfen ist. Das in Abschnitt 5.1 eingeführte
Modell einer Zwei-Fluid-Strömung gilt für im Bauwesen vorherrschenden Strömun-
gen niedriger Machzahl und kommt hier für das Strömungsgebiet zum Einsatz. Am
Fluid-Fluid-Interface R auftretende Oberﬂächenspannungseﬀekte sind somit ebenfalls
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berücksichtigt. Die in Abschnitt 4.1 untersuchte und als linear elastisch angenommene
Struktur in QS mit nichtlinearer Kinematik besitzt mit der Strömung eine gemeinsame
Grenzﬂäche  das Fluid-Struktur-Interface K = Θ× I mit
K = QS ∩ (QF1 ∪QF2) (6.1)
und dem momentanen Raum-Zeit-Gebiet des Festkörpers QS und den Strömungs-
kontinua QF1 und QF2 . Die Grenzﬂächen R und K sind zeitveränderlich. Bild 6.3
verdeutlicht die nicht überlappenden Teilgebiete und Grenzﬂächen des Modells.
Fluid-Fluid-Interface
Fluid-Struktur-Interface
Fluid 1
Fluid 2
Struktur
nK
sK
Bild 6.3: Fluid-Struktur-Interaktion  randgekoppelte Fluide und Festkörper.
Am Fluid-Struktur-Interface sind auf Grundlage von Masse- und Impulsbilanz Über-
gangsbedingungen zu formulieren. Die Skalen der physikalischen Größen der im folgen-
den untersuchten Fluid-Struktur-Systeme erlauben die Modellannahme von Gleitrand-
bedingungen am Kopplungsrand. Im Bereich der Hydroelastik überwiegen Schwerkräf-
te den Kräften aus viskoser Reibung der Strömung. Bei Fluiden geringer Viskosität
und Präsenz eines dominanten Erdschwerefeldes ist der Einﬂuß der Grenzschicht in-
folge am Festkörper haftender Fluidpartikel sowie der tangentiale Impulsübertrag ver-
nachlässigbar. In der Folge sind die Tangentialkomponenten von Geschwindigkeit und
Randspannung auf der Fluid- und Strukturseite entkoppelt.
Für die impermeable Grenzﬂäche resultiert die geometrische Kopplungsbedingung
(vaF − vaS) · nxK = 0 (6.2)
identischer Geschwindigkeitskomponenten in Richtung der Normalen nxK des Fluid-
Struktur-Interfaces in der Momentankonﬁguration. Der Vektor nK ist als Randnormale
des Fluidgebietes deﬁniert und zeigt in das Festkörpergebiet. Das Gleichgewicht der
Randnormalspannungen von Fluid und Festkörper an der Kopplungsﬂäche
(txF + t
x
S) · nxK = 0 (6.3)
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fordert die dynamische Übergangsbedingung. Die Berücksichtigung von Reibungsein-
ﬂüssen gelingt mit der Formulierung geeigneter Gleichgewichtsbedingungen für die
tangentialen Anteile der Randspannungen, ist in dieser Arbeit jedoch nicht Gegen-
stand der Betrachtung.
Bei der Auswertung der Kopplungsbedingungen sind die unterschiedlichen Betrach-
tungsweisen von Strömungs- und Festkörperkontinuum von Bedeutung. Die Beschrei-
bung der Struktur erfolgt zweckmäßig mit der massepunktbezogenen Betrachtung nach
Lagrange, während die Größen des Fluidkontinuums nach Euler ortsfest erfaßt sind.
Die vorgestellten Formulierungen für Festkörper und Strömung verwenden Geschwin-
digkeiten als unbekannte Beschreibungsgrößen und vereinfachen so die Realisierung
der Kopplungsbedingungen (6.2) und (6.3).
6.1.1 Kopplung von Fluid und Struktur
Zur Integralformulierung der Modellgleichungen für Fluid (5.10) und Struktur (4.1)
tritt die Variationsform der Kopplungsbedingungen (6.2) und (6.3) in der Raum-Zeit-
Scheibe n
+
∫
Kx
δtF (vF −vS) ·nK dKx−
∫
Kx
δ(vF ·nK) tF dKx+
∫
Kx
δ(vS ·nK) tF dKx (6.4)
hinzu, die die Zwangsgröße tF als Interface-Normalspannung und zusätzliche Beschrei-
bungsgröße verwendet. Die hochgestellten Indizes zur Kennzeichnung der Materialkon-
ﬁguration als Bezugskonﬁguration der Spannungsgröße und der materiellen Geschwin-
digkeit entfallen im Sinne besserer Lesbarkeit.
Die betrachteten Festkörper unterliegen nur moderatem Gestaltwechsel und topolo-
gische Formänderungen können ausgeschlossen werden. Die Kontinua des Zwei-Fluid-
Gebietes weisen dagegen in der Regel starke Deformationen und Gestaltänderungen
auf. Die Fluid-Fluid-Grenzﬂäche ist daher zweckmäßig mit einer impliziten Methode
auf dem Eulerschen Berechnungsnetz des Strömungsgebietes zu beschreiben  der in
Abschnitt 2.2 vorgestellten und in Kapitel 5 auf Zwei-Fluid-Systeme angewendeten
Level-Set-Methode. Dazu gegensätzlich ist die Fluid-Struktur-Grenzﬂäche explizit er-
faßt, d.h. die Diskretisierung des Strömungsgebietes ist auf dem Kopplungsrand an der
Strukturdiskretisierung orientiert. Die Knoten beider Raum-Zeit-Berechnungsnetze
fallen auf dem Kopplungsrand K von Strömung und Festkörper zusammen und verein-
fachen die Diskretisierung von Gleichung (6.4). Bild 6.4 verdeutlicht die unterschied-
lichen Frontbeschreibungstypen des in diesem Kapitel vorgestellten Schemas zur Un-
tersuchung der Wechselwirkung von elastischer Struktur und Zwei-Fluid-Strömung.
Jede Bewegung des in der Materialkonﬁguration beschriebenen Strukturrandes be-
wirkt eine Änderung des Fluidrandes und des Fluidgebietes in der Momentankonﬁgu-
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ration. Während die Diskretisierung des Festkörpergebietes unverändert bleibt, folgt
das Fluidgebiet der Strukturdeformation. Unter der Voraussetzung moderater Ver-
formungen und Starrkörperbewegungen sind aufgrund unveränderter Topologie des
Berechnungsgitters Netzbewegungsverfahren, wie der von Walhorn [106] beschriebene
Pseudo-Struktur-Ansatz, geeignet und kommen in den folgenden Beispielen zum Ein-
satz. Die Diskretisierung des Fluidgebietes mit raum-zeit-ﬁniten Elementen erlaubt die
Anpassung der Geometrie des Raum-Zeit-Netzes an den zeitveränderlichen Kopplungs-
rand. Die Integration der Modellgleichungen auf dem mit ﬁniten Raum-Zeit-Elementen
diskretisierten veränderlichen Raum-Zeit-Gebiet gewährleistet die Erhaltung der Kon-
servativitätseigenschaften des Diskretisierungsverfahrens, da a priori die Erfüllung des
Raumerhaltungsgesetzes (geometric conservation law) sichergestellt ist.
Fluid-Fluid-Interface
(implizit  Level-Set-Methode)
Fluid-Struktur-Interface
(explizit  Polynom)
Bild 6.4: Erfassung der Grenzﬂächen im gekoppelten Fluid-Struktur-System.
Die diskretisierten Bestimmungsgleichungen für Zwei-Fluid-Strömung, Struktur und
die auf dem expliziten Fluid-Struktur- sowie dem impliziten Fluid-Fluid-Interface
formulierten diskreten Übergangsbedingungen führen auf ein gekoppeltes nichtlinea-
res Gesamtgleichungssystem. Die den bewegten Fluid-Fluid-Kopplungsrand erfassen-
de diskrete Level-Set-Gleichung ist innerhalb des Picardschen Iterationsschemas für
nichtlineare Aufgaben formal von den Physik-Gleichungen entkoppelt.
Das resultierende System algebraischer Gleichungen illustriert Bild 6.5, das nur die
Geschwindigkeitsfreiwerte der Zwei-Fluid-Strömung vˆF1 und vˆF2 und des Festkör-
pers vˆS , sowie die zur Realisierung der Kopplungsbedingungen eingeführten Lagrange-
Multiplikatoren darstellt. Die implizite Zwangsgröße t˜ koppelt die Strömungsgebiete
auf dem Fluid-Fluid-Rand über die Geschwindigkeiten auf dem Interface. Der Haupt-
diagonaleintrag ist aufgrund der in Abschnitt 3.3.1 vorgeschlagenen Stabilisierung
des Lagrange-Multiplikators von Null verschieden, im Vergleich zu den verbleibenden
Zeileneinträgen jedoch sehr klein. Der den Interfacegeschwindigkeiten vˆF1 zugeord-
nete Eintrag auf der rechten Seite berücksichtigt den Einﬂuß der Oberﬂächenspan-
nung. Gleitreibungsbedingungen auf dem Fluid-Struktur-Rand sichert die Interface-
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normalspannung tˆF , die die Identität der Normalkomponente der Geschwindigkeiten
am Fluid-Struktur-Rand gewährleistet. Die Kopplungsformulierung des Strömungs-
Struktur-Interfaces entspricht einem klassischen Lagrange-Multiplikator-Verfahren mit
unbelegter Hauptdiagonale der Zwangsgrößeneinträge.
t˜
vˆF1
vˆF2
vˆS
tˆF
0
bˆF1
bˆF2 + pˆσ
bˆF2
bˆS
0
KˆF1
KˆF2
KˆS
-Bˆ1
Bˆ2
BˆT1 -BˆT2
-BˆF
BˆS
BˆTF -Bˆ
T
S
Bild 6.5: Gesamtgleichungssystem.
In dieser Form realisiert das Verfahren die starke Kopplung der diskretisierten Mo-
dellgleichungen für die beteiligten randgekoppelten Kontinua über die linke Seite des
Gesamtgleichungssystems [57]. Einen Überblick starker und schwacher Lösungsalgo-
rithmen in der numerischen Fluid-Struktur-Analyse geben Steindorf [92] und Mok
[65, 66]. Die detaillierte Beschreibung des verwendeten Picard-Iterationsschemas für
nichtlineare Gleichungen, sowie Aussagen über geeignete Strategien zur numerischen
Lösung der resultierenden linearen Gleichungssysteme mit direkten und iterativen Ver-
fahren liefern die Arbeiten von Hübner [45] und Walhorn [106].
6.2 Wasserwelle in fremderregtem Behälter
Das System zur Untersuchung der Wellenbewegung in einem ﬁxierten Behälter der
Tiefe t = 1 cm aus Abschnitt 5.3 wird so modiﬁziert, daß mit der in Bild 6.6 gezeigten
Lagerung horizontale Verschiebungen der Behälterstruktur möglich sind. Der Behäl-
ter mit sehr hoher Steiﬁgkeit ist als Starrkörper der Masse mB = 200 g modelliert.
Der Verschiebungszustand der Struktur ist von einer Horizontalfeder der Steiﬁgkeit
k = 10205 g/s2 beeinﬂußt. Der Behälter ist bis zur Höhe d = L mit einem Fluid der
in Abschnitt 5.3 angegebenen Dichte und Viskosität befüllt. Das zweite luftähnliche
Fluid belegt den Raum bis zum oberen Behälterabschluß. Auf die Fluide wirkt die
Beschleunigung g = 100 cm/s2.
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Bild 6.6: Seitlich federnd gelagerter und wasserbefüllter Behälter.
Das Behältersystem kann als Feder-Masse-System aufgefaßt werden, wenn jede Bewe-
gung der Fluide relativ zum Behälter unterbunden ist. Das resultierende System der
Gesamtmassem = mB+mF1+mF2 besitzt die Eigenkreisfrequenz ω0 =
√
k/m = 1.0 1s
und somit eine Eigenfrequenz von f0 = ω2pi = 0.1592Hz, wobei der Index 0 die ideali-
sierte Konzentration der real verteilten Masse des Systems in einem Massepunkt kenn-
zeichnet. Ist die Bewegung der Fluide nicht behindert, schwingt die Grenzﬂäche nach
anfänglicher sinusförmiger Auslenkung bis sie infolge innerer Reibung der Strömung
zur Ruhe kommt. Für den reibungsfreien Grenzfall ist in Abschnitt 5.3 die Frequenz
der Wellenbewegung im Behälter mit fF = 0.28Hz nach linearer Wellentheorie ange-
geben und mit guter Näherung durch die numerische Analyse bestätigt, die zusätzlich
Reibungseﬀekte berücksichtigt.
Das Angreifen einer zeitveränderlichen Last F (t) am Behälterboden setzt das System
einer Fremderregung aus. Der Zeitverlauf der Last ist periodisch und von konstanter
Amplitude (siehe Bild 6.6). Die Frequenz fE der Einwirkung ist variabel und bestimmt
den zeitlichen Verlauf der Systemantwort maßgeblich. Fällt die Frequenz der äußeren
Anregung mit einer der Eigenfrequenzen des Gesamtsystems zusammen, gewinnt das
System ständig Energie, was schließlich zu sehr großen Auslenkungen und zur Reso-
nanzkatastrophe führt. Der Resonanzfall tritt nicht ein, wenn Erreger- und Eigenfre-
quenzen voneinander abweichen; die Schwingungsamplituden sind dann beschränkt.
Für drei verschiedene Erregerfrequenzen fE = (12f0, f0, 2fF ) sind in Bild 6.7 die re-
sultierenden Zeitverläufe der Horizontalverschiebung ux(t) des Behälters angegeben.
Gegenübergestellt sind die Ergebnisse des mit beweglichem Fluid befüllten Behälters
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inklusive der Vertikalauslenkung η(t) der Grenzﬂäche an der linken Seitenwand. Die
schwarz durchgezogene Linie repräsentiert die Auslenkung des idealisierten dämpfungs-
freien Feder-Masse-Systems mit unterbundener Fluidbewegung.
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Bild 6.7: Sloshing: Behälterauslenkung und Wellenhöhe (links) für g = 100 cm/s2.
Für den Fall fE = f0 stimmen Erreger- und Eigenfrequenz überein, so daß die Hori-
zontalverschiebung in der Zeit stetig zunimmt. Im Vergleich dazu vollzieht eine unbe-
hinderte Strömung ständige Formänderungen, die infolge seiner Viskosität zu einem
Energieaustrag aus dem System führen, da durch Reibung hervorgerufene thermische
Prozesse unberücksichtigt bleiben. Das Wellenbewegungen ausführende reibungsbehaf-
tete Fluid wirkt als Dämpfer auf das dynamische Behältersystem. Im Ergebnis wachsen
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die Amplituden des gekoppelten Systems nicht über alle Maßen an. Die Auslenkungen
bleiben für von der Resonanzfrequenz abweichende Erregerfrequenzen 12f0 und 2fF
erwartungsgemäß moderat und betragen in etwa ein Zehntel der Maximalamplitude
des mit fE = f0 angeregten Behälters mit aktiver innerer Strömung. Die nichtlineare
Bewegung des Fluids im Behälter beeinﬂußt das Verhalten des Gesamtsystems positiv
und verhindert im untersuchten Fall die Resonanzkatastrophe.
-8
-4
0
4
8
 0 10 20 30 40 50 60 70 80 90 100
Au
sl
en
ku
ng
 u
x 
/ η
 
[cm
]
 
Zeit t [s]
 
Auslenkung Tank
Auslenkung Fluid
Feder-Masse-System
g=32 cm/s2, fE = 0.0796 Hz
-50
-25
0
25
50
 0 10 20 30 40 50 60 70 80 90 100
Au
sl
en
ku
ng
 u
x 
/ η
 
[cm
]
 
Zeit t [s]
 
Auslenkung Tank
Auslenkung Fluid
Feder-Masse-System
g=32 cm/s2, fE = 0.1592 Hz
-2
-1
0
1
2
 0 10 20 30 40 50 60 70 80 90 100
Au
sl
en
ku
ng
 u
x 
/ η
 
[cm
]
 
Zeit t [s]
 
Auslenkung Tank
Auslenkung Fluid
Feder-Masse-System
g=32 cm/s2, fE = 0.5642 Hz
Bild 6.8: Sloshing: Behälterauslenkung und Wellenhöhe (links) für g = 32 cm/s2.
Bei der Auslegung von Konstruktionen ist die Begrenzung der auftretenden Verformun-
gen zu sichern. Für das betrachtete Beispiel gelingt die Reduktion der Behälteraus-
lenkung durch Eigenfrequenzänderung der Fluid-Wellenbewegung. Die Wellenfrequenz
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fF ist durch Variation der Beschleunigung g und der Behälterabmessungen L beein-
ﬂußbar, wie den in Abschnitt 5.3 angegebenen Beziehungen für Dispersionsrelation,
Wellenzahl und Wellenfrequenz zu entnehmen ist.
Um die Systemabmessungen beizubehalten erfolgt die Änderung der Beschleunigung
auf g = 32 cm/s2, was die Schwerkraftwirkung auf ca. ein Drittel des ursprünglichen
Wertes reduziert und in der Folge die Wellenfrequenz der Eigenfrequenz des Feder-
Masse-Systems entspricht. Das Fluid zeigt nun ein verändertes Strömungsverhalten
unter der äußeren Anregung durch F (t) und die resultierenden Behälterverschiebungen
sind deutlich verringert (Bild 6.8).
Das Beispiel zeigt, daß die Fluidfüllung von Tanks geeignet sind, die Schwingungs-
amplituden des Behälters unter dynamischen Einwirkungen zu beeinﬂussen, wenn die
innere Strukturdämpfung nicht ausreicht, die Bewegungen im notwendigen Maße zu
begrenzen. Das erfordert eine geeignete Platzierung und Auslegung solcher Behälter,
wobei deren Abmessungen und Füllstand so zu wählen sind, daß sich das gekoppelte
System hinsichtlich der auftretenden Verschiebungsgrößen optimal verhält. Eine Ein-
führung und Übersicht zu Theorie und Praxis anpaßbarer Flüssigkeitsdämpfer (tuned
liquid dampers) liefern unter vielen anderen Chaiseri et al. [21] und Koh et al. [55].
6.3 Dammbruch auf Hindernis
Im Unterschied zu der in Abschnitt 5.4 untersuchten kollabierenden Wassersäule ist
nun am Boden des Behälters ein rechteckförmiges Hindernis angebracht, das die Be-
wegung des Wassers beeinﬂußt. Bild 6.9 zeigt das System mit identischen äußeren
Abmessungen und Randbedingungen und dem im Abstand c = 27.7 cm installierten
Hindernis der Höhe d = 8.0 cm und der Breite e = 1.5 cm.
Das Verhalten der Wassersäule wird für zwei Hindernisarten untersucht. Im ersten
Fall ist das Hindernis nicht verformbar und wirkt als fester Rand auf die Strömung.
Nachfolgend wird das starre Hindernis durch einen elastischen Körper gleicher Geo-
metrie ersetzt, der an seinem Fußende fest mit dem Behälterboden verbunden ist. Die
hohe Flexibilität dieses Hindernisses resultiert in maßgeblichen Verformungen, wenn
die Wassermasse nach dem Entfernen der Stützwand seitlich auftriﬀt. Das veränderte
Strömungsgebiet wirkt auf das Verhalten des Fluids zurück und führt zu Formände-
rungen der freien Oberﬂäche. Die Wechselwirkung von Strömung und Struktur beruht
hauptsächlich auf den durch die Erdbeschleunigung hervorgerufenen Schwerkräften.
Reibungseﬀekte treten erst im späteren Versuchsverlauf in den Vordergrund, wenn die
Strömungsgeschwindigkeiten stark reduziert sind und in der Folge die freie Oberﬂä-
che zur Ruhe kommt. Die auftretenden Schubspannungen an der Strukturoberﬂäche
sind im Vergleich zu den durch den hydrostatischen Druckzustand induzierten Nor-
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malspannungen sehr gering und werden bei Annahme von Gleitrandbedingungen am
Fluid-Struktur-Kopplungsrand vernachlässigt.
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Bild 6.9: System des Behälters mit Hindernis und anfängliche Gebietsverteilung.
Die Dynamik des Systems mit ﬁxiertem Hindernis untersucht Koshizuka [58] mit ähn-
lichen geometrischen Abmessungen experimentell und numerisch mit einem partikel-
basierten Verfahren. Harlow und Amsden [41] verwenden bei ihren Betrachtungen
ein Marker-and-Cell-orientiertes Verfahren, bei Sauer [81] kommt ein Finite-Volumen-
Ansatz und die Volume-of-Fluid-Methode zum Einsatz.
Die Validierung der Ergebnisse aus der numerischen Berechnung erfolgt anhand ex-
perimentell gewonnener Daten über Oberﬂächenlage und Strukturdeformation. Die
Experimente sind für starre und elastische Hindernisse realisiert worden, wobei die Ab-
messungen des Experimentalsystems denen der Aufgabenstellung entsprechen. Mit der
Erdbeschleunigung g = 981 cm/s2 und dem charakteristischen Längenmaß L = 58.4 cm
dominiert zu Prozeßbeginn mit hoher Froude-Zahl Fr > 1 die schießende Strömung. Zu
untersuchen ist der zeitliche Verlauf der freien Wasseroberﬂäche und die Verformung
des elastischen Hindernisses. Die Dokumentation des Experiments erfolgt visuell und
die zeitliche Entwicklung des Systemzustandes liegt als Serie von Einzelbildern mit
Zeitabstand ∆tE = 0.04 s vor. Aus den Einzelbildern sind Lage- und Verschiebungs-
informationen mit hinreichender Genauigkeit abgreifbar. Bei der Durchführung der
Experimente ist die Anfangssituation Kollapsprozesses schwierig darstellbar. Infolge
des mechanischen Reibwiderstandes in der vorgesehenen Führung ist das manuelle
Entfernen der Stützplatte nicht plötzlich realisierbar und damit der Anfangszustand
von Experiment und Simulation in Grenzen voneinander abweichend. Daher ist der
jeweilige Anfangszeitpunkt aufeinander abzustimmen.
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Bild 6.10: Diskretisierung des Behältergebietes und in Hindernisnähe (Netz II).
Die räumliche Diskretisierung des Behältergebietes und des Hindernisses geschieht
in drei Auﬂösungsstufen. Um die sich stark verformende Fluid-Fluid-Grenzﬂäche ab-
zubilden, ist die Verfeinerung des Berechnungsgitters in Hindernisnähe und in der
Umgebung der rechten Seitenwand notwendig. Das Strömungsgebiet ist mit 6-Knoten-
Raum-Zeit-Prismen-Elementen diskretisiert, im Hauptteil strukturiert und am Hinder-
niskörper unstrukturiert. Für das elastische Hindernis werden 8-Knoten-Raum-Zeit-
Hexaeder-Elemente von Hübner et al. [46] verwendet. Die im weiteren besprochenen
numerischen Ergebnisse sind mit dem in Bild 6.10 dargestellten Berechnungsnetz II
mit ca. 10000 Knoten gewonnen. Die Zeitscheibendicke beträgt ∆t = 0.001 s.
6.3.1 Starres Hindernis
Das starre Hindernis behindert die Bewegung des Wassers und ruft ein verändertes
Strömungsverhalten im Vergleich zu dem in Abschnitt 5.3 beobachteten hervor. Die
Wassersäule sackt zunächst unter ihrem Eigengewicht zusammen und zeigt noch glei-
che Verschiebungen von Fuß- und Kopfpunkt der freien Oberﬂäche. Mit Erreichen
des Hindernisses ist die Situation verändert und das Wasser beginnt am senkrechten
Hindernis aufzusteigen. Dabei wechselt der Druckzustand innerhalb der Wassermas-
se maßgeblich und ist an der Hinderniswand deutlich größer als der hydrostatische
Zustand. Diese mit Wellenschlag vergleichbare Wirkung nimmt mit dem Übertreten
des Wassers über das Hindernis ab, wobei sich eine schmale gekrümmte Wasserzun-
ge ausbildet. Die Krümmung der Wasserzungenspitze nimmt im weiteren Verlauf zu
und bewirkt infolge Oberﬂächenspannung die Bildung und Ablösung von Tropfen. Der
übrige Wasserkörper bleibt homogen und die Grenzﬂäche glatt. Die Wasserzunge er-
reicht die rechte Behälterwand im oberen Drittel und schließt einen luftgefüllten Raum
unterhalb ab. Dieser Raum ist im Experiment aus praktischen Gründen hinterlüftet,
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wodurch die vom Wasser gebildete Brücke in sich zusammenfällt und die eingeschlos-
sene Luft mit hoher Geschwindigkeit entweicht. Im Bereich des Hindernisses entsteht
dabei eine Sekundärzunge. Der sich anschließende Strömungszustand ist von starker
Turbulenz geprägt und führt nach einiger Zeit zu einer Beruhigung der Wasserbewe-
gung.
(a) t = 0.16 s (b) t = 0.24 s (c) t = 0.32 s (d) t = 0.52 s
Bild 6.11: Starres Hindernis: Grenzﬂächenlage im Experiment.
(a) t = 0.16 s (b) t = 0.24 s (c) t = 0.32 s (d) t = 0.52 s
Bild 6.12: Starres Hindernis: Grenzﬂächenlage in der numerischen Simulation.
Bild 6.11 zeigt die zeitliche Entwicklung der Wasseroberﬂäche im Experiment. Die
zugehörigen numerisch ermittelte Wasserverteilung ist in Bild 6.12 angegeben. Die im
Experiment vorhandene Hinterlüftung ist durch eine punktuelle Druckrandbedingung
p = 0 an der rechten unteren Behälterecke realisiert. Ein Vergleich der experimentellen
und numerischen Ergebnisse liefert eine gute Übereinstimmung der Grenzﬂächenlage,
wobei feine Tropfenstrukturen aufgrund der Diskretisierungsbeschränkungen ab einem
bestimmten Grad nicht mehr auﬂösbar sind. Dennoch erfaßt das numerische Verfahren
die im Experiment beobachteten Sekundärstrukturen qualitativ gut.
In Bild 6.13 sind die Oberﬂächenpositionen für ausgewählte Zeitpunkte dargestellt. Die
Lösungsgüte ist hierbei nur schwer quantitativ zu fassen, so daß der optische Vergleichs-
eindruck Bewertungskriterium ist. Die anfängliche Transformation von Lageenergie in
kinetische Energie wird beim Auftreﬀen auf das Hindernis unterbrochen. Der Wasser-
körper erfährt eine Umlenkung. Als Folge erreicht die Bewegungsenergie ihr vorläuﬁges
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Maximum. Anschließend steigt die Wasserzunge auf und kollabiert nach Brückenbil-
dung unter erheblichem Energieaustrag durch Reibung. Im Endzustand des zur Ruhe
gekommenen Fluids besitzt das System daher eine geringere potentielle Energie als
zum Anfangszeitpunkt.
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Bild 6.13: Starres Hindernis: Grenzﬂächenlage in Experiment und Simulation(Linien).
6.3.2 Elastisches Hindernis
Die aus Elastomer bestehende elastische Struktur mit dem Elastizitätsmodul E =
8 · 106 g/s2/cm und der Querdehnzahl ν = 0.4 ruft aufgrund eintretender Verformun-
gen ein abweichendes Systemverhalten hervor, das Bild 6.14 wiedergibt. Die Dichte
des Elastomers beträgt ρ = 0.5 g/cm3 und das Dämpfungsmaß d = 4 · 102 g/s. Beim
Wellenschlag auf das Hindernis das Wasser an der deformierten Struktur auf. Der Auf-
stiegswinkel der Wasserzunge ist nun geringer als im Versuch mit ﬁxiertem Hindernis,
so daß die Zunge an der rechten Behälterwand mittig aufschlägt. Die Strukturdeforma-
tion erreicht vor der Brückenbildung ihr Maximum und schwingt im Anschluß auf das
durch den hydrostatischen Druck auf der linken Hindernisseite hervorgerufene Verfor-
mungsmaß zurück. Die Formen der entstandenen Wasserbrücke und Sekundärstruktur
unterscheiden sich von den zuvor beobachteten.
Die numerische Simulation (Bild 6.15) liefert für das gekoppelte System mit verform-
barem Hindernis Ergebnisse für die Wasserverteilung im Gebiet, die gut mit den ex-
perimentell ermittelten übereinstimmen.
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(a) t = 0.16 s (b) t = 0.24 s (c) t = 0.32 s (d) t = 0.52 s
Bild 6.14: Elastisches Hindernis: Grenzﬂächenlage im Experiment.
(a) t = 0.16 s (b) t = 0.24 s (c) t = 0.32 s (d) t = 0.52 s
Bild 6.15: Elastisches Hindernis: Grenzﬂächenlage in der numerischen Simulation.
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Bild 6.16: Elast. Hindernis: Grenzﬂächenlage in Experiment und Simulation(Linien).
Die Horizontalauslenkung des linken oberen Eckpunktes der elastischen Struktur ist in
Bild 6.18 mit den experimentellen Werten verglichen. Anstieg und Maximalwert der
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Verschiebung sind in der Berechnung gut wiedergegeben. Eine mögliche Ursache für
die im weiteren zeitlichen Verlauf auﬀälligen Abweichungen ist im nichtlinearen Ma-
terialverhalten des gummiähnlichen Festkörpers zu suchen, das mit dem verwendeten
linear elastischen Modell nur unzureichend erfaßt wird.
(a) t = 0.13 s (b) t = 0.15 s
(c) t = 0.20 s (d) t = 0.25 s
Bild 6.17: Implizite Fluid-Fluid- und explizite Fluid-Struktur-Grenzﬂäche.
Der sich verformende Festkörper bewirkt eine zeitliche Änderung des Strömungsgebie-
tes. Bild 6.17 veranschaulicht das mitbewegte Strömungsnetz und zeigt die unterschied-
lichen Grenzﬂächentypen im Detail. Die Fluid-Fluid-Grenzﬂäche als Null-Isokontur
steigt am Hindernis mit dem Fluid-Struktur-Kopplungsrand, der explizit durch die
Diskretisierung beschrieben wird, auf.
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Bild 6.18: Elastisches Hindernis: horizontale Auslenkung des Kopfpunktes der Strukur.
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6.4 Gleichgewichtslagen schwimmender Körper
Das numerische Verfahren gestattet neben der Untersuchung gekoppelter Fluid-Fest-
körper-Systeme mit gelagerten Strukturen die Analyse frei beweglicher Festkörper. Die
Anwendungsbereiche des Schiﬀbaus und Küsteningenieurwesens, sowie die Auslegung
von Oﬀshore-Anlagen erschließt sich somit der numerischen Simulation. Die Fähigkeit
des Verfahrens, Gleichgewichtslagen schwimmender Körper korrekt darzustellen, ist
ein erster Schritt der Veriﬁkation bezüglich oben genannter Aufgabenstellungen.
Der Gleichgewichtszustand frei schwimmender Körper ist mit ihrer Form, Masse und
Schwerpunkt bestimmt. Betrachtet wird das in Bild 6.19 dargestellte System eines
unendlich langen Prismas mit quadratischem Querschnitt der Seitenlänge a = 10 cm,
das in einem ebenso geformten Kastenkanal der Breite L = 50 cm horizontal gelagert
ist. Der Kasten ist bis zur Höhe L2 mit Fluid 1 befüllt, das die Dichte ρ1 = 1.0 g/cm
3
und die Viskosität µ = 0.1 g/s/cm besitzt. Darüber beﬁndet sich ein zweites Fluid
(ρ2 = 10−3 g/cm3, µ = 10−3 g/s/cm) mit wesentlich geringerer Dichte und Viskosität.
Das Verhältnis von Dichte bzw. Viskosität beider Fluide entspricht dem von Wasser
und Luft. Auf die Strömung und den als Starrkörper modellierten Schwimmkörper
wirkt die konstante Beschleunigung g = 1000 cm/s2. An den Seiten des Behälters sind
Gleitrandbedingungen appliziert und der Druck am oberen oﬀenen Kastenrand ist mit
p = 0 vorgegeben. Auftretende Oberﬂächenwellen werden an den Seiten reﬂektiert
und zum schwimmenden Objekt zurückgeworfen, da keine passiven Dämpfungszonen
(spongue layers) vorgesehen sind.
L
L
L
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Ω2
p = 0
slip
Bild 6.19: System des Behälters mit seitlich gehaltenem schwimmenden Körper.
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Der Schwimmkörper beﬁndet sich in Vertikalrichtung im Gleichgewicht, wenn Auf-
triebskraft und Schwerkraft betragsgleich sind. Hat der Körper die Dichte ρk = 0.50ρ1
und ist wie in Bild 6.19 platziert, sind die Vertikalkräfte ausbalanciert. Der Körper
besitzt einen Drehfreiheitsgrad. Für die Stabilität der Ausgangslage ist die Sensiti-
vität des Gleichgewichts der Rotationskräfte maßgeblich. Der Massenschwerpunkt S
des Schwimmkörpers beﬁndet sich im Zentrum des Quaderquerschnitts, während der
Angriﬀspunkt A der Auftriebskräfte mittig im getauchten Teil des Körpers und genau
unterhalb von S liegt. Auftriebs- und Schwerkraftwirkungslinie fallen somit zusam-
men und bewirken in diesem Zustand kein äußeres Moment, das eine Drehung des
Starrkörpers zur Folge hätte, siehe Bild 6.20.
S S S
A AA1
A2
Bild 6.20: Instabiles Gleichgewicht, Störung und stabiles Gleichgewicht nach [32].
Die Ausgangslage ist nicht stabil, da schon eine kleine Störverdrehung um den Mas-
seschwerpunkt die Wirklinien der Resultierenden verschiebt und ein äußeres Moment
hervorruft, das die Rotation des Körpers einleitet. Die Drehrichtung ist von der Rich-
tung der Störung anhängig. Der Körper rotiert und ﬁndet eine zweite Gleichgewichts-
lage bei einer Verdrehung von ±45◦ gegenüber der Anfangsposition. In Bild 6.21 ist
der aus der mit einer Zeitscheibendicke von ∆t = 0.005 s durchgeführten numerischen
Simulation gewonnene Zeitverlauf der Verdrehung und Vertikalverschiebung des Mas-
seschwerpunktes S angegeben. Die instabile Ausgangssituation ist durch die Vorgabe
einer Anfangsverdrehung des Starrkörpers um 1◦ gestört. Das eingesetzte Netz besteht
aus ca. 3200 Knoten und wird durch die große Starrkörperrotation stark verformt.
Auf dem deformierten Netz erfolgt die Auswertung der Fluid-Modellgleichungen und
der Level-Set-Gleichung. Die bei der Drehung verursachte Wellenbewegung der freien
Oberﬂäche überlagert das Einstellen der stabilen Gleichgewichtslage. Die Reﬂexion der
Schwerewellen an der Behälterwand und dem Schwimmobjekt hat dessen nichtlineare
Schwingung um die stabile Gleichgewichtslage zur Folge.
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Bild 6.21: ρk = 0.50ρ1: Zeitverlauf der Weggrößen des Starrkörpers, verformtes Netz.
Die Endrotation des Schwimmkörpers hängt neben der Geometrie von seiner Dichte
ρk ab. Besitzt der Körper die Dichte ρk = 0.25ρ1 von einem Viertel der Fluiddich-
te, bewirken die die Schwerkräfte überwiegenden Auftriebskräfte das Aufsteigen des
Körpers aus der Flüssigkeit bis zum Erreichen der vertikalen Gleichgewichtsposition.
Anschließend ﬁndet der Körper, beeinﬂußt durch Einwirkungen beim Aufstieg, nach
Verdrehung um ±26.6◦ seine stabile Gleichgewichtslage. Dabei beﬁndet sich ein Eck-
knoten der Unterseite genau an der Fluid-Fluid-Grenzﬂäche und der andere unterhalb,
so daß ein Viertel des Schwimmkörperquerschnitts getaucht ist. Die Resultate der nu-
merischen Lösung sind in Bild 6.22 angegeben. Die veränderte Dichte des schwimmen-
den Objekts bewirkt eine Änderung des Systemverhaltens und der Körper schwingt
um die neue Gleichgewichtslage bei verschobener Vertikalposition des Schwerpunkts.
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Bild 6.22: ρk = 0.25ρ1: Zeitverlauf der Weggrößen des Starrkörpers, verformtes Netz.
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Bei den in diesen Konﬁgurationen auftretenden Starrkörperrotationen ist der Pseudo-
Struktur-Ansatz für die Netzbewegung noch in der Lage, das Berechnungsgitter mit-
zuführen ohne degenerierte Elemente zu erzeugen. Im Fall größerer Verdrehungen ist
die regelmäßige Neuvernetzung des Strömungsgebietes notwendig.
Die Betrachtung einfacher schwimmender Starrkörper zeigt, daß damit verbundene
Gleichgewichtslagen und das Verhalten des gekoppelten Fluid-Struktur-Systems bis
zum Einstellen des statischen Gleichgewichts plausibel wiedergegeben ist. Weiterfüh-
rende Untersuchungen zum Schwimm- und Tauchverhalten geometrisch komplexer ela-
stischer Strukturen sind im Bereich des Schiﬀbaus angesiedelt, die u.a. das Auftreﬀen
von Rettungseinrichtungen auf der Wasseroberﬂäche analysieren.
(a) ρk = 0.25ρ1
(b) ρk = 0.50ρ1
(c) ρk = 0.75ρ1
Bild 6.23: Position zu den Zeitpunkten t = 0.15 s, t = 0.5 s, t = 1.0 s und t = 5.0 s.
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7. Zusammenfassung und Ausblick
7.1 Zusammenfassung
Die vorliegende Arbeit stellt einen Ansatz zur einheitlichen Modellierung und numeri-
schen Lösung randgekoppelter Mehrfeldaufgaben vor. Grundannahme bei der Modell-
bildung ist die hierfür zweckmäßige Betrachtung aller physikalischen Vorgänge auf der
Makroskala. Für die gekoppelten Körper gilt die Kontinuumshypothese. Außerdem gilt
die Annahme, daß der Übergang zwischen den Kontinua keine räumliche Ausdehnung
besitzt.
Die Bewegung der scharfen Kopplungsﬂäche unterliegt der Dynamik der beteiligten
Körper. Kinematik und Material der Kontinua bestimmen den Grad der Formänderung
der Grenzﬂäche. Unmischbare Mehr-Fluid-Systeme besitzen im Vergleich zu randge-
koppelten Festkörpern häuﬁg Interfaces, die im zeitlichen Verlauf starke Gestaltän-
derungen erfahren. Die Untersuchung von Körpern mit gemeinsamem Kopplungsrand
erfordert daher zunächst ein geeignetes Modell zur Erfassung topologisch variierender
Grenzﬂächen. Die implizite Beschreibungsweise des Kopplungsrandes mit Hilfe einer im
gesamten Betrachtungsgebiet deﬁnierten skalarwertigen Hilfsfunktion wird den oben
genannten Anforderungen gerecht. Das Interface entspricht dabei genau der Punkt-
menge, die durch eine fest vorgeschriebene Niveauﬂäche des Skalarfeldes deﬁniert ist.
Die Einführung der Skalarfunktion als Werte des kleinsten euklidischen Abstandes
zum Interface führt auf die Level-Set-Methode, die in dieser Arbeit favorisiert wird.
Die zeitliche Lageänderung der Grenzﬂächenpunkte aufgrund eines Geschwindigkeits-
zustandes beschreibt die Level-Set-Gleichung, die die Form einer Advektionsgleichung
besitzt. Die implizite Erfassung der Grenzﬂäche ermöglicht die elegante Darstellung
komplexer separierender und aggregierender Gebiete und Fronten.
Physikalische Feldgrößen wie Geschwindigkeit, Spannung oder Druck beschreiben den
Zustand eines Systems an jedem Punkt des betrachteten Raumes. Aufgrund unter-
schiedlichen Materialverhaltens oder durch Kontaktﬂächenphänomene können diese
Feldgrößen am Kopplungsrand unstetig verlaufen, so daß der Funktionswert und seine
räumlichen Ableitungen aus makroskopischer Sicht Sprünge aufweisen. Die am beweg-
ten Interface diskontinuierlichen Größen sind bei der Entwicklung eines numerischen
Lösungsverfahrens zu berücksichtigen, um Konvergenz und Stabilität zu gewährleisten.
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Die Diskretisierung der in die Integralform überführten instationären Modellgleichun-
gen für Physik und Grenzﬂächenentwicklung erfolgt mit ﬁniten Raum-Zeit-Elementen,
die das zeitveränderliche Berechnungsgebiet beschreiben, wenn innere Dynamik oder
Einwirkungen die Lage des äußeren Gebietsrandes beeinﬂussen. Das Raum-Zeit-Gebiet
ist in ﬁnite Elemente unterteilt, die Ansätze für den Verlauf der Zustandsgrößen in
räumlicher und zeitlicher Richtung verwenden. Aus Gründen der Eﬀektivität wird auf
eine Diskretisierung des gesamten Zeitintervalls als Einheit verzichtet und stattdessen
eine Sequenz einzelner Zeitscheiben betrachtet und bearbeitet. Das zeitdiskontinuier-
liche Galerkin-Verfahren verknüpft die Zustandsgrößen an den Zeitscheibenübergängen
in integraler Form und führt mit diskontinuierlichen Ansätzen in der Zeit auf ein Zeit-
integrationsverfahren höherer Ordnung. Die Diskretisierung der Level-Set-Gleichung
mit raum-zeit-ﬁniten Elementen gewährleistet die Erfassung von Position und Bewe-
gung der Kopplungsﬂäche zwischen den Kontinua der Mehrfeldaufgabe in Raum und
Zeit. Mit Hilfe des Partition-of-Unity-Konzeptes gelingt die Erweiterung des Ansatz-
raumes der Finite-Element-Approximation, so daß sich diskontinuierliche Verläufe der
physikalischen Beschreibungsvariablen am Kopplungsrand einstellen können. Stabili-
sierte und implizit formulierte Lagrange-Multiplikatoren realisieren von der konkreten
Aufgabenstellung abhängige Übergangsbedingungen und somit den Erhalt von Mas-
se und Impuls an der bewegten Grenzﬂäche. Beispiele belegen, daß die zweckmäßige
Anreicherung der Ansatzfunktionen das Konvergenzverhalten des Lösungsverfahrens
positiv beeinﬂußt.
Aus der Diskretisierung der nichtlinearen Modellgleichungen resultiert nach Lineari-
sierung ein gekoppeltes algebraisches Gleichungssystem, das das physikalische Verhal-
ten des Mehrfeldsystems in einer Zeitscheibe beschreibt. Teil des Gesamtsystems ist
die diskretisierte Level-Set-Gleichung, in die Informationen über den physikalischen
Systemzustand einﬂießen, der wiederum von der Grenzﬂächenlage abhängig ist. Die
formale Entkopplung der Gleichungssysteme für Physik und Grenzﬂächenbewegung
ist innerhalb des eingesetzten Picard-Iterationsschemas zur Auﬂösung der nichtlinea-
ren Abhängigkeiten realisiert. Am Ende jeder Picard-Iteration liegt die auskonvergierte
Lösung der gekoppelten nichtlinearen Modellgleichungen der aktuellen Zeitscheibe vor.
Die Methodik wird zur Beschreibung der Dynamik ebener Zwei-Fluid-Strömungen ein-
gesetzt. Die unmischbaren und als inkompressibel und reibungsbehaftet modellierten
Fluide sind an einem gemeinsamen Rand gekoppelt, der sich in Abhängigkeit von
der Strömungssituation verformt. Oberﬂächenspannungseﬀekte ﬂießen in die Formu-
lierung der Kopplungsbedingungen am Fluid-Fluid-Rand ein und sind am Beispiel
von in Flüssigkeit aufsteigenden Gasblasen validiert. Anschließende Beispiele untersu-
chen das dynamische Verhalten linearer und nichtlinearer Schwerewellen in ruhenden
Behältern.
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Eine weitere Anwendung ﬁndet das Verfahren in der Untersuchung elastischer Festkör-
per mit materialverschiedenen Einschlüssen und ausgebildeten Rissen. Die Kontaktﬂä-
che bzw. die Rißﬂäche ist mit Level-Set-Funktionen beschrieben und kann unabhängig
von der räumlichen Strukturdiskretisierung im Festkörper positioniert sein. Ausge-
wählte Beispiele zeigen, daß das numerische Verfahren schon bei grober räumlicher
Diskretisierung in der Lage ist, Kontaktunstetigkeiten und komplexe Rißgeometrien
mit hoher Genauigkeit zu erfassen.
Die Formulierung der kontinuumsmechanischen Modellgleichungen für Fluid und Fest-
körper auf Basis der Beschreibungsgröße Geschwindigkeit und deren Diskretisierung
mit der Raum-Zeit-Finite-Element-Methode eröﬀnet die ganzheitliche Analyse von
Strömungs-Struktur-Wechselwirkungen. Die Verwendung der Methodik für Zwei-Fluid-
Strömungen erschließt hierin jene Interaktionsphänomene, die vom Verhalten freier
Grenzﬂächen im Strömungsgebiet dominiert sind. Die Eigenschaften einer schwap-
penden viskosen Flüssigkeit in einem federnd gelagerten Behälter werden untersucht.
Maßstabsgetreue Experimente belegen im Fall einer auf ein starres bzw. elastisches
Hindernis kollabierenden Wassersäule die Fähigkeit des numerischen Verfahren, kom-
plexe Strömungssituationen mit freien Grenzﬂächen zu simulieren und das Verhalten
gekoppelter Fluid-Struktur-Systeme abzubilden. Den Einstellvorgang stabiler Gleich-
gewichtslagen schwimmender Körper demonstriert ein abschließendes Veriﬁkationsbei-
spiel.
7.2 Ausblick
Ein wesentlicher Aspekt beim Einsatz der Level-Set-Methode zur Bewegungsbeschrei-
bung freier Grenzﬂächen ist die Volumenerhaltung der beteiligten Gebiete. In der
hier verwendeten Level-Set-Formulierung unterliegt der Erhalt des Volumens stark
den Auﬂösungseigenschaften des eingesetzten Berechnungsnetzes. Das Ziel zukünftiger
Untersuchungen muß daher die Entwicklung geeigneter Ansätze zur Konservativitäts-
steigerung des Level-Set-Ansatzes sein. Die Vorteile weiterer Modelle zur impliziten
Beschreibung von Grenzﬂächengeometrien können kombiniert werden [99] und füh-
ren mit erhöhtem numerischen Aufwand zu verbesserten Erhaltungseigenschaften. Als
besonders aussichtsreich erscheint die Bildung hybrider Verfahren, die explizite und
implizite Ansätze einander korrigierend einsetzen. Da die verwendeten Korrekturver-
fahren bisher nicht ohne Heuristiken auskommen, können noch keine Aussagen über
die Konvergenzeigenschaften von hybriden Methoden getroﬀen werden.
Die auf die Level-Set-Funktion gestützte Erweiterung des Ansatzraumes eröﬀnet neue
Möglichkeiten zur Behandlung wandernder Schockfronten  z.B. Verdichtungsstöße
kompressibler Überschallströmungen  in numerischen Simulationsverfahren. Im Un-
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terschied zu semidiskreten Methoden kann die erweiterte Raum-Zeit-Finite-Element-
Approximation die zeitliche Entwicklung der räumlich diskontinuierlichen Lösung ab-
bilden. Die konsequente Anwendung dieser Methode eröﬀnet die Möglichkeit, auf die
bei Standardverfahren notwendige Netzverfeinerung zur Auﬂösung der Schockfront zu
verzichten und mit deutlich reduzierter Freiwerteanzahl Ergebnisse von hoher Genau-
igkeit zu erzielen.
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