Introduction and Overview
The main objective of this article is to obtain estimates of the convergence rates for certain singularly perturbed parabolic boundary value problems. More concretely, let Ω ⊂ R m , m ≥ 3, be a bounded open subset with smooth boundary Γ. Denote by A the self adjoint realization of the Laplacian, ∆, in L 2 (Ω) with Neumann boundary conditions on Γ. As is well known, the operator A generates a positive semigroup which we denote formally by e −tA . This semigroup corresponds to a reflected diffusion process with reflection at Γ. Now, let Ω 0 ⊂⊂ Ω be a compact inclusion with boundary Γ 0 . Write Ω 1 := Ω\Ω 0 , so that Ω = Ω 0 ∪Γ 0 ∪Ω 1 (see Figure 1 ). We consider Schrödinger type operators of the form: A λ := A − λ1 Ω0 ; where λ is a positive parameter and 1 E (x) is the characteristic function of the measurable set E. Such operators also determine (parameterized) semigroups e −tA λ and our goal is to charaterize the following limit: lim λ→∞ e −tA λ .
The semigroups e −tA λ corresponds to a reflected diffusion process, with reflection at Γ which could also get "killed" or absorbed, on entering the region Ω 0 . We expect that as λ → ∞ this absorption occurs quicker, on average, so that, at least formally, λ = ∞ corresponds to instantaneous absorption. In other words, if we denote by B the realization of the Laplacian in L 2 (Ω 1 ) with Neumann boundary conditions at Γ (reflection) and Dirichlet boundary conditions at Γ 0 (instantaneous absorption), we should then have: lim λ→∞ e −tA λ = e −tB .
In addition to understanding the large λ limit, one would also like to quantify in what manner, i.e. norm, and at what rate one gets convergence. In general, the choice of norm will affect the rates one obtains. The problem is complicated by the fact that the semigroups are definied on different domains: e −tA λ on L 2 (Ω) while e −tB is defined on L 2 (Ω 1 ).
Large coupling limits have been studied previously in the literature and the analysis seems to split roughly into: ii) whether one studies the convergence of the operators A λ → B, their resolvents (A λ −zI) −1 → (B−zI) −1 , or the closely related semigroups e −tA λ → e −tB ; and, iii) the allowable class of "interaction potentials".
The works of demuth et al [4, 5, 6, 7] contain the most complete results that we are aware of. It is important to note that they study the case Ω = R m which is quite different from the case considered here. Their main technical tool is the Feynman-Kac formula and the use of stochastic spectral analysis -in particular estimates for occupation and hitting times of Brownian motion.
This problem arose for us in the context of stochastic reaction diffusions and comparing different mechanisms for capturing biochemical reactions. Indeed, the case described above corresponds to a diffusing particle searching to undergo a bimolecular annhilation reaction, X + Y → ∅, by getting absorbed by the stationary "target", Ω 0 . The reaction mehcanism can be given, on the one hand, by the interaction potential, λ1 Ω 0 , and, on the other hand, by the Dirichlet boundary condition on Γ 0 .
Our own approach is to study the associated parabolic problems:
with the interior Dirichlet boundary condition
and the exterior boundary condition
and initial condition ρ(0, x) = g(x). We intepret ρ(t, x) as the probability density that the unreacted diffusing particle, of diffusivity κ > 0, is located at x ∈ Ω 1 at time t. g(x) is the initial distribution of the reactant and from our previous discussion we note that ρ(t, x) = e −κtB (g(x)).
We will also consider:
now with only the exterior boundary condition (3), and the modified initial condition
Let R i f := f | Ωi , i = 0, 1, be the restriction operators which we need in order to compare both solutions. One of the main results of this paper is the following estimate:
where all the norms are taken in L 2 ([0, T ] × Ω 1 ), with 0 < T < ∞ is arbitrary but fixed.
We now summarize the contents of this paper:
In Section 2, we collect some facts concerning our main tools -Sobolev spaces, Interpolation and Trace theorems as well as a potent characterization of the extension operator, E 0 and the restriction operators, R i . This section is rather long and no new results are proved, but it contains various facts we will need in our analysis.
In Section 3, we define the notion of a generalized solution and we give an equivalent and very useful formulation of the problem (4) as a system of boundary coupled equations and derive some important a priori estimates. These estimates lay the foundation for the subsequent results and are proved by the fairly standard "energy method".
In Section 4, we study the weak convergence of p λ using the apriori estimates. The results here are straightforward application of the general facts from Section 2.
In Section 5, we study the regularity of a related "transposed" problem in the exterior domain, Omega 1 and use it to strengthen the convergence of p λ in the Sobolev spaces considered.
Roughly speaking, the overall program is that we first derive estimates in the interior Ω 0 . We then transfer these estimates to the boundary, Γ 0 . We then use this estimate on the boundary to derive estimates in the exterior region.
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Preliminaries
We pause here to review some facts we will need later. Much of this material is fairly standard and we go through it mostly to fix notation. We essentially follow the treatment given in lions & magenes [10] , adams [1] and mclean [11] .
Sobolev Spaces
We start with a brief description of the Sobolev-Slobodeckiȋ spaces. Let V be an arbitrary open subset of R m . As usual, L 2 (V ) will denote the space of square integrable measurable functions, u, on V . For k ∈ N, H k (V ) will denote the Sobolev space defined as: 
It is also standard to define H 0 (V ) := L 2 (V ). We now give an "intrinsic" definition of fractional order Sobolev-Slobodeckiȋ spaces due to Slobodeckiȋ [14] . Let V be as before and first assume that 0 < µ < 1. We define the Slobodeckiȋ semi-norm:
. Now if r = k + µ where k is nonnegative integer and µ is its positive fractional part, we define
with the norm
.
In addition, we shall also deal with the Banach-space valued function spaces. Let 0 < T < ∞ be a real number and I := (0, T ) be the associated open interval. If X is an arbitrary Banach space with norm · X , L 2 (I; X) consists of functions u(·, t) that take values in X for almost every t ∈ I and such that the L 2 norm of u(t, ·) X is finite. We then define the norm as follows:
Just as before, if l is a positive integer we can define
We also define the fractional order Sobolev spaces for Banach-space valued functions similar to the usual case. First the Slobodeckiȋ semi norm is defined as
, and for s = l + µ, we define the norm
Define the cylinder V T = I × V . Let r, s ≥ 0. In what follows we will be most interested in the spaces
Trace Theorems and Sobolev Spaces on the Boundary
Since we will be studying boundary problems, we will now give a way to define Sobolev spaces on the boundary of domains. We begin with the case of Euclidean space. Following [10] for r, s ≥ 0 let
be the space of tempered distributions on R m+1 such that if we let u(τ, ξ) denote the Fourier transform of u in(t, x) respectively, we have that
The above norm turns out to be equivalent to the one previously defined "intrinsically".
As usual D(R m ) is the space of smooth functions in R m with compact support. If x = (x 1 , . . . , x m ) ∈ R m we write x ′ = (x 1 , . . . , x m−1 ). The following theorem is well known, see for example [10] .
extends by density to a bounded linear map
where
2. and s > 1 2 , r ≥ 0, the restriction map
also extends to a bounded linear map
Note that the traces are taken in the sense of distributions and not in any point wise sense.
Recall that a map is C k,γ for some integer 0 ≤ k ≤ ∞ and 0 < γ ≤ 1 if it is k times continuously differentiable with Hölder continuous k-th order derivates with exponent γ. Let R m + = {x ∈ R m | x m > 0} and we identify the boundary ∂R m + :≡ {x ∈ R m |x m = 0} with R m−1 . We then say that the domain V ⊂ R m is of class C k,γ when every boundary point x ∈ ω := ∂V has an open neighborhood U with an associated C k,γ -diffeomorphism Φ (a bijective mapping with C
In particular this implies that V is "locally on one side" of ω. Note that a C 0,1 domain is just a Lipschitz domain. Using such local charts and a partition of unity we then obtain the following corollary to Theorem 2.1: Corollary 2.1. Let ω be a C k−1,1 boundary and 1 2 < r ≤ k, s ≥ 0, then there exists a bounded trace map:
where ω T = I × ω is the lateral boundary.
We will also make use of the following well known estimate: 
such that given ǫ > 0 and arbitrary u ∈ H 1,0 (V T ) there exists a constant C ǫ (independent of u) with
Real Interpolation Spaces
Let X 0 , X 1 , with X 1 dense in X 0 , be normed spaces contained in a vector space V. Equip the spaces X 0 ∩ X 1 and X 0 + X 1 with the norms:
Consider the K functional for t > 0 defined by:
and, for 0
is the set of functions with norm:
(Note that some authors define the spaces X θ,q = [X 1 , X 0 ] θ,q but it is a simple matter to show that X θ,q = X 1−θ,q ). The main results we will need are:
and Lemma 2.2. For 0 < θ < 1, the fractional order Sobolev-Slobodeckiȋ space can be characterized by interpolation as
with equivalent norms
The interpolation theorem gives another characterization of the Sobolev spaces and gives us leeway in dealing with the norms.
The Extension and Restriction Maps
Recall the maps (same notation as the Introduction)
It is easily checked that both E 0 and R 1 are bounded linear operators. Note that
(Ω) both maps act naturally on the subspaces H 1 (Ω 0 ) and H 1 (Ω). But, as we shall soon see, while
into a larger set. Indeed, we have the following lemma which is a multidimensional analogue of the fact the derivative of the Heaviside function 1 (0,∞) (x) (x ∈ R) is the Dirac delta distribution.
, then, as distributions, we have that
wheren is the unit outward pointing normal to the surface Γ 0 .
This allows us to deduce the following:
[f ] = 0. What these two previous results basically say is that although we can decompose
3 Weak Solutions and A priori Estimates
Weak Solutions
We define I = (0, T ) and we also write
Γ 0 will always be assumed to be at least a Lipschitz boundary and, for simplicity, Γ will be assumed smooth. We also use the slightly cumbersome notation for the time sliced domains:
For easier reference we now rewrite the equations as:
with initial and boundary conditions
and
Let us put, for convenience,
: u| Γ0 = 0} and recall the well known fact that for u ∈ H
are equivalent. On a Lipschitz domain the classical Green's formulas hold. This is the basis for the following weak formulation of the initial-boundary value problem: Definition 3.1. We say that ρ is a generalized solution of (8) and (9) if Definition 3.2. We say that p λ is a generalized solution of (10) and (11) if
for all φ ∈ H 1 (Q) with φ| Ω {T } = 0 and where E 0 is the extension by 0 into Ω 0 .
A crucial fact is that we can also think of the Doi problem as a boundary coupled PDE as follows (see Olenik [13] , girsanov [9] and ladyzhenskaya et al [12] 
with the coupling condition,
and the external boundary condition ∇p − λ (t, x) ·n = 0, for x ∈ Σ as well as the initial conditions p
Proof. By Corollary 2.2, p λ ∈ H 1,0 (Q) if and only if the first coupling condition in (13) holds. An integration by parts and the use of the second coupling coundition gives the result.
A priori Estimates
We will now derive some simple integral estimates that the solutions to the model problem should satisfy. These estimates are at the heart of all the results in the subsequent sections.
Proof. Multiply (10) by p λ (t, x) and integrating over Ω we obtain
Hence it follows that
Using the definition of the norm on the first term and integrating by parts on the second term we have that
The boundary conditions on ∂Ω imply that the first term in the square bracket vanishes. Integrating from 0 to T in t and applying the fundamental theorem of calculus, recalling the definition of the norm (6), we get after rearranging
Recall that p λ (0, x) := E 0 [g] (x) and note that from (14) , since all the terms on the left are positive, it follows that
Here
2 ), as λ → ∞ thus proving the theorem.
If we impose additional regularity in the initial condition g we can prove:
satisfy the conditions of Lemma 3.2. Additionally, suppose that the initial condition
Remark 1. In light of Corollary 2.2 the condition that E 0 [g] ∈ H 1,0 is equivalent to the trace of g vanishing on Γ 0 .
Proof. In the same vein as the proof of Lemma 3.2 we multiple equation (10) by ∂p λ ∂t and integrate over Ω to obtain
Again we perform an integration by parts on the second term (we will from now drop the integration measures)
Again by the boundary conditions the first term in the square bracket vanishes. We deal with the second term by noting that by a theorem of olenik [9, 13] we can switch the order of the time and space differentiation so that
Hence it follows that (18) becomes
Integrating from 0 to T and using the FTC again we then obtain
The above estimates show that
Entirely similar computations to the ones in the preceding Lemmas allow us to obtain:
Lemma 3.4. Under the above conditions on g, the solution to (8) and (9)
Weak Convergence
We can now derive various results as implications of the preceding Lemmas. We will always implicitly assume that the conditions under which Lemmas 3.2 and 3.3 were derived hold. We begin with:
Theorem 4.1 (Weak Convergence). There exist p * and subsequence of {p λ } such that p λ ⇀ p * weakly in
Proof. Lemmas 3.2 and 3.3 imply that p λ is uniformly bounded in L ∞ (I; H 1 (Ω)). Thus weak - * convergence follows: that is for each φ ∈ L 1 (I; H 1 (Ω)) and, passing, if necessary, to a subsequence, we have that
Now as T is finite, we have the elementary embedding,
This implies that p λ is also a uniformly bounded sequence in L 2 (I; H 1 (Ω)). We also have that p λ is a uniformly bounded sequence in H 1 (I; L 2 (Ω)) and thus uniformly bounded in
as well. By weak compactness, since bounded sequences in a reflexive Banach space have a weakly convergent subsequence, the existence of a weak limit then follows.
Remark 2. Of course, by the Sobolev embedding theorem, it follows that p λ is also a uniformly bounded sequence in
) and we will always have this in mind.
We shall presently show that in the binding region Q 0 and on the boundary Σ 0 we can get convergence in more regular Sobolev spaces at different rates which turn out to depend on the regularity demanded by the space under consideration.
Proof. This basically follows from the interpolation lemmas. First note that since p + λ is uniformly bounded in H 1,1 (Q 0 ) we have by Lemma 2.2 that
and by Lemma 2.1 that
Similarly we have, again by interpolation, that
where ǫ 0 is as defined in the statement of the lemma. With these estimates a direct application of the trace theorem, Theorem 2.1, now yields that for
We have so far shown the existence of a weak limit p * . We would very much like for this limit to coincide with ρ. This is the content of the next lemma:
Proof. Lemma 4.1 implies that for any 0
. Now for any ψ ∈ H 1 (Q 1 ) with ψ| Σ0 = 0 and ψ|
note that φ ∈ H 1 (Q) in view of Corollary 2.2 and that φ| Ω0 = 0. Using the definition of a weak solution and the fact we have weak convergence we get:
gψ.
Hence p * is a weak solution to (8) and (9) and by uniqueness p * = ρ.
5 Strong Convergence
An Optimal Rate
So far we have shown that p λ → ρ weakly and p λ | Q0 → 0 strongly. We would like to tranfer this strong convergence on the interior, i.e. Q 0 , to the exterior domain, Q 1 .
Define the error, e between the two solutions outside the binding region: e(t, x) := p − λ (t, x) − ρ(t, x) for x ∈ Ω 1 . It follows from equations (8) and (12) that e satisfies:
with the boundary conditions:
and with the initial condition e(0, x) ≡ 0. Thus e satisfies a homogenous heat equation in Q 1 and is basically controlled by the behavior of p
→ 0 we should get that e → 0. The classical theory for such equations requires that the boundary data be in H = O(1). Our task is to extend the solvability theory for the above equations in order to include weaker boundary spaces were we happen to have stronger convergence rates.
We begin by noting that Lemma 5.1 (L 2 boundary convergence).
Proof. By Theorem 2.2 we have that
By Lemmas 3.2 and 3.3 we have that ∇p λ L 2 (Q0) is uniformly bounded and that
which tends to 0 as λ → ∞. Thus it follows from (27) that for suitable choice of ǫ > 0, lim
and this gives lim
Given that we want (28) to hold, we require from (27) that
However, C ǫ = 1/ǫ and thus the above equation is satisfied only if ǫ is O(λ δ− 1
2 ) for any 0 < δ < 1/2. The optimal choice is δ = 1/4 from which we get that
Remark 3. We needed the previous Lemma out of a slight but important technicality. Formally, in (24) we could have taken ǫ 1 = 1 2 to get precisely the same estimate in the previous Lemma. However, the trace map ceases to be a bounded operator when ǫ 1 = 1 2 , hence the roundabout argument. The convergence rate obtained is obviously optimal within our framework.
Very Weak Solutions
Consider the following abstract parabolic problem:
We will now give a way to define solutions with rather "rough" inhomogenous data f (t, x), h(t, x) and u 0 (x). The technique is essentially a time reversal and transposition argument and is due to [10] but we follow the development of french & king [8] and berggren [2] . Let v ∈ L 2 (Q 1 ) be arbitrary. Consider, first, the solution operator
where w(t, x) the unique solution of the auxiliary problem:
We assume that the map S exists and is bounded. Using this solution operator we now define the following map:
It follows from Theorem 2.1 that L is a bounded linear map since it is a composition of bounded linear maps. Now suppose that the data f (t, x), h(t, x) and u 0 (x) of (29) are in
. We can then define the linear functional:
where w = S(v).
Definition 5.1. We say that u is a very weak solution of (29) if
1 Strictly speaking these integrals should be parings between the spaces and their duals
As motivation for our definition of very weak solutions, let w and v satisfy (30). For any φ smooth enough satisfying ∇φ · n| Σ = 0 an integration by parts gives
Remark 4. This definition for a weak solution should be contrasted with the one previously given. First of all, the regularity requirement of the solution is weaker. Secondly, the "test functions" and the solution lie in the same space.
We now have the following existence theorem:
Proof. First we note that B f,g,u0 is a bounded linear functional on L 2 (Q 1 ) since 
It then follows by the Riesz representation theorem that there exists a unique u ∈ L 2 (Q 1 ) such that 
Thus, we immediately obtain the following which can be regarded as the main results of this paper:
Theorem 5.2 (Main result I). The difference, e, between the two solutions satisfies:
Proof. Simply apply Theorem 5.1 with f = 0, u 0 = 0 and h = p
and use (34). 
Final Remarks
We have not dwelt on regularity issues in this paper. Although such issues are interesting and important, we feel that they carry us too far afield from our goal which is to obtain estimates for convergence rates. It seems to be the case that one would require certain more technical tools in order to discuss regularity problems and we postpone such a treatment to a future paper.
Another salient question is the optimality of the rates we have obtained here. In the paper by demuth, kirsch & mcgillivray mentioned in the introduction the rate obtained is O(λ − 1 2 +σ )(in our notation), where 0 < σ < 1 2 is a constant depending on certain geometric conditions on Γ 0 . We note here that they consider the semigroup difference (in our notation): R 1 • e −κtA λ − e −κtB • R 1 as an operator acting now in L 2 (Ω). They also show that if Γ 0 is smooth that one essentially has σ = 0 and that if Γ 0 is (uniformly) convex then σ = 1/4 is optimal (see also [6] ). It will be interesting to extend their results using a more "P.D.E approach".
