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ABSTRACT 
Two theorems related to propagation of modulated, nonlinear waves which are 
governed by stationarity of the integral of a Lagrangian density are derived. They 
are then used in the analysis of asymptotic approximations which represent nearly 
uniform wave trains. A relatively detailed treatment of a simple case is followed by 
a summary of some results which apply to the propagation of capillary-gravity waves 
in a liquid. 
An asymptotic theory of propagation of modulated, almost plane waves 
governed by nonlinear partial differential equations which are derivable from 
a stationary principle has lately been formulated by G. B. Whitham ([5], [6]) 
and J. C. Luke [3], and a number of fascinating applications and further 
developments of Whitham’s version have been treated by M. J. Lighthill [2]. 
Whitham’s formulation was based upon the following ad hoc procedure: 
A solution of the problem which has the form of a plane wave was sub- 
stituted in the stationary principle, the whole averaged over one period of the 
oscillation, and the resulting stationary principle then used to derive Euler- 
Lagrange equations which govern the slowly varying phase and energy of the 
local, plane wave approximation. In view of the success of similar procedures 
for the determination of asymptotic solutions of nonlinear ordinary differ- 
ential equations, Whitham’s formulation certainly seemed to be a reasonable 
one, but it left undecided the problem of improving the approximation. 
Luke was able to answer some of the most pressing questions by treating 
the Euler-Lagrange equations of the full problem by a two-scale procedure. 
He found that the lowest approximation obtained by the two-scale method 
agreed with Whitham’s result in the class of problems he considered, and for 
a specific example he constructed an explicit, though somewhat restricted, 
theory of the higher order corrections. 
In this paper we shall formulate two general theorems about representations 
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of solutions of problems governed by stationary principles. When applied to 
representations of the type Whitham has considered, the theorems justify his 
formulation and provide a direct approach to the computation of higher 
approximations. We shall provide a detailed treatment of a relatively simple 
case and a summary of some results obtained from an example of a further 
generalization. 
SECTION 1. THE REPRESENTATION THEOREMS 
Consider the stationary principle 
8 SI dx dt L(u, u, , ut , x, t) = 0. (1) 
Without loss of generality, we can represent u as 
Then 
u(x, t) = $(4 x, t), e = P(x, t). (2) 
%! = p&J + AC, 
Ut = pt40 + +t , 
(3) 
and the Euler-Lagrange equation corresponding to equation (1) implies 
(p,a, + az)Luz + (p,a, + 6) Lut = L, . (4) 
This equation governs 4 when the partial derivatives of L are expressed as 
functions of 4, &, & and & by the use of equations (2) and (3). Now if we 
express L as a function of 4 and its derivatives, we have 
and 
(5) 
From equations (4) and (5) it follows directly that 
w,, + 4hz + atLdt = Lb (6) 
where 8, x and t are independent variables. Thus we have a representation 
theorem which states that 4 is governed by the modiJed stationary principle, 
6 sss de dx dt-%4 4, + Pz#e , +t+ Pth , x, t) = 0, (7) 
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when u is a solution of equation (l), and conversely, every solution of equation (7) 
is mapped onto a solution of equation (1) when zue let 0 ~~~- P(x, t). The equiv- 
alence of the two stationary principles is subject to no restriction of P except 
differentiability, and in equation (7) P is a given function, not subject to 
variation. 
Xow we wish to use the modified stationary principle to discuss solutions 
where $ is a periodic function of 0 with the fixed period, 2n. Thus wc shall 
represent 4 as 
where 
$(0, x, t) == &x, t) +&I, s, t) 
and since L is periodic in 0 when 4 is, we let 
L($, 4.z + pz4e ,A t Z’t4e , x, t) =- L Jc 
where 
j 
277 
L d0 
0 
(8) 
(9) 
and 
s 
2n 
ed0 = 0. 
0 
The modified stationary principle now becomes, 
6 - !S dx dtL -= 0, (10) 
and this differs from equation (7) only by the introduction of the fixed limits, 
0 and 271, for the o-integration, in accordance with the condition that 4 shall 
be a periodic function of 0. 
Regardless of the choice of P(x, t) equation (10) governs the trivial periodic 
representation where 
f&x, t) = u(m, t), 5; +e 0, L y  L(u, u, , ut , x, t) (11) 
However, when $ does not vanish identically, P(x, t) is no longer arbitrary, 
but in fact determined by an integrability condition. The condition may be 
viewed as a necessary condition for bifurcation of the trivial periodic represen- 
tation, and it follows from the identity, 
NONLINEAR WAVES 595 
Integration of the term L,+J$+~ by parts and use of the identities 
and 
gives the result, 
(13) 
The term in square brackets vanishes in virtue of the modified stationary 
principle, and the remaining terms give the result, 
4&,) + 4&J = 0. (15) 
The last equation follows upon interchange of integration of L over a period 
and differentiation with respect to the indicated parameters, and this is 
justified when a,(L, ) 
5 
and a,(Lpt) exist and are bounded in the interval 
0 < 0 <2x. 
Thus we have obtained a second theorem which states that the modified 
stationary principle should be extended to include variations of P(x, t) when 4 is 
a periodic function of 0. It may be noted that the extended, modified stationary 
principle also applies to the trivial periodic representation since equation (15) 
is then satisfied for any P(x, t) in virtue of the relations 
Lpc = I&Z = Lpt = Lpt = 0. (16) 
SECTION 2. ASYMPTOTIC TREATMENT OF A SLOWLY-VARYING WAVE 
Let us now consider the case where there exist solutions of equation (1) 
for which 
” 
L, dnc dt 
< E and 
SJ-L, dx dt 
sj- utLu dx dt sj- u,L, dx dt 
<E<l. (17) 
Note that L, and L, denote partial differentiation holding all other arguments 
of L fixed, and therefore 
and 
w. = L, + -b+ + ~~~~~~ + ~~~~~~ 
aJ = L, + 42b + ~~~~~~ + ~,f.h. . 
505/s/3-13 
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The relative slowness of the explicit x and t variation of L may be taken into 
account by the introduction of transformed independent variables, 
x = EX and T = Et, (1% 
and a transformed Lagrangian density L’, 
We shall suppress the prime on L’, assuming L has been expressed in terms 
of the variables X and T and the dimensionless parameter E at the outset. 
Then u(X, T, C) is a solution of the stationary principle 
6 s.i dX dT L(u, l ux , CUT , X, T, l ) = 0, (21) 
and we wish to obtain an asymptotic approximation to U, valid in the limit 
where E + 0. 
In accordance with the inequalities of equation (17) we are dealing with 
solutions where u, and z+ are O(E-l) in the limit, and we shall let 
and 
u(X, T, e) = #Z X, T, c> 
(22) 
(jl = WC T, 4 
6 
This differs from the considerations of the previous section only by the 
introduction of a stretched variable, 8, and since the stretching has been 
explicitly introduced, we shall set the period of (b at 2n as before. An equiv- 
alent procedure would be to let 0 = P(X, T, e) and set the period of 4 at 
2rr/c, but this is slightly less convenient. The results of Section 1 imply 
6 j j dx dT jzn d~L($, Pxde + 6, PT& + -hT, X, T, 4 = 0, (23) 
" 
and the admissible variations are variations of 4 in the class of periodic 
functions and variations of P. 
We propose to use equation (23) to determine approximations of the form 
+ = ; &3, X, T, 6) 
?I=0 
(24) 
P = ; ~‘$0, X, T, E), 
n=O 
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and there are a number of ways we may carry out such a program. The 
method we shall use to define a sequence of successive approximations is in 
part suggested by C.S. Gardner’s [I] work on adiabatic invariants for similar 
problems governed by ordinary differential equations. 
Let us define 
t&t X T, 4 = ho . (25) 
Then, provided L,+0 f 0, we may solve equation (25) for de and define 
WA ‘t$+x, + T  ,px> pT,x> T ,  6) = &I# --L (26) 
where 
He,, = --Lx 9 H,,, = -L,,, , etc. 
ff$ = de and % = -h + @x(ffc,,) + aT(H~,,)]. 
From equation (27) it follows that 
%H = YM% + WZ,, + +4m&X + ~BTHF+I 
(27) 
= @x(W,,,) + a~(+&,)] 
= -[a~(~,,) + aT(L,)]~ (28) 
and therefore 
H(~,*,E~x,E~T,Px,PT,X, T ,  c) = E(X, T ,  c) 
- E ‘[&(bx) + aT(L,)] de’. (29) 
s 0 
A sequence of successive approximations, ;, ;, j,r , ;r and i, may now be 
defined by the scheme, 
&$,$, px, PT, b-f, T ,  c) = E - E 1’ [&(6;, + aT(;f;;:)] &I’ (30) 
0 
and 
where 
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Note that the equation for #8 has been dropped in favor of equation (29) 
which provides a first integral. 
At the 8th stage of the iteration the condition that H shall have period 2m 
in B is satisfied if the preceding approximation satisfies the integrability 
condition 
J 
.2n 11 -1 n-1 
Px(J&.) + ~&,)I &I = 0, (32) 
0 
in accord with the general result of Section 1. The condition that i’ and $ 
shall have period 2a introduces a second integrability condition which 
specifies a relation between :x, [T and E”. This relation can be putYin a 
convenient form as follows: Let # have the value zero at 8 = 0 and C# the 
value ;o(;x, 1”, , l?, X, T, C) which ’ IS consistent with equation (30). Then 
equations (30) and (31) determine a solution, 
and It’@ i;, , i,, i, X, T, E), (33) 
and the solution has period 257 if and only if 
This provides an essential restriction on the class of Lagrangians which may 
be treated since i: is ;equire$ that equation (34) shall actually provide a 
relation between Px , P, and E, not a condition which cannot be met. 
Another form of the second integrability condition which is particularly 
useful for the zeroeth order calculation may be expressed in terms of a 
generalized action, 
where eM is the first zero of $ after B = 0. With the exception of the II 
critical points at 6, == 0r , Ba ,..., H,W-I (say) where J0 -: 0 the solution may be 
expressed as 
for 
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where ;Ta($X, Fr, k!, X, T, C) is the value of $ at 0 = em. . Equations (28), 
(30), (31) and (36) imply 
and therefore 
OM(&, &, i, X, T, l ). (38) 
Thus we have an equivalent formulation of the second integrability condition 
as 
aJa2 = 2rr. (39) 
Note that for II = 0, the equations for p’ and i are autonomous and equation 
(30) has the form 
000 0 
H(4, $, f’x , I’,, X, T, ~1 = $C T, 4 (40) 
I f  equation (40) de+ a s;t of netted closed curves @ the i - $ plane, 
parameterized by E when Px and PT are fixed, then J is reduced to the 
ordinary action, defined as 
(41) 
The second integrability condition may also be expressed in still another 
form by defining 
(42) 
It follows directly that 
where $z,, and :zV are the values of j and i at 0 = 2rr. Provided aq:,iai # 0, 
the second integrability condition is 
af/ai = 0. (44) 
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With equation (44) we have arrived at an interesting hereditary property 
associated with stationarity, for if we solve equations (30) an,d (31) without 
regard to the periodicity requirements and compute L according to 
equation (42), then the two integrability conditions have the form of a 
stationary principle, viz. 
6 1s dX dTi(l;, , &, 2, X, T, E) = 0, (45) 
where both P” and E” are varied. 
Now it remains to be shown that the iteration actually provides asymptotic 
approximations which have the form of equation (24). For this purpose let us 
define 
(46) 
We shall assume that all of the partial derivatives of H with respect to 
combinations of its arguments excluding the final E, are bounded. Then we 
obtain error estimates of the form, 
n-1 n-2 n-2 n-m3 n-2 n-3 
+ I PT - PT I + ~114~ - 4~ /I + E/I 4~ -- $T II) 
(47) 
n-1 n-2 n-1 n-2 n-1 n-2 
II %(LP,) - w&)ll = O(ll 4x - 4x II + II L - L !I 
n-1 n-2 n-1 n-2 
+ I pxx --- pxx ! + I PXT - PXT I + O(E)) 
n-1 n-2 n-1 n-2 n-1 n-2 
/I a,(LPT) - a.(Lf',)ll = O(ii + T  - $T /I + 11 L - IT ,  /I 
n-1 n-2 n-1 n-2 
+ IPXT- PXT I + I PTT - PTT I + O(4). 
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From these estimates and the fact that the n-th approximation is governed 
by G it follows that 1) i - ni1 11, 11 z - ni’ jj, j/ ; - >‘I1 and 11 i - ;‘[I are 
all O(P), provided the nth partial derivatives of ;, $, jz, POT and i with 
respect to X and T are all bounded. 
Finally, it may be noted that the special case where L is independent of X 
and ux reduces the problem to ;n ordinary differential equation governed by 
4 U, ~zlr, T, l ). The quantity LPr may then be identified with the lowest 
approximation to the adiabatic invariant, and, corresponding to equation (32), 
we find it to be conserved. Furthermore, when L possesses bounded deriv- 
atives of all orders, the solution by successive approximation may be carried 
on indefinitery, and, corresponding to equation (15) of Section 1, we conclude 
that EP, is invariant to nil orders in the asymptotic sequence {P} when E --f 0. 
This result differs fundamentally from the one we have obtained for partial 
differential equations, for then it is no longer the case that existence of 
derivatives of 4 of alloorders implies existence of error estimates of all orders. 
The fact that P and E are determined by solving a partial differential equation 
changes matters greatly, and in certain cases the error bounds may be de- 
stroyed, even in regions where L is independent of X and T. 
SECTION 3. CONSEQUENCES OF SYMMETRY 
The existence of symmetry properties of the Lagrangian, L(u, u, , ut , x, t), 
is reflected in corresponding symmetry properties present in the asymptotic 
approximations introduced in Section 2. In this section we shall use the 
results of Section 1 to establish some connections. In particular we are 
interested in the effect of replacing E by --E in equation (22). Therefore let 
where 
u(X, T, -6) = +(t?, X, T, -c) G f(0, X, T, 6) 
(48) 
e = _ P(X, T, -c> _ P’(X, T, 6) -- 
E E 
Then, upon substitution of --cur and --Eu~ for EQ and EU~ and -•E for E 
in equation (21), we replace equation (23) by 
6 [j dXdT j2rd0L(+‘, Pi+; - cc& , P;+; - q$. , X, T, -c) = 0. (49) 
0 
Now if L has the symmetry 
L(a, ,K y, X, T, 6) = *L(--cu, P, Y, X, T, -4 (50) 
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it follows that 
is a solution of equation (49). Likewise if L has the symmetry 
L(cx, p, y, s, T, 6) ==: -kL(a, -p, -y, x, T, -t), (52) 
it follows that 
(b’(O, x, ‘I’, c) -:: 4(-O, x, T, 6) 
(53) 
P'(X, I', c) = P(X, II', c) 
is a solution. In either case, a solution defined by initial conditions at T = 0 
(say) for which 
P(X, 0, c) Z’(X, 0, -6) 
and (54) 
zqx, 0, <) = zqx, 0, -6) 
will have the property 
P(X, T, c) zyx, T, --c) 
(55) 
E(X, T, 6) ~ I!'(X, T, ---E). 
In particular it is implied that corrections to the lowest order approximations 
are O(2), in agreement with the result obtained directly by Luke [3] for the 
case where 
L = $[(Ez+y - ('z+)"] ~ V(u). (56) 
SECTION 4. AN APPLICATION TO PROPAGATION OF WATER WAVES 
The equations governing propagation of inviscid, incompressible and 
irrotational motion of a fluid, confined by a rigid bottom at z = --b(x,y) 
and subject to a specified pressure p,(x, y, t) at the free surface where 
z = h(x, y, t), may be derived from the stationary principle, 
f (57) 
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In the equation above g is the acceleration of gravity, a: the surface tension 
coefficient, p the density, and @(x, y, Z, t) is the velocity potential. The 
allowed variations are, 
6h E cyx, y, t) and m E cyx, y, z, t), -b <: z < h, (58) 
and, in order to avoid a discussion of the contact angle at a sidewall, we shall 
presume the horizontal extent of the fluid is infinite and that conditions which 
justify all the required integrations by parts hold. From the variation of h 
we obtain Bernoulli’s equation, 
and from the variation of CD, 
VW = 0, --b(x,y) < 2 < J&Y, t). 634 
When the boundary values of &D are not limited by boundary conditions, 
we obtain for (13 the natural boundary conditions, 
and 
h, + L’h . V@ - Qz = 0 at z = h&y, t) 
(61) 
Vb . O@ + Qz = 0 at z = -b(x, y,. 
It should be noted that the present formulation is but a slight generalization 
of the stationary principle for free boundary flow fiven by Riabouchinsky [4]. 
Now let us consider the description of a slowly-varying, modulated wave 
train. The natural length and time scales for the wave are its local wavelength 
and period. When these are greatly exceeded by all characteristic length and 
time scales of variation of b and p,, it makes sense to consider solutions 
dependent upon an extra argument and to introduce a double scaling ac- 
cording to the assignments, 
where 
h = h(B, X, Y, T, c), @ = @(0, 5, X, Y, T, ~1, 
b = b(X, Y) and P, = ~o(x, K 0, 
(X, Y) = (EX, cy), T s et, 0 = P(X, Y, T, E)/c, 
4 SE (Px” + Py2)1/2 z, 
(62) 
and h and @ have period 277 in 0. 
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It follows directly, as in the previous example, that 
6 
J 
jj dX dY dT It” dt3 i&h2 $- $ (1 + 1 kh, -I- eV,h /2)1/a + $1~ 
(63) 
where 
k = (PX , Pr), w = -P,, V, = (ax, a,), and k = (PXz + Py2)1/2. 
(64) 
Since we have already given an argument to show how symmetry of a 
Lagrangian density implies that the properties of the local-plane wave 
approximation, (k and w) are even functions of E, it will suffice here to point 
out that the invariance of the integrand in equation (63) to the transformation, 
E---f -c, h(4 X, Y, T, -c) - h(--0, X, Y, T, c) 
and 
$(e, 5, X, Y, T, -c) -+ -@(-6, 5, X, Y, T, 6) + const. (65) 
implies the like result for water waves. Thus the geometrical corrections 
introduced by the variability of b and p, are at least O(E~) though the cor- 
rections to di and h are not restricted to even powers of E in general. Further- 
more equation (65) indicates a simplification which may be used in the 
generation of the asymptotic approximations of the form 
(66) 
When the arbitrary integration constant which locate; 8 = 0 on the wave- 
profile in the lowest approximation is set so as to make h an even function of 8, 
it follows that the parities of the coefficients h” and C# of the resulting power 
series are then (- 1)” and (- I)n+l, respectively. 
As for the determination of the lowest approximation, there is no convenient 
representation in terms of an energy integral to provide the e-dependence of @ 
and h. The results of Section 1 may nevertheless be used to provide approx- 
imations in terms of their Fourier coefficients. An analysis of the approx- 
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imation of lowest order, based on the use of Fourier polynomials to obtain a 
nontrivial representation where 
h N i t&(X, I’, T) cos 718 
n=o 
(67) 
@ - @Otx’ ” ‘) + g @J<, X, Y, T) sin ~20 
E n=1 
is currently in progress. 
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