Based on comparative anatomical studies and electrophysiological experiments, we have identified a conserved subset of neurons in the lamina, medulla, and lobula of dipterous insects that are involved in retinotopic visual motion direction selectivity. Working from the photoreceptors inward, this neuronal subset includes lamina amacrine (a) cells, lamina monopolar (L2) cells, the basket T-cell (T1 or b), the transmedullary cell Tm1, and the T5 bushy T-cell. Two GABA-immunoreactive neurons, the transmedullary cell Tm9 and a local interneuron at the level of T5 dendrites, are also implicated in the motion computation. We suggest that these neurons comprise the small-field elementary motion detector circuits the outputs of which are integrated by wide-field lobula plate tangential cells. We show that a computational model based on the available data about these neurons is consistent with existing models of biological elementary motion detection, and present a comparable version of the Hassenstein-Reichardt (HR) correlation model. Further, by using the model to synthesize a generic tangential cell, we show that it can account for the responses of lobula plate tangential cells to a wide range of transient stimuli, including responses which cannot be predicted using the HR model. This computational model of elementary motion detection is the first which derives specifically from the functional organization of a subset of retinotopic neurons supplying the lobula plate. A key prediction of this model is that elementary motion detector circuits respond quite differently to small-field transient stimulation than do spatially integrated motion processing neurons as observed in the lobula plate. In addition, this model suggests that the retinotopic motion information provided to wide-field motion-sensitive cells in the lobula is derived from a less refined stage of processing than motion inputs to the lobula plate.
Introduction
A little more than 50 years ago, two researchers embarked upon a mathematical analysis of the behavior of the beetle Chlorophanus. They were investigating the optomotor response, a compensatory movement that many insects make in response to moving visual stimuli which serves to stabilize the visual environment. Among a small cadre of scientists using mathematical and physical interpretations of animal behaviors, they conducted experiments that allowed predictions about motor responses to a changing visual stimulus. A consequence of this work was the development of a simple mathematical model involving a correlation of signals from two neighboring visual sampling units (the set of photoreceptors that sample the same region of the visual field). This well-known set of experiments, carried out by Bernhard Hassenstein and Werner Reichardt (Hassenstein, 1950 (Hassenstein, , 1951 (Hassenstein, , 1958 Hassenstein & Reichardt, 1956) , resulted in the mathematical model shown in Fig. 1 . The Hassenstein-Reichardt (HR) correlation model, having been somewhat elaborated over the years (Van Santen & Sperling, 1985) , continues to be used to explain optomotor reactions of insects Pix et al., 2000) .
Electrophysiological experimentation decades later (Dvorak et al., 1975; Hausen, 1982 Hausen, , 1984 led to the discovery of neurons in the lobula plate of flies which are sensitive to wide-field stimuli, direction-selective, and involved in optomotor control of the head and body. The motion responses of these cells, known as tangential cells, are also well predicted by the HR model (Egelhaaf et al., 1988) . Because this response is synthesized from a relatively high-resolution retinal image, and because flies are clearly able to respond to small-field motion (Engelhaaf et al., 1993) it is natural to conclude that wide-field direction-selective cells integrate outputs from a large number of retinotopically organized small field direction-selective circuits, referred to in the literature as "elementary motion detectors" or EMDs (Franceschini et al., 1989; Krapp et al., 1998) . Without the final time-averaging step, the HR model can also be used to represent an EMD, and is widely used as a model of small-field outputs to wide-field direction-selective cells in insects (Harris et al., 1999) .
Despite the fifty-odd years since the formulation of the HR model, and many highly successful mathematical refinements of the model, the neuronal basis for elementary motion detection in insects is still an open question even though the retinotopic nature of inputs onto wide-field tangentials in the lobula plate has been verified anatomically (Strausfeld & Lee, 1991) and electrophysiologically (Douglass & Strausfeld, 1995) . The computation that is being performed is well represented as a whole by the HR model, but the neuronal structure that connects photoreceptors to lobula plate tangential cells does not obviously equate to the HR model. Direct electrophysiological exploration of this question is hampered by the extremely small size of the axons which must be penetrated to obtain recordings, and by the daunting complexity of the neuropils in which they are located. For this reason, rather few recordings exist from insect neurons that might be candidate elementary motion detectors (Douglass & Strausfeld, 1995 James & Osorio, 1996) .
In the fly optic lobes, there are more than 40 unique anatomically identifiable types of retinotopic neurons (Strausfeld, 1976) , each type probably present in each structural unit-an optic cartridge or column-representing a visual sampling unit of the retina. Comparative studies among many species of flies, and between honey bees and sphingid hawkmoths, have determined that a subset of these neurons (Fig. 2) is ubiquitously conserved across evolutionarily divergent neopteran insect groups (Strausfeld, 1976; Buschbeck & Strausfeld, 1996; Wicklein & Strausfeld, 2000) . Starting at the periphery, this neuronal subset includes lamina amacrine (a) cells, lamina monopolar (L2) cells, an efferent neuron with basket-like dendrites called the T-cell (T1 or b), a neuron that relays information through the second synaptic neuropil of the medulla-the transmedullary cell Tm1, and the T5 bushy T-cell the dendrites of which are disposed in a superficial layer of the third synaptic neuropil, the lobula, and whose axons terminate in the tectum-like neuropil of the lobula plate.
Measurements across different taxa showing consistent depth relationships among homologues of these neurons imply likely connections among them at their second and third synaptic levels (Buschbeck & Strausfeld, 1996) . Intracellular recordings and dye fills obtained from the fly optic lobes have identified many of these Hassenstein-Reichardt (HR) model. Input from each visual sampling unit (filtered with a high-pass filter or HPF to remove the sustained illumination) is correlated~p indicates a multiplication) with a delayed (low-pass filter or LPF) version of the signal from a neighboring visual sampling unit. The difference (S indicates a summation) of left-and right-facing correlations results in a direction-selective output. The timeaveraging step at the end is used when modeling optomotor responses or lobula plate tangential cells, but not elementary motion detection.
Fig. 2.
Anatomical basis for proposed dipteran EMD circuit. Each visual sampling unit (VSU) is represented by a set of photoreceptors (R1-R6, here represented by a truncated pair) that synapse (arrows) onto amacrine cell processes and the dendrites of an L2 monopolar cell (L2). The basket-like arrangement of a T1 neuron is associated with set of receptor endings, and receives inputs from amacrine processes. The ending of the T1 neuron interposes between the terminal of L2 and the dendrites of two relay neurons, the transmedullary cell Tm1 and the GABA-immunoreactive neuron Tm9 (Sinakevitch & Strausfeld, 2004) . These Tm cells end in a layer of the lobula complex where, in the presence of processes of a local GABA-immunoreactive neuron, they establish connections with dendrites of T5 neurons. T5 neurons show fully fledged responses to the orientation and direction of motion, and terminate on wide-field collator neurons in the lobula plate. T5 neurons occur as quartets and their endings segregate to four levels of the lobula plate, each encoding a different direction (Buchner & Buchner, 1984) .
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C.M. Higgins, J.K. Douglass, and N.J. Strausfeld cells' stimulus preferences and response characteristics (Douglass & Strausfeld, 1995 . Histological studies have also identified some putative neurotransmitters, their precursors, or possible receptors employed at various levels (Sinakevitch & Strausfeld, 2004) . Electron-microscopical observations at the level at which photoreceptor neurons terminate have revealed connections among photoreceptor terminals, local amacrine cells, and three types of lamina monopolar neurons, including the L2 cells (Strausfeld & CamposOrtega, 1977) , which like the type 1 amacrine cells are directly postsynaptic to achromatic photoreceptors that end at each optic cartridge (Boschek, 1971; Campos-Ortega & Strausfeld, 1973; Strausfeld & Campos-Ortega, 1977) .
Amacrine cells are prominent elements of the lamina, supplying processes across the whole neuropil and around each columnar group of receptor endings denoting each optic cartridge. It is conceivable that amacrine cells form an isomorphic network of functionally connected elements (see Discussion) supporting input from photoreceptor terminals at many optic cartridges. One definitive recording has been obtained from an amacrine cell of the green bottle fly Phaenicia sericata, identified as such by dye injection (Douglass & Strausfeld, 2004) . The cell showed a steady depolarizing response to both transient and sustained illumination over stimulation periods as long as 500 ms, and a noninverting response to light intensity. Amacrine cells project to surrounding optic cartridges, where they have been shown to synapse onto the basket-like dendrites of T1 cells. In the medulla, the terminals of T1 cells are contacted by the endings of the L2 monopolar cells from the same optic cartridge (Campos-Ortega & Strausfeld, 1973) , both terminals being embraced by the dendrites of Tm1 cells. This organization is repeated across the whole lamina and medulla.
L2 cells respond to an increase in illumination by hyperpolarizing and have no significant response to sustained illumination (Coombe et al., 1989) . Significant electrophysiological data, including details of frequency response (Laughlin, 1984; Coombe et al., 1989) , are available for this cell, revealing a roughly bandpass temporal-frequency characteristic.
Neuroanatomical studies identify two types of transmedullary cells the dendrites of which reside at the level of T1 and L2 endings. These are the aforementioned type 1 transmedullary cell Tm1, and the type 9 transmedullary cell Tm9 (Fischbach & Dittrich, 1989; Douglass & Strausfeld, 1998) . Their axons extend the series of relays from receptor terminals to T5 cells. Limited electrophysiological data on Tm1 is available (Figs. 6 and 7, middle traces). In response to a flicker stimulus, Tm1 shows a strong response to transient stimulation with a small response to sustained illumination. When presented with moving gratings, Tm1 did not show a directionally dependent increase or decrease in mean membrane potential. However, it did appear to show a weak frequency doubling, analyzed in Douglass and Strausfeld (1995) . The peripheral dendrites of the Tm9 neuron, which is GABA immunoreactive (Sinakevitch & Strausfeld, 2004) , are disposed to receive inputs from Tm1. Tm9 terminates in the lobula at the layer of T5 cell dendrites, via a displacement of its axon by a single retinotopic column interval.
T5 cells are unusual in that they are arranged as quartets, with four T5 cells for each visual sampling unit. Their dendrites also overlap in the lobula and each quartet sends out four axons that terminate at four levels in the lobula plate. T5 endings are almost certainly presynaptic to lobula plate tangentials (Strausfeld & Lee, 1991) . The tendency of T5 cell terminals to segregate into four layers corresponds to each layer's directional selectivity to moving gratings, as shown by activity staining with 3 H-deoxyglucose (Buchner et al., 1979; Bausenwein & Fischbach, 1992) . Electrophysiological recordings (Douglass & Strausfeld, 1995) show that the T5 cell represents directional motion in its mean response (Fig. 10 , bottom trace). Anatomical details (N. J. Strausfeld, unpublished observations, 2002) suggest that transmedullary (Tm) inputs from a number of neighboring optic cartridges on either side of each T5 are integrated to produce a motion output. Also shown in Fig. 2 is a GABA-immunoreactive local interneuron identified in a recent histological study as restricted to the T5 dendritic layer (Sinakevitch & Strausfeld, 2004) . This neuron receives inputs at the same level as T5 cells and is assumed to provide inhibition at the T5 level (see Methods).
Most of the current predictions of the properties of EMDs (Franceschini et al., 1989; Coombe et al., 1989; Borst, 2001; Borst & Haag, 2002) have been inferred indirectly from responses of lobula plate tangential cells, which are relatively large and easier to record from. Franceschini et al. (1989) conducted an experiment aimed specifically at determination of the nature of elementary motion detection. While the activity of a tangential cell reflects the sum of multiple EMD outputs, if it were possible to stimulate only a single EMD, the recording from a tangential cell would reveal the physiology of the EMD circuit. This was accomplished by the use of a complex microscope-telescope stimulator, exploiting the sophisticated neural superposition eye of the fly (Nilsson, 1989) . Franceschini et al. were able to record from an H1 tangential cell while optically stimulating two adjacent but optically divergent photoreceptors in a controlled sequence, thereby activating two neighboring optic cartridges. studied the intracellular responses of horizontal system (HS) tangential cells to sinusoidal grating stimuli which were initially stationary and then began moving suddenly in the null direction. The (nonspiking) membrane potential responses observed include a transient "ringing" oscillation at the pattern temporal frequency. These transient oscillations (but not several other features of the HS cell response, including a transient depolarization and an adaptation to sustained motion) were well predicted by the HR model. Coombe et al. published a study in 1989 considering whether large monopolar cells (LMCs) could be part of the optomotor pathway (and thus part of the EMD). A number of results from these studies are germane to the present work.
With the goal of advancing testable hypotheses to guide further biological experimentation, this volume of anatomical and physiological data is used here to show that a computational model of insect retinotopic neurons, synthesizing the available data regarding response properties and assumed synaptic relationships, results in a response to moving visual stimuli with properties comparable to the HR model, and consistent with previous predictions of the properties of EMDs. We propose that small-field visual motion is computed in two distinct stages. Computed first in the visual processing chain is a representation of nondirectional motion as suggested by the responses of Tm1 cells. Nondirectional motion units respond to moving stimuli in a particular band of spatial and temporal frequency, but without regard to direction. The second stage of motion detection is the computation of directional motion, identified with T5 cells, through the integration of the responses of a spatial pattern of nondirectional motion units. Directional motion units are responsive to moving stimuli within a range of spatial and temporal frequency, and are selective for motion along a particular preferred direction.
Elementary motion detection

Materials and methods
Simulations of the computational models were carried out using the Matlab package (The Mathworks, Natick, MA). All of the simulations incorporated two spatial dimensions; that is, the simulated visual input to the motion detector array could be expressed as a two-dimensional image that changes over time.
Unless otherwise specified, the following parameters were used for each simulation. Each simulation incorporated a 40 ϫ 40 pixel image viewed by a 20 ϫ 20 hexagonal array of photoreceptors, incorporating a similar number of EMD models, of which several rows and columns at the periphery on each side were not completely functional due to missing photoreceptor inputs. Simulation experiments were performed with a fixed timestep of 10 ms, which we observed to be small enough relative to all filter time constants that the simulation was numerically stable. Since the model is entirely feedforward, there is no possibility of inherent instability in the simulations. Experiments ran for simulated times up to 10 s.
Details of our implementation of EMD models and a generic tangential cell and descriptions of the stimuli for each experiment are given below.
Neuronally based EMD model details
Refer to Fig. 3a for a block diagram of the one-dimensional neuronally based EMD model; the two-dimensional version of the model was used for all simulations (see Results). Justification for the model is given in Results.
Model photoreceptors are optically arranged in a hexagonal array and report the luminance averaged over small nonoverlapping spatial patches (2 ϫ 2 image pixels for the standard simulation size) of the input image centered at their spatial position.
The L2 cell is modeled as a negative first-order high-pass filter (HPF) with a time constant of 50 ms.
Amacrine cells in the model receive input from the local photoreceptor only and respond identically to the photoreceptor. The model amacrine-T1 synapse, however, includes a "relaxed" high-pass filter (specifics below) and a sign inversion.
The synapse of L2 onto the T1 axon close to the Tm1 synapse is modeled as a direct synapse from L2 to Tm1. A first-order low-pass filter (LPF) with a time constant of 50 ms is included in the path from the amacrine cell to T1, with T1 being modeled as a summation. . LPF indicates low-pass filtering. S indicates a sum. The rectification inherent in the shunting inhibition expression makes the T5 units sensitive to transiently decreasing intensity levels only. In the two-dimensional version of the model, each T1 unit takes low-pass filtered inputs from all six surrounding optic cartridges, rather than just the left and right neighbors as shown above. IIN indicates the inhibitory interneuron at the T5 level. (b) Comparable HR model incorporating a rectification step. The NEG operator is rectifying, passing only the negative part of the signal. p indicates a product. In order to match the spatial-frequency response of the neuronally based EMD model, it is necessary to average neighboring photoreceptor inputs in the HR model as shown.
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T5 is believed to integrate Tm inputs from a number of neighboring optic cartridges on either side to produce a motion output. The simulated version of the model combines local Tm cells with those from a neighboring optic cartridge. The relative orientation of these two optic cartridges determines the preferrednull axis of the resulting T5 cells. Model Tm1 and Tm9 cells converge onto a T5 cell, with Tm9 crossing to a neighboring optic cartridge. Tm1 excites T5 cells, whereas Tm9 synapses onto T5 with a shunting inhibitory connection (specifics below). An inhibitory interneuron receives the same inputs as both T5 cells combined (including excitatory Tm1 and shunting inhibitory Tm9 inputs) and inhibits both T5 cells; thus its activation is subtracted from both T5 cells (specifics below).
Relaxed high-pass filtering
It is necessary for the high-pass filter at the amacrine-T1 synapse to allow a small sustained response component. In the Laplace transform domain, the transfer function of a first-order high-pass filter may be expressed as
which has no response to sustained signals. To allow a small component of sustained signal to pass, we add a weighted low-pass filter function as shown below.
where t 2 ϭ t0k. This function still has the general characteristics of a high-pass filter, but additionally has a small response of magnitude k to sustained inputs. For our experiments, t was 50 ms and k was set to 0.1.
Shunting inhibition
A mathematical expression for shunting (silent) inhibition in the presence of a single excitatory input is required to compute the effects of the model Tm cells on the model T5. A shunting inhibitory input can reduce the effects of an excitatory input, but not hyperpolarize the cell.
A simple model of shunting inhibition can be obtained by considering it as a "dirty multiplication" (Torre & Poggio, 1978; Koch, 1999) , in which the effect on an excitatory input I e is expressed as a multiplication by a number which reaches zero when the shunting inhibitory input I s is at its positive maximum, and is unity for no shunting input:
where S, I e , and I s , respectively, represent the cellular membrane potential, an excitatory input, and a shunting input. I smax represents the maximum positive value reached by I s , and thus pos~I s !0I smax represents the normalized ion channel conductance of the shunting inhibitory input. The "pos" operator indicates a rectification (the positive part only is taken), required because ion channel conductance cannot be negative.
The inhibitory interneuron
The inhibitory interneuron used in the neuronally based EMD model receives the same inputs as the two T5 cells combined and returns a weighted inhibition to both. Mathematically, this is expressed as
where a is a constant, T 5 L and T 5 R represent the inputs to the two T5 cells (including the effects of both the excitatory Tm1 and shunting inhibitory Tm9 cells), and T 5 L ' and T 5 R ' represent their activities with inhibition. For the special case a ϭ 0.5 (used in all simulations shown), the T5 outputs represent a "balanced" difference of the two T5 cell inputs:
HR model details
Refer to Fig. 3b for a block diagram of the one-dimensional HR model. Justification for the model is given in Results. High-pass filters used in the model were, as in the neuronally based EMD model, first order with a time constant of 50 ms. The low-pass filter used was second order (see Results), constructed as the convolution of the two low-pass filters used in the neuronally based EMD model, with time constants of 50 ms and 100 ms.
Generic tangential cell model
To test the neuronally based EMD model against predictions from tangential cells, we use EMDs to synthesize a rudimentary spiking tangential cell, diagrammed in Fig. 4 . We first spatially sum the outputs of EMD models from all optic cartridges in our simulation. This quantity might represent the subthreshold membrane potential, without action potentials. To this quantity is added a constant to represent the spontaneous firing rate of the cell. Finally, this value is rectified (negative quantities become zero) to represent the firing rate of the simulated tangential cell. For maximum generality, the T1 units used in this model are not orientation selective (that is, T1 sums the entire hexagonal surround) although the T5 units are by necessity orientation and direction selective.
Visual stimuli
Visual stimuli were chosen to facilitate comparisons of the responses of the present model to those of the HR model, and to previously published electrophysiological recordings that have been used to predict properties of the fly's EMDs (see Results).
Drifting sinusoidal gratings
Drifting sinusoidal gratings were used to characterize the spatiotemporal frequency response of EMD models. Sinusoidal visual stimuli were computed as
where t indicates time, C is the contrast, v t is the temporal frequency, v x , v y are the spatial frequencies, and f is the initial phase. The direction of the stimulus is indicated by the sign of the temporal frequency. The two-dimensional orientation is implicitly expressed in the spatial frequencies. The stimulus velocity is implicit in the ratio of temporal to spatial frequencies.
Impulses and steps
Flashing stimuli comparable to those used in Franceschini et al. (1989) were used to evaluate EMD model properties. Both step and impulse stimuli were one image pixel square (i.e. spatially as small as possible). Since the HR and neuronally based EMD models as developed in the text respond only to transiently decreasing intensity levels, impulse stimuli were normally unity (on a background of unity intensity) and changed to a value of zero for a single timestep.
Step stimuli went from unity to zero between one timestep and the next.
Transiently moving sinusoidal gratings
Initially static sinusoidal gratings which abruptly began moving and later stopped were used to compare model responses to data from . The results of this experiment exhibited a strong dependence on the initial phase of the sinusoid grating, and so it was necessary to vary the initial phase randomly, and average both over multiple experiments and over a number of simulated EMDs. Because the stimulus moved in the horizontal direction only, model cells vertically placed with respect to one another responded identically. For this reason, these simulations were performed using 100 ϫ 10 images, and a 50 ϫ 5 hexagonal array of photoreceptors, all of the functional units of which were integrated into a generic tangential cell. To further remove the effects of the initial phase of the grating stimulus, the phase was varied randomly for each frequency of stimulation, and results of ten simulations were averaged.
"Jumping" random grating stimuli Stimuli that "jumped" suddenly were generated to compare with data from Coombe et al. (1989) . These stimuli were spatially random along the preferred-null axis of the EMD array, and uniform in the other dimension. An intensity value for each row of the image was chosen randomly between 0 and 1. The stimulus was spatially shifted by one image pixel (one half of the simulated interommatidial angle) between one timestep and the next, first in the null direction and then in the preferred direction. Data shown are averaged over 100 stimulus presentations, each with a different random grating stimulus.
Results
Even making use of all available anatomical, electrophysiological, and histological data about insect elementary motion detection, there is still not enough information to completely constrain a neuronally based computational model. Thus, for each cell our strategy has been to adopt the simplest model which still allows us to demonstrate direction-selective properties at the T5 level. The authors realize that many more details than we have incorporated are known about some cells in the model (particularly about photoreceptors and lamina monopolar cells), but we have included only the essential aspects of each cell in order to keep the model as simple as possible. Up to the Tm1 level, we do not try to model individual synapses, but rather give mathematically relevant expressions for the relationships between cellular responses. While the time constants of filters and the amplitudes of signals in the model were scaled for a close qualitative match with physiological data (e.g. Fig. 6 ), the model is at a level of abstraction that cannot be expected to reproduce the detailed biophysics of each cell, but rather the outline of their response properties.
The neuronally based EMD model
A block diagram of the model is shown in Fig. 3a. Fig. 5 illustrates the response of each unit in the model to a sinusoidal grating stimulus.
Model photoreceptors respond linearly to the local image intensity. Neural superposition (Nilsson, 1989 ) is neither explicitly modeled nor required.
The L2 cell, which gets input directly from the photoreceptor and responds to a transient increasing input with a decreasing output, is modeled with a negative high-pass filter. Although this cell is known to have a bandpass temporal-frequency characteristic (Laughlin, 1984; Coombe et al., 1989) , the high-frequency cutoff of our model is dominated by low-pass filters in downstream stages, so for L2 we model only the low-frequency response.
Since recent recordings from amacrine cells (Douglass & Strausfeld, 2004) show strong responses across a wide range of frequencies, an amacrine cell in the model responds identically to the photoreceptor in the same optic cartridge. However, since amacrine cells form an input to T1, which exhibits a small response to sustained illumination and an inverted response to light intensity ( Douglass & Strausfeld, 2004) , it is necessary for the amacrine outputs to be high-pass filtered and sign-inverted on the way to T1. These operations are proposed to occur at the amacrine-T1 synapse. The high-pass filtering requirement at the amacrine-T1 synapse is slightly relaxed to allow a small component of sustained response. The surround of amacrine cell outputs summed into each T1 cell is symmetric, taken from all six neighboring optic cartridges. The one-dimensional version of the model shown in Fig. 3a shows a summation of amacrine outputs from left and right neighbors only. Since the signal from the amacrine cell is relayed through T1 en route to Tm1, relative to the L2 cell the amacrine-derived signals in T1 may incur a longer delay to reach Tm1. We model this delay with the phase delay of a LPF placed in the path of each amacrine cell. The T1 cell, which integrates inputs from a surround of six amacrines, may then be modeled simply as a summation. This response is consistent with previously published recordings from T1 (Järvilehto & Zettler, 1973; Douglass & Strausfeld, 1995) , which show response properties quite similar to the large monopolar cells in the lamina.
Tm1 is a candidate nondirectional motion unit because its anatomical connections allow it to compare the signal from the current optic cartridge provided by L2 with the delayed conglomerate response of surrounding optic cartridges provided by T1. This arrangement makes it possible for Tm1 to detect motion, but not to detect which of the neighboring optic cartridges were stimulated. The model response to flicker (Fig. 6) compares well with the cellular response to similar stimuli. The model response to motion (Fig. 7) is roughly consistent with the recordings available of Tm1. We are not able to support the weak frequency doubling observed by Douglass and Strausfeld (1995) in our current model, and thus our model Tm1 cell shows oscillations at the frequency of stimulation for all directions of motion.
Computationally, the model Tm1 cell represents nondirectional motion in its amplitude (see Appendix for a specific formulation for sinusoidal grating stimuli). Fig. 8 shows how the amplitude of model Tm1 oscillations varies with spatial and temporal frequency. Tm1 is tuned to low spatial frequencies because the sum over space is maximized when the relative phase difference between its inputs is small. The bandpass temporal-frequency response is the result of the high-pass filters interposed in every signal pathway combined with the LPF delays from neighbors. Because the response to full-field flicker (zero spatial frequency) is so strong, the response of this cell may be distinguished from cells such as L2 only by its bandpass spatio-temporal frequency response. However, if responses from an oriented surround of amacrine cells were integrated by a T1 cell rather than all six neighbors, then Tm1 could acquire an orientation preference (see Fig. 9 ) which would enhance responses to edges perpendicular to the directional preference of T5, thus improving its sensitivity to such edges and reducing the effects of the aperture problem (Hildreth & Koch, 1987) .
To compute directional motion from Tm cells, T5 cells in our model integrate inputs from an oriented surround of Tm cells in neighboring optic cartridges; that is, T5 integrates inputs from a set of Tm cells that are aligned along one of the two axes of the compound eye (Stavenga, 1979) . The simplest version of the model is illustrated in Fig. 3a , in which T5 integrates only inputs (Douglass & Strausfeld, 1995) from the Tm1 cell (middle trace) in response to full-field square-wave flicker, compared to model response (offset at top). Bottom trace shows light on0off. Cellular response is not unlike a high-pass filter, and compares well with model data.
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from the Tm cells from the local optic cartridge, and the Tm cells from a neighboring optic cartridge. The model is easily extended to include more Tm inputs by connecting more units in the same manner as the illustrated units. Because it is the relative timing of the activation of Tm1 units along a particular orientation in retinotopic space which leads to a T5 directional output, and especially in light of recent work in vertebrate retinal directional selectivity (Sterling, 2002; Fried et al., 2002) , one is naturally led to think of the model that was proposed by Barlow and Levick (1965) for directional selectivity in the rabbit retina. In the Barlow-Levick (BL) model, direction-selective visual motion units are synthesized by combining excitation from one photoreceptor with delayed inhibition from the neighboring photoreceptor. In this way, if a stimulus passes the excitatory photoreceptor first, the direction-selective cell fires since excitation arrives before inhibition. Conversely, if the inhibitory photoreceptor is stimulated first, inhibition arrives before excitation and the direction-selective cell does not fire.
By making use of the two Tm neurons, Tm1 and Tm9, and realizing that the dendrites of a T5 cell span several optic cartridges, it is possible to support the use of a BL model to synthesize T5 direction selectivity. Tm1 is believed to make an excitatory synapse onto T5 cells (Sinakevitch & Strausfeld, 2004) . Tm9 is proposed to receive inputs from Tm1, and to be inhibitory. This pathway is represented in the model by inhibition delayed with a low-pass filter. By making the assumption that each T5 selectively integrates inputs from Tm neurons, it is possible to synthesize a version of the BL model. Since there are four T5 units in every optic cartridge (Strausfeld & Lee, 1991) , we propose that two are selective for horizontal motion with opposite preferred directions and two for vertical motion, where horizontal and vertical are defined with respect to the axes of the compound eye (Stavenga, 1979) . In order for the mean of the T5 model output to represent direction a nonlinearity is essential (since all input signals are zero-mean), and this can be accomplished if the Tm9 inhibitory input is shunting (see Methods for details of implementation). Shunting inhibition has often been implicated in discussions of the biophysical basis of direction selectivity (Torre & Poggio, 1978; Koch et al., 1982) , particularly in those using the BL model. These interconnections serve to make each T5 cell more sensitive to (Douglass & Strausfeld, 1995) . As illustrated in the bottom trace, the initially stationary stimulus moved left, stopped, and then moved right. The top trace shows the Tm1 model response (offset for display). The model cell simply responds at the pattern frequency, independent of direction. motion in a particular direction, but with strictly positive output sign. Additionally required to make each T5 unit fully directionally selective is an inhibitory interneuron, identified in a recent histological study (Sinakevitch & Strausfeld, 2004) , which in our model receives the same inputs as the two T5 cells with the same orientation and provides inhibition to both (see Methods). The temporal response of this model is shown in Fig. 10 and is clearly direction selective in the mean. A theoretical analysis of this algorithm for sinusoidal grating stimuli (in the Appendix) shows that it produces a mean output proportional to the sine of the relative phase of the Tm1 inputs.
The work of Franceschini et al. (1989) suggests an important requirement of this model. Using successive stimulation of adjacent visual sampling units, and recording from the H1 motionsensitive tangential neuron, the authors showed that elementary motion detectors appear to separate "on" and "off" transient changes in contrast and correlate them separately. This implies that, at some stage in the model, a rectification must be incorporated. Such a rectification follows naturally from the shunting inhibitory connection in the present model. Due to the sign changes inherent in every pathway to the Tm cells combined with our implementation of shunting inhibition [eqn. (3)], the T5 model unit as presented responds only to transiently decreasing intensities. The companion motion detector suggested by Franceschini et al. can be obtained by sign inverting the signals at the Tm outputs relative to their resting potential. Since changing the edge sensitivity of the model only requires sign inversion of the transmedullary outputs, it may well be that two populations of Tm cells coexist to subserve simultaneous correlation of both edges.
To compare the response of the neuronally based EMD model to the HR model, it is necessary to also incorporate into the HR model the rectifying step discussed above. We do this as suggested by Franceschini et al., by inserting a rectifying element after the HPF stage. To match the shape of the temporal-frequency tuning of the neuronally based EMD model, the HR model must use a second-order LPF with poles at the frequencies of the two LPFs used in the neuronally based EMD model (see Appendix). To match the spatial-frequency tuning of the neuronally based EMD model, it is necessary first for the spatial phase difference between the photoreceptor inputs used in the HR model to equate to a single optic cartridge, as in the neuronally based EMD model. In addition, it is necessary to match the spatial width of the neuronally based EMD model by averaging inputs from three neighboring photoreceptors as shown in Fig. 3b .
Under these conditions, despite their considerable differences, the outputs of the two models are quite comparable. The response of the neuronally based EMD model is compared to electrophysiological recordings from T5 and to the HR model in Fig. 10 and although, as expected, it does not reproduce the detailed biophysical properties of the cell, it is in good qualitative agreement with both the cellular data and the HR model (see Discussion). The mean response to sinusoidal grating stimuli of the neuronally based EMD model is compared to the HR model in Fig. 11 . Like all biological elementary motion detectors, both models exhibit , and electrophysiological data recorded from a T5 cell (bottom trace, from Douglass & Strausfeld, 1995) . The stimulus was a grating that moved to the left for 1 s, stopped for 0.5 s, and then moved to the right. While the detailed biophysics of T5 are clearly not predicted by the models, the general response properties of all three traces are similar (see Discussion). bandpass tuning in spatial and temporal frequency, rather than sensitivity to stimulus velocity without regard to spectral content. The choice of parameters in the HR model (see Methods) produces approximately the same spectral shape as the neuronally based EMD model.
Comparison with predictions from tangential cells
Most of the experiments which have been performed to elucidate the nature of elementary motion detection (Franceschini et al., 1989; Coombe et al., 1989; have involved presentation of transient (aperiodic) visual stimuli while performing electrophysiological recordings from lobula plate tangential cells, which are believed to spatially integrate outputs from multiple EMDs. Versions of the HR model have been used to successfully predict tangential cell responses in most of these experiments. Although the novel neuronally based EMD model and the canonical HR model show very similar mean responses to drifting sinusoidal visual stimuli (see Appendix), neither model is mathematically a linear system, nor are the models equivalent, and thus it is not obvious that transient responses of the neuronally based EMD model to complex stimuli must agree with the HR model. All of the neurons discussed in the model so far represent their activity in a graded membrane potential. However, many tangential cells, including the well-studied H1 horizontal cell (Franceschini et al., Coombe, et al., 1989) , are spiking neurons; that is, they represent their activation in a train of action potentials. For this reason, many tangential cells exhibit a rectifying characteristic, responding with an increase in firing frequency to stimuli in the preferred direction but often exhibiting only inhibition of the spontaneous firing rate in response to null-direction stimuli.
For these reasons, to test the present model against the vast majority of experimental predictions about EMDs, we must spatially integrate our model outputs over multiple optic cartridges to synthesize a generic model tangential cell, the output of which represents mean firing rate (see Methods for details). Because the actual magnitude of responses from the generic tangential cell model is not comparable to a specific tangential cell, most responses are presented in normalized form.
A qualitative, but not quantitative, match of our model to electrophysiological data from lobula plate tangential cells is to be expected for several reasons. Firstly, as many parameters of our model as possible are tuned to electrophysiologically measured properties of specific lamina and medulla neurons, but it is quite conceivable that multiple tunings may exist in the insect among morphologically similar types of neurons. Secondly, adaptation is well known to exist in the neurons of insect optic lobes (Maddess & Lauhhlin, 1985; de Ruyter van Steveninck et al., 1997; Harris et al., 1999; O'Carroll, 2001 ) and is not addressed in the present model. Such adaptation can alter the temporal response of a tangential cell as a stimulus continues, and make present responses dependent on past stimuli. Neither effect will be predicted by the present model. Finally, our simple wide-field neuron model integrates inputs from a large number of identical cells without regard to the specific tuning properties of the wide-field cell being modeled. However, a qualitative match goes far to prove plausibility of the model and may suggest electrophysiological experiments to validate the present model as opposed to the HR model.
Response to impulses and steps
The experiments of Franceschini et al. (1989) demonstrated a number of features of elementary motion detection, all of which are also exhibited by the present model. First, there was no significant response to flash stimulation of either photoreceptor alone, a fact predicted easily by the HR model by virtue of the fact that either pathway having zero activation multiplies the response of the other pathway by zero. This is not true in the present model of elementary motion detection. In fact, in response to stimulation of a single photoreceptor, a number of our model EMDs respond as shown in Fig. 12 (although weakly, compared to their response to motion). However, because their response is spatially symmetric and the tangential cell reflects a spatial sum, the flash response of our simulated tangential cell is extremely small relative to its response to motion stimuli, as predicted by the experimental data. Franceschini et al. also showed that there was no response of the tangential cell to synchronous flash stimulation of both photoreceptors. This is in agreement with the HR model due to the balanced nature of the two subunits and the subtraction at its output. Similar to the result with single-photoreceptor stimulation described above, while individual T5 model units do respond to this stimulus, the spatial sum remains very close to zero.
Crucially, the Franceschini et al. experiment showed that the H1 cell responded in a direction-selective manner to sequential flash stimulation of two neighboring photoreceptors. The T5-based generic tangential cell model response, shown in Fig. 13a , provides a good qualitative match to the cellular response from Franceschini et al. (1989) . Qualitatively similar results are obtained using the HR model.
Two further highly revealing predictions resulted from this series of experiments. Firstly, by plotting the peak firing rate of the H1 cell as the time between flash stimuli at the two adjacent optic cartridges was varied, a curve was generated which started at zero for simultaneous flashes and returned to zero for very long interflash times. Franceschini et al., working on the basis of the HR model, believed that this response represented the "facilitatory control" represented by the LPF in the HR model. The response that they obtained looked like the impulse response of a higherorder low-pass filter. The response of the present model to this pattern of stimulation is shown in Fig. 13b , and shows a good qualitative match with the experimental data. Secondly, by turning on sustained illumination to one photoreceptor and later the neighbor, they were able to show the step response of the "direct path", which they believed to be a high-pass filter. The response of the T5-based tangential cell model to an analogous stimulus is shown in Fig. 13c and shows a good match to the experimental data.
Transient responses to moving sinusoidal gratings
To allow comparison of the response of our model to the experimental data of , we have performed simulations of our T5-based generic tangential cell model with transiently moving sinusoidal visual stimuli and compared them to the response of an HR-based generic tangential cell model Fig. 13 . Responses of model generic tangential cell to flash and step stimuli similar to those employed by Franceschini et al. (1989) . (a) Response to sequential flash stimulation of two neighboring photoreceptors. The preferred-direction response is shown as a solid line, and the null-direction response as a dashed line. (b) Effect of varying the interval between sequential flash stimulation of two neighboring photoreceptors. The trace shows a shape that is comparable to the impulse response of a low-pass filter. (c) Response to a sustained intensity step at one photoreceptor followed 100 ms later by a step at the next. The step was applied to the first photoreceptor at 1 s, and to the next at 1.1 s. This response is comparable to the step response of a high-pass filter.
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C.M. Higgins, J.K. Douglass, and N.J. Strausfeld to identical stimuli in Fig. 14. Since the HS tangential cell data collected by Egelhaaf and Borst were intracellular subthreshold membrane potentials, for this data the spontaneous firing rate offset and rectification stages are not employed in the generic tangential cell model. The transient oscillations show a good match between the two models. In both models, the oscillation is at the frequency of the sinusoidal grating, and is due to transient responses of high-pass and low-pass filters in the computation.
Response to "jumping" stimuli Coombe et al. (1989) presented an H1 tangential cell with saltatory (suddenly "jumping") random gratings and observed a direction-selective (although very weak) response. On the basis of this evidence, they argued that it is not possible for all inputs to the insect EMD to be high-pass filtered. High-pass filters discard the tonic portion of the signal, and the EMD must retain some memory of the static pattern being presented in order to respond directionally to saltatory gratings. Coombe et al. further showed electrophysiologically that LMCs have no sustained response to illumination, and therefore cannot alone provide all inputs to the EMD. Indeed, while it responds readily to smoothly moving gratings, it is quite impossible for the HR motion detection model as formulated here to respond directionally to saltatory gratings, due to having only high-pass filtered inputs. If the jump is small enough, it will stimulate changes in only a single optic cartridge which is input to a given EMD, and we have already discussed that the HR model does not respond to this stimulus.
The neuronally based EMD model, however, has one input pathway (through the amacrine-T1 synapse) which allows a small sustained response component (see Methods). With this pathway, a predictable but very weak response to saltatory gratings similar to those used in Coombe et al. (1989) is seen (averaged over 100 stimulus presentations) in the T5-based model tangential cell (Fig. 15 ).
Discussion
We have described and evaluated a novel model of elementary motion detection in the fly. The responses of this model were shown to be comparable to those of the canonical HR model, and in close qualitative agreement with previous predictions of EMD properties. The HR model does not, and was never intended to, reflect real neuronal arrangements. The present model of elementary motion detection is the first which derives specifically from the functional organization of a subset of retinotopic neurons supplying the lobula plate. This subset is not unique to the fly, but has been recognized across insect taxa. Its cellular counterparts in other arthropods suggest an ancient origin for this circuit and, thus, in modern taxa, a fine tuning that has resulted from hundreds of millions of years of evolutionary refinement.
Much of this paper is devoted to demonstrating that the neuronally based EMD model has output properties that are close to those of the canonical HR model. Thus, while the present EMD model is consistent with the anatomical and physiological observations of real neurons, it can be argued that it does not contribute to any further understanding of lobula plate tangential cell responses, as these can be satisfactorily predicted by notional HR inputs. What value, then, does the neuronally based EMD model add? Firstly, a key prediction of the present model is that individual EMDs, while direction selective, respond quite differently to small-field transient stimulation than do spatially integrated EMDs as observed in the lobula plate. This fact is completely unexpected from the HR model, which in very similar forms is used as a model of an EMD or a tangential cell, and is, at least in principle, experimentally testable. Secondly, while T5 cells from the outer layer of the lobula supply inputs to lobula plate tangential cells, there is no evidence that they also supply inputs to motionsensitive tangential neurons elsewhere in the optic lobes. The best known examples of such neurons are from studies of male flies in which, depending on the cell type, wide-field lobula neurons subtending the upper frontal visual field have directionally selective responses to small-or wide-field motion (Gilbert & Strausfeld, 1991) . Such cells must play crucial roles in target perception and pursuit, behaviors that critically depend on motion computation (Collet & Land, 1978) . How, then, would such neurons be supplied with motion information? One answer is suggested by the present model, which reconstructs motion in several stages. The neuronally based EMD circuit could provide a collateral supply to the lobula if this were derived from the circuit at the level of Tm cells. Such collateral channels would be mediated by parallel Tm cells to deeper levels in the lobula. This supply cannot be emulated by the HR model, which is missing the intermediate stages of processing represented by the activity of Tm cells. This may be the most important reason to further develop the neuronally based EMD model: it will allow a unified approach to computational modeling of a wide range of visually guided behaviors, not just those represented by large cells in the lobula plate.
Especially since the responses of the neuronally based EMD model are so similar to both the HR (Van Santen & Sperling, 1985) and Adelson-Bergen (Adelson & Bergen, 1985) models, it is tempting to try to fit this model into the existing theoretical framework. In fact, the Barlow-Levick model used in the Tm1-T5 stage is quite closely related to the other spatio-temporal frequency tuned motion detection models (Ibbotson, 2001; Clifford & Ibbotson, 2003) , and if one simplifies the shunting inhibition "dirty multiplication" to a real multiplication, the model from Tm1 to T5 does actually implement a form of "Reichardt detector." The computation of motion in multiple stages, beginning with a representation of nondirectional motion at the Tm1 stage, and culminating in the computation of directional motion from nondirectional motion, is a novel prediction of the present model.
There is strong anatomical evidence that there exist four morphologically similar T5 cells in each optic cartridge (Buchner & Buchner, 1984; Strausfeld & Lee, 1991) . Our model suggests a role for each of the four T5 units. Each group of four T5s in a given optic cartridge could represent two roughly orthogonal orientations along the lattice of the compound eye (Stavenga, 1979) , each with opposite preferred directions. Amacrine cells are well described anatomically, and they together comprise an isomorphic assembly across the entire lamina. Distally, they provide a discrete hexagonal network of processes that synapse with each other and which lie completely segregated from deeper synaptic levels associated with photoreceptor terminals. These processes, however, provide long varicose extensions, each equipped with rows of pinhead-like spicules, that extend through the lamina's depth where they run along the outer surfaces of receptor endings. Each of these processes is paired with a similarly shaped ascending process belonging to a T1 efferent Fig. 15 . Normalized mean response of T5-based generic tangential cell to a static random grating (see Methods for details) which "jumps" suddenly in the null direction at 1 s, then in the preferred direction at 3 s. The response is clearly direction-selective.
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C.M. Higgins, J.K. Douglass, and N.J. Strausfeld neuron that carries information from the lamina to the medulla, in parallel with the L2 monopolar cell from the same cartridge. T1 neurons invest single cartridges, whereas amacrine cells provide connections among surrounding cartridges (Campos-Ortega & Strausfeld, 1973) . It is very likely that the hexagonal surround of amacrines suggested in the model is oversimplified. More likely is that the amacrine network spreads activity across a number of optic cartridges. If so, this could provide a method of controlling the spatial-frequency response of each EMD: the larger the surround of amacrines involved in synthesizing the responses of each Tm1 cell, the lower the optimal spatial frequency. The optimal temporal frequency tuning of the model can be changed simply by varying time constants of the temporal filters. While we have modeled the output of a Tm1 unit from two neighboring optic cartridges being integrated by each T5 cell, a number of Tm1 outputs in an oriented spatial pattern can be summed into each T5 unit without changing the direction-selective properties. Summing outputs from additional optic cartridges would certainly increase the sensitivity of the T5 unit to low contrast, but would also reduce sensitivity to high spatial frequencies.
A number of causes already mentioned could be responsible for the stronger stimulus phase dependence shown by the simulated T5 unit in Fig. 10 relative to the T5 neural recording. Amacrine cells receiving inputs from a network of photoreceptors could reduce phase dependence by integrating inputs across multiple optic cartridges. T5 units integrating a larger number of oriented Tm1 outputs would have much the same effect.
While the response of the present model does not saturate with contrast in the way that H1 cells do , neither does the HR model as shown. suggested the addition of saturating elements into each input pathway of the HR model, and the same mechanism can be used in the present model to obtain contrast saturation (Rivera-Alvidrez & Higgins, 2004) .
It is rarely seen in electrophysiological data that a directionselective neuron has such perfectly balanced responses to preferredand null-direction motion as the neuronally based EMD model exhibits in Fig. 10 . In the HR model, the gain between "subunits" is often varied to better match experimental data . A similar balance between the strength of preferred-and null-direction responses can be found in the neuronally based EMD model by varying the parameter a in eqn. (4). As a is varied up or down from its nominal value of 0.5, the strength of response in one stimulus direction is lessened with respect to the other.
