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A area(A) ≤ 14pi length(∂A)2
Geometry vs Information theory
Set A ⊂ Ω Random variable X on Ω
with prob. mass function px = Pr[X = x]
volume vol(A) entropy power 2H(X)
Shannon entropy H(X) = −∑ px log px
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Set A ⊂ Ω Random variable X on Ω
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Consider a set An = A× · · · ×A ∈ Ωn Consider n i.i.d. with PXn = PX · · · · · PX
has the following property:
∀ > 0 ∃Mn, ⊂ Ωn s.t.
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Isoperimetric inequality for entropies
1
nJ(X)e
2H(X)/n ≥ 2pi e
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Set A ∈ Rn Random variable X on Rn
with prob. density function fX
volume vol(A) entropy power e2H(X)/n
H(X) = − ∫Rn fX(x) log fX(x)dx




ρ - n-mode state.
[Qj , Pk] = −[Pk, Qj ] = iδj,kI
[Qj , Qk] = [Pj , Pk] = 0 1 ≤ j, k,≤ n
S(ρ) = −Tr(ρ log ρ)
N(ρ) = exp{S(ρ)/n}
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Classical-quantum entropy power inequality
teH(f)/n + eS(ρ)/n ≤ eS(f?tρ)/n t ≥ 0
Isoperimetric inequality for entropies
1
nJ(ρ)e
S(ρ)/n ≥ 4pi e
Classical vs Quantum information theory
Entropy
ρ - n-mode state.
[Qj , Pk] = −[Pk, Qj ] = iδj,kI
[Qj , Qk] = [Pj , Pk] = 0 1 ≤ j, k,≤ n
H(X) = H(f) = − ∫ f(x) log f(x)dx S(ρ) = −Tr(ρ log ρ)
Entropy Power N(f) = exp{2H(f)/n} N(ρ) = exp{S(ρ)/n}
Relative entropy D(f ||g) = ∫ f(x) log f(x)g(x)dx D(ρ||σ) = Tr(ρ log ρ− ρ log σ)
Classical Quantum
X - Rn-valued r.v. with a prob. density function fX .
Shannon von Neumann
Classical vs Quantum information theory
Entropy
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Fisher information matrix For ~θ ∈ Rn, define






















X - Rn-valued r.v. with a prob. density function fX .
Shannon von Neumann
Quantum Fisher information
W (~θ) = exp{i√2pi (θ1P1 − θ2Q1 + · · ·+ θ2n−1Pn − θ2nQn)}
ρ(θ) = W (θ)ρW †(θ)
For ~θ ∈ R2n the Weyl displacement operators are defined as
Translated state is
Quantum Fisher information
W (~θ) = exp{i√2pi (θ1P1 − θ2Q1 + · · ·+ θ2n−1Pn − θ2nQn)}
ρ(θ) = W (θ)ρW †(θ)
For ~θ ∈ R2n the Weyl displacement operators are defined as
Translated state is
Weyl operators translate position and momentum operators
W (~θ)QjW
†(~θ) = Qj + θI W (~θ)PjW
†(~θ) = Pj + θI
Quantum Fisher information
W (~θ) = exp{i√2pi (θ1P1 − θ2Q1 + · · ·+ θ2n−1Pn − θ2nQn)}




















For ~θ ∈ R2n the Weyl displacement operators are defined as
Translated state is
Weyl operators translate position and momentum operators
W (~θ)QjW




†(~θ) = Pj + θI
Inequalities
Classical
(fX , fY )→ fX+Y (z) =
∫
fX(z − x)fY (x)dx
Quantum







t = 1 [Werner ‘84]
Inequalities
Classical
(fX , fY )→ fX+Y (z) =
∫
fX(z − x)fY (x)dx
the Fisher information ineq.
Quantum













≤ λJ(X) + (1− λ)J(Y )
Stam inequality
J (X + Y )
−1 ≥ J(X)−1 + J(Y )−1




−1 ≥ tJ(f)−1 + J(ρ)−1
t = 1 [Werner ‘84]
for λ ∈ [0, 1] for ω = √tωc + ωq
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∫
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the Fisher information ineq.
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≤ λJ(X) + (1− λ)J(Y )
Stam inequality
J (X + Y )
−1 ≥ J(X)−1 + J(Y )−1




−1 ≥ tJ(f)−1 + J(ρ)−1
Z - Gaussian r.v. : fZ(~ξ) = (2pi)
−n/2e−|ξ|
2/2
t = 1 [Werner ‘84]
Z - Gaussian r.v. : fZ(~ξ) = (2pi)
−ne−|ξ|
2/2
for λ ∈ [0, 1] for ω = √tωc + ωq
Quantum Diffusion Semigroup















ρ(t) = etL(ρ) : ddtρ(t) = L(ρ(t))





































N(X + Y ) ≥ N(X) +N(Y ) N(f ?t ρ) ≥ tN(f) +N(ρ)




























nJ(X)N(X) ≥ 2pie 1nJ(ρ)N(ρ) ≥ 4pie




fX ?t ρ = f√tX ?1 ρ
If fX is a prob. density function of a r.v. X, then
here the r.v.
√






fX ?1 (fY ?1 ρ) = fX+Y ?1 ρ
where (fX , fY )→ fX+Y (z) =
∫
fX(z − x)fY (x)dx
Translation
Let ωc, ωq > 0, and t ≥ 0. Then for all θ ∈ R2n
(f ?t ρ)






D (f ?t ρ‖ g ?t σ) ≤ D (f‖ g) +D (ρ‖σ)
Rescaling
fX ?t ρ = f√tX ?1 ρ
If fX is a prob. density function of a r.v. X, then
here the r.v.
√
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Translation
Let ωc, ωq > 0, and t ≥ 0. Then for all θ ∈ R2n
(f ?t ρ)






Let ωc, ωq ∈ R, and t ≥ 0. Then
ω2J(f ?t ρ) ≤ ω2cJ(f) + ω2qJ(ρ)
In particular,
J(f ?t ρ)
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Let ωc, ωq ∈ R, and t ≥ 0. Then
ω2J(f ?t ρ) ≤ ω2cJ(f) + ω2qJ(ρ)
In particular,
J(f ?t ρ)































J(ρ)−1+tJ(f)−1 and ωq =
J(ρ)−1
J(ρ)−1+tJ(f)−1 , we obtain
J(f ?t ρ)
−1 − J(ρ)−1 − tJ(f)−1 ≥ 0
Tr
(










~θ); ~θ) = ω2qJ(ρ
(~θ); ~θ)
ω2qJ(ρ)
Concavity of entropy power of heat diffusion semigroup
Classical heat diffusion semigroup
∂
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Dembo, Thomas, Cover ’91
Villan ’00
Concavity of entropy power of diffusion semigroup
Quantum diffusion semigroup
d
dtρt = L(ρt) with L(ρ) = −pi
∑2n
j=1[Qj , [Qj , ρ]] + [Pj , [Pj , ρ]]











N(fZ ?t ρ) ≤ 0
Quantum diffusion semigroup
d
dtρt = L(ρt) with L(ρ) = −pi
∑2n
j=1[Qj , [Qj , ρ]] + [Pj , [Pj , ρ]]
Theorem

























Recall that for a Gaussian r.v. Z we have etL(ρ) = fZ ?t ρ. Then


















≥ J(fZ)−1 = (2n)−1
Take a limit t→∞.
Recall that for a Gaussian r.v. Z we have etL(ρ) = fZ ?t ρ. Then
Entropy power inequality
N(f ?t ρ) ≤ tN(f) +N(ρ)
eS(f?tρ)/n ≤ te2H(f)/n + eS(ρ)/n
Entropy power inequality
N(etL(ρ)) ≥ N(ρ) + t 2pie
In particular,
N(f ?t ρ) ≤ tN(f) +N(ρ)
eS(f?tρ)/n ≤ te2H(f)/n + eS(ρ)/n
Isoperimetric Inequality for Entropies
1
nJ(ρ)N(ρ) ≥ 4pie










denoting ρ(t) = etL(ρ), t ≥ 0, the entropy power inequality yields:
1
t [N(ρ(t))−N(ρ)] ≥ 2pie
take a limit t→∞.
Isoperimetric Inequality for Entropies
1
nJ(ρ)N(ρ) ≥ 4pie
Optimality: let ρ = ωn be a Gaussian thermal state with a mean photon number n
Then S(ωn) = g(n) = (n+ 1) log(n+ 1)− n logn
Isoperimetric Inequality for Entropies
1
nJ(ρ)N(ρ) ≥ 4pie
Optimality: let ρ = ωn be a Gaussian thermal state with a mean photon number n
Then S(ωn) = g(n) = (n+ 1) log(n+ 1)− n logn
Under L the state evolves as etL(ωn) = ωnt where nt = n+ 2pit











Isoperimetric Inequality for Entropies
1
nJ(ρ)N(ρ) ≥ 4pie
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For n-mode Gaussian states {ρj}N1 , and λj ∈ C, let A =
∑
j λjρj
‖A‖2+2/n2 ≤ −C‖A‖2/n1 Tr(A∗L(A))
There exists κn > 0, s.t. for any t > 0:
‖etL‖1→2 ≤ κnt−n/2
‖etL‖1→∞ ≤ 2nκ2nt−n
here ‖Λ‖p→q = sup‖A‖p=1 ‖Λ(A)‖q
‖A‖pp = Tr(|A|p)
Therefore,
S(etL(ρ)) ≥ n log(2piκ− 2nn t)
For any α, β > 0 and t > 0,
(α+ β)2J(etL(ρ)) ≤ α2J(ρ) + 2nβ2t





L−(ρ) = aρa† − 12{a†a, ρ}
Quantum Amplifier:
L+(ρ) = a†ρa− 12{aa†, ρ}
n = 1
Let ρ = ωn be a Gaussian thermal state with a mean photon number n. Then ρ±(t) = ωn±(t)
Quantum Ornstein-Uhlenbeck semigroup
Quantum Attenuator:
L−(ρ) = aρa† − 12{a†a, ρ}
Quantum Amplifier:
L+(ρ) = a†ρa− 12{aa†, ρ}
n = 1









One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Quantum Ornstein-Uhlebeck semigroup
One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Fixed point of Lµ,λ is σµ,λ = (1− ν)
∑∞
n=0 ν
n|n〉〈n|, with ν = λ2/µ2
Quantum Ornstein-Uhlebeck semigroup
One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Then ωn(t) is s.t.
n(t) = e−(µ
2−λ2)tn+ (1− e−(µ2−λ2)t)n∞ with n∞ = tr(σµ,λnˆ) = λ2µ2−λ2
Fixed point of Lµ,λ is σµ,λ = (1− ν)
∑∞
n=0 ν
n|n〉〈n|, with ν = λ2/µ2
n∞
t
Fast convergence of qOU semigroup
Theorem
D(etLµ,λ(ρ)‖σµ,λ) ≤ e−(µ2−λ2)tD(ρ‖σµ,λ) for all t ≥ 0





D(etLµ,λ(ρ)‖σµ,λ) ≤ −(µ2 − λ2)D(ρ||σµ,λ)
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For any state ρ we have
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Proved by Calren, Mass in Sep ’16
Quantum Log-Sobolev inequality
From Isoperimetric inequality for entropies
−S(ρ) ≤ AJ(ρ)− (2 + log(4piA))
for A > 0
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≤ AJ(ρ)− 2− log(4piA)
Quantum Log-Sobolev inequality
From Isoperimetric inequality for entropies
−S(ρ) ≤ AJ(ρ)− (2 + log(4piA))
for A > 0
Note that
D(ρ‖σµ,λ) = −S(ρ)− (log ν)n− log(1− ν)
Therefore
D(ρ‖σµ,λ) ≤ AJ(ρ)− 2− log(4piA) + n log 1ν − log(1− ν)
ν = λ2/µ2 < 1
Classical Log-Sobolev inequality
∫ |f |2 log |f |2e−pi|x|2dx ≤ 1pi ∫ | 5 f |2e−pi|x|2dx for ∫ |f |2e−pi|x|2dx = 1
Let g(x) = f(x)e−pi|x|
2/2. Then
Gross‘ logarithmic Sobolev inequality is
[Carlen ‘91]
∫ |g|2 log |g|2dx ≤ 1pi ∫ | 5 g|2dx− n with ∫ |g|2dx = 1
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hX log hY dx
≤ 14pi4
∫ | 5 h1/2X |2dx− n− ∫ hX log hY dx
Classical Log-Sobolev inequality
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2/2. Then
Gross‘ logarithmic Sobolev inequality is
[Carlen ‘91]
∫ |g|2 log |g|2dx ≤ 1pi ∫ | 5 g|2dx− n with ∫ |g|2dx = 1
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H(X|Y ) ≤ 14pi4
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Let g(x) = f(x)e−pi|x|
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∫ |g|2 log |g|2dx ≤ 1pi ∫ | 5 g|2dx− n with ∫ |g|2dx = 1
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H(X|Y ) ≤ 14piJ(X)− n+ piE|X|2
Classical Log-Sobolev inequality
∫ |f |2 log |f |2e−pi|x|2dx ≤ 1pi ∫ | 5 f |2e−pi|x|2dx for ∫ |f |2e−pi|x|2dx = 1
Let g(x) = f(x)e−pi|x|
2/2. Then
Gross‘ logarithmic Sobolev inequality is
[Carlen ‘91]
∫ |g|2 log |g|2dx ≤ 1pi ∫ | 5 g|2dx− n with ∫ |g|2dx = 1
Let r.v. X has density hX(x) = |g(x)|2 and r.v. Y has density hY (x) = e−pi|x|2 . Then
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D(ρ‖σµ,λ) ≤ AJ(ρ)− 2− log(1− ν)− log(4piA) + n log 1ν
Quantum case:
ν = λ2/µ2 < 1
A > 0




D(etLµ,λ(ρ)‖σµ,λ)− (µ2 − λ2)D(ρ||σµ,λ) ≥ 0








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν
J±(ρ) := 2 ddtS(e
tL±(ρ))








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν
J±(ρ) := 2 ddtS(e
tL±(ρ))
−S(ρ)− (log ν)n− log(1− ν)








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν
J±(ρ) := 2 ddtS(e
tL±(ρ))
−S(ρ)− (log ν)n− log(1− ν)
[Buscemi et al. 16]:
J+(ρ) ≥ 2
[de Palma et al. ’16]:
J−(ρ) ≥ f(S(ρ))
For large S(ρ), e.g. µ2 = 2, λ2 = 1: S(ρ) & 0.5








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν ≤ AJ(ρ)−2− log(4piA)−n log ν − log(1− ν)
J±(ρ) := 2 ddtS(e
tL±(ρ)) isoperimetric ineq.








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν ≤ AJ(ρ)−2− log(4piA)−n log ν − log(1− ν)
J±(ρ) := 2 ddtS(e
tL±(ρ))
J(ρ) = 2pi(J−(ρ) + J+(ρ))Note that




2 J−(ρ) + µ
2 log ν + 2(µ2 − λ2)
isoperimetric ineq.








2 J+(ρ)− (log ν)(µ2 − λ2)n+ λ2 log ν ≤ AJ(ρ)−2− log(4piA)−n log ν − log(1− ν)
J±(ρ) := 2 ddtS(e
tL±(ρ))
J(ρ) = 2pi(J−(ρ) + J+(ρ))Note that




2 J−(ρ) + µ
2 log ν + 2(µ2 − λ2)
isoperimetric ineq.
≥ J−(ωn) = −2n log(1 + 1/n)
For small n = Tr(ρnˆ), e.g. µ2 = 2, λ2 = 1: n . 0.67
Gaussian optimality:
Thank you!
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Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
For ρ =
∑
n pn|n〉〈n| we have
ρ(t) = etL−(ρ) =
∑
n pn(t)|n〉〈n|
with p˙n(t) = −npn(t) + (n+ 1)pn+1(t)
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n pn|n〉〈n| we have
ρ(t) = etL−(ρ) =
∑
n pn(t)|n〉〈n|
with p˙n(t) = −npn(t) + (n+ 1)pn+1(t)Denote (C−(p))n = −npn + (n+ 1)pn+1
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Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
Denote (C−(p))n = −npn + (n+ 1)pn+1











H(p) := −∑∞k=0 pk log pk
Gaussian optimality for energy-constrained entropy rates









Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
Denote (C−(p))n = −npn + (n+ 1)pn+1

















H(etC−(p)) = −n log(1 + 1n )
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Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
Denote (C−(p))n = −npn + (n+ 1)pn+1

















H(etC−(p)) = −n log(1 + 1n )






S(etL−(ωn)) = −n log
(
1 + 1n
)
