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Abstract
Newhouse laminations occur in unfoldings of rank-one homoclinic tangencies.
Namely, in these unfoldings, there exist codimension 2 laminations of maps with
infinitely many sinks which move simultaneously along the leaves. As consequence,
in the space of real polynomial maps, there are examples of:
- He´non maps, in any dimension, with infinitely many sinks,
- quadratic He´non-like maps with infinitely many sinks and a period doubling
attractor,
- quadratic He´non-like maps with infinitely many sinks and a strange attractor,
- non trivial analytic families of polynomial maps with infinitely many sinks.
1 Introduction
Systems describing nature have a certain form of stability, which makes it possible to
observe them. The strongest form of stability is structural stability. Hyperbolic systems,
which are known to be structurally stable, have been intensively studied and completely
understood. The situation becomes much more complicated if a hyperbolic system is
deformed until it ceases to be hyperbolic. In particular, homoclinic tangencies can appear.
Unfolding of homoclinic tangencies are only very partially understood.
In the case of dissipative rank one1 systems, part of the dynamics of unfolding of
homoclinic tangencies can be described by He´non-like maps. Three phenomena have
been detected in unfoldings of dissipative rank one homoclinic tangencies.
1. Newhouse phenomena (see [25]): there are maps near homoclinic tangencies which
have infinitely many sinks.
2. Strange attractors (see [3, 24]): there are maps with an attractor having an SRB
measure. In particular, the invariant measure has positive Lyapunov exponent, see
[4, 6].
3. Period doubling Cantor attractors (see [23]): there are maps with a Cantor attractor
having zero Lyapunov exponent.
1 A rank one system is a system with only one unstable Lyapunov exponent.
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These phenomena appear in unfoldings of homoclinic tangencies, i.e near the boundary
of hyperbolicity where the system ceases to be structurally stable. Although these phe-
nomena are intrinsically related to instability, they all have their own form of stability.
In other words, the set of parameters where these phenomena occur is not open, but
it is large and has structure. In more details, the strange attractors appear for a posi-
tive Lebesgue measure set of parameters and the maps with a period doubling Cantor
attractor form a codimension one manifold.
We study here the stability of the Newhouse phenomenon. We prove that there are
codimension 2 laminations2 of maps with infinitely many sinks. The sinks moves smoothly
along the leaves of the lamination.
More specifically, we consider C∞ local diffeomorphisms on a C∞ manifold of any
dimension with a strong homoclinic tangency, see Definition 2. The term strong homo-
clinic tangency refers to the fact that the initial map has an homoclinic tangency and a
transversal homoclinic intersection between the stable and unstable manifold of a rank
one saddle point. Moreover if µ is the unstable eigenvalue and λ1 is the dominant stable
eigenvalue, then a map with a strong homoclinic tangency satisfies also:
|λ1||µ|3 < 1. (1.1)
Given a map with a strong homoclinic tangency f , we consider finite dimensional un-
foldings of f , see Definition 4. The collection of these unfoldings is the complement of
finitely many manifolds in the space of all families through f . As a preparation for our
main result, namely Theorem B, we prove also the following previously known theorem.
Theorem A. Let F : P ×M → M be a 2 dimensional unfolding of a map f with a
strong homoclinic tangency, where P is a two dimensional parameter space. Then there
exists a set NH ⊂ P such that
- every map in NH has infinitely many sinks,
- NH is homeomorphic to R \Q.
The conclusions of this theorem hold in particular for the following families.
- The two-dimensional real He´non family Fa,b : R2 × R2 → R2,
Fa,b
(
x
y
)
=
(
a− x2 − by
x
)
It was already shown in [5, 15, 19, 30, 34] that there are real He´non maps with
infinitely many sinks.
- The real He´non family of maps of Rn. It was already shown in [19, 27] that there
are real He´non maps of Rn with infinitely many sinks.
2We recall that a lamination is a Hausdorff space X which is equipped with a covering {Ui} by open
subsets and coordinate charts φi : Ui → Ti ×Di, where Di is homeomorphic to a domain in Euclidean
space and where Ti is some topological space. The sheets are the subsets of X which are sent locally by
the mappings φi to the Euclidean factors and the transition mappings φi,j : φj (Ui ∩ Uj)→ φi (Ui ∩ Uj)
are homeomorphisms which preserve the sheets. The lamination of Theorem B has only one chart. It is
homeomorphic to R \Q× Rd.
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Our main result describes the stability aspects of the Newhouse phenomenon. There
are codimension 2 laminations of maps with infinitely many sinks. All the sinks move
smoothly and simultaneously along the leaves of the laminations. These laminations
appear in higher dimensional families which extend two dimensional unfoldings, i.e. ob-
tained by adding any number of parameters. This answers a question in [14]. The
existence of the laminations is a consequence of only infinitesimal properties of the sad-
dle, namely |λ1||µ|3 < 1 and ∂µ/∂t 6= 0, see Remark 10. In particular the laminations
occur among systems which are not necessarily globally area contracting. The transver-
sal structure of the lamination is remarkable regular both in topological and geometrical
sense, see Figure 4 and Figure 8.
Theorem B. Let M , P and T be C∞ manifolds and F : (P × T ) ×M → M a C∞
family with dim(P) = 2 and dim(T ) ≥ 1. If F0 : (P × {τ0})×M →M is an unfolding of
a map fτ0 with a strong homoclinic tangency, then the set of maps with infinitely many
sinks, NHF ⊂ P × T , satisfies the following:
- NHF contains a codimension 2 lamination LF ,
- LF is homeomorphic to (R \Q)× Rdim(T ),
- the leaves of LF are C1 codimension 2 manifolds,
- infinitely many sinks persist along each leave of the lamination.
An application of the main theorems to two and higher dimensional He´non dynamics
is the following. In the space of polynomial maps, there are codimension 2 laminations of
maps with infinitely many sinks. The lamination intersects the He´non family transver-
sally.
Theorem C. The real He´non family contains a set NH, homeomorphic to R \ Q, of
maps with infinitely many sinks. Moreover the space Polyd(Rn) of real polynomials of
Rn of degree at most d, with d ≥ 2, contains a codimension 2 lamination of maps with
infinitely many sinks. The lamination is homeomorphic to (R \Q)×RD−2 where D is the
dimension of Polyd(Rn) and the leaves of the lamination are C1 smooth. The sinks persist
along each leave of the lamination. Moreover the leaves of the laminations in Polyd(R2)
are real-analytic.
Observe that the laminations mentioned in Theorem C are non trivial. Consider the
two-dimensional He´non family Fa,b. One can perturb this family by adding polynomial
terms to obtain a new family F˜a,b. According to [20], one can adjust the polynomial
perturbation such that strongly dissipative He´non maps at the boundary of chaos of F
are never topological conjugate to strongly dissipative He´non maps at the boundary of
chaos of F˜ . The two families are topologically different. Nevertheless, Theorem C says
that the Newhouse points with their topological characteristics, persist.
The fact that there are infinitely many sinks which persist along codimension 2 leaves,
allows us to construct examples of maps with intricate attractor coexistence. In particu-
lar, in the three dimensional family of quadratic He´non-like maps,
Fa,b,τ
(
x
y
)
=
(
a− x2 − by + τy2
x
)
, (1.2)
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there are maps with infinitely many sinks and a period doubling Cantor attractor3 and
there are maps with infinitely many sinks and a strange attractor4.
Theorem D. There are uncountable many quadratic He´non-like maps with infinitely
many sinks and a period doubling Cantor attractor.
Theorem E. The set of quadratic He´non-like maps with infinitely many sinks and a
strange attractor has Hausdorff dimension at least 1.
The sinks and the Cantor attractor move smoothly along codimension 3 sub-manifolds
in the space of polynomial maps.
Theorem F. The space Polyd(R2), d ≥ 2, of real polynomials of R2 of degree at most
d contains a codimension 3 lamination of maps with infinitely many sinks and a period
doubling Cantor attractor. The lamination is homeomorphic to (R \Q) × RD−3 where
D is the dimension of Polyd(R2) and the leaves of the lamination are real-analytic. The
sinks and the period doubling Cantor attractor persist along the leaves.
The next theorem should be considered in the context of the Palis Conjecture, [26].
The main result in [7] states that there exists a Baire residual set of smooth d-dimensional
families such that each map in such a family has infinitely many sinks. Theorem G states
that there are analytic families of arbitrary dimension of polynomial maps such that each
map in the family has infinitely many sinks.
Theorem G. Every d + 2-dimensional unfolding, d ≥ 1, of a map with a strong ho-
moclinic tangency contains smooth d-dimensional families of maps where each map has
infinitely many sinks. In particular, there are non trivial d-dimensional analytic families
of polynomial He´non-like maps in which every map has infinitely many sinks.
In order to stress the fact that the families in Theorem G are non trivial we would
like to emphasize the following. Take a one-parameter family as in Theorem G. The map
at the beginning of the curve has infinitely many sinks and a period doubling Cantor
attractor and the map at the end has still infinitely many sinks, but the Cantor attractor
is replaced by a strange attractor. All maps in the middle have infinitely many sinks.
Maps with the Newhouse phenomenon have been constructed in different contexts.
In particular, there are many examples of Baire5 sets of maps with infinitely many sinks
in the space of systems, see [1, 7, 10, 16, 18, 22, 25, 27, 33]. In most studies the method
behind these results is based on persistency of tangencies where the thickness (in the
sense of Newhouse) of the stable and the unstable Cantor sets plays a crucial role.
In order to study the stability of maps with infinitely many sinks we needed to in-
troduce a different method. This method does not rely on the persistency of tangency
and the thickness condition is replaced by condition (1.1) which depends only on the
eigenvalues at a saddle point. Notice that in the He´non family the set of maps satisfying
the thickness condition and the one satisfying (1.1) intersect but they are not contained
in each other.
3See Definition 7
4See Definition 8
5A Baire set in a locally compact Hausdorff space X is a countable intersection of open and dense
subsets.
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The method is inductive, starting at a map with a sink and a homoclinic tangency.
The sink will persist in a neighborhood of the map. Similar as in the classical Newhouse
construction one uses the homoclinic tangency to create, by small changes of the param-
eter, a new homoclinic tangency and another sink. There are two essential differences of
our method and the method due to Newhouse, see [25]. This method uses perturbations
in the space of systems. Our method is designed to work within a given family. The
creation of the new sink and the new tangency occurs by parameter adjustment.
The main difference is in the creation of the new secondary tangency. The creation of
the secondary tangency in the classical Newhouse method uses the persistency of tangen-
cies, i.e. in a neighborhood of the starting map, every map has somewhere a tangency.
This secondary tangency varies very discontinuously throughout the neighborhood. This
discontinuity of the secondary tangency makes analysis very hard. Our method is in-
spired by [3, 5] and uses critical points and binding points and does not at all not rely on
persistency of tangencies.
Outline of the method. A critical point of a diffeomorphism is usually identified with
a homoclinic tangency, see [29]. A crucial aspect of homoclinic tangencies is that nearby,
there are domains whose first return map are He´non-like, in the sense of [28]. There is
precise analysis available to locate the sinks in such He´non-like maps. This analysis is
summarized in Proposition 1.
Iterations of the local unstable manifold at the tangency will accumulate at the un-
stable manifold of the original saddle point. In particular, these iterations will create a
package of nearly parallel pieces of local unstable manifold near the tangency. One of
such folded local unstable manifolds is illustrated in Figure 5. The orbit of such a piece
of folded local unstable manifold is controlled by the orbit of the original local unstable
manifold at the tangency. They are created at binding points, similar to those in [3], de-
noted here by c′. A next passage near the saddle point will create a piece of local unstable
manifold with a large parameter speed. The folded local unstable manifold used to create
the secondary tangency is illustrated in Figure 6. A precise analysis is available for the
parameter dependance of these local unstable manifolds. This analysis is summarized in
Proposition 2.
The creation of the secondary tangency is directly inspired by [3, 5]. The main idea is
to use the hyperbolicity of the saddle point to create sufficiently strong parameter depen-
dance of the newly created folded local unstable manifolds. This parameter dependance
allows to create a secondary tangency, see Proposition 3.
The secondary tangencies occur along curves in parameter space, Proposition 4. This
is the most delicate aspect of the analysis. In particular, the angle between the curves
of secondary tangencies and the curves of super attracting sinks is non-zero but tends
exponentially to zero in the period of the sink. The key in the construction of the
lamination is this delicate transversality which is responsible for its existence.
As all sinks, the sinks under consideration persist in open sets of parameters. The
consequence of the transversality is that these open sets are not small balls but are
strongly elongated and contain the leaves of the lamination, see (5.3).
As a final remark, indeed the Newhouse laminations constructed here are a small part
of the set of all parameters for which the corresponding map has infinitely many sinks.
However, in the construction we explore the effect of only one transversal homoclinic
intersection. One can use all transversal homoclinic intersections and one expects the
following.
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Conjecture 1.3. Every d-dimensional unfolding of a map with a strong homoclinic tan-
gency contains a codimension 2 Newhouse lamination with Hausdorff dimension d.
Although one anticipates Newhouse laminations with Hausdorff dimension d one
should not expect codimension one Newhouse laminations.
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2 Preliminaries
The following well-known linearization result is due to Sternberg, see [31].
Theorem 1. Given (λ0, λ1, . . . , λm−1) ∈ Rm, with λi 6= λj for i 6= j, there exists
N (λ0, λ1, . . . , λm−1) ∈ N such that the following holds. Let M be a m dimensional C∞
manifold and let f : M → M be a diffeomorphism with a rank one saddle point p ∈ M ,
with unstable eigenvalue |λ0| > 1 and stable eigenvalues λ = (λ1, λ2, . . . , λm−1). If for all
j = 0, . . . ,m− 1,
λj 6=
∏
i 6=j
λkii (2.1)
for k = (k0, . . . , km−1) ∈ Nm with 2 ≤ |k| = k0 + · · · + km−1 ≤ N , with N large enough,
then f is C4 linearizable.
Definition 1. Let M be an m-dimensional C∞ manifold and f : M → M a diffeomor-
phism with a rank one saddle point p ∈M . We say that p satisfies the C4 non-resonance
condition if (2.1) holds.
Theorem 2. Let M be a m dimensional C∞ manifold and f : M →M a diffeomorphism
with a rank one saddle point p ∈ M which satisfies the C4 non-resonance condition.
Let 0 ∈ P ⊂ Rn and F : P ×M → M a C∞ family with F0 = f . Then, there exists a
neighborhood U of p and a neighborhood V of 0 such that, for every t ∈ V , Ft has a saddle
point pt ∈ U satisfying the C4 non-resonance condition. Moreover pt is C4 linearizable in
the neighborhood U and the linearization depends C4 on the parameters.
The proofs of Theorem 1 and Theorem 2 can be found in [11, 21]. The following
lemma is a direct consequence of Theorem 1.
Lemma 1. Let M be an m-dimensional C∞ manifold and f : M →M a diffeomorphism
with a rank one saddle point p ∈ M satisfying the C4 non-resonance condition with
|λ1| > max2≤i≤m−1 |λi|. If q ∈ W up , then
Eq =
{
v ∈ TqM | lim
n→∞
Df−nq (v)λ
n
1 exists
}
is a two-dimensional vector space with TqW
u
p ⊂ Eq.
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In the following we define a map with a strong homoclinic tangency by listing several
conditions. To summarize, a map with a strong homoclinic tangency has a non degenerate
homoclinic tangency q1 and a transversal homoclinic intersection q2. Moreover q1 and
q2 are in general position. Namely, any tangent vector points in the direction of the
strongest stable eigenvalue. This condition is redundant when the manifold has dimension
2. Conditions (f8), (f9) and (f10) ensure that q1 and the unstable local manifolds of
q1 and q2 accumulate on the leg of the unstable manifold of the saddle point containing
the transversal homoclinic intersection q2. These conditions are redundant if µ < −1.
To verify this, see Figure 1. Moreover to implement the construction, a condition on the
eigenvalues is also required, see (f2). In the following the reader should keep Figure 1 in
mind.
Definition 2. Let M be an m-dimensional C∞ manifold and f : M → M a local diffeo-
morphism satisfying the following conditions:
(f1) f has a rank one saddle point p ∈M , with unstable eigenvalue |µ| > 1 and distinct
stable eigenvalues λ = (λ1, λ2, . . . , λm−1), where λ1 is the largest one, namely
|λ1| > max
2≤i≤m−1
|λi|,
(f2) |λ1||µ|3 < 1,
(f3) p satisfies the C4 non-resonance condition,
(f4) f has a non degenerate homoclinic tangency, q1 ∈ W u(p) ∩W s(p) in general posi-
tion, namely
lim
n→∞
1
n
log d(fn(q1), p) = log |λ1|,
(f5) the direction 0 6= B ∈ Tq1W u(p) is in general position, namely
lim
n→∞
1
n
log |Dfnq1(B)| = log |λ1|,
and
Eq1 t W sq1(p),
(f6) f has a transversal homoclinic intersection, q2 ∈ W u(p) t W s(p) in general posi-
tion, namely
lim
n→∞
1
n
log d(fn(q2), p) = log |λ1|,
(f7) the direction of 0 6= v ∈ Eq2 ∩ Tq2W s(q2) is in general position, namely
lim
n→∞
1
n
log |Dfnq2(v)| = log |λ1|,
and 6
Eq2 t W sq2(p),
6Observe that this is always verified because q2 is a transversal intersection.
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(f8) let [p, q2]
u ⊂ W u(p) be the arc connecting p to q2, then there exist arcs W uloc,n(q2) =
[q2, un]
u ⊂ W u(q2) such that [p, q2]u ∩ [q2, un]u = {q2} and
lim
n→∞
fn
(
W uloc,n(q2)
)
= [p, q2]
u,
(f9) there exist neighborhoods W uloc,n(q1) ⊂ W u(q1) such that
lim
n→∞
fn
(
W uloc,n(q1)
)
= [p, q2]
u,
(f10) there exists N ∈ N such that
f−N(q1) ∈ [p, q2]u.
A map f with these properties is called a map with a strong homoclinic tangency, see
Figure 1.
p q1
q2
W s(p)
fn0
Wu(p)
f−N (q1)
Figure 1: Strong homoclinic tangency
Remark 1. The conditions defining a map with a strong homoclinic tangency are natural,
except (f2). This condition requires that the contraction at the saddle is strong enough.
It plays a crucial role in many fundamental places such as the construction of the sink,
(see Proposition 1), and the transversality (see Proposition 4).
Remark 2. Observe that all conditions are open in the space of maps with an homoclinic
and transversal tangency. Also, except for (f2), all conditions are dense.
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Remark 3. If the unstable eigenvalue is negative, µ < −1, then (f8), (f9), and (f10)
are redundant.
Remark 4. If dim(M) = 2 and the unstable eigenvalue is negative, µ < −1, then (f5),
(f6), (f7), (f8), (f9), and (f10) are redundant. The condition (f4) reduces to the map
having a non degenerate homoclinic tangency.
Following [28], we construct now a family of unfolding of a map f with a strong
homoclinic tangency. Let P = [−r, r]× [−r, r] with r > 0. Given a map f with a strong
homoclinic tangency, we consider a C∞ family F : P × M → M through f with the
following properties:
(F1) F0,0 = f ,
(F2) Ft,a has a saddle point p(t, a) with unstable eigenvalue |µ(t, a)| > 1, with largest
stable eigenvalue λ1(t, a), and
∂µ
∂t
6= 0,
(F3) let µmax = max(t,a) |µ(t, a)|, λmax = max(t,a) |λ1(t, a)| and assume
λmaxµ
3
max < 1,
(F4) there exists a C2 function [−r, r] 3 t 7→ q1(t) ∈ W u(p(t, 0)) ∩W s(p(t, 0)) such that
q1(t) is a non degenerate homoclinic tangency and it is in general position, namely
lim
n
1
n
log d(F nt,0(q1(t)), p(t, 0)) = log |λ1(t, 0)|,
(F5) the direction 0 6= B ∈ Tq1(t)W u(p(t, 0)) is in general position, namely
lim
n
1
n
log |DF nt,0(B)| = log |λ1(t, 0)|.
According to Theorem 2 we may make a change of coordinates to ensure that the family
F is C3 and for all (t, a) ∈ [−r0, r0] × [−r0, r0] with 0 < r0 < r and by rescaling we can
assume that Ft,a is linear on the ball [−2, 2]m, namely
Ft,a =

λ1(t, a) 0 . . . 0 0
0
...
...
...
...
0 0 . . . λm−1(t, a) 0
0 0 . . . 0 µ(t, a)
 . (2.2)
Observe that, by (F3) and by continuity, for t0 small enough,
0 <
log µmax
log 1
λmax
<
3
2
log µmin
log 1
λmin
<
1
2
, (2.3)
where µmin = min(t,a) |µ(t, a)| and λmin = min(t,a) |λ1(t, a)|. Moreover the saddle point
p(t, a) = (0, 0) and the local stable and unstable manifolds satisfy:
- W sloc(0) = [−2, 2]m−1 × {0},
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- W uloc(0) = {0} × [−2, 2] ,
- q1(t) ∈ [−1, 1]m−1 × {0} ⊂ W sloc(0) and it has first coordinate equal to 1,
- q2(t, a) ∈ {0} ×
(
1
µ
, 1
)
⊂ W uloc(0),
- there exists N such that fN(q3(t)) = q1(t) where q3(t) = (0, 1),
- DfNq3 (e1) /∈ Tq1W s(0) and points in the positive y direction,
- the direction B = Tq1W
u(0) has a non zero first coordinate.
In the next lemma we prove that q3 is contained in a curve of points whose vertical
expanding tangent vectors are mapped by DFN to horizontal contractive ones. Let (x, y)
be in a neighborhood of q3 and consider the point
(Xt,a(x, y), Yt,a(x, y)) = F
N
t,a(x, y).
The following lemma says that FNt,a(x, y) produces an unfolding in the sense of [28]. The
formal definition of unfolding is given in Definition 4 below.
Lemma 2. There exist x0, a0 > 0, a C2 function c : [−x0, x0]m−1×[−t0, t0]×[−a0, a0]→ R
and a positive constant Q such that
∂Yt,a
∂y
(x, c(x, t, a)) = 0, (2.4)
and
∂2Yt,a
∂y2
(x, c(x, t, a)) ≥ Q.
Moreover
|c(x, t, a)− c(0, t, a)| = O (|x|) . (2.5)
Proof. Let Φ : [−1
2
, 3
2
]× ([−1, 1]m−1 × [−t0, t0]× [−a0, a0])→ R be defined by
Φ(y, x, t, a) =
∂Yt,a
∂y
(x, y) .
Observe that Φ is C2. Let q3(t) = F−Nt,0 (q1(t)). Because q1(t) is an homoclinic tangency,
see (F4), we have
Φ(q3(t), 0, t, 0) = 0,
and because q1(t) is a non degenerate tangency, we get
∂Φ
∂y
(q3(t), 0, t, 0) > 0.
For every t ∈ [−t0, t0] there exist, by the implicit function theorem,  > 0 and a unique C2
function c : [−, ]m−1 × [−t0 − , t0 + ]× [−, ]→ R locally satisfying the requirements
of the lemma. These local functions extend to global ones because of the compactness of
the interval [−t0, t0] and the local uniqueness.
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Remark 5. Without lose of generality, by a smooth change of coordinates in the y direc-
tion, we may assume that c(0, t, a) = 1.
Definition 3. Let (t, a) ∈ [−t0, t0]× [−a0, a0]. We call the point
ct,a = (0, c(0, t, a)) ,
the primary critical point and
zt,a = F
N
t,a (ct,a) = (zx(t, a), zy(t, a)),
the primary critical value of Ft,a.
Observe that, near the saddle point, vertical vectors are expanding and horizontal ones
are contracting. The critical points are defined to have the property that the expanding
vertical vector is sent to the contracting horizontal one under DFN . Let us briefly discuss
the concept of critical points for dissipative maps in order to compare our definition with
the ones previously used.
Let us start by recalling that critical points are fundamental in the study of one-
dimensional dynamics and they are easy to detect: those are the points where the map
is not locally a diffeomorphism. This definition has no meaning for diffeomorphism of
higher dimensional manifolds. The formal definition in this setting is given in [29], where
the authors define the critical points as homoclinic tangencies, i.e. a tangency between
the stable and unstable manifold of a saddle point. One can also, which is the basis of
the corresponding construction in [3], define a critical point as a tangency between a local
stable manifold and an unstable manifold of a periodic point.
Homoclinic tangencies play a crucial topological role in general. However, they are
difficult to detect. That is why in varies studies, starting with [3], there are notions of
approximate critical points which share with homoclinic tangencies the property that
expanding vectors are mapped into contracting ones. In particular, in [3], critical points
are rather tangencies between the unstable manifold of the saddle point and an approxi-
mate local stable manifold, not necessarily of the saddle point. In our situation, similarly
the tangent vector of the unstable manifold at the critical point ct,a is mapped into the
contractive horizontal vector at the critical value zt,a.
The crucial fact, which comes from the fundamental property of the approximate
critical points (and homoclinic tangencies), is that in a neighborhood, the return map
is an He´non-like map. The local He´non behavior is what is important and allows the
analysis. From a technical point of view, the notion of critical point itself is less important;
the local He´non behavior is all what is needed.
Another instance where critical points occur but play only a secondary role is in the
context of strongly dissipative He´non maps at the boundary of chaos. These maps have
a period doubling Cantor attractor, see Definition 7 and [13]. The Cantor attractors
are studied using renormalization zooming in to the so-called tip of the Cantor set as in
[13]. Indeed, return maps to neighborhoods of the tip are He´non-like maps. A posteriori
one shows that the stable manifold at the tip is tangent to the direction of the neutral
Lyapunov exponent. The tip plays the role of a critical point. However, this fact did not
play any role during the renormalization analysis. This is another instance where, from
a technical point of view, the notion of critical point is not that important.
Definition 4. A family Ft,a is called an unfolding of f if it can be reparametrized such
that
11
(P1) zy(t, 0) = 0,
(P2) ∂zy(t,0)
∂a
6= 0.
Remark 6. Without lose of generality by a suitable coordinate change we may assume
that if F is an unfolding then zy(t, a) = a, the primary critical value is at height a and
the primary critical point c(t, a) = (0, 1), see Figure 2.
Remark 7. A generic 2 dimensional family through f can locally be re-parametrized to
become an unfolding.
0 q1
q3
fN
ct,a
zt,a
FNt,a
a
Figure 2: Unfolding
The condition λmaxµ
3
max < 1, see (F3), allows us to choose θ ∈ (0, 12) such that
1 < λ2θminµ
3
min and λ
θ
maxµmax < 1. (2.6)
We can choose any θ satisfying
0 < θ0 =
log µmax
log 1
λmax
< θ <
3
2
log µmin
log 1
λmin
= θ1 <
1
2
, (2.7)
where we used (F3), the initial condition λmaxµ
3
max < 1 and (2.3).
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3 Cascades of sinks
In this section we are going to prove that, for a two dimensional set of parameters, an
unfolding contains maps which have a sink of high period. Fix an unfolding F and for
each (t, a) ∈ [−t0, t0]× [−a0, a0] let
Γt,a =
{
(x, c(x, t, a))|x ∈ [−x0, x0]m−1
}
.
In the next lemma we build a curve an of points, in the parameter space, whose corre-
sponding critical values are mapped after n steps into Γt,a.
Lemma 3. For n large enough, there exists a C2 function an : [−t0, t0] → (0, a0] such
that
F nt,an(t)
(
z(t,an(t))
) ∈ Γ(t,an(t)).
Moreover
dan
dt
= −n∂µ
∂t
1
µn+1
[1 +O (|λ1|n)] . (3.1)
Proof. Let Γ = graph(c), namely,
Γ =
{
(x, c(x, t, a), t, a) | (x, t, a) ∈ [−x0, x0]m−1 × [−t0, t0]× [−a0, a0]
}
.
Then Γ is a C2 codimension 1 manifold transversal to W u(0). For n ≥ 0 let
Γn =
{
(x, y, t, a) |F nt,a (x, y) ∈ Γ
}
, (3.2)
and the limit of the Γn:s as n→∞ is,
Γ∞ =
{
(x, 0, t, a) | (x, t, a) ∈ [−x0, x0]m−1 × [−t0, t0]× [−a0, a0]
}
.
This follows since, for each (t, a) ∈ [−t0, t0]× [−a0, a0], Ft,a is linear, Γn converges to Γ∞
in the C2 topology. Namely for large n, Γn is a graph of a function also denoted by Γn
and
‖Γn − Γ∞‖C2 → 0.
Let z : [−t0, t0] × [−a0, a0] → Rm × [−t0, t0] × [−a0, a0] be the C2 critical value function
defined as
z(t, a) = (zx(t, a), zy(t, a), t, a) = (zx(t, a), a, t, a) ,
where zt,a = (zx(t, a), zy(t, a)). Observe that
∂zy
∂a
= 1 and zy(t, 0) = 0. (3.3)
Let Z = Image(z). Because of (3.3), Z is a manifold transversal to Γ∞. Hence, there
exists n1 > 0 such that, for all n ≥ n1, Z is transversal to Γn. As consequence, for all
n ≥ n1,
An = z
−1 (Γn)
is a C2 codimension 1 manifold. We define an : t 7→ an(t) as a function whose graph is An.
Observe that, by Lemma 2 and Remark 5, the C2 function c satisfies, c(0, t, a) = 1. Hence
∂c/∂t = O(x) and ∂c/∂a = O(x). Abusing the notation, we denote by λ the diagonal
matrix whose entries are the eigenvalues {λ1, . . . , λm−1} and we recall that
µnan = c (λ
nzx, t, an) . (3.4)
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By differentiating (3.4) and using ∂c/∂a, ∂c/∂t = O(x) we have
µn
dan
dt
+ nanµ
n−1∂µ
∂t
= O (λn1 ) .
The lemma follows.
Choose 0 > 0 and define, for n large enough,
An =
{
(t, a) ∈ [−t0, t0]× [−a0, a0] | |a− an(t)| ≤ 0|µ(t, an(t))|2n
}
.
The strip An is built to contain the parameters having a sink. The size has to be
chosen carefully. The following remark describes the error obtained in the change of the
eigenvalues while changing the parameters within An.
Remark 8. Since ∂µ/∂a, ∂λ1/∂t and ∂λ1/∂a are all bounded we have that, for all
(t, a˜) ∈ An,( |µ(t, an(t))|
|µ(t, a˜)|
)n
= 1 +O
(
n
|µ(t, an(t))|2n
)
,
( |λ1(t, an(t))|
|λ1(t˜, a˜)|
)n
= 1 +O
(
n
|µ(t, an(t))|2n
)
.
In the following we prove, for a properly chosen 0, that for all parameters (t, a) ∈ An,
Ft,a has a sink of period n + N which we call primary sink. The method used appears
already in [5, 30]. Namely, we find an invariant box in the phase space and we prove
that the F n+Nt,a contracts this box. As a consequence, we get a sink. The following is a
preliminary lemma.
Lemma 4. There exist x′0 < x0, a
′
0 < a0, b > 0 and Q > 0, such that, for all (t, a) ∈
[−t0, t0] × [−a′0, a′0] and for every (x, y) ∈ Γt,a with |x| < |x′0| the following holds. There
exist matrices Ax,y, Bx,y 6= 0 and Cx,y such that FNt,a in coordinates centered in (x, y) and
FNt,a(x, y) has the form
FNt,a
(
∆x
∆y
)
=
(
Ax,y Bx,y
Cx,y 0
)(
∆x
∆y
)
+
(
O1,1∆x
2 +O1,2∆x∆y +O1,3∆y
2
Qx,y∆y
2 +O2,1∆x
2 +O2,2∆x∆y +O2,3∆y
3
)
, (3.5)
where the matrices Ax,y, Cx,y and the vector Bx,y are C2 dependent on x and y, Qx,y > Q,
|Bx,y| > b > 0 and the vector valued functions Oi,j are C2 dependent on x and y and they
are uniformly bounded.
Proof. The lemma gives the Taylor expansions of FNt,a when (x, y) ∈ Γt,a. It follows
immediately from Lemma 2 where we state that a vertical curve trough (x, y) in Γt,a is
mapped to a curve with a non degenerate horizontal tangency. In particular ∂Yt,a/∂y = 0
by (2.4) and the horizontal tangency,
DFNt,a(x, y)
(
0
1
)
=
(
Bx,y
0
)
is not degenerate for all (x, y) ∈ Γt,a. This is a consequence of the following argument.
Let t ∈ [−t0, t0]. Because FNt,0(q3(t)) = q1(t) is a non degenerate homoclinic tangency, we
know that the vector Bq3(t) 6= 0 and Qq3(t) > 0. By taking |a| < |a′0|, |x| < |x′0| small
enough, the lower bounds on Qx,y and Bx,y follow.
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For n large enough, take (t, a) ∈ An and denote by cn(t) = ct,an(t) and by zn(t) =
zt,an(t) = (zn,x(t), zn,y(t)). When the choice of t is clear, we just use the notation cn and
zn. Take (t, a) ∈ An. For δ > 0 we define the box that is going to contain the sink,
Bnδ (t, a) =
{
(x, y)||x− zn,x(t)| ≤ 1
3
, |y − zn,y(t)| ≤ δ|µ(t, an(t))|2n
}
.
When the choice of (t, a) is clear we just use the notation Bnδ .
In the next lemma we prove that Bnδ returns into itself, see Figure 3. Let Q˜ = maxQx,y
where Qx,y as in Lemma 4.
c
Γ
δ
µn
1
3λ
n
1
δ
µ2n
1
3
an ≈ 1µn
Bnδ
fn+N
fn
fN
Figure 3: Invariant Region
Lemma 5. Choose δ = 1
4Q˜
, 0 =
1
32Q˜
. Then, for n large enough and (t, a) ∈ An,
F n+Nt,a (B
n
δ ) ⊂ Bnδ .
Proof. Fix (t, a) ∈ An. For n large enough, we write F n+Nt,a in coordinates centered at zn,
namely F n+Nt,a (∆x,∆y) = (∆x˜,∆y˜). Let (∆x,∆y) be such that if zn + (∆x,∆y) ∈ Bnδ
and ∆a = (a− an(t)), then
|∆x| ≤ 1
3
, |∆y| ≤ δ|µ(t, an(t))|2n and |∆a| ≤
0
|µ(t, an(t))|2n . (3.6)
Denote by (∆x′,∆y′) = F nt,a (∆x,∆y)− ct,a. Using that F nt,a is linear on Bnδ , see (2.2), we
get
|∆x′| ≤ 2|λ1(t, a)|n,
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and
|∆y′| ≤ |µ(t, a)n| |∆y|+ ||µ(t, a)n| zn,y − c(0, t, a)|
≤ |µ(t, a)n| |∆y|+
∣∣∣∣([1 +O( nµ(t, an(t))2n
)]
|µ(t, an(t))n| zn,y
)
− cn,y
∣∣∣∣
+ |cn,y − c(0, t, a)| ,
where we used Remark 8. Since F nt,an(t) (zn) ∈ Γt,an(t), then
|µ(t, an(t))n| zn,y = cn,y +O (λ1(t, an(t))n) .
Moreover |cn,y − c(0, t, a)| = O (∆a) (see Lemma 2). Hence, by (3.6) and by Remark 8
we get
|∆y′| ≤ |µ(t, a)n| |∆y|+O (λ1(t, an(t))n) +O
(
n
µ(t, an(t))2n
)
+O
(
1
µ(t, an(t))2n
)
≤ δ|µ(t, an(t))n|
[
1 +O
(
n
µ(t, an(t))2n
)]
+O
(
n
µ(t, an(t))2n
)
.
By Lemma 4 (center FNt,a in coordinates around ct,a) extended to include also the Taylor
expansion in ∆a we get, for n large enough
|∆x˜| = O (∆x′) +O (∆y′) +O (∆a) ≤ 1
3
,
and
|∆y˜| ≤ O (|λ1(t, a)|n) +Qx,y |∆y′|2 +O
(
1
µ(t, an(t))3n
)
+ |∆a|
≤ Q˜δ
2
|µ(t, an(t))2n| +O
(
1
µ(t, an(t))3n
)
+
0
|µ(t, an(t))2n| ,
where we also used (F3) and Remark 8. By our choice of 0 and δ, for n large enough,
the lemma follows.
We fix 0, and δ such that Lemma 5 holds. We are now ready to prove the existence
of a sink. This is achieved in the next proposition by proving that F n+N contracts the
box Bnδ .
Proposition 1. For n large enough and for all (t, a) ∈ An, Bnδ (t) has a unique periodic
point which is a sink.
Proof. Because F nt,a is linear on B
n
δ , the image F
n
t,a (B
n
δ ) is contained in a neighborhood
of ct,a of diameter smaller than δ|µ|−n (1 +O (n|µ|−n)). From this and by differentiating
(3.5) with respect to ∆x and ∆y we get
DFNt,a =
(
O(1) O(1)
O(1) 2δ|µ|−nQx,y (1 +O (n|µ|−n))
)
.
Note that N is fixed. Using again that F nt,a is linear on B
n
δ we obtain that
DF n+Nt,a =
(
O(1) O(1)
O(1) 2δ|µ|−nQx,y (1 +O (n|µ|−n))
)(
O (|λ1|n) 0
0 µn
)
=
(
O (|λ1|n) O (|µ|n)
O (|λ1|n) 2δQx,y (1 +O (n|µ|−n))
)
.
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a ≡ 0
bn,n0 bn,n0+1
1
(λθ1µ2)
n
S
n
Figure 4: Curves of Secondary Tangencies (Section 4)
LetD =
(
O (|λ1|n) O (|µ|n)
O (|λ1|n) 34
)
be a positive matrix and
(
DF n+Nt,a
)k
(∆x,∆y) = (∆xk,∆yk),
then by the choice of δ (|∆xk+1|
|∆yk+1|
)
≤ D
(|∆xk|
|∆yk|
)
.
Observe that tr(D) = 3
4
+ O (|λ1|n) and det(D) = O((|λ1||µ|)n). As consequence, for n
large enough, |∆xk|, |∆yk| → 0 exponentially fast. Hence, the periodic point in Bnδ is a
sink whose basin of attraction contains Bnδ .
4 Curves of secondary tangencies
In this section we are going to show that, for n large enough, there exist curves bn whose
parameters have a new homoclinic tangency which is again a strong homoclinic tangency.
The curves bn intersect the strip An where the sinks occur, see Figure 4. In particular,
maps in this intersection have a sink and a strong homoclinic tangency. The following
lemmas are a preparation for constructing these tangencies.
4.1 Existence of the secondary tangencies
Remember the choice of θ in (2.6) and (2.7). Choose 1 > 0 small enough and define, for
large n,
Bn =
{
(t, a) ∈ [−t0, t0]× [−a0, a0] | |a− an(t)| ≤ 1|λ1(t, an(t))|θn
}
.
The strip Bn is built to contain the curves of tangencies. The size has to be chosen
carefully. Later the value of 1 will be adjusted downward, see for example Lemma
10. Observe that, by (2.6) |λ1(t, an(t))|θn|µ(t, an(t))|2n > 1 and for n large enough
|λ1(t, an(t))|θn|µ(t, an(t))|2n > 0/1. In particular, for n large enough, Bn contains An.
The following remark points out the distortion of the eigenvalues when changing the
parameters in Bn.
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c
c′
λθn1
Γ
z
z(1) λθn1
fθn
fN
Figure 5: N + θn iterates
Remark 9. Observe that if we take n large enough, then for all t ∈ [−t0, t0], (t˜, a˜) with
|t˜− t| = O (|λ1(t, an(t)))|θn) and |a˜− a| = O (|λ1(t, an(t)))|θn), we have( |µ(t, an(t))|
|µ(t˜, a˜)|
)n
= 1 +O
(
n|λ1(t, an(t))|θn
)
,
( |λ1(t, an(t))|
|λ1(t˜, a˜)|
)n
= 1 +O
(
n|λ1(t, an(t))|θn
)
where we used the fact that ∂µ/∂t and ∂µ/∂a are bounded. Moreover if (t, a) ∈ Bn,
|a− an(t)| ≤ 1|λ1(t, an(t))|θn, then
|µ(t, an(t))n|a− an(t)||
|λ1(t, a)|θn|µ(t, a)|n ≤ 21.
Fix (t, a) ∈ Bn and in the sequel we will suppress this choice in the notation, for
example, z = zt,a, c = ct,a (see Definition 3), λ1 = λ1(t, a) and µ = µ(t, a). By the initial
conditions on the family, for n large enough and W uloc(z) small enough, F
θn
t,a (W
u
loc(z))
intersects Γ in exactly two points. Choose one of these points
c′ ∈ F θnt,a (W uloc(z)) ∩ Γ,
and a local unstable manifold W uloc(c
′) of diameter L|λ1|θn with L a big constant which
is going to be chosen later. Let z(1) = (z
(1)
x , z
(1)
y ) be the lowest point of FN (W uloc(c
′)), see
Figure 5.
Lemma 6. There exists a uniform constant K > 0 such that, for n large enough and for
(t, a) ∈ Bn,
1
K
|λ1|θn ≤ |z(1)y − zy| ≤ K|λ1|θn,
18
and the tangent space Tz(1)W
u
loc(z
(1)) ⊂ Rm−1 × {0} is horizontal. Moreover, the limit
limn→∞ |z(1)y − zy|/|λ1|θn exists.
Proof. Use coordinates centered at the critical point c of the parameter (t, a) and let
(∆x,∆y) ∈ W uloc(c′) with (∆x˜,∆y˜) ∈ FNt,a (W uloc(c′)) centered in z. By Lemma 4 and the
fact that |∆y| = O (|λ1|θn)we have
∆y˜ = C∆x+Q(∆y)2 +O
(|∆x|2 + |∆x||∆y|+ |∆y|3)
= C∆x+O
(|λ1|2θn) .
Because the first coordinate of q1 is equal to 1, see (F4) and the following normalization,
we have that ∆x = λθn1 e1 +O
(|λ2|θn) and because DfNq3 (e1) /∈ Tq1W s(p) has a component
in the positive y direction we get that
1
K
|λ1|θn +O
(|λ1|2θn + |λ2|θn) ≤ ∆y˜ ≤ K|λ1|θn +O (|λ1|2θn + |λ2|θn) ,
with K a positive uniform constant. The first claim of the lemma is then proved. For the
second one, use the coordinates centered in c′. Let (∆x,∆y) ∈ W uloc(c′) with (∆x˜,∆y˜) =
FNt,a ((∆x,∆y)) written in coordinates centered in F
N(c′). Consider W uloc(c
′) as a graph
over the y-axis and take a tangent vector (∆u,∆v) ∈ Tc′W uloc(c′). Define the slope-vector
at c′ as s = ∆u/∆v. Then
s = O
(( |λ1|2
|µ|
) θn
2
)
. (4.1)
This estimate is obtained as follows. Let (zx + ∆zx, zy + ∆zy) ∈ W uloc(z) such that
F θn (zx + ∆zx, zy + ∆zy) = c
′ and (∆u0,∆v0) be a tangent vector to W uloc(z) at the point
(zx + ∆zx, zy + ∆zy). Then there exist uniform constants K1, K2 such that
K−11 |µ|−θn ≤ ∆zy ≤ K1|µ|−θn,
and because of the quadratic behavior of W uloc(z),
K−12 |µ|−
θn
2 ≤ |∆zx| ≤ K2|µ|− θn2 .
In particular
K−12 |µ|−
θn
2 |∆u0| ≤ |∆v0| ≤ K2|µ|− θn2 |∆u0|.
Observe that
s = O
( |λ1|θn
|µ|θn
∆u0
∆v0
)
.
The estimate for the slope follows. Use now coordinates (∆x′,∆y′) centered around z
with F θn (∆x′,∆y′) = (∆x,∆y). Then there is a non zero smooth function R such that
|∆x′| = R (∆y′) (∆y′) 12 ,
and
∆y′ = O
(
1
µθn
)
.
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In particular,
d2|∆x′|
d (∆y′)2
= O
(
(∆y′)−
3
2
)
= O
(
|µ| 32 θn
)
.
This implies that
d2|∆x|
d (∆y)2
= O
(
|µ| 32 θn |λ1|
θn
|µ|2θn
)
= O
(( |λ1|2
|µ|
) θn
2
)
.
Hence,
∆x = s∆y +O
(( |λ1|2
|µ|
) θn
2
)
(∆y)2. (4.2)
From (4.2) and (4.1) we have that |∆x| = O (s∆y) = o (∆y). From Lemma 4,
∆x˜ = B∆y +Ox (∆y) (∆y)
2
∆y˜ = s∆y +Q(∆y)2 +Oy (∆y) (∆y)
3,
where B,Q 6= 0, Ox and Oy are bounded differentiable functions in ∆y. After differenti-
ating one obtains
dy˜
dx˜
=
2Q
B
∆y +O
(( |λ1|2
|µ|
) θn
2
)
, (4.3)
where we used (4.1). As consequence z(1) which is the point where dy˜/dx˜ = 0 corresponds
to
∆y = O
(( |λ1|2
|µ|
) θn
2
)
= o
(|λ1|θn) ≤ L|λ1|θn.
Indeed W uloc(z
(1)) has a horizontal tangency.
Let z(2) = (z
(2)
x , z
(2)
y ) = F nt,a(z
(1)) and take a local unstable manifold W uloc(z
(2)) of
vertical size L
(|λ1|θ|µ|)n with L a large constant which is going to be chosen later.
Observe that z(2) is located close to c, see Figure 6. The following lemma gives information
on the size and the position of W uloc(z
(2)). In particular Lemma 7 states how much
W uloc(z
(2)) is shifted up with respect to the critical point c, see Figure 6. Its proof follows
from Lemma 6 and from the fact that we are in the domain of linearization.
Lemma 7. There exists a uniform constant K > 0 such that the following holds. For n
large enough and for (x, y) ∈ W uloc(z(2)),
1
K
(|λ1|θ|µ|)n ≤ y − |µ0|nzn,y +O (|µ0|n|a− an(t)|) ≤ K (|λ1|θ|µ|)n ,
and
x = O (|λ1|n) ,
where zn = z(t, an(t)), µ0 = µ(t, an(t)) and µ = µ(t, a).
The curves W uloc(z
(1)), W uloc(z
(2)) and W uloc(z
(3)) (which will be introduced later) are
graphs over smooth curves in the x-plane. We can describe these curves in coordinates
centered at z(i). In particular, for each component of W uloc(z
(i))\z(i), there exists a smooth
function w such that if (∆x,∆y) ∈ W uloc(z(i)) then ∆y = w (|∆x|).
In the following lemma we study the curvature of W uloc(z
(2)).
20
Lemma 8. For n ≥ 1 large enough, in a coordinate system centered in z(2) the C4 curve
W uloc(z
(2)) is given by
∆y = Q2
( |µ|
|λ1|2
)n
|∆x|2 +O
(
|∆x|3
( |µ|
|λ1|3
)n)
,
where (∆x,∆y) ∈ W uloc(z(2)), 0 ≤ ∆y < L
(|λ1|θ|µ|)n, |∆x| = O (|λ1|2+θ)n2 and the
constant Q2 > 0 is a uniformly bounded and bounded away from zero.
Proof. Consider the W uloc(z
(1)) of vertical size L|λ1|θn and let B ∈ Tz(1)W uloc(z(1)) be a unit
vector. Then in coordinate centered in z(1) the C4 curve W uloc(z(1)) is given by
∆y = Q1|∆x|2 +O(|∆x|3).
whereQ1 is a uniform constant, see (4.3). Given the fact thatB has a non zero first coordi-
nate, see (F5), then the linear map F nt,a turns the curve W
u
loc(z
(1)) into a curve of the form
as stated in the lemma. Namely, recall that the curves W uloc(z
(1)) and W uloc(z
(2)) are graphs
of functions over smooth curves in the x-plane. The curve W uloc(z
(1)) is parametrized by
|∆x| and by iteration by the linear map we obtain that the curveW uloc(z(2)) is parametrized
by λn1
(
1 +O
(∣∣∣λ2λ1 ∣∣∣n)) |∆x|.
Observe also that for n large enough and for all (t, a) ∈ Bn, the highest vertical point of
W uloc(z
(2)) is still in the domain of linearization. The factor (|µ|/|λ1|2)n comes from the
change of curvature by n linear iterates.
Let z(3) = (z
(3)
x , z
(3)
y ) be the lowest point of FNt,a
(
W uloc(z
(2))
)
. In the next lemma we
prove that the new critical value z(3) is far from the critical value z and from now on
they will have independent behavior. In particular, while z is contained in the basin of
the sink, the new critical value z(3) it is outside of the basin and it will be involved in the
creation of the new tangency.
Lemma 9. For 1 small enough, there exists a uniform constant H > 0 such that
1
H
(
|λ1|θ |µ|
)2n
≤ z(3)y − zy ≤ H
(
|λ1|θ |µ|
)2n
,
and Tz(3)W
u
loc(z
(3)) ⊂ Rm−1 × {0} is horizontal.
Proof. Use coordinates centered at c and let (∆x,∆y) ∈ W uloc(z(2)) = F nt,a
(
W uloc(z
(1))
)
.
From Lemma 7 we get
∆y = y − |µ0|nzn,y + |µ0|nzn,y − 1
≥ 1
K
(
|λ1|θ |µ|
)n
+O (|µ0|n|a− an(t)|) +O (|λ1(t, an(t))|n) ,
where we used that F nt,an(t)(zn) ∈ Γ which implies that
||µ0|nzn,y − 1| = O
(∣∣F nt,an(t)(zn)x∣∣) = O (|λ1(t, an(t))|n) .
As a consequence, for 1 small enough, the position of W
u
loc(z
(2)) satisfies
K˜
(
|λ1|θ |µ|
)n
≤ ∆y ≤ (K˜ + L)
(
|λ1|θ |µ|
)n
, (4.4)
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|∆x| = O (|λ1|n) , (4.5)
where K˜ is a uniform constant. We apply Lemma 4 in image coordinates (∆x˜,∆y˜)
centered at z and we find
∆y˜ = O (|λ1|n) +Q (∆y)2 +O
((
|λ1|θ |µ|
)3n)
= Q (∆y)2 +O
((
|λ1|θ |µ|
)3n)
,
where we also used (2.6). Here Q is the initial curvature of Lemma 4. From (4.4) we get
the stated bounds for z
(3)
y − zy. Moreover for L large enough the minimum is obtained in
the interior of W uloc(z
(2)) and Tz(3)W
u
loc(z
(3)) ⊂ Rm−1 × {0} is horizontal.
In the following lemma we study the curvature of W uloc(z
(3)). One can observe that
the curvature of W uloc(z
(3)) has grown considerably compared to that of W uloc(z).
Lemma 10. For 1 small enough the following holds. Let (t, a) ∈ Bn then W uloc(z(3)(t, a))
is the graph of a function and its curvature satisfies
curv
(
W uloc(z
(3)(t, a))
) ≥ C ( |µ|4|λ1|2−3θ
)n
,
with C > 0 a uniform constant and |µ|4/|λ1|2−3θ > 1.
Proof. Use coordinates centered at z(2) and let m5 = (∆x,∆y) ∈ W uloc(z(2)) be the preim-
age of z(3) under N iterates, i.e. FNt,a(∆x,∆y) = z
(3). Then 0 ≤ ∆y ≤ L (|λ1|θ|µ|)n. Let
v =
(
v1
v2
)
be the tangent vector at m5 to W
u
loc(z
(2)). We use Lemma 8 and we obtain
that
|v2| =
[
2Q2
( |µ|
|λ1|2
)n
|∆x|+O
(
|∆x|2
( |µ|
|λ1|3
)n)]
|v1|. (4.6)
By Lemma 2 we have that ∂2Y /∂y2 is bounded away from zero in a neighbourhood of c.
As a consequence, by Lemma 4 we have
DFNt,a(m5) =
(
A B
C D
)
,
where A, B, C are matrices and D is a number. Observe that, from Lemma 2, there
exists a uniform constant d′ > 0 such that
D = d′ (m5,y − 1) +O(m5,x),
and by Lemma 7, m5,x = O (λ
n
1 ). By using again the Lemma 7 and the bound on m5,x, by
taking 1 small enough, we get that D ≥ d
(|λ1|θ|µ|)n where d > 0 is a uniform constant.
Because FNt,a(m5) is the minimum of the curve W
u
loc(z
(3)), then
Cv1 +Dv2 = 0. (4.7)
Use coordinates (∆x′,∆y′) alongW uloc
(
z(1)
)
centered around z(1) such that F n (∆x′,∆y′) =
(∆x,∆y). Then, from (4.4), ∆y′ = O
(|λ1|θn) and by the quadratic behavior, |∆x′| =
O
(
|λ1| θ2n
)
. This implies that
|∆x| = O
(
|λ1|(1+ θ2)n
)
. (4.8)
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By (4.6), (4.7), Lemma 8, the fact thatD ≥ d (|λ1|θ|µ|)n and that C is a uniform constant,
we have
2dQ2|∆x|+O
(
|∆x|2
(
1
|λ1|
)n)
= O
(( |λ1|2−θ
|µ|2
)n)
.
Moreover by (4.8), |∆x|
(
1
|λ1|
)n
= O
(
|λ1| θ2n
)
and because |λ1| θ2n < 1 we obtain
|∆x| = O
(( |λ1|2−θ
|µ|2
)n)
. (4.9)
Observe that we can reduce the higher dimensional problem to a purely 2-dimensional
one by considering the projection of W uloc(z
(2)) to the (x1, y)-plane. In fact the curve
W uloc(z
(2)) projects to the (x1, y)-plane and this projection distorts the curvature by an
exponential (with respect to n) small amount, see (f1), (F4) and (F5). As consequence it
is enough to estimate the curvature of the projection of the curve W uloc(z
(2)) to the (x1, y)-
plane. The curvature of this projected curve is proportional to the curvature of the curve
W uloc(z
(2)). Because F n is linear, we can estimate the curvature of the projection of the
curve W uloc(z
(2)) to the (x1, y)-plane by calculating how the linear map, which preserves
the (x1, y)-plane, changes the curvature of W
u
loc(z
(1)) on the (x1, y)-plane. We denote the
x1-coordinate by x. We calculate now the second derivatives using again Lemma 8 and
the fact that the curve W uloc(z
(2)) is in n C2 exponentially close to the projected curve to
the x1y-plane. We get
d2y
dx2
≥ 3
2
Q2
( |µ|
|λ1|2
)n
+O
(
|∆x|
( |µ|
|λ1|3
)n)
≥ Q2
( |µ|
|λ1|2
)n
, (4.10)
where we used (4.9). Observe that W uloc(m5) is a graph over an x-direction with second
derivative at m5 given by (4.10). By (4.6) and (4.9), the slope satisfies
dy
dx
= O
((
1
|λ1|θ|µ|
)n)
. (4.11)
Consider now the same curve as a graph over the y-axis. Then, by (4.10), (4.11) and
using d2x/dy2 = −1/ (dy/dx)3 d2y/dx2, we have
d2x
dy2
≥ C
( |µ|4
|λ1|2−3θ
)n
.
The map FNt,a will preserve this order of curvature. As final remark observe that, by (2.6),
|µ|4/|λ1|2−3θ =
(|µ|/|λ1|2−θ) |µ|3|λ1|2θ > 1.
In the next proposition we estimate the variation of z
(3)
y with respect to the parameters
a and t. This gives the speed of W uloc(z
(3)) in the phase space. In order to achieve this
we take a vector at a point m1 ∈ W uloc (c) and we calculate its variation along its orbit
at crucial moments, step by step, until we get to a vector at the point F 3N+θn+n(m1) ∈
W uloc(z
(3)). The steps will be defined precisely in the proof of the proposition. The reader
can refer to Figure 6.
A crucial application of Proposition 2 is the speed of W uloc(z
(3)) when varying the
parameters along the curve An. The dominating terms in the estimates for the partial
derivatives will cancel in the calculation of this speed, see (4.39). This is the reason why
we can not suppress more terms in the Taylor development. This cancellation is also
crucial in the proof of Proposition 4.
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Figure 6: 2N + n iterates
Proposition 2. For n ≥ 1 large enough
∂z
(3)
y
∂t
= D5K
(
λθ1µ
)n n
µ
∂µ
∂t
+D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
+O
((|λ1|θ|µ|)2n) ,
∂z
(3)
y
∂a
= D5K
(
λθ1µ
2
)n
+ 1 +D5K
(
λθ1µ
)n n
µ
∂µ
∂a
+D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂a
+
K
µ
∂µ
∂a
]
+ O
((|λ1|θ|µ|)2n) ,
where |λ1|θ|µ|2 > 1, C3X2, K,D5 6= 0 and they converge to a non zero limit as n→∞.
Proof. Choose t1 ∈ [−t0, t0]. Observe that, by Lemma 4, the definition of unfolding, by
using coordinates (x, y, t, a) centered around (0, 1, t1, 0) in the domain and coordinates
centered around FNt1,0(0, 1) we get the following expression for F
N
t,a(x, y),
FNt,a(x, y) =
(
Ax+By + tE + aF
Cx+Qy2 + a [1 + xϕx + y
2ϕy]
)
, (4.12)
where the uniformly bounded coefficients satisfy
- A(x, y, t, a) is a (n− 1)× (n− 1) matrix valued C3 function,
- B(x, y, t, a), E(x, y, t, a), F (x, y, t, a) are n− 1 vector valued C3 functions,
- C(x, y, t, a) is a 1× (n− 1) matrix valued C3 function,
- Q(x, y, t, a), ϕx(x, y, t, a), ϕy(x, y, t, a) are C3 functions.
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Moreover B,Q 6= 0. The x component of FNt,a(x, y) is a general expression and the fact
that B 6= 0 follows from (f5). For the y component of FNt,a(x, y) observe that the linear
terms in t and y are absent because in a = 0, the point FNt,0(0, 1) is a non-degenerate
homoclinic tangency, see Remark 6. The a-dependence of the second component of FNt,a
follows from Remark 6.
Recall that c′ ∈ F θnt,a (W uloc(z))∩Γ, z(1) is defined as the lowest point of FNt,a (W uloc(c′)), z(2)
as the lowest point of F nt,a
(
W uloc(z
(1))
)
and z(3) as the lowest point of FNt,a
(
W uloc(z
(2))
)
. We
fix the points m6,m5,m4,m3,m2,m1 so that they satisfy the following, see Figure 6.
- m6 ∈ W uloc(z(3)) sufficiently close to z(3).
- m5 = (m5,x,m5,y) ∈ W uloc(z(2)), F−Nt,a (m6) = m5. By Lemma 7 and Remark 9, there
exists a uniform constant K5 > 0 such that, using that a ∈ Bn and for 1 small
enough,
1
K5
(|λ1|θ|µ|)n ≤ |m5,y − cn,y| ≤ K5 (|λ1|θ|µ|)n , (4.13)
|m5,x| = O (|λ1|n) , (4.14)
and by (4.9)
|m5,x − z(2)x | = O
(( |λ1|2−θ
|µ|2
)n)
. (4.15)
- m4 = (m4,x,m4,y) ∈ W uloc(z(1)), F−nt,a (m5) = m4. By Lemma 6 and the fact that zn,y
can be estimated by |µ|−n, see Remark 9,
|m4,y| = O
(
1
|µ|n
)
, (4.16)
and by (4.15), using the linear map backward and (F5) (which ensures that the
vector m4,x − z(1)x has a dominating first component) we get,
|m4,x − z(1)x | = O
(( |λ1|1−θ
|µ|2
)n)
. (4.17)
- m3 = (m3,x,m3,y) ∈ W uloc(c′), F−Nt,a (m4) = m3. By Lemma 6 (see Figure 5) and
(4.17),
|m3 − c| = O
(|λ1|θn) , (4.18)
|m3 − c′| = O
(( |λ1|1−θ
|µ|2
)n)
. (4.19)
- m2 = (m2,x,m2,y) ∈ W uloc(z), F−θnt,a (m3) = m2. Therefore, there exists a uniform
constant K2 > 0 such that
1
K2
1
|µ|θn ≤ |m2,y| ≤ K2
1
|µ|θn . (4.20)
- m1 = (m1,x,m1,y) ∈ W uloc(c), F−Nt,a (m2) = m1. By (4.20) and because of the
quadratic behavior, there exists a uniform constant K1 > 0 such that
1
K1
1
|µ|θ n2 ≤ |m1,y − cy| ≤ K1
1
|µ|θ n2 . (4.21)
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Let us recall that, m2 = F
N(m1), m3 = F
θn(m2), m4 = F
N(m3), m5 = F
n(m4), and
m6 = F
N(m5). Moreover, t1 ∈ [−t0, t0] was chosen arbitrary. Take (t1 + t, a) ∈ Bn and
consider the C4 map
(∆t,∆a,∆y) 7−→ F 3N+(θ+1)nt+∆t,a+∆a (m1 + (0,∆y)) = m6 + (∆m6,x,∆m6,y).
We are interested in the partial derivatives of m6. Observe that for i = 1, 3, 5,
dmi+1 = DF
N
t,a (mi) dmi +
∂FNt,a (mi)
∂t
dt+
∂FNt,a (mi)
∂a
da, (4.22)
for i = 4,
dmi+1 = DF
n
t,a (mi) dmi +
∂F nt,a (mi)
∂t
dt+
∂F nt,a (mi)
∂a
da, (4.23)
and for i = 2,
dmi+1 = DF
θn
t,a (mi) dmi +
∂F θnt,a (mi)
∂t
dt+
∂F θnt,a (mi)
∂a
da. (4.24)
All partial derivatives in (4.22) are uniformly bounded. However we will need more careful
estimate for ∆mi+1,y. Namely, for i = 1, 3, 5,
DFNt,a (mi) =
(
Ai Bi
Ci O (|mi,x|) +Di(mi,y − 1)
)
,
which follows from (4.12). Similarly from (4.12) one obtains
∂mi+1,y
∂t
=
∂C
∂t
mi,x +
∂Q
∂t
(mi,x − 1)2 + ami,x∂ϕx
∂t
+ a (mi,y − 1)2 ∂ϕy
∂t
= di |mi,y − 1|2 +O (|mi,x|) ,
where di 6= 0 is uniformly bounded away from zero. By differentiation of (4.12) with
respect of ∆a we obtain
∂mi+1,y
∂a
= 1 +O
(|mi,y − 1|2)+O (|mi,x|) .
For i = 3 we refine the estimate
DFNt,a (m3) =
(
A3 B3
C3 O (|m3 − c′|)
)
,
where we estimate DFN(m3) with DF
N(c′) evaluated at a point at distance |m3 − c′|.
For i = 1, 5 we get in an analogous way
dmi+1 =
(
Ai Bi
Ci O (|mi,x|) +Di(mi,y − 1)
)
dmi (4.25)
+
(
O (dt) +O (da)
[di|mi,y − 1|2 +O (|mi,x|)] dt+ [1 +O (|mi,y − 1|2 + |mi,x|)] da
)
,
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and
dm4 =
(
A3 B3
C3 O (|m3 − c′|)
)
dm3 (4.26)
+
(
O (dt) +O (da)
[d3|m3,y − 1|2 +O (|m3,x|)] dt+ [1 +O (|m3,y − 1|2 + |m3,x|)] da
)
,
where Di, Bi, Ci 6= 0 (because q1 is a non degenerate tangency in general direction and
DFN(0, 1) is non singular). From dm4 to dm5 we use the linear map F
n. From (4.23)
and using that m5,y = µ
nm4,y we get
dm5 =
(
λn 0
0 µn
)
dm4 +
(
X4
nλn1
λ1
[
∂λ1
∂t
dt+ ∂λ1
∂a
da
]
m5,y
n
µ
[
∂µ
∂t
dt+ ∂µ
∂a
da
] ) , (4.27)
with 0 6= X4 = m4,x ≈
(
1 0 . . . 0
)
and the diagonal matrix λ = (λ1, λ2, · · · , λm−1)
has the stable eigenvalues along the diagonal. A similar formula holds going from dm2 to
dm3 where we use the linear map F
θn, (4.24) and the fact that m3,y = µ
θnm2,y. Namely,
dm3 =
(
λθn 0
0 µθn
)
dm2 +
(
X2
θnλθn1
λ1
[
∂λ1
∂t
dt+ ∂λ1
∂a
da
]
m3,y
θn
µ
[
∂µ
∂t
dt+ ∂µ
∂a
da
] ) (4.28)
where 0 6= X2 = m2,x ≈
(
1 0 . . . 0
)
.
Observe that m1,x = 0 and recall that (dm1,x, dm1,y) = (0, dy). By (4.25) and by (4.21),(
dm2,x
dm2,y
)
=
(
A1 B1
C1 D1K˜1|µ|−θn2
)(
0
dy
)
+
(
O (dt) +O (da)[
d1K˜
2
1 |µ|−θn
]
dt+
[
1 +O
(|µ|−θn)] da
)
,
where K˜1 is the constant which gives an equality in (4.21). As a consequence
dm2,x = O (dt) +O (da) +O (dy) ,
dm2,y =
d˜1
|µ|θndt+
[
1 +O
(
1
|µ|θn
)]
da+
D˜1
|µ|θ n2 dy,
where d˜1 = d1K˜
2
1 and D˜1 = D1K˜1. By using the fact that F
θn
t,a is linear and using (4.28),(
dm3,x
dm3,y
)
=
(
λθn 0
0 µθn
)(
dm2,x
dm2,y
)
+
(
X2
θnλθn1
λ1
[
∂λ1
∂t
dt+ ∂λ1
∂a
da
]
((m3,y − cn,y) + cn,y) θnµ
[
∂µ
∂t
dt+ ∂µ
∂a
da
]) ,
and using (4.18) and Remark 6 (recall that c is fixed at height 1, i.e. cn,y = 1)
dm3,x = X2
θnλθn1
λ1
[
∂λ1
∂t
dt+
∂λ1
∂a
da
]
+O
(|λ1|θndy)
+ O
(|λ1|θndt)+O (|λ1|θnda) ,
dm3,y =
[
θn
µ
∂µ
∂t
+ d˜1 +O
(
n|λ1|θn
)]
dt
+
[
|µ|θn + θn
µ
∂µ
∂a
+O (1)
]
da+ D˜1|µ|θ n2 dy,
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where X2 6= 0 is pointing in the direction of e1, see Figure 5. By (4.26) and (4.18) (observe
that {|m3,y − cn,y|, |m3,x|} = O
(|λ1|θn)), we get(
dm4,x
dm4,y
)
=
(
A3 B3
C3 O
((
|λ1|1−θ
|µ|2
)n))(dm3,x
dm3,y
)
+
(
O (dt) +O (da)
O
(|λ1|θn) dt+ [1 +O (|λ1|θn)] da
)
.
As consequence
dm4,x =
[
B3
θn
µ
∂µ
∂t
+O (1)
]
dt
+
[
B3|µ|θn +B3 θn
µ
∂µ
∂a
+O (1)
]
da
+
[
B3D˜1|µ|θ n2 +O
(|λ1|θn)] dy,
dm4,y =
[
C3X2
θnλθn1
λ1
∂λ1
∂t
+O
(|λ1|θn)] dt
+
[
1 + C3X2
θnλθn1
λ1
∂λ1
∂a
+O
(|λ1|θn)] da
+ O
(|λ1|θndy) ,
where C3X2 6= 0, see (f5). By (4.27) we get
dm5,x =
[
B3
θnλn1
µ
∂µ
∂t
+X4
nλn1
λ1
∂λ1
∂t
+O (|λ1|n)
]
dt
+
[
B3
(
λ1µ
θ
)n
+B3
θnλn1
µ
∂µ
∂a
+X4
nλn1
λ1
∂λ1
∂a
+O (|λ1|n)
]
da
+
[
B3D˜1
(
λ1µ
θ
2
)n
+O
((|λ1|θ+1)n)] dy,
dm5,y =
[
n
µ
∂µ
∂t
+ n
(
λθ1µ
)n [
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
+O
((|λ1|θ|µ|)n)] dt
+
[
µn +
n
µ
∂µ
∂a
+ n
(
λθ1µ
)n [
C3X2
θ
λ1
∂λ1
∂a
+
K
µ
∂µ
∂a
]
+O
((|λ1|θ|µ|)n)] da
+ O
((|λ1|θ|µ|)n dy) ,
where we used that m5,y = (m5,y − cn,y) + cn,y and the point c is at height 1, see Remark
6. Moreover K is the constant giving equality in (4.13). By (4.25), (4.13) and (4.14) we
get (
dm6,x
dm6,y
)
=
(
A5 B5
C5 O (|λ1|n) +D5K
(|λ1|θ|µ|)n
)(
dm5,x
dm5,y
)
+
(
O (dt) +O (da)[
d5K
(|λ1|θ|µ|)2n +O (|λ1|n)] dt+ [1 +O ((|λ1|θ|µ|)2n)] da
)
,
where K is the constant giving equality in (4.13). As consequence
dm6,x =
[
B5
n
µ
∂µ
∂t
+O (1)
]
dt+
[
B5µ
n +B5
n
µ
∂µ
∂a
+O (1)
]
da (4.29)
+ O
((|λ1|θ|µ|)n dy) ,
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dm6,y =
[
D5K
(
λθ1µ
)n n
µ
∂µ
∂t
+D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
+ O
((|λ1|θ|µ|)2n)] dt (4.30)
+
[
D5K
(
λθ1µ
2
)n
+ 1 +D5K
(
λθ1µ
)n n
µ
∂µ
∂a
+ D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂a
+
K
µ
∂µ
∂a
]
+O
((|λ1|θ|µ|)2n)] da (4.31)
+ O
((|λ1|θ|µ|)2n) dy,
where D5, B5, K 6= 0 and |λ1|θ|µ|2 > 1 (see (2.6)). Refer to Figure 6. The formula
for m6,y holds in general for all ∆t,∆a and ∆y. However at the point (t1, a) when
∆t = ∆a = 0 we have ∂m6,y/∂y = 0. Hence, the Taylor polynomial of second order
for ∆m6,y does not contain a linear term in ∆y. As consequence ∂z
(3)
y /∂t = ∂m6,y/∂t
and ∂z
(3)
y /∂a = ∂m6,y/∂a. It is left to prove that C3X2, K,D5 converge. Observe that
D5 and C3 converge because they are part of the derivative DF
N which converges to
DFN(0, 1). Moreover limn→∞X2 = limn→∞ λ−θn1 F
θn(q1) which is not zero because q1 is
in general position, see (f4). Finally K converges because of Lemma 6. The proposition
follows.
Consider the transversal homoclinic intersection q2 defined in (f6). Let W = W
s
loc(q2)
and for all n ∈ N let Wn = F−nt,a (W ). Because W t W u(p) we can apply the λ-Lemma
which implies that Wn converges to W
s
loc(0). In particular Wn is the graph of a function
which will also be denoted by Wn. Moreover, because
Wn(x) = µ
−nW
(
λn1x1, λ
n
2x2, . . . , λ
n
m−1xm−1
)
, (4.32)
then
1
2µ
|µ|−n ≤ |Wn| ≤ 2|µ|−n, (4.33)∣∣∣∣∂Wn∂x
∣∣∣∣ = O( |λ1||µ|
)n
, (4.34)
and ∣∣∣∣∂2Wn∂x2
∣∣∣∣ = O( |λ1|2|µ|
)n
. (4.35)
We estimate now the speed of the stable manifold Wn as the graph of a function in the
phase space. The comparison with the speed of W uloc(z
(3)) will give us a new tangency.
Lemma 11.
∂Wn
∂t
= −n
µ
∂µ
∂t
Wn +
∑
i
(
λi
µ
)n
n
λi
∂λi
∂t
∂W
∂xi
xi +
1
µn
∂W
∂t
= O
(
n
|µ|n
)
,
∂Wn
∂a
= −n
µ
∂µ
∂a
Wn +
∑
i
(
λi
µ
)n
n
λi
∂λi
∂a
∂W
∂xi
xi +
1
µn
∂W
∂a
= O
(
n
|µ|n
)
.
Proof. Fix a point x = (xi) ∈ [−2, 2]m−1 and a parameter (t, a) ∈ [−r0, r0]2. We denote
by Wn the manifold corresponding to (t, a) and by Wn+∆Wn the manifold to (t, a+∆a).
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For all i = 1, . . . ,m − 1 let ∆λi = ∂λi/∂a ∆a and ∆µ = ∂µ/∂a ∆a. Then, because the
maps F nt,a are linear, by differentiating (4.32) we obtain
(µ+ ∆µ)n (Wn + ∆Wn) (x) = µ
nWn(x) +
∂W
∂x
(((λi + ∆λi)
n − λni )xi) +
∂W
∂a
∆a.
Similarly, one gets the same bound for ∂Wn/∂t.
A proof similar to that of the previous lemma gives the following.
Lemma 12. Let Γn be as in (3.2), then
∂Γn
∂t
= −n
µ
∂µ
∂t
Γn +
∑
i
(
λi
µ
)n
n
λi
∂λi
∂t
∂Γ
∂xi
xi +
1
µn
∂Γ
∂t
= O
(
n
|µ|n
)
,
∂Γn
∂a
= −n
µ
∂µ
∂a
Γn +
∑
i
(
λi
µ
)n
n
λi
∂λi
∂a
∂Γ
∂xi
xi +
1
µn
∂Γ
∂a
= O
(
n
|µ|n
)
.
Let
Sn = {(x, y) ∈ [−2, 2]m|y ≥ Wn(x)} .
Observe that z ∈ Sn \ Sn−1. Let n0 be the maximal n ∈ N such that
W uloc(z
(3)) ⊂ Sn−n0 . (4.36)
Observe that n0 gives information on the position of W
u
loc(z
(3)) with respect to the pull-
backs of the stable manifold, see Figure 7. A more precise estimate on the size of n0
comes from the following lemma. Let α = log
(|λ1|2θ|µ|3)/log |µ|. By (2.7), α ∈ (0, 1).
Lemma 13. The integer n0 satisfies the following:
n0 = nα +O(1).
Proof. From Lemma 9, (4.33) and the fact that z ∈ Sn \ Sn−1, there exists a uniform
constant K > 0 such that
1
K
(
1
|µ|n +
(|λ1|θ|µ|)2n) ≤ z(3)y ≤ K ( 1|µ|n + (|λ1|θ|µ|)2n
)
.
Moreover the definition of n0 implies that
1
K
1
|µ|n−n0 ≤ z
(3)
y ≤ K
1
|µ|n−n0 .
The two previous inequalities imply that
1
K2
≤ 1|µ|n0
(
1 +
(|λ1|2θ|µ|3)n) ≤ K2. (4.37)
The lemma follows from (2.6).
Definition 5. A tangency between W uloc(z
(3)) and Wn−n0 is called a secondary tangency
of type n0. We define
Tn,n0 = {(t, a) ∈ Bn|Ft,a has a secondary tangency of type n0} .
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Wn−n0
Wn−n0−1
z(3)
fn−n0−1
Figure 7: Position of z(3)
In the next proposition we are going to prove that secondary tangencies exist for
certain parameters in An, see Figure 4 and they are at distance of order 1/n to each
other. The result is achieved by comparing the rate of speed of W uloc(z
(3)) and Wn−n0
when changing parameters in the phase space and it relies on the cancellation of the
main term.
Proposition 3. Let C be an arbitrarly large positive constant. For all t ∈ (−t0, t0) there
exists θ ∈ (θ1, θ2) such that for n large enough there exists tn ∈ (−t0, t0) such that the
following holds:
- |t− tn| = O
(
1
n
)
,
- Ftn,an(tn) has a secondary tangency q1,n,n0 and (tn, an(tn)) ∈ An ∩ Tn,n0.
Moreover at the tangency point∣∣∣∣∂Wn−n0∂t (q1,n,n0)
∣∣∣∣ ≥ Cn (λθ1µ)2n . (4.38)
Proof. Fix C > 0 and choose t∗ ∈ (−t0, t0). Use the notation of Proposition 2 and observe
that the function
θ 7→ D5K
[
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
is affine. From (F2), we know that (K/µ) ∂µ/∂t 6= 0. Hence, there exist a uniform v > 0
and θ ∈ (θ1, θ2) such that for all (t, a) close to (t∗, 0),∣∣∣∣D5K [C3X2 θλ1 ∂λ1∂t + Kµ ∂µ∂t
]∣∣∣∣ ≥ v > 0.
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Without loss of generality we may assume that D5K
[
C3X2
θ
λ1
∂λ1
∂t
+ K
µ
∂µ
∂t
]
> v > 0. The
opposite case is treated by reversing the direction of t. Take n large enough and a point
(t, an(t)) ∈ An near (t∗, an(t∗)) ∈ An. By Proposition 2 and Lemma 3
z(3)y (t, an(t)) = z
(3)
y (t
∗, an(t∗)) +
∫ (t−t∗)
0
[
∂z(3)
∂t
+
∂z(3)
∂a
dan
dt
]
dt = z(3)y (t
∗, an(t∗))
+
{
D5K
(
λθ1µ
)n n
µ
∂µ
∂t
+D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
− D5K
(
λθ1µ
)n n
µ
∂µ
∂t
+O
((|λ1|θ|µ|)2n)} (t− t∗)
≥ z(3)y (t∗, an(t∗)) + n
(
λθ1µ
)2n v
2
(t− t∗), (4.39)
where we used that λ2θ1 µ
3 > 1 and λθ1µ
2 > 1 see (2.6). Observe that we have a cancellation
of the dominant terms in the partial derivatives obtained by combining Proposition 2 and
Lemma 3. Let n∗0 be such that W
u
loc
(
z(3) (t∗, an(t∗))
) ⊂ Sn−n∗0 , then, by (4.33),
z(3)y (t
∗, an(t∗)) ≥ 2
µ
1
µn−n∗0
. (4.40)
By (4.39) and (4.40)
z(3)y (t, an(t)) ≥
2
µ
1
µn−n∗0
+ n
(
λθ1µ
)2n v
2
(t− t∗). (4.41)
Choose κ ≥ 2. Then by (4.33), in a neighborhood of (z(3) (t∗, an(t∗)) , t∗, an(t∗))
maxWn−n∗0−κ ≤
2
µn−n∗0−κ
.
From the previous inequality, (4.41), we get that W uloc(z
(3)(t, an(t))) is above Wn−n∗0−κ if
n
(
λθ1µ
)2n v
2
(t− t∗) ≥ 2
µn−n∗0
[
µκ − 2
µ
]
≥ 2C ′ (λθ1µ)2n [µκ − 2µ
]
,
where we also used (4.37) and C ′ is a uniform constant. As consequence, if
t− t∗ ≥ 4C
′
n
µκ
v
,
then, W uloc(z
(3)(t, an(t))) is above Wn−n∗0−κ. Because W
u
loc(z
(3)(t∗, an(t∗))) contains a point
below Wn−n∗0−1, there exists a parameter between (t, an(t)) and (t
∗, an(t∗)) for which a
secondary homoclinic tangency of type n0 = n
∗
0 +κ occurs and |t∗− t| = O
(
1
n
)
. Moreover
by Lemma 11, (4.33), Lemma 13 and the definition of α we get
∂Wn−n0
∂t
(q1,n,n0) = −2n
(
λθ1µ
)2n
µκ−1
(
1− α− κ
n
) ∂µ
∂t
+O
((
λθ1µ
)2n)
. (4.42)
From (F2) it follows that ∂µ/∂t 6= 0. The last statement of the lemma follows by taking
κ large enough and n large enough.
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4.2 Existence of tangency curves
In the previous section we proved the existence of tangency points on the curve An whose
curvature is estimated in the following lemma. In the sequel we extend these points to
create curves in Bn. All points along these curves have a secondary tangency, refer to
Figure 4.
Lemma 14. Let (t, a) ∈ Bn such that W uloc(z(3)(t, a)) has a secondary tangency q1,n,n0 of
type n0, then q1,n,n0 is non degenerate. Namely, W
u
loc(q1,n,n0) is the graph of a function
and its curvature satisfies
curv (W uloc(q1,n,n0)) ≥ C
( |µ|4
|λ1|2−3θ
)n
,
with C > 0 a uniform constant.
Proof. Use coordinates centered at z(2) and let (∆x,∆y) ∈ W uloc(z(2)) such that FNt,a(∆x,∆y) =
q1,n,n0 . Then 0 ≤ ∆y ≤ L
(|λ1|θ|µ|)n. Let v = (v1v2
)
be the tangent vector at (∆x,∆y)
to W uloc(z
(2)). We use Lemma 8 and we obtain that
|v2| =
[
2Q2
( |µ|
|λ1|2
)n
|∆x|+O
(
|∆x|2
( |µ|
|λ1|3
)n)]
|v1|. (4.43)
By Lemma 2 we have that ∂2Y /∂y2 is bounded away from zero in a neighborhood of c.
As consequence, by Lemma 7 and Lemma 4 we have DFNt,a(∆x,∆y) =
(
A B
C D
)
where
D ≥ d (|λ1|θ|µ|)n and d > 0 is a uniform constant. Because FNt,a(∆x,∆y) is a tangency
at q1,n,n0 , then
Cv1 +Dv2 = O
(( |λ1|
|µ|
)n−n0
(|v1|+ |v2|)
)
, (4.44)
where we used (4.34). The proof of the lemma is completed by following exactly that of
Lemma 10.
In the next proposition we prove the existence of curves of secondary tangencies, see
Figure 4. Let C = 2 max(t,a,θ) D5K
[
C3X2
θ
λ1
∂λ1
∂t
+ K
µ
∂µ
∂t
]
and
T ∗n,n0 =
{
(t, a) ∈ Tn,n0 |
∣∣∣∣∂Wn−n0∂t (q1,n,n0)
∣∣∣∣ ≥ Cn (λθ1µ)2n} .
Observe that the secondary tangencies in T ∗n,n0 are the ones for which the stable mani-
fold moves faster than the local unstable manifold at the tangency when varying the t
parameter. As consequence of Proposition 3, we get the following.
Corollary 1. For n large enough, the set of types of secondary tangencies,
Nn =
{
(n, n0) | T ∗n,n0 6= ∅
}
is non empty and ⋃
n
⋃
Nn
T ∗n,n0 ⊃ [−t0, t0]× {0} .
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In the following proposition we show that the secondary tangencies form curves in
parameter space. These curves intersect the curves An transversally with small but
controlled angle. The precise estimates of Proposition 2 are used again in a cancellation
as in Proposition 3.
Proposition 4. For each T ∗n,n0 there exist a C2 function b = bn,n0 : [t−n,n0 , t+n,n0 ] 7→ R
and a constant V which is bounded away from zero, such that T ∗n,n0 is the graph of b. In
particular, T ∗n,n0 is connected,
db
dt
= − n
µn+1
∂µ
∂t
+ V nλθn1 +O
(|λ1|θn) ,
and, if (t, a) ∈ An ∩ T ∗n,n0,
db
dt
=
dan
dt
+ V nλθn1 +O
(|λ1|θn) .
Moreover the following holds:
- ∂T ∗n,n0 ⊂ ∂Bn,
- each T ∗n,n0 has a unique transversal intersection with An.
Proof. Let (t, a) ∈ T ∗n,n0 . We start by constructing a local function whose graph is
contained in T ∗n,n0 . Let m1 ∈ W uloc(c) such that F 3N+(1+θ)nt,a (m1) = q1,n,n0 . To describe
the perturbation of W uloc(q1,n,n0) we define the following function by choosing coordinates
centered in the image at q1,n,n0 . Take some  > 0 and consider the C4 function (x˜, y˜) :
(−, )3 7→ Rm−1 × R defined by
(x˜(∆y,∆t,∆a), y˜(∆y,∆t,∆a)) = F
3N+(1+θ)n
t+∆t,a+∆a (m1 + (0,∆y)) ,
which describes W uloc
(
F
3N+(1+θ)n
t+∆t,a+∆a (m1)
)
. Observe that the manifolds Wn−n0 of Ft+∆t,a+∆a
are described locally, near q1,n,n0 , as the graph of a C4 function
wn−n0 : (∆x,∆t,∆a) 7−→ wn−n0(∆x,∆t,∆a) ∈ R.
The curves of secondary tangencies will be constructed using the implicit function theo-
rem. For this aim define the C2 function Ψ : [−, ]3 → R2 as
Ψ (∆y,∆t,∆a) =
(
y˜(∆y,∆t,∆a)− wn−n0 (x˜(∆y,∆t,∆a),∆t,∆a)
dy˜
dx˜
(∆y,∆t,∆a)− dwn−n0
dx˜
(x˜(∆y,∆t,∆a),∆t,∆a)
)
=
(
ψ1
ψ2
)
.
Observe that Ψ−1(0) describes locally the perturbation of the secondary tangency q1,n,n0
and that
DΨ(0, 0, 0) =
(
0
(
λθ1µ
)n
Ψ1,2
(
λθ1µ
2
)n
Ψ1,3(
|µ|3
|λ1|2−2θ
)n
Ψ2,1 Ψ2,2 Ψ2,3
)
. (4.45)
34
In particular, by (4.30), (4.34), (4.29), (4.37) (in the estimation of the order term)
Ψ1,2 =
1(
λθ1µ
)n [∂m6,y
∂t
− ∂Wn−n0
∂x
∂m6,x
∂t
− ∂Wn−n0
∂t
]
= D5K
n
µ
∂µ
∂t
+D5Kn
(
λθ1µ
)n [
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
+ O
((|λ1|θ|µ|)n)+O(n(λ1
µ
)n−n0 1(
λθ1µ
)n
)
− 1(
λθ1µ
)n ∂Wn−n0
∂t
= D5K
n
µ
∂µ
∂t
+ n
(
λθ1µ
)n{
D5K
[
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
− 1
n
(
λθ1µ
)2n ∂Wn−n0∂t
}
+ O
((|λ1|θ|µ|)n)
= D5K
n
µ
∂µ
∂t
+D5KV n
(
λθ1µ
)n
+O
((|λ1|θ|µ|)n) , (4.46)
where
V =
[
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
− 1
n
(
λθ1µ
)2n ∂Wn−n0∂t 1D5K (4.47)
is a large uniform constant, see (4.38), and by (4.31), (4.34), (4.29), Lemma 11 and (4.37)
(in the estimation of the order term)
Ψ1,3 =
1(
λθ1µ
2
)n [∂m6,y
∂a
− ∂Wn−n0
∂x
∂m6,x
∂a
− ∂Wn−n0
∂a
]
=
1(
λθ1µ
2
)n {D5K (λθ1µ2)n + 1 +D5K (λθ1µ)n nµ ∂µ∂a
+ D5Kn
(
λθ1µ
)2n [
C3X2
θ
λ1
∂λ1
∂a
+
K
µ
∂µ
∂a
]
+O
((|λ1|θ|µ|)2n)
+ O
(
µn
(
λ1
µ
)n−n0)
+O
(
n− n0
µn−n0
)}
= D5K
[
1 +O
((
|λ1|1+θ−α|µ|
)n)]
. (4.48)
Moreover Ψ1,2,Ψ1,3 6= 0 and Ψ2,1 6= 0, see Lemma 14, (4.29) and (4.35). Because
DΨ(0, 0, 0) is onto we get that the set of secondary tangencies Ψ−1(0) is locally the
graph of a C2 function b. Moreover the T(0,0,0)Ψ−1(0) = KerDΨ. Hence(
λθ1µ
)n
Ψ1,2∆t+
(|λ1|θ|µ|2)n Ψ1,3∆b = 0,
and
db
dt
= −Ψ1,2
Ψ1,3
1
µn
= − n
µn+1
∂µ
∂t
− nλθn1 V +O
(|λ1|θn) .
Moreover, by the previous estimate on the slope of b and by (3.1), we have
db
dt
=
dan
dt
− nλθn1 V +O
(|λ1|θn) , (4.49)
for (t, a) ∈ An∩T ∗n,n0 . By comparing µn(t, a) and ∂µ∂t (t, a) with µn(t, an(t)) and ∂µ∂t (t, an(t))
on Bn, see Remark 9, one gets the same estimate as in (4.49) for any other point (t, a) ∈
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Bn. This uniform bound on the difference of the slopes allows to extend b globally up to
both boundaries of Bn. In particular the length of a component of T ∗n,n0 is proportional to
1
n
. Moreover each component of T ∗n,n0 intersects An transversally, see (4.49), in a unique
point.
It is left to show that T ∗n,n0 has only one connected component. This follows from the
fact that the function h : t 7→ ψ1 (∆y, t, an(t)), where Ψ = (ψ1, ψ2), is strictly monotone
for every ∆y. Namely,
dh
dt
=
(
λθ1µ
)n
Ψ1,2 +
(
λθ1µ
2
)n
Ψ1,3
dan
dt
=
(
λθ1µ
)n
D5K
n
µ
∂µ
∂t
+D5KV n
(
λθ1µ
)2n − (λθ1µ)nD5Knµ ∂µ∂t +O ((λθ1µ)2n)
=
(
λθ1µ
)2n
nD5KV +O
((
λθ1µ
)2n) 6= 0.
where we used (4.46), (4.48) and (4.49).
Remark 10. Observe that the constant V , see (4.47), is mainly determined by ∂Wn−n0/∂t,
see Proposition 3 and the definition of T ∗n,n0. Moreover ∂Wn−n0/∂t is controlled by the
condition ∂µ/∂t 6= 0, see (4.42). The angle is determined by infinitesimal properties at
the saddle point. In particular, by taking n large enough we can assure that the curves
b and an intersect transversally. Observe that, in the estimate for the angle, see (4.49),
the error term, which is of the order λθn1 , is dominated by the term nV λ
θn
1 .
5 Newhouse phenomenon
In this section we select the parameters corresponding to maps having infinitely many
sinks. The proof is done by induction on what we call the ”Newhouse boxes”. In the
first generation, the Newhouse boxes are essentially rectangles in An whose boundary are
defined by the curves of secondary tangencies, see Figure 4. The family restricted to the
Newhouse boxes of first generation have one sink and it is an unfolding of a new homoclinic
tangency. The propositions and the lemmas proved in the previous sections apply then
to these families creating Newhouse boxes of second generation. As a consequence, the
family restricted to the Newhouse boxes of second generation have two sinks and it is an
unfolding of a new homoclinic tangency. We proceed by induction.
Let (tn,n0 , an,n0) be the parameters at the intersection point An∩T ∗n,n0 , see Proposition
4, and
fn,n0 = Ftn,n0 ,an,n0 .
Recall that T ∗n,n0 is the graph of a function b = bn,n0 : [t
−
n,n0
, t+n,n0 ] 7→ R. The domains
Pn,n0 =
{
(t, a) | t ∈ [t−n,n0 , t+n,n0 ], |a− an(t)| ≤
0
|µ(t, an(t))|2n
}
are called the Newhouse boxes of first generation.
The construction in the previous sections started with a map f : M → M with a
strong homoclinic tangency and an unfolding F : P ×M →M . The following inductive
construction will repeat the discussion of the previous sections starting with the map
fn,n0 : M → M and an unfolding F : Pn,n0 ×M → M which is the restriction of the
original family.
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Lemma 15. The domains Pn,n0 are pairwise disjoint for n large enough and the diameter
goes to zero.
Proof. By Proposition 4 the curve T ∗n,n0 is the graph of the function b and there exists a
uniform constant K > 0 such that
1
K
1
n (|λ1|θ|µ|2)n ≤ |{t | (t, b(t)) ∈ An}| ≤ K
1
n (|λ1|θ|µ|2)n , (5.1)
and the proof of Proposition 3 gives dist (fn,n0 , fn,n0+1) is proportional to 1/n. The
disjointness follows from this estimates, the fact that |λ1|θ|µ|2 ≥
(|λ1|2θ|µ|3)1/2 > 1, see
(2.6) and the fact that An are pairwise disjoint.
The next proposition ensures that the family restricted to Pn,n0 is again an unfolding
of a strong homoclinic tangency. This allows an inductive procedure.
Proposition 5. For n large enough, the map fn,n0 has a strong homoclinic tangency
and the restriction F : Pn,n0 ×M → M can be reparametrized to become an unfolding.
Moreover each map in Pn,n0 has a sink of period n+N .
Proof. Observe the new family is a restriction of our original family and the secondary tan-
gency curve bn,n0 describes homoclinic tangencies associated to the original saddle point.
The transversal intersection q2 it is still present in the new family. As a consequence,
the conditions (f1), (f2), (f3), (f6), (f7), (f8), (F1), (F2), (F3) are automatically satis-
fied. We need only to check the conditions involving the secondary tangency q1,n,n0 . Let
T be the time such that fT (q2) ∈ [−2, 2]m−1 × {0}. From (f6) we know that the first
coordinate of fT (q2) is non zero. Recall now that q1,n,n0 ∈ Wn−n0 . As consequence, for n
large enough, fn−n0n,n0 (q1,n,n0) is close to q2. Hence, f
n−n0+T
n,n0
(q1,n,n0) ∈ [−2, 2]m−1 × {0} has
first coordinate non zero. This proves (f4) for q1,n,n0 .
Use the notation m1,m2,m3,m4,m5 from Proposition 2 and observe that m1 ∈ W uloc(0)
close to q3. This proves (f10) for q1,n,n0 .
Let B ∈ Tq1W u(p) the unit vector. From (f5) we know that B has a non zero first coor-
dinate. For n large, the direction of Tm2W
u(p) is close to B, hence it has a non zero first
coordinate. This implies that the direction of Tm3W
u(p) is close to Eq3 and again from
(f5), the direction of Tm4W
u(p) is close to B and it has a non zero first coordinate. Hence
the direction of Tm5W
u(p) is close to Eq3 and from (f5), the direction of Tq1,n,n0W
u(p) is
close to B and it has a non zero first coordinate. The direction of T
f
n−n0
n,n0 (q1,n,n0)
W u(p) is
close to Eq2 ∩ Tq2W s(p). Property (f7) implies (f5) for q1,n,n0 .
Observe that fn−n0n,n0 (q1,n,n0) converges to q2. Property (f8) implies (f9) for q1,n,n0 .
For proving (F4) use the C2 function bn,n0 and observe that the maps on the graph of this
curve, T ∗n,n0 , have a non degenerate homoclinic tangency, see Lemma 14. The proof that
these tangencies are in general position, it is the same as the one that we use to prove
that q1,n,n0 is in general position. Similarly one proves (F5).
Observe that (P1) follows by the fact that bn,n0 is the curve of tangencies and (P2) from
the fact that Ψ1,3 6= 0, see (4.45).
Inductively we are going to construct parameters with multiple sinks of higher and
higher periods and a strong homoclinic tangency. Let N1 = {(n, n0) | n0 ∈ Nn} ⊂ N2 be
the set of labels of the Newhouse boxes of first generation Pn,n0 . As inductive hypothesis
assume that there exist sets Nk ∈ (N2)k such that, each Nk is the set of labels of the
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Pk
n(k),n
(k)
0
...
...
Pk+1
n(k+1),n
(k+1)
0
Figure 8: Newhouse boxes
Newhouse boxes of generation k. Moreover the natural projections N1 ← N2 ← · · · ← Ng
with Nk ∈ (N2)k are countable to 1 and correspond to inclusion of Newhouse boxes of
successive generations. They satisfy the following inductive hypothesis.
For n =
{
(n(k), n
(k)
0 )
}g
k=1
∈ Ng, there exist sets Pk
n(k),n
(k)
0
⊂ P , where n(k) labels the
sink and n
(k)
0 labels the secondary tangency, such that
• diam
(
Pk
n(k),n
(k)
0
)
≤ 1
k
,
• Pk+1
n(k+1),n
(k+1)
0
⊂ Pk
n(k),n
(k)
0
for k = 1, . . . , g − 1,
• there exists a map fk
n(k),n
(k)
0
∈ Pk
n(k),n
(k)
0
which has a strong homoclinic tangency,
• the restriction F : Pk
n(k),n
(k)
0
× M → M can be reparametrized to become and
unfolding of fk
n(k),n
(k)
0
,
• every map in Pk
n(k),n
(k)
0
has at least k sinks of different periods.
By induction, using Proposition 5, we get an infinite sequence of sets Nk.
Definition 6. The sets Pg
n(g),n
(g)
0
are called Newhouse boxes of generation g, see Figure
8, and
NH =
⋂
g
⋃
n∈Ng
Pg
n(g),n
(g)
0
.
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The setNH, consisting of parameters for which the corresponding maps have infinitely
many sinks, accumulates on the curve of the original tangency. The inductive construction
of these parameters implies that the set NH accumulates on all tangency curves given
by bn,n0 . We have the following lemma.
Lemma 16.
NH ⊃ [−t0, t0]× {0} .
In particular,
NH ∩ Pn,n0 ⊃ graph(bn,n0). (5.2)
Proof. Given (t, 0), by Proposition 3, for every n large enough, An has a secondary
tangency at (tn, an(tn)) with |t−tn| = O
(
1
n
)
. Hence, there exists a sequence of Newhouse
boxes in N1 accumulating at (t, 0). By construction, each box in N1 contains points of
NH. The lemma follows.
Given any family F of diffeomorphisms, we define the Newhouse set NHF as the set
of parameters having infinitely many sinks. The upper Minkowski dimension is denoted
by MD.
Theorem A. Let F : P×M →M be an unfolding of a map f with a strong homoclinic
tangency, then
- NH ⊂ NHF , every map in NH has infinitely many sinks,
- NH is homeomorphic to R \Q,
- MD(NH) ≥ 1
2
.
Proof. The inductive construction, using Proposition 5, implies that all maps in NH
have infinitely many sinks. From Lemma 15 and Corollary 1 we know that⋃
n∈Ng
Pg
n(g),n
(g)
0
,
consists of countably many disjoint boxes. Each box P g
n(g),n
(g)
0
contains countably many
pairwise disjoint boxes of the next generation. Hence, the nested intersectionNH is home-
omorphic to R\Q, see [17]. For the last property, let (t∗, 0) such that log λ(t∗, 0)−1/log µ(t∗, 0)
is the maximum of log λ(t, 0)−1/log µ(t, 0). Consider a sequence of first generation New-
house boxes Pn,n0 ∈ N1 accumulating at (t∗, 0). This is possible because of Lemma 16.
Choose  > 0 and let n be maximal such that  ≤ 0/µ(t∗, a∗)2n. Because (5.1), (5.2)
and the fact that the vertical size of Pn,n0 is 0/µ(t∗, a∗)2n, we need at least K/λ(t∗, a∗)θn
balls of radius  to cover NH ∩ Pn,n0 . As consequence
MD(NH) ≥ θ
2
max
NH
(
log 1
λ
log µ
)
,
and MD(NH) ≥ 1
2
, where we used (2.7).
Remark 11. Observe that the estimate for the upper Minkowski dimension is not sharp.
Other dimension estimates for maps with infinitely many sinks were obtained in [8, 32,
35].
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The construction of NH involves the Newhouse boxes. These boxes are constructed
using the curves an and bn,n0 . The transversality of these curves implies the stability of
these boxes. By considering higher dimensional families, with more than two parameters,
the boxes will move smoothly. The intersection NH will create a lamination in higher
dimensional unfoldings. This shows that the Newhouse phenomenon has a codimension
2 nature.
Theorem B. Let M , P and T be C∞ manifolds and F : (P × T ) ×M → M a C∞
family with dim(P) = 2 and dim(T ) ≥ 1. If F0 : (P × {τ0}) ×M → M is an unfolding
of a map fτ0 with a strong homoclinic tangency, then
- NHF contains a codimension 2 lamination LF ,
- LF is homeomorphic to (R \Q)× Rdim(T ),
- the leaves of LF are C1 codimension 2 manifolds,
- infinitely many sinks persist along each leave of the lamination.
Proof. Observe that there exists a small neighborhood τ0 ∈ U ⊂ T and a C∞ function
U 3 τ → ft such that, for all τ ∈ U , fτ has a strong homoclinic tangency and the family
Fτ : (P × {τ})×M →M is an unfolding of fτ . Let D5, K, C3, X2 be the constants as in
Proposition 2 and
C = 2 max
(t,τ,a,θ)
D5K
[
C3X2
θ
λ1
∂λ1
∂t
+
K
µ
∂µ
∂t
]
,
and choose a secondary tangencies at (t0, τ0, a0) from{
(t, τ, a) ∈ Tn,n0 |
∣∣∣∣∂Wn−n0∂t (q1,n,n0)
∣∣∣∣ ≥ Cn (λθ1µ)2n} ∩ An.
In the corresponding unfolding Fτ0 , there is the tangencies curve b which intersects
transversally the sinks curve An in the point (t0, τ0, a0). From Proposition 4 we get
a lower bound for the angle which is independent on the parameter τ , see Remark 10.
This transversality implies that this intersection persists in a neighborhood of τ0 as the
graph of a smooth function. The uniform lower bound of the angle implies that this
smooth function extends globally. In particular the secondary tangency (t0, τ0, a0) on
the sink curve has its smooth continuation in all unfoldings Fτ for any given τ creating
Newhouse boxes.
Fix τ ∈ U and denote the Newhouse boxes of the family Fτ by {Nn(τ)}g. These boxes are
defined in terms of the smooth functions a and b. Because the angle between a and b is
uniformly bounded by a constant independent of τ , see Proposition 4, the boxes P k
nk,nk0
(τ)
move smoothly with τ . Let
P k
n(k),n
(k)
0
(U) =
⋃
τ∈U
P k
n(k),n
(k)
0
(τ), (5.3)
then the sets P k
n(k),n
(k)
0
(U) approximate the lamination, in the sense that they are home-
omorphic to
P k
n(k),n
(k)
0
(τ0)× U.
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Let
LF =
⋂
g
⋃
n∈Ng
Pg
n(g),n
(g)
0
(U),
and observe that LF is homeomorphic to U ×NH(τ0).
It is left to prove that the leaves LF are C1. Let Tangkn(k),n(k)0 be the codimension one
surface of tangencies contained in P k
n(k),n
(k)
0
(U). Let P k
n(k),n
(k)
0
(U) ⊂ P k−1
n(k−1),n(k−1)0
(U) and
reparametrize P k−1
n(k−1),n(k−1)0
(U) in coordinates, also denoted by (t, a, τ), such that the
restriction of this reparametrization to a slice at τ , using only the coordinates (t, a), is an
unfolding. In particular, Tangk−1
n(k−1),n(k−1)0
= {a = 0}. Observe that there is no difference
between parameters t and parameters τ and Proposition 4 applies to both. According to
Proposition 4 we have, in the coordinates of P k−1
n(k−1),n(k−1)0
(U), with τ = (τi)
db
dt
= − 1
µn(k),
[
n(k)
µ
∂µ
∂t
+O
(
n(k)
(|λ1|θ|µ|)n(k))] ,
db
dτi
= − 1
µn(k)
[
n(k)
µ
∂µ
∂τi
+O
(
n(k)
(|λ1|θ|µ|)n(k))] .
The codimension one surface Tangk
n(k),n
(k)
0
can be described as a graph of a smooth function
over a domain in Tangk−1
n(k−1),n(k−1)0
, denoted as Tangk
n(k),n
(k)
0
. As a consequence of the
previous estimates, the graph Tangk
n(k),n
(k)
0
is O
(
n(k)
|µ|n(k)
)
C1 close to Tangk−1
n(k−1),n(k−1)0
. By
Lemma 3 we have
da
dt
= O
(
n(k)
|µ|n(k)
)
, (5.4)
da
dτi
= O
(
n(k)
|µ|n(k)
)
. (5.5)
By Proposition 4, the graphs of a and b intersect transversally in a manifold `. Notice
that ` is the graph of a C2 function ` : τ 7→ `(τ) ∈ P k
n(k),n
(k)
0
(τ). In particular ` is a
codimension 2 manifold. According to Proposition 2, we have
db
dt
− da
dt
= V nλθn1 +O
(
|λ1|θn
)
, (5.6)
db
dτi
− da
dτi
= Vinλ
θn
1 +O
(
|λ1|θn
)
, (5.7)
where V and Vi are continuous and uniformly away from zero. Let (∆t,∆τi,∆a) be a
tangent vector to `. Then
∂(b− a)
∂t
∆t+
∑
i
∂(b− a)
∂τi
∆τi = 0,
and
∂a
∂t
∆t+
∑
i
∂a
∂τi
∆τi = ∆a.
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By (5.6), (5.7), (5.4) and (5.5), the tangent space of ` is given by(
1 +O
(
1
n
))(
V∆t+
∑
Vi∆τi
)
= 0,
O
(
n(k)
|µ|n(k)
(
∆t+
∑
∆τi
))
= ∆a.
By restricting Nk to large values of n(k) the tangent spaces of ` converge to ∆a = 0 and
V∆t+
∑
Vi∆τi = 0. As consequence, the leaves of the lamination are smooth manifolds
and the tangent spaces to the leaves of the lamination vary continuously.
6 Real polynomial families
Consider the real He´non family F : R2 × R2 → R2,
Fa,b
(
x
y
)
=
(
a− x2 − by
x
)
,
a two parameter family. In this section we are going to prove that the He´non family is
an unfolding of a map with a strong homoclinic tangency. In particular we can apply
Theorem A and Theorem B to get a Newhouse lamination in the space of polynomial
maps, see Theorem C. Actually we could have started with any two parameter polynomial
family which is an unfolding of a map with a strong homoclinic tangency and we would
have got Newhouse laminations scattered throughout the space of polynomial maps.
Theorem C. The real He´non family contains a set NH, homeomorphic to R \ Q, of
maps with infinitely many sinks. Moreover the space Polyd(Rn) of real polynomials of
Rn of degree at most d, with d ≥ 2, contains a codimension 2 lamination of maps with
infinitely many sinks. The lamination is homeomorphic to (R \Q) × RD−2 where D is
the dimension of Polyd(Rn) and the leaves of the lamination are C1 smooth. The sinks
persist along each leave of the lamination.
Proof. Consider the map f(x) = 2 − x2. Then x = −2 is an expanding fixed point and
f 2(0) = −2 where 0 is the critical point. For given b > 0 and a large enough, the He´non
map Fa,b has an horse-shoe. By decreasing a to a(b), one arrives at the first homoclinic
tangency. Hence, there exists an analytic curve b 7→ a(b) with a(0) = 2 such that the
parameter (a(b), b) corresponds to a He´non map with an homoclinic tangency of the
saddle point p(b) which is a continuation of p(0) = (−2,−2). For all b positive and small
enough Fa(b),b has a strong homoclinic tangency and the He´non family Fa,b restricted to a
small neighborhood of (a(b), b) is an unfolding. The theorem follows for Polyd(R2) from
Theorem A and Theorem B applied to the unfolding Fa,b.
Extend now the family Fa,b to F : R2 × Rn 7→ Rn as
Fa,b

x
y
y3
...
yn
 =

a− x2 − by
x
b3y3
...
bnyn
 .
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Observe that this higher dimensional He´non family is again an unfolding in the same
neighborhood of (a(b), b). As consequence Theorem A and Theorem B apply and the
proof is complete.
In the rest of the section we prove that the leaves of the Newhouse laminations in the
space of real polynomial maps of R2 are in fact real analytic. Besides this property of
the Newhouse laminations has its own interest, it will also be used in the next section.
We would like to stress that the result is presented only in two dimension because of its
application in the next section, see Theorem F. However it is valid in higher dimension.
Proposition 6. The space Polyd(R2) of real polynomials of R2 of degree at most d, with
d ≥ 2, contains a codimension 2 lamination LF of maps with infinitely many sinks. The
lamination is homeomorphic to (R \Q) × RD−2 where D is the dimension of Polyd(R2).
The leaves of the laminations are analytic and the sinks move simultaneously along the
leaves.
The proof needs some preparation which is given in the following lemmas. We first
explain the steps of the proof. The main obstacle is that the curve of sinks An is only
smooth and not analytic. This is a consequence of the fact that its construction relies
on the linearization of the saddle. We replace the curve An by the graph of an analytic
function san characterized by the property that each sink corresponding to parameters
in san has trace zero. The construction of san, defined on a fixed parameters domain
D×DT , relies on Lemma 18. Moreover its analyticity is due to fact that it is defined by the
equation trace = 0. In Lemma 19 we prove that the curve san is very close to the curve
An and as corollary we obtain that it intersects transversally each curve of secondary
tangencies, bn,n0 . Moreover the curves bn,n0 naturally extend to holomorphic functions.
By adding any number of new parameters τ = (τi), the intersection point between san
and bn,n0 is the graph of an holomorphic function defined on a fixed domain DT . The real
parts of the limits of these graphs are the real-analytic leaves of the Newhouse lamination.
Consider a polynomial unfolding Ft,a of a strong homoclinic tangency in Polyd(R2),
say with (t, a) ∈ (−1, 1)× (−1, 1). Consider this unfolding as a family
D× D 3 (t, a) 7→ Ft,a ∈ Polyd(C2).
Assume also that the unfolding is contained in a larger polynomial family
D× D× DT 3 (t, a, τ) 7→ Ft,a,τ ∈ Polyd(C2).
There is a local holomorphic change of coordinates such that the saddle point becomes
(0, 0), the local stable manifold contains the unit disc in the x-axis, and the local unstable
manifold contains the unit disc in the y-axis. Moreover, the restriction of the map to the
invariant manifolds is linearized, that is
F (x, 0) = (λ1x, 0) and F (0, y) = (0, µy). (6.1)
The domain D × D where (6.1) holds, is called the domain of semi-linearization. The
change of coordinates depends holomorphically on the parameters. Observe that, when
(x, y) ∈ D× D, then
DF (x, y) =
(
λ1 +O(y) O(x)
O(y) µ+O(x)
)
. (6.2)
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Remark 12. By shrinking the semi-linearization domain we may assume that the error
terms are small, say max {O(x), O(y)} ≤ 1/2.
Lemma 17. If (x, y) ∈ D× D and F i(x, y) ∈ D× D, for i ≤ n, then
DF n(x, y) =
(
a11λ
n
1µ
n a12λ
n
1µ
n
a21 a22µ
n
)
,
where akl are uniformly bounded holomorphic functions and a22 6= 0 and uniformly away
from zero.
Proof. Let k ≤ n and
DF k(x, y) =
(
a11(k)λ
k
1µ
k a12(k)λ
k
1µ
k
a21(k) a22(k)µ
k
)
,
and F k(x, y) = (xk, yk). Observe, xk = O(λ
k
1) and yk = O
(
1
µn−k
)
. Then
a11(k + 1) =
1
µ
(1 +O(yk)) a11(k) +O(µ
−k)a21(k), (6.3)
and
a21(k + 1) = O(yk(λ1µ)
k)a11(k) + µ(1 +O(λ
k
1))a21(k). (6.4)
We may restrict ourselves to k0 ≤ k ≤ k1 = n−n0 with k0, n0 fixed but large. From (6.4)
we get, using that a21(0) = 0,
a21(k) = O
(∑
i<k
µk−iyi(λ1µ)ia11(i)
)
= O
(∑
i<k
1
µn−k
(λ1µ)
ia11(i)
)
. (6.5)
Let Mk = maxi≤k |a11(i)|. Then, using the last estimate for a21(k) and (6.3),
Mk+1 ≤
[
1
µ
(1 +O(yk)) +O
(∑
i<k
(λ1µ)
i
)
1
µn
]
Mk ≤Mk,
when n0 is large enough. Hence, the entries a11 and a21, using (6.5), are uniformly
bounded. Similarly,
a12(k + 1) =
1
µ
(1 +O(yk)) a12(k) +O(a22(k)), (6.6)
and
a22(k + 1) = O(ykλ
k
1)a12(k) + (1 +O(λ
k
1))a22(k). (6.7)
From (6.7) and the fact that a22(0) = 1, we get
a22(k) = O
(
1 +
1
µn
∑
i<k
(λ1µ)
ia12(i)
)
. (6.8)
This estimate and (6.6) imply that maxi≤k |a12(i)| is bounded. In particular, the entries
a12(k) are uniformly bounded. The estimate (6.8) implies that also a22(k) are uniformly
bounded. By shrinking the semi-linearization domain, see Remark 12, and by taking n
large enough, (6.7) assures that a22 = a22(n) stays away from zero.
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Choose a parameter (t, a, τ) and assume that there is a periodic point p in the domain
of semi-linearization which returns in N steps into the domain of semi-linearization and
then needs n steps inside to return to itself. Let
(t, a, τ) 7→ trDFN+np .
Observe, if trDFN+np = 0 then, for n ≥ 1 large enough, the periodic orbit of p is attractive,
called strong sink. Here we use that the dimension of the phase space is two. The trace at
a periodic point is invariant under smooth coordinate change. The proof of the following
lemma will be in the coordinates of semi-linearization.
Lemma 18. There exists K > 0 such that the following holds. If trDFN+np = 0 then
1
K
|µ|2n ≤
∣∣∣∣ ∂∂a (trDFN+np )
∣∣∣∣ ≤ K|µ|2n.
Proof. From Lemma 17, using the fact that the trace is zero we get
DFN+np = DF
n
FN (p)DF
N
p =
(
O ((λ1µ)
n) O ((λ1µ)
n)
O (µn) O ((λ1µ)
n)
)
.
The periodic point p = (px, py) has coordinates (px, py) ∈ D × D. We claim, by dif-
ferentiating with respect to a the x-component of the equation FN+n(px, py) = (px, py)
that
(1 +O((λ1µ)
n))
∂px
∂a
= O((λ1µ)
n)
∂py
∂a
+
∂FN+nx
∂a
= O ((λ1µ)
n)
∂py
∂a
+O ((λ1µ)
n) . (6.9)
Correspondingly, for the y-component, we claim
(1 +O((λ1µ)
n))
∂py
∂a
= O(µn)
∂px
∂a
+
∂FN+ny
∂a
= O(µn)
∂px
∂a
+Kµn, (6.10)
where K > 0 and bounded away from zero. The equations for ∂FN+nx /∂a and ∂F
N+n
y /∂a
are obtained as follows. Observe that
∂FN+ny
∂a
= a21
∂FNx
∂a
(p) + a22µ
n
∂FNy
∂a
(p) +
∂F ny
∂a
(FN(p))
= O(1) + a22µ
n +
∂
∂a
∫ FNy (p)
0
[
DF n
(
FNx (p)
)(0
1
)]
y
dy
= O(1) + a22µ
n +
∂
∂a
∫ FNy (p)
0
a22
(
FNx (p), y
)
µndy
= O(1) + a22µ
n +O
(
nµnFNy (p)
)
= Kµn, (6.11)
where we used that F i(FNy (p)) for i < n is in the domain of linearization, namely F
N
y (p) =
O (1/µn) and O
(
nµnFNy (p)
)
= O(n). Similarly,
∂FN+nx
∂a
= a11(λ1µ)
n∂F
N
x
∂a
(p) + a12(λ1µ)
n
∂FNy
∂a
(p) +
∂F nx
∂a
(FN(p))
= O((λ1µ)
n) +
∂
∂a
(∫ FNy (p)
0
a12
(
FNx (p), y
)
(λ1µ)
ndy + λn1F
N
x (p)
)
= O((λ1µ)
n) +O(nλn1 )
= O((λ1µ)
n), (6.12)
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where we used that FNy (p) = O(1/µ
n). From (6.9), (6.10) and the fact that λ1µ
2 < 1, see
(F3), we have
1
2K
|µ|n ≤
∣∣∣∣∂py∂a
∣∣∣∣ ≤ 2K|µ|n, (6.13)
and ∣∣∣∣∂px∂a
∣∣∣∣ = O ((λ1µ2)n) . (6.14)
Observe that, by Lemma 17,
trDFN+np = A˜(px, py, t, a)(λ1µ)
n + a22(px, py, t, a)D(px, py, t, a)µ
n + a21B(px, py, t, a),
where D is the entry (DFNp )22, which tends to zero when n gets large, B = (DF
N
p )12 and
the factors A˜ are C1 uniformly bounded when n gets large. Hence,
∂
∂a
(
trDFN+np
)
=
[
∂A˜
∂x
∂px
∂a
+
∂A˜
∂y
∂py
∂a
+
∂A˜
∂a
]
(λ1µ)
n + nA˜(λ1µ)
n−1∂λ1µ
∂a
+
[
∂ (a22D)
∂x
∂px
∂a
+
∂ (a22D)
∂y
∂py
∂a
+
∂ (a22D)
∂a
]
µn
+ na22Dµ
n−1∂µ
∂a
+
∂ (a21B)
∂a
= O(n|µ|n) + ∂ (a22D)
∂y
∂py
∂a
µn, (6.15)
where we used (6.13), (6.14) and a22Dµ
n = −A˜(λ1µ)n. Observe,
∂ (a22D)
∂y
=
∂a22
∂y
D + a22
∂D
∂y
is bounded away from zero because of the following properties. First, D tends to zero,
a22 is bounded away from zero, see Lemma 17, and ∂D/∂y is away from zero because the
family is an unfolding of a non-degenerate tangency. The lemma follows from (6.15) and
(6.13).
Choose a real parameter τ and (t, an(t)) ∈ An. Let p˜ = (p˜x, p˜y) be the corresponding
sink of period N + n near z. Observe that, for parameters (t, an(t)), Lemma 5 can be
refined to obtain an invariant square of size of order λn1 . Hence |p˜y− zy| = O(|λ1|n). This
implies, by calculating the trDFN+np in the smooth linearization, that
trDFN+np = O ((λ1µ)
n) . (6.16)
Lemma 18 and (6.16) implies that, for some
∆a = O ((λ1µ)
n)
0
|µ(t, an(t)|2n ,
the sink at (t, an(t) + ∆a) ∈ An is a strong sink. In particular, there is an analytic global
function t 7→ san(t) such that (t, san(t)) ∈ An and the sink is a strong sink.
Consider the periodic point of period N + n at parameter (t, san(t)). This periodic orbit
spend n step in the domain of semi linearization and needs N steps to return to the
domain of semi linearization. Moreover it has trace zero. Consider the maximal domain
46
of parameters in D×DT to which the function san(t, τ) extends holomorphically. On the
boundary of this domain the map still has a periodic point of period n with trace zero
and which spend n step in the domain of semi linearization and needs N steps to return
to it. Lemma 18 implies that the function san has a local holomorphic extension in this
boundary point. This implies that the map san has an holomorphic extension
san : D× DT → C. (6.17)
Along the graph of san, in parameters of the form (t, san(t, τ), τ) the periodic point is a
strong sink.
Lemma 19. The slope of the strong sink curve is of the form
dsan
dt
= −n∂µ
∂t
1
µn+1
[
1 +O
(
n
µn
)]
. (6.18)
Proof. In the proof of Lemma 18 we used an holomorphic coordinate change. However
the trace of a periodic point is invariant under coordinate change and we will use the
smooth linearizing coordinates to calculate the slope of the curve of strong sinks. Choose
a parameter pair (t, a) on the curve san and denote the corresponding periodic point by
p = (px, py). Observe that
py = [1 +O ((λ1µ)
n)] . (6.19)
Moreover
DFN+np =
(
Aλn1 Bλ
n
1
Cµn Dµn
)
,
where, because the trace is zero,
Dµn = −Aλn1 , (6.20)
and because (4.12), D = O (∆x,∆y) in coordinate centered in (0, 1) and hence
∂D
∂t
= O ((λ1µ)
n) , (6.21)
where we used that px = O (λ
n
1 ) and (6.19). From F
N+n(px, py) = (px, py) one obtains,
by differentiating with respect to a in the x-direction,
(1− Aλn1 )
∂px
∂a
= Bλn1
∂py
∂a
+
∂FN+nx
∂a
= Bλn1
∂py
∂a
+O ((λ1µ)
n) ,
and in the y-direction, using (6.20)
(1 + Aλn1 )
∂py
∂a
= Cµn
∂px
∂a
+
∂FN+ny
∂a
= Cµn
∂px
∂a
+ µn +O (n) .
where we used (6.12) and (6.11). This implies
∂py
∂a
= µn +O (n) , (6.22)
and
∂px
∂a
= O ((λ1µ)
n) . (6.23)
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Observe that,
trDFN+np = Aλ
n
1 +Dµ
n.
Hence,
∂
∂a
(
trDFN+np
)
=
[
∂A
∂x
∂px
∂a
+
∂A
∂y
∂py
∂a
+
∂A
∂a
]
λn1 + nAλ
n−1
1
∂λ1
∂a
+
[
∂D
∂x
∂px
∂a
+
∂D
∂y
∂py
∂a
+
∂D
∂a
]
µn + nDµn−1
∂µ
∂a
=
∂D
∂y
µ2n +O(nµn),
(6.24)
where we used (6.22), (6.23), and (6.20). By differentiating by t in the x-direction,
(1− Aλn1 )
∂px
∂t
= Bλn1
∂py
∂t
+
∂FN+nx
∂t
= Bλn1
∂py
∂t
+O (nλn1 ) ,
and in the y-direction, using (6.20) and (6.19)
(1 + Aλn1 )
∂py
∂t
= Cµn
∂px
∂t
+
∂FN+ny
∂t
= Cµn
∂px
∂t
+
n
µ
∂µ
∂t
µn
(
FNy (p)
)
y
+O ((λ1µ)
n)
= Cµn
∂px
∂t
+
n
µ
∂µ
∂t
[1 +O ((λ1µ)
n)] .
This implies
∂py
∂t
=
n
µ
∂µ
∂t
[1 +O ((λ1µ)
n)] , (6.25)
and
∂px
∂t
= O (nλn1 ) . (6.26)
Hence,
∂
∂t
(
trDFN+np
)
=
[
∂A
∂x
∂px
∂t
+
∂A
∂y
∂py
∂t
+
∂A
∂t
]
λn1 + nAλ
n−1
1
∂λ1
∂t
+
[
∂D
∂x
∂px
∂t
+
∂D
∂y
∂py
∂t
+
∂D
∂t
]
µn + nDµn−1
∂µ
∂t
=
∂D
∂y
n
µ
∂µ
∂t
[1 +O ((λ1µ)
n)] ,
(6.27)
where we used (6.25), (6.26), (6.20) and (6.21). The lemma follows by calculating the
gradient of the trace using (6.24) and (6.27).
Choose a real parameter τ . Each curve bn,n0 crosses the graph of strong sinks, see
Proposition 4. Namely, the real part of the graph of san is contained in the strip An,
which is contained in the strip Bn. Hence, there are secondary tangencies where the cor-
responding sink is a strong sink. The next corollary follows from Lemma 19, Proposition
4 and (2.6).
Corollary 2. The curves san and bn,n0 intersect transversally.
Choose a parameter (t0, san(t0, τ0), τ0) ∈ D × D × DT where the secondary tangency
coexists with a strong sink. We may use again a local holomorphic change of coordi-
nates such that the stable manifold of the saddle point coincides locally with the x-axis
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and the unstable manifold locally with the y-axis. Let (0, y0) ∈ W uloc((0, y0)) such that
F 3N+(1+θ)n(0, y0) is the secondary tangency. The projection to the y-axis is as before
denoted by an index y. Consider a small disc Dρ of radius ρ > 0 centered around y0 and
contained in W uloc(y0).
Lemma 20. For parameters near (t0, san(t0, τ0), τ0) the map
Dρ 3 y 7→
(
F 3N+(1+θ)n(0, y0)
)
y
∈ C
has degree two.
Proof. The map
Dρ 3 y 7→
(
FN+θn(0, y0)
)
y
∈ C
is univalent. The map
Dρ 3 y 7→
(
F 2N+θn(0, y0)
)
y
∈ C
has degree two. This is where the folding happens to create the tangency. The next stage
will not cause more folding and the map
Dρ 3 y 7→
(
F 2N+(1+θ)n(0, y0)
)
y
∈ C
has still degree two. Finally, the last stage will not cause more folding and the map
Dρ 3 y 7→
(
F 3N+(1+θ)n(0, y0)
)
y
∈ C
has degree two.
Proof of Proposition 6. Consider the functions san as described in 6.17. From Lemma 19
we know that
|san| = O
(
n
|µ|nmin
)
. (6.28)
For any parameter (t, san(t, τ), τ) near (t0, san(t0, τ0), τ0) the image of
Dρ 3 y 7→ F 3N+(1+θ)nt,san(t,τ),τ (0, y)
intersects twice Wn−n0 which is a graph of a holomorphic function. At (t0, san(t0, τ0), τ0)
the two intersections coincide to form the non-degenerate tangency. Consider the maximal
extension of the function bn,n0(t, τ) to a certain complex domain U ∈ D × DT . Observe
that, if (t, τ) ∈ U , then in the parameter (t, bn,n0(t, τ), τ) there is a non degenerate
homoclinic tangency, see Lemma 20. Hence the function bn,n0(t, τ) can be extended to a
neighborhood and as consequence, U is open and closed. In particular U = D× DT .
The set of parameters {(t, a, τ)} where a non-degenerate tangency and a strong sink
coexist is given by two equations: a = san(t, τ) and a = bn,n0(t, τ). Hence, this set forms
a branched cover over the τ -domain. The transversality in Corollary 2 implies that there
are no branch points in the real slice. Moreover, from the fact that, in the real slice,
there is a unique parameter corresponding to a map where a tangency and a strong sink
coexist, see Proposition 4, it follows that this branched cover is actually the graph of a
holomorphic function
DT 3 τ 7→ ln,n0(τ) = (t(τ), a(τ)).
In particular, in the parameter (ln,n0(τ), τ) the map has a non-degenerate secondary
tangency and a strong sink. Observe that the points (t(τ), a(τ), τ) are in the graph of
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Figure 9: Illustration to the proof of Proposition 7
san and because of (6.28) they are uniformly bounded. For real parameters τ ∈ (−1, 1)T ,
ln,n0(τ) selects in an analytic manor a strong sink along the secondary tangency curve
bn,n0 at τ .
The leaves of the lamination LF , as constructed in the proof of Theorem B are the
uniform limits of the real part of the graphs of holomorphic functions
DT 3 τ 7→ l
n(k),n
(k)
0
(τ) = (t(τ), a(τ)) ∈ D× D,
which are all defined in the same uniform domain DT . Hence, by a normal family argu-
ment, the leaves of LF are analytic. This finishes the proof of Proposition 6.
Remark 13. Observe that each leave of the lamination LF is the real part of the graph
of an holomorphic function ` : DT → D× D.
7 Coexistence of sinks with non-periodic attractors
In this section we will construct quadratic He´non-like maps which have infinitely many
sinks and a non-periodic attractor. The coexistence of sinks with a period doubling
attractor is the first example.
Definition 7. Let M be a manifold and f : M → M . An invariant Cantor set A ⊂ M
is called a period doubling Cantor attractor of f if f |A is conjugated to a 2-adic adding
machine and there is a neighborhood M ⊃ U ⊃ A such that the orbit of almost every
point in U accumulates at A.
Remark 14. A period doubling Cantor attractor has zero topological entropy. It car-
ries a unique invariant probability measure. Strongly dissipative He´non-like maps at the
boundary of chaos have period doubling Cantor attractors, see [13].
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The existence of a double tangency was shown already in [5]. Here we need the
following version.
Proposition 7. There exist two analytic functions a1,2 : [b−, b+] 7→ R such that, for all
b ∈ [b−, b+], each He´non map Fa1(b),b and Fa2(b),b has a strong homoclinic tangency which
depends analytically on b. The graphs of the functions a1,2 have a unique intersection at
b = b0. Moreover the intersection is transversal.
Proof. Choose a parameter (a, b) close to (2, 0). The He´non map Fa,b has two saddle
points. We consider the saddle point p in the positive quadrant where the unstable
eigenvalue is negative. Observe that the map F 2a,b, for small b and a sufficiently large has
a full horse shoe. Let z1, z2, z3, z4 and z5 be the first five points on the right leg of the
unstable manifold of p where the tangent space is vertical.
Consider the local stable manifold at p, M0, of unit length. This is an almost vertical
curve whose slope is of order of b. Let M1 be the local preimage of M0 of unit length
around z5. Again this is an almost vertical curve whose slope is of order of b. Let Mn be
a segment of the stable manifold of p near z3 of unit length such that (F
2)n(Mn) ⊂ M0.
Indeed there are many such components. However with an appropriate choice we can
assure that each curve is an almost vertical curve of unit length and that the horizontal
distance between Mn and M1 is proportional to 1/|µ|n, where µ is the square of the
unstable eigenvalue of p.
We are now ready to define the a1 curve of tangencies. Namely, choose b small and a
large, then z5 is to the right of the curve M1. By diminishing a we find a point, zˆ5, near
z5, where the local unstable manifold of z5 is tangent to M1. This tangency persists along
a curve of the form (a1(b), b) where a1 : [0, b1] 3 b 7→ a1(b) is an analytic function, see
Figure 9.
Take now b ∈ [0, b1] and consider the z3 point associate to the map Fa1(b),b. Let n be
maximal such that Mn ∩W uloc(z3) 6= ∅ and let zˆ3 be in the local unstable manifold of z3
such that
Tzˆ3W
u
loc(z3) = Tmˆ3Mn,
where mˆ3,y = zˆ3,y. Let
ωn = zˆ5,x − mˆ3,x,
and
βn = zˆ5,x − zˆ3,x,
see Figure 9. Observe that ωn − βn ≥ 0 and when zˆ3 is an homoclinic tangency in Mn
then βn − ωn = 0. Moreover
βn = Cb
4 and ωn =
C ′
|µ|n , (7.1)
where C and C ′ depend analytically on the parameter b and they are uniformly bounded
away from zero. As a consequence we get
1
|µ|n = Kb
4, (7.2)
where K is bounded and uniformly bounded away from zero. Moreover we have that
d
db
(ωn − βn) = d
db
(
C ′
|µ|n − Cb
4
)
= O
(
n
µn
)
− 4b3C +O (b4) .
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Figure 10: The surfaces of tangencies and Newhouse lines
By using (7.2), we get
d
db
(ωn − βn) = O
(
log
(
1
b
)
b4
)
− 4b3C ≤ −3Cb3 < 0, (7.3)
for b small enough. Because ωn − βn = K1b4, see (7.1) and (7.2), there exists ∆b > 0 of
order b, such that ωn = βn at b+ ∆b. Hence, for every b there exists b0 = O (b) such that
zˆ3 is an homoclinic tangency for the parameter (a1(b0), b0). This tangency persists along
an analytic curve a2 : b 7→ (a2(b), b) defined in a neighborhood of b0. Because of (7.3),
the graphs of a1 and a2 intersect transversally.
A diffeomorphism of the plane R2 of the form
Fa,b,τ
(
x
y
)
=
(
a− x2 − by + τy2
x
)
(7.4)
is called a quadratic He´non-like map.
Theorem D. There are uncountable many quadratic He´non-like maps with infinitely
many sinks and a period doubling Cantor attractor.
Proof. The analytic functions a1,2 from Proposition 7, describing the homoclinic tangen-
cies at z1 and z2, have a real-analytic extension to [b−, b+] × [−τ0, τ0] for some τ0 > 0.
Denote the graphs of the extensions of a1,2 also by a1,2. The transversality of the inter-
section between a1 and a2 at τ = 0 implies that the graph of a1 and a2 intersects in an
analytic curve. Along this curve there are two strong homoclinic tangencies. The graphs
intersect transversally. We can locally reparametrize the quadratic He´non-like family
near (a1(b0), b0, 0) to obtain a family Ft,a,τ such that, the maps Ft,a,0 are the maps in the
graph of a2 with a strong homoclinic tangency at z2 and the maps Ft,0,τ are the maps in
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the graph of a1 with a strong homoclinic tangency at z1. The curve Ft,0,0 consists of the
maps in the intersection of the two graphs having two strong homoclinic tangencies, see
Figure 10. In particular F0,0,0 is the He´non map with a double tangency.
If ∂µ/∂t 6= 0 at (0, 0, 0), then the family Ft,a,0 is an unfolding of the strong homoclinic
tangency near the point z2. According to Theorem A the family (t, a) 7→ Ft,a,0 contains
an uncountable set NH of parameters of maps with infinitely many sinks. This set ac-
cumulates at a segment of parameters (t, 0, 0). According to Theorem B and Proposition
6, each point m ∈ NH is contained in an analytic curve γm : τ 7→ (t(τ), a(τ), τ). These
curves are pairwise disjoint forming a lamination. Each curve is a one-parameter unfold-
ing of the homoclinic tangency near z2 with τ = 0.
If ∂µ/∂t = 0 at (0, 0, 0), then without loss of generality we may assume that ∂µ/∂τ 6= 0 at
(0, 0, 0). This follows from the transversality between the curves a1 and a2 in the He´non
family and the fact that this double homoclinic tangencies occur near a = 2 and b = 0
where ∂µ/∂a 6= 0. By reparametrizing the τ, t coordinates we may assume that the τ -axis
is perpendicular to the t-axis. For  > 0 very small, consider the family Gt,a = Ft,a,τ .
This family is very close to the family Ft,a,0. As consequence Gt,a contains a curve close
to the t-axis of maps with a tangency near z1. The derivative at (0, 0) of the eigenvalue
µ along this curve is non zero by construction. Hence the family Gt,a is an unfolding of a
tangency near z1. According to Theorem A the family (t, a) 7→ Gt,a contains an uncount-
able set NH of parameters of maps with infinitely many sinks. This set accumulates at
the curve of tangencies near z1. According to Theorem B and Proposition 6, each point
m ∈ NH is contained in an analytic curve γm : τ 7→ (t(τ), a(τ), τ). These curves are
pairwise disjoint forming a lamination. Moreover they have a definite length and they
are graphs over the τ direction. These curves accumulate at (0, 0, 0). As consequence
the curves which are very close to (0, 0, 0) intersect transversally the family Ft,a,0. In
particular each curve is a one-parameter unfolding of the homoclinic tangency near z2
with τ = 0.
Consider one of the curves γm. For n ≥ 1 large enough there exits, according to [28], a
rectangle Qn near z2 and an interval [τ
0
n, τ
1
n] such that the family
[τ 0n, τ
1
n] 3 τ 7→ F nγm(τ)|Qn,
after an analytic change of coordinates becomes a one-parameter family of He´non-like
maps which is exponentially C1 close to the degenerated He´non family
Fa,0
(
x
y
)
=
(
a− x2
x
)
.
At τ 0n the map is exponentially close to F0,0, a map with a sink and at τ
1
n the map is
exponentially close to F3,0, a map with a fully developed horse shoe. According to [13],
for n ≥ 1 large enough, there is a unique τ ∈ [τ 0n, τ 1n] such that F nγm(τ)|Qn has a period
doubling Cantor attractor. Namely, at τ the curve [τ 0n, τ
1
n] 3 τ 7→ F nγm(τ)|Qn crosses
transversally a codimension one manifold of maps which have a period doubling Cantor
attractor.
The coexistence of sinks with a strange attractor is discussed next.
Definition 8. Let M be a manifold and f : M → M . An open set U ⊂ M is called a
trapping region if f(U) ⊂ U . An attractor in the sense of Conley is
Λ =
⋂
j≥0
f j(U).
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The attractor Λ is called topologically transitive if it contains a dense orbit. If Λ contains
a dense orbit which satisfies the Collet-Eckmann condition, i.e. there exist a point z, a
vector v ∈ TzM and a constant κ > 0 such that
|Dfn(z)v| ≥ eκn for all n > 0,
then Λ is called a strange attractor.
Theorem E. The set of quadratic He´non-like maps with infinitely many sinks and a
strange attractor has Hausdorff dimension at least one.
Proof. Consider the curves γm introduced in the proof of Theorem D. The maps in these
curves have infinitely many sinks. Moreover, they are one-parameter analytic unfoldings
of a homoclinic tangency, see Proposition 6. According to [3] and [24] each curve contains
a set of positive arclength measure of maps with a strange attractor.
There might be a He´non map which have infinitely many sinks and a period doubling
Cantor attractor. However, the two-dimensional He´non family is not the natural family
in which to look for such dynamics. This coexistence type of infinitely many sinks and a
period doubling Cantor attractor is a codimension three phenomenon. This comes from
the fact that the codimension two Newhouse leaves intersect transversally the codimension
one manifold of maps with a period doubling attractor. The proof of Theorem D actually
shows:
Theorem F. The space Polyd(R2), d ≥ 2, of real polynomials of R2 of degree at most
d contains a codimension 3 lamination of maps with infinitely many sinks and a period
doubling Cantor attractor. The lamination is homeomorphic to (R \Q) × RD−3 where
D is the dimension of Polyd(R2) and the leaves of the lamination are real-analytic. The
sinks and the period doubling Cantor attractor persist along the leaves.
As a consequence of the proof of Theorem D we have the following:
Theorem G. Every d + 2-dimensional unfolding, d ≥ 1, of a map with a strong ho-
moclinic tangency contains smooth d-dimensional families of maps where each map has
infinitely many sinks. In particular, there are non trivial d-dimensional analytic families
of polynomial He´non-like maps in which every map has infinitely many sinks.
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