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Abstract 
We provide sufficient convergence conditions for a certain class of inexact Newton-like methods to a locally unique 
solution of a nonlinear equation in a Banach space. The equation contains a nondifferentiable term and at each step we 
use the inverse of the same linear operator. We use Ptak-like conditions that are weaker than earlier ones. Our results 
apply whenever earlier ones do but not vice versa. A semilocal convergence result is also given based on the contraction 
mapping principle. Finally, our results apply to solve a nonlinear integral equation of Uryson type appearing in elasticity 
theory that cannot be solved with existing methods. @ 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In this study we are concerned with the problem of approximating a locally unique solution x* 
of the equation 
F(x) + G(x) = 0, (1) 
where F is a Frechet differentiable operator defined on a convex subset D of a Banach space El 
with values in a Banach space E2. G is a continuous operator defined on D with values in E2. 
We propose the inexact Newton-like methods of the form 
X n+l =Xn - A-‘(QX,) + G(X,)) -G, A =4X,), z, =4X,) (X,, ED), (2) 
where A E L(E,, Ez), and z : D --+ El is a continuous operator. The importance of studying in- 
exact Newton-like methods comes from the fact that many commonly used variants of Newton 
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methods can be considered procedures of this type. Indeed, approximation (2) characterizes any 
iterative process in which the corrections are taken as approximate solutions of Newton equations. 
If for example an equation on the real line is solved F(x,) + G(x,)BO (n 20) and A-’ over- 
estimates the derivative x, - A-‘(F(x,,) + G(x,)) (n 20) is always larger than the corresponding 
Newton iterate. In such cases a positive correction term z,, (n 2 0) is appropriate. The points z, ED 
(n 2 0) are chosen so that iteration {xn} (n B 0) converges to x*. For A = F/(x0), G(x) = 0 (x ED), 
z, = 0 (n 20) we obtain the modified Newton’s method [3, 71. Several other choices for A are also 
possible. 
Let U(xo,R)={xEEl 111x -xoll<R}gD f or some x0 E D, R 2 0. Assume there exist: A, ,A2 E L 
(E,, E2) with A =A, + AZ, nonnegative continuous, nondecreasing functions WO, wl, ~2, w3 satisfying 
Odwl(r+q) -we(r) (420) is nondecreasing on [O,R],w,(O)= wo(0)=O, (3) 
OdWi(ql +q2)-Wi(q1)6Wi(q3+q4)-wi(q3), Wi(O>=O, i=2,3, (4) 
for Obq, 6q3, O<q2<q4, a20 such that 
]]A-‘V’(x + t(_~ -x)) - AIll a# -x011 + flly -XII> - wo(llx - xoll> + 4 (5) 
IIA-‘[G(u) - G(x) - A~(_Y - x>lII ~Wllx -xoll + lb -XII) - wz(llx -xoll) (6) 
and 
II%+1 - Znll~W3(ll~n+I -&II + II& --oil)-WII& -x011) (n>O) (7) 
for all x, y E U(xo, R), t E [0, l] and x, (n 3 0) generated by (2). 
Our Ptak-like conditions are more than general than earlier ones [l-9]. In particular in [9], they 
assumed 
IP’W - F’(Y)ll Mllx - vll>llx - Ull> (8) 
IIGW - GWII Mllx - vll>llx - YII (9) 
for all x, y E U(xo, R), where k,E are nondecreasing functions on [0, R] that vanish at the origin. 
Using conditions (8) and (9) they provided sufficient conditions (in a non-affine form) for the 
convergence of approximation (2) in the case when A = F’(xo), A2 = 0, and z, = 0 (n > 0). Let 
a = IIF’(‘(Wo) + G(xo))(I, b= IIJ”(xo)-‘I)> (10) 
and define the functions 
O(Y) = l’k(t)dt, cp(r)=a+b~‘(r-t)k(t)dt-r, $(r)=bl’“(‘)dt, (11) 
and 
x(r)= cp(r> + +(r) (O<r<R). 
Suppose that x(r) has a unique zero ro 
has a solution x* E U(xo,ro), which is 
(12) 
in the interval [0, R] and x(R) < 0. Then they showed Eq. (1) 
unique in U&O, R), and lim, _ M x, =x*. 
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Here we provide sufficient conditions for the convergence of (2) to x* using conditions (5)- 
(7). To compare our results with ones obtained in [9] we can set Az = 0, A, = F/(x0), w. = 0, a = 0, 
w,(r) = b 3 k(r). r, t = 0, z, = 0 (n bO), w3 = 0 and We = b Ji E(t) dt. The advantages of our results 
are: (1) they are given in an affine form. The advantages of results given in affine form over the 
ones given in a non-affine form have been explained in [3, 61. (2) Condition (5) is weaker than 
condition (8). (3) An example is given where our results apply, where the ones in [9] do not. 
In [5] sufficient conditions were given for the convergence of iteration 
X n+~ =Xn - 4X,)-‘(F(Xn) + G(Xn)) (n>,O) (13) 
where A(x) E L(EI ,Ez) (x E 0). The conditions used are similar to (5)-(7). Just set A, = A(x), A2 = 0, 
and z,, = 0 (n aO), in (5), (6) and (7) respectively. Results concerning iteration (2) (for z, = 0 (n 20) 
and A2 = 0) were not given in [5]. However, under the same conditions used for (13) such results 
can easily be produced. Our results will then also compare favorably due to advantages (2) and (3) 
mentioned above. 
Finally, we apply our results to solve nonlinear integral equations of Uryson type (see (27)) that 
appear in nonlinear elasticity theory [3, 71. These equations pertain to the buckling of a thin shallow 
spherical shell clamped at the end and under uniform external pressure. 
2. Convergence analysis 
Let x0(t) be such that A-’ exists. It is convenient to define the constant q by 
rl> IIA-‘(Wo) + Wo)) +z(xo)ll> 
the scalar iteration { tn} (n 2 1) by 
&? 
t n+1= 
s 
w,(z)dz+atn +wz(tn)+w3(t,,) -wo(tl)(tr,)+vl, to=% tl =r, 
0 
and the function w on [O,R] by 
w(r) = s 'WI(Z) dz + ar+WZ(Y) + w3(r) - wo(r>(r>+ r/. 0 
Then we can show the following semilocal convergence result for approximation (2). 
(14) 
(15) 
(16) 
Theorem. Let F be a Frechet-dtrerentiable operator defined on a convex subset D of a Banach 
space E, with values in a Banach space E 2, G be a continuous operator on D with values in 
E2 ,z : D -+ El be a continuous operator such that {z,,} (n 2 0) with z,, = z(x,) is null. Assume: 
(a) conditions (3)-(7) are satisjed, 
(b) the function W(Y) - r has a unique zero Y* in the interval [O,R] and 
w(R) <R; 
Then 
(17) 
(i) scalar iteration {tn} (n 20) generated by (15) is nondecreasing and converges to r*. 
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(ii) inexact Newton-like iteration {x,} (n b 0) generated by (2) is well dejned, remains in U(xO, r*) 
for all n 3 0 and converges to a solution x* E U(xo, r*) of equation F(x) + G(x) = 0, which is 
unique in U(xO,R). 
Moreover, the following error estimates hold for all n 2 0: 
lb”+1 - XnII G&+1 - tn 
and 
[Ix, - x*/I dr* - tn. 
(18) 
(19) 
Proof. (i) We first show 
tll d &I+1 (20) 
and 
t,, dR (21) 
for all n 2 0. Inequality (20) is true for n = 0 by conditions (14) and ( 15). Assume that inequality 
(20) is true for k=O, 1,2 , . . . ,n. Then by (3), (15), (20) and the induction hypothesis we get 
tk+2 - tkil = 
tr+, 
> (J 
tn 
w,(z) dz - wO(Y)(tk+l ) - WI (Z> dz - wO(q>(tk > 
0 
+a(tk+l - tk) + (w2(tk+l) - w2(tk)) + (w3(tk+l) - w3(tk))>o, 
which shows (20) for all II 20. Moreover by (15), inequality (2 1) is true for n = 0,l. Assume that 
inequality (2 1) is true for k = 0, 1,2,. . . , n. Then by the induction hypothesis, and (15)-( 17) we get 
I 
R 
tkfl < w,(z)dz + aR + 3(R) + wj(R) - wo(rj)R=w(R)<R, 
0 
which shows (21) for all II > 0. It now follows that the scalar sequence { tn} (n 2 0) is monotonically 
increasing and bounded above by R and as such it converges to some r** E [0, R]. By hypothesis 
(6) we conclude r** = r*. 
(ii) We must show (18) for all n 2 0. By the initial conditions (14) and (15), inequality (18) is 
true for n=O. Assume (18) holds for k=0,1,2,...,n. Then by (2) we have 
II xk+2 - xk+lII = IIA-‘[F(&+,) + G&+1) + AZk+l]ll (22) 
and 
F&+1) + G(Xk+l) +AZk+, = [F(Xk+,) -F(4) -A~(xk+l -xk)] 
+ [G(Xk+l) - G(Q) - A2(Xk+l - xk)] + hZk+l - zk). (23) 
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Using (3)-(7), (22) and (23) we obtain in turn 
JIG+2 - Xkfl II G 
s 
‘bb(llXk - %I( + tll xk+~ --~klI)-wdII~k -~oII)1IIx~+~ --~klldt 
0 
++k+l - Xkll + WZ(lIXk - xoll + IIxk+l - Xkll> - W(IIXk - xoll> 
+w3(11xk+l _Xkll + IlXk -x011> - Wll~k - xoll) 
+a(tk+, - tk) + w2(tk - 6) + tk+l - tk) - w2(tk - to) + w3(tk+l - tk + tk - to) 
-w3(tk - to) 
s Ii+1 d W,(Z) dz - wO(tk)(tk+l - tk) + a(tk+l - tk) + W2(tk+l) - w2(tk) Ii 
+w3(fk+l) - w3ttk) 
s 
4 + I 
< ‘+‘I+) dz + afk+l + W2(tk+l) + W3(tk+l) - wO(ff)(tk+l ) 
0 
- 
V 
” w(z)dz + Etk + w2(tk) + w3(fk) - wO(q)(tk) =tk+2 - fk+l, 
0 1 
which shows (18) for all II B 0. 
It now follows from (18) that iteration {xn} (n 2 0) is a Cauchy sequence in a Banach space El 
and as such it converges to some point x* E U(xo, r*) (since U(xo, r*) is a closed set). By letting 
n -+ cc in (2), using the continuity of F, G and the hypothesis that the sequence {zn} (n 20) is 
null we conclude that F(x* ) + G(x* ) = 0. That is x* is a solution of Eq. (1). To show uniqueness, 
assume that there exists a solution y* E U(xo, R) of Eq. (1). Let us define the iterations 
s n+~ =w(s,) (n20), so=R (24) 
and 
Y,,+I = yn - A-‘V’(yn) + WY,,)) - %,, 2, =4x,) (n>O>, YO =Y*. (25) 
As in (i) we can show that iteration {s,} (n 2 0) is monotonically decreasing and converges to r*. 
We will show by induction on the integer n that 
IlYn -4 d% - tn (n>O>. (26) 
For n = 0, (26) becomes JJyo -x011 <R - 0 = R which is true. Assume (26) holds for k = 0, 1,2,. . . , n, 
then by (3)-(7), (2) and (25) we obtain 
IlYk+l - xk+lI( = ((A-l[h(Xk - Yk) + (F(yk) - F(Xk)) + (G(Y/c) - G&c) 
-A2(yk -xk) +‘@k - zk)lll 
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+4ly/c --x/rll +Jdllxk -%I1 + IlYk -4) - W(lIXk -xoll> 
+~dllYk -&II + II% - xoll) - w(lIRf - xoll> 
< s o’[wl((tx - to) + 4~ - t/s)) - WO(G - to)l(sk - hc)dt + Q/z - h) 
+wz(tk - to + (Sk - tk)) - w2(4 - to) + w3(sk - tk + tk - to) - w3(tk - to) 
I 
SA 
= WI(~) dz - wO(tk)(sk - tk) + a(sk - tk) + wZ@k) - wZ(tk) 
fh 
+w36k) - w3(tk ) 
[I Sk < w(z)dz - wO(q)sk + ask + w2@k) + w3@k) 0 1 
[J t!? - W,(Z) dz - %(q)tk + xtk + w3(tk) 0 I 
= w(sk) - w(tk) = Sk+1 - tk+l, 
which shows (26) for all n 20. It follows from (26) that Ily* -x* II bs, - t,,, and by letting II -+ 00, 
we conclude x* = y*. 
That completes the proof of the theorem. 0 
The following result follows immediately from the contraction mapping principle [3, 71. 
Proposition. Let F be as in the Theorem, G = 0 on D, z be d@erentiable on D and assume A-’ 
exists. Let 
8 = 1s~;0 111 - A-IF’(x) - z’(x)11 < 1 
where Do = U(xo, rl ) C D and rl = q/( 1 - 0). Then Eq. (1) has a unique solution x* in U(xo, rl ). 
Moreover iteration {x,,} (n > 0) generated by (2) is well de3ned, remains in U(x0, rI ) for all n > 0 
and converges to x*. Furthermore, the following error bounds hold for all n 2 1: 
II& - x* ll d &jllx,_-xn-,IlG&llx, -xoll=~. 
We now provide an application for our theorem. 
Example. Let El = E2 = D = C = C[O, 11, the space of continuous functions on [0, l] equipped with 
the sup-norm. For simplicity, set G(x) = 0, z(x) = 0 (x E E, ) in (1) and (2). Consider the nonlinear 
integral equation of Uryson type given by 
Ftx)tt)=x(t) - 1’ ptt,s,x(s))ds. (27) 
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Let x0 = 0 and A = F’(0). Suppose p(t,~, U) = pi(t)p2(~)p3(~) with two continuous functions pl, p2 
and p3 E C2. Setting 
1X i .I 
I 1 
o pdS)dS, 6= 
s 
o ia( ds, 
using [ 1, p. 2781, (8) and (lo), we get 
(28) 
k(r) = IlPl IIC .Y. ,,“,y;, IIPiw9 
yp3(o) IlPl IIC a = 1 - 6pi(O) 
and 
b= l+ 1 - 6&(O) ypxo) IlPl IIC, 
(29) 
(30) 
(31) 
provided that 
6pi(O)< 1. (32) 
Choose: p,(s) = l/(s+ l)Jst’i, p2(s) = pm, fi = 3/20(2&-- 1) and p3(s) = ti. Then by (28) 
we get 
y=!fi(2fi- 1) and 6=/?ln2. 
Condition (32) becomes 
6pi(O) = pln2 = 0.5686421< 1, 
which is true. Moreover by (29)-(31), and the above values we get 
2/3(2Jz - 1) 
‘= 3(1 - pln2)’ 
b=l + 2fi(2fi- ‘> 
3(1 - filn2) 
and 
k(r) = Ae’. 
By (1 1 ), (12), and the above values we get 
x(r) = 0.1106029e’ - 1.1106029r - 0.0045736. 
It is simple calculus to show that minrElO,+ooj x(r)= x(O) = 0.1060293 > 0, x is increasing on 
[2.306712, +oo) and decreasing on [0, 2.3067121. Proposition 2 in [9, p. 6741 fails to apply since 
x(r) has no zero r. in the interval [O,R] and X(R) >0 for all R E [0, +co). However, our theorem 
with the choices given in the introduction above the listing of the advantages can apply. 
Indeed, by setting 
j(r) = W(T) - r, (33) 
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using ( 16) and the above values we get k(r) = &, and 
j(r) = 0.1106029~~ - 2r + 0.2 120586. 
Hypothesis (6) of our theorem is now satisfied if we set 
r* = 0.1066586 and R = 17.97605. 
Hence, according to our theorem iteration (2) converges to a solution x* E U(O,r*) of equation 
F(x)(t) = 0, where F is given by (27). Moreover, x * is the unique solution of the same equation in 
U(0, R). Furthermore, estimates (18) and (19) hold in this case for all n 2 0. 
Remark 1. Using the choices of the w-functions used in the example we see that @r)<k(r) for 
r E [0, R] which by ( 12) and (32) implies 
j(r)dX(r) for all r E [O,R]. 
If x(R) 60 then j(R) < 0 also. This means that whenever Proposition 2 in [9, p. 6741 applies so 
does our theorem. The converse is not true as we showed in the above example. 
Remark 2. Assume that the k-functions in Remark 1 are constants (Lipschitz) denoted by k and k 
respectively. The Newton-Kantorovich conditions in this case become 
Since in general k < k if the second inequality is satisfied so does the first but not vice versa. That 
means that our conditions are weaker than the corresponding ones in Theorems l-4 (1 .XVIII) of 
[71- 
Finally, we note that similar favorable comparisons can be made between our Proposition and the 
earlier results mentioned above. We leave the details to the motivated reader. 
3. Conclusion 
A semilocal convergence theorem is given for a certain class of inexact Newton-like methods. In 
cases of convergence these methods approximate a locally unique solution of a nonlinear equation 
containing a nondifferentiable term. We use the inverse of the same linear operator at every step. 
Our Ptak-like conditions on the one hand generalize earlier ones and on the other hand they are 
used to show convergence under weaker and easier to verify conditions. Moreover, we show that 
our results apply whenever others do not but not vice versa. Finally, our results apply to solve a 
nonlinear integral equation from nonlinear elasticity theory. This equation pertains to the buckling 
of a thin shallow spherical shell clamped at the edge and under uniform external pressure. Relevant 
work can be found especially in [l, 2, 5, 8, 93. 
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