In this letter, we propose a novel technique for obtaining scattering components from Polarimetric Synthetic Aperture Radar (PolSAR) data using the geodesic distance on the unit sphere. This geodesic distance is obtained between an elementary target and the observed Kennaugh matrix, and it is further utilized to compute a similarity measure between scattering mechanisms. The normalized similarity measure for each elementary target is then modulated with the total scattering power (Span). This measure is used to categorize pixels into three categories i.e.
process. However, there has been growing interest in the classification of PolSAR images using a hybrid approach: statistical analysis combined with target scattering properties.
Kong et al. [2] first proposed a maximum-likelihood (ML) classification with a probabilistic distance measure based on the Gaussian distribution, while Lee et al. [3] proposed ML classification based on the complex Wishart distribution. Ferro-Famil et al. [4] extended it to multi-frequency PolSAR data, and Frery et al. [5] incorporated spatial evidence. Formont et al. proposed a classification procedure of PolSAR data in heterogeneous clutter based on the Spherically Invariant Random Vector (SIRV) model [6] . In [7] , [8] Horta et al. and Fernández-Michelli et al. respectively proposed classification of PolSAR images using a mixture of G 0 P while Doulgeris proposed a classification based on the U d distribution [9] .
van Zyl [10] proposed a simple unsupervised classification scheme which compares scattering mechanisms of a pixel with elementary scattering such as even-bounce, odd-bounce and diffused. Cloude and Pottier [11] used an eigenvalue-eigenvector decomposition of the coherency matrix to obtain the scattering entropy (H) and mean the scattering type (α), which are then used to segment a PolSAR image into eight clusters. Subsequently, in [12] the segmentation was extended into sixteen clusters by adding the anisotropy A. Following this, several methods have been developed which utilize additional polarimetric parameters and similarity measures to improve the classification accuracy [13] [14] [15] .
In the context of a hybrid approach for unsupervised PolSAR image classification, the method proposed by Lee et al. [1] , utilizing the Freeman-Durden scattering power decomposition (FDD) [16] is widely used. In this method, a pixel is categorized into three scattering categories: odd-bounce, double-bounce and volume obtained from the FDD. Scattering purity is conserved while clustering pixels within each category, and finally an iterative Wishart classification scheme is applied. In subsequent studies, the FDD was replaced by other model-based scattering power decomposition methods. These methods try to circumvent the problem of overestimating the volume scattering power.
However, most of these methods have high implementation and computational complexity [17] .
In this letter, a novel technique is proposed to obtain scattering components from PolSAR data using a geodesic distance on the unit sphere [18] . This geodesic distance is obtained between an elementary target and the observed Kennaugh matrix. It is further utilized to compute a similarity measure between scattering mechanisms. The normalized similarity measure for each elementary target is then modulated with the total scattering power (Span) to obtain individual canonical scattering components. These scattering components are useful in labeling the pixels into three categories: odd-bounce, double-bounce and volume, depending on the dominant scattering mechanism.
Then, the maximum likelihood classifier of Lee et al. [1] based on the complex Wishart distribution is iteratively used for each category. Dominant scattering mechanisms are, hence, preserved in this classification scheme. Several advantages of the proposed method to compute the scattering component similarity, are highlighted in this work. 
where each element is a complex quantity: the amplitude and the phase of the scattered electromagnetic (EM) signal.
For a monostatic radar, S is assumed to be symmetric, i.e. S HV = S VH . The Pauli vector is an equivalent form of representing the same information as the Sinclair matrix and is defined as k =
where the superscript T denotes transposition. Other special matrices in PolSAR theory are derived from S. The coherency matrix T is an incoherent measurement obtained by the process of multi-looking:
where superscript * denotes the complex conjugate, and L is the number of looks. By definition, the coherency matrix is Hermitian.
The 4 × 4 real symmetric Kennaugh matrix in monostatic configured PolSAR conveys the information about the transformation of incident and received Stokes vector. For the coherent case, the matrix K can be obtained from S in the following manner [19] :
where ⊗ is the Kronecker product, and j = √ −1. Alternatively the Kennaugh matrix for the incoherent case can be obtained from the coherency matrix T as follows [19] :
The Kennaugh matrix is real, simple to handle in terms of computation, and it preserves the backscattering information.
One way of measuring similarity between two Kennaugh matrices utilizes the concept of a geodesic distance.
For better contextual understanding the geodesic distance will always refer to the shortest distance on a unit December 4, 2017 DRAFT sphere, though it has a much wider connotation [20] . The unit sphere centered at the origin is the locus of points equidistant from the origin with the Euclidean distance equal to unity, i.e. the set
The geodesic distance, denoted as GD, between two points A = (a 1 , a 2 . . . , a N ) and B = (b 1 , b 2 , . . . , b N ) on a unit sphere is given by [18] :
Ratha et al. [18] discussed the use of geodesic distances between Kennaugh matrices, similarly to (5), by means of
where Tr is the trace operator. The factor 2/π makes the GD for Kennaugh matrices range between [0, 1]. With this, the distance between Kennaugh matrices is synonymous with the geodesic distance between their projections on the unit sphere in the appropriate dimension (N = 16).
This distance is ideal for characterizing target scattering mechanisms. It is invariant under arbitrary scaling of the Kennaugh matrices, i.e. GD( This similarity measure is useful for comparing the observed Kennaugh matrix with the one corresponding to a known canonical target. Lee et al. [1] used FDD powers to obtain the dominant canonical scattering mechanism from the three-component FDD. The same can be achieved by using the similarity measure proposed in this work.
While using a particular decomposition restricts the number of canonical scattering mechanisms considered, the similarity approach allows for any number of desired canonical targets for comparison. Furthermore, on the one hand, the presence of negative power pixels, which is an undesirable phenomenon, occurs in most model based decompositions including the FDD. On the other hand, scattering components using the similarity approach are always non-negative. Hence, using these components instead of the FDD powers as in [1] , is a viable option for further study and analysis.
B. Normalized Scattering Similarity Measure
The odd-bounce scattering which mainly includes the Bragg scattering from the bare ground or the sea surface is modeled using a trihedral corner reflector, and the double-bounce scattering component is modeled by using a dihedral corner reflector. The volume scattering component in this study is modeled as a cloud of uniformly distributed randomly oriented dipole scatterers. This volume scattering model is also used in FDD. The corresponding Kennaugh December 4, 2017 DRAFT matrices for the two elementary scatterers, trihedral (K a ), dihedral (K b ) and the random volume (K rv ) are:
The similarity measure between an elementary target and the observed Kennaugh matrix is computed from the geodesic distance as,
γ i is the normalized similarity with i ∈ {a, b, rv} corresponding to a particular reference target.
The normalized similarity measure is then modulated with the Span to make it comparable with FDD scattering powers. Thus, the input w i corresponding to each target i, trihedral, dihedral and random volume, is given as:
, where the first element of the Kennaugh matrix is k 11 = Span/2. In the following, we compare the results of an unsupervised classification scheme using w i , i.e. a target corresponding to trihedral, dihedral and random volume, instead of the FDD three component scattering powers as inputs.
C. Unsupervised Classification
The unsupervised classification scheme of Lee et al. [1] is followed in this work while replacing the FDD powers with the inputs w i derived in the previous section. The classification steps are summarized as follows:
Preprocessing: The coherency matrix obtained from PolSAR data is compensated for orientation [21] and subsequently speckle filtered. The inputs w a , w b and w rv are computed for each pixel. An individual pixel is categorized as a (trihedral), b (dihedral) and rv (random volume) depending upon its maximum similarity to a target (i.e. max i∈{a,b,rv} (w i )). Each category is then further divided into thirty clusters.
Cluster Merging: This process is based on estimating the inter-cluster Wishart distance [1] between averaged covariance matrices corresponding to the clusters. This merging is restricted to clusters within the same category a, b or rv, thus preserving the dominant scattering mechanism. The size of the classes is not allowed to exceed
where N is the total number of pixels in each scattering category and N d is the final number of desired classes.
Wishart Classification: By defining the averaged covariance matrix for each class as its center, the Wishart classification is applied iteratively to all the pixels within each category.
Output map: The Wishart classifier is applied iteratively for a pre-defined number of iterations for convergence while maintaining homogeneity in the classes. We use the standard color convention used in PolSAR for different kinds of scattering: shades of blue are used for trihedral category classes, while red and green are reserved for classes within the dihedral and random volume categories, respectively.
D. Mixed Category
The above classification scheme works best if the categorization at the onset is unambiguous. However, there are instances of mixed pixels for which the values of w i are nearly equal. In such situation, a mixed category pixel is defined as,
where the threshold C is set at 0.5. This definition of mixed pixel is similar to the one described in [1] using the FDD scattering powers. The unsupervised classification is performed as described in section II-C. However, a mixed pixel is allowed to change its category during the Wishart classification stage.
III. RESULTS AND DISCUSSION
We have used a 4-look AIRSAR L-band PolSAR data over San Francisco, the USA, with 12 m ground resolution with the incidence angle ranging from 5 values are high, in the range of (0.6, 1) on water and urban areas respectively. However, to the bottom left corner of the image (on water), f a ranges from (0.5, 0.6).
Interestingly, we observe that f rv values are higher over the water surface (0.6, 0.7), even if the f a values are close to 1. This is due to the fact that GD(K a , K rv ) ≈ 0.4 whereas GD(K a , K b ) = 1. Thus, the Kennaugh matrix structure corresponding to a trihedral target is closer to that of a random volume in comparison to a Kennaugh matrix for a dihedral target under the GD formulation. It can be noticed that the value of f a is high (0.6, 0.9) at the top left corner of the image shown in Fig. 1b . The surface scattering is dominant due to high topographic relief with a steep incidence angle of the mountain walls facing the radar. In FDD, the volume scattering power is computed first, only then the residual power from the Span is redistributed to the canonical scattering mechanisms (odd-bounce and double-bounce). This induces a bias for the volume scattering which could lead to an erroneous classification. Contrarily, the GD weights (w i ) are computed simultaneously for all the scattering mechanisms (i.e., odd-bounce, double-bounce and random volume). Hence, this restricts the overestimation of the volume scattering component. The classification results are comparable for the both the methodologies on the water surface, forest, and parks. In Fig. 3d , the vegetation areas are clearly segregated from the surrounding urban area. For example, the forest area C is correctly characterized by high values of (f rv ). Similarly to the San-Francisco image, the f rv values are moderately high (≈ 0.7) over the water surface.
Figs. 4a and 4b show the results of the unsupervised classification using, respectively, FDD scattering powers and classification results by both the methods. 
IV. CONCLUSION
It has been observed that the proposed classification scheme performs better than the FD-Wishart for urban areas. Moreover, proper segregation of different scattering regions over the ocean surface is observed with it. The utilization of the Kennaugh matrix in the proposed methodology makes it suitable for both coherent and incoherent PolSAR datasets. The methodology can be easily extended to more canonical targets. The volume scattering model can be modified from random volume to more advanced models available in the PolSAR literature. The GD may be utilized to replace distances used in classification/clustering algorithms. Naranjo-Torres et al. [22] discuss a methodology for transforming geodesic distances into test statistics with known asymptotic distribution. This opens a promising avenue for the use of such measures.
