Abstract. We introduce a new family of superalgebras − → B r,s for r, s ≥ 0 such that r + s > 0, which we call the walled Brauer superalgebras, and prove the mixed ScurWeyl-Sergeev duality for queer Lie superalgebras. More precisely, let q(n) be the queer Lie superalgebra, V = C n|n the natural representation of q(n) and W the dual of V.
Introduction
The general linear group GL n (C) of n × n invertible complex matrices acts on V = C n by matrix multiplication. It is easy to see that the diagonal action of GL n (C) is welldefined on the k-fold tensor space V ⊗k . On the other hand, the symmetric group Σ k acts on V ⊗k by place permutation. Clearly, these actions commute with each other. Moreover, Schur proved that, if n ≥ k, then these two group actions generate the full centralizer of each other [12, 13] . This celebrated result, often referred to as the Schur-Weyl duality, connects the representation theories of GL n (C) and Σ k in a fundamental way.
There are several generalizations of the Schur-Weyl duality. For example, consider the mixed tensor space V ⊗r ⊗ W ⊗s , where V = C n is the natural representation of GL n (C) and W = V * is its dual. The vector spaces W ⊗s and V ⊗r ⊗ W ⊗s inherit GL n (C)-module structures in a natural way. To describe the centralizer algebra End GLn(C) (V ⊗r ⊗ W ⊗s ), Koike and Turaev independently introduced the notion of walled Brauer algebra B r,s (n) [7, 16] . (See also [1] .) As is the case with the pair GL n (C) and Σ k , the actions of GL n (C) and B r,s (n) on the mixed tensor space V ⊗r ⊗ W s generate the full centralizers of each other whenever n ≥ r + s. It is called the mixed Schur-Weyl duality.
On the other hand, in [15] , Sergeev considered the queer Lie superalgebra q(n) and its natural representation V = C n|n . To describe the supercentralizer algebra End q(n) (V ⊗k ), Sergeev introduced a super-extension of the symmetric group Σ k , denoted by Ser k , and showed that Ser k is isomorphic to End q(n) (V ⊗k ) whenever n ≥ k. Moreover, he obtained a decomposition of V ⊗k into a direct sum of irreducible (q(n), Ser k )-bimodules. The superalgebra Ser k is called the Sergeev superalgebra and the duality thus obtained is called the Schur-Weyl-Sergeev duality. (See [8, Section 13] for more details.)
In this paper, we prove the mixed Schur-Weyl-Sergeev duality for the action of q(n) on the mixed tensor space V ⊗r ⊗ W ⊗s , where V = C n|n is the natural representation of q(n) and W = V * is the dual of V. To prove our main result, we first construct a new diagrammatic realization of Ser k , denoted by − → D k , which has a basis consisting of k-superdiagrams. A k-superdiagram is a diagram with k-vertices on its top and bottom row and the k edges connecting vertices such that each vertex on the top row is connected to exactly one vertex in the bottom row and each edge may (or may not) be marked. The multiplication on − → D k is defined by marked concatenation of diagrams with sign. We show that the superalgebra − → D k is isomorphic to Ser k , the supercentralizer algebra End q(n) (V ⊗k ) (Theorem 2.2).
Next, we move on to define the walled Brauer superalgebra − → B r,s with a basis consisting of (r, s)-superdiagrams. An (r, s)-superdiagram is a diagram with (r + s) vertices on the top and bottom row, the edges connecting vertices, and a vertical wall separating the r-th and (r + 1)-th vertices in each row. Each vertex must be connected to exactly one other vertex, and each edge may (or may not) be marked. In addition, each vertical edge cannot cross the wall and each horizontal edge should cross the wall. There is a natural action of each (r, s)-superdiagram on the mixed tensor space V ⊗r ⊗ W ⊗s .
As a superspace, we show that − → B r,s is isomorphic to the supercentralizer algebra End q(n) (V ⊗r ⊗ W ⊗s ) whenever n ≥ r + s. We give an explicit description of this linear isomorphism in Section 3. We define a multiplication on − → B r,s by marked concatenation of diagrams with sign such that the product is zero whenever we get a loop in the middle row. Thus − → B r,s becomes a superalgebra. It is easy to see that the even part of − → B r,s contains the walled Brauer algebra B r,s (0) as a subalgebra. Our main result shows that the walled Brauer superalgebra − → B r,s is isomorphic to the supercentralizer algebra End q(n) (V ⊗r ⊗ W ⊗s ) op whenever n ≥ r + s (Theorem 4.5). We also give a presentation of − → B r,s in terms of generators and relations (Theorem 5.1).
This paper is organized as follows. In Section 1, we briefly recall the basic properties of Sergeev superalgebras. In Section 2, we construct a diagrammatic realization of Sergeev superalgebras. In Section 3, we define the superspace − → B r,s with a basis consisting of (r, s)-superdiagrams and describe the natural action of − → B r,s on V ⊗r ⊗ W ⊗s . Moreover, we show that there is a linear isomorphism between − → B r,s and End q(n) (V ⊗r ⊗ W ⊗s ) whenever n ≥ r + s. In Section 4, we define a multiplication on − → B r,s and prove our main result: the superalgebra − → B r,s is isomorphic to the supercentralizer algebra End q(n) (V ⊗r ⊗W ⊗s ) op whenever n ≥ r + s. Finally, in Section 5, we give a set of generators and defining relations for the walled Brauer superalgebra − → B r,s .
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The Sergeev superalgebras
In this paper, we will follow the notations in [8, Section 12] for the super-objects: superspaces, tensor product of superspaces, superalgebras, supermodules, superalgebra homomorphisms, supermodule homomorphisms, etc. We will also consider non-associative superalgebras.
The ground field in this paper will be C, the field of complex numbers. We denote by Z ≥0 the set of nonnegative integers and set Z 2 = Z/2Z. For a homogeneous element v in a superspace V = V 0 ⊕ V 1 , we write |v| ∈ Z 2 for its degree.
Let Σ k be the symmetric group of k letters which is generated by the transpositions s 1 , . . . , s k−1 . Definition 1.1. The Sergeev superalgebra Ser k is the associative superalgebra generated by s 1 , . . . , s k−1 and c 1 , . . . , c k with the following defining relations (for admissible i, j): The generators s 1 , . . . , s k−1 are regarded as even and c 1 , . . . , c k are odd. The subalgebra generated by s 1 , . . . , s k−1 is isomorphic to the group algebra CΣ k of Σ k and the subalgebra generated by c 1 , . . . , c k is isomorphic to the Clifford superalgebra Cl k . Note that Ser k is isomorphic to the superalegbra CΣ k ⋉ Cl k , which is CΣ k ⊗ Cl k as a superspace with the multiplication given by (σ ⊗ c i 1 · · · c i ℓ )(τ ⊗ c j 1 · · · c jm ) = στ ⊗ c τ −1 (i 1 ) · · · c τ −1 (i ℓ ) c j 1 · · · c jm for 1 ≤ i s , j t ≤ k.
Let V = C n|n be the superspace with V 0 = C n and V 1 = C n . Choose a basis B 0 = {v 1 , . . . , v n } (resp. B 1 = {v 1 , . . . , v n }) of V 0 (resp. V 1 ). We write |i| := |v i | ∈ Z 2 for i = 1, . . . , n, 1, . . . , n. Define an odd operator P : V → V by 
. , n).
Recall that the superbracket on End C (V) is given by [f, g] = f g − (−1) |f ||g| gf for homogeneous elements f, g ∈ End C (V). Define
Note that it is closed under the superbracket. We call q(n) the queer Lie superalgebra.
With respect to the basis B = B 0 ⊔ B 1 , we have P = 0 I −I 0 and the queer Lie superalgebra q(n) can be expressed in the matrix form q(n) = A B B A A, B are arbitrary n × n complex matrices .
There is a natural action of q(n) on V by matrix multiplication, which extends to an action on the k-fold tensor product V ⊗k ; i.e.,
where the elements g ∈ q(n) and w j ∈ V (j = 1, · · · , k) are all homogeneous. There is also a natural (right) action of the Sergeev superalgebra Ser k on V ⊗k [15] . Let w j be the homogeneous element in V. The s j 's act on V ⊗k by graded place permutation:
(w 1 ⊗ · · · ⊗ w k ) · s j = (−1) |w j ||w j+1 | w 1 ⊗ · · · ⊗ w j−1 ⊗ w j+1 ⊗ w j ⊗ w j+2 ⊗ · · · ⊗ w k .
The action of c j 's on V ⊗k is defined as follows:
(w 1 ⊗ · · · ⊗ w k ) · c j = (−1) |w 1 |+···+|w j−1 | w 1 ⊗ · · · ⊗ w j−1 ⊗ P (w j ) ⊗ w j+1 ⊗ · · · ⊗ w k ,
where P is defined in (1.4) . It is easy to check that the actions of s i and c j (i = 1, . . . , k − 1, j = 1, · · · , k) give rise to an action of the Sergeev superalgebra Ser k on V ⊗k . Thus we obtain an algebra homomorphism
Since Ser k acts on V ⊗k from the right, we consider the opposite algebra End C (V ⊗k ) op . Let End q(n) (V ⊗k ) be the supercentralizer algebra of the q(n)-action on V ⊗k . Then we have End q(n) (V ⊗k ) = End q(n) (
where
for all homogeneous elements g ∈ q(n) and w ∈ V ⊗k }.
In [15] , Sergeev proved the following fundamental theorem, the Schur-Weyl-Sergeev duality.
Theorem 1.2. [15, Theorem 3,4]
(a) The actions of q(n) and Ser k on V ⊗k supercommute with each other; i.e., the image of Φ k is in End q(n) (V ⊗k ).
(b) The superalgebra homomorphism Φ k : Ser k −→ End q(n) (V ⊗k ) op is surjective.
(c) If n ≥ k, Φ k is an isomorphism.
Diagrammatic realization of Sergeev superalgebras
In this section, we construct a new diagrammatic realization of Sergeev superalgebras. A k-superdiagram is defined to be a diagram consisting of k vertices on its top and bottom row together with k edges such that each vertex on the top row must be connected to exactly one vertex on the bottom row and each edge may (or may not) be marked. We . We number the vertices in each row of a k-superdiagram from left to right with 1, 2, . . . , k. In Figure 1 , d is an example of a 5-superdiagram.
As usual, we can identify τ ∈ Σ k with its permutation diagram, the diagram with k vertices on the top and bottom row and k normal vertical edges connecting the i-th vertex on the top row to the τ (i)-th vertex (from left) on the bottom row for each 1 ≤ i ≤ k. The k-superdiagram which has even (respectively, odd) number of marked edges is regarded as even (respectively, odd). Let − → D k be the superspace with a basis consisting of k-superdiagrams. The k-superdiagrams without marked edges form a basis of CΣ k . Now we define a multiplication on − → D k in two steps. For example, if 
.
Step 2: 
Suppose that the smallest entry in this sequence appears i times, and the next smallest one appears j times, etc. We replace the i occurrences of the smallest entry by 1, 2, · · · , i from left to right, the j occurrences of the next smallest entry by i + 1, . . . , i + j from left to right, etc. We denote by a d 2 ) be the length of the above permutation.
We now define the multiplication on
The number
Example 2.1. In the above example, we have ρ(
If d 1 has i marked edges and d 2 has j marked edges, then the number of the marked
is a superalgebra (which may not be associative at this point). The identity element in − → D k is the diagram such that each vertex on the top row is connected with the corresponding vertex on the bottom row by the normal edge.
Let d be a k-superdiagram. If we forget the marks on d, we get a permutation, say, σ. By reading the vertices at the top of marked edges from left to right, we obtain a sequence Figure 1 , we obtain
Recall that the Sergeev superalgebra Ser k has a basis
Therefore we get a linear map
where σ and i 1 , . . . , i m are defined above. Since dim
We would like to stress that, for instance, the 5 
corre-
sponds to an element c 1 c 2 ∈ Ser 5 , not c 2 c 1 .
We now prove the main result of this section which gives a diagrammatic realization of the Sergeev superalgebra Ser k . Theorem 2.2. The linear map φ k preserves the multiplication:
Hence − → D k is isomorphic to Ser k as an associative superalgebra.
We rearrange c τ −1 (i 1 ) · · · c τ −1 (ip) c j 1 · · · c jq to obtain an element of the form (2.2). Since
where x is the number of pairs with the same entries in τ −1 (i 1 ) · · · τ −1 (i p )j 1 · · · j q and y is the smallest number of transpositions that needed to rearrange
in order from the smallest one to the biggest one (from left to right). We observe
Remark 2.3. There have been a lot of works done on diagram algebras with marked edges or marked vertices (see, for example, [2, 5, 10, 11] ). This work is different from those in that we deal with superalgebras.
Still, we will give a direct proof of this fact because it will serve as a guideline for the proof of our main theorem in Section 4.
We define a (right) action of each k-superdiagram on V ⊗k as follows. Let I := {1, . . . , n, 1, . . . , n} and i := (i 1 , . . . , i k ) ∈ I k . Define |i| := 0 if i ∈ {1, . . . , n} and |i| := 1 if i ∈ {1, . . . , n}. 
where the notations are explained below:
(1) The first product is taken over all edges e in i d j . For each normal edge e with labels i and j at the end points, let δ e = δ i,j . We define δ e = δ i,j for each marked edge e with label i at the bottom vertex and j at the top vertex. Figure 1 is consistently labeled and has wt( i d j ) = −1 for n = 2: 
Proof. We observe that the action Φ k of the k-superdiagram without marked edges is the same as the action Φ k of the corresponding permutation on V ⊗k . Assume that d ∈ − → D k has some marked edges. If we forget the marks on d, we obtain a permutation σ. Read the top vertices of the marked edges from left to right to obtain a sequence
which yields the desired result.
Therefore, the map Φ k provides a well-defined (right) action of − → D k on V ⊗k . Note that the action of the k-superdiagram without marked edges (i.e., permutation diagram) on V ⊗k is given by graded place permutation. Moreover, we have:
(a) The actions of − → D k and q(n) on V ⊗k supercommute with each other.
Proof. Because φ k is an even homomorphism, we deduce (a) from Theorem 1.2 and Lemma 2.5. The assertions (b) and (c) follow from Theorem 1.2 and Lemma 2.5 immediately.
The walled Brauer superalgebras
In this section, we will introduce a new family of superspaces − → B r,s with a basis consisting of (r, s)-superdiagrams. We will also describe the natural (right) action of − → B r,s on V ⊗r ⊗ W ⊗s and show that it defines a linear isomorphism between − → B r,s and End q(n) (V ⊗r ⊗W ⊗s ) whenever n ≥ r + s. Here, V = C n|n is the natural representation of q(n) and W = V * is its dual.
To begin with, we explain the q(n)-supermodule structure on the mixed tensor space V ⊗r ⊗ W ⊗s . Fix r, s ∈ Z ≥0 such that r + s > 0. Let I = {1, . . . , n, 1, . . . , n}. Recall that we fix a basis B = {v 1 , . . . , v n , v 1 , . . . , v n } of V. Let us denote its dual basis by B * = {w 1 , . . . , w n , w 1 , . . . , w n } of W such that w i (v j ) = δ i,j for i, j ∈ I. The universal enveloping algebra U (q(n)) is a Hopf superalgebra with the comultiplication ∆ and the antipode S given by
for homogeneous elements g ∈ q(n), w ∈ W and v ∈ V. Let E i,j be the n × n matrix having 1 at the (i, j)-entry and 0 elsewhere. We define
We obtain the formulae
for all i ∈ {1, . . . , n} and j, k ∈ I. Using the comultiplication ∆, we give a q(n)-supermodule structure to the mixed tensor space V ⊗r ⊗W ⊗s . Let us denote this action by
Now we construct a combinatorial model for End q(n) (V ⊗r ⊗W ⊗s ). An (r, s)-superdiagram is a diagram with (r + s) vertices on the top and bottom rows, and a vertical wall separating the r-th and (r + 1)-th vertices (from left) in each row. Each vertex must be connected to exactly one other vertex and each edge may (or may not) be marked. In addition, we require that each vertical edge cannot cross the wall and each horizontal edge should cross the wall. We number the vertices in each row of an (r, s)-superdiagram from left to right with 1, 2, . . . , r + s. The examples of (3, 2)-superdiagrams are given in Figure 2 : The (r, s)-superdiagram which has even (respectively, odd) number of marked edges is regarded as even (respectively, odd).
Let − → B r,s be the superspace with a basis consisting of (r, s)-superdiagrams. The (r, s)-superdiagrams without marked edges form a basis of the walled Brauer algebra B r,s (δ) (δ ∈ C) (See, for example, [1, 3, 4, 9, 14] ).
From an (r + s)-superdiagram in − → D r+s , we obtain an (r, s)-superdiagram by adding the wall between the rth and (r + 1)th vertices and interchanging the vertices on the top row with the vertices on the bottom row on the right side of the wall without disconnecting any of the edges and changing the mark of the edges. We denote this map by flip : 
It is clear that the map flip is a bijection, which implies dim
As we did for − → D k on V ⊗k in Section 2, we will define a (right) action of each (r, s)-superdiagram in − → B r,s on the mixed tensor space V ⊗r ⊗ W ⊗s . In this section, we will define a linear map Ψ r,s from − → B r,s to End q(n) (V ⊗r ⊗ W ⊗s ) and will complete the job in Section 4 by showing that Ψ r,s is a superalgebra homomorphism.
Given 
(1) The first product is taken over all edges e in i d j . For each normal (vertical or horizontal) edge e with label i and j at the end points, let δ e = δ i,j . We define δ e = δ i,j for each marked vertical edge e with label i at the bottom vertex and j at the top vertex, or for each marked horizontal edge e with label i at the left vertex and j at the right vertex. (2) The second product is taken over all (normal or marked) horizontal edges h on the bottom row in i d j . For each (normal or marked) horizontal edge h on the bottom row with label j at the right vertex of the edge, we define |h| = |j|. (i) Read the left vertices of the marked horizontal edges on the bottom row in order from left to right. Then we obtain a sequence a 1 · · · a p for 1 ≤ a 1 < · · · < a p ≤ r. Let each marked edge be e i . We define
(ii) Read the top vertices of the marked vertical edges and the left vertices of the marked horizontal edges on the top row in order from left to right. Then we obtain a sequence
If wt( i d j ) = 0, we say that i d j is consistently labeled. Figure 3 has The above procedure provides a linear map Ψ r,s from − → B r,s into End C (V ⊗r ⊗ W ⊗s ):
Note that the linear map Ψ r,s corresponding to the (r, s)-superdiagram without marked edges is the same as the action of the walled Brauer diagram given in [3, Section 7] .
Define c i to be the following (r, s)-superdiagram: We decompose the (2, 2)-superdiagram d in Figure 3 into the three parts as follows: 
The general case is stated in the following lemma, which can be proved by a similar calculation. 
Since Ψ r,s (d ′ ) is even and Ψ r,s (c j ) is odd, we conclude that the map Ψ r,s is an even linear map. Moreover, we obtain Proposition 3.3. The linear maps Ψ r,s (d) and ρ(g) on V ⊗r ⊗ W ⊗s supercommute with each other for all d ∈ − → B r,s and g ∈ q(n). That is, the image of Ψ r,s is contained in End q(n) (V ⊗r ⊗ W ⊗s ).
Proof. By [3, Lemma 7.4], we know that the action of the (r, s)-superdiagram without the marked edges commutes with the action of q(n). To prove the general case, by Lemma 3.2, it is enough to show that
for all homogeneous elements g ∈ q(n). Define the bar involution on V (resp. on W) by v i = v i (resp. w i = w i ) for all i ∈ I. Using (3.1), it is easy to check that
for all i ∈ {1, . . . , n} and j, k ∈ I. Here, we use the notation i = i for i = 1, . . . , n and δ i,j = δ i,j , δ i,j = δ i,j for i, j ∈ I.
Suppose r + 1 ≤ j ≤ r + s and we will compare the both sides of (3.6). Set
Then the left-hand side of (3.6) is equal to
On the other hand, the right-hand side of (3.6) is the same as
Now our assertion follows from (3.7). The other case 1 ≤ j ≤ r can be verified in a similar manner.
We will show that the map Ψ r,s : − → B r,s → End q(n) (V ⊗r ⊗ W ⊗s ) is a linear isomorphism whenever n ≥ r + s. Our argument will follow the outline given in [9, Theorem 3.4] and [3, Theorem 7.8] , in which the case of gl(m) and gl(m|n) were treated, respectively.
Let M, N, K and L be finite dimensional q(n)-supermodules. We define the action of q(n) on Hom C (M, N ) by
for homogeneous elements f ∈ Hom C (M, N ), g ∈ q(n) and m ∈ M . Note that a linear map f : M → N is a q(n)-supermodule homomorphism if and only if f is annihilated by all g ∈ q(n). We define f * ∈ Hom C (N * , M * ) by
for homogeneous element λ ∈ N * and all m ∈ M . We identify
By [3, Lemma 7.4], one can deduce that the map flip is a q(n)-supermodule isomorphism:
where f ∈ End C (V ⊗r ) and g ∈ End C (V ⊗s ).
Recall the map flip : 
Proof. For a superdiagram without the marked edges, it was proved in [3, Lemma 7.7] . For i, j, k ∈ I r , we define e i,j ∈ End C (V ⊗r ) by e i,j (v k ) = δ j,k v i and for i, j, k ∈ I s , we define f i,j ∈ End C (W ⊗s ) by f i,j (w k ) = δ j,k w i . For i ∈ I t , let
As in the proof of [3, Lemma 7 .7], we can check that
From the identification (3.8), we have
If we interchange the variables i R and j R and apply the flip map, we have
Therefore, it is enough to show that If we forget the marks on d, we get a permutation σ. Note that
where b i , a i are the numbers obtained by reading the top vertices of marked edges in d in order from left to right. The condition on the marked edges of d implies
By the relations in − → D r+s , we obtain (3.13)
We rearrange the indices of c σ(a 1 ) · · · c σ(a y+m ) in order from the smallest one to the biggest one (from left to right).
From Proposition
where k j (respectively, k j ) ∈ I r+s is determined by k j−1 (respectively, k j−1 ), k 0 = i L j R , and k 0 = k y+m . Therefore, to prove (3.12), we need to calculate the right-hand side of (3.14).
(I) First, we calculate (
Consider the partition of the set {r + 1, . . . , r + s} = {p 1 < · · · < p k 1 } ⊔ {q 1 < · · · < q k 2 } such that the p i -th vertices are the right vertices of horizontal edges on the top row in d, and q i -th vertices are the top vertices of vertical edges on the right-hand side of the wall
Similarly, we define i RH and i RV such that i RH list the labels of the right vertices of all horizontal edges on the bottom row and i RV list the labels of the bottom vertices of all vertical edges on the right side of the wall for i d j . Then we obtain
Since the a ′′ k -th vertex is the bottom vertex of the marked vertical edge in d for all
, where b ′′ k -th vertex is the top vertex of the marked edge connected with a ′′ k -th vertex on the bottom in d. Thus we obtain the following equalities in Z 2 :
and let 0 2 = 1 2 = 0. From the above formulae, we obtain the following equality in Z 2 : Since we calculate crossing parts in wt( k y+m σ k 1 ) for the left diagram above, we must multiply by |i 1 | + 1. When the edge which does not cross the wall in d is in the right-hand side of the wall, the situation is the same. Therefore there is no change in this part before and after flipping. 
The crossing part of the left diagram is (−1) (|i
Similarly, we can check that for the crossing of edges which become horizontal edges on the bottom row in d, it differs by (−1) p(i RH ) . Therefore comparing the crossing part, we obtain the equality
for all crossings c and c ′ in the expression of wt( k y+m σ k 1 ) and wt( i d j ), respectively.
(III) We calculate the part concerning with the marked edges. In (3.13), the b i -th vertex on the top row in d is the top vertex of a vertical marked edgẽ e on the left-hand side of the wall in d or the left vertex of a horizontal marked edgeẽ on the top row in d. We observe wt(
. We also observe that the a ′ i -th vertex on the bottom row is the left vertex of the horizontal marked edge e on the bottom row in d for all 1 ≤ i ≤ y. Then we have wt 
By a direct calculation we can check that
Consequently, we obtain
From the identity (3.17), we see that the following equality holds in Z 2 :
p=r+1 |jp| for all marked vertical edgesẽ on the right-hand side of the wall in d.
Combining the equalities (3.14)-(3.18), we obtain the desired result (3.12).
We now prove the main result of this section.
Theorem 3.5. The linear map Ψ r,s : − → B r,s −→ End q(n) (V ⊗r ⊗ W ⊗s ) is surjective. Moreover, when n ≥ r + s, Ψ r,s is a bijection.
Proof. Since the map flip : End C (V ⊗(r+s) ) −→ End C (V ⊗r ⊗ W ⊗s ) is a q(n)-supermodule isomorphism, our assertion follows from Proposition 2.6, Proposition 3.3, and Lemma 3.4.
The mixed Schur-Weyl-Sergeev duality
This section is devoted to the proof of our main result: the mixed Schur-Weyl-Sergeev duality. We will define a multiplication on − → B r,s and show that − → B r,s is isomorphic to the supercentralizer algebra End q(n) (V ⊗r ⊗ W ⊗s ) op as an associative superalgebra whenever n ≥ r + s.
As we did for − → D k , we define a multiplication on − → B r,s in two steps.
Step 1: Marked concatenation Step 2: Multiplication on − → B r,s .
To define a multiplication, we first define the numbers c( ρ 1 (d 1 , d 2 ) be the number of pairs with the same entry in {1, . . . , r} in the sequence a 1 , . . . , a t . (4) For each i , we define the passing number to be the number of j 's such that j < i and i passes on j when i goes to a good vertex of a new edge. Let
be the sum of passing numbers for all i . (5) We carry out the same calculation of (3), (4) for the color i to obtain the numbers
The passing number for i is defined to be the number of j 's such that i < j and i passes on j when i goes to the good vertex of a new edge. Let p 2 (d 1 , d 2 ) be the sum of passing numbers for all i . (7) We define
With these data, we define the multiplication on − → B r,s by (4.1)
Note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . We observe the following:
(1) The colored vertices 3 , 4 and 5 yield c(
(2) The good vertices of the edges that are connected to 3 , 6 , 7 are 3, 3, 1, respectively. So Consequently, we obtain From the definition of marked concatenation, we observe that − → B r,s is a superalgebra (which may not be associative at this point). We call − → B r,s the (r, s)-walled Brauer superalgebra, or simply the walled Brauer superalgebra. The identity element is the diagram such that each vertex on the top row is connected with the corresponding vertex on the bottom row by the normal edge.
Note that the multiplication of (r, s)-superdiagrams without marked edges is the same as the multiplication on the walled Brauer algebra B r,s (0). Therefore, the even part of − → B r,s contains the walled Brauer algebra B r,s (0) as a subalgebra. Now we will show that the linear map Ψ r,s gives a well-defined (right) action of − → B r,s on V ⊗r ⊗ W ⊗s . For 1 ≤ p ≤ r, r + 1 ≤ q ≤ r + s, we define e p,q to be the following . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . We use the same definition c i given in (3.4), (3.5) . A diagram in − → B r,s with normal vertical edges only will usually be denoted by σ and will be identified with an element in Σ r × Σ s . For simplicity, we write Ψ r,s (σ) = σ, Ψ r,s (e p,q ) = e p,q and Ψ r,s (c i ) = c i .
Lemma 4.2. With the above notations, the following relations hold in End
Proof. Each of the relations can be checked by direct calculations. For instance, we show the first relation for the case r + 1 ≤ j ≤ r + s. Let i L ∈ I r , i R ∈ I s . We have
where x and y arise from crossings of the left-hand side and right-hand side of the wall in σ, respectively.
where x and y ′ arise from crossings of the left-hand side and right-hand side of the wall in σ, respectively. One can verify that
There are three types of the edges of σ as shown below: 
The following proposition is one of the key ingredients in proving our main theorem. 
Proof. By [3, Lemma 7.4] , the map Ψ r,s preserves the multiplication for (r, s)-superdiagrams without marked edges. First, we assume that there is a loop in the middle row of d 1 * d 2 . If the number of marked edges to form a loop is odd, there is no j such that i d 1j , j d 2k are all consistently labeled. For any starting point of the loop, we label j and j simultaneously since there is an odd number of the horizontal edges. Therefore, j∈I r+s wt( i d 1j ) wt( j d 2k ) = 0 for all k ∈ I r+s , and hence Ψ r,
Suppose the number of marked edges to form a loop is even. Simply, we write x = Ψ r,s (x) for x ∈ − → B r,s . Let c A := c a 1 · · · c am for a non-empty subset A = {a 1 < · · · < a m } ⊂ {1, · · · , r + s}, and c A := 1 for an empty set A. Using the decomposition in Lemma 3.2, we obtain
Since the proof for the general case is too messy, we will work with the following example to explain the main idea of proof. Let us draw only a loop in the middle row in d 1 * d 2 and let the vertices in the loop be x 1 , x 2 , x 3 , y 1 , y 2 , y 3 from left to right. Observe that
,y 2 e x 3 ,y 1 τ for some (r, s)-superdiagrams σ, τ without the marked edges. Since Ψ r,s preserves the multiplication for (r, s)-superdiagrams without the marked edges, combined with Lemma 4.2, we obtain
where A i , B i are the set of indices of the marked edges. Since c i c j = − c j c i for i = j, we need to take the sign into account.
By the associativity of End C (V ⊗r ⊗ W ⊗s ) op and the relations in Lemma 4.2, we know c x 3 can be transformed into c x 2 in e x 1 ,y 1 e x 2 ,y 3 e x 3 ,y 2 c x 2 c x 3ẽ x 1 ,y 3ẽ x 2 ,y 2ẽ x 3 ,y 1 . In general case, since there are even number of the marked edges in a loop, the c i 's will be canceled out, too. Notice that e x 1 ,y 1 e x 2 ,y 3 e x 3 ,y 2ẽ x 1 ,y 3ẽ x 2 ,y 2ẽ x 3 ,y 1 = Ψ r,s (e x 1 ,y 1 e x 2 ,y 3 e x 1 ,y 3 e x 2 ,y 2 e x 3 ,y 1 ) = 0.
Since d 1 d 2 = ± · · · e x 1 ,y 1 e x 2 ,y 3 e x 3 ,y 2 c x 2 c x 3ẽ x 1 ,y 3ẽ x 2 ,y 2ẽ x 3 ,y 1 · · · , we obtain the desired result.
The general case can be handled in this manner.
Next, let us consider the case d 1 d 2 = 0. For an (r, s)-superdiagram d without marked edges, we can decompose d as follows.
(1) For d in − → B r,s , read the left vertex of each horizontal edges on the bottom row from left to right to obtain a sequence p 1 · · · p a . We denote by q a the right vertex of the horizontal edge connected with p a -th vertex.
(2) Read the left vertex of each horizontal edge on the top row from left to right to obtain a sequence p ′ 1 · · · p ′ a . Let q ′ a be the right vertex of the edge connected with p ′ a -th vertex.
(3) Let σ be the (r, s)-superdiagram such that p ′ i -th vertex (respectively, q ′ i -th vertex) on the top row is connected with p i -th vertex (respectively, q i -th vertex) on the bottom row by a normal edge. The other edges of σ are all normal and have the same connection
For a general d ∈ − → B r,s , let P (respectively, Q) be the set of good vertices of marked horizontal edges on the bottom row (respectively, marked vertical edges or marked horizontal edges on the top row) of d. Let c A := (((c a 1 c a 2 ) · · · )c am ) for a non-empty set A = {a 1 < · · · < a m } ⊂ {1, · · · , r + s}, and c A := 1 for an empty set A, where c i is the (r, s)-superdiagram defined in (3.4), (3.5). Then we can decompose d in the following form:
Note that when we calculate the multiplication in the right-hand side of (4.3), the exponent of −1 is always 0. By Lemma 3.2 and [3, Lemma 7.4], we obtain the decomposition
For simplicity, let d ′ 1 = e p 1 ,q 1 · · · e pa,qa σ, d ′ 2 = e t 1 ,u 1 · · · e tx,ux τ . Note that we color all the elements of P, Q, T, U with i or i . Also we color the elements of P (respectively, U ) with the square (respectively, circle). Let A 1 (respectively, A 2 ) be the set of elements in Q which are colored with the square (respectively circle). Similarly, let B 1 (respectively, B 2 ) be the set of elements in T which are colored with the square (respectively, circle). Then we have
We shift the element c i (i ∈ A 2 , B 2 , U ) using the relations in Lemma 4.2. Then we have 
Moreover, we have
Similarly, by shifting c i 's for i ∈ P, A 1 , B 1 , we have
Hence we obtain
as desired. The decomposition of d 1 is shown below: Proof. (a) When n ≥ r + s, since End q(n) (V ⊗r ⊗ W ⊗s ) op is an associative superalgebra, Theorem 3.5 and Theorem 4.3 show that − → B r,s is an associative superalgebra. Note that the associativity condition (
− → B r,s . Therefore, if − → B r,s is associative for large enough n, then − → B r,s is associative for all r, s ≥ 0. Now the assertion (b) is obvious.
Presentation of walled Brauer superalgebras
Another main result of this paper is a presentation of − → B r,s . Assume that 1 ≤ i ≤ r − 1, r + 1 ≤ j ≤ r + s − 1, 1 ≤ k ≤ r, r + 1 ≤ l ≤ r + s. Let us consider the following diagrams in − → B r,s : e r,r+1 = e r,r+1 s r−1 e r,r+1 = e r,r+1 s r+1 e r,r+1 , (5.3) s r−1 s r+1 e r,r+1 s r+1 s r−1 e r,r+1 = e r,r+1 s r−1 s r+1 e r,r+1 s r+1 s r−1 , (5.4) c r e r,r+1 = c r+1 e r,r+1 , e r,r+1 c r = e r,r+1 c r+1 , (5.7) e r,r+1 c r e r,r+1 = 0, e r,r+1 c j = c j e r,r+1 (j = r, r + 1). (5.8)
Proof. We observe that the subalgebra of − → B r,s generated by s i 's (i = 1, . . . , r − 1, r + 1, . . . , r + s − 1) is isomorphic to the group algebra of Σ r × Σ s . Also we have σe r,r+1 σ −1 = e σ(r),σ(r+1) for σ ∈ Σ r × Σ s . Since every element d ∈ − → B r,s can be decomposed into the form (4.3), the elements s 1 , . . . , s r−1 , s r+1 , . . . , s r+s−1 , e r,r+1 and c 1 , . . . , c r+s generate the associative superalgebra − → B r,s . By direct calculations, one can verify that these elements satisfy the above relations. Now take the associative superalgebra F over C generated by s i (i = 1, . . . , r − 1, r + 1, . . . , r + s − 1), e r,r+1 and c j (1 ≤ j ≤ r + s) with the above defining relations. Then − → B r,s is a quotient of F . In particular, dim C ( − → B r,s ) ≤ dim C F . Therefore, to prove our theorem, it is enough to show that dim C F ≤ dim C ( − → B r,s ). Let Σ be the subalgebra of F generated by s i 's and let s i be the transposition in Σ r × Σ s corresponding to i = 1, . . . , r − 1, r + 1, . . . , r + s − 1. We define an algebra homomorphism ψ : C(Σ r × Σ s ) −→ Σ by s i → s i . It is a well-defined surjective homomorphism. So Σ is a quotient of C(Σ r × Σ s ). Let e p,q := σe r,r+1 σ −1 , where σ = s q−1 · · · s r+1 s p · · · s r−1 for 1 ≤ p ≤ r − 1, r + 2 ≤ q ≤ r + s. Set c A := c a 1 · · · c am for a non-empty set A = {a 1 < · · · < a m } ⊂ {1, · · · , r + s} and c A := 1 for an empty set A. We define X := {c P e p 1 ,q 1 · · · e pa,qa c Q σ | (i) 1 ≤ p 1 < · · · < p a ≤ r,
(ii) r + 1 ≤ q i ≤ r + s and q i are all distinct, (iii) σ ∈ Σ, and ∃ σ such that ψ( σ) = σ, and σ −1 (p 1 ) < · · · < σ −1 (p a ), (iv) P ⊂ {p 1 , . . . , p a }, Q ⊂ {1, . . . , r + s} \ {q 1 , . . . , q a }}.
We will prove our assertion in two steps:
Step 1: Every word in the generators of F belongs to the linear span of elements of X.
Step 2: The number of elements in X is less than or equal to the dimension of − → B r,s .
Proof of
Step 1 : For 1 ≤ i < j ≤ r or r + 1 ≤ i < j ≤ r + s, we define (1) (p ′ q ′ )e p,q = e p,q (p For (p, q) = (r, r + 1), (r − 1, r + 2), we have e p,q e r,r+1 (p r)(r + 1 q) = (r + 2 q)(r − 1 p)e r−1,r+2 (r + 2 q)(r − 1 p)e r,r+1 (p r)(r + 1 q) = (r + 2 q)(r − 1 p)e r−1,r+2 e r,r+1 (r + 2 q)(r − 1 p)(p r)(r + 1 q) = (r + 2 q)(r − 1 p)e r−1,r+2 e r,r+1 (r − 1 r)(r + 1 r + 2)(r − 1 p)(r + 2 q) = (r + 2 q)(r − 1 p)e r−1,r+2 e r,r+1 (r − 1 p)(r + 2 q) = e p,q e r,r+1 .
Here, if p = r − 1 or q = r + 2, we define (r − 1 p) = (r + 2 q) = 1. The general case can be verified in a similar manner. From the relation (5.7), we obtain c q e p,q = c q (r + 1 q)(r p)e r,r+1 (r + 1 q)(r p) = (r + 1 q)(r p)c r+1 e r,r+1 (r + 1 q)(r p) = (r + 1 q)(r p)c r e r,r+1 (r + 1 q)(r p) = c p (r + 1 q)(r p)e r,r+1 (r + 1 q)(r p) = c p e p,q .
The other relations in (6), (7) can be checked similarly.
The relations e 2 p,q = 0 and e p,q c p e p,q = 0 follow from (5.1), (5.2) and (5.1), (5.6), (5.8), respectively.
Proof of Step 2 :
One can compute the dimension of − → B r,s by counting the (r, s)-superdiagrams with i horizontal edges in each row and then summing up over all i. 
