This paper deals with studying vague convergence of random measures of the form µn = n i=1 pi,nδ θ i , where (θi) 1≤i≤n is a sequence of independent and identically distributed random variables with common distribution Π, (pi,n) 1≤i≤n are random variables chosen according to certain procedures and are independent of (θi) i≥1 and δ θ i denotes the Dirac measure at θi. We show that µn converges vaguely to µ = ∞ i=1 piδ θ i if and only if µ
distribution Π, (pi,n) 1≤i≤n are random variables chosen according to certain procedures and are independent of (θi) i≥1 and δ θ i denotes the Dirac measure at θi. We show that µn converges vaguely to µ = 
Introduction
The primary objective of this paper is to study the vague convergence of a particular class of random measures of the form
where (θ i ) i≥1 is a sequence of independent and identically distributed (i.i.d.)
random variables with common distribution Π, (p i,n ) 1≤i≤n are random variables chosen according to certain procedures and are independent of (θ i ) i≥1 , and δ θi denotes the Dirac measure at θ i . In particular, we show that µ n converges vaguely to µ = Interesting examples of µ include, among others, the Dirichlet process (Ferguson, 1973) , the beta process (Hjort, 1990) , the beta-Stacy process (Walker and Muliere, 1997), the two parameter Poisson-Dirichlet process (Pitman and Yor, 1997 ) and the normalized inverse-Gaussian process (Lijoi, Mena and Prünster, 2005) . For a recent summary of the Bayesian nonparametric priors and their applications, please refer to the book of Phadia (2013) and Müller, Quintana, Jara and Hanson (2015) . A motivating application of the aforementioned result involves the derivation of a finite sum representation that converges vaguely to the Wolpert and Ickstadt (1998) representation of the beta process. This paper is organized as follows. Section 2 discusses metrizing the vague convergence of random measures of the form (1) . It also develops a criterion for which µ n converges vaguely to µ. In Section 3, a finite sum approximation of the beta process is derived. In Section 4, an example comparing the performance of the new approximation to other existing approximations is presented. Section 5 ends with a brief summary of the results.
Metrizing Vague Convergence of Random Measures
The material developed in this section can be seen as a convenient adaptation of the work of Grandell (1977) . Let µ be a measure on R such that its distribution function µ(t) = µ ((−∞, t]) , t ∈ R, is finite for finite t. The same notation will be used for the measure and its distribution function. We assume that
terms of the distribution function by µ(b) − µ(a). The set of measures µ on R such that µ(−∞) = 0 and µ(t) < ∞ for all t ∈ R is denoted by M. We shall now define vague convergence on M.
Definition 1 Let µ, µ 1 , µ 2 , . . . ∈ M, be given. We say that µ n converges vaguely to µ and write that µ n v → µ if µ n (t) → µ(t) for all t ∈ R such that µ is continuous at t.
Let C + K (R) be the set of all nonnegative continuous real valued functions with compact support defined on R. In C + K (R) all functions are bounded and for each f ∈ C + K (R) there exists to a number x f such that f (x) = 0 for all x > x f . For the proof of the next theorem consult, for example, Grandell (1977) .
To define a metric, corresponding to vague convergence, in the set M, we first need to define a metric in the following set:
where 
Clearly, the random measure µ k defined in (1) puts all its mass in (−∞, θ(k)].
Grandell . For µ 1 and µ 2 ∈ M (k) , the Lévy metric is defined by
The next Lemma deals with some properties of d L . The proof is very similar to the proof of Lemma 1 of Grandell (1977) . Thus, the proof is omitted.
The proof of the next lemma follows by imitating the proof of Lemma 2 of Grandell (1977) with n and k are replaced by θ (k) and n, respectively.
In Lemma 4, we have shown that the Lévy metric metrizes vague convergence in M (k) . We will use this to prove a similar result in M. As in Grandell (1977) , the idea is to associate to each µ ∈ M a vector µ (1) , µ (2) , . . . , where
and where componentwise convergence is equivalent to convergence.
To do this, choose
2 , · · · is one to one. Define, for µ 1 and µ 2 ∈ M,
2 ) if and only if µ
This completes the proof of the lemma.
Theorem 6 d metrizes vague convergence in M.
Proof. Let µ, µ 1 , µ 2 , . . . ∈ M be given. It follows from the definition of d that
4, this holds if and only if
The proof of Theorem 3 reveals the following interesting result. A brief discussion of the two methods is described in Appendix A of this paper.
An interesting comparison between the two representations from the computational point of view was addressed in Al-Labadi and Zarepour (2013a). Here, it is pointed out that the representation of Wolpert and Ickstadt is more appropriate for dealing with nonhomogeneous processes (i.e., the Lévy measure in (2) depends on t). Conversely, for homogeneous processes (i.e., the Lévy measure is independent of t), the two approaches are equivalent.
Let A 0 be a continuous cumulative hazard function and c(t) t≥0 be a piecewise continuous, nonnegative function. Following Hjort (1990) , the beta process A,
, is the completely random measure with Lévy measure
By (6) and (7), since no closed form for the inverse of the Lévy measure (2) exists, the simulation of the beta process based on series representations is very complex and may be difficult to apply in practice for many users. The next theorem outlines a remedy to this problem. Note that, when c(t) = c for all t 
Theorem 8 Let (θ i ) i≥1 be i.i.d. random variables with common distribution Π
and
, where t 0 > 0 is fixed. We assume that A 0 is continuous with A 0 (t 0 ) < ∞. Let
Then, as n → ∞,
Proof. First we show that, for any x ∈ (0, 1),
Note that, for any x > 0,
With x = c(θ)/n we obtain
.
Since Γ(x) is a continuous function,
Clearly, the integrand in the right hand side of (3) converges to s
To apply the dominated convergence theorem, we need to show that this integrand is dominated by an integrable function. Since x < s < 1, we have s −1 < x −1 and s c(θ)/n < 1. This implies that s c(θ)/n−1 < x −1 . Therefore, the integrand is bounded above by the integrable function
Thus, by the dominated convergence theorem, we get (5). Since that the left hand side of (5) 
To complete the proof of the theorem, we apply Corollary 7 with
Clearly, both A (k)
n and A (k) belong to M (k) . Since, for all k fixed,
as n → ∞, we get (4). This completes the proof of the theorem.
Note that, L 4. For i = 1, . . . , n + 1, compute Γ i = E 1 + · · · + E i .
For
6. Use (4) to obtain an approximate value of A ∼ BP (c(·), A 0 (·)).
Note that, it is possible to extend Theorem 8 to derive an approximation of the beta-Dirichlet process (Kim, James and Weibbach, 2012), a nonparametric prior for the cumulative intensity functions of a Markov process. Specifically, as n → ∞,
where L In order to make comparisons between the preceding algorithms, we use equivalent settings for the parameters characterizing these algorithms (see Table   1 ). We consider the beta process with c(t) = 2e −t and A 0 (t) = t, where t ∈ [0, 1].
We compute the absolute maximum difference between an approximate sample mean and the exact mean. See also Lee and Kim (2004) and Lee (2007) for similar comparisons. The exact mean of A(t) in this example is A 0 (t) = t; see Hjort (1990) . We refer to this statistic by the maximum mean error. Specifically,
where t = 0.1, 0.2, . . . , 0.9, 1.0 and A n is an approximation of A ∼ BP (c(t) = Table 1 ). The R func-tion "uniroot" is used to implement these two algorithms. The computational time is computed by applying the R function "System.Time". As seen in Table 1, the new algorithm has the smallest mean and standard deviation errors.
Furthermore, it has a very reasonable computation time. 
Conclusions
The vague convergence of random measures of the form (1) has been studied in this paper. An interesting application of the derived results includes deriving a finite sum representation that converges vaguely to the representation of Wolpert and Ickstadt (1998) of the beta process. This representation gives a simple yet efficient approach to approximate the beta process. We believe that the comprehensive study of metrizing random measures as in (1) and its strong association to various Bayesian nonparametric priors will add further useful tools to the Bayesian nonparametric toolbox.
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, where t 0 > 0 is fixed. We assume that
• Ferguson-Klass Algorithm: The steps of the algorithm of Ferguson and Klass (1972) are: 1) ) , x > 0 and the measure L t is given by (2).
For each
The process
is a beta process with parameters c(·) and A 0 (·). This series is an infinite series.
In practice, we truncate this series and use the approximation
• Damien-Laud-Smith Algorithm: Using the fact that the distributions of the increments of a nondecreasing Lévy process are infinitely divisible, Damien, Laud, and Smith (1995) derived an algorithm to generate approximations for infinitely divisible random variables and used it to generate the beta process.
for J i , where
random variables with
exponential distribution of mean 1 and independent of (θ i ) i≥1 .
Set
The process A in (7) is a beta process with parameters c(·) and A 0 (·). This series is an infinite series. In practice, we truncate this series and use the approximation A n (t) =
θi (Γ i )I {θ i ≤ t} .
• Lee-Kim Algorithm: First the Lévy measure (2) of the beta process is approximated by 
The steps of the algorithm of Lee and Kim (2004) for the beta process are:
(1) Fix a relatively small positive number ǫ. • Lee Algorithm: The steps of the algorithm of Lee (2007) are:
(1) Fix a relatively large positive integer n. 
