Abstract. The two Fresnel Integrals are real and imaginary part of the integral over complex-valued exp(ix 2 ) as a function of the upper limit. They are special cases of the integrals over x m exp(ix n ) for integer powers m and n, which are essentially Incomplete Gamma Functions. We generalize one step further and focus on evaluation of the integrals with kernel p(x) exp[iφ(x)] and polynomials p and φ. Series reversion of φ seems not to help much, but repeated partial integration leads to a first order differential equation for an auxiliary oscillating function which allows to fuse the integrals and their complementary integrals.
1. Introduction 1.1. Motivation. A criticism to the orthogonal basis of the Zernike Polynomials on the unit circle is the lack of the minimax property-if compared for example to the Chebyshev Polynomials on the one-dimensional interval [25] . The radial polynomials of higher order, starting already with Z 4 , attain amplitudes at the local maxima and minima within the circle which are smaller (in absolute value) than the amplitude at the rim. One way to equilibrate these, to enhance the extrema in the interior and to weaken the extrema along the perimeter, is to add higher powers of the radial distance to the polynomials. An alternative, which triggered this work, may employ sines and cosines of polynomials of the radial distance which evidently oscillate up and down with constant amplitude. The requirement of orthogonality and normalization then puts focus on radial integrals of the form (1.1)
where φ is the sum or difference of two phase-polynomials of the basis. The concept applies to Zernike Polynomials in higher dimensions as well, so p are (small) integer powers of the radial coordinate, representing the radial part of the Jacobian determinant of the transformation from Cartesian to Hyper-spherical Coordinates. ( We assume that the angular variables are represented by Hyperspherical Harmonics, which ensures that these oscillations oscillate with amplitudes of equal magnitude already by design.) This work deals with the evaluation of the integrals I p,φ given a finite upper limit u plus the polynomials p and φ. The adjustment (variation) of the coefficients of a set of polynomials φ to achieve orthogonality and to establish an explicit basis of this type is not considered here.
1.2.
Overview. Section 1.3 summarizes some elementary closed-form solutions. Section 2 is an overview of known results concerning the cases with constant p(x) and φ(x) being a power of x, which includes the Fresnel Integrals eo ipso. Section 3 widens the perspective to the cases where both p(x) and φ(x) are integer powers of x. The evaluation is covered by the standard theory of the Incomplete Gamma Function. Section 4 looks at series reversions if φ(x) are polynomials, leading to barren results. Section 5 shows that asymptotic expression for the complementary integral with one limit bound at infinity is obtained easily via an auxiliary inhomogeneous differential equation. The fusion of the series representations of that auxiliary function at small upper limits on one hand and its asymptotic series on the other is prosecuted by finding the adaptive free parameter of the general solution of the differential equation. (Erratum: A factor (−1) k is missing in the last term of [29, 2.633.6] ). Further obvious special cases are (1.9) x n−1 sin(x n )dx = − 1 n cos(x n ); x n−1 cos(x n )dx = 1 n sin(x n );
(1.10) x n−1 e ix n dx = 1 in e ix n .
Remark 1. The polynomial in the argument of the trigonometric function may be assumed to have minimum low degree 1, because its constant term is easily moved to the front of the integral with [1, 4.3.16,4.3.17] (1.11) sin( sin(x n )dx for three different powers n. Extrema are at u n = lπ with l = 0, 1, 2, . . ..
which are real and imaginary part of
Combinations of an odd polynomial p(x) with an even polynomial φ(x) are reduced in a first step by the substitution y = x 2 , (1.14)
Fresnel Integrals
The integrals u 0 sin(x 2 )dx and u 0 cos(x 2 )dx define-up to some unimportant constant scale factor-the Fresnel Integrals [1, 7.3] [29, 8.25] [6, 30, 48, 8, 46] . In this section we look at the generalized integrals sin(x n )dx and cos(x n )dx for integer n = 2, 3, 4, . . .. cos(x n )dx for three different powers n. Extrema are at u n = (l + 1/2)π with l = 0, 1, 2, . . ..
The substitution x = y 1/n followed by iterated partial integration generates
The product of the factors (
· · · has factorial growth which induces asymptotic convergence for this representation. Because this is the wellknown series of the confluent hypergeometric function in (3.2), we need not dwell into this further [1, 13.5.1] .
For small x, the Taylor series
(2l + 1)! and companion series for cos(x n ) converge quickly and are the standard target for Chebyshev approximations in that area of numerical representation of special functions. 
then the coefficients of the Neumann expansion
Application of this algorithm with ν = 1 + 1/n, z = x n and n = 2 to Eq. (2.2) yields the well established [29, 8.515 
For n = 3 to 5, the Neumann series Remark 2. According to (3.8) 
). The observation that ξ n,s stays practically constant as s grows tells us that this expansion converges poorly for medium and large upper limits of the integral. 
This is the imaginary part of the following confluent hypergeometric function [37] :
These underivatives are illustrated in Figure 3 and 4. 
where parentheses with subindex denote Pochhammer's symbol,
Extraction of real and imaginary parts of hypergeometric functions with purely imaginary argument z is an application of these formulas.
Remark 4. The increase in amplitude observed in these plots for large x if φ has low degree n does not hamper the numerical treatment. The partial integration
decrements the exponent m in the integrand-closely related to a contiguous relation of 1 F 1 in (3.2) [1, 13.4.7] . Combined with (1.10), the task that remains is to handle the cases m < n. More generally speaking, if the degree of the polynomial p(x) in the integrals of the form p(x)e iφ(x) dx is at least the degree of the polynomial φ(x) minus one, a polynomial division of p through the first derivative of φ, p(x) = p(x)φ ′ (x) + r(x), followed by partial integration of the term p(x)φ ′ (x)e iφ(x) dx reduces the task to the format p ′ (x)e iφ(x) dx and r(x)e iφ(x) dx where polynomial degrees are degp ′ < deg φ ′ and deg r < deg φ ′ -this reduction executed recursively if needed.
The leading term in a Laurent expansion is [1, 13.5.1]
which is inserted into (3.2),
and by the scaling substitution xc 1/n → y,
Remark 5. Particular imaginary parts of these limits are (3.10)
Remark 6. A simple pattern emerges for the k-fold repeated integrals [20] ,
Kummer's transformation of (3.2) is [1, 13.1.27]
Real and imaginary part of (3.12) are (3.14)
Remark 7. The same result could have been derived by repeated partial integration, the initial two steps being
Gathering each second term of the hypergeometric series of (3.13),
A corresponding calculation of the other half of the terms yields
4 . Remark 8. One might hope that splitting off the factor exp(ix n ) in (3.12) removes the major oscillations and V n,m contains less wiggles. Figure 5 illustrates that this target is missed, and Section 5.3 puts this into a wider perspective.
Remark 9. The continued fraction of (3.13) is [17, 37, 33] 
which is sometimes phrased as [1, 6.5.3]
This association opens a wealth of literature to numerical evaluation. A particularly nicely converging continued fraction representation is [17, 12.6.34] [42]
Remark 10. This can apparently be re-binned in terms of associated Laguerre polynomials as [16] [43, (41)]
Series Reversion
The final chapters of the manuscript are concerned with phases φ(x) which are not integer powers but full-fledged polynomials of x.
Expansion Around the Origin.
If the leading (lower) degree of the phase polynomial is 1 (so α 0 = 0 after use of (1.11) and (1.12) and α 1 = 0), a substitution
in the integrand is available, associated with a series reversion of the polynomial,
The idea is that preserving the sine/cosine/exponential in the integrand allows to deal efficiently with the oscillations in the spirit of Filon quadratures.
Algorithm 2. The intermediate task is to determine the (infinite) set of the β j from the (finite set of ) α j . The β j are tabulated as a function of the α j by Abramowitz and Stegun [1, 3.6.25] for j ≤ 7, and by Orstrand [38] for j ≤ 13. In the general case, equalize the coefficients of equal powers of y in (4.1), which is
involving the multinomial coefficients in parentheses [39, 38, 11, 23, 47, 19] . The maximum index m that contributes with t m > 0 to the sums In the orders O(y t ), t > 1, β t is derived by isolating β t in the term with j = 1 in
which yields the recursive algorithm (4.7)
In practise, the problem is solved by a perturbative expansion, starting from the estimate x (1) = y/α 1 and inserting iteratively previous estimates into the constituent equation:
For a set of simple polynomials, the β coefficients are gathered in Appendix A. The application of the series reversion linearizes the phase argument in the trigonometric function.
where the series coefficients γ are derived from convolution type products
Approximation of the representation of the series by truncation at some maximum index of the β reduces the problem for each term in (4.8) to the closed forms (1.8).
Remark 11. If the polynomial in the phase argument has degree l = 2, the linear term in the polynomial α 0 + α 1 x + α 2 x 2 may be eliminated by the substitution z = x + α l−1 /(lα l ). The remaining absolute term can also be removed as mentioned in Remark 1, so cos(α 0
Local Series.
The main reason not to use the approach of Section 4.1 in numerical application is that the series reversion is only unique/stable up to the argument of the first maximum of the phase polynomial y(x). The administrative problem is to monitor branch cuts of the inverse x(y) and to monitor the stability of the results as a function of the truncation order of the β. The quick growth of the sequences in Appendix A demonstrates the problems of convergence, and for small upper limits within the radius of convergence, the competing Taylor series are simpler to handle. One improvement is to split the interval of integration and to revert Taylor series of the phase polynomial anchored in the middle of the subintervals.
The power series expansion of the integrand near some x is found with the binomial expansion
Assuming ǫ is small, reversion of the polynomial in the argument on the right hand side generates the power series. We illustrate this procedure in the next three subsections.
4.2.1. Squares. For quadratic chirp polynomials, n = 2,
where (4.12)
is substituted in the integral. Series reversion (4.13)
with coefficients from the first row of Table 5 leads to the derivative
Integration over small ǫ-environments near some x are then evaluated with
-eventually with (1.8)-. In practise, these quadratic polynomials would rather be evaluated with the closed form procedure of Remark 11.
4.2.2.
Cubes. For cubic chirp polynomials, application of (4.10) reads
with one factor
after substituting
This reverts to [41, A218540] (4.19)
Remark 12. Alternatively, by canceling some square roots of 3,
with numerator coefficients tabulated in the OEIS sequence A025748 [41] .
On the r.h.s., the coefficients κ 0 = 1, κ 1 = 5, κ 2 = 66, κ 3 = 1122 etc. established in the numerators of odd powers of y obey n(2n + 1)κ n = 3(6n − 1)(3n − 2)κ n−1 . The recurrence is solved by
with generating function
The coefficients λ 0 = 1, λ 1 = 10, λ 2 = 154, λ 3 = 2805, . . . in the numerators of even powers of y obey (n + 1)(2n + 1)λ n = 3(6n − 1)(3n + 1)λ n−1 , such that (4.23) λ n = 27 n (5/6) n (4/3) n (n + 1)!(3/2) n = 1 + 3n 1 + n κ n with generating function
The substitution actually calls for the derivatives
So the cubic analog of (4.15) is (4.26)
for use in the right hand side of (4.10). 
where the integer sequence η is built up by [41, A048779] (4.31)
With derivatives
the quartic variant of (4.15) is (4.33)
Associated Linear Differential Equation

5.1.
Perturbative. The iterated partial integration of Remark 7 defines a generalization of (3.12) to polynomials p(x) and φ(x), (5.1)
construct a sequence of polynomials of increasing degree. The sum q 2k+1 equals V n,m if p and φ are integer powers of x; in that sense q(x) constructs the Kummer transformation of I p,φ (x). The sum over all q 2k+1 is a perturbative construction of a solution q(x) to the first-order linear inhomogeneous differential equation
respectively integral equation
It starts with the estimate that iqφ ′ on the right hand side vanishes, which leads to the approximation that q is the integral over p. This is plugged into the first term of the right hand side, and solved by integration over p − iqφ ′ and so on. We are mainly interested in singular solutions I p,φ with lower limit zero, so we insert lower limits of zero also in the definitions of the integrals in (5.2).
Remark 13. The solution to the linear differential equation (5.3) is the sum over the set of solutions with inhomogeneous terms p(x) which are powers of x. These are Bernoulli differential equations, so the standard substitution f = q 1−deg p reduces the problem to the differential equations
In that sense, the only form to be studied is the one with constant left hand side in (5.3). This route has not been followed here, because the connection to the initial value problem lim x→0 q → 0 is lost by changing the variable to f which is an inverse power of q.
Remark 14. This is an analytic variant of Levin's collocation method of casting an approximate solution [35, 13] . It is geared to a power-series solution (the degree of the polynomials q increases with their index) and in that sense another method to generate the Taylor series at x = 0.
5.2.
Asymptotics. The asymptotic behavior
is found by substituting X ≡ x −1 in the polynomials p and φ ′ , replacing dq/dx = −X 2 dq/dX in (5. 
, which is solved by The efficiency of this series to estimate the amplitude of the oscillations of I p,φ for large x is illustrated in Figure 7 .
5.3. Anticyclic. So far, the expansion (5.2) has anchored the values of I p,φ (x) at x = 0, and the asymptotic expansion (5.6) has anchored them at x = ∞. The two solutions q of different initial conditions miss each other by a gap I p,φ (∞),
The solutions differ by a multiple of I p,φ (∞)e −iφ , the solution to the homogeneous differential equation, following the general theory of linear differential equations. splitting q 2k−1 at each iteration into a multiple of φ and remainder, yields a representation q = s≥0q s (x)(iφ) s /s!, whereq s are polynomials of degree less than deg φ.
The effect on q is that q 2k+1 picks up an anti-resonant, counter-cycling phase I p,φ (∞)e −iφ(x) as x increases, mentioned in Remark 8 and observed again in Figure  6 .
The calculation of I(∞) is accomplished by Taylor expansion of all contributions of φ, setting apart the term of highest polynomial degree, using (3.9). j=1 αj x j = j≥0 t j x j -optionally with an intermediate expansion of the exponential factor in complete exponential Bell polynomials [34] . Then Unfortunately some fluky maneouvre is still needed to decide on a transition value that divides the x-interval into the low region of good convergence of the sum p 2k+1 and the high region of good convergence of the sum h j X j , depending on requirements on accuracy and number of terms of both series to be computed. In practise one picks some x larger than 1 where q 2k+1 converges, computes the asymptotic series at the associate X = 1/x, estimates the error in the asymptotic part (which adds some artistic flavor to the concept) and obtains a point spot estimate of I p,φ (∞) via (5.8) subtracting both and multiplying with e iφ(x) .
Example 3. Continuing Example 2, one may compute a stable value of p(x) near x ≈ 1.8 with 40 terms, illustrated in Figure 6 , and compute an associate p(X) again near x ≈ 1.8 with the first three terms illustrated by the collocation of the X 4 and X 5 curves in Figure 7 . The result is I p,φ (∞) ≈ −0.07116 + 0.20606i with approximately two valid digits compared to Table 4 . The imaginary part matches the step height as x → ∞ in Figure 7 .
Summary
The integral over the product of a polynomial p(x) by a phasor exp[iφ(x)] defined by another polynomial φ(x) has been reduced to Incomplete Gamma Functions if p and φ are powers of x, and to power series in x and asymptotic series in 1/x for the generic case which differ by the general solution of an associated linear first-order differential equation.
Appendix A. Reversion of basic polynomials
Some elementary examples of series reversions (4.2) are gathered in Table 5 . It shows the polynomial in x, the initial few coefficients β j of its reversion, and-if available-the label of these coefficients in the OEIS [41] . 
A217365
To support economical evaluation of the reversions, the subsequent list shows (homogeneous) hypergeometric recurrences in annihilator notation.
These formats occur because the β are determinantal forms of the α-coefficients of the polynomials [19, 28, 31] . From the point of view of Lagrange's inversion formula,
accompanying (4.1), evaluated with Faà di Bruno's formula [18, 15, 32, 45] , it portraits that the number of nonzero higher order derivatives of the inner function (the polynomial in the denominator) is limited by the order l. Expansion of the determinant along the (sparse) final row of di-Bruno's determinant establishes the recurrence. Two-term hypergeometric recurrences in this list lead to representations of β as product-ratios of Γ-values, and to generating functions for the β-sequence of the hypergeometric form.
The simplest group are the cases y = x + kx t with integer k and t where the coefficients β are generalized Catalan numbers [14] :
• The coefficients for series reversion of y = x + kx 2 are essentially products of Catalan numbers with powers of k and obey 2-term recurrences. Solving the quadratic equation for x yields [9] • The non-vanishing coefficients of y = x + x 3 obey (2k − 1)(2k − 2)γ k + 3(3k − 4)(3k − 5)γ k−1 = 0, where γ k = β 2k−1 .
• The non-vanishing coefficients of y = x + x 4 obey (3k − 3)(3k − 4)(3k − 2)γ k + 4(4k − 5)(4k − 7)(4k − 6)γ k−1 = 0, where γ k = β 3k−2 .
• The non-vanishing coefficients of y = x + x 5 obey (4k − 4)(4k − 5)(4k − 3)(4k − 6)γ k + 5(5k − 9)(5k − 8)(5k − 7)(5k − 6)γ k−1 = 0, where γ k = β 4k−3 .
• The non-vanishing coefficients of y = x + 2x 3 obey (2k − 1)(k − 1)γ k + 3(3k − 4)(3k − 5)γ k−1 = 0, where γ k = β 2k−1 .
• The non-vanishing coefficients of y = x + 2x 4 obey (3k − 3)(3k − 4)(3k − 2)γ k + 8(4k − 5)(4k − 7)(4k − 6)γ k−1 = 0, where γ k = β 3k−2 . Other recurrences are
• The coefficients of y = x + x 2 + x 4 obey 1147j(j − 1)(j − 2)β j + 8(j − 1)(j − 2)(647j − 738)β j−1 + 4(j − 2)(224j 2 + 1504j − 5157)β j−2 + 8(800j 3 − 5040j 2 + 8746j − 2655)β j−3 − 192(4j − 15)(2j − 7)(4j − 17)β j−4 = 0.
• The coefficients of y = x + x 3 + x 4 obey 124j(j − 1)(j − 2)β j + (j − 1)(j − 2)(7j − 88)β j−1 + (j − 2)(870j 2 − 3456j + 3347)β j−2 + (1243j 3 − 9870j 2 + 25869j − 22490)β j−3 + 8(4j − 15)(2j − 7)(4j − 17)β j−4 = 0.
• The coefficients of y = x + 2x
2 + x 3 = x(1 + x) 2 obey 2j(j − 1)β j + 3(3j − 2)(3j − 4)β j−1 = 0, so β j = j i=2 (−3)(3i − 2)(3i − 4)/[2i(i − 1)].
• The coefficients of y = x + x 2 + 2x 3 obey 7j(j − 1)β j + 16(j − 1)(2j − 3)β j−1 + 12(3j − 1)(3j − 7)β j−2 = 0. (j + l)α j+l h t+j , 1 ≤ t ≤ l.
For s > 0, the left hand side of (B.3) vanishes and only the second and third sum on the right hand side contribute, so the h t are obtained recursively for t = l+1, l+2, . . . (j + l)α j+l h t+j , l < t.
with the convention that h t = 0 whenever t ≤ 0.
