where h is the increment in x arising from the space discretization.
This leads to a system of ordinary differential equations of the form (2) in which the diagonalizable matrix A has real, negative eigenvalues, and when the boundary conditions are zero. 
when the initial conditions in (4) are introduced.
It may now be shown that y(t) given in (7) satisfies the recurrence
where l is a convenient increment in t. This recurrence relation may be used for t = t 0 + , t l 0 + 2 l ,... ; for t = t 0 the initial conditions give y(t 0 ) = but the value y(t . y ' 0 0 ,+ l ) remains to be determined in terms of and Equation (8) leads to a family of multiderivative methods 0 y . ' 0 y for the solution of (1), the higher derivatives being easy to calculate because of the periodic properties of the problem.
Any numerical solution of (8) will determine y(t) explicitly or implicitly depending on the approximations to exp ( ).
Using the (m,k) Padé approximent to exp of the form
where P k , Q m are polynomials of degree k,m respectively, defined by
and
With p 1 >p 2 >……>p k >0 and depending on the chosen padé 0 q .....m 2 1 > > > > a p p r o x i m a n t , e q u a t i o n ( 8 ) t a k e s t h e f o r m
3.
On substituting for the polynomials P, k ,Q m in (12), odd powers of vanish and the recurrence relation takes the form λ il
where the a j ., b j clearly depend on the Padé approximant being used
For a single equation of the form (1), equation (13) The non-zero coefficients of (14) for the algorithms yielded by the first sixteen entries of the Padé table are given in [7] and are reproduced in the Appendix.
Initial value problems for which ) y' , y (t, f f = may clearly be written in the form of a first order system
Multiderivative methods for first order systems were discussed by the authors in [9] .
4.

Analyses
With the multiderivative method (14) may be associated with the linear difference operator L defined by
Expanding y (t+ ) and y (t-) and their derivatives as Taylor series l l about t, and gathering terms, gives It is easy to see from (14) and (17) 
The solution of (19) involves the n t h power of the zeros r 1 and r 2 of the periodicity polynomial
6.
The interval of periodicity of the multiderivative method (14) is determined by computing the values of H 2 for which the zeros of the periodicity equation
where θ(H) ∈ R ; the multiderivative method is then orbitally stable. may be used to give y 1 to the necessary accuracy.
Numerical examples
Two of the family of multiderivative methods developed in section 1
were tested on two problems well known in the literature.
Problem 1
This is the almost periodic problem introduced by Stiefel and Bettis 
8.
The numerical solution U(t) , V(t) of the real system (25) were computed at t = 40 for = π l π /4, /5, /6, π π π /9, π /12, using the multiderivative methods based on the (2,2),(3,3) Pad e′ approximants. The corresponding computed values Z(t), (t) of z(t), Γ γ (t) were then computed using
The error moduli in the computed values Z(t), Γ (t) given by
were also calculated. The values of Γ (t), E(z), E( γ ) are given in Table 1 .
It can be seen that for both methods tested, the path of the point z(t)
is an outward spiral for all steplengths, which is in keeping with the 
Problem 2
This example was used by Lambert and Watson [4] and Cash [l] and is given by
The theoretical solution of the problem is given by y 1 (t) = a cos wt + φ (t) Table 2 . π π π l Comparing Table 2 with Table 2 
is calculated using, as predictor, the multiderivative ~P 1 n w
is evaluated using
where is the usual backward difference operator, ∇ (b) " 1 ñ w + is evaluated using (P) 1 ñ w + in the system of differential equations, (c) (iv) 1 ñ w + is evaluated from the analytical expressions for which are easily determined (these contain
is calculated using, as corrector, the multiderivative The problem was tested using = l π /18, π /15, π /10 and the numerical solution at time t = 12 determined using the (0,4);(2,2) combination π i n P E C E mo d e . U s i n g t h e t h e o r e t i c a l s o l u t i o n x ( t ) = c o s t , y ( t ) = s i n t t h e e r r o r m o d u l i f o r t h e t h r e e v a l u e s of l a r e e a s i l y f o u n d a n d a r e (13)
given in Table 3 . Results are also tabulated using the (0,4) method alone. Comparison with Table 1 Table 4 . It is again clear that the multiderivative predictor-corrector combination used gives accurate results. Unlike the method used and reported in Shampine and Gordon [5: p.246 ], no step size or order changing was required to achieve the accuracy obtained using the multiderivative methods.
(14) Table 1 Computed results at t = 40 π for Pro blem 1. The non-zero constants a j (j = l,...,m), b w (w = 1,. . ., s) for the first sixteen entries of the Pad Table for 
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