ABSTRACT In the artificial neural network (ANN), the most time-consuming part for parametric modeling of microwave components is the collection of training datasets from full-wave electromagnetic simulations. However, the reported models for parametric modeling of EM behaviors are based on supervised learning, in which the labeled sampling data from full-wave EM simulations ought to be sufficient for ANN training. Thus, the number of full-wave simulations is the main factor that influences the effectiveness of collecting training and testing samples. Based on the dynamic adjustment kernel extreme learning machine, this paper proposes a semi-supervised learning model lying between supervised learning and unsupervised learning to largely reduce the number of required training samples. The proposed model contains two training processes, the initial training, and the self-training. In the initial training process, a small number of training samples from full-wave simulations are used to make the model rapidly converge. Then, in the self-training process, the model produces unlabeled training datasets to train itself till the testing accuracy is satisfied. Two numerical examples of a microstrip-to-microstrip vertical transition and a dual-band four-pole filter are employed to verify the effectiveness of the semi-supervised learning model.
I. INTRODUCTION
Artificial neural network (ANN) with the accurate and fast simulation ability is employed to learn the relationship between geometrical variables and electromagnetic (EM) responses with a training process [1] - [5] . After learning the relationship, a trained ANN is a powerful tool as a good alternative to the full-wave EM simulation to dramatically accelerate the EM design without involving full-wave simulations.
Before an ANN modeling process, plenty of full-wave simulations are carried out to collect the training and testing data. However, the collection of the labeled samples is timeconsuming, and one solution to this problem is to enhance the learning ability of the model. Thus, fewer labeled samples are required for training and testing, or more accurate performance is obtained with the same number of training samples. To reduce the complexity of mapping relationship, some ANN models based on prior knowledge, such as
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analytical expressions [6] - [9] , empirical models [10] , [11] or equivalent circuits [7] , have been proposed. As a result, fewer labeled samples from full-wave simulations are required for ANN training. In 2004, the transfer function (TF) was introduced into ANNs to perform parametric modeling of EM responses without having to rely on the prior knowledge [12] . In this approach, ANN is used for mapping the geometrical variables onto the coefficients of TF [13] in the parametric modeling, and EM responses versus frequency can be expressed explicitly [14] . In [13] , an order-changing module is formulated to guarantee the continuity of coefficients in TF and maintain the model accuracy. Numerical examples show that the ANN model is more accurate than the conventional one with the same training samples. Reference [14] proposes an ANN model combined with the pole-residue-based TF. Compared with the model with the bilinear TF, the proposed model can obtain accurate simulation performance with the existing training samples. Reference [15] introduces two data mining techniques of correlation analysis and data classification to determine the geometrical variable inputs and deal with the order-fluctuation problem in TF. With the data mining techniques, the training and testing errors of the ANN model are much smaller than the conventional model with the same labeled samples. To increase accuracy and speed up model training, an ANN model with the pole-residuebased TF and EM sensitivity analysis is proposed in [16] . Based on the sensitivity analysis, the model is developed with fewer labeled samples by exploiting the sensitivity information. In [17] , a new Wiener-type dynamic neural network, which provides better convergence properties than existing neural network approaches, is proposed for nonlinear device modeling.
Recently, the extreme learning machine (ELM), a singlehidden layer feed-forward neural network with the efficient calculating ability [18] , has been employed to model and design microwave components [19] , [20] . In [19] , a modified optimization algorithm is proposed to set the optimal initial weights and thresholds of ELM training, and accurate results are obtained with fewer training samples. To quantitatively determine the number of training samples, a dynamic adjustment kernel extreme learning machine (DA-KELM), which makes use of the overlap information between the old and new training datasets to obtain the accurate result with a fast training process, is proposed in [21] .
However, the reported models for parametric modeling of EM behaviors are based on supervised learning, in which the labeled sampling data from full-wave EM simulations ought to be sufficient for ANN training. Thus, the number of full-wave simulations is the main factor that influences the effectiveness of collecting training and testing samples. In this paper, a novel model tries to obtain the satisfactory accuracy with much less time consumption from the concept of semi-supervised learning. In the proposed model, only a few training samples come from full-wave simulations, while a considerable number of unlabeled samples are produced by the model itself, which leads to a fast ANN modeling process.
The semi-supervised learning model contains the initial training and self-training. In the initial training process, a DA-KELM is trained with the labeled training samples from full-wave simulations to ensure its good convergence. In the self-training process, another DA-KELM is duplicated from the existing one and the unlabeled samples of different geometrical variables are inputted to each DA-KELM. After the test with the labeled testing samples, the inner parameters from the more accurate DA-KELM are selected and assigned to the other one. The self-training iteration is repeated till the model accuracy is satisfied. Two numerical examples are utilized to evaluate the effectiveness of the semi-supervised learning model.
II. SEMI-SUPERVISED LEARNING MODEL A. INCREASED LEARNING OF DA-KELM
The original training dataset could be presented as G = (X, T ), where X is the input vector and T is the corresponding target. The weight vector from the hidden nodes to the output ones of DA-KELM could be obtained by [21] 
where K is the output matrix obtained from the hidden layer in KELM, µ is a damp factor to get the unique solution, C is a user-specified parameter that provides a tradeoff between the training error and the model structural complexity, U = K T K, and V = K T T . The arrived training dataset is denoted as G = ( X, T ), where X and T are the corresponding input and output matrices. The new training dataset with the arrived
T . With the new output matrix of K + , the updated weight vector could be defined aŝ
where U
In the calculation of K + , the result of K which is obtained in the previous learning process can be utilized directly. Thus, with the ability to capture the overlap information between the old training dataset and the new one, the use of DA-KELM can improve calculation efficiency in the semi-supervised learning.
B. TRAINING PROCESS OF THE SEMI-SUPERVISED LEARNING MODEL
There are two training processes in the semi-supervised learning model, initial training and self-training. The former consists of one DA-KELM and the latter consists of two DA-KELMs.
There are N 0 labeled training datasets obtained from fullwave simulations for initial training. The jth training dataset is presented as Ini.
T is the input of a set of geometrical variables, n is the number of geometrical variables, Ini. t j = Ini. t j1 , Ini. t j2 , . . . , Ini. t jm T is the output of the corresponding TF coefficients from the simulated result (i.e., real and imaginary parts of S-parameters), and m is related to the order of TF. The pole-residue-based TF, an effective TF form in EM simulations [14] , is chosen in this study. It is presented as
where p i and r i are the pole and residue coefficients of TF, respectively, and Q = m/2 is the TF order. The vector fitting technique [22] is employed to obtain the poles and residues of the TF corresponding to the simulated result. The poleresidue tracking technique is used to solve the order-changing problem here [16] . After DA-KELM is trained with the labeled training datasets of Ini.G, the initial error, Ini.e, of the model could be obtained. The process of the initial training is shown in Fig. 1 .
Before the self-training process, another DA-KELM is duplicated from the existing one obtained in the first training process. For the ith iteration step of the self-training process, as shown in Fig. 2 , two unlabeled input datasets of geometrical variables, Self 1 .
, are input to the two DA-KELMs, respectively, where j = 1, 2, . . . , N i , and N i is the total number of input datasets in the ith iteration step. Here, N i is much smaller than N 0 , and Self 1 . x i j and Self 2 . x i j satisfy the following relationship For the (i+1)th iteration step of the Self-training process, Self 1 . x i+1 and Self 2 . x i+1 are input to obtain Self 1 . t i+1 and Self 2 . t i+1 from DA-KELM 1 and DA-KELM 2 , respectively. In the (i + 1)th step, the two DA-KELMs with more accurate inner parameters result in the better Self 1 . t i+1 and Self 2 . t i+1 than Self 1 . t i and Self 2 . t i . Thus, with the training of Self 1 . G i+1 and Self 2 . G i+1 , the accuracy of DA-KELM can be enhanced in the (i + 1)th step. With the testing of the labeled data, the less accurate inner parameters of DA-KELM are updated, and then the more accurate Selftraining dataset can be produced to further train DA-KELM. The Self-learning iteration is repeated until one of the testing errors is less than a specified error of e spec .
Compared with the traditional training method in which the training datasets are all collected from full-wave EM simulations, the proposed model only involves a small number of labeled samples.
C. PERFORMANCE EVALUATION
The approximation of the SinC function [18] , [23] is employed to evaluate the semi-supervised learning model
and DA-KELM is chosen as the comparison model. Similar to [21] , the input of the training dataset is uniformly distributed in the range of (−π, π ). In Fig. 3 , the large uniform noise distributed in [−0.2, 0.2] has been added to all the training samples while the testing data remain noise-free. Here, the root mean squared error (RMSE) is employed as a performance index, which is defined by
where y i is the calculation result obtained from (5) andŷ i is the corresponding output from the two models.
The popular Gaussian kernel function [23] , which is used as the kernel function in DA-KELM, is defined as follows
where γ is the kernel parameter. Parameters C, γ and µ are the same as [21] . The semi-supervised learning model is trained with 2000 initial training samples and then trained with self-training. The dimension of self-training samples is set as 200 in each step. For the comparison model proposed in [21] , 5000 samples are used to train DA-KELM. 1000 testing samples which never appear in the training dataset or self-training dataset are employed to obtain the testing error in the self-training process. The 1000 testing samples are also used to evaluate the performance of DA-KELM. 20 significant vectors are assigned for DA-KELM, and 50 trials are conducted to ensure the reliability of calculation. The average results of RMSE and standard deviation (Dev) of DA-KELM and the semisupervised learning model in which the self-training iteration is repeated 23 times are shown in Table 1 . In this paper, all calculations are conducted based on an Intel i7-4870 2.50 GHz machine with 16 GB RAM. 
III. APPLICATION EXAMPLES A. MICROSTRIP-to-MICROSTRIP (MS-to-MS) VERTICAL TRANSITION
For comparison, an MS-to-MS vertical transition in [21] is also employed to evaluate the semi-supervised learning model. In Fig. 4 , there are six input geometrical variables,
The frequency range is from 1 to 15 GHz. The real part R S11 and imaginary part I S11 of S 11 are the two outputs of the model, i.e., y = [R S11 I S11 ] T . The HFSS software with the full-wave EM simulation produces the labeled training and testing data for modeling.
As same as the selection of training samples in [21] , the design of experiment (DOE) method is used to sample both training and testing data [24] . 36 labeled samples with the six-level DOE method defined in Table 2 are used as training samples for DA-KELM. Meanwhile, 36 training samples with six-level DOE method defined in a wide parameter range as another case are also added for a general evaluation. The collection of 49 testing samples with seven-level DOE method in Table 2 costs about 3698.11s.
First, 15 samples from the 36 labeled training samples are randomly selected to train the semi-supervised learning model. 15 training samples are not sufficient, and the testing errors are 4.8418% for Case 1 and 5.2891% for Case 2. Then, the proposed model carries out its self-training operation to train itself. Each self-training iteration step involves five unlabeled training samples, which are randomly selected from 100 unlabeled training samples with the ten-level DOE method, and the 49 labeled testing samples. The labeled and unlabeled training samples are defined with different levels of the DOE method because the number of the labeled samples is always less than that of the unlabeled ones. Meanwhile, the minimum and maximum values of each variable defined in the DOE method for labeled and unlabeled training sampling should be the same.
After 17 iteration steps of the self-training process, the results from the semi-supervised learning model are shown in Table 3 . Meanwhile, the results from DA-KELM are also shown in Table 3 . Fig. 5 plots the curves of testing errors with the iteration steps. The testing errors in Fig. 5 gradually decrease in the self-training process for both Case 1 and Case 2.
The mean absolute percentage error (MAPE) is used for calculating training and testing errors here:
where y m is the mth value in the testing dataset,ŷ m is the corresponding output from the two models, and M represents the length of the dataset. Compared with the DA-KELM model in [21] , the semisupervised learning model only utilizes 15 labeled training samples, leading to a reduction of 58% for collecting After the training process, the trained semi-supervised learning model of Case 2 could be the alternative to the time-consuming EM simulation for the optimization design of MS-to-MS vertical transitions. Two different design specifications are realized in Fig. 7 by repeatedly calling the model by the flower pollination algorithm (FPA) [25] . From Table 4 , one can see that the semi-supervised learning model and the DA-KELM model cost much less optimization time than the optimization with full-wave EM simulations even though the training time is involved. Furthermore, the semi-supervised learning model is more efficient than the DA-KELM model due to its fewer labeled training samples.
B. DUAL-BAND FOUR-POLE FILTER
In Fig. 8 , a dual-band four-pole filter introduced in [26] is selected as the second example to evaluate the effectiveness of the semi-supervised learning model. Five geometrical variables are set as the input of the model, i.e.,
The model has two outputs, i.e., y = [R S11 I S11 ] T , and the frequency range is from 4.5 to 8 GHz. 49 labeled samples with the seven-level DOE method defined in Table 5 are employed as training samples for DA-KELM. The collection of 49 testing samples with the seven-level DOE method costs about 8827.63s. First, with 20 samples which are randomly selected from the 49 labeled training samples, the semi-supervised learning model obtains the testing error of 5.3788%. Then, the selftraining is operated to train itself. Each self-training iteration step involves five unlabeled training samples, which are randomly selected from 100 unlabeled training samples with the ten-level DOE method, and the 49 labeled testing samples. After 26 iteration steps, the satisfactory results are obtained, as shown in Table 6 . Fig. 9 illustrates that the testing errors gradually decrease during the self-training process.
The results of DA-KELM are also shown in Table 6 the optimal solution is obtained for each specification in Table 7 , the trained semi-supervised model costs much less CPU time than the direct EM simulation and DA-KELM model for filter optimization.
IV. CONCLUSION
To improve the ANN parametric modeling efficiency, a semisupervised learning model, which uses only a few labeled training samples from EM simulations and involves a number of unlabeled samples for training, is proposed in this paper. After the model rapidly converges in the initial training process, it produces unlabeled training datasets to train itself till the testing accuracy is satisfied in the self-training process. Due to its small number of labeled samples from EM simulations, the proposed model is constructed with much less training time than DA-KELM. The effectiveness of the proposed model is verified with two examples of the MS-to-MS vertical transition and dual-band four-pole filter. The proposed model provides an efficient parametric modeling ability in optimization design of microwave components.
