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報が言語化される．例えば，Dense-captioning events [18]では”The camera pans all around
















































































してキャプションを付与する研究である Dense-captioning events [18]における技術を利
用できる．Dense-captioning eventsは 2017年に開催された International Conference on
Computer Vision (ICCV 2017)に投稿された論文で提案されたタスクである．また，2018







セットについて説明する．Temporal Action Localization手法は図 1.2の動作ラベル推定器
に該当し，Dense-captioning手法は図 1.2のキャプション生成器に該当する
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DAPs [11]: Deep Action Proposals (DAPs)は動作区間を検出するための手法である．動
作区間検出は見るフレーム画像群の数を変えることで網羅的に行っていたが，多くの時間
が必要だった [20]．このモデルでは精度向上と高速化の両方を実現した．提案手法はVisual
Encoder，Sequence Encoder，Localization Module，Predictionの 4つのパートに分かれて




ルが推定した動作区間として利用する．このモデルは，当時の SOTA [4]の 10倍以上の速
さで区間の推定できた．
TAG [34]: Temporal Actionness Grouping (TAG)はGenerating temporal proposalsと











nectionist Temporal Classification(CTC) [13]を行動認識に適用した ECTC [15]のような
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を指摘した Streamlined Dense Video Captioning [22]を紹介する．
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CIDEr [31]: Consensus-based Image Description Evaluation (CIDEr)はイメージキャプ
ショニングの評価で用いられる評価指標である．評価には，n–gramでの生成されたキャプ




るという考えに基づいている．具体的には，式 2.1で計算される．mは n–gramの nで，wk













































ものは 400クラスで，その後 600 [6]，700 [7]クラスに拡張されたものが公開されている．
Kineticsの詳細な情報は表 2.2に示す．
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図 2.2: ActivityNet Captions とActivityNetの関係性
赤のバーが動作ラベルの時間軸を，青のバーがキャプションの時間軸を表している．
ActivityNet Captions [18]: Dense-captioning events が提案された論文では Dense-














表 2.3: ActivityNet Captionsの詳細な情報
動画数 キャプション数 平均キャプション数 平均単語数 平均区間長 [s]









Pointer-Generator Networks [26]: Pointer-Generator Networksは抽象型要約として















BLEU [24]: BiLingual Evaluation Understudy (BLEU)は主に機械翻訳の評価で用いら
れる評価指標である．評価には，候補文の参照文群に対する n–gramの適合率 P と，参照













Ncandidate (Ncandidate < Nreference)
1 (otherwise)
(2.5)









METEOR [3]: Metric for Evaluation of Translation with Explicit ORdering (METEOR)
は主に機械翻訳の評価で用いられる評価指標である．評価には，候補文の参照文群に対する
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αP + (1−α)R(1− Sm penalty) (2.7)




ここでは，文章要約用のデータセットとしてCNN Daily Mail Datasetを紹介する．




表 2.4: CNN Daily Mail Datasetの詳細な情報
ペア数 記事の平均単語数 参照予約の平均文数 参照要約 1文の平均単語数
312,084 781 3.75 56
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3.2.1 Split and Rephrase データの利用
Split and Rephrase [23]とは，情報の欠落がないように一つの複文を複数の単文に分割に
するタスクである．本タスクのためのデータセット benchmark-v1.01(以後，このデータセッ
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図 3.2: S&Rデータのデータ例3
る．実際のデータの例を図 3.2に示す．本研究における動作記述への書き換えと Split and
Rephraseを比較すると，後者では情報の欠落がないことを前提としているが，前者では入
力となる一般キャプションから動作記述以外を取り除くことが必要となる．この点で，本




象とは異なるドメイン (out domain) における大量の対訳データを援用して翻訳モデルを
学習し，これを対象ドメイン (in domain) における相対的に少量の対訳データによってド
メイン適用させる研究が行われている [8]．本研究においては，まず in domainの動作記述






























































• no tagged: S&Rで事前学習を行ったあと動作記述書き換えデータでドメイン適応
したものである．
• true tagged: no taggedと同様に事前学習したあとに，動作記述の書き換え前のキャ
プションにActivityNetの正しい動作ラベルに付与したものでドメイン適応をしたも
のである．
• rand tagge: true taggedの時にキャプションの冒頭に付与するラベルをランダムな
別のラベルに変えたものである．
no taggedと true taggedを比較することで動作記述生成におけるラベルの有効性を明ら
かにする．また，動作ラベルを付与する際，必ず正しいラベルが付与できるとは限らない．
19
第 4 章 内的評価: 動作記述の評価
図 4.2: 各設定における入力データの設定




た S&Rデータの量は全設定で 886,857件，動作記述の量は 8,758件であった．
4.3.1 書き換え結果に対する人手評価
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図 4.3: 文間の対応付け
表 4.1: 評価指標AEによる書き換えシステムの評価
no tagged true tagged rand tagged
0.326 0.700 0.687
「軽度の局所的な文法ミスがあるか」については，目的格が主格になっている程度の軽






ることが明らかになった．rand taggedと no taggedの結果を比較するとランダムなラベル
を付与した方がよいことがわかる．これは，ラベルをランダムに付与したが，偶然その中に
正解のラベルと類似するものがあったことが原因として考えられる．また，具体的な出力結
果を図 4.4に示す．出力を見ると，no taggedでは二文しか出力されていない．true tagged
では正解にある”A man explains how to shoot an arrow .”の”how to shoot an arrow”とい
う部分が”something an arrow .”になっているが主語の”a man”と動詞の”explains”は合っ
ているため生成漏れはない．rand taggedでは，正解の”A man explains how to shoot an
arrow .”と主語の”A man”しか一致していない．実際の出力を見ると評価指標 AEでの評
価と合致していることがわかる．
22
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コサイン類似度: 参照文と候補文のベクトル表現を取得し，ベクトル間のコサイン類似度
を計算し最大の値をとる cj を ri (過剰生成検出では riを cj)に対応する文とした．文ベク






すれば類似度が 1，存在しなければ類似度は 0となる．実験においては Sultan らの手法を






実験設定: 対応付け実験の対象は章 4.3で作成した no tagged，true tagged，rand tagged
の三つである．各データにおける 200文群内の参照文の対応付け状況を表 4.2に，200文群









参照文ペアを正解としたときの再現率 (R)，適合率 (P)，再現率と適合率の調和平均 (F)
24
第 4 章 内的評価: 動作記述の評価
表 4.2: 参照文から見た対応付けの内訳
no tagged true tagged rand tagged
対応先あり 164 346 344
対応先なし (生成漏れ) 306 124 126
表 4.3: 候補文から見た対応付けの内訳
no tagged true tagged rand tagged
対応先あり 164 346 344










no tagged true tagged rand tagged average
BERT 0.939 0.945 0.936 0.940
Sultan 0.963 0.962 0.965 0.964
BLEU 0.848 0.702 0.724 0.758
ROUGE 0.970 0.965 0.965 0.967
25
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表 4.5: 候補文から対応付けを行った時の正答率
no tagged true tagged rand tagged average
BERT 0.720 0.887 0.901 0.836
Sultan 0.823 0.890 0.910 0.874
BLEU 0.634 0.627 0.610 0.624
ROUGE 0.732 0.882 0.898 0.837
表 4.6: フィルタリングによる生成漏れ検出率
R P F
BERT no tagged 0.775 0.782 0.778
true tagged 0.524 0.602 0.560
rand tagged 0.516 0.607 0.558
Sultan no tagged 0.850 0.841 0.846
true tagged 0.710 0.629 0.667
rand tagged 0.706 0.645 0.674
ROUGE no tagged 0.748 0.809 0.778
true tagged 0.653 0.628 0.640
rand tagged 0.659 0.675 0.667
書き換えシステムの評価: 生成漏れ・過剰生成検出では，no taggedシステムが最もよい結
果を示した．この原因はスコアの分布にあると考えられる．ROUGEをスコアリングに用
いた際のスコア分布を図 4.5，図 4.6に示す．図 4.5の左から順に no taggedの生成漏れの分
布 (ug sys1)，対応ありのものの分布 (not sys1)，true taggedの生成漏れの分布 (ug sys2)，
対応ありのものの分布 (not sys2)，rand taggedの生成漏れの分布 (ug sys3)，対応ありの
ものの分布 (not sys3) である．図 4.6の左から順に no taggedの過剰生成の分布 (og sys1)，
対応ありのものの分布 (not sys1)，true taggedの過剰生成の分布 (og sys2)，対応ありの
ものの分布 (not sys2)，rand taggedの過剰生成の分布 (og sys3)，対応ありのものの分布
(not sys3) である．
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表 4.7: フィルタリングによる過剰生成検出率
R P F
BERT no tagged 0.453 0.716 0.555
true tagged 0.319 0.625 0.423
rand tagged 0.327 0.654 0.436
Sultan no tagged 0.283 0.833 0.423
true tagged 0.170 0.444 0.246
rand tagged 0.173 0.500 0.257
ROUGE no tagged 0.604 0.634 0.618
true tagged 0.532 0.403 0.459
rand tagged 0.481 0.397 0.435
表 4.8: 自動検出した際の評価指標での評価







































• 既存の検索エンジン: 標準的な検索エンジンの一つとして広く利用されている Elas-














実験設定: 適切な S&Rデータの量を定める実験では書き換えを学習する際の S&Rデータ
の量を 0件, 80,000件, 886,857件 (全部) と変化させ，動作記述の書き換え前のキャプショ








いる Known–item searchであるため，Known–item search用の評価指標である平均逆順位
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表 5.1: S&Rの量の違いによる動画検索精度
0 80000 886857
TF–IDF 0.936 0.928 0.932
BERT 0.809 0.798 0.829
Elastic 0.917 0.904 0.919
表 5.2: ラベルの使用法の違いによる動画検索精度
norm cap no tagged true tagged rand tagged
TF–IDF 0.951 0.682 0.932 0.931
BERT　 0.785 0.414 0.829 0.821




















内的評価の結果 (表 4.1,表 4.8)，および，外的評価の結果 (表 5.2) を比べると，書き換え















Ppairi,j ∗ Palonei,j (6.1)
ここでnは評価対象の文群の数である (本実験では 200)．kiは i番目の文群に含まれるペ
アの数である．i番目の文群にある j番目のペア内での評価値Ppairi,j は表 6.1に定義するも









1書き換えは 200件行ったがその内 34件は AEかMEのどちらかが三つの書き換え結果とも同じ値で相
関係数を計算できないため除外した．
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