In this paper a simple and convenient new regularization method for solving backward heat equationFourier regularization method is given. Meanwhile, some quite sharp error estimates between the approximate solution and exact solution are provided. A numerical example also shows that the method works effectively.
Introduction
The backward heat conduction problem (BHCP) is also referred to as the final value problem [1] . The BHCP is a typical ill-posed problem [2, 3] . In general no solution which satisfies the heat conduction equation with final data and the boundary conditions exists. Even if a solution exists, it will not be continuously dependent on the final data such that the numerical simulations are very difficult and some special regularization methods are required. In the context of approximation method for this problem, many approaches have been investigated. Such authors as Lattes and Lions [4] , Showalter [5] , Ames et al. [6] , Miller [7] have approximated the BHCP by quasi-reversibility method. Tautenhahn and Schröter established an optimal error estimate for a special BHCP [8] , Seidman established an optimal filtering method [9] . Mera et al. [10] and Jourhmane and Mera [11] used many numerical methods with regularization techniques to approximate the problem. A mollification method has been studied by Hào [12] . Recently, Liu used a group preserving scheme to solve the backward heat equation numerically [13] . Kirkup and Wadsworth used an operator-splitting method [14] .
To the authors' knowledge, so far there are many papers on the backward heat equation, but theoretically the error estimates of most regularization methods in the literature are Hölder type, i.e., the approximate solution v and the exact solution u satisfy u(·, t) − v(·, t) 2E
, where E is an a priori bound on u(x, 0), and δ is the noise level on final data u(x, T ). In this paper we consider the following one-dimensional backward heat equation in an unbounded region [12] ,
where we want to determine the temperature distribution u(·, t) for 0 t < T from the data ϕ T (x). The major object of this paper is to provide a quite simple and convenient new regularization method-Fourier regularization method. Meanwhile, we overstep the Hölder continuity, some more faster convergence error estimates are given. Especially, the convergence of the approximate solution at t = 0 is also proved. This is an improvement of known results [9] . Letĝ(ξ ) denote the Fourier transform of g(x) ∈ L(R) and define it bŷ 2) and let g H s denote the norm on the Sobolev space H s (R) and define it by
As a solution of problem (1.1) we understand a function u(x, t) satisfying (1.1) in the classical sense and for every fixed t ∈ [0, T ], the function u(·, t) ∈ L 2 (R). In this class of functions, if the solution of problem (1.1) exists, then it must be unique [15] . We assume u(x, t) is the unique solution of (1.1). Using the Fourier transform technique to problem (1.1) with respect to the variable x, we can get the Fourier transformû(ξ, t) of the exact solution u(x, t) of problem (1.1):
or equivalently,
Moreover, there holdŝ
Denoting ϕ 0 (x) := u(x, 0) and as usual, when we consider problem (1.1) in L 2 (R) for the variable x, we always assume there exists an a priori bound for ϕ 0 (x):
Due to (1.7), (1.6) and Parseval identity, we know
Note that e ξ 2 T → ∞ as |ξ | → ∞, (1.7) implies a rapid decay ofφ T (ξ ) at high frequencies. But, in practice, the data at t = T is often obtained on the basis of reading of physical instruments which is denoted by ϕ δ T (x). In such cases we cannot assume that it is given with absolute accuracy. Therefore such a decay of exact data is not likely to occur in the Fourier transform of the measured noisy data ϕ δ T (x).
, a small disturb in the data ϕ T (x) may cause a dramatically large errors in the solution u(x, t) for 0 t < T . It is obvious that the severely ill-posedness of problem (1.1) is caused by disturb of high frequencies and many authors hope to recover the stability of problem (1.1) by filtering the high frequencies with suitable method. This idea has appeared earlier on in [16] and the author showed that in a subspace of L 2 (R) consisting of functions whose Fourier transforms have compact support, the backward heat equation (1.1) leads to a well-posed problem in the sense of Hadamard. He also provided a stable and convergent iteration scheme. Unfortunately, the result obtained in [16] is only a conditional stability and it cannot deal with any noise data. The essence of Fourier regularization method is just to eliminate all high frequencies from the solution, and instead consider (1.5) only for |ξ | < ξ max , where ξ max is an appropriate positive constant. Recently, Fourier regularization method has been effectively applied to solve the sideways heat equation [17, 18] , a more general sideways parabolic equation [19] and numerical differentives [20] . This regularization method is rather simple and convenient for dealing with some ill-posed problems. However, as far as we know, there are not any results of Fourier method for treating backward heat equation until now. The present paper is devoted to establishing such a method for problem (1.1).
Fourier regularization and error estimates
As in the previous section, let ϕ T (x) and ϕ δ T (x) denote the exact and measured data at t = T , respectively, which satisfy
For some s 0 we assume there exists an a priori bound
We define a regularization approximate solution of problem (1.1) for noisy data ϕ δ T (x) which is called the Fourier regularized solution of problem (1.1) as follows:
where χ max is the characteristic function of interval [−ξ max , ξ max ] and ξ max is a constant which will be selected appropriately as regularization parameter. The main conclusion of this paper is: 
4)
there holds the following logarithmic stability estimate:
(2.5)
Proof. Due to Parseval formula and (1.5), (2.3), (1.6), (2.1), (2.2), we know
is bounded for δ → 0, Therefore, the proof of estimate (2.5) is com-
Remark 2.1. When s = 0, the estimate (2.5) becomes
From [8] , we know this is an order optimal stability estimate in L 2 (R). However, from (2.6) we know when t → 0 + , the accuracy of the regularized solution becomes progressively lower. At t = 0, it merely implies that the error is bounded by 2E, i.e., the convergence of the regularization solution at t = 0 is not obtained theoretically. This defect is remedied by (2.5). In fact, for t = 0, (2.5) becomes
Moreover, comparing (2.5) with the result obtained in [12] we know estimate (2.5) is sharp and the best known estimate.
Remark 2.2. Note that ln
→ T , when δ → 0 + . Hence estimate (2.5) also can be rewritten as
It is easy to see that the accuracy of the estimate increases with deceasing of T . This accords with the computation practice by another method given in [10] .
Remark 2.3. In general, the a priori bound E is often unknown exactly in practice, therefore we do not have the exact a priori bound E. However, if we select
we also have the estimate or equivalently
where E is only a bounded positive constant and it is not necessary to know exactly in (2.9) and (2.10). This choice is helpful in our realistic computation.
A numerical example
It is easy to verify that the function
is the unique solution of the initial problem Hence, u(x, t) given by (3.1) is also the solution of the following backward heat equation for 0 t < T :
Now we will focus on our numerical experiment to verify the theoretical results. When the input data contain noises, we use the rand function given in Matlab to generate the noisy data respectively. Figures 3-5 are based on T = 1.00, t = 0 with different noise levels 6 × 10 −2 , 6 × 10 −3 , and 6 × 10 −4 , respectively.
From these figures, we can conclude that the regularization parameter rule given by (2.8) is valid and the numerical solution is stable at t = 0. This accords with our theoretical results.
