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Inverse melting are those in which the more symmetric phase (e.g. paramagnetic or fluid phase) is established
at lower temperatures, while the less symmetric phase (e.g. modulated or crystalline phase) appears at higher
temperatures. This exotic scenario has been observed in the reentrant phase diagrams of systems with competing
interactions. In such systems, the competition between a short range attractive interaction and a nonlocal repul-
sive interaction promote the appearance of modulated phases. Here we present a fundamental comprehension
of the microscopic mechanisms leading to the emergence of such inverse transitions by considering a thorough
mean-field analysis of a variety of minimal models with different competing interactions. Through analytical
and numerical tools we identify the specific connections between the characteristic energy of the homogeneous
and modulated phases and the observed reentrant behaviors. In particular, we find that reentrance is appreciable
when the characteristic energy cost of the homogeneous and modulated phases are comparable to each other,
and for systems in which the local order parameter is limited. In the asymptotic limit of high energy cost of
the homogeneous phase we obtain analytically that the degree of reentrance of the phase diagram decreases
exponentially with the ratio of the characteristic energy cost of homogeneous and modulated phases. We are
also able to establish theoretical (upper and lower) bounds for the degree of the reentrance, according to the
nature of the competing interactions. Finally, we confront our mean-field results with Langevin simulations
of an effective coarse grained model, confirming the main results regarding the degree of the reentrance in the
phase diagram. These results shed new light on the many systems undergoing inverse melting transitions, from
magnets to colloids and vortex matter, by qualitatively improving the understanding of the interplay of entropy
and energy around the inverse melting points.
PACS numbers:
I. INTRODUCTION
The inverse melting (IM) is generally understood in terms
of a larger entropic contribution arising when the systems go
into a less-symmetric phase by increasing the temperature1.
This is in clear contradiction with the commonly extended as-
sociation between symmetry and order, i.e. less symmetry im-
plies more order and vice-versa. It is therefore highly counter-
intuitive the many experimental findings verifying IM transi-
tions in which, by augmenting the temperature, liquids be-
come solids and homogeneous magnetization becomes modu-
lated patterns2–5. There is no fundamental contradiction what-
soever, since the actual measure of order is given precisely
through the entropy and not the symmetry. In this way, such
anomalous transition can happen, for instance, when some de-
grees of freedom are frozen in the liquid phase; under that
circumstance the IM can lead to a gain of entropy by ex-
citing these degrees of freedom in a solid phase6. Several
models have been used to reproduce such reentrant behav-
iors in particle systems7, spin systems8–10 and coarse grained
approaches11. Even though in some of these systems the con-
nection of the reentrant behavior with the specific features
of the interactions and microscopic details has been clarified,
there is a large class of systems with competing interactions
in which such connection is yet to be established. Here we
address the case of systems where isotropic competing inter-
actions gives rise to modulated phases in two dimensions.
Modulated phases typically appear in systems where a
short-range attractive interaction competes with a non-local
repulsive interaction. In two dimensions is commonly ob-
served stripes and bubbles, or clusters, configurations with a
modulation length depending on the relative strength of the
interactions12. Systems with this kind of phenomenology are
present from soft condensed matter to magnetic systems. For
instance, in binary (AB) polymer mixture in which the poly-
mer chains are connected by a covalent bond at the chain
ends, microphase separation takes place. In this case, A-
rich and B-rich domains can arrange them selves in lamelar
structures of size of the order of the sum of each polymer
chain13–15. In charged colloidal systems phase separation is
possible due to the competition between the short range at-
tractive Van der Waals interaction and the non-local repulsive
screened Coulomb interaction16–18. On the other hand, ferro-
magnetic dipolar thin films present modulated structures due
to the competition between the “attractive” exchange interac-
tion and the “repulsive” dipolar interaction19,20.
In some of these systems the IM transitions have been pre-
dicted theoretically21 or even observed experimentally22. In
the magnetic case, a IM transition has been recently observed
in experiments on ultrathin ferromagnetic films with perpen-
dicular anisotropy of Fe/Cu(001)5,23,24, which have shown that
a perpendicular magnetic field versus temperature phase dia-
gram displays strong reentrant features - a behavior somewhat
predicted theoretically for this particular magnetic systems25.
In an attempt to explain this experimental observations, a scal-
ing theory was developed to relate the presence of a certain
family of microscopic interactions with the existence of reen-
trant behavior in the phase diagram26. More recently, the same
reentrant behavior have been found within mean-field approx-
imations for systems with dipolar repulsive interactions in the
context of Landau-Ginzburg models27, lattice models28 and
others29. Many of these efforts focus on the relation between
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2the IM behavior with an entropy gain from domain wall de-
grees of freedom of the modulated patterns. In spite of these
advances, little progress have been made relating the nature of
the microscopic interactions and the underlying mechanisms
of the IM transitions in the phase diagram.
In the present work we are able to explore this relation by
generalizing a previously developed minimization-variational
technique29 to consider generic isotropic interactions and dif-
ferent approximations schemes. Different competing interac-
tions, encoded in A(r), are explored by altering the function-
ality of the fluctuation spectrum Aˆ(k), which is the Fourier
transform of the interactions of the system. This is the key
quantity that should contain the basic ingredients for the reen-
trant behavior to be present. Indeed, we found that, in order to
observe an IM transition, the relative energy cost of the homo-
geneous phase must comparable to the characteristic energy
cost of the modulated phase, in other words Aˆ(0) ' Aˆ(k0),
where Aˆ(k0) stands for the minimum of the fluctuation spec-
trum.
Furthermore, we found that another key ingredient for the
IM transition to take place is that the local entropy has to be
a steep enough function of the order parameter close to its
saturation value. Physically, the steepness of the functional
form of the local entropy establishes a constraint in the order
parameter. In other words, we need that the order parameter
has to be limited, not necessarily by a hard constraint. This
implies for instance that in a magnetic system we must have
a saturation value for the local magnetic moment and in the
case of a fluid, particles must have some kind of hard core or
another type of strong enough short-range repulsive interac-
tions.
In order to understand the relation between the reentrance
behavior in the phase diagram and the underlying microscopic
model, we have considered several specific fluctuation spec-
tra, corresponding to different types of microscopic interac-
tions relevant for several physical systems (see table I in Sec-
tion III). We found that the extension of the IM in the phase
diagram is proportional to the quantity Aˆ(0)/Aˆ(k0). In the
limit where this ratio is large, we obtained an analytical ex-
pression characterizing the extension of the reentrance for a
given phase diagram, independently of the details of the mi-
croscopic model. We also found that the extension of the
reentrance has a theoretical upper and lower bound, depend-
ing only on the the general features of the fluctuation spec-
trum Aˆ(k) of the specific model. Finally, the overall key re-
sults, i.e. the shape of the phase diagrams as a function of
the form of the interactions, are additionally contrasted with
results of Langevin simulations for the ferromagnetic dipolar
model. The latter, confirming the validity of the theoretical
approaches, are the first computer simulations to verify the
IM transition in coarse-grained models.
The paper is organized as follows, in section 1 we present
the generic microscopic model to be studied and its coarse
grained version used along this work; we also present the vari-
ational methods employed to study the equilibrium state of the
system. In section 2 we used some specific fluctuation spectra
to study under which condition reentrance is observed and dis-
cuss how the reentrance of a given model is limited superior
and inferiorly. Section 3 is devoted to a discussion in depth of
how inverse melting actually takes place and how the interplay
energy versus entropy is responsible for it. In the fourth sec-
tion we present the result of Langevin numerical simulation
for a specific model validating the main conclusions obtained
through analytical calculations. Finally in the last section of
the paper we present the conclusions of our work.
II. THEORETICAL APPROACH
Let us start by considering an Ising-like spin system {si}
with generic non-local interactions Aij in a two dimensional
square lattice. This Hamiltonian can be written in the form:
H = 1
2
∑
i,j
Aijsisj −
∑
i
hsi, (1)
where h is an applied external field. Within this general ex-
pression, we will focus on those interactions that are able
to generate spatially modulated patterns in the equilibrium
regime of the system.
Typically, these spatial textures are in form of stripes or
bubbles patterns, which can extend over a large number of lat-
tice sites. In dipolar frustrated ferromagnetic materials, for
instance, the typical stripe width is about thousand times the
lattice spacing30. On the other hand, theoretical and experi-
mental studies on systems whose modulation is of the order
of the minimum distances between their constituents have en-
counter no evidence of IM31. This scenario fully justify the
use of coarse-grained approaches to study the IM transition.
After a coarse-graining extension of Eq. (1), the new ef-
fective 2D model is now described by a scalar-field local-
order parameter φ(~x), with effective Hamiltonian written in
the form29,32:
H[φ] =
1
2
∫∫
d2xd2x′φ(~x)φ(~x′)A(|~x− ~x′|)
+
1
β
∫
d2x S(φ(~x))−
∫
d2x hφ(~x), (2)
where the generic interaction A(~x, ~x′) = A(|~x− ~x′|) ≡ A(r)
is considered isotropic, β stands for (KT )−1 and
S(x) =
(1 + x)
2
ln
(
1 + x
2
)
+
(1− x)
2
ln
(
1− x
2
)
(3)
represent a local potential for the continuous order parameter,
which can be seen as the microscopic entropic contribution to
the coarse grained model. In fact, this form of the Hamiltonian
is a local density approximation on the mean-field free energy
of the model of Eq. (1).
In the following, we study the equilibrium phase diagrams
of the Hamiltonian of Eq. (2). This is done by looking at the
stationary states of the overdamped Langevin equation of the
system in terms of the local order parameter φ(x). Consider-
3ing Eq. (2), a natural choice for the dynamical equation reads
∂φ(~x, t)
∂t
= −δH[φ]
δφ(x)
+ η(~x, t)
= −
∫
d2x′A(|~x− ~x′|)φ(~x′, t)
− 1
β
arctanh(φ(~x, t)) + h+ η(x, t), (4)
where η(~x, t) represent the usual zero-mean white noise, with
〈η(~x, t)η(~x′, t′)〉 = 2β−1δ(t− t′)δ(~x− ~x′).
Within the mean field approximation, the stationary state of
Eq. (4) implies that ∂t〈φ(~x, t)〉 must be zero. Angular brack-
ets indicate the thermal average of the corresponding quantity.
Taking the thermal average over both sides of Eq. (4) we ob-
tain
1
β
〈arctanh(φ(~x, t))〉 = −
∫
d2x′A(|~x− ~x′|)〈φ(~x′, t)〉+ h.
(5)
At this point a relation between 〈arctanh(φ(~x, t))〉 and
〈φ(~x, t)〉 is necessary, and different approximations could be
used32. In the present work, we begin by using the standard
mean-field approach, neglecting all fluctuations in the local
order parameter: 〈arctanh(φ(~x, t))〉 ∼= arctanh(〈φ(~x)〉). In
this case we can recast Eq. (5) as:
δH[〈φ〉]
δ〈φ(x)〉 = 0. (6)
This means that, in the crude mean field approach, the equilib-
rium state of the system corresponds to configurations mini-
mizing the effective coarse grained HamiltonianH[φ], i.e. the
mean field free energy of the original microscopic model of
Eq. (1).
In order to test the robustness of the phase diagrams ob-
tained within this approximation, we additionally calculate an
improved version of this mean-field approach. This is accom-
plished by including the equilibrium non-linear dynamics of
the local order parameter in Eq. (4). Let us then consider the
exact Langevin equation of motion for a single site of the sys-
tem. According to Eq. (4) we can write:
∂φ(~x, t)
∂t
= hl(~x, t)− 1
β
arctanh(φ(~x, t)) + η(~x, t), (7)
where hl(~x, t) represents the local field in the equilibrium
state. An improved mean field approximation can be devised
by neglecting fluctuations in the local field. In this approxi-
mation the local field is simply taken as a constant along time,
equal to the mean local field heff(~x) ≡ 〈hl(~x, t)〉. Once that
we have decoupled the multiple single site equations, we can
solve exactly the stochastic equation for generic single site.
The single site Langevin equation resulting from Eq. (7) has
a stationary equilibrium state satisfying the Boltzmann prob-
ability distribution, thus
P (φ) =
1
Z
exp[−β(−heffφ+ 1
β
S(φ))], (8)
where Z is a normalization constant.
Once the form of the probability distribution P (φ) is
known, it is possible to calculate 〈arctanh[φ]〉 and 〈φ〉 as
a function of the parameter βheff . This allow to parametri-
cally obtain the function 〈arctanh〉(〈φ〉). In turn, this rela-
tion (〈arctanh〉(〈φ〉)) can be used in Eq. (5) to obtain the im-
proved mean-field description of the model. Interestingly, the
final equation can still be written in the same form:
δH1[〈φ〉]
δ〈φ(x)〉 = 0, (9)
using the improved version of the Hamiltonian:
H1[φ] =
1
2
∫∫
d2xd2x′φ(~x)φ(~x′)A(|~x− ~x′|)
+
1
β
∫
d2x S1(φ(~x))−
∫
d2x hφ(~x), (10)
with the effective entropic contribution:
S1(φ) = −
∫ 1
φ
dx 〈arctanh〉(x). (11)
Again, this means that the equilibrium state can be obtained
by minimizing certain free energy functional. For compari-
son, in Fig 1 we show the corresponding entropic functions
in both approximations. As can be seen, once we include the
nonlinear local dynamics there is an entropy gain due to the
soft nature of the order parameter - it is worth noting that local
entropy is defined as −S(φ) in Eqs. (2,10).
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FIG. 1: Free energy functionals S(φ) and S1(φ), as defined in Eq. (3)
and Eq. (11).
Once these free energy functionals of Eq. (3) and Eq. (11)
have been defined, we can proceed with the minimization pro-
cess to study the equilibrium states of the system.
III. MINIMIZATION OF THE EFFECTIVE
HAMILTONIANS
The minimization technique we perform in this work
is analogous to that used in Ref.29. We are interested in so-
lutions that minimize the effective free energy. We consider
4three types of solutions: i) stripes, where φ(~x) is given by a
one dimensional modulation; ii) bubbles, where a two dimen-
sional modulation occurs in the form of a triangular array of
opposite values of φ in relation to the background value; and
iii) uniform, where φ takes a constant homogeneous value.
The general solution for such configurations can be written
as:
φ(~x) =
n∑
i=0
ci cos(~ki · ~x), (12)
where the set of wave vectors ~ki are conveniently taken in or-
der to reproduce the different solutions. Here n is the number
of wave vectors considered in the solution, once the number
of modes along the principal direction have been fixed. In
the case of the stripes solution we have considered n = 15
and this corresponds to the number of modes in the princi-
pal direction. In the case of the bubbles solution, where we
have three principal directions (1, 0), (− 12 ,
√
3
2 ), (− 12 ,−
√
3
2 ),
we have n = 360 wave vectors when considering 15 modes
in each principal direction. The wave vectors are defined as
~ki = keq~ai, where keq = 2pi/λeq corresponds to the modu-
lation length at equilibrium λeq, and the set of vectors ~ai are
chosen as a regular 1D (stripes) or 2D triangular (bubbles) lat-
tice, of spacing equal to 1.
Name Expression
quadratic model Aˆ(k) = a(k − 1)2 − 1
quartic model Aˆ(k) = a(k2 − 1)2 − 1
screened Coulomb model Aˆ(k) = −2(2 + a2) + k2 + 2(1+a2)3/2√
k2+a2
single-mode approximation Aˆ(k) =

A0 if k = 0
−1 if k = 1
+∞ elsewhere
TABLE I: Analytical forms of several fluctuation spectra Aˆ(k) lead-
ing to modulated configurations, as are treated in this work. In all
cases the minimum has been set to Aˆ(k0 = 1) = −1, so that the
remaining free parameter (a) determines the value of Aˆ(0).
Assuming a local order parameter in the form of Eq. (12),
the functional Hamiltonians in Eq. (2) and Eq. (10) becomes
then functions of keq and the set of amplitudes {ci}, for each
kind of solution. Such functions are minimized to find the best
parameters corresponding to the three type of solutions for a
given point in the H-T space. The solution with minimal free
energy is used to construct the H-T phase diagram.
This process is carried out for some representative interac-
tions of this class of pattern forming systems
A(r) =
∫
d2k
(2pi)2 Aˆ(k)e
i~k·~r, where the function Aˆ(k) is the
so called fluctuation spectrum. In order to develop mod-
ulated structures, Aˆ(k) must have a negative minimum at
some nontrivial wave vector k0 6= 0. In Table I we list
the analytic forms of the fluctuation spectra considered in
this work. As discussed above, these interactions corre-
spond to several models physically relevant for condensed
matter. The quadratic fluctuation spectrum has been exten-
sively used to study different aspects of the Ising ferromagnet
with dipolar interactions33,34. On the other hand, the quar-
tic spectrum is the continuous limit of a system with com-
peting first-neighbors attractive and second-neighbors repul-
sive interaction35, this kind of fluctuation spectrum have been
used in effective models of diblock copolymers in the weak
segregation limit36,37. We also consider a model where a
short range attraction competes with a repulsive potential of
Yukawa type, which has been used to model cluster forming
colloidal systems38. In addition, we analyze the single mode
case, which is a minimal prototype fluctuation spectrum of
those considered here. For this interaction the restriction in
the number of modes is included in the model by setting to
infinity the energy cost of all but the zero and the principal
modes. Though unrealistic, this model becomes a benchmark
for our theoretical calculations.
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FIG. 2: Phase diagrams corresponding to a system with fluctua-
tion spectrum of the quadratic type, setting the number of modes in
the principal directions to nmax = 15. Rows corresponds to single
values of the fraction Aˆ(0)/|Aˆ(k0)|; with Aˆ(0)/|Aˆ(k0)| = 4 for
panels A and B, Aˆ(0)/|Aˆ(k0)| = −0.6 for panels C and D, and
Aˆ(0)/|Aˆ(k0)| = −0.8 for panels E and F. Columns correspond to
different approaches: diagrams in panels A, C and E calculated via
mean field, and diagrams in panels B, D and F calculated with the
improved mean-field minimization.
Results for the phase diagrams of the quadratic model are
shown in Fig. 2. Firstly, it is remarkable that improved mean
field (right column of Fig. 2: panels B, D and F) and strict
mean field approximations (left column of Fig. 2: panels A, C
and E) yield qualitatively similar phase diagrams. It is worth
noting that the critical temperatures in the improved mean
field case are lower than the mean field ones - as expected,
since in the former case local fluctuations are included. Ad-
ditionally, the values of the critical fields as a function of the
reduced temperature are very close. Considering that the strict
5mean field approach has been used more often in previous
works29,32, in what follows the overall presented analysis have
been obtained within this approximation.
Interestingly, it can also be observed from Fig. 2 that the IM
transition becomes significant as the quantity Aˆ(0)/|Aˆ(k0)|
is decreased. For large values of Aˆ(0)/|Aˆ(k0)| (panels A
and B), for a fixed value of the applied field, an increase of
the temperature leads to an increase of the symmetry of the
equilibrium configuration. However, a different phenomenol-
ogy emerge in panels C, D, E and F, where the quantity
Aˆ(0)/|Aˆ(k0)| takes values of −0.6 and −0.8. In these cases,
the low temperature regime of the phase diagrams is charac-
terized by an IM phase boundary, in which a transition be-
tween the homogeneous and modulated phases is observed as
the temperature is increased.
We quantify the extension of the IM by defining the follow-
ing reentrance parameter:
R =
hmax − h0
hmax
, (13)
where h0 = hc(0) is the critical field separating the mod-
ulated and homogeneous phase at zero temperature, while
hmax = hc(Tmax) represent the maximum value of field along
the phase boundary between these phases. The parameter
in Eq. (13) is zero for non-reentrant diagrams, and takes the
value 1 when h0 = 0, when the IM transition is observed for
all fields of the phase boundary between homogeneous and
modulated phases.
Asymptotic
Single mode
Quartic model
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FIG. 3: Reentrant parameter as function of the relation
Aˆ(0)/|Aˆ(k0)|. Solid curves correspond to the different interaction
families presented in Table I. The dashed line is the theoretical be-
havior valid in the asymptotic regime.
In Fig. 3 the reentrant parameter is shown for several fam-
ilies of interaction Hamiltonians. As can be seen, the previ-
ously observed behavior of the IM with respect to the relation
Aˆ(0)/|Aˆ(k0)| is confirmed for all types of interaction consid-
ered. In all cases, this relation is able to tune the reentrant
properties of the systems in the whole range 0 ≤ R ≤ 1.
This result suggest that the IM is a universal feature, that can
emerge in any particular type of interaction as far as the rela-
tion Aˆ(0)/|Aˆ(k0)| is sufficiently small.
It is also evident from Fig. 3 that, for a given value of the re-
lation Aˆ(0)/|Aˆ(k0)|, the single-mode approximation presents
the highest reentrance among all the different families. The
reason of this finding relies in the fact that single-mode solu-
tions implies a perfect sinusoidal structure. At small temper-
atures, the actual modulated solutions tend to be very struc-
tured, with important contribution of higher harmonics to
lowering the free energy of the modulated solution. Con-
sequently, the single mode ansatz possesses the highest free
energy among the different modulated solutions, and thus,
the lower critical field separating the modulated and homo-
geneous phases.
This difference of free energies/critical fields becomes less
important as the temperature increases, since the weight of the
higher harmonics decreases due to the effects of the entropic
term in the free energy, regardless the specific form of the in-
teractions. Eventually, in the vicinity of Tc, the single mode
solution is asymptotically exact. In summary, among all so-
lutions, the single mode one has the lowest h0, while hmax
is not particularly decreased. This explains why the single
mode curve in Fig. 3 shows the highest reentrance for a given
Aˆ(0)/|Aˆ(k0)|, and is an upper bound for the different inter-
action families given the values Aˆ(0) and Aˆ(k0). In this way,
the relation Aˆ(0)/|Aˆ(k0)| is the only needed input to know
the maximum reentrance that any phase diagram can have.
The same arguments can be used to find a lower bound for
the reentrance parameter of a given interaction Aˆ(k). Let us
consider two fluctuation spectra Aˆ1(k) and Aˆ2(k), such that
they have the same values of Aˆ(0) and Aˆ(k0), and Aˆ1(k) ≤
Aˆ2(k) for all wave vectors. Then, Aˆ1(k) will exhibit a lower
free energy of the modulated solutions, due the contribution
of higher harmonics. Again this difference is particularly im-
portant at lower temperatures, and decreases as temperature
increases. This implies that Aˆ1(k) has higher critical fields,
hc(T ), separating the modulated and homogeneous phases,
but this difference increases as temperature decreases. Con-
sequently, the reentrance parameter for Aˆ1(k) will be smaller
then that for Aˆ2(k). Among all the interaction families con-
sidered in table I, the quadratic model has a fluctuation spec-
trum that limits inferiorly the other models43 and as a conse-
quence, it presents the lowest reentrance parameter in Fig. 2.
A. Low Reentrance Regime
As can be seen from Fig. 2, for large values of
Aˆ(0)/|Aˆ(k0)| the inverse transition appear just in a narrow
region, corresponding to high external fields and low temper-
atures. In such conditions the transition between the modu-
lated and the uniform phases is expected to occur with an av-
erage order parameter (magnetization) close to its saturation
value. This implies that, close to the critical line, the modu-
lations have small amplitude, which means that the transition
should be continuous or, at most, weakly first order. Within
this assumption an analytical study of the transition can be
performed by using a single-mode description.
According to Eqs. (6) and (12), the transition between
6the modulated (bubble) and the uniform phase, in the high
Aˆ(0)/|Aˆ(k0)| regime, must be governed by the effective free
energy
H(c0, c1) =
1
2
Aˆ(0)c20 −
3
4
|Aˆ(k0)|c21
+
KT
2
S(c0) +KT
3
4
S(2)(c0)c
2
1 − hc0, (14)
where c0 is the spatial average of the order parameter
(e.g. magnetization), and c1 is the amplitude of the modula-
tion. Additionally, S(n)(φ) represent the derivative of order
n of the function S(φ). Performing the minimization process
and enforcing the marginal stability of the modulated phase
∂2H
∂c21
(c0, c1) = 0, we obtain
c0,c(T ) = S
(2)
−1
(
|Aˆ(k0)|
KT
)
(15)
hc(T ) = Aˆ(0)c0,c +KTS
(1)(c0,c), (16)
where S(2)−1(φ) represents the inverse function of S
(2)(φ). For
our particular form of S(φ) the final expression of the critical
line hc(T ), separating the modulated from the uniform phase,
will be
hc(T ) = Aˆ(0)
√
1− KT|Aˆ(k0)|
+
KT
2
log
1 +
√
1− KT|Aˆ(k0)|
1−
√
1− KT|Aˆ(k0)|
. (17)
With the analytic form of the critical line it is possible then
to obtain the behavior of the reentrant parameter in the asymp-
totic regime of large Aˆ(0)/|Aˆ(k0)|. According to its definition
in Eq. (13) we have
R =
2 exp
(
−1− Aˆ(0)|Aˆ(k0)|
)
Aˆ(0)
|Aˆ(k0)| + 2 exp
(
−1− Aˆ(0)|Aˆ(k0)|
) . (18)
For comparison, together with the results obtained by di-
rect minimization of the mean-field free energy, the asymp-
totic behavior analytically obtained in Eq. (18) is presented in
Fig. 3 with dashed lines. As can be observed, the convergence
to the asymptotic behavior occurs at relatively low values of
Aˆ(0)/|Aˆ(k0)| for the quartic model and the single-mode in-
teractions. These are precisely the fluctuation spectra with the
highest energy cost for modes beyond the principal one, mak-
ing these systems to form nearly single-mode profiles, which
is the approximation assumed in Eq. (14).
IV. UNDERSTANDING THE IM
A careful analysis of the results obtained in Eq. (16)
and Eq. (17) confirm that, within the regime of large
Aˆ(0)/|Aˆ(k0)|, in order to produce a reentrant critical line, the
entropic functional S(φ) must be steep enough in the vicinity
of the saturation value of the order parameter. To understand
this result it is important to notice the role of each term in
Eq. (16). The first term represents an energetic contribution
proportional to the average value of the order parameter along
the critical line, which is expected to increase towards satura-
tion value as T → 0 (see for example Eq. (17)). This term
accounts for a typical behavior of hc(T ), and cannot produce
a reentrant critical line.
On the other hand, the second term of Eq. (16), which rep-
resents the entropic contribution, is proportional to the first
derivative of the entropic function with respect to the order pa-
rameter, S(1)(c0,c), evaluated at the average order parameter
along the critical line. To develop a reentrant hc(T ) close to
zero temperature, it is necessary that S(1) (c0,c(T )) to be large
enough as c0,c(T ) approaches the saturation value in order to
overcome the contribution of the first term in Eq. (16). In other
words, the entropic function must be steep enough close to
the saturation value of the order parameter in order to develop
a reentrant behavior. It is worth recalling that even thought
this result was obtained within certain approximations, still it
suggests a central ingredient to observe IM in the considered
models.
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FIG. 4: Critical line hc(T ) for a system in the single-mode approxi-
mation with Aˆ(0) = 0, where the local potential has been expanded
in a Taylor series up to m orders. Large values of m are needed
for the system to display IM features; this translates into a steeper
entropic functional near the saturation value of φ.
In order to clarify the role of this ingredient, we calculate
the critical line hc(T ) for successive approximations to the
entropic function, systematically increasing its steepness near
the saturation value. We focus in the single-mode case, where
the reentrance is the largest, and fix the value Aˆ(0) = 0. We
then expand the entropic function in a Taylor series up to order
m around φ = 0, where the larger the value of m, the steeper
the entropic functional become around the saturation values
φ = ±1. The critical lines hc(T ) for values 4 ≤ m ≤ 30
are shown in Fig. 4, where we can see that a reentrant behav-
ior appears above m ≈ 16, and at m ≥ 30 we can notice a
reentrance similar to the ones observed experimentally.
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est reentrance for any Aˆ(0)/|Aˆ(k0)|, the value m = 30 rep-
resents the order of magnitude of the minimum power of the
expansion of S(φ) that produces a reentrance in the whole low
temperature regime. Even though this result is for the Aˆ(0) =
0 case, the same procedure could be extended to find a gen-
eral result determining the minimal m or steepness that pro-
duces the kind of reentrance in consideration, independently
of the value Aˆ(0). The above discussions shows that the IM
phenomenology is dependent, at the same time, on the rel-
ative energy cost of the homogeneous phase (Aˆ(0)/|Aˆ(k0)|,
see Eq. (18) and Fig. 3), and on the steep nature of the local
potential around the saturation value of the order parameter.
In addition to the general ingredients discussed beforehand,
one may wonder on the microscopic mechanism behind the
reentrant behavior, or how the inverse melting actually takes
place. For both homogeneous and modulated phases, along
the critical line in relatively high fields, there is predominance
of spatial regions where the order parameter is close to the
saturation value. Let us consider a point in the phase diagram
that belongs to the homogeneous phase, at the eminence of
an IM transition to the modulated phase with a small increase
of the temperature. Concerning the homogeneous solution,
this increase in temperature will produce a decrease in its free
energy, followed by a decrease of the average order parameter.
In contrast, this increase in temperature produces a broad-
ening of the interface between saturation values of the modu-
lation - a natural process towards single mode solution at high
temperatures. Because the entropy is a sharp function close
to the saturation value, this small softening in the order pa-
rameter profile produces a large increase in entropy. It is im-
portant to stress that the regions that contributes most to this
entropy change are those where the order parameter has ex-
perienced just a small change away from the saturation value.
The latter is the mechanism behind the significant increase of
the entropy of the modulated phase in relation to that of the
homogeneous configuration, causing the IM transition. This
comprehension is one of the main results of this work.
Now is left to understand why reentrance diminishes mono-
tonically as Aˆ(0) is increased, as can be observed in Fig. 3. As
expected when Aˆ(0) is increased there is an increasing energy
cost of the homogeneous phase. Consequently, for small tem-
peratures the critical fields separating the homogeneous and
modulated phases hc(T ) become larger, and a higher external
field is needed to reach the homogeneous configuration. In
the phase diagram region in which the IM occurs, this implies
a larger magnetization, closer to the saturation value. Due
to the interaction with the external field, there is an increasing
importance of the energetic contribution to the free energy. As
the role of the energy in the low-temperature and high exter-
nal field region of the phase diagram is enhanced, the eventual
free energy loss by the entropic mechanism in the onset of the
modulated state, increasing temperature, is progressively less
important. As a consequence, there is a monotonous narrow-
ing of the field range in which the IM occurs with the increase
of Aˆ(0), leading to the smaller values of R observed in Fig. 3.
V. LANGEVIN SIMULATIONS
In order to explore the extent of our theoretical results,
it would be interesting to compare them with simulations.
Indeed, these inverse transitions in the presence of exter-
nal fields have been explored within microscopic models for
dipolar frustrated ferromagnetic materials, namely the dipolar
Ising model31 and the dipolar Heisenberg model with perpen-
dicular anisotropy27. On the other hand, simulation of coarse-
grained models34,39–41 has also been used as an alternative to
study the long wavelength behavior of these models.
In general, all these numerical approaches have failed in re-
producing the IM transition. This is mainly due to the lack of a
clear understanding of the features that a model has to include
in order to develop that kind of behavior. As discussed above,
the effective model presented here in Eq. (1) contains all the
necessary ingredients to perform the reentrant transition with
the appropriate set of parameters. In the following, we will
consider the quadratic model (see Table I) with several values
of the curvature a.
The simulations are performed by numerical integration of
the Langevin equation Eq. (1). In contrast with the analytical
treatment developed in the previous sections, the simulations
consider all possible modes and fluctuations consistent with
the system size. In this way, the simulation also constitutes an
ultimate proof of the validity of the analytical results obtained
above.
The Langevin equation of motion for the effective model
can be written in the form
∂φ(~x, t)
∂t
= T atanh{φ(~x, t)}+H − [A(k)φˆ(~k, t)]FT
~x
+ η(~x, t) (19)
where ]FT~x means the ~x component of the corresponding
Fourier transform. In order to properly deal with the stiffness
of Eq. (19), due to the first term in the r.h.s., we implement
the following fully implicit first order scheme:
φ(~x, t+ dt) = tanh
{
− φ(~x, t+ dt)
Tdt
+
1
T
(
φ(~x, t)
+ H − [A(k)φˆ(~k, t)]FT
~x
+ η(~x, t)
)}
(20)
The above equation is discretized in a square lattice and solved
on each site by the Halley’s method (42). Lattice constant is
chosen to be dx = pi/7, so that the basic modulation length
spans 14 lattice sites. The linear size is L = 112, such that the
system is able to accommodate 8 basic modulation lengths.
The three cases considered for the quadratic model
have curvature a = 0.1, 0.4 and 5.0, corresponding to
Aˆ(0)/|Aˆ(k0)| = −0.9, −0.6 and 4.0, respectively (see Ta-
ble I). The time steps used in Eq. (20) for each case are
dt = 0.1, 0.05 and 0.005, respectively. The estimated equi-
libration times are between 105 and 107 time steps for the
a = 0.1 case, and between 104 and 106 time steps for the
a = 0.4 and 5.0 cases. The phase diagrams were constructed
by slow cooling protocol at constant external fields.
In order to identify the region of where modulation sets in,
we have estimated the 〈φ(0)φ(~x)〉 correlation length through
8FIG. 5: Phase diagrams obtained by extensive Langevin simula-
tions of a system interacting via a quadratic fluctuation spectrum.
The upper panel correspond to Aˆ(0)/|Aˆ(k0)| = 4.0, followed by
Aˆ(0)/|Aˆ(k0)| = −0.6 and Aˆ(0)/|Aˆ(k0)| = −0.9. Configurations
indicate the representative state for each (T,H) point indicated by
the center of the configuration. The actual resolution of points ex-
plored in the simulations is much finer, and was used to estimate the
modulated/non-modulated (red) and stripe/bubble (blue) separation
lines (see text). Notice that both these criteria does not distinguish
the degree of order, so the lines do not correspond necessarily to
phase transitions.
a nonlinear fit of the circularly averaged structure factor to
Sˆ−1(k) = b(k − k0)2 + r, so that the correlation length is
given by ξ =
√
b/r. Thus, the modulated region of the phase
diagram is defined here as the region in which the correlation
length of the system is larger than half of the basic modu-
lation length, i.e. ξ > 7. This estimate of the crossover be-
tween modulated and homogeneous/non-modulated regions is
depicted in Fig. 5 with a red line.
In addition to the modulated region, it is interesting to dif-
ferentiate regions dominated by bubbles or stripes. This can
be done quantitatively by measuring the area A and perimeter
L defined by the φ(~x) = 〈φ〉 closed contours. Controlling the
averaged value of the quantity 4piA/L2 (which is 1 for a cir-
cle, and formally 0 for an infinite stripe), if its resulting value
is greater than 12 , then we consider that the configurations
are dominated by bubbles. Otherwise, they are dominated by
stripes. This estimate of the crossover between stripe domi-
nated and bubble dominated modulation patterns is depicted
in each case in Fig. 5 with a blue line.
In Fig. 5 the phase diagrams obtained by the Langevin
simulations are presented for several values of the ratio
Aˆ(0)/|Aˆ(k0)|. As can be seen, the IM is encountered in the
simulation and its behavior with respect to the specific value
of Aˆ(0) is virtually the same as that predicted with the an-
alytical approximations in Fig. 2. That is, smaller values of
Aˆ(0)/|Aˆ(k0)| imply larger reentrance. These results are a fur-
ther support to the validity of the analytical outcomes.
For small temperatures the values of the critical fields ob-
served in simulations and mean-field approach are very sim-
ilar. For higher temperatures, however, the increasing role of
the fluctuations makes the critical fields obtained in the sim-
ulations to remain below its mean-field counterparts. Conse-
quently, the extent of the reentrance observed in the simula-
tions is smaller than that observed within the mean-field ap-
proximations. Furthermore, thermal fluctuations strongly de-
crease the temperature window in which the modulated phases
appear in comparison with the one expected in the mean field
approximations. It is important to stress out that while in
the mean-field diagrams the lines corresponds to phase tran-
sitions, here it is not necessarily the case. For example, there
is no symmetry breaking taking place between a disordered
modulated phase and a homogeneous phase.
VI. CONCLUSIONS
In this report we have addressed the problem of the IM tran-
sition in the frame of a coarse-grained model with generic
interactions. A detailed characterization of the different
phase diagrams was obtained by means of a minimization-
variational technique and the use of the mean-field form for
the local entropic contribution. We identified two fundamen-
tal ingredients for the IM to take place. First, it is necessary a
low enough energy cost of the homogeneous phase, relatively
to the modulated phase. This is achieved whenever the non-
local repulsive interaction is much weaker than the attractive
local interaction. The second ingredient is that the local order
9parameter must be limited. This can be achieved either natu-
rally, in systems where the microscopic variables are intrinsi-
cally limited, like spins in a magnetic material, or effectively,
like in a fluid where density can be limited due to the presence
of a hard-core potential.
Furthermore, the microscopic mechanism behind the reen-
trant behavior is closely related to these ingredients. For fixed
external fields, as we increase temperature, the modulated so-
lution undergoes a natural processes of softening that dimin-
ishes the regions in which the order parameter is close to the
saturation value. This in turn can produce a significant entropy
gain if the local entropy function is steep enough close to the
saturation value. Whenever the free energy loss associated to
this mechanism is high enough, the system undergoes a IM
transition from the homogeneous to the modulated phase, as
we increase temperature.
It is worth mentioning that our results are in agreement
with previous works, in particular our conclusion that the
reentrance parameter decays exponentially with the ratio
Aˆ(0)/|Aˆ(k0)| explain why, when repulsive interactions of the
form r−α are present, the IM does not occurs if α is lower
than the system’s dimension26. In this case it is simple to
show that Aˆ(0) = +∞, which immediately justify the pre-
vious conclusion. Regarding the mechanism behind the IM,
some authors28,29 have pointed out that when IM takes place,
there is a significant increase of the domain wall width, as
temperature is raised at constant field. This variation of the
domain wall width is reflected in an entropy gain which ul-
timately justify the reentrance to a modulated phase. In the
present work we have generalized these previous results by
understanding that the entropy gain takes place mainly due
the shrink of the saturated regions in the modulation profile,
as temperature increases. This explain the appearance of IM
not only in the previously studied cases but also in the single
mode phase diagram, where IM takes place without changing
the domain wall width.
The robustness of our findings were tested by consider-
ing different models, all of them showing excellent agree-
ment with our general predictions. In the limit of large
Aˆ(0)/|Aˆ(k0)|, the different models presents a similarly small
extension of the IM in the phase diagram, showing good
agreement with our analytical approximation. For arbitrary
isotropic competing interactions, we have also found a lower
and an upper bound to the extension of the IM in the phase di-
agram. For fixed values of k0, Aˆ(k0) and Aˆ(0), the reentrance
associated to an arbitrary fluctuation spectrum will be smaller
than the corresponding in the single-mode approximation, and
larger than that of a quadratic model, whenever this is a lower
envelope for the fluctuation spectrum.
As a further validation of the minimization-variational tech-
nique, a numerical scheme was developed for the Langevin
equation of this system and the simulation results qualitatively
confirm the main claims regarding the shape of the phase di-
agrams. The numerical phase diagrams shows a number of
different phases within the modulated regions that are beyond
the scope of the mean-field approximations. The nature of
these phases and the construction of a more detailed phase di-
agram will be addressed in a future work.
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