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Abstract 
A Behrend sequence is a (necessarily infinite) integer sequence d with elements exceeding 
1 and whose set of multiples J l (d )  has logarithmic density /u(d) = 1. By a famous theorem 
of Davenport and Erd6s, this implies that J /g(d)  also has natural density equal to 1. An e- 
pseudo-Behrend sequence is a finite sequence of integers exceeding 1 with / l (d )> 1 -e .  We 
show that, for any given ~E]0, 1[ and any function ~N ~ co, the maximal number of disjoint 
e-pseudo-Behrend sequences included in [1,N] is (logN)l°g2e °~,~ v/~2N) 
We also prove that, for any given positive real number ct, there is a positive constant c - -c (~)  
such that c < I~(dx)< 1 --c where d~tU = ~N(~)  is the set of all products ab with N <a <~N 1+~, 
a<b<~a(1 + e,N), (a ,b )= 1 and eu := (1ogN)l-l°g3e~'~ I°X/i~zU. This provides, in a strong quan- 
titative form, a finite analogue of the Maier-Tenenbaum theorem confirming Erd6s' conjecture 
on the propinquity of divisors. A similar result holds for the natural density of the set of all 
integers n such that F(n) has a divisor in the interval ]N, NI+~], where F is any polynomial 
with integer coefficients, and we establish in full generality that this quantity tends to a limit as 
N approaches infinity. 
Finally, we show that, for large N and q=( logN) l °gZ2-z 'v~ with Zu~ZE~,  the di- 
visors d of an integer n with d<~N avoid no invertible residue class modq with probability 
approximately ~(z), where t/, denotes the distribution function of the Gaussian law. (~) 1999 
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1. Introduction et 6nonc6 des rfsultats 
Soit dune  suite d'ent iers excfdant  1. On dfs igne par 
~(d) := {ma: m>l 1, a E d}  
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l 'ensemble des multiples de ~¢, c'est-~-dire la suite de tousles entiers ayant au moins 
un diviseur dans ~¢. Davenport et Erd6s ont montr6 en 1937 ([2], voir aussi [3]) que 
J / (~¢)  poss+de n6cessairement une densit6 logarithmique ~J / / (d ) ,  6gale fi sa densit6 
asymptotique inf6rieure d~' (d ) .  Nous posons 
~(d)  := ,~' (~¢)  =_a.~(~¢). 1 
I1 r6sulte 6galement du th6or~me de Davenport-Erd6s que 
/~(~4)= lim d~( .~ 'n[1 ,N] ) ,  (1.1) 
N----~ ~ 
autrement dit la densit6 logarithmique d'un ensemble de multiples peut &re approch6e 
d'arbitrairement pros par celle des multiples d'une partie finie. Ainsi, l'6tude de l'appli- 
cation ~¢ ~/~(~¢)  peut &re r6duite, nontrivialement, au cas de suites d finies. 
L 'un des premiers r6sultats importants de la th6orie des ensembles de multiples, dfi 
Besicovitch [1], stipule que lim in fN~/ J{n :  N<n<<.2N}=O. Cette estimation a 
permis ~ Besicovitch de construire un exemple de suite o~¢ pour laquelle Jg (~)  ne 
poss~de pas de densit6 naturelle. Am61iorant un r6sultat d'Erd6s [5], Tenenbaum a 
montr6 dans [25] que l 'on a 
fiN [----/~{n: N <n ~<2N} = 1/(logN) '5+°ll) (1.2) 
avec 6 := 1 - (1 + log log 2) / log 2 ~ 0,08607. Ce r6sultat et diverses g6n6ralisations et 
consequences sont &ablis en d&ail au ch. 2 de [16]. 
On dit qu'une suite ~ '  est une suite de Behrend si #(~i)-- -1.  Ce concept est l 'un 
des plus profonds de la th6orie des ensembles de multiples, et aussi l 'un des plus 
myst6rieux. En d6pit de nombreuses tentatives, on cherche encore un crit6re simple 
et maniable permettant de d6cider si une suite donn6e est de Behrend. Des avanc6es 
partielles ont 6t6 obtenues dans [13, 17,22,29,30]. 
L'in6galit6 fondamentale de Behrend 
1 - ~(dU~)~>(1  - #(~4) ) (1  - #(~)) ,  
valable pour toutes suites Net  ~,  montre qu'une suite finie ne peut 8tre de Behrend, 
et, plus prOcisOment, que la condition 
1/a =+oc 
a~.~/ 
est n6cessaire pour que #(~' )= 1. Cependant, au vu de (1.1), il est naturel de con- 
sid6rer, pour chaque ~ de ]0, 1 [, les suites finies ~ '  telles que/~(~¢) > 1-e .  Nous dirons 
qu'une telle suite est e-pseudo-Behrend, ce que nous 6crirons sous forme abr6g6e ~-pB. 
L'int6r& de la notion r6side en ce qu'elle permet d'appr6hender quantitativement la 
mesure relative de l 'ensemble des suites de Behrend dans celui de toutes les suites 
~Ici et dans la suite, nous notons d,~ (resp. d.~) la densit6 naturelle (resp. la densit~ naturelle inf6rieure) 
d'une suite d'entiers 5e. I1 est clair que, lorsque ~' est tree suite finie, .#/(.~) possbde une densit6 naturelle 
en tant que r6union finie de classes de congruences. On a donc dans ce cas #~ = d.g[(~'). 
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d'entiers. A cet effet, nous introduisons la fonction fl(N; e), 6gale au nombre maximal 
de suites e-pB disjointes contenues dans ]I,N]. Ici et dans la suite, nous notons log k la 
k-i6me it6r6e de la fonction logarithme. 
Th6or~me 1. Soit ~ E ]0, 1 [. Pour toute fonction ~N ~ ~,  on a 
fl(N; ~) = (logN)l°g2e °~x~)  (N--- oo). (1.3) 
Nous 6tablissons ce r6sultat au paragraphe 2. La majoration est tree cons6quence 
presque imm6diate d'une variante du th6or6me de Hardy-Ramanujan sur l'ordre normal 
du nombre total z(n) des diviseurs d'un entier n. 2 La minoration peut ~tre &ablie de 
deux mani~res diff6rentes. Une premiere voie, techniquement tr~s ais6e, est de nature 
probabiliste : nous munissons l'ensemble des parties de ]1, N] d'une probabilit6 P telle 
que l'6v6nement 
3z¢1 . . . . .  ~4k C]I,N]: rain /~(dj)> 1 - e, (Ek) 
1 <~j<~k 
soit, pour au moins un entier k>( logN) l °g2e-¢U~,  de mesure positive - -  en fait 
proche de 1. Une seconde m&hode consiste ~ construire xplicitement des suites ~ 
r6pondant h la question. Nous traitons le cas des classes de congruence au paragraphe 
3. De nombreux autres choix naturels ont susceptibles de convenir : nous verrons que 
cela induit d'int6ressants probl6mes nouveaux. 
Une autre classe de probl6mes relatifs aux ensembles de multiples de suites finies 
est li6e fi la conjecture d'Erd6s sur la concentration des diviseurs, datant de la fin des 
ann6es trente et r6solue en 1983 par Maier et Tenenbaum [18]. La conjecture initiale 
~tait 
/~(~)=1 pour ~:={ab:  l<<,a<b<~2a}, (1.4) 
off l'on peut, sans restreindre la g6n6ralit6, supposer qu'en outre (a,b)= 1 darts la 
d6finition de la suite 9.  Une forme 6quivalente st 
E(n) := min b/a<<.2 pp,3 
ab[n,a < b 
et il r6sulte des estimations 6tablies clans [9,18] que 
E(n)= 1 + (logn) l-I°g3+°(I) pp.4 
Erd6s a 6galement formul6 une variante de (1.4), dans laquelle les diviseurs d'un 
entier normal ne sont plus compar6s entre eux mais ~ ceux d'un autre entier nor- 
2 La variante utilis6e ici, bien connue, consiste en une 6valuation du nombre des facteurs premiers de 
n n'exc6dant pas tree limite donn6e. Voir le Section 2 pour les d6tails. 
3 Ici et dans suite, la mention pp (presque partout) indique qu'une relation est satisfaite sur une ensemble 
d'entiers de densit6 naturelle unit6. 
4 Voir aussi [16, ch. 5.] 
184 P. Erd(is, G. Tenenbaum/Discrete Mathematics 200 (1999) 181-203 
mal. Cette conjecture a 6t6 prouv6e sous une forme forte par Raouj [19,20] : notant 
~;.(n) := [-Jdl,, ]d,d + d/(logn);~], on a 
1 +o(1)  s i2< log4-  1, 
p(~.(n)) = PP. (1.5) 
o(1) si,;.> log4 - 1, 
I1 est probable que l'on ait encore #(~(n) )= 1 + o(1) pp lorsque 2= log 4 - 1. 
Ce cas limite est certainement d~licat, mais peut-~tre la technique de Hall et Tenen- 
baum dans [17] (Th6or~me 2) permet-elle de trancher la question. On trouvera dans 
le r6cent travail de Raouj et Stef [21] des pr~cisions et des compl~ments relatifs aux 
estimations ( 1.5). 
Le meilleur encadrement du terme d'erreur pour la densit6 dans [l,x] de l'ensemble 
des multiples de ~ est dfi/l Stef [23]. I1 montre que, si l'on pose 
alors 
R(x) : : x  - n [1 ,x ] l ,  
x/(log x)fl+°(l ) ~ R(x) ~ xe-Clx/7~x, 
off/~ := 1 - (1  + log log 3)/log 3 ~ 0,00415 et c est une constante positive convenable. 
D'autres versions effectives de (1.4) peuvent &re obtenues en restreignant les entiers 
de ~ de diverses mani~res. Bien entendu, le th6orbme de Davenport-Erd6s implique 
imm6diatement que 
p(ab: a<b<~2a<~2N} = l +o(1) (N---oo). 
Soit P+(a) (resp. P-(a)) le plus grand (resp. le plus petit) facteur premier d'un 
entier g6n~rique a avec la convention P+(1)= 1 (resp. P - (1 ) - -oo) .  I1 rdsulte du 
Th6or~me 51 de [ 16] que 
p{ab: P-(ab)>M, P+(ab)<~N, a<b<~2a}---~ 1 (N---~cx)) (1.6) 
dbs que logN>( logM)  ~ avec 0>00 := (log 3 )/(log 3 - 1). De plus, le Th~orbme 50 
de [16] montre que la valeur 00 est optimale: le membre de gauche de (1.6) tend vers 
0 si logN<(log M) ~ avec zg<00. Cela permet de donner, en un certain sens, une 
mesure quantitative de la tendance/l la concentration des diviseurs des entiers. I1 suffit 
pour cela de comparer (1.6) au r6sultat facile 
p{a: P-(a)>M, P+(a)<~N}---~ 1 (N---+o~, logN>(logM)'~), 
qui est valable pour tout ~ > 1. 5 
Notre second th6or6me peut, dans le m6me esprit, ~tre compar6 h l'encadrement 
Cl <~ AN(a) := p{a: N < a ~<N 1+~ }~< 1 - c2 (1.7) 
5 Cela d6coule par exemple du crible de Brun, qui implique d~j~ cette formule sous la restriction que a est 
un nombre premier. 
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valable, pour chaque ~ > 0 fix6 et N assez grand, avec des constantes positives con- 
venables Cl =c:(c0, c2=c2(~). Le rbsultat est assez surprenant, en ce sens qu'il 
r6v61e, pour cette mesure, une tendance ~ la concentration des diviseurs aussi forte que 
possible. 
Th6or~me 2. Soient ~>0, ~N"'+OO, et eN:=(logN)l- l°g3e ~'~ I°x/q~2N. Posons, pour 
N>I ,  A~(~):=~{ab:  N <a<~N:+~,(a,b) = 1, a<b<~(1 + eu)a}. II existe un entier 
No > 1 et des constantes positives c3 et c4, ne d@endant que de ct, telles que l' on ait 
pour N >No 
C 3 <~ AN(a ) ~< 1 - c4. (1.8) 
I1 est facile de v6rifier que (1.7) a lieu d6s que cl <~/(1 + 7),c2 <e-V/(1 + ~), o~ 
7 est la constante d'Euler. La minoration est obtenue par le crible en consid6rant les 
entiers qui ont au moins un facteur premier dans ]N, NI+~]; la majoration d6coule du 
fait que la densit6 des entiers n qui s'6crivent n=ab avec a<<,N et P- (b )  > N ~+~ 
tend vers e-z'/(1 + ~) lorsque N ~ c~. Nous omettons les d6tails. En fait, il a 6t6 6tabli 
dans [24] que AN(O:) tend vers une limite lorsque N ~ co. I1 est tr6s vraisemblable 
que la suite A*(~) est 6galement convergente, mais nous ne savons pas le d6montrer. 
L'6tude num6rique de limu A*(~)/AN(~) fournirait dans ce cas une mesure concr6te 
significative de la tendance des diviseurs h la concentration. 
l~tant donn6e une suite ~ valeurs enti6res {Un}n°¢=l , on  peut g6n6raliser la notion 
d'ensemble de multiples en consid6rant l'ensemble des valeurs de n telles que u,, E 
J/(A). Le cas des polyn6mes ~coefficients entiers est particuli6rement i 6ressant. Pour 
F E Z[X] et d C ~, nous posons 
J / F (d )  := {n: F(n)  E J / / (d)},  pF (d)  = d~(F(,~¢). 
Nous pouvons 6tablir le th6or6me suivant, qui g6n6ralise le r6sultat cit6 plus haut 
de [24]. 
Th6or~me 3. Pour N > 1 et F E 7/[X], posons 
AN(F , o~) :---- ItF{a: N <a ~<Nl+~}. 
Alors, pour tout polyn6me F de 7/[X] et tout a>0,  la quantitb AN(F,7) tend vers 
une limite A(F,~) E ]0, 1[ lorsque N ~ oo. 
Posons bN(F):=tIF{a: N<a<~2N}.  I1 est 6tabli dans [27] que bN(F)---~O si, et 
seulement si, F est irr6ductible dans Z[X] 6 et que, si F est r6ductible, on a 
C<•N(F)<I - -c  (N>No(F) )  
6 Plus pr6cis6ment, le r6sultat de [27] implique que la formule asymptotique (1.2) est encore valable pour 
6N(F) lorsque F est irr6ductible. 
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avec une constante positive c = c(F) convenable. Nous conjecturons l'existence de la 
limite, nfcessairement dans ]0, 1[, 
f i(F):= lim fiN(F) 
N---+ o~ 
pour tout polyn6me rfductible. Nous ne disposons/l l'heure actuelle d'aucune mfthode 
d'attaque pour 6tablir un tel rfsultat. 
Nous terminons cette introduction par un autre problbme ouvert, souvent pos6 par le 
premier auteur et abord6 par le second dans [26]. Rappelons la dffinition fiN de (1.2) 
et introduisons la densit6 6~v des entiers n ayant exactement un diviseur dans ]N, 2N]: 
est-il vrai que l'on a 
lim (~N /fiN = 0 ? 
N~ 
Les rfsultats de [26] impliquent 
fitN/(~ N > e-C~c/lOg2 N log 3 X 
et nous pensons /l present que la rfponse ~t la question initiale est nfgative. 
Le second auteur tient /l exprimer sa reconnaissance ~ R~gis de la Bret~che pour 
son aide lors de la prfparation de cet article. 
2. Preuve du Th6or6me 1 
Commen~ons par 6tablir la majoration contenue dans (1.3). Nous posons 
co(n,N):= ~ 1, f2(n,N):= ~ v (n>~l,N~>l), 
p"D F II, 
p<~N p<~N 
de sorte que, classiquement, og(n):=~(n,n), 12(n):=f2(n,n). I1 existe une fonction 
r/(N) ~ 0 possfdant la proprift6 suivante: pour tout x>~N, l'infgalit6 
[co(n,N) - log2N [ + [f2(n,N) - log2N [ ~< ~N v/log2 N (2.1) 
a lieu pour tousles entiers n<~x sauf au plus q(N)x exceptions. Des majorations 
616mentaires effectives de fonctions multiplicatives, comme celle de Halberstam et 
Richert [11], 7 foumissent en fait l'fvaluation r / (N)<<exp( -~/2)  dbs que ~N<< 
(log 2 N)  1/6. 
Dfsignons gfnfriquement par 1~/ la fonction indicatrice d'une suite ~', soit 
1 si nE~' ,  (2.2) 
lo~/(n):= 0 s inCd,  
et introduisons la fonction arithmftique z(n, d ) := ~-~al, 1 oj(d), ~gale donc au nombre 
total de diviseurs de n qui sont dans d .  
7 Cf. par exemple [28, thfor+me III.3.7], pour les dftails de l'application. 
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Soient N/> 1 et ~ = ~N la suite des entiers n >/1 qui satisfont (2.1). Posons ~ := 
N* \ M. Pour toutes sous-suites disjointes de dl ..... dk de [1,N], on a 
1//~,~/)(n)<~l~(n)z(n,~.) + IN(n ) (n>~ 1). (2.3) 
En observant que 
l~(n) ~ z(n, dj)<.L~(n)2 f~(n'N)~<(lOgN)l°g22¢N~N 
1 <~j<~k 
et en sommant (2.3) sur jE  [1,k], il suit 
l t:(,~//)(n)<~(logN)1°gZ2¢u~ u + kiN(n ) (n~> 1). (2.4) 
l<~j<~k 
En sommant maintenant (2.4) pour n ~<x et en faisant endre x vers l'infini, on obtient 
p(dj)<~(logU)t°gZ2 ~~'~ + rl(N)k. 
1 <~j<~k 
Si min l< i<k/1(~)> 1 --e, il s'ensuit, pour N assez grand, 
(1 - e)k<~(logN)l°g22~'~ + ½(1 - e)k, 
d'ofi la majoration de (1.3). 
Remarque. Une variante de (2.3) permet d'6tablir une in6galit6 g6n6rale d'int6r& in- 
trins6que qui fournit une autre preuve de la majoration contenue dans (1.3) dans le 
eas off ~N>> 1v~4N.  Posons L(N):= V/21og2Nlog4 N. Alors on a 
yO(a)(log a)y- l - log y 
/~(~¢)<y-Cl+")ax) Z + o(1) (N---*cx~) (2.5) a 
aE,~¢ 
pour toute suite ~'  C ] 1, N], et tous y E ]0, 1 [, r/E ]0, 1 [. 
Lorsque CN >> v/log4 N, la majoration contenue dans( 1.3) est une cons6quence imm6- 
diate de (2.5) avec y= ½. En effet, si d l  . . . . .  ~¢k sont des parties disjointes de ]I,N] 
telles que /~(d;)> 1 -e  pour 1 <~j<~k, on d6duit de (2.5) que, pour N assez grand, 
(log n)t°g 2--1/2 < e O(¢N V/l°g2 N)(1og N)l°g 2. 
½(1 -- ~)k~<2 (I+")L(N) Z 2f2(n)n 
n<~N 
La preuve de (2.5) repose sur une idle exploit~e dans Hall [13] et Hall-Tenenbaum [17] 
et utilisant la majoration de la loi du logarithme it~r6 d'Erd6s [6] sous la forme 8
lim~o~d_~(z0,r/)= 1 pour tout q>0,  off Cg(z0,r/) est la suite des entiers n satis- 
faisant 
sup {f2(n,z) - log 2 2z}/L(z) < 1 + q. (2.6) 
zo<z<~n 
8 Voir par exemple [16, oh. 1], pour une d+monstration directe. 
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Nous d6duisons imm6diatement de (2.6) que, si l 'on d6signe par ~ = (~X la classe des 
entiers n satisfaisant/t 
sup{t2(n,z) - logzz } ~<(1 + q)L(N), 
z<.N 
alors ~(~N ---+ 1 quand N ~ cx~. 
Maintenant, on a certainement pour chaque y de ]0, 1] 
!//(.~j)(n)~< ~ yQ(n'a)-l°g2a-(l+'l)L(X)+ l~x(n ) (n~>l). 
aln, aE.~] 
En sommant sur n<~x et en estimant la contribution des termes y~(~'~) ~ l'aide, par 
exemple, du ThOor6me III.3.6 de [28], on obtient bien (2.5). 
I1 nous reste ~ 6tablir la minoration contenue dans (1.3). 
Soient ~N ~ 00, k :=2[(logN)l°gZe-3¢xx/l°g2N]. On suppose dans la suite que N 
est assez grand et que ~X tend assez lentement vers l'infini. Nous d6finissons une 
double suite de variables al6atoires de Bernoulli ind6pendantes Xjd, 1 ~<j ~<k, 1 <d ~<N, 
de m~me loi 
~(Xjd = 1 ) = qN:= e 2~'~'  x/( log N)J°g 2. 
Nous posons 
Y~d:=g/d I-I (1 - -~d)  (l~<{~<k, 1 < d<.N) 
1 <~j<l 
et observons que Y/d et Y/'d' sont ind6pendantes si, et seulement si, d#d t. Nous 
consid6rons alors les suites al6atoires 
d / :={d:  1 < d<~N,Y~a=l} (l~<{~<k). 
Les suites d /  sont disjointes par construction puisque Y/d = 1 implique Y/'d = 0 pour 
1 ~< { </'r  ~< k et tout d E ] 1, N]. Nous allons montrer que la relation 
rain / , (d / )> l  - e (2.7) 
l~{~<k 
a lieu avec une probabilit~ positive, ce qui fournira bien le r6sultat requis. 
D6signant par E l'esp~rance math6matique, on a, pour chaque d de ] I ,N] ,  
P(d E d~ ) = F(Y/d ) ---- P~ := qN ( 1 -- qN )~ - 1 
Le choix de k garantit que 
P/~qN ( l<.{<.k,N-- -+~).  
(1 ~f~k) .  
(2.8) 
Posons z(n,N) :=  EdIn, d~N 1. NOUS allons d'abord montrer qu'il existe une fonction 
~/I(N)---*0 telle que, pour x>-N, on ait 
z(n, N ) > (log N)]°g 2 e -  ~.v Iv/~2 N, (2.9) 
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pour tousles entiers n<~x sauf au plus rh(N)x exceptions. A cette fin, nous observons 
que l'on a pour tout N1 ~<N 
"c(n,N)>~2'"("'N~)--dN(n, l), avec dN(n, Nl) := ~ 1. 
dln, d>N 
P+(d)<.Ni 
NOU s choisissons Nl : = exp { (log N)e- ~ }. L'encadrement ( 2.1 ) implique alors que 
la minoration 
2 '~'("'N' ) > 2(log N) I°g 2e-¢'v I~v/T~2 N, 
a lieu pour tous les entiers n ~<x sauf au plus ~/(NI )x exceptions. De plus, d6signant par 
'P(x,y) le nombre des entiers n'exc6dant pas x et tels que P+(n)<~y, nous pouvons 
6crire 
1 fN ~ dz Z dx(n'N1)<~x Z -d <~x ~(z ,N , ) -~  <<x, 
n <~x d > N. P+(d) <<. NI 
d'apr+s l'estimation ~(x,y)  << x 1-1/(zl°gy), valable uniform6ment dans le domaine 
x>~y>~2. 9 Cela implique bien (2.9) pour une fonction ~h(N) convenable. 
Nous sommes maintenant en mesure d'6tablir la minoration annonc6e pour fl(N; e). 
Pour x >N, nous r6partissons les entiers n de [1,x] en deux classes, gl et g2. La classe 
gl contient ous les entiers n satisfaisant (2.9), et 82 contient ous les autres entiers, 
de sorte que, d'aprbs ce qui pr6c~de, l~2l <~qt(N)x. Posons 
F:=[1,x]  \ N J / / (d: ) .  
1 <~:~k 
On a clairement 
I~l ~< ~ ~ {1 - l:/(.u:)(n)} + r/l(N)x, (2.10) 
nEgl l <~/ <~k 
avec la notation (2.2). De plus, pour tout ( de [1,k] et tout n de gl, on a, d6s que N 
est assez grand, 
[E(1- 1 tl(.~¢,)(n))= IF(al-Iin(l- ld , (d ) )  
= (1 - p:)~(n,N) < exp{- -e~} < 1/k 2, 
d'apr6s (2.8) et (2.9). En reportant dans (2.10), il suit 
[F-(Io~[) <~x/k + rh(N)x<~ rl~ (N)x, 
off l imN~ ~ff(N)=0. Cela implique que l'6v6nement (2.7) est r6alis6 avec une 
probabilit6 tendant vers 1, et ach~ve ainsi la preuve de la minoration de fl(N; ~). 
9 Voir par exemple [28, th6or6me III.5.1]. 
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La preuve probabiliste pr~sent6e ci-dessus induit imm6diatement la question d'une 
6ventuelle preuve constructive. En s'appuyant sur un r6sultat de th6orie probabiliste des 
groupes dfi ~ Erd6s et R~nyi [10], Erd6s a montr6 en 1965 [7] que, si q~<(logx) 1°g2-6 
off 3 est un param6tre positif arbitraire, alors tousles entiers n ~<x sauf au plus o(x) 
exceptions ont au moins un diviseur d dans chacune des classes de congruence d -- 
a (rood q) avec (a, q )= 1. Dans le m6me article, il a conjectur~ que le r6sultat persistait 
sous l'hypoth6se plus faible 1° 
q ~< (log X) l°g 2e-¢(x)lv/i~2 x, 
off ~(x) est une fonction arbitraire qui tend vers l'infini. II Cette conjecture a 6t6 6tablie 
en 1976 par Erd6s et Hall [8], 12 ~ l'aide d'une variante du th6or6me d'Erd6s et R6nyi. 
Ainsi que l'a montr6 Hall [14, Theorem 2], la d6monstration, qui n6cessite 6galement 
un recours ~ une forme forte du th6or~me des nombres premiers dans les progressions 
arithm6tiques, peut ~tre 6tendue sans difficult6 au cas qui nous int6resse ici. Hall obtient 
ainsi que 
min p{n<~N: n -  a(modq)}--~ l (N--+~x~) 
l<~a<~q 
(a,q) = l 
sous la seule hypoth6se 
q ~< (log N)l°g 2e-~,,. I~2N (2.11) 
avec ~N ~ OO. Comme k = ~p(q) >> q/log 2 q, cela foumit une version constructive de 
la minoration du Th~or6me 1. Nous donnons au paragraphe suivant une d~monstration 
ind6pendante de ce r6sultat, notablement plus simple que celle qui d6coule de la 
m6thode de Erd6s-Hall, et qui 61ucide 6galement le cas off 
q = (log N) l°g 2e-Z'v 1~/~2 N 
avec  z N ---+ z E ~.  
L'existence de cette preuve constructive induit ipso facto toute une classe de nou- 
veaux probl6mes, l~tant donn6e une fonction d~ f(d) que l'on suppose ~tre en un 
certain sens 6quir6partie sur les diviseurs d'un entier normal, peut-on construire une par- 
tition de f ( ]  1,N]) en k = (log N) l°g2+°(l) sous-ensembles dont les images r6ciproques 
(1 <~j<~k) satisfont (2.7)? 
Lorsque f est un homomorphisme du semi-groupe multiplicatif ~* dans un groupe 
ab61ien, la m6thode d'Erd6s dans [7] ou celle du paragraphe suivant s'6tendent sans 
"10 Et en fait optimale, en vertu du th6or6me de Hardy et Ramanujan. 
I1 Erd6s a en fait 6mis la conjecture plus pr6cise que, si q=(logx)t°g22 -{c+°(1)}~ avec c fix6, 
alors la propri6t6 souhait6e st r6alis6e sur une ensemble d'entiers n ~<x de cardinal {to(c)+ o(1)}x, avec 
t0(c) := fc oo e -r2/2 d t /v /~.  
12 Erd6s et Hall ont 6tabli cette conjecture sous la forme plus precise mentionn6e dans la note pr6c6dente. 
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difficult6 majeure. On peut ainsi montrer que, notant (u) la partie fractionnaire d'un 
nombre r6el u et posant 
~¢j-(F):={n<~N: ( j -  1)/k < (F(d))<,j/k} (l~<j~<k), (2.12) 
on a (2.7) avec F(d):= log d lorsque k n'exc6de pas la borne sup6rieure de (2.11). 
Lorsque f n'est pas un homomorphisme d  groupes, la situation est notablement 
plus compliqu6e. Le cas de F~(d):= (log d) ~ avec ~>0, ~ ¢; 1, constitue /l cet 6gard 
un probl6me xemplaire. Alors qu'il est possible, par une adaptation facile de la tech- 
nique de [29] pour construire des suites de Behrend par blocs, de montrer que, si 
~>l - log2 ,13  ~ 1, 
min ((log d) ~) = (log N) -  log 2+o(1) 
dln, d <~N 
(2.13) 
pour tous les entiers n sauf ceux d'une suite de densit6 sup6rieure tendant vers 0 
lorsque N ~ ~,  nous ne disposons actuellement d'aucune m6thode d'attaque de (2.7), 
pour les m6mes valeurs de ~, lorsque ~¢j. := ~.(F~) (1 <~j<~k). 
Nous mentionnons pour m6moire le cas des fonctions g.,~(d)--Od avec z9 irrationnel 
alg6brique t h~(d)=d ~avec ~ c E+\t~*: les meilleurs r6sultats connus dans la direc- 
tion de (2.13) n'atteignent pas l'exposant log2, ~4 et l'on ne sait &ablir (2.7) que sous 
des conditions du type k~<(logN) ~ pour certains exposants c > 0 que les m6thodes 
employ6es continent certainement ~ ne pas exc6der ½ log 2. 
3. R~partition des diviseurs dans les classes de congruences 
Soit 
~(n,N; a, q) := 
dln, d<~N 
d------a ( mod q) 
Nous allons 6tablir le r6sultat suivant off • d6signe la fonction de r6partition de la loi 
de Gauss. 
13 Cette condition est optimale: voir [15, Th6or~me 6.12], [30, p. 169], ou encore [32]. 
14 Le Corol|aire 9 de [30] et la remarque qui le suit fournissent, pour presque tout n (pp), 
z(n ) -  I-o(t) ~< min (Od) <~ (log n) ,i +o(1 i, 
din 
avec al := 1 - - ( log3) / log4 ,  alors que le Th6or~me 11 du m6me article implique 
min(d~) ~<(logn) -"2+°(I ) pp, 
din 
12 avec ao := log(u  ) / log 4. Les m~mes techniques peuvent ~tre adapt6es pour 6tablir les versions 'finies', i.e. 
relatives aux diviseurs d ~<N, de ces r6sultats, 
192 P. Erdds, G. Tenenbaum/Discrete Mathematics 200 (1999) 181-203 
Th6or6me 4. Soient z6~,  ~3 N ~ 0 et q := (1ogN) l °g22- -{z+~:N}~.  II existe une fonc- 
tion tiN ---+ 0 (N  ---+ zx3) telle que, pour x >1 N >>. 3, on ait 
rain z(n,N;a,q)>~l  (3.1) 
(a,q)=l 
pour {~(z)  + O(t/N)}X entiers n <~x. 
De plus, si q <. (log N)~°g 2 e--¢x ~ U avec ~v ~ c~, alors la relation (3.1) a lieu 
pour tous les entiers n<~x sauf au plus << tlxX d'entre eux. 
La m&hode d'Erd6s et Hall [8], reposant sur un th6or6me de th6orie probabiliste 
des groupes, pourrait vraisemblablement &re adapt6e pour fournir une preuve de cet 
6none6. En tout 6tat de cause, le Th6or+me 4 fournit un renforcement du Theorem 2 
de Hall [14], 6tabli par cette m6thode. 15 
Notre d6monstration repose sur un lemme tr~s simple, 6nonc6 ici pour le groupe 
mult ipl icatif  (Z/qZ)*,  mais qui peut 6tre faci lement 6tendu, mutatis mutandis, ~ tout 
groupe ab61ien fini. 
Lemme 3.1. Soient e E ]0, l [  et E un ensemble de rOsidus premiers gt q de cardinal 
[El > (1 - e)~o(q). Pour chaque h-uple (rl . . . . .  rh) d'klkments de (Z/q7/)*, on dOsigne 
par N(rl  . . . . .  rh) le nombre des rksidus s de (Z/qT])* qui n'ont aucune reprOsentation 
sous la forme s=eI-[l<j<~hr~ j avec eEE  et ~j=0 ou 1. On pose encore 0(h) := 
2h-I + 1. Alors on a 
N(rl  . . . . .  rh ) <<. ~e(~)~o(q) 
sauf peut-Ytre si (rl . . . . .  rh) appartient modulo q hun  ensemble ~(E)  de h-uples de 
rOsidus de cardinal I~(E)t  < hx/~o(q) h. 
D~monstration. On a 
N(r l )  = ~ ~ l~(s) l~(s/r l )  
(rl,q)=l (r],q)=l (s,q)=l 
= {~p(q) _ IEI}2 ~<82q~(q)2. (3.2) 
Soit E(rl ) = E U rlE. On a donc N(rl  ) = ~p(q) -- [E(rl )l <<- e3/2q~(q) sauf peut-~tre si 
rl appartient fi un ensemble exceptionnel ~ l (E )  tel que I~l (E) [  ~<x/~q~(q). Lorsque 
rl ~ l (E ) ,  la relation (3.2) appliqu6e fi E(rl ) fournit 
N(r l ,  r2 ) <~ e 5/2~o(q) (3.3) 
15 Hall introduit en fait un param+tre suppl~mentaire qu , par souci de simplicitY, nous n'avons pas retenu ici. 
I1 consid~re v(n, M, N; a, q) := v(n, N; a, q ) - v(n, M; a, q ) et montre que l'on a min(,, q)= I z(n, M, N; a, q)/> 1 
pour x(1 -qN)  entiers n<~x d+s que log2M << l~2N,  x > xo(N ) et q~( logN)  I°g2 e- -~u~ avec 
~N ~ e~. Notre m6thode s'adapte sans difficult6 fi cette g6n6ralisation: il suffit de ne consid~rer que les 
diviseurs dont tous les facteurs premiers exc~dent Met  d'exclure le diviseur d = 1. Le Th~or+me 4 est 
valable sans changement pour T(n,M,N; a, q) si log 2 M << (log 2 N) 1'/2-~ avec c>0 pour la premiere partie 
de l'6nonc~ et c = 0 pour la seconde. 
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sauf peut-6tre si I"2 appartient ~ un ensemble exceptionnel ~2(E, rl) tel que 
lYl2(E, rl)l<<.x/etp(q ). On a donc (3.3) sauf si (rl,r2) appartient ~ un ensemble x- 
ceptionnel ~2(E) de cardinal 
[~2(E)[ ~< [~l(E)[tp(q) + q~(q) sup [~2(E, rl)[ ~<2v'e~p(q) 2. 
rl C,~I(E) 
Une it6ration imm6diate foumit le r6sultat attendu. 
Nous 6nonqons maintenant une version du th6or~me d'Erd6s-Kac avec param~tre de 
troncature, qui nous sera 6galement utile. La d6monstration peut 6tre soit calqu6e sur 
celte du cas classique (voir par exemple [4, Theorem 12.3], ou [28, Th6orbme III.4.8], 
soit d6duite de celui-ci via le crible. Nous omettons les d&ails. 
Lemme 3.2. Dbsignons par gN rune ou rautre des fonctions n~-+co(n,N) ou 
n~--~f2(n,N). On a, uniformOment pour x>~N>~3 etzE ~, 
~l{n~<x: gN(n)<~ log2N + z IX/~2N}I=~(z)+O( ~ ) . (3.4) 
Nous sommes maintenant en mesure d'&ablir le Th6or~me 4. 
Nous commenqons par observer que tout entier n satisfaisant ~(3.1) v6rifie n6ces- 
sairement 
(p(q) ~< z(n, N) ~< 2 o(mN). 
D'apr6s le Lemme 3.2, cela implique la majoration contenue dans l'6nonc6. 
Nous nous contentons d'&ablir la minoration lorsque zest fix6. Le cas correspondant 
la seconde partie de l'6nonc6 est similaire, et en fait sensiblement plus simple. 
Soient Zq(n) le nombre des diviseurs d de n premiers h q et Zq(n) le nombre des 
classes a(modq) avec (a, q )= 1 telles que z(n;a, q)¢O. On a 
1 Z ~(a)z(n; Z), 
z(n; a, q ) -  ~o(q) Z( rood q) 
off X d6crit les caractbres de Dirichlet de module q et off l'on a pos6 z(n;z):= 
~di.x(d). I1 s'ensuit que 
_ 1 Z z(n;a'q)2 (p(q) Z [z(n;x)[2 
(a,q)=l z(mod q) 
et donc {}2 
Zq(n)2 = Z z(n;a, q) 
(a,q)=l 
Zq(n) 
<~o(q) Z ]z(n;~()12" 
7. (mod q) 
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Soit Ni := exp exp{logzN -2 ( log2N)  1/3} et m = re(n) le produit des facteurs pre- 
miers de n qui n'exc+dent pas N1. Si Z n'est pas principal, on a, pour x>>,N>~3, 
Z Iz(m;z)12 <<x H (1 + X(P)/P), 
n<~x "Cq(m) p<.NI 
<<xL(1,Z) 
off la demi~re stimation d6coule du th6or6me de Siegel-Walfisz puisque q ~< log N1. 
En faisant appel ~ la majoration bien connue L(1, Z) << log q, nous obtenons que, pour 
tout ~tu ---* cx~, 
Zq(m)~q~(q){1 - ~bN q~(q) l°gq'~ 
Zq(m) J 
(3.5) 
pour tousles entiers n<~x sauf au plus O(X/~N) exceptions. 16
Posons ZN :=Z + eN, et consid6rons l'ensemble ~N(X) des entiers n<~x tels que 
log ~q(m) >/ log 2 N - ZN 1V/~2N + 2(log 2 N) 2/5. 
log 2 
Dans toute la suite de cette d6monstration, nous d6signons par ~]X une fonction 
g6n~rique de N qui tend vers 0 lorsque N ~ ~,  et qui est donc susceptible de modi- 
fication ~ chacune de ses apparitions. On remarque d'abord que 
I~N(x)l = {O(z) + O(?]N )}x. 
Cela r6sulte du Lemme 3.2 et du fait 616mentaire que la moyenne de (2((n,q)) est 
<~ ~-~plql/p << log3N. En reportant dans (3.5), on voit donc que l'in6galit6 
Zq(m) > (1 -  e)cp(q) 
a lieu sauf peut-&re pour au plus ~lxx entiers n de ~N(X), avec e = e -(l°g2 ~V)25 
Soit N2 := exp exp{log 2 N - (log 2 N)l/3}. Pour chaque entier n ~<x, nous consid6rons 
les facteurs premiers de n qui appartiennent ~ l'intervalle ]N1,N2], disons pl . . . . .  Ph, 
et nous posons nh = mp~... Ph. Posons encore 
dy(n) := 1-I P". (3.6) 
p"lln p<~  
D'aprbs l'exercice III.5.6 de [31], on a 
I{n~x: dr(n) > d}l ( (xe  -(l°gd)/21°gy (x /> l ,  d~>l, y~>2), (3.7) 
16 On peut m6me supprimer le facteur logq dans (3.5) en utilisant la majoration 
tL(1,X)] 2 << ~0(q), 
z#zo 
6tablie par exemple dans [12]. 
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donc  nh ~X/~ sauf pour au plus O(x/logN) entiers n <~x. Nous allons montrer que 
Zq(nh) = tp(q)  sauf pour tlNX entiers de (#N(X), ce qui 6tablira bien le r6sultat annonc6. 
D&ignons par Em l'ensemble des classes s de (Z/qZ)* occup6es par au moins un 
diviseur de m, de sorte que [Eml =Zq(m). I1 r6sulte de l'in6galit6 de Tur~m-Kubilius 
que, pour tousles entiers n ~<x sauf au plus << x/(log 2N) 1/3, on a 
/(log 2 N) 1/3 ~<h ~< 2(log 2 N) 1/3. 
Avec les valeurs de q consid6r6es, on a donc en particulier, pour les entiers non 
exceptionnels de f#N(X), 
ee(h)~,o(q) < exp{--2h-t(1og2 N)2/5 } logN < 1, 
donc Zq(nh)=q~(q) sauf si (pl ..... Ph) appartient modulo q fi un ensemble, disons 
~h(m), de h-uples de r6sidus de cardinal <hx/~o(q)h<el/3q~(q) h. Le crible de Brun 
nous permet alors, puisque nh <~ x/N, de d6duire de ce qui pr6c~de que le nombre Y(x) 
des entiers n E ~N(X) tels que Zq(nh)# qg(q) v6rifie 
Y(x) << - -  
logN2 
h 
E ml E~.  E H E 1 +~Nx" 
P+(m)<~Ni h>~O " (rt,,..,rh)¢~fh(m)j=l p~ri(modq) 
,Vi < p<~N2 
D'apr& le th60r6me de Brun-Titchmarsh, il existe une constante absolue K telle que 
la somme int6rieure soit major& par K(log 2 N)l/3fip(q). I1 suit 
h x 1 E I~th(m)l (g ( log2N) l /3 )  
Y (x )<<- -  E m h! q~(q) log N2 
P+(m)<~NI h>~O 
e b'3x log Nl exp {K ( log 2 N) 1/3 } + r/NX ---- r/NX. 
<< logN2 
Cela ach~ve la preuve du Th60rbme 4. 
+ ~INX 
4. Preuve du Th6or~me 2 
La majoration est une cons6quence triviale de (1.7), aussi nous pouvons nous bomer 
&ablir la minoration de (1.8). Nous pouvons alors supposer ct~< 1. 
}~tant donn6 un nombre r6el w>~l, nous notons nw:=dy(n) pour y : - -expexpw.  
Nous posons encore 
H =Hw(~) := (e/3)We 0/2)~V~ (~ 1> 0) 
et 
~,(m):= U (log(d'/d)+[-H,H]) (m~>l). 
dd' ]m 
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Nous notons 2w(m) la mesure de Lebesgue de ~.(m). I1 a 6t6 6tabli dans [16, formule 
(5.49), p. 109], 17 qu'il existe deux constantes absolues positives ~0 et co telle que, si 
> ~o, x>~xo(w), on ait 
2w(nw)>,coe w (4.1) 
pour au moins 3Z-x des entiers n ~<x. De plus, pour chaque R > 0, on a certainement 
~wl ~<~O(nw)~<2w, lognw~<Re w (4.2) 
pour tous les entiers n ~<x sauf au plus << x(1/w+e R,.'2). Cela d6coule imm6diatement 
du th~or+me de Turfin-Kubilius et de (3.7). Nous choisissons w0 et R assez grands 
pour que l'on ait (4.1) et (4.2) pour chaque w>wo et au moins x/2 entiers n<~x d6s 
que x > xo(w), ~ > ~o. 
Soit J//w l'ensemble des valeurs prises par la fonction n H nw sur l'ensemble des 
entiers n<<.x satisfaisant (4.1) et (4.2). On a par le crible 
½x~< Z Z 1 <<xe-W Z 1/m. (4.3) 
mC.//, b<~x/m mE.//,, 
P-  (b) > exp exp w 
Une application routini~re du th6or~me des nombres premiers nous permet alors de 
minorer par 
>>~xe -w ~ 1/m>>x 
m C,//w 
le nombre des entiers n ~<x qui s'6crivent sous la forme n = mpqb avec 
m6J lw ,  (2/cQRe w < logp~<(1 +2/cQRe"', 
(4.4) 
log(q/p) E ~.(m), P- (b)  > expexpw. 
Nous omettons les d6tails, qui sont tr~s voisins de ceux qui sont expos6s dans 
[16, pp. 110,111]. Les conditions (4.4) impliquent l'existence de deux diviseurs d, d ~ 
de m tels que (d,d') = 1 et [log(q/p) - log(d'/d)[ ~<Hw(~). De plus, on a alors 
2ReW < log(pd')  ~< 2(1 + ~)Re w. 
0~ o~ 
I1 reste ~ choisir w = WN tel que 2 Re w = ~ log Net  ~ = ~N. On obtient ainsi que, pour 
N assez grand, la propri6t6 qu'un entier n possbde deux diviseurs a =pd ~ et b = qd 
avec a<b<eH"(~N)a est satisfaite pour tree densit6 positive des entiers. Comme le 
choix de w garantit que 
Hw(~x)< log(1 +/3N) , 
cela ach+ve la preuve du Yh6or6me 2. 
17 La restriction w E I~ effectuee dans [ 16] est purement contingente t peut ~tre lev6e sans modifier ni 
l 'argument,  ni les ealeuls. 
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5. Preuve du Th6or6me 3 
La d6monstration n6cessite quelques rappels concernant l'arithm&ique des suites 
polynomiales. Nous nous donnons une d6composition de F(X) en produit de facteurs 
irr6ductibles dans 7/IX] sous la forme 
k 
F(X)= 1-[ Fj(X) ~', (5.1) 
j=l 
et nous posons &(F) := k, ~(F )  := E l  ~<j~<k ~J' 
Soit OF(m) le nombre de racines de F dans 7//mZ (mE ~*). I1 est bien connu que 
OF est une fonction multiplicative de m. Nous renvoyons le lecteur au paragraphe 2 de 
[27] pour un r6capitulatif des principales propri&6s de la fonction QF. Nous utilisons 
ici le fait que OF(P) est une fonction bom6e de p, et nous posons 
DF := 1-I P" 
OF(p)=p 
Nous d6finissons alors une fonction multiplicative OF par la formule 
OF(P") -- OF(pv+I)/P 
gg( f f  ) : = - - - ' - - - -~- - - - -0~- -  si p t DF, 
QF(p v) -- OF(pV+l)/p si p[DF. 
Posons 0j :=OF, (1 <~j<.k) et d6signons par [v~ le plus petit entier au moins 6gal /l 
v E E. On a 18 
QF(p")= ~ Oj(p)p v-b'/~jq (V~>I) (5.2) 
1 <~/<~k 
pour tousles nombres premiers p sauf au plus ceux d'un ensemble fini, et aussi 19 
OF(if') << ~ Oj(P)P "-b'/~jq (p~>2, v>~l). (5.3) 
1 <~j<~k 
En particulier, on a pour tout p assez grand 
QJ(P) (~es>0) .  (5.4) E 9F(pv-------)  1 -  1/p E pl+~,(s-l)_ 1 
,.>I p,.S I -OF~/P  l<~j<~k 
Cela implique qu'il existe une constante go E ]0, I[ teIle que l'on ait pour ~es > ao et 
tout p 
E OF(P") k ,,~>0 P-~ -- H(1  -- P-I-c~J(s-I))QAP)eVAS)' 
j=l 
(5.5) 
~8 Voir, par exemple, [27, formule (2.8)]. 
19 Voir [27, formule (2.15)]. 
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off Vp(s) est une fonction holomorphe dans le demi-plan ~es>ao, qui satisfait en 
outre, dans le m~me domaine, la majoration 
Vp(s) << p-3,,2. 
On note encore que 
gF(p r ) _  f OF(P)/(p--OF(P)) s iptDF,  
Z (5.6) ~,~ 1 p" [ 1 si p [ DF. 
Le lien entre la fonction 9F et les propridt6s arithmdtiques de la suite {F(n)}~l 
apparait naturellement dans l'6nonc6 suivant. 
Lemme 5.1. Soit F ETY[X] un polyndme dont la dOcomposition en facteurs 
irrOductibles est donnke par (5.1). Alors on a pour y> 1, P+(u)<~y<~x, 
Z l= XgF(U)I--[ ~< OF p) , ,~<x - -11p~y 1 - +Or(1 ) si DF[U. 
U ptDF d,(F(n))=u 
D~monstration. Soit Pv := 1-[p<~yp. La quantit6 ~ 6valuer vaut 
Z Z 
n<~x dl(E,F(n)/u ) F(n)~O(modu) 
Z 1 
diP, n<~x F(n)Z0 (rood ud) 
f'x°~(~d) } =y~'u(d)( ud +0(1) 
dlP~, 
=XI Ip  ~< y (1 OF(P))pl-IIIu(OF;-'-v,Pv v ) p  ,, 
ptu 
0F (pV+I)) 
p~.+ l 
+ Oy(1). 
La formule annonc6e n d6coule imm6diatement, en notant que le premier produit en 
pest  nul si DF t u. 
Le lemme suivant est d6volu ~ une 6valuation de la valeur moyenne de gF sur 
l'ensemble des multiples de DF. Une telle estimation peut ~tre obtenue grace ~ la 
formule (5.5), qui permet de relier la s6rie de Dirichlet de OF au produit des fonctions 
z6ta de Dedekind associ6es aux corps de d6composition des ~. Nous omettons les 
d6tails de la d6monstration, qui sont analogues ~ ceux de la preuve du lemme 3.9 de 
[27]. Nous posons 
• - (k  1)~ t~; -~ 
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La convergence du produit infini est assur6e par le th6or~me des id6aux premiers, qui 
implique 2° 
E 0j(P)= li(x) + O (xe -~° lx/f~x) (1 <~j<~k) (5.7) 
p<~x 
avec ao = ao(F) > O. 
Lemme 5.2. On a pour x >12 
d.<x + 0 1 ^ 
DE I d 
(5.8) 
Le dernier 6sultat auxiliaire utilis6 dans la preuve du Th6or6me 3 est formalis6 dans 
l'6nonc6 suivant. 
Lemme 5.3. Soit ~>0. Pour N>I ,  T>I ,  on dksione par e(N,~;T) la densitb de 
I'ensemble des entiers n tels que ~ p'llF(n) v> T. Alors on a 
N~<p<~N 
lim sup e(N, ~; T) = 0. 
T---~OC N > 1 
D6monstration. I1 r6sulte imm6diatement de (5.2), (5.3) et (5.7) que l'on a 
Z QF(P")- -~(F) I°g(1/°O+O(1)" 
v>~l 
Cela fournit bien le r6sultat annonc6. 
(5.9) 
Nous sommes maintenant en mesure d'aborder la preuve du Th6or6me 3. Soit 
n>~ 1. On consid6re la d6composition F(n)=anbncn off an est maximal sous la con- 
trainte an<<.N et Cn:=l-IFiiF(n),p>N,+~p v. Si F(n) ne poss6de aucun diviseur dans 
dN := ]N,N l+~] N ~, alors tousles facteurs premiers de b, sont dans ]NI+~/a,,N] C 
]N~,N], off nous convenons que cet ensemble st vide si ~>~ 1. De plus, d'apr6s le 
Lemme 5.3, on a O(b~)<~ T, et donc bn <<.N v, sauf pour un ensemble d'entiers de den- 
sit6 tendant uniform6ment vers z~ro lorsque T ~ c~. Or, d'apr6s le Lemme 5.t, pour 
tous a, b fix6s tels que a<~N, DFIa,b<<.N r, P - (b )>N ~, P+(b)<<.N, on a 
Z l=x  H (1 QF(p) )  gF (ab)  
p 
n<~x p<~Nl+~ 
a,, =a, b,~ =b p " DF 
+ON(l) .  
2o Voir par exemple [27, lemme 3.1], pour les d6tails. 
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I1 suit 
1-AN(F'a)= I-[ (1 Q~P)) Z Z* gF(ab-----~)+O(tr)' 
p<~N t+~ a<<.N b<~N r 
ptDF DFIa p[b::eeN~ < p<~N 
off l imr~ Er = 0 et off l'ast6risque indique que la sommation est restreinte aux en- 
tiers b tels que ab n'ait aucun diviseur dans ~¢N. Le cas b = 1 fournit toujours une 
majoration de AN(F,a), soit, au vu du Lemme 5.1, 
AN(F ,a )~<I -  IX  (10F-~) )  Z gy(a), 
p<~Nt+ ~ a<~N 
p~DF OFla 
qui est une 6galit6 lorsque ~> 1. En tenant compte de (5.8), on obtient par un calcul 
facile dont nous omettons les d&ails, sous r6serve d'existence de la limite, 
e-Tk 
A(F,~)~< 1 k! ( l+a)k  
avec 6galit6 pour a~> 1. Cela &ablit en particulier que A(F ,a )< l. 
Montrons ensuite que l 'on a 
Au(F'°t)~ l - 1--[ (1 - Or(P)/P), (5.11) 
N < p<~N I+~ 
ce qui, compte tenu de (5.7), fournira bien, sous r~serve d'existence, la positivit6 de 
la limite. 
Soit hx la fonction fortement multiplicative d6finie par hN(p):= 1 -- 1]U,N,+~](p). 
Alors 1 - hN(m) vaut 1 ou 0 selon que m possSde ou non un facteur premier dans 
]N, NI+~]. En particulier 
1 AN(F, ~) ~> 1 - lim sup - Z hx(F(n)). 
x~oc  X n<~x 
Maintenant, on peut 6crire la formule d'inversion de M6bius 
hN(m)= Z #(d), 
dl(m,M~,) 
Off l 'on a pos~ MN :=I-IN<p<~NI+~p. I1 suit 
n ~<x dlMx n ~<x 
F(n)=_O (rood d) 
{ QF(d)X + o(1) = ~ #(d) 
dIMN 
N < p<~N t+~ 
En reportant dans (5.12), on obtient bien (5.11). 
(5.12) 
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I1 reste h 6tablir l'existence de la limite A(F,~). Pour chaque T fix6, il n'y a qu'un 
nombre fini de choix de h~>l et de h-uples (vt . . . . .  vh)E(~*) h tels que l'on ait, 
dans (5.10), 
b=pl '~...ph ~, avecN~<pl<p2<. . .<ph<~N.  (5.13) 
Nous pouvons donc nous restreindre ~montrer que, pour chaque entier h >/1 et chaque 
h-uple fix6 (vl . . . . .  vh), la sous-somme de (5.10) correspondant ~ la condition 
suppl6mentaire (5.13) tend vers une limite lorsque N--,e~. Dans une telle sous- 
somme, on peut 6crire, pour N assez grand, - r l '  rh a--uPl "'Ph avec ~>0 (l~<j~<h), 
~l<~j<~hrj<<.l/~, DFlU, (u, pl ' ' ' ph)=l .  I1 nous suffit donc de montrer que, pour 
(F 1 . . . . .  Yh ) E ( ~* )het (vl . . . . .  Vh ) E ~ h fiX6S, la quamit6 
I - I ( I~F~))~<NgF(U)  ~--~** f i  oF (p)~''+~) (5.14) 
P <~NI+~ ~ U N~<pl<...ph<~N j=l  /~'i +~ ' 
p)DF DFIU (U,pl ...ph)--I 
I'l v~+~ o/1 la double ast6risque indique maintenant que ut x l~j <~hP n'a aucun diviseur dans 
~¢x, tend vers une limite lorsque N~cx~. Comme on a, d'apr~s (5.6), pour tout u ~<N, 
off l'on a pos6 
p<~Nl+ ~ u<~N v U 
ptDF DFIU 
Z Z gF(----Pv) ~ 1/N~' 
pV 
plu v>~l 
N~ < p<~N 
on voit que la condition (u, Pl "'" Ph) = 1 darts la somme int6rieure de (5.14) peut Otre 
omise avec une erreur globale o(1) lorsque N~o~.  Cette somme int6rieure peut alors 
&re r~cfite sous la forme 
log _  Y" f ; ~ (5.15) "-"  \ l ogN ' " "  logN logNJ  J=! pj 
N~ < pl <...ph <~N 
off (Vl . . . . .  Vh)~f(Vl ..... Vh; V) est la fonction indicatrice d'un sous-ensemble d [c¢, 1] h 
d6fini par un nombre fini d'in~galit6s lin6aires pour lesquelles v intervient lin6airement 
dans la d6finition des bomes. Ainsi f(vl ..... Vh; V) est int6grable au sens de Riemann 
et d6pend continfiment de v. Une adaptation imm6diate du Lemme 22.1 de [16], faisant 
appel ~ (5.7) au lieu du th6or~me des nombres premiers, permet alors de conclure que 
chacune des sommes (5.15) vaut 2(logu/logN)+ o(1) pour une fonction continue 
convenable 2:[0, 1] ~ •+. Cela permet de r6crire (5.14) sous la forme 
H (1 ~F~))u~_<N gF(U)2(Iogu~ fo 1 -- u \ logN]  + o(1)= 2(v)dZN(V)+O(1), 
p<<N I~ 
ptDF DFI u 
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D'apr6s le Lemme 5.2, ZN(V) tend vers e-Vkv~/k! pour tout v E [0, 1] et la suite des 
mesures dZu est uniform6rnent bom6e sur [0, 1]. Un th6or6rne classique de convergence 
d'int6grales de Stieltjes (cf., par exemple, [33, th6or6me 16.4]) permet alors de conclure 
que 
fL  e_;.~ f01 2(v)dZu(v)-- (k -  1) ---~ 2(v)v k-l dv + o(1). 
Cela ach6ve la d6monstration du Th6or6me 3. 
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