Abstract-With the confluence of the growing market for mobile Internet devices, and users' expectations of instant access to high-quality multimedia content, the delivery of video over wireless networks has become the challenge of the decade. Dynamic Adaptive Streaming over HTTP (DASH) and WebRTC are new and evolving standards that have been developed specifically to meet this demand and enable a high-quality experience for mobile users of video on demand and real time communication services, respectively. However, there has been no systematic study of how these services are experienced by users in a realistic mobile setting. In this work, we describe measurements collected from DASH and WebRTC implementations while moving at walking speeds through an 802.16e WiMAX network. Using data from the application, network, and physical layers, in different wireless environments, we identify characteristics of the cellular data network that directly impact the quality of video service, and suggest areas for further improvement.
I. INTRODUCTION
Over the last few years, mobile video has become an essential Internet service. The increasing ubiquity of smartphones, tablets, and other mobile devices, together with the growth of media-intensive Internet applications that drive video usage, ensures that this trend will continue.
In reaction to this trend, various industry bodies have been working to standardize the delivery of mobile video. In particular, Dynamic Adaptive Streaming over HTTP (DASH) [1] and WebRTC [2] are evolving standards that have been developed specifically to meet this demand and enable a high-quality experience for mobile users of video on demand and real time communication services, respectively. Both are designed to adapt to dynamic link characteristics, to deliver the best possible video quality in any scenario.
DASH is an MPEG standard that has been adopted by the 3GPP, and is closely related to other multi-rate segmented HTTP streaming services. DASH and related technologies are already in widespread use in many commercial applications for delivering video on demand (VOD) content.
WebRTC is a World Wide Web Consortium (W3C) standard for browser-based voice, video, and peer-to-peer data, and is under development with support from Google, Mozilla, and Opera. It specifies a standard Javascript API for enabling native voice and video communication in the browser. The Internet Engineering Task Force (IETF) RTCWEB [3] effort is a closely related working group tasked with defining protocols for transporting these real-time communication flows. A diverse ecosystem of web applications have grown up around the WebRTC standard in the last year.
Meanwhile, as demand for instant access to high-quality multimedia content grows, wireless carriers are racing to deploy upgraded networks that are better equipped to meet this demand. Serving wireless video is a significant challenge for already-stressed cellular data networks [4] . In addition to the high bandwidth requirements, video traffic imposes additional latency and packet loss constraints for acceptable service.
Yet despite widespread acknowledgment of the challenges associated with mobile video delivery, surprisingly little is known about how these directly affect consumers of mobile video. Although a great deal of effort has been concentrated on quantifying the aggregate effect of mobile video on core and access networks, there has been no study of how mobile video services -especially those based on new standards such as DASH and WebRTC -are experienced by individual pedestrian mobile users. In particular, the relationship between network metrics and metrics that are directly observed by the end user (e.g., frame rate) is not fully understood. This knowledge is essential to help inform the creators of these standards, as well as the developers that build on them.
In this work, we collect measurements from DASH and WebRTC implementations while moving at walking speeds through an 802.16e WiMAX network. Using measurements from the application, network, and wireless physical layers, we identify characteristics of the cellular data network that directly impact the quality of video service, and suggest areas for further improvement and optimization.
Our contributions are, therefore, the following:
• Empirical measurements quantifying key characteristics of network and video performance experienced by a pedestrian user in a realistic mobile setting. We describe measurements of wireless link quality, video bitrate, video frame rate, video frame size, packet loss, and other relevant statistics, for DASH and WebRTC services.
• Identification of behaviors in DASH and WebRTC implementations whose interaction with the wireless environment negatively impacts video quality. By noting these behaviors, we hope to distinguish areas for improvement in these evolving Internet video standards. The rest of this paper is organized as follows. First, in Section II, we place this project in the context of related work. In Section III and Section IV, we describe the measurement platform used and the wireless environment in which this experiment was conducted. Measurements from DASH and WebRTC are described in Section V and Section VI, respectively. Section VII concludes with directions for future work.
II. RELATED WORK
This paper complements a growing body of related studies that describe enhancements to DASH and WebRTC.
A number of studies have suggested enhancements to DASH, including novel rate adaptation algorithms [5] - [7] , methods for determining optimal segment duration [8] , extensions to SVC video [9] - [11] , peer-assisted delivery of DASH video [12] , and the addition of QoE-aware proxies in the content delivery network to improve DASH performance [13] - [15] . Others have considered the problem of delivering DASH video at an acceptable quality over wireless networks, but with respect to aggregate cell performance rather than the experience of an individual user [16] , [17] .
Although WebRTC is a relatively new standard, its architecture and design has attracted some interest from the research community [18] , [19] . In [20] , the performance of the congestion control algorithm used in WebRTC was evaluated with respect to its ability to track available bandwidth and fairly share resources in an emulated WAN scenario. The general problem of rate adaptation for RTC applications in mobile networks has also been a recent subject of investigation [21] .
These studies, many of which directly address performance problems described in this paper, generally rely on simulations or small case studies to verify the applicability of the proposed improvements. With the exception of a few studies [11] , [22] which measure DASH in an emulated vehicular setting, we have not seen any work that describes the empirical user experience for current DASH and WebRTC implementations in a real mobile wireless setting. As users in this setting represent a major target demographic for these technologies, we seek to fill this gap with measurements collected "over-the-air" as a pedestrian user of a cellular data network.
III. MEASUREMENT PLATFORM
This work was conducted using dedicated experimental WiMAX 802.16e networks installed at the campuses of the Polytechnic Institute of NYU (NYU-Poly) and the University of Massachusetts Amherst (UMass Amherst). Each installation includes a commercial WiMAX base station (BS) operating in a licensed frequency band, as well as other components required to route traffic from WiMAX clients to the Internet or other networks. For highly controlled experimentation, this platform has a distinct advantage over commercial cellular networks because it allows us to isolate the effects of the wireless channel quality from other variables such as competing traffic, carrier routing and shaping policies, and radio configuration.
This increases consistency and repeatability, while still being more true to life than a simulation or emulation environment.
In a previous study [23] , we quantified the performance of this platform, particularly with regard to achievable data rates. We found that the data rates achieved on this platform are similar to typical data rates measured by others for users of commercial HSPA+ networks and users of commercial LTE networks [24] . This suggests that with regard to overall performance, this platform can be considered broadly representative of current wireless broadband networks.
The clients used in this study were commodity laptops equipped with a commercial WiMAX network adapter, a USB GPS dongle, and a webcam. On these, we installed modified versions of version 2.1.0 of the popular VLC media player, which includes a DASH plugin [25] , and version 27.0.1453.65 of Google's Chrome browser for Linux, which has WebRTC capability. The software was instrumented using the OML measurement framework [26] to collect key network and video metrics from the application, and stream measurements to a local database during runtime. We also used logger applications to collect GPS coordinates from the gpsd daemon in Linux and wireless link characteristics from the WiMAX driver. The following measurements were collected: The DASH rate adaptation measurements are sampled each time the DASH client selects a rate for the next segment, and the HTTP download measurements are collected when the client downloads part of a segment. GPS measurements are collected whenever the GPS hardware has a report available. All other measurements are sampled at one second intervals. Fig. 1(a) shows the distribution of CINR (signal quality) measurements at each location, with the horizontal lines in the boxplots corresponding to the mean, the upper and lower hinges to the first and third quartiles, and outliers beyond 1.5 interquartile range (IQR) of the hinges plotted as points. Fig. 1(b) shows CINR along each experiment path as a function of time for a single representative trial, with the shaded area indicating a range of one standard deviation above and below the mean CINR calculated across all trials. Fig. 1(c) gives the autocorrelation of CINR over a long timescale, while Fig. 1(d) shows CINR transitions over one second.
IV. WIRELESS ENVIRONMENT
Because the characteristics of a wireless channel are heavily dependent on the topography of an area, we collected measurements at two campuses in very different wireless settings. NYU-Poly is in an urban area composed mainly of high-rise commercial, civic, and residential buildings. It is a highly dynamic environment, with heavy moving vehicles and pedestrian traffic in the radio path. In contrast, the UMass Amherst campus is a suburban/semi-rural environment, with few tall buildings and little traffic. All of the measurements described in this paper were collected along a 400 m measurement path at each location, with ten sets of measurements collected at each path. The geographical layout of the paths are depicted in Fig. 2 , and their wireless link characteristics are given in Fig. 1 . Fig. 1(a) and Fig. 1(b) show the distribution of CINR values measured over all trials and the CINR as a function of time along each experiment path. At both locations, a similar mean carrier to interference plus noise ratio (CINR) of approximately 25 dB is observed, although a slightly greater range of CINR values is observed in New York.
However, the channel behavior in time is quite different for the two wireless settings. Because the wireless signal propagates through "street canyons" in the urban area, the wireless signal tends to be very consistent when moving within a single such "canyon." In the suburban environment, where variations in signal strength are attributed to shadowing from individual buildings and obstructions in the signal path, more dramatic variations are observed over a short timescale. This property is supported by Fig. 1(c) , which shows the autocorrelation of each channel for lags up to 350 seconds. For the Amherst channel, the autocorrelation function closely resembles the widely reported exponential model. This intuitively represents the idea that locations that are close together are highly correlated, with the correlation decreasing gradually with distance. In New York, the autocorrelation function is shaped more like an exponential decaying sinusoid [27] . For the urban wireless channel, there is a strong correlation between measurements on a single block in the street grid, even though these may be separated by some tens of seconds, and virtually no correlation across intersections. This is reflected in the shape of the autocorrelation function, which shows a strong correlation between samples collected on the same block, and a sharp change in correlation coefficient at each intersection.
Over a short interval, the wireless channel is more consistent in the urban environment. This is demonstrated in Fig. 1(d) , which shows the empirical probability of transitioning from one CINR value to another over a timescale of one second. In New York, two CINR values observed one second apart almost always differ by less than 5 dB, while in Amherst, transitions greater than 10 dB are seen quite often.
Put simply, we may state based on Fig. 1 that a period of especially poor or especially good signal quality is likely to be of short duration in Amherst, and of long duration in New York. We note these differences because the video applications under consideration use short-term estimates of network metrics to adjust bandwidth usage; the time variance of the channel is therefore highly relevant to performance.
V. DASH
Our procedure for measuring DASH performance is as follows. The DASH-enabled VLC player [25] is installed on a laptop, which connects to the local campus network through a WiMAX access network. An Apache server on campus serves the media presentation description (MPD) file and video segments. The link between this Apache server and the WiMAX network is a wired connection under low load, so that any network-related behaviors we observe may be attributed to the wireless link. We stream DASH video to the client while moving at walking speeds along the experiment path described in Section IV. The experiment is repeated ten times at each location, with consistent results.
For the video, we used the Big Buck Bunny animated video from the DASH dataset [28] , with 2-second segments encoded at bitrates of 100, 200, 350, 500, 700, 900, 1100, 1300, 1600, 1900, 2300, 2800, 3400, 4500, and 6000 kbps. Because the VLC media player cannot currently play back H264/MP4 videos with dynamic resolution, we used video encoded at a constant resolution of 854x480p and a 24 fps frame rate. We kept the default maximum buffer size of 30 seconds (i.e., the buffer is considered full if it holds 30 seconds of video), so the client may smooth over temporary link disruptions. Similarly, our choice of 2-second segments was intended to offer flexibility for adapting to bandwidth fluctuations.
The DASH client in VLC follows a simple adaptation scheme which uses buffer state and bandwidth history to decide what bitrate to request for the next video segment. We call this a maximum bitrate-low buffer avoidance policy.
• If the video buffer is full, the client does nothing.
• If the video buffer is less than 30% full, the client requests next video segment at the lowest bitrate level, to avoid buffer depletion and a freeze in video.
• Otherwise, the client requests the next segment at the highest bitrate that is less than the empirical bitrate measured when downloading the previous segment.
DASH performance is known to be sensitive to the system parameters and the adaptation policy, a wide range of which exist in commercial systems. The reason we chose to evaluate this simple policy is twofold. First, we use the default settings in VLC and the default set of rates in the DASH dataset because it is likely that other researchers use these as a baseline against which to measure their proposed advancements. Therefore, it is useful to understand the performance of this scenario. Second, we seek to evaluate in a broad sense the general strategy of using measured data rate from a previous download as a major factor in selecting a future data rate. By using a very simple policy, we can examine the impact of this strategy component without obfuscation from other elements. Fig. 3(a) shows the buffer status observed by the DASH client each time it chooses the next segment to download. At 100% buffer status, 30 seconds of video are in the buffer; at 0%, freezes in video playback will occur. The 30% point, at which the client drops to the lowest available bitrate to avoid buffer starvation, is marked by a horizontal line in Fig. 3(a) .
A. Buffer status
The shape of the buffer status curve is a direct result of using past segment download times as a predictor of future segment download times. When the link quality is declining, the bandwidth is overestimated and the buffer level decreases, while the opposite effect occurs when the link quality is improving. Thus, the slope of the buffer status curve roughly tracks the slope of the CINR curve in Fig. 1(b) . (Fig. 3(a) ) and bitrate selected (Fig. 3(b) ) each time a DASH video segment is retrieved. The line gives values for a representative trial, while the shaded region shows one standard deviation above and below the mean for all trials. In Fig. 3(a) , the 30% point buffer state is marked by a horizontal line.
This may be an undesirable behavior, especially in an urban area where a given channel quality tends to persist for an extended period of time, since there is no chance for the buffer to recover during a prolonged period of poor signal quality. Indeed, in New York, the DASH client experiences buffer depletion during low CINR periods.
B. Video bitrate
The buffer status directly impacts the video bitrate selected by the DASH client for each segment, shown in Fig. 3(b) . The mean bitrate across ten trials was 1003 kbps in New York and 1744 kbps in Amherst, with standard deviations across trials of 416.1 and 715.0 kbps, respectively. Fig. 4 shows the frequency with which each bitrate is selected by the DASH client. At both locations, we observe a high proportion of instances where the smallest bitrate is used, due to the adaptation strategy of dropping to the lowest bitrate whenever the buffer is approaching starvation. These coincide with areas in Fig. 3(a) where buffer status drops below 30%.
C. Segment Download Time
For a DASH video client to avoid freezes, the average download time per segment should be less than the segment playing time. Fig. 5 shows the distribution of segment download times for our measurements with 2-second segments, with the mean download time given as the horizontal line in the boxplots, the upper and lower hinges corresponding to the first and third quartiles, and outliers beyond 1.5 interquartile range (IQR) of the hinges plotted as points. Overall, we measured a mean download time of 1.56 seconds per segment, with 75% of segments downloaded in less than 1.87 seconds. However, the outliers -though rare -include segment download times as high as 125 seconds, especially in the urban setting where signal interruptions tend to be of long duration. Because the client uses sequential HTTP downloading, long download times block the downloading of future segments, which often causes playback to freeze (depending on buffer status).
Fig. 5:
The distribution of segment download times is shown in Fig. 5(a) . Fig. 5(b) is a zoomed-in version of the same data, showing only download times that are shorter than ten seconds.
It is worth noting that as the segment download time increases, the bandwidth measured over the duration of the download becomes less representative of the immediate past, and therefore less predictive of the bandwidth for the next download period. The extent of this relationship is governed by the autocorrelation of the wireless channel, shown in Fig. 1(c) . Thus long segment download times (as in the urban network) tend to make rate-based adaptation logic less effective. Long download times (those above the third quartile) were observed to appear in clusters because of this effect.
D. Video playback freezes
A key metric for video streaming performance is the frequency and duration of freezes in video playback. We count video freezes lasting four seconds or longer by monitoring the decoded bytes read metric reported by VLC, which increases continuously as long as the video is playing. For this metric, the behavior of the DASH client is very different depending on the wireless setting. In Amherst, on average, 0.5 interruptions (lasting between 4 and 6 seconds) were observed during the 375-second playback period. In New York, for the same playback period, an average of 2.3 interruptions lasting four seconds or more were observed, with some as long as 68 seconds. Fig. 6 shows the position and duration of each interruption in a representative experiment run. The extended freezes in New York correspond to the occasional long segment download times (Fig. 5 ) and prolonged periods of buffer depletion (Fig. 3(a) ). In Amherst, there are no extended freezes because the buffer is depleted only for short intervals before rebounding.
E. Discussion
We saw that the performance of an adaptive video delivery strategy in a mobile setting depends on the detailed behavior of the wireless network in time. Despite the similarity of the average channel conditions in New York and Amherst, the different dynamics of signal propagation in the urban environment lead to significantly poorer DASH performance.
The mechanism behind this is described in Section V-A, where we saw that an overreliance on past download times for rate selection causes the buffer level curve to track the slope of the channel quality. Compared to a policy aimed exclusively at keeping a constant buffer level, for example, the bandwidth estimation strategy is more likely to lead to buffer depletion in an environment that is subject to prolonged periods of poor link quality. In fact, we saw extended segment download times (Section V-C) leading to interruptions lasting more than 60 seconds (Section V-D), as well as a lower average bitrate overall (Section V-B), in the urban setting.
Several particular performance issues that we describe would be ameliorated somewhat under the more complex download strategies in commercial DASH players. However, the general results we describe -the problem with overreliance on bandwidth estimation, and the understanding that minor aspects of link behavior can have dramatic effects -apply broadly to the design of adaptive video delivery protocols.
VI. WEBRTC
To evaluate WebRTC, we use a WiMAX-equipped laptop, which is connected to the campus network through a WiMAX access network, to run a WebRTC video chat webapp in Google Chrome. At the same time, another laptop connected to the campus network across an Ethernet link runs the WebRTC webapp in Google Chrome and initiates a video chat session with the WiMAX-connected client. The WiMAX-connected client moves at walking speeds along the experiment path described in Section IV during the video chat, while the Ethernetconnected client remains static. Each client streams video and audio from its webcam and microphone, and receives video and audio streams from its peer.
In real-time video communications, video quality may be constrained by the client hardware. The webcams used in our experiment have a maximum resolution of 640x480p, and the laptops have sufficient computing power to encode video at this resolution at a rate of 30 fps.
Because WebRTC video and audio quality have not been formally measured in a mobile setting, we are interested in gaining a general understanding of its performance. We also want to investigate whether WebRTC accurately adapts to the available bandwidth and uses the wireless channel effectively. Like DASH, WebRTC is designed to adapt to different network conditions. In the case of WebRTC, which uses UDP as the transport layer for audio and video streams, a key goal is to deliver video that is as high in quality as the network may support, without disrupting competing multimedia and web traffic. The WebRTC congestion control and bandwidth estimation protocols have been designed very carefully with these goals in mind [20] , [29] . WebRTC adapts to changing link conditions by estimating the available send bandwidth and passing this estimate to the encoder as a target bitrate, using a protocol based on [30] . In the particular implementation used in this study, the sender available bandwidth estimate at time i, A s (i), is calculated according to the packet loss ratio, p, as follows:
This estimate is further limited by the bandwidth calculated by the TCP Friendly Rate Control formula [31] , and by the receiver-side estimate of available bandwidth, A r (i), with
The receiver-side estimate of available bandwidth, A r (i), is calculated according to the system state. During the increase state, A r (i) is increased by a factor which is a function of the round trip time and the estimated measurement noise variance. When overuse of the link is detected, the system enters a decrease state in which A r (i) = 0.9 R(i), where R(i) is the incoming bitrate. If underuse is detected, A r (i) is kept constant for some time in a hold state before returning to the increase state. Fig. 7 and Fig. 8 show key metrics of video and audio quality for WebRTC sessions sustained over the WiMAX link under the mobility patterns described in Section IV. We note several areas of particular concern.
A. Performance overview
As in our DASH measurements, we see a dramatic difference in performance between the two locations, with the suburban setting consistently outperforming the urban setting. However, because the adaptation policy in WebRTC is much more complex than the DASH policy we used, we cannot easily determine the exact mechanism underlying this difference.
The uplink (UL) stream, which is directed from the WiMAX client to its Ethernet-connected peer, has significantly worse video performance. This may be attributed to the asymmetry of the cellular link, on which only 25% of radio resources are allocated to the UL. Also, because the mobile sender has a much weaker transmitter than the BS, the UL channel is generally of poorer quality. In the context of mobile video, this constrains the bitrate of the video stream from the mobile user. This is especially unfortunate because the video feed from a mobile user tends to have high motion content, and is disproportionately affected when frame rate is reduced to meet a low target bitrate.
Unlike video, audio bitrate is not subject to rate adaptation in the current WebRTC implementation in Google Chrome. Thus, we observe that audio bitrate (Fig. 8) is mostly consistent at 30 kbps, degrading only in periods of extremely poor channel quality. This is in contrast to the video metrics (Fig. 7) , which vary dramatically with channel quality.
B. Latency and loss
Key indicators of real-time communication quality include latency and packet loss. Table I and Table II give the average round trip time (RTT) and packet loss ratio reported by the WebRTC application, and the standard deviation across trials. While the latency over the wireless link is quite low, packet loss is high, especially in the urban setting and for the UL channel. Because there are no competing traffic flows affecting these experiments, we may conclude that the packet loss is entirely due to degradation of the wireless link. This symptom may be alleviated to some degree with link-layer retransmission, but this will increase latency and jitter. We note that the packet loss for the New York UL audio channel is especially high. Because audio bitrate is not reduced when the channel is bad, a few short periods where almost 100% of packets are lost have a disproportionate effect on the overall packet loss calculation.
C. Wireless link usage
We do not know the actual data rate that is available to the WebRTC client at any given time, and so we cannot determine exactly how much of the wireless channel is consumed by the WebRTC feed. However, we can compare the performance of WebRTC and DASH with regard to wireless link usage. In the WiMAX network, DL and UL resources are allocated separately, in such a way that the UL usage in UDP applications (such as WebRTC) does not affect the DL performance. Therefore, we can directly compare the DASH download rate and the combined DL audio and video bitrate in WebRTC. Table III and Table IV show the average and standard deviation across trials of the bitrate for WebRTC audio and video. Considering only the DL, the bitrate used by WebRTC is 9.0% lower than the DASH bitrate observed in New York and 1.5% higher than the DASH bitrate in Amherst. Thus, we see that in the urban setting, the DL WebRTC feed uses the link more conservatively than a TCP flow would. We attribute this to the higher packet loss observed in New York (Table II) , which leads WebRTC to believe that the link is congested and scale back its usage accordingly. However, because the loss is due to channel degradation rather than congestion, reducing the target bitrate does not improve the packet loss ratio.
D. Video metrics
The changing target bitrate passed to the video encoder is apparent to the user in the fluctuation of frame rate (Fig. 7(b) ) and frame size (Fig. 7(c) ). (The video resolution remains constant at 640x480 pixels). From these figures we infer that the video encoder first reduces frame size; when this becomes very small, it then reduces the frame rate. Table V and Table VI give summary statistics for the frame rate and frame size, respectively.
Here, we see clearly a significant difference in user-facing metrics between the urban wireless network in New York and the suburban setting in Amherst, with the former having a 23% lower frame rate for the DL a 42% lower frame rate for the UL, and a 41% smaller frame size for the DL. We also see how the video transmitted from the mobile user is constrained to a low frame rate and small frame size due to the limited UL resources available on the wireless link.
E. Discussion
In our investigation of WebRTC, we saw that a heavy reliance on packet loss (among other factors) as an indicator of congestion leads to underutilization of the wireless channel and poor video quality, especially in a setting with high packet loss. This is despite the WebRTC protocols having been designed with careful consideration of their sensitivity to packet loss, and with regard to the benefits and disadvantages of techniques such as retransmission, forward error correction (FEC), and sending negative acknowledgments (NACK) [29] . (In the experiments described here, no FEC or NACK packets were observed.) We hope that this study will serve as an additional data point to help tune WebRTC to improve mobile performance in future versions.
We also confirmed that the uplink video from a mobile device is disproportionately affected, due to the asymmetry of the wireless link. As mobile video communications and mobile user-generated video content gain an increasing share of Internet traffic, this will become a greater point of concern.
VII. CONCLUSION
In this work, we examine the effect of the wireless network on video metrics affecting the service quality of an individual mobile user of a DASH or WebRTC video service. In particular, we identify characteristics of the cellular data network that directly impact the quality of video service. Although many of these issues are known to some extent, here we quantify for the first time their direct effect (in current implementations) on the service seen by an individual user in a real mobile scenario. We find that despite attempts to adapt to channel conditions, these services did not achieve acceptable service quality for mobile users under challenging network conditions.
As future work, we intend to investigate methods to alleviate some of the issues we have identified. This effort includes the development of video delivery techniques that adapt to wireless channel conditions using more information than just the observed data rate or packet loss (e.g., time behavior of the channel, or effect of congestion avoidance on packet loss).
