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Abstract 
We describe mod p cohomology rings of Eilenberg-MacLane spaces in terms of the Milnor 
basis rather than in terms of admissible monomials of the Steenrod algebra. We give a formula 
of excess for the Milnor basis elements, correcting Kraines’ formula in odd prime case. Using 
the Milnor basis description, we study and characterize certain polynomial subalgebras generated 
by elements obtained by applying maximum number of Milnor primitives on mod p fundamental 
classes of Eilenberg-MacLane spaces. A simple and interesting unstable pattern emerges. These 
subalgebras are exact images of the BP-Thorn map into modp cohomology rings. @ 1999 
Elsevier Science B.V. All rights reserved. 
AMS Class@cution: 55 
1. Introduction and summary of results 
The structure of mod p cohomology rings of Eilenberg-MacLane spaces was deter- 
mined in the early 1950s (see [l,S]) in terms of admissible monomials of Steenrod 
squares for even prime case, and of Steenrod reduced powers and Bockstein operators 
for odd prime case. In the late 195Os, Milnor [4] determined the Hopf algebra structure 
of the mod p Steenrod algebra d(p)*, and he gave a new basis (Milnor basis) of the 
Steenrod algebra for all primes. Milnor basis elements are rather complicated in terms 
of admissible monomials, but the Milnor basis is, in a sense, a more natural basis of 
the Steenrod algebra because it comes from the structure theory of the Steenrod algebra 
as a Hopf algebra. 
The first purpose of this paper is to reformulate mod p cohomology rings of various 
Eilenberg-MacLane spaces in terms of the Milnor basis for both even and odd prime 
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cases (see Theorem 1 below). Although a long time has passed since the publication of 
[4], an account of an explicit description of the above result with all details is missing 
from literature, except that a formula for a certain version of excess of Milnor basis 
elements was discussed by Kraines [3, Definition 2, p. 3631. The author was informed 
of [3] after finishing the original version of this paper. The notion of excess is usually 
defined for admissible monomials in the Steenrod algebra. Kraines defined a notion 
of excess for any element in the Steenrod algebra in terms of (non)triviality of its 
action on mod p fundamental classes of mod p Eilenberg-MacLane spaces. However, 
his definition is not equivalent to the usual one in odd prime case, contrary to his claim. 
There is a very subtle but crucial difference between these two notions of excess. We 
calculate the correct formula of excess for Milnor basis elements in Lemma 5.4 for 
odd prime case. The excess formula for even prime case is given in Lemma 6.1. 
Kraines’ notion of excess does not detect free algebra generators of cohomology rings 
of Eilenberg-MacLane spaces in terms of Milnor basis elements: his notion of excess 
only detects nontriviality of certain elements which may not be algebra generators. 
Indeed, [3] does not go any further to discuss the algebra structure of these rings. But 
our correct excess formula does provide a simple description of free algebra generators 
of these cohomology rings in terms of Milnor basis elements, and this is the first 
purpose of this paper. Our paper is, in a sense, a continuation of his paper. But our 
approach is more systematic, detailed, and comprehensive. 
Our main ingredients are certain decomposition formulae of Milnor’s Steenrod 
reduced powers and of Milnor’s Steenrod squares. We note that [3] also discusses 
similar formulae (cf. Lemma 4.1), but our formulae are a lot more precise (Proposi- 
tion 4.6 and Corollary 4.7), and directly give us what we want. As an element of the 
Steenrod algebra, any Milnor basis element is a stable cohomology operation. But usual 
Steenrod reduced powers and Steenrod squares also exhibit unstable property with re- 
spect to dimension of cohomology elements being acted on. Our decomposition for- 
mulae serve two purposes. The first purpose is to exhibit unstable nature of Milnor 
basis elements. The second purpose is to relate Mihror basis elements to certain closely 
associated admissible monomials. 
Our second purpose of this paper is to describe the action of Milnor primitives on 
mod p fundamental c asses of Eilenberg-MacLane spaces (see Corollary 2). We show 
that this action exhibits a surprisingly simple and regular pattern. For example, on the 
mod p fundamental c ass z,+i of the mod p Eilenberg-MacLane space K(H/p, n + 1 ), 
any product of k distinct Milnor primitives can act nontrivially as long as k 5 n + 1. 
However, as soon as k > n + 1, any product of k Milnor primitives acts trivially on 
i,+i . The case k = n + 1 is the borderline case, and this is the case we are most inter- 
ested in. The element of this type of the smallest positive degree is Qn . . . Q~z~+~ of
degree 2(1 +p+... + p”). The %subalgebra in the title is a polynomial subalgebra 
generated by elements obtained by the action of maximum number of Milnor prim- 
itives, in this case II + 1, on the fundamental class z,+i. We show that this algebra 
can be characterized as the smallest d(p)*-invariant subalgebra of the cohomology 
algebra H*(KZ/p, n + 1); &) containing the element Q,, . . . Qal,+i (see Theorem 3). 
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Similar subalgebras exist in mod p cohomology rings of all Eilenberg-MacLane spaces. 
In [lo], these $-subalgebras are also characterized as the images of the Thorn map from 
BP-cohomology to mod p cohomology of Eilenberg-MacLane spaces. 
We note that in [2] actions of products of at most two Milnor primitives on modp 
fundamental classes of integral Eilenberg-MacLane spaces are discussed. 
We summarize our results. For any prime p, let Z/p = Z, be the ring of mod p 
integers. The Hopf algebra structure of the mod p Steenrod algebra d* = d(p)* was 
determined by Milnor for both even and odd prime p [4]. See Section 2 for a more 
detailed summary including all relevant facts needed for this paper. When p is odd, its 
dual algebra z$* = J%‘(P)* is a tensor product of a polynomial algebra and an exterior 
algebra of the following form: 
.~*=~~~(~O’~l’...,~‘,...)~~~PCrI,52r...,5~,.~.l, (1-l) 
where /r,/ = 2p’ - 1, I& 1 = 2( p’ - 1). For even prime case, see Theorem 2.1. Let 
E = (~0, ~1,. .) range over all sequences of zeroes and ones which are almost all zero, 
and let R = (~1, ~2,. .) range over all sequences of nonnegative integers which are al- 
most all zero. Then the set of elements z(E)QR) = $T; . . . r;l g;’ . . . forms an additive 
basis of the dual Steenrod algebra d *. The element dual to rj is the jth Milnor primi- 
tive Qj E d* for j > 0. These elements generate an exterior subalgebra of the Steenrod 
algebra: 
QiQi + QjQ; = 0 for all i,j 2 0 (1.2) 
For a sequence E as above, let @ = Q,*Qy’ . . . . Let Y” E _a?* be the element dual 
to t(R). Elements of the form 9’ are closed under multiplication. See Theorem 2.2 
for the explicit rule of multiplication. It is known that the set of elements {@gR}~,R 
forms an additive basis of &* dual to {$E)&R)} E,R up to sign. Elements of the form 
@9” E d* are called Milnor basis elements. Elements of the form 9aR are called 
Milnor’s Steenrod reduced powers. For the mod 2 Steenrod algebra, we have Milnor’s 
Steenrod squares denoted by Sq” (Theorem 2.3). 
Let di = (0,. . . , 0, 1, 0, . . .) be a sequence with 1 at ith place and zero everywhere 
else. Let 9 be the set of sequences R as above. For any R E W, we define an integer 
t[R] and a shifted sequence t(R) by 
/[RI= Crj, t(R) = (r2, r3,. . . , rk,...)= Crj+lAj. (1.3) 
21 .iz 1 
Two sequences are added or subtracted componentwise. 
The following four cases are discussed in this paper: 
( 1) mod p cohomology of mod ph Eilenberg-MacLane spaces at an odd prime p. 
(2) mod p cohomology of integral Eilenberg-MacLane spaces at an odd prime p. 
(3) mod2 cohomology of mod2h Eilenberg-MacLane spaces at prime 2. 
(4) mod2 cohomology of integral Eilenberg-MacLane spaces at prime 2. 
Situations are rather different among the above four cases which are discussed in 
Sections 5.1, 5.2, 6.1, and 6.2, respectively. To illustrate our results in this paper, 
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we explicitly describe our results here for the case of the mod ph Eilenberg-MacLane 
space K(Z/ph,n + 1). 
Theorem 1 (Theorem 5.2). Let p be an odd prime, and let n > 0 and h > 1. Let 
t,+~ E H”+‘(K(Z/ph,n + 1); ZP) be the mod p fundamental class. Let E and R be 
sequences as above. Then the following identities hold: 
e”YRzn+l = 
i 
&g’(R) 
if G[E]+2G[R] >n+2, (1.4) 
z,,+I )r if e[E]+2d[R] = n+ 1 and EO = 0. (1.5) 
The mod p cohomology ring of the mod ph Eilenberg-MacLane space is a free alge- 
bra described in terms of the Milnor basis as follows: 
H*(K(Z/ph,n + l);$)=FzP[ @@r,+l lQt(E>] + X[R]<n + 11. (1.6) 
Here we adopt a convention that Qoz,+r means &,&+I, where 8h is the hth Bockstein 
operator. 
Note that the correct formula of excess of the Milnor basis element QEPR is 
/[t(E)] + 2d[R] = [[El + 2d[R] - ~0, which is defined as the excess of the associ- 
ated admissible monomial (Lemma 5.4). In [3], Kraines defines his version of excess 
of QEPR and proves that it is given by {[El + 2/[R]. This difference between his ver- 
sion and ours is more significant than it may seem. Kraines’ excess detects nontriviality 
of elements of the form @.PRzn+r, whereas our excess detects indecomposability of 
elements of the above form. 
We have similar descriptions of mod p cohomology rings of integral Eilenberg- 
MacLane spaces in terms of the Milnor basis (Theorem 5.10). Since the modp funda- 
mental class r,+2 of the integral Eilenberg-MacLane space K(Z, n+2) has the property 
Qoz,,+~ = 0, we need an extra condition on pairs of sequences (E, R) to describe the 
mod p cohomology ring, and the proof is more involved. 
We are also interested in the action of Milnor primitives on mod p fundamental 
classes of Eilenberg-MacLane spaces. Theorem 1 implies the following corollary. 
Corollary 2 (Corollary 5.7). The action of Milnor primitives on the mod p fundamen- 
tal class z,,+l of the mod p” Eilenberg-MacLane space K(R/ph,n + 1) is described as 
follows: 
e” t,+1 
( 
=o tf e[E] > n + 2, (1.7) 
= (Qf(E)tn+l )p zf /[E]=n+ 1 and EO=O, (1.8) 
#O zf 6[E]<n+ 1. (1.9) 
When .F[E] = n + 1 and EO = 1, or k’[E] 5 n, the element QE z,+l is a polynomial or 
exterior algebra generator of the cohomology ring H*(K(Z/ph, n + 1); $). 
Namely, on the fundamental class r,+r, all products of n+2 or more Milnor primitives 
act trivially, and any product of n + 1 or fewer distinct Milnor primitives always acts 
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nontrivially. Furthermore, except for the case L[E] = n + 1 and EO = 0, any element of 
the form @ z,+ 1 with e[E] < n+ 1 is a free algebra generator of the mod p cohomology 
algebra. 
A similar statement holds concerning the action of Milnor primitives on the mod p 
fundamental class r,,+z of the integral Eilenberg-MacLane space K(Z, n + 2). It turns 
out that all products of n + 1 or more Milnor primitives act trivially on z,+2, and any 
product of n or fewer distinct Milnor primitives not including QO acts nontrivially on 
r,+2. In the second case, all of the resulting elements are free algebra generators of 
the cohomology ring (Propositions 5.11 and 5.12). 
We have corresponding statements for even prime case, with one difference. When 
p = 2, after applying maximum number of Milnor primitives on mod2 fundamental 
classes of mod 2h or integral Eilenberg-MacLane spaces, resulting nontrivial elements 
are always squares of algebra generators of mod 2 cohomology rings (Corollary 6.6 
and Proposition 6.9). 
In Corollary 2 we are particularly interested in the borderline case: &[E] = n + 1 and 
EO = 1. Let <Y,’ be the set of sequences of II strictly increasing positive integers: 
=%+ = {h,sz, . . ..S.)EiZ”/O<S,<S2<... <s,}. (1.10) 
Then for any S E Y,‘, the element QsQol,,+i = Qs, . . . QS, Qoz~+, has even degree 2( 1 + 
pS’ +. . .+ p”“), and it is a polynomial generator of the cohomology ring by the last part 
of Corollary 2. Let 9 be a polynomial subalgebra of the cohomology ring generated 
by these elements. That is, 
4 = 2i(Z/ph, n + 1) = Z,[ QsQorn,, 1 S E 9,’ 1. (1.11) 
Note that the element of the lowest positive degree in this polynomial subalgebra is 
Qn...QIQozn+l ofdegree 2(1 +p+...+p”). 
Theorem 3 (Theorem 5.9). The polynomial subalgebra _Z?(E/ph, n+ 1) of’the cohomol- 
ogy ring H*(K(Z/ph,n + 1);;2,) is the smallest d(p)*-invariant subalgebra 
containing the element Qn. . Ql Qol,,+l. Any Milnor primitive acts trivially on this 
subalgebra. 
We can also characterize the polynomial subalgebra 3 as the image of the BP-Thorn 
map from BP-cohomology of K(Z/ph,n + 1) to its mod p cohomology [lo]. 
Similar polynomial subalgebras exist in mod p cohomology rings of integral 
Eilenberg-MacLane spaces. For n 2 0, they are given as follows: 
2(Z,n+2)=ZP[Qsq,+2 ISEY~‘]CH*(K(Z,~+~);Z~). (1.12) 
We can show that the polynomial subalgebra Z&Z, n + 2) is again the smallest d(p)*- 
invariant subalgebra containing the element Qn . . . Ql~~+2 of the smallest positive 
degree 2( 1 + p + . . . + p”), and that this subalgebra is annihilated by any Milnor 
primitive (Theorem 5.14). 
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The above polynomial Z!-subalgebras (1.11) and (1.12) are isomorphic as algebras 
by the homomorphism induced by the Bockstein map & : K(H/ph, n + 1) + K(Z, n +2) 
(Proposition 5.15 ). 
We also describe results corresponding to Theorem 1, Corollary 2, and Theorem 3 
above for even prime case in Section 6. The statements are basically similar but simpler, 
although there are some subtle differences in the details. One difference between odd 
prime case and even prime case is that when p = 2, all elements in the %subalgebras 
are always squares in mod 2 cohomology rings (Theorems 6.7 and 6.11). 
The organization of this paper is as follows. In Section 2, we review the Hopf 
algebra structure of the mod p Steenrod algebra determined by Milnor. In Section 3, 
we recall the classical description of mod p cohomology rings of various Eilenberg- 
MacLane spaces in terms of admissible monomials. Sections 2 and 3 are included here 
in order to be more self-contained and for use in later sections. In Section 4, we present 
our key decomposition formulae for Milnor’s Steenrod reduced powers and Steenrod 
squares. Although the proof is elementary, these decomposition results are essential for 
the rest of the paper. These formulae are designed to make unstable nature of Milnor 
basis elements explicit. In Sections 5 and 6, we describe mod p cohomology rings 
of Eilenberg-MacLane spaces for any prime p in terms of the Milnor basis elements 
rather than in terms of admissible monomials. We also prove certain vanishing and 
pth power properties of actions of certain Milnor basis elements. 
In the same sections, we also describe the action of products of Milnor primitives 
on mod p fundamental cohomology classes of mod ph or integral Eilenberg-MacLane 
spaces and we prove the characterizing property of the %subalgebras. 
2. The structure of the modp Steenrod algebra 
We review those basic properties of the mod p Steenrod algebra which are relevant 
to the present paper. Basic references are [4,5,9]. Let p be a prime, even or odd, 
and let d(p)* be the mod p Steenrod algebra. It is well known that d(p)* has 
the structure of a Hopf algebra [6]. Let d(p)* denote the dual Hopf algebra. To 
describe the structure of &‘*, let Z,[.] denote a polynomial algebra over Z, generated 
by elements inside of [.I, and let A,(.) denote an exterior algebra over Z$ generated 
by elements inside of (.). 
Theorem 2.1 (Milnor [4]). Let 4 : d(p)* --f d(p)* @ d(p)* be the coalgebra map 
for the dual of the Steenrod algebra d(p)*. 
(I) The dual Hopf algebra d(2)* is a polynomial algebra described as follows: 
4(2)* = Z2[ iI, 12,. . ., in.. . I, 
6(ck) = 5 C:‘i @ ii* 
i=O 
\q =2’-1, 
(2.1) 
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(II) Let p be an odd prime. Then the structure of the dual Hopf algebra d(p)* 
is described as follows: 
where Iz,I =2p’- 1, and 13 =2(p’- 1), 
(2.2) 
Let R = (t-1, r2, . . .) range over all sequences of nonnegative integers which are almost 
all zero, and let E = (~0, EL,. . .) ran g e over all sequences of zeroes and ones which are 
almost all zero. Let dj = (0,. . . , 0, 1, 0, . . .) be a sequence with 1 at the ith entry and 0 
everywhere lse. SO we can write R = C,>, riAi and E = ci>o EiAi+l. _ - 
Let p be an odd prime. We let 
z(E)t;(R) = 7:~;’ . . . <‘;‘r; . . . E d(p)*. (2.3) 
For i > 0 let Qi E dip’-’ be the element dual to ri, and let PR E d(p)* be the 
element dual to t(R). Let @.PR = Q:QH’ . . LPR be the product of elements Qs and 
CPR in d(p)*. Elements YR are complicated expressions of Steemod reduced powers 
9’ = PiAl. If any entry of the sequence R is negative, then we set BR = 0 by conven- 
tion. 
Theorem 2.2 (Milnor [4,5]). Let p be an odd prime. The set {@pR}E,R forms 
an additive basis of the Steenrod algebra d(p)*. This basis is dual to 
{T(E)~(R)}~,~ of d(p)* up to sign. Elements Qi for i > 0 are primitive 
generate an exterior subalgebra of d(p)*: 
the basis 
and they 
QiQj + QjQi=o, i,j>O. (2.4) 
For any sequence R, the element Qk commutes with PR by the following formula: 
@Qk = Qk@ + Qk+,@-pkA1 + ’ . . + Qk+jPRR-pkAJ + ’ ’ ‘. (2.5) 
For two sequences R = (rl,rz,. . .) and S = (SI,SZ,. . . > of nonnegative integers, almost 
all zero, the product of PR and 9’ is given by 
9@@ = c b(X)YT’*‘, (2.6) 
R(X)=R 
S(X)=S 
where X range over all injinite matrices 
* x01 x02 . . . 
x10 X11 x12 . . . 
i i 
x20 x21 x22 . . 
. . . 
. . . 
. . . . 
(2.7) 
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of nonnegative integers, almost all zero, with upper left corner omitted, such that 
r; = c pj.xg (weighted row sum), Sj = 
c 
Xij (column sum). (2.8) 
i>O i>O 
These relations are denoted by R(X) = R and S(X) = S, in short. From such a matrix 
X, the sequence T(X) = (t,, t2 , . . .) and the coeficient b(X) are dejined by 
The 
tn = c xij (diagonal sum), l-I n>l tn! b(X)= n+,;, x,!’ (2.9) 
i+j=n 
Cartan formula holds for PR: for any two cohomology elements x, y, 
@(xv> = c (@‘x>. (@Y>, 
R,+Rz=R 
(2.10) 
where PRZ = 0 tf any entry in Ri is negative. The usual Steenrod reduced power 
.P” coincides with a Milnor basis element PmAl . Hk(X; Zp) + Hk+2(p-‘)m(X; Z,) for 
m > 1, and it has the following unstable property for any x E Hk(X; Zp): 
(2.11) 
The above unstable property in (2.11) will play a crucial role in our calculation of 
mod p cohomology rings of Eilenberg-MacLane spaces in terms of the Milnor basis. 
Next, we describe the mod 2 Steenrod algebra. Let H = (hl, hz,. . .) range over all 
sequences of nonnegative integers which are almost all zero. In the dual Steenrod 
algebra, let i(H) = /$I @ . . . l 6(2)*. The set {[(H)}n forms an additive basis of 
d(2)*. Let Sq” E d(2)* be the element dual to c(H) with respect o this basis. For 
i> 0, let Qi =Sq”+’ and let 9” =SqzR for any sequence R of nonnegative integers 
which are almost all zero. 
Theorem 2.3 (Milnor [4,5]). The set of elements {sqH}n forms an additive basis 
of the mod2 Steenrod algebra d(2)* dual to the basis {[(H)}n of d(2)*. The 
elements Qi for i 2 0 are primitive and they form an exterior subalgebra of d(2)*: 
Q;=O, QiQi=QjQi, i,j>O. (2.12) 
For any sequence E = (~0, ~1,. . .) o zeroes and ones which are almost all zero, and f 
for any sequence R of nonnegative integers which are almost all zero, we have 
e”@ = Q,*Q;' . . .gR = SqEizR. (2.13) 
For any sequence R of nonnegative integers which are almost all zero, the element 
Qk commutes with PR by the following formula: 
(2.14) 
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For any two sequences R, S of nonnegative integers, almost all zero, the product of 
SqR and Sqs is given by the same formula as in (2.6): 
Sq”Sq” = c b(X)Sqr@? 
R(X)=R 
S(X)=S 
(2.15) 
The Cartan formula holds for SqR: jbr any cohomology elements x, y, 
(2.16) 
where SqR1 = 0 if any entry of Ri is negative. The usual Steenrod square Sq” coin- 
cides with a Milnor basis element Sq”” : Hk(X; Z,) + Hk+“(X; Z,), and it has the 
following unstable property for any element x E Hk(X; Z2): 
Sq”A’x = 
0 if m>k, 
x2 if m=k. 
(2.17) 
As we can see, we can treat Steenrod algebras for even or odd primes equally 
using the Milnor basis {@YR} E,R. However, we have to keep in mind that in d(2)*, 
the elements :YR do not close under multiplication unlike odd prime case, because 
BR = SqzR for even prime case. 
3. Description of modp cohomology rings of Eilenberg-MacLane spaces in terms 
of admissible monomials 
In this section, we recall the well-known structure of mod p cohomology rings of 
Eilenberg-MacLane spaces in terms of admissible monomials (Theorems 3.4 and 3.6). 
We will need this description later. 
First, we deal with odd prime case. Let 
~~=~~~S~AI~~~~~AIQ~...Q~-~~~,AIQ~~~,,I"IQ~+' _._ 
(3.1) 
be a monomial in Steenrod reduced powers and the Bockstein operator Qo, where 
sj=O,l for j>O and (sI,s~,...) is a sequence of nonnegative integers which are 
almost all zero. Put 
[I= lQ~-‘9”~~‘1 =+I +2(p- l)sj forj2 1, 
d(O)= xii= Cej +2(p_r)Csi. 
j21 j20 .i21 
(3.2) 
Here d(8) is the degree of the operation 0 E 1;4( p)*. The next lemma is straightforward. 
Lemma 3.1. Let p be any prime. For a monomial 0 as in (3.1), the following con- 
ditions on 8 are equivalent: 
162 H. TamanoilJournal of Pure and Applied Algebra 137 (1999) 153-198 
(1) ij>pij+l for all j> 1. 
(2) Sj 2 pSj+l + Ej for all j 2 1. 
Any monomial f3 of the form (3.1) satisfying one of the equivalent conditions in 
Lemma 3.1 is called an admissible monomial. Both of the above admissibility condi- 
tions are found in the literature. The condition (2) suits better for our purpose. 
Next, we discuss the notion of excess of admissible monomials 8 of the form (3.1). 
By the admissibility condition, we have ij > pij+l for all j 2 1. We let 
Zp(e) = (il - pi2) + (i2 - pi3) + . . . + (ij - pij+l ) + * . . 
= pi1 - (P - 1 MO (3.3) 
This is the usual definition of excess of admissible monomials. However, for odd prime 
case we use a slightly improved version of excess defined as follows. First note that 
~~(0) - EO is always divisible by p - 1. We then let 
ep(Q) = 
q@> - 60 
p-l EZ, p: odd prime. (3.4) 
We note the following relation between ep(t?) and eP(0), which is immediate. 
Lemma 3.2. Let p be an odd prime and let tI be an admissible monomial in d(p)*. 
Then for any positive integer n, we have ZP(0) < n(p - 1) if and only if eP(@ -c n. 
Proof. If ZJO) < n(p - 1 ), then ZP(f3) - a0 < n( p - 1). Dividing both sides by p - 1, 
we have eP( 0) < n. Conversely, suppose eP( 0) < n. Then, by definition, we have ZP( 0) - 
EO < n( p - 1). Since ZP( 0) - co is always divisible by p - 1 as we remarked right before 
(3.4), we have Zp(f9) - se =m(p - 1) for some m<n. Since EO <p - 1 for any odd 
prime p, we have ZJO) = m( p - 1) + so < (m + 1 )( p - 1) 5 n( p - 1). This completes 
the proof of Lemma 3.2. 0 
Definition 3.3. For any admissible monomial 0 as in (3.1) the integer eP(@ defined 
in (3.4) is called (modified) excess of 0. 
Although Zp(0) is the one we use for the even prime case, we found it more 
convenient and simpler to use modified excess eP(0) for odd prime cases. Kraines 
gives a different and inequivalent definition of excess for any element in the Steenrod 
algebra [3]. 
To describe cohomology rings of Eilenberg-MacLane spaces, we use the following 
notation. For a nonnegatively and integrally graded vector space V over ZPp, let VeYe” 
and VOdd be even- and odd-gr aded parts of V. The free algebra FzP [ V] generated by 
the graded vector space V is the tensor product of the polynomial algebra on Veven 
and the exterior algebra on Vodd: 
Fz, [ V] = Z,[ V’“““] @ AzP( Vodd). (3.5) 
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The well-known description of mod p cohomology rings of Eilenberg-MacLane spaces 
in terms of admissible monomials goes as follows for any odd prime p: 
Theorem 3.4. Let p be an odd prime. Let h > 1 and n > 0. Let 0 be a monomial in 
Steenrod reduced powers and the Bockstein operator Q,J us in (3.1). 
(I) Let 1,+1 EH n+’ K ( ( Z/ph n + 1); Z,) be the fundamental class. The mod p co- 
homology ring of the modph ‘Eilenberg-MacLane space is a free algebra given b? 
H*(K(Z/ph,n + ~);Z,)=FZ,~[OI,+I / 8 is admissible and e,(H)<n + I]. (3.6) 
Here if h > 2 and 8 ends \c?th a Bockstein operator Qo, then this Bockstein should 
be regarded as the hth Bockstein operator 6h. 
(II) Let T,,+z E H”+2(K(Z,n + 2); Z,) be the fundamental class. The mod p coho- 
mology ring qf the integral Eilenberg-MaeLane space is a free algebra given by 
H*(K(Z, n + 2); Z,) = Fz, 
0 is admissible, eP(0) <n + 2, 
and Q does not end with Qo 1 ’ (3.7) 
Next, we describe mod 2 cohomology rings of Eilenberg-MacLane spaces for even 
prime case p = 2. Let 
()= Sqsl Al .Sq”=l sqs,Al . . . (3.8) 
be a monomial in Steenrod squares for some sequence of non-negative integers S = 
(Sl,S2 )...) S, )... ) which are almost all zero. 
Definition 3.5. The monomial 0 in (3.8) is said to be admissible if si > 2s.,+t for all 
j 2 1. The excess e,(O) of an admissible monomial 6 is given by 
ez(O)= )Jsi-2~j+I)=2~l -d(B), (3.9) 
where d(H) = C. ,>, s,i is the degree of the monomial 6. 
Note that the above excess e,(O) is the p = 2 version of Z&O) in (3.3), rather than 
(3.4). With these definitions, the well-known description of mod 2 cohomology rings 
of Eilenberg-MacLane spaces is given as follows: 
Theorem 3.6. Let 19 be a monomial in Steenrod squares as in (3.8). Let n 2 0. 
(I) Let 1,,+1 EH n+’ (K(Z/2h n + 1); 272) be the mod 2 jimdamental class, where 
n 2 1 and h > 1, or n = 0 an& h = 1. The mod 2 cohomology ring of the mod 2h 
Eilenberg-MacLane space K(Z/2h, n + 1) is a polynomial algebra: 
H*(K(Z/2h,n + l);Z2)=Z2[Oz,+t 18 is admissible and e2(8)<n + 11. (3.10) 
Here, when h > 1 and 0 ends with Sq”, this last operator Sq”’ should be regarded 
as the hth Bockstein fh. 
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When n = 0 and h > 1, the mod p cohomology ring of K(Z/2h, 1) has an exterior 
factor and it is given by 
(3.10’) 
(II) Let z,+2 E H”+2(K(Z,n + 2); &) be the mod2 fundamental class. The mod2 
cohomology ring of the integral Eilenberg-MacLane space is a polynomial algebra 
H*(K(Z,n + 2); Z2) = Z2 
[ I 
8z,+2 
8 is admissible, e2( 0) < n + 2, 
and 0 does not end with Sq” 1 ’ (3.11) 
4. Decomposition formulae for Milnor’s Steenrod reduced powers 
and Steenrod squares 
In this section, we prove decomposition formulae for Milnor’s Steenrod reduced 
powers and Steenrod squares. These decomposition formulae will play a crucial role 
in describing unstable action of Milnor basis elements. Although our formula 
(Proposition 4.6) is very precise, for the purpose of this paper, Corollary 4.7 and 
Proposition 4.8 are sufficient. We worked out a precise formula for future reference. 
Although the method of the proof is elementary, we need a very careful analysis to 
obtain an exact formula. The main point of these decomposition formulae is that they 
extract unstable nature of Milnor basis elements explicitly. 
Let 99 be the set of all sequences R of nonnegative integers which are almost all 
zero. We introduce a partial ordering in 9 as follows. Let R = (rl,rz,. . . ,rk,. . .) and 
S=(s,,s2 ,..., Sk ,... ) be two sequences in 9’. Then we write S < R when Sk 5 rk for 
all k > 1. We write S <R if S < R and Sk < rk for some k > 1. For two such sequences 
R and S, we define their multi-binomial coefficient (R,S) by 
(R,S)= n(rk,sk)= fl (r;k;s;:)!. 
k>l k/l ” 
For R=(rl,r2 ,..., rk ,... ) E 9, let a weighted sum map (T : 92 -+ N U {0}, a translation 
operation t : PiI! --f C&T’, and a length map 8 : 92 + N U (0) be defined by 
a[R]=rl+pr2+...+pk-‘rk+... = c 
pj-lr. 
J’ 
i>l 
t(R) = (r2,r3,. . . ,rk,. . . ) = C rj+l Aj, 
/[RI = t-1 + r;! + . . + rk + . . . = Cc/. 
Here, A; = (0,. . . , O,l,O,...) with 1 at the ith place and 0 everywhere else. For conve- 
nience, we let A0 be the zero sequence, that is, Ao=(O,O ,... ). 
(4.2) 
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Lemma 4.1. Let p be an odd prime and let R be a sequence of nonnegative integers 
which are almost all zero. Then 
y,-p”W~ .@(R) = @ + c (R _ s + o[s]d,, t(S))BR-S+“[Sldl+t(S). (4.3) 
SE&J,=0 
A,, <SIR 
Proof. We apply the product formula (2.6) to calculate P’lRIA1.Pt(R). Since only the 
first entry of the sequence o[R]Al is nontrivial, matrices X of (2.7) which are relevant 
to the calculation of this product have trivial rows from the third rows on. Due to the 
column sum condition (2.8), any such matrix X must be of the form 
. . . 
x = ; r2 ; s2 t-3 0 s3 . . . rk o Sk . . . , 
. . . 
. . . 
where integers Sk are such that 0 5 sk < rk for k 2 2, and r > 0. The weighted row sum 
condition (2.8) requires that r+C k>l pk(‘;c+l -~+1)=44, Or r=rl +Ck>l pksk+l. 
Thus, we see that the set of matrices X relevant to the calculation of the product 
PpolRIAl PcR) are in 1 : 1 correspondence with the set of sequences S E W such that 
do 5 S 5 R and si = 0. In terms of S, we have r = rl + g[S]. For any matrix X as 
above, the sequence T = T(X) in (2.5) is given by 
T=(r + S2,?-2 - S2 +S3,...,rk -Sk +Sk+l,...)= R - S + O[S]A, + t(S). 
The coefficient b(X) in (2.9) is given by 
b(X) = 
(r + s2)! flk>2(rk - Sk + Sk+1 )! - 
r!S2! nk>2(rk - Sk)! Sk+I! 
=(r,SZ)n(rk -sk,sk+l) 
_ k>2 
= (R + o[R]Al - S, t(S)). 
Thus, the multiplication formula (2.6) gives the following result: 
,@YAi .@(R) _ 
- c (R - S + a[S]A,, t(S))~pR-S+~lsldi+t(s). 
SEX,s,=O 
Ao<S<R 
In this expression, the term corresponding to S = 0 gives PR. From this, we obtain 
(4.3). This completes the proof. 0 
The purpose of this section is to elaborate on (4.3). 
In the summation on the right-hand side of (4.3), the exponent sequence R - S + 
a[S]Al + t(S) of 9 is of interest to us. The corresponding Steenrod reduced power 
is nontrivial when R - S + a[S]Al + t(S) > do. Applying t(a), we also have t(R) - 
t(S) + t2(S) 2 AD. This inequality is automatically satisfied when S 5 R, which is the 
case relevant in (4.3). But there are some other sequences S satisfying this inequality. 
We give a necessary condition on S so that S satisfies t(R) - t(S) + t2(S) > do. 
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Lemma 4.2. Let R and S be sequences of nonnegative integers which are almost all 
zero. Then t(R) - t(S) + t2(S) 2 A0 implies t(S) I Ci>, t’(R). Furthermore, t(R) - 
- t(S) + t2(S) = A0 if and only if t(S)= C,>, t’(R). _ 
Proof. Applying the operator t(.) to t(R) + t2(S) > t(S) a number of times, we have 
tk(R) + tk+‘(S) > tk(S) for k 2 1. Since tj(R) = 0 and tj[S] = 0 for sufficiently large 
j, summation of these inequalities side by side makes sense, and after some obvious 
cancellations, we have f(R) + t2(R) +. . . +6(R) f. . . > t(S). This proves the first part. 
If we have an identity t(R) + t2(S) = t(S), then we have identities throughout in the 
above argument. Hence, we have xi>, tj(R) = t(S). Conversely, if t(S) = cj2, tj(R), 
then t(R) + t2(S) = t(R) + Cj22 C(R) = xi>, tj(R) = f(S). This proves the second 
part. 0 
Rewriting (4.3), we have 
@ = ujdRl4 .gdR) _ c (R-S+a[S]A,, t(S))~R-S+u[S1d’+f(S! (4.4) 
SEWJ, =o 
d,, <S<R 
We can apply formula (4.4) to each term in the summation of (4.4) with different R to 
decompose .!YR further. Let R’ = R -S + o[S]A I + t(S). We have o[R’] = a[R] + a[t(S)] 
and t(R’) = f(R) - t(S) + t2(S). Applying (4.4) to PR’, we have 
9’R = ~Gl41 .pM)_ 
c (R-S+o[S]A,, f(S)>9 
(~[Rl+~lG’)l)~~ .@(R)-~(~)+~2t~) 
SEP,s,=O 
A0 <S<R 
+ 
Ix 
(R - S + a[S]A 1, t(S))(R - (S + S’) 
A0 <SIR 
A0 <S’<R-S+t(S) 
.s,=o,s;=o 
fo[S + S’]Ll1 + t(s), t(s’))PR”, (4.5) 
where R” = R - (S + S’) + a[S + S’]A 1 + t(S + S’). To continue this calculation further 
in a systematic way, we make the following definition. 
Definition 4.3. For a sequence R of nonnegative integers which are almost all zero, 
an R-admissible chain of length k is a sequence Si, S2,. . . , Sk in 92 such that 
(1) Si>da and the first entry of Si is zero for 1 <ilk. 
(2) AotSi+l<R-(5’1 +&+...+S~)+t(S, +S2+...+Si) for O<i<k. 
The set of all R-admissible chains of length k is denoted by %?k(R). For any S= 
(Sl,S2,..., Sk)E%?k(R), we let ISI=& +S2+...+&~9?. 
For a given k and R = (rl, r2,. . . , rf, . . .) such that rt#O for some L>k+ 1, an 
example of an R-admissible chain of length k is given as follows. Let Sj be a sequence 
obtained from tie’(R) by replacing the first entry by 0, namely, Sj = (0, rj+ I,. . . , rf, . .) 
>A0 for 1 <j 5 k. Then a sequence S=(Si,&,. . . ,&) is an R-admissible chain of 
length k. We list several properties of the set %‘k(R). 
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Lemma 4.4. Let R be a sequence of nonnegative integers which are almost all zero. 
The set %?k(R) of R-admissible chains of length k has the jbllowing properties: 
(1) For any k > 1, the set %k(R) has jinitely many elements. 
(2) For any length k admissible chain SE%~(R), we have t(lSI)< xi>, t’(R). _ 
(3) The set Wk(R) is empty [j’k>/&,,t’(R)]. 
Proof. Let S=(Si,S* ,..., Sk) E %k(R) be any R-admissible chain of length k. By defi- 
nition, Sk satisfies do <Sk <R-(5’, +. .+$-I )+t(Sl +. . .+$_I ). From this, we imme- 
diately have R - IsI + t( 131) > do. By Lemma 4.2, this implies that t( 131) < c,>, t’(R). _ 
This proves (ii). 
Since there are finitely many possibilities of S such that ISI 5 C,>, t’(R), there can _ 
be finitely many elements in %‘k(R). This proves (i). 
Suppose %k(R) is not empty and let S= (Si,&,...,&)E %‘k(R). Since &>A0 for 
1 <i 5 k by definition, we have a[,!$] > 1. So ([ISI] = Et, QS;] > k. By applying 
P[.] to the inequality in (ii), we have k </[lSi]=f[t(l$I)] <PIC,,l t’(R)]. Thus, if _ 
k > /[C,,, t’(R)], then %?k(R) = a. 0 
Let S = (Si, S2, . . . ,Sk) E @k(R) be an R-admissible chain of length k. We let 
adS> =n(R - (S, + . + S,) + c+, + . . . + sild I + t(Sl + ’ + Sip [ ), t(Sj)). 
i= I 
(4.6) 
Here, by convention, So = Aa, When k is understood, we simply write a(S) for ak(S). 
With these preparations, we can further continue our process of decomposing PR which 
was started in (4.4) and (4.5). 
Lemma 4.5. Let p be an odd prime. Let R be a sequence of non-negative integers 
which are almost all zero. Then for any r > 1, l$‘e have 
r-l 
,‘pR = CJARI~~ .@(R) + x(-l )k C ak(S)2 - o (ci[Rl+~[f(l~I)l)~~ . j(R)-t(t~I)+t’(I~l) 
k-l fE%k(R) 
+_(_I >r C a,~~)~R-l~I+‘(l~l)+~[l~ll”~. 
(4.7) 
h,(R) 
Proof. We prove (4.7) by induction on r > 1. When r = 1, (4.7) is the same as 
(4.4) and we are done. We assume (4.7) for some r > 1 and we prove the for- 
mula corresponding to r + 1. For this, we apply the partial factorization formula 
(4.4) to each term in the second summation on the right-hand side of (4.7). For 
S=(Sl,S2,...,Sr)~~~(R), if we have t(R) - t(i$I) + t2(lSI)=& then Lemma 4.1 
applied to ~~~I~l+~~l~l~+~~l~ll~~ d oes not give anything different, because only the first 
entry of the exponent sequence is nontrivial. If t(R) - t( $1) + t2(I$l)>& then (4.4) 
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gives 
- 
c (R’ - &+1 + ~[~~,11~1,G~,1)) 
&I <&+I IR-I~l+t(ls’l) 
x~R’-S,+~+u[Sr+~ld~+t($+~ 1 7 
where R’=R - $1 +t(l~I)+a[l,?l]dl and the first entry of &+I is zero. By the choice 
of &+1, we see that 3 = (S 1, . . . , S,, &+I ) is an R-admissible sequence of length Y + 1. 
We observe that 
ar(&(R’-&+~ +o[S,+lldl,t(S,+l))=a,+l(S’), 
R’ -$+I + a[S,+l]dl + t(S,.+l)=R - Is’1 + t(lS’I) + a[lS’l]d,. 
From these formulae, the second summation on the right-hand side of (4.7) can be 
written as follows: 
(-1)’ c ~~(~)~-ISl+r~lSI~+a~lSll~~ 
&W,(R) 
=(-I)’ c a,(S)9 (dRl+d~(l~lW~ .~~(R)-r(l~l)+t2(I~l) 
&%6(R) 
.(-1>r+’ c a,+~(S’)~-IS’l+t~lS’l~+u~15’11~~~ 
S’E’Rr+,bQ 
This completes the inductive step and Lemma 4.5 is proved. 0 
The above process ends at a finite stage because %‘k(R) is empty for large k by 
(3) of Lemma 4.4. The final outcome of this decomposition process is the following 
proposition whose proof is straightforward from Lemma 4.5. 
Proposition 4.6. Let p be an odd prime and let R be a sequence of nonnegative 
integers which are almost all zero. Then a decomposition of PR of the following 
form exists: 
@ = ~01~1 .g’UO 
+C(-lY c a(S)9 (~Wl+d~(l~lW~ .~t(R)-t(l~l)+t2(l~I) (4.8) 
k>l &VdR) 
Here, the summation is jinite. 
Since the union Uk @k(R) is a finite set, after collecting similar terms, we have the 
following corollary. 
Corollary 4.7. Let p be an odd prime and let R be a sequence of nonnegative integers 
which are almost all zero. Then there exists a decomposition of PR of the following 
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form for some coejicients c(S) E Z,: 
,@ = g&l4 .@(R) + 
c c(S)2 
0 (4Rl+dG)lV .@U+G)+~‘(~) (4.9) 
SE.X,.Y, -0 
&<GK~,>,t’W) _ 
Proof. We only have to note that s E @k(R) implies that t(jSI) L xi > l t’(R) for any _ 
k > 1 by (2) of Lemma 4.4. 0 
The point of this decomposition formula is that the first factor in each term on the 
right-hand side of (4.9) is a usual Steenrod reduced power operation with unstable 
property (2.11). 
Now we look at similar factorizations of Milnor’s Steenrod squares at prime 2. Since 
the multiplication formula for SqR.SqS is the same as the multiplication formula for 
PR..YpS, exactly the same proof works replacing the odd prime p by 2 in the above 
and we obtain the following result. 
Proposition 4.8. Let p=2. For any sequence R of nonnegative integers which are 
almost all zero, there exists a decomposition of SqR of the following form: 
SqR = sq ~WI .iq”R’ + c c(S)% 
(dRl+dt(S)l)~i .s~UWG)+&~) 
SEA,s,=O 
&<G)S&,WV 
(4.10) 
for some coejicients c(S) E Z2. 
Although we can write down a precise formula for even prime case analogous to 
(4.8), the above form is enough for our purpose in later applications. 
For an odd prime p, the mod p Steenrod algebra d(p)* is spanned by elements 
of the form Q ’ R When we apply the decomposition formula (4.9) to the element P . 
QEYR, the beginning of each term is of the form @Y”‘l. We examine elements of 
this form. 
Recall that for a sequence E = (~1, ~2,. . ) of ones and zeroes which are almost all 
zero, we have let QE = QhQF . . and QE] = C. ,>O~i. For two such sequences El and 
E2, we define sgn(Et, E2) E {fl} by the following rule: 
@I@ =sgn(Et,E~)Q~‘+~~. (4.11) 
For a sequence E as above, we have defined ~(E)=(E~,Q,...) and a[t(E)]=El+E2p+ 
. . + c,p’-’ + . in (4.2). 
Proposition 4.9. Let p be an odd prime. Let E be a sequence of zeroes and ones 
which are almost all zero, and let m 2 0. Then 
QQ~AI = Qb” c sgn(E,,E2)(_ 1 )f[EllQEl @m+dWM @z, (4.12) 
EI +Ez=r(E) 
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Proof. By induction on [[t(E)]. When r[t(E)] = 0, the sequence E is of the form 
E = (&g,O, .. .) and the above identity is obviously true. 
Assume that (4.12) holds for any E such that {[t(E)] = Y for some r 2 0. Suppose 
d[t(E)]=r+ 1 > 1. In t(E)=(q,~,... ), let i be the position of the first nonzero entry. 
We let QE = Q:QQE’, where the first i + 1 entries of E’ are 0. Since L’[t(E’)] = Y, by 
inductive hypothesis for @‘g”“l we have 
QE~~AI = Q:Qi c sgn(EI,E~)(_l)‘[E;l~Er~P(“+“[‘(E’)l)AI~E; 
E(+E:;=t(F) 
=Q: c sgn(Ei, Ei)Q”r Qi$dm+df(E’)l)~I QEi. 
E;+E;=r(E’) 
By formula (2.5) we have 
Qi@m+“[r(E’)l)A~ = @m+dG’)l+p’-‘M Qi_, _ Qi_,+,2+~[@?)]+p’-‘)A,~ 
Since t(E) = t(E’) + di, we have o[t(E’)] + pi-’ = a[t(E)]. Continuing our calculation, 
we have 
@pmAc = Qz c sgn(Ei, Ei)QE;#m+@[f(E)l)AI Qi_, e”; 
E(+E;=t(E’) 
+Q; c sgn(Ei,Ei)(- 1 )d[E;l+‘Qi_,QE(~(m+~[r(E)l)Al QJ$. 
E;+E;=t(E’) 
Here we used -QE; Q;_i = (- 1 )‘@l+’ Ql_ 1 QEi. Since the first entry of Ei + Ei = t(E’) 
comes after the ith entry by the choice of i > 1, we have 
sgn(Ei,Ei) = sgn(Ei, di + E~).(-l)elE:l, 
sgn(EI,E:)(-l)‘[E:lf’ =sgn(di +/$,,~$).(-1)f[E;l+l 
Rewriting the above, we have 
@pm*l = Qz c sgn(E1,E2)(_l )T[EII~EI~(~+~[~(E)I)AI e”2 
4% 
E, +E2=t(E) 
+Q: c sgn(E,, ,F2 )( _ 1 )~[EI ]@I gdm+OWlb’ e”z 
A, IEI 
El+Ez=t(E) 
= Q: c sgn(,V, J2)(_ l)‘[EIl@I @r~~+df(E)l)dl QE’. 
El +E,=f(E) 
This completes the inductive step and Proposition 4.9 is proved. 0 
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5. Mod p cohomology rings of Eilenberg-MacLane spaces in terms of the Milnor 
basis, and Q-subalgebras: Odd prime case 
Throughout this section, let p be an odd prime. We describe the action of Milnor 
basis elements QsPR on the mod p fundamental classes of Eilenberg-MacLane spaces, 
and we give a simple description of modp cohomology rings of Eilenberg-MacLane 
spaces in terms of the Milnor basis. We pay particular attention to the action of 
Milnor primitives on the modp fundamental classes. We then characterize J-sub- 
algebras generated by elements obtained by nontrivial actions of maximum number 
of Milnor primitives, in terms of d(p)*-invariance and generation from a single ele- 
ment of the lowest positive degree in the %subalgebras. Even prime case is discussed 
in the next section. 
When we apply cohomology operations to cohomology classes of spaces, unstable 
properties (2.11) and (2.17) of cohomology operations play an important role. To 
facilitate the application of the unstable property in our context, the following degree 
formulae will be useful. 
Lemma 5.1. Let p be a prime, even or odd Let R = (r-1, r2, . .) be a sequence of 
non-negative integers which are almost all zero. Then 
IYP’@)I = 244 - 2d[R], IP@lAl 1 = 2(p - 1 )a[R], 
IHI = I@q + IPCIRIAl I = 2p . a[R] - 2l[R]. (5.1) 
Let E = (60, EI, . .) be a sequence of zeroes and ones, almost all zero. Then 
IQ@)/ = 2o[t(E)] - e[t(E)] = 2a[t(E)] - {[El + Ed. (5.2) 
Proof. Straightforward calculations. For example, 
I@(R)I =C2(Pk - lkkfl =2(pr2 + p2rj + ...) - 2(r2 +r3 +. . .) 
k>l 
Other calculations are similar. 0 
5.1. Mod p cohomology rings of mod ph Eilenberg-MacLane spaces in terms of the 
Minor basis, and Ssubalgebras 
We now give a description of mod p cohomology rings of mod ph Eilenberg- 
MacLane spaces in terms of the Milnor basis. To keep notations simple, we adopt 
the following convention: 
Convention. From now on, whenever Qo is applied directly to the mod p fundamental 
class z,,+l E H”+’ (K(Z/ph,n + 1); Z,), the element Qo~,,+r should be understood to be 
&,rn+l, where 6h is the hth Bockstein operator. 
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Formula (5.3) below appears in [3]. But our proof is more direct and straightforward 
using decomposition formulae in Section 4. 
Theorem 5.2. Let E = (eo, ~1,. . .) be a sequence of zeroes and ones which are almost 
all zero, and let R = (~1, r-2,. . . ) be a sequence of nonnegative integers which are almost 
all zero. Let h > 1 and n > 0. Then the action of Milnor basis elements QEPR on the 
fundamental class L,+~ E H n+l K Z/p”,n + l);Q,) has the following properties: ( ( 
0 
QE.@%+l = 
( 
zf C[E] + 28[R] 2 n + 2, (5.3) 
(Qf(E)@(R)z,+l)P if e[E] + 2e[R] = n + 1 and EO = 0. (5.4) 
The mod p cohomology of the mod ph Eilenberg-MacLane space is a free algebra 
described in terms of the MiEnor basis as follows: 
H*(K(Z/ph,n + l);z,)=F~~[ @pRzn+l 1 [[t(E)] + 2e[R]<n + 11. (5.5) 
Proof. Here, we prove (5.3) and (5.4). After some preparations, we prove (5.5). (See 
the paragraph after Proposition 5.6.) We use decomposition formulae (4.9) and (4.12). 
Applying @pR to the fundamental class z,+l, we obtain 
eEpR h+1 = c 4w~ 
J (Glf@G)l)~~ .g’(R)-‘(S)+‘2(S)1,+1 
SEW,sl=O 
dolGK&,“(R) 
ZZ c c(S). Qi?’ c sgn(E1,E2)(--l)“~‘~ 
SEO,Sl =o EI +Ez=t(E) 
WW5&,OR) 
x QEI .~(o[Rl+a[t(s)l+a[r(E)l)dl .Q& .gt(R)-r(s)+t2(s)1,+1. 
Using Lemma 5.1, we observe that 
leE2.gt(R)-t(s)+t2(s),n+, 1 5 IQ~(E).~~(R)-~(S)+~'(S)~,+~ 1 
= 2(a[Rl + o[t(s)l + a[@)]) 
+(n + 1 + EO - e[E] - 2e[R]) - 2po[t(S)]. 
Hence, if /[El + 2C[R] >n + 1 + ~0, then for any E2 < t(E) and S 2 do as above we 
have 
I@ .g’GQ)-‘(V+‘2(S) l,+l I <2(a[Rl + dW1 + dt(E>l). 
Thus, by dimensional reason (2.11), we have 
~(olRl+o[f(s)l+a[r(E)l)d~ (Q& .~‘(R)-‘(s)+rZ(s)l,+l ) = 0, 
for any E2 and S. Hence, all the terms in the above summation vanish, and we have 
@P’Rl -0 n+l- 
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When e[E] + 2e[R] = n + 1 + ~0, the element 
can be nontrivial only when S= da and E2 = t(E) by dimensional reason as above. 
There is only one such term in the double summation above, and we have 
since lQ@)P(k)z,+t / = 2(a[R]+o[t(E)]). Th’ IS e ement vanishes if EO = 1 by the deriva- 1 
tion property of Qa. This proves (5.3). When so = 0, we get (5.4). 0 
The statement (5.5), which will be proved shortly, implicitly says that when C[E] + 
2e[R] <n + 1 + EO (note that this includes the case k[E] + 2e[R] = n + 1 and cc = 1 ), 
the element QEgR z,+t is nontrivial because it is an algebra generator. For the case 
e[E] + 2&[R] = n + 1 with EO = 0, formula (5.4) does not explicitly state nontriviality 
of the element. But repeated use of (5.4) reveals that it is nontrivial, as shown in 
the next corollary, assuming (5.5) for a moment. This corollary can also be found 
in [3]. 
Corollary 5.3. Let sequences E and R be such that [[El + 2e[R] = n + 1 with ,zo = 0. 
Let k = min{ j 1 Ej # 0 or rj # 0). Then 
Q%“I,+, = (Qf”(E)9f’(R)~,+, )pk # 0, (5.6) 
where e[tk+‘(E)] +2e[tk(R)] <n + 1, and consequently Qt’(E)9@‘(R)t,+1 is un indecom- 
posuble free algebra generator of the cohomology H*(K(Z/ph, n + 1); Z,). 
Proof. Since P[t’(E)] + 2L[t’(R)] = n + 1 and Ei = 0 for 0 5 i 5 k - 1, repeated use of 
(5.4) gives QEPR~n+t = (Q’~(E)~t’(R)~,+l)p~. Since tk(E) = (E~,E~+I,. . .) and t&(R) = 
(rk+l,rk+z,. . ), we have 8[tk(E)] +2e[tk(R)] = e[E] +2L[R] - 2rk = n+ 1 - 2rk. By our 
choiceofk,wehaveeitherr~#OOrE~#O.If~~#O,thenn+1-2r~<n+l<n_t 
1$~~.If~~#O,thenn+l-2r~<n+l~n+1+&~.Henceineithercasewehave 
e[tk+‘(E)] + 2/[tk(R)] <n + 1, and Q r(E)&(R)~,+ 1 is an indecomposable free algebra 
generator of the cohomology ring by (5.5). This completes the proof. 0 
The statement (5.5) is proved by reformulating the classical description of the coho- 
mology algebra described in Section 3 in terms of admissible monomials. We compare 
Milnor basis elements and admissible monomials in the Steenrod algebra. To do this, 
we apply (4.9) and (4.12) repeatedly to QEPR,,+t. We have 
@gRrn+t = @~“‘R1d’P’pl[R1~,+t  (other terms) 
= Q;P~(~[RI+~[~(~)I)~IQ~(E)~~(R)~,+, + (other terms), 
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Repeating this procedure on Q t(E)9@(R)z,+i again and again, we get Q‘sPPRz,,+l =
8(E, R) + (other terms), where 
e(E,R)=Q~~sl”lQ~~s2*lQ~. . ..Q;-‘gS”lQz.. ., 
with s, = a[t’-‘(R)] + cr[t’(E)] for r 2 1. (5.7) 
If we let S=(S~,S~,... ), then after an easy calculation we find that 
R + t(E) s = c pj.tj(R) + c p’.$+‘(E) = _, 
ZJ j20 
(5.8) 
where the last formal operator expression makes sense since the sequences E and R 
have entries which are almost all zero. 
Lemma 5.4. Let E be a sequence of zeroes and ones which are almost all zero, and 
let R be a sequence of nonnegative integers which are almost all zero. Let 9(E,R) be 
a monomial in Steenrod reduced powers and the Bockstein operator QO as in (5.7). 
Then the following statements hold: 
(1) The monomial B(E, R) is admissible. 
(2) The excess of the admissible monomial 0(E,R) is given by 
eJO(E, R)) = [[t(E)] + 2d[R] = {[El + 2e[R] - ~0. (5.9) 
This correspondence (E, R) --+ B(E, R) gives rise to the following bijection: 
{(E, R)} +-!-% {admissibl e monomials in d(p)*}, (5.10) 
where E ranges over all sequences of zeroes and ones which are almost all zero, and 
R ranges over all sequences of nonnegative integers which are almost all zero. 
Proof. To check the admissibility of the monomial O(E, R), we can check either (1) 
or (2) in Lemma 3.1. For our purpose, condition (2) suits better. From (5.8), we have 
S - p.t(S) - t(E) = R, or Sj - (pSj+i + Ej) = rj 2 0 for all j > 1 in terms of components 
of the sequences. Hence, condition (2) in Lemma 3.1 is satisfied, and B(E,R) is an 
admissible monomial. 
Next, we calculate excess of the monomial O(E,R). First we calculate ZP(0) given 
in (3.3). For the monomial O(E,R), the integer ij in (3.2) is given by 
A simple calculation shows that ij - pij+l = Ej_1 + (p - 2)&j + 2(p - 1 )rj for all j 2 1. 
Thus, Zp(O(E,R))= c,>l(ij - pij+l)=Eo +(p - l)e[t(E)] +2(p- l)e[R]. Hence our 
modified excess given in (3.4) is equal to ep(O(E,R)) = e[t(E)]+2/[R]. Since [[t(E)] = 
[[El - ~0, we get (5.9). 
To check the bijection between the set of pairs of sequences (E, R) and the set of 
admissible monomials, let 
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be any admissible monomial. Let Ee = (~0, ~1,. . . ) and &J=(sI,sz,...) be the exponent 
sequences associated with the monomial 8. Then Eg is a sequence of zeroes and ones 
which are almost all zero. By the admissibility condition, these integers must satisfy 
sj-(Rsj+i+Ej)>Oforallj>l.Letthisintegerber, andletR~=(ri,r2,...).ThenR~~ 
is a sequence of nonnegative integers which are almost all zero. From this calculation, 
we have 
Re = So - (p.t(So) + t(Eo)) = (1 - p.t)(&) - t(E(,). 
Thus, given an admissible monomial 0 in d(p)*, we have obtained a pair of sequences 
(Eo,Re) with the property stated in Lemma 5.4. For this (Eo,Re), the S sequence for the 
corresponding ~(EB, RH) given by the formula (5.8) is (RH +t(Eo))/( 1 - R.t) = SO, which 
is the original S-sequence for 19. Thus, the correspondence 8 --+ (Eo, Re) + 8(Eo, Re) is 
the identity map. It is also immediate to check that the correspondence (E, R) + H(E, R) 
+ (EN, Re) is also the identity map. This proves that the correspondence (5.10) between 
the set of pairs of sequences (E, R) and the set of admissible monomials in d(p)* is 
a bijection. This completes the proof. 0 
We remark that &[E] + 2L[R] is called excess in [3]. His excess differs from ours 
by 0 or 1. This difference is essential when we describe free algebra generators of the 
cohomology rings of Eilenberg-MacLane spaces. 
Since sequences E and R terminate eventually, the associated admissible monomial 
8(E, R) also terminates eventually. We examine how 8 terminates depending on the 
pair of sequences (E, R). 
Lemma 5.5. Let E=(EO,EI ,..., &p,O ,... ) be a sequence of zeroes and ones such that 
F.T= 1, and R=(rl,rz ,..., rk,O,. . .) be a sequence of nonnegative integers such that 
rk >O. 
(I) Zf e > k, then the associated admissible monomial B(E, R) ends with Qo and is 
of the form 
(5.11) 
(II) Zj’e< k, then the associated admissible monomial O(E, R) ends with a Steenrod 
reduced power .PAl, and it is of the form 
Q(E,R) = ~~c~id"[Rl+d'(E)l)A~ . . . ~;-lywh (5.12) 
Proof. This follows immediately from the formula for S given in (5.8). 0 
We want to examine the relationship between QE.PR and 0(E, R) more closely. Given 
sequences E = (~0, ~1,. . .) and R = (rl , r2,. . .) as before, let 
(5.13) 
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Note that if Z(E,R) ends with an entry from E, then we are in (I) of Lemma 5.5 and 
B(E,R) ends with Qo. If I(E,R) ends with an entry from R, then we are in (II) of 
Lemma 5.5 and 0(E,R) ends with a Steenrod reduced power. 
Following Milnor, we introduce a lexicographic total ordering from the right on the 
set of all such sequences Z(E, R). Note that for a given pair (E,R), there are finitely 
many pairs (E’, R’) of the same degree such that I(E’, R’) <Z(E, R). 
Proposition 5.6 (cf. Milnor [4, Lemma 81). For any pair of sequences (E, R) as above, 
B(E,R)= f Q’# + c c(E: R’)Q%jR’, (5.14) 
I(E’,R’)<I(E,R) 
C[E’] = /[El 
for some coefJicients c(E’, R’) E ZP. The above summation is jnite. 
Proof. The above statement is in [4] except the statement that c(E’, R’) = 0 unless 
{[El = e[E’]. To see this, it is enough to show that the nontriviality of the dual pairing 
(&E,R), zE’rR’) = c(E’, R’) implies that [[El = [[E’]. 
To show this, following Milnor, for k 2 1, let Mk = PJ’-‘dl . . . .PPdfBdl. Then it is 
well-known that (0, &) is nontrivial only when 8 = A&, and that (0, rk) # 0 only when 
~=M@o. (See Lemma 7 in [4].) 
Now suppose (8(E, R), zE’rR’) # 0. We apply the diagonal map in the Steenrod alge- 
bra 6’[E’] + {[R’] times to the element 8(E, R). Each term in the resulting expression 
consists of [[E’] + [[R’] tensor products. For the nontriviality of the above pairing, in 
this iterated diagonal expression there must be a term such that L’[E’] tensor factors 
among /[E’] + d[R’] factors contain exactly one Bockstein each, due to the above prop- 
erty of dual pairings for & and rk. Since Qa is primitive, the number of Bocksteins 
does not change under the diagonal map, and hence it is equal to /[El. So we must 
have /[El = [[E’]. This completes the proof. 0 
We can now complete the proof of (5.5) in Theorem 5.2. 
Completion of the proof of Theorem 5.2. From Theorem 3.4 (I) and Lemma 5.4, the 
mod p cohomology ring of the mod ph Eilenberg-Mac Lane space K(Z/ph, n + 1) can 
be described as follows in terms of admissible monomials &E, R): 
H*(K(Z/p?n + 1); Z,) = FzP[ B(E,R)l,+, ) /[t(E)] + 24R] <n + 11. (5.15) 
Since QEPRl,+i t H* (K(Z/ph,n+l); Z,) f or any pair of sequences (E, R), we consider 
a subalgebra generated by some of these elements: 
Zp{@PRl,,+i I [[t(E)] + 2d[R] <n + 1) c H”(K(Z/ph,n + 1); Z,). (5.16) 
Here, BP{ . } denotes a subalgebra generated by elements in { . ). There may be some 
algebraic relations among these generators. Our aim is to show that there are no extra 
relations among the elements @.YRzn+i other than obvious relations that squares of 
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odd degree elements are 0, and the inclusion relation in (5.16) is actually an identity. 
To see this, we use Milnor’s result (5.14). For any pair of sequences (E, R) such that 
/[t(E)] + 2C[R] <n + 1, we have 
H(E,R)l,,~, = * QE@rn+, + c c(E’, R’)Q%R’I,+, . 
/(E’,R’)</(E.R) 
In the above summation, if C[E’] + 2e[R’] > n + 2, then we have @‘P”r,,+t = 0 by 
(5.3). If {[I?] + 2e[R’] = n + 1 and ah = 0, then the element QE’PR’rn+r is a pkth 
power of some element Q”“L?‘~” ~,+r for which L’[t(E”)] + 2d[R”] <n + 1 for some k 
by (5.6) in Corollary 5.3. This shows that for any pair of sequences (E,R) such that 
{[t(E)] + 2e[R] < iz + 1, we have 
H(E,R)l,,+j E Z,{Q”‘,Y”I,+I 1 /[t(E’)] + 2L’[R’] <n + 1). (5.17) 
This means that any algebra generator B(E,R)l,+, of the cohomology ring (5.15) is 
contained in the subalgebra (5.16). Thus, this subalgebra must be the entire cohomology 
algebra and the inclusion relation in (5.16) is actually an identity. Since the number 
of elements of the form B(E,R)z,+l and that of the form QEBRr,+r in a given degree 
are equal, we see that the algebra generators on the left-hand side of (5.16) are in fact 
free algebra generators, because elements fI(E, R)l,+, are free generators by (5.15). 
This completes the proof of (5.5) and also completes the proof of Theorem 5.2. 0 
We examine the action of Milnor primitives Qi on the fundamental cohomology 
class l,,+r By letting R = 0 in Theorem 5.2, we have the following corollary. 
Corollary 5.7. In the cohomology ring H*(K(Z/ph, n + 1); Z,), the following state- 
ments hold: 
(1) QErn+l=O if /[E]>n+2. 
(2) Q%+, = (Q%z+, lp if P[E] = n + 1 and CO = 0. 
(3) QEi,+l # 0 ifd[E] I n + 1. 
(4) When P[E] = n + 1 and EO = 1, or P[E] 5 n, the element @I,+, is a free 
generator of the cohomology ring H*(K(Z/ph, n + 1); Z,). 
We note that (3) in Corollary 5.7 shows that any product of n + 1 distinct Milnor 
primitives can act nontrivially on the fundamental cohomology class z,+r . The element 
of the smallest positive degree obtained in this way is 
QnQn-1 . . QIQo~~+I E H2”~P~PZ~~~~~~‘~~(K(~/ph, n + 1); z,). (5.18) 
Here when h > 1, Qol,+r really means dhr,,+r in terms of the hth Bockstein. But we 
keep using the notation Qo in accordance with the convention stated right before 
Theorem 5.2. By (1) in Corollary 5.7, no more Milnor primitives can act nontriv- 
ially. However, some Steenrod reduced powers can still act nontrivially. Nontrivial 
actions are described as follows. Recall that do = (O,O,. . . ,O,. . .). 
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Lemma 5.8. Let sequences E and R be as usual. Then 
@g’QnQn-~ . . . Qo~,+I # 0 * 
1 
E = AQ and R = cJzo pi A,_, for some 
set of mutually distinct nonnegative 
integers {so,sl ,...,s,} such that sj > j. 
When E = A0 and R = EYE0 pjA,_j for a set {so,s~, . . . ,s,} as above, 
.YRQn.. ~Qo~n+l =Qs.Qs._, . ..Qsoln+l 
=(Qs.-kQs,_,-k . ..Qs.-kQso-A+#‘~ fo, (5.19) 
where k is the smallest integer among sj’s, and the last element inside the parenthesis 
is a polynomial generator of the cohomology ring H*(K(Z/ph, n + 1); Y&p>. 
Proof. Suppose QEYRQnQn-l . . . Qozn+l # 0. By (2.5), we have 
@~RQA, . . . Q~L,+~ = C @Qn+i, ’ ’ . Qi+i, Qi,,@-c’=oP’dE~ 1,+1. 
(io,...,&P& 
Since there are n + 1 + {[El Milnor primitives, an element of the above form can be 
nonzero only when E = do and R - Ci=, pkAi, = 0 by (5.3). In this case, 
&=oP'A,,Q~. ..Q01,+1=Qn+i,‘..Ql+i,Qi~1n+l. 
This element is nonzero if and only if the integers n + i,,, . . . , 1 + il, io are mutually 
distinct. Letting Sj = j + ij for 0 < j < n, we get the first part of the statement. The 
second part follows from (2)-(4) of Corollary 5.7. q 
From Theorem 5.2, an element of the form Qs, . . . Qs, Qsar,+i for some integers 
0 I so <si < . . . <s, is an indecomposable polynomial generator of the cohomology 
ring if and only if SO = 0. To deal with all such sequences, we let 
yn+ = {h,s2 ,...,S,)EZ"~O<S,<S2< ... <s,}. (5.20) 
To each sequence S = (si,sz,. . . ,s,) E Y”,‘, we associate an element 
QsQoln+l = Qs, . . ~Qs,Q~~,,+l  ff*(fWp~,n + l);Z,). (5.21) 
Note that this generator has even degree 2( 1 + pS’ + pS2 +. . + p"n ), and hence it is a 
polynomial generator in the cohomology ring for any S E Y,‘. We consider a subring 
generated by these elements. 
Theorem 5.9. The polynomial subalgebra 
2=2(Uph,n + l)=zpPIQ~Qotn+~ 1 SE 9’: ] C H*(K(h/ph,n + 1); Zp) (5.22) 
is the smallest d(p)*-invariant subalgebra containing the element Q,, . . Qotn+l of 
degree 2(1 +p+... + p”). Any Milnor primitive acts trivially on the subalgebra 9. 
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Proof. Since there are already n + 1 Milnor primitives in the element QsQor,+l, no 
more Milnor primitives can act nontrivially on it. By the derivation property of Milnor 
primitives, they act trivially on the entire polynomial subalgebra 9. By Lemma 5.8 
and the Cartan formula of the Steenrod reduced powers (2.10) we also see that the 
above subalgebra is preserved under the action of Steenrod reduced powers. Thus, 2 
is invariant under the action of the entire Steenrod algebra &‘(p)*. The algebra A! 
contains the element Qn . . Qo z,+i , and all the other algebra generator of Z can be 
obtained by the action of Steenrod reduced powers as YRQn . . . Qi Qor,+i = QsQoI~+, , 
where R = c,“=, pkd,,_k by (5.19). Thus, any &( p)*-invariant subalgebra of the co- 
homology ring H*(K(Z/ph, n + 1); Z,) containing the element Qn . . . Qi Qozn+i should 
also contain the subalgebra 2. Thus, 2 is the smallest .d(p)*-invariant subalgebra 
containing Qn . Ql Qor,+i . This completes the proof. 17 
Remark. In [lo], it is shown that the J!-subalgebra (5.22) is precisely the image of 
the BP-Thorn map for the Eilenberg-MacLane space: 
P* : BP*(K(Z/$,n + 1)) -+ HZ;(K(Z/ph,n + 1)). 
The mod p cohomology ring of the BP-spectrum is the following cyclic module over 
&l(p)* generated by the BP-Thorn map p: 
HZ,*(BP) =4p>*/(Qo, Q,, . . , Qn, . . .I. P. 
It follows that the image of the BP-Thorn map p* is always annihilated by Milnor 
primitives, whatever the space is. This “explains” the fact that the subalgebra 2 in 
(5.22) is annihilated by all Milnor primitives. 
5.2. Mod p cohomology rings of integral Eilenberg-Mac Lane spaces in terms of 
the Milnor basis, and Z?-subalgebras 
We consider the mod p cohomology of the integral Eilenberg-Mac Lane space 
K(Z,n + 2) which is related to the mod ph Eilenberg-MacLane space K(Z/ph,n + 1) 
by the Bockstein map &, : K(Z/ph, n + 1) + K(iZ, n + 2) for n > 0. The mod p coho- 
mology rings for these spaces are closely related (see Proposition 5.15 below). Since 
K(Z, 1) 2 S’ is homotopically rather trivial, we do not deal with it. 
Recall that for sequences E = (~0, ~1,. .) of zeroes and ones which are almost all 
zero, and R = (r,, r2,. . .) of nonnegative integers which are almost all zero, we defined 
another sequence I(E,R) in (5.13). 
Proof of the next theorem is basically the same as the proof of Theorem 5.2. How- 
ever, the property Qoz,+~ = 0 requires extra care for the proof of (5.25). 
Theorem 5.10. Let n 2 0 and let p be odd. Let 2,+2 E H*+*(K(Z, n + 2); Z,) be the 
mod p fundamental class. Let E, R, and I(E,R) be as above. Then the following 
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statements hold: 
= (QW@(R)~,+~ )P{ 
0 if L[E]+2G[R] > n + 3, (5.23) 
if 8[E]+2/[R] =n + 2 and &o = 0. (5.24) 
The mod p cohomology ring of the integral Eilenberg-Mac Lane space K(B, n + 2) 
is a free algebra given by 
H*(K(Z, n + 2); ZP) 
L[t(E)] + 2/[R] <n + 2 and 
I I(E,R) ends with an entry from R ’ 
(5.25) 
Proof. For the proof of (5.23) and (5.24), we can apply the same argument used to 
prove (5.3) and (5.4), since only dimension of fundamental classes is relevant for the 
argument. 
In (3.7), the mod p cohomology ring of an integral Eilenberg-Mac Lane space was 
described in terms of admissible monomials. First we rewrite this description in terms 
of B(E,R)‘s. By (5.9), Lemma 5.5, and (5.13), we have 
H*(K(Z, n + 2); Z,) 
= Fzp [W,On+2~ [[t(E)] + 2d[R] <n + 2 and 1 Z(E,R) ends with an entry from R ’ (5.26) 
Now we consider the following subalgebra of this cohomology algebra: 
{[t(E)] + 2QR] <n + 2 and 
I(E,R) ends with an entry from R 
C H*(K(Z, n + 2); i&p>. (5.27) 
Here, as before, we are considering a subalgebra generated by elements inside of {.}, 
which might satisfy some nontrivial algebraic relations. Our aim is to show that there 
are no nontrivial algebraic relations other than obvious ones coming from dimensional 
reason, and that the inclusion relation in (5.27) is actually an identity. Let (E, R) be such 
that /[t(E)] + 2d[R] <n + 2 and I(,!?, R) ends with an entry from R. By Proposition 5.6, 
we have 
W,W~,+2 = f @9%,+2 + c @: R’N8@%+2, (5.28) 
I(E’,R’)<I(E,R) 
for some constants c(E’,R’) E ZP. In (5.28) if /[t(E’)]+28[R’] > nf2, then @gR’rn+2 
is zero by (5.23). So we may restrict the summation in (5.28) to those pairs (E’,R’) 
such that e[t(E’)] + 2QR’] I n + 2. 
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If Z(E’,R’) ends with an entry from E’, then B(E’,R’)z,+z = 0 since B(E’, R’) ends 
with Qs by (I) in Lemma 5.5 and Qsr,+z = 0. Hence, Proposition 5.6 implies 
QE’9”& = c c(E”, R”)Q+R”z,+2, 
I(E”,R”)<I(E’,R’) 
where the summation can be restricted to those with e[t(E”)] + 2e[R”] < n + 2 by the 
same reason as above. Repeating this procedure, we see that an element @‘YR’r,,+2 
for which Z(E’,R’) ends with an entry from E’ can be replaced by a linear com- 
bination of elements QE”9’R”~,+~ for which Z(E”, R”)‘s end with entries from RI’, 
Z(E”, R”) <I@‘, R’), and d[t(E”)] + 2e[R”] < n + 2. 
Since there are finitely many (E’, R’) such that Z(E’, R’) <Z(E, R), after repeating the 
above process finitely many times for each term in the summation of (5.28) we see 
that in formula (5.28) we only have to consider a summation over (E’,R’) for which 
Z(E’, R’) ends with an entry from R’, and for which d[t(E’)]+2L[R’] 5 nf2. Since any 
element @‘9’“‘rn+, with e[t(E’)] + 2l’[R’] = n + 2 is either 0 or a pkth power of some 
element @“YR”r,+2 for which e[t(E”)] + 2e[R”] <n + 2 for some k by (5.23) and 
(5.24), it follows that any algebra generator B(E,R)z,+z of H*(K(Z,n + 2); Z,) is in 
the subalgebra (5.27). Hence, this subalgebra is in fact the entire cohomology algebra. 
Since the algebra generators in (5.26) and (5.27) are in 1:1 correspondence, we see 
that the algebra generators in (5.27) are free algebra generators, since generators in 
(5.26) are free generators. This completes the proof of (5.25). 0 
Just as in the case of mod ph Eilenberg-Mac Lane spaces, we apply products of 
Milnor primitives on the fundamental class z,,+2, and we check whether the resulting 
elements are trivial or not. It turns out that products of at most n Milnor primitives 
can act nontrivially on rn+2, as shown in the next proposition. 
Proposition 5.11. Let z,+2 E Hflf2(K(Z,n + 2); zP) he the mod p fundamental class 
and let sequences E, R as before. Then 
@.@%“+2 = 0 if [[El 2 n + 1, or [[El = n and {[RI > 2. (5.29) 
Suppose e[E] = n and d[R] = 1. Let R = Aj for some j > 1, and E = (EO,E~, . . .). Then 
the following identities hold: 
(Q’(%+‘z,+~)~ if ~0 =O, 
Q%Y,“J z,+2 = k-1 YeEpA’Qj~n+2 if EO = 1 and Ej = 0, (5.30) 
if EO=~ and Ej=l. 
Proof. Suppose L[E] 2 n + 1. If L[R] 2 1, then [[El + 24R] 2 n + 3 and it follows 
that @.!Y’T,+~ = 0 by (5.23). If e[R] = 0, then applying Proposition 5.6, we have 
Q%l+z = f NE, Oh,+2 + c c(E’,R’~~‘@‘~~+~, (*> 
I(E’,R’)<l(E,R) 
/[E’]=/[E] 
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for some c(E’,R’) E &,. Since 8(E, 0) ends with Qo by (5.11) and Qor,+2 = 0, we have 
8(E, O)Z,+Z = 0. By the reason described in the proof of Theorem 5.10, we may assume 
that the second summation is over those pairs (E’, R’) such that Z(E’, R’) ends with an 
entry from R’, in addition to the above listed conditions. But then, since k[E’] = /[El > 
n + 1 and f[R’] > 1, we have Qs’.YR’r n+2 = 0 by (5.23). Thus, all the terms on the 
right hand side of (*) vanish and we must have @r,+z = 0. 
When /[El 2 iz and e[R] > 2, then &[E] + 2/[R] 2 n + 4. Thus, by (5.23), Qs 
YRz n+2 = 0 in this case also. This proves (5.29). 
For (5.30), the case for cc = 0 follows from (5.24). When EO = 1, we have Qs = 
Qo@-h =(-I)“-‘QE-A’Q 0 since d[E] = n. Using Qo~‘J = @jQo-Qi which follows 
from (2.5), we have 
Q%PAjz,+* = (-1)"-'Q'-A~Qo.?PAjz,+2 = (-l)"-'@-A1(PA~Q~ - Qj)Tn+z 
since Qoz,+~ = 0. When sj = 1, this element is trivial because QsVA1 also contains Qj 
and Qi = 0. This completes the proof. 0 
Formulae (5.29) and (5.30) provide extra (vanishing) information for those (E, R) 
not dealt with in Theorem 5.10. 
Suppose /[El = n, e[R] = 1 and I(E,R) ends with an entry from R. If EO = 0, then 
QEYRr,+2 is a pth power of some other element by (5.24). If EO = 1, then e[t(E)] + 
26’[R] = n + 1, and by (5.25) the element @YRz,,+z is an algebra generator of the 
cohomology algebra. Let R = Aj for some j > 1. Since I(E, R) must end with an en- 
try from R, the sequence E must be of the form E = Cy:d A,,+, for some integers 
O=SO<SI<..~ <s,_i<j. Let j=sn. Recall that Qds~+l=Qsi. Then by (5.30) this 
free algebra generator can be written as ,, 
QC:&,+! gjAn z 
n+2 = f Qs,Qs._, . ’ . Qs, 7,+2. (5.31) 
Since the degree of this element is 2(1 + pS’ + pS2 + . . . + p”) which is even, the 
above element is actually a polynomial generator of the cohomology algebra. Recall 
that we defined a set of sequences Spz in (5.20). We have observed the following. 
Proposition 5.12. For any sequence S = (~1, ~2,. . , s,) E s”,‘, the corresponding even 
dimensional element Qsz,+2 = Qs, . . . QS, z,+2 E H*(K(H, n + 2); i&p> is an indecompos- 
able polynomial generator of the cohomology ring. 
Note that (5.25) only gives one description of a set of free algebra generators. Other 
descriptions of the same set of generators are certainly possible. Proposition 5.12 says 
that we can replace the element QspRr,+2 corresponding to (E, R) = (Cyld A,,+l, A,“) 
by the element corresponding to (E,R) = (c:=, &,+I, do), because the only possible 
difference is the sign by (5.31). 
II. Tamanoil Journal of Pun) and Applied Algebra 137 (1999) lS3-198 183 
Using these elements, we define the following polynomial subalgebra of the mod p 
cohornology ring of the integral Eilenberg-Mac Lane space K(Z, n + 2): 
d = ?2(Z, n + 2) = Z,[ QsZ,+Z ) s E 9y ] c H*(K(Z,n + 2); Z,). (5.32) 
The element of the lowest positive degree in the subalgebra Z? is Q,,Q,,- 1 . . Ql z,+2 of 
degree 2( 1 + p + p* + . . + p”). We calculate the effect of the Steenrod algebra on 
this element. 
Lemma 5.13. We have QEPRQ,, .. Q~T”,~ # 0 only when E = A0 and R is of the 
form R = Cy:_, p.tAf, + A f k or some nonnegative integers /j and k. In this case 
SY c ,=-i P’A/, +& Qn ’ ’ . Q1~“+2 = en+/, ’ . . Q2+/zQ,+/,~Ap~,+2. (5.33) 
If k > 0, then this element is either trivial or a p-primary power of Qs’z,+2 for some 
S’ E 9,‘, and hence it is not a free algebra generator of the cohomology ring. If k = 0, 
then the element is trivial unless the set of integers {j + tj}jv=l is a set of mutually 
distinct integers, in which case the above element is an indecomposable polynomial 
generator of the cohomology ring. 
Similarly, for any S = (~1,. . . ,sn) E Y,‘, @PRQ,t,,+2 # 0 only when E = A0 and 
R is of the form R = cJ= I p’~ A/, t Ak for some nonnegative integers t(i and k. If 
k > 0, then this element is either trivial or a p-primary power of Qs”t,,+2 for some 
S” E Yz, and hence it is not a free generator. If k =O, then the element is trivial 
unless the set of integers {si + Lj},‘=, is a set of mutually distinct integers, in which 
case the element 9’RQs~n+2 = QS,+,. . QS,+/,z,+2 is an indecomposable polynomial 
generator of the cohomology ring. 
Proof. Since there are already it Milnor primitives acting on z,,+~ in the element 
Q,, . . QI z,+2, no more Milnor primitives can act nontrivially on this element by (5.29). 
Thus, for nontriviality of QEpRQn.. . Qiz,,+z, we must have E = do. Now repeatedly 
applying (2.5), we have 
.YRQn ‘. .Q1~,+2 = c Qn,,, .. ~Q2+/2Q,+~,~R-p”A/~---~~---A/, T,,+~. (*) 
rJ I,.... /,,>o 
Here @-p”Afn---~A/, = () unless R _ p”A f, - . . - PA/, > do. Since the term cor- 
responding to the indices ei, !2,. . . , 4, > 0 has n Milnor primitives, it can be nontrivial 
only when &[R - p”A/” - . . - PA/,] < 1 by Proposition 5.11. This implies that the 
sequence R must be of the form R = Ak + PA/, + .. . + p”A/” for some k > 0. In this 
case, only one term in (*) is nonzero and we have (5.33). When k 2 1, this is a pth 
power of another element by the first case in (5.30). Thus it can be indecomposable 
only when k = 0, and in this case the resulting element is nonzero and a polynomial 
generator when the set of integers { 1 + rP,,2 + /z,, . . , n + tn} is a set of n distinct 
integers by Proposition 5.12. 
The second part can be proved in a similar way. 0 
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Now we can characterize the subalgebra 2 in (5.32) in terms of the action of the 
Steenrod algebra d(p)* . 
Theorem 5.14. Let n > 0. The polynomial subalgebra 
9 = qz,n + 2) = q Q&+2 ( s E 9; ] c H*(K(Z, 12 + 2); ZP) (5.32) 
is the smallest d(p)*-invariant subalgebra containing the element Q,,. . . Q~z,,+~. On 
this subalgebra 9, all Milnor primitives act trivially. 
Proof. Since any Milnor primitive acts trivially on any polynomial generator of 2 by 
(5.29) in Proposition 5.11, Milnor primitives act trivially on the entire algebra Z? by 
their derivation property. The action of a Steenrod reduced power 9’ on a polynomial 
generator Qsr,,+2 for S E 9,’ is described in Lemma 5.13, which shows that we have 
YRQsr,,+2 E 2 for any S E 9, and for any sequence R of nonnegative integers which 
are almost all zero. From this and the Cartan formula (2.10), it is clear that YR 
preserves the algebra _!Z for any R. Hence, the polynomial subalgebra 2 is invariant 
under the action of the Steenrod algebra d(p)*. 
Since all the polynomial generator of _%! can be obtained by applying certain Steenrod 
reduced powers to the lowest positive degree element Qn . . . Qi z,+2 by Lemma 5.13, the 
algebra 2 is contained in any d(p)*-invariant subalgebra of the mod p cohomology 
ring H*(K(Z, n+2); Zp) containing the element Qn . . . Qiz,+z. Hence 2 is the smallest 
&‘( p)*-invariant subalgebra containing Q,, . . . Qir,+2. This completes the proof. 0 
Remark. In [lo], we have shown that the subalgebra Z? is precisely the image of the 
BP-Thorn map for the integral Eilenberg-Mac Lane space: 
p* : BP*(K(Z, n + 2)) 4 HZ;(K(Z, n + 2)). 
Since any Milnor primitives annihilate the class of the Thorn map [p] E HZj(BP), it 
is no wonder that the image algebra _?? is annihilated by Milnor primitives. 
We compare %subalgebras 2(H/ph,n+l) in (5.22) for various h > 1 and Z?(Z,n+2) 
in (5.32). The relationship among these spaces is supplied by the following homotopy 
commutative diagram: 
(5.34) 
KWph,n + 1) ’ A W/ph+‘,n + l), 
where ah is the hth Bockstein map and a is the map induced by an injective homo- 
morphism Z/ph + B/ph+‘, which is multiplication by p. The above diagram (5.34) 
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commutes because & is essentially division by ph. The above diagram induces a com- 
mutative diagram on mod p cohomology rings containing the relevant Z?-subalgebras. 
Proposition 5.15. We have the following isomorphisms of 2?-subalgebras: 
_qZ,n+2) = =9(&n + 2) 
S a; 
I 
= G+, 
I 
Wf/ph,n + 1) +-+ q qph+’ ) n + 1). 
_ 
(5.35) 
Proof. To avoid possible ambiguity, we denote the fundamental class for the mod 
ph Eilenberg-Mac Lane space K(Z/ph, n + 1) by I$), . Since 6z(rn+2) = &I$), where 
8h on the right-hand side is the hth Bockstein, the commutativity of (5.35) implies 
that a*(&+i I;;‘)) = &rltrt)i. Since the cohomology operations commute with induced 
maps, for any S E s”,’ we have 6~(Qsr,,+2) = Q,+?;z,+~ = Q&,$!,. Similarly, we have 
a*(Q,&+irr+T’))= Q,&,r~$. Thus the maps Sl and cc* induce 1: 1 correspondences 
among the sets of polynomial generators of the above %subalgebras. Hence, they 
induce isomorphisms of Z?-subalgebras. q 
In Theorems 5.9 and 5.14, we considered subalgebras of cohomology algebras in- 
variant under the entire Steenrod algebra d(p)*. The Steenrod algebra has various 
interesting subalgebras. For example, for each positive integer m, Milnor considered a 
subalgebra d[m]* generated by elements Qs, 9”) PPA’, . . . ,9’P”-“l. 
Proposition 5.16 (Milnor [4, Section 8, Proposition 21). For each m 2 1, the sub 
algebra &[m]* of the Steenrod algebra is finite dimensional, and its vector space 
basis over Zp is given by the collection of elements of the form 
Q: . . Q$,&y=‘=lrjA, 2 (5.36) 
whereO<r~~pm,O<r~~pm~-l,...,O~r,~p,and~i=O,1forO~j~m. 
The above form of Steenrod reduced power is very interesting. For example, we 
have the following result. 
Lemma 5.17. Suppose 0 < rj <pm-j+* for 1 < j < m. Then 
[~pc,“-,r,d~,Qo...Qm]=O. (5.37) 
Proof. By repeatedly applying (2.5), we have 
9 cm rA 1-I ’ 'Qo.. . Qm = c Qi,Qi, . . . ~~~,c~=,r,d,--C;_,p'A,,~,. 
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The term corresponding to (is,. . . , i,) is nontrivial if the corresponding exponent se- 
quence of B is nonnegative, that is, when cim_c p’Ai,_j 5 cy’, riAj. Since rj < 
P 
W-j the only way to have pmAi,_m < cy=, rjAj is i, =m. Similarly, pm-’ 
Ai,,_,-(L-i) 5 ~~=I rjAj implies that &,_I =m - 1 or m. Continuing this process, 
we see that we must have j 2 ij < m for all 0 < j < m. Since Milnor primitives 
generate an exterior algebra, Q, . . Qi, # 0 only when integers ic,. . . , i, are distinct. 
This can happen only when ij = j for all 0 < j < m. In the above summation, there is 
only one term corresponding to this case, and we have 
This shows that the Steenrod reduced power ~,c~=lr~A~, where 0 5 rj <pm+‘-.i for 
1 < j I m, commutes with the product Qo. . . Qm of Milnor primitives. This completes 
the proof. 0 
We can give examples of d[m]*-invariant subalgebras of the cohomology algebras. 
Proposition 5.18. Let X be a topological space. Then 
QOQI . . . Qm.H*(X; &) C H*(X; zp) (5.38) 
is an d[m]*-invariant subalgebra on which Milnor primitives Qo,. . . , Qm in d[m] act 
trivially. 
Proof. It is obvious that Milnor primitives Qo,. . . , Qm act trivially on this subspace of 
the cohomology ring over Z,, because they generate an exterior algebra. To see that the 
subspace (5.38) is actually a subalgebra, let Qo.. . Qrnx and QO . . . Qmu be any two el- 
ements in this subspace. Then by the derivation property of Milnor primitives, we have 
This shows that the subspace is closed under the cup product. 
It remains to be shown that the above subspace is invariant under the action of 
the subalgebra d[m]* of the Steemod algebra. By Proposition 5.16, we only have to 
show that it is invariant under the action of the Steenrod reduced power of the form 
Ycy=lrjAi, where 0 5 rj < p m-j+1. But by Lemma 5.17, this form of Steenrod reduced 
power commutes with the product Qo. . Qm. Since obviously the cohomology ring 
H*(X; 2&,) is invariant under the action of Steenrod reduced powers, we see that the 
above subalgebra in (5.38) is invariant under the action of d[m]*. This completes the 
proof. 0 
Remark. Let BP(m) be the Wilson spectrum for m 2 0 and let plm) : BP(m) + ffZp be 
the Thorn map [ 111. Using Sullivan exact sequences, we see that 
QoQl . . . Qm-H*(X; &) c Im[pp) : BP(m)*(X) -H*(X; Z,)], (5.39) 
H. Tamanoil Journal of Purr and Applied Algebra 137 (1999) 153-198 187 
for any space X. Since the mod p cohomology of the spectrum BP(m) is given by 
HZ*(BP(m)) = S(p)*/(&,. ..,Q,).p, it is clear that the image of the Thorn map 
@P IS annihilated by the first m + I Milnor primitives Qs, Ql,. . . , Qm for any space 
or even for any spectrum X. 
6. Mod2 cohomology rings of Eilenberg-MacLane spaces in terms of the Milnor 
basis, and Q-subalgebras 
In this section, we describe mod 2 cohomology rings of Eilenberg-MacLane spaces 
in terms of Milnor’s Steenrod squares SqR rather than in terms of admissible monomials 
as in Theorem 3.6. 
To describe the relationship between Milnor basis elements and admissible mono- 
mials, we repeatedly apply the factorization formula (4. IO). Let R = (~1, ~2, t-3,. . .) is a 
sequence of nonnegative integers which are almost all zero. We have 
SqR = sq rr[R1d1 SqfCR) + (other terms) 
= sq nlRl41 .S fll@)l41 .S 4 4 
r*(R) + (other terms) 
= 0(R) + (other terms), 
where B(R) is a monomial in Steenrod squares given by 
B(R) = sq vlRl41 .S 4 
#(R)k’t . S 
q 
~[t”(R)l41 . .
= SqslAl .Sq”=‘l . . SqsJ , (6.1) 
where S = (s,,sz,. . .) is a sequence of nonnegative integers s, = o[t’-‘(R)] for r > 1 
which are almost all zero. Recall from (4.2) that for a sequence of nonnegative integers 
R = (rl, r2, ~3,. . .) which are almost all zero, we defined a weighted sum a[R] E Z and 
a shifted sequence t(R) by 
a[R]=r, +2r2 +22r3 + . ..= x2’-‘3, t(R)=(r2,!,3,r4,...). 
.i> 1 
Recall that a monomial 0 as in (6.1) is called admissible if Sj > 2sj+1 for j 2 1, and 
its excess ez(U) is defined by e,(e) = cj 2 ,(si - 2Sj+l). Note that e,(0) is the p = 2 
version of ZP(0) given in (3.3), rather than eP(0) given in (3.4). 
Lemma 6.1. For any sequence R= (r, , r2, r3 , . . .) of nonnegative integers which are 
almost all zero, the monomial Q(R) given in (6.1) is admissible and the excess of 
B(R) is given by ez(O(R)) = /[RI = cj2 , I;-. 
The sequences R and S of nonnegative integers in (6.1) correspond to each other 
in 1 : 1 manner, and they are related by the following formulae: 
R 
S = R + 2t(R) + 22t2(R) + . . . = - 
1 -2t’ 
R=S-2t(S)=(l -2t)(S). 
188 H. TamanoilJournal of Pure and Applied Algebra 137 (1999) 153-198 
Thus, there is a 1 : 1 correspondence b tween the set of sequences R of nonnegative 
integers which are almost all zero and the set of admissible monomials in Steenrod 
squares. 
Proof. To check the admissibility, we calculate sj - 2sj+i. Since sj = o[tj-l(R)] for 
r 2 1, we have Sj - 2Sj+i = a[tj-’ R ( )] - 2a[tj(R)] = 7, which is nonnegative because 
R is a nonnegative sequence. Hence, the monomial B(R) in (6.1) is admissible. Its ex- 
cess is then given by ez(B(R)) = cj 2 i (sj - 2sj+i ) = cj 2 i 5 = {[RI. The relationship 
between the two sequences R and S is straightforward toprove, so is the 1 : 1 correspon- 
dence of nonnegative finite sequences R and admissible monomials in 
d(2)*. 0 
On the set of all sequences R of nonnegative integers which are almost all zero, we 
introduce a lexicographic total ordering from the right. We can then be more precise 
about the relationship between admissible monomials B(R) and Milnor basis elements 
SqR. 
Proposition 6.2. For any sequence R as above, we have 
O(R) = SqR + c c(R’)SqR’. (6.2) 
R’<R 
This is the p=2 version of Proposition 5.6, and its proof is essentially the same. 
Recall that we can also use elements Q’YR = Sq E+2R for any sequence E of zeroes 
and ones which are almost all zero and for any sequence R of nonnegative integers 
which are almost all zero as in odd prime case; see (2.13). Note however that elements 
of the form 9’ = Sq2R are not preserved under the coproduct map, unlike odd prime 
case. 
As a preparation for the description of mod2 cohomology rings of Eilenberg- 
MacLane spaces in terms of Milnor’s Steenrod squares, we calculate degrees of oper- 
ators of the form SqfCR). 
Lemma 6.3. For a sequence R as above, we have 
ISq”R’I = a[R] - QR] = o[t(R)] + ISq’*(R)I. (6.3) 
Proof. Let R = (q, r2,r3,. . .). Then t(R) = (r2, r3,. . .) and we have 
lSq’(R)I = x(2’ - l)ri+l = C 2iri+l - C ri+l 
i>l i>l i>l 
= (rl +g2iri+l) - (rl +gri+l) =a[R] -/[RI. 
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For the second identity, we proceed as follows: 
]SqQ)/ - (Sq’Q)] =X(2’- I)?“,+1 - X(2’ - 1)ri+2 
i>I i>l 
= r-2 - C((2’+’ - 1) - (2’ - 1))ri+2 
i>l 
= r-2 + C 2irj+2 = o[t(R)]. 
i>l 
This completes the proof. 0 
6.1. Mod2 cohomology rings of mod 2h Eilenberg-MacLane spaces in terms of the 
Milnor basis, and %subalgebras 
We can now give a description of mod2 cohomology rings of mod2h Eilenberg- 
MacLane spaces in terms of the Milnor basis. When n = 0 and h > 2, the mod 2 co- 
homology ring of the Eilenberg-MacLane space K(Z/2h, 1) is given in (3.10’). This 
cohomology ring is rather different from the other cases in that it contains an exte- 
rior subalgebra. Since there is no need to use Milnor basis elements to describe this 
cohomology ring, from now on we assume that n 2 1 and h 2 1, or n = 0 and h = 1. 
Theorem 6.4. Let n 2 1, or n = 0 and h = 1. Let R be a sequence of nonnegative 
integers which are almost all zero. Let l,+l E H”+‘(K(Z/2h,n + 1); Z,) be the mod2 
fundamental class. Then 
SqRrn+, = 
0 if QR]>n + 1, 
( Sq’CR) l,+r)* if/[R]=n+ 1. 
(6.4) 
(6.5) 
In terms of Milnor primitives and Steenrod reduced powers, equivalent statements 
are given as follows: 
(6.4’) 
(6.5’) 
The mod2 cohomology ring of K(Z/2h, n + 1) is a polynomial algebra described in 
terms of the Milnor basis as follows: 
H*(K(Z/2h,n + 1); 772) = &[SqRz,+r ] [[RI <It + 11 
= &[@PRzn+r 1 QE] + 2QR] <n + 11. (6.6) 
Proof. To prove (6.4) and (6.5), we apply the factorization formula (4.10) of SqR to 
the fundamental class r,,+r. We have 
SqR1,+l = c c(S)Sq 
(dRl+6WlMl .sq’(R)-‘(S)+t2(S)In+l 
(*I 
SEi%,s,=O 
do 5 t(s) 5 c, > ,WO 
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We compare the degree of Sqt(R)-z(s)+t2(s) z,+l and a[R] + o[t(S)] and use the unstable 
property of Steenrod squares (2.17). By Lemma 6.3, we have 
1% f(R)--t(S)+f2(S)z,+, 1 = o[R] - o[t(S)] + (n + 1 - QR]). (**I 
When L[R] >rz + 1, the above is strictly less than o[R] + cr[t(S)] for any S. Hence, 
all terms in the summation (*) vanish and we have SqRr,+i =O. This proves (6.4). 
If [[RI =n + 1, then we have (**)<a[R] + o[t(S)] except for the case S = do. Thus 
only one term in (*) remains, and by degree reason this term gives 
SqRr,+, =Sq”‘Rld’(Sqt(R)1,+,)=(Sqt(R)1,+1)2, 
since 1 SqfCR) 1,+1 I= a[R]. Th’ p is roves (6.5). The equivalent statements (6.4’) and (6.5’) 
can be derived using the identity (2.13). 
To show (6.6), we first rewrite the description of mod 2 cohomology rings of mod 2h 
Eilenberg-MacLane spaces in terms of sequences R. Since we are assuming that n > 1, 
or n = 0 and h = 1, the cohomology ring for K(Z/2h, n + 1) is given by (3.10) and 
together with Lemma 6.1 we have 
f~f*(K(Z/2~,n + 1); Z2) = &[&R)r,+i 1 {[RI <n + 11. (6.7) 
We consider the following subalgebra generated by some of the elements defined by 
the Milnor basis: 
~2{SqRbI+1 I t[R]<n + 1) cH*(K(Z/~~J + l);&). (6.8) 
Our aim is to show that there are no algebraic relations among these generators, 
and that the subalgebra (6.8) coincides with the entire cohomology ring. Applying 
Proposition 6.2 for R with t[R] -=cn + 1 to the fundamental class z,+i, we have 
&R)~,+I = SqRi,+l + c c(R’)SqR’l,+I. 
R’<R 
By (6.4) and (6.5), the summation above is actually over all sequences R’ such that 
R’ CR and QR’] < n + 1. When &[R’] = n + 1, the corresponding element SqR’ i,+1 is 
a 2kth power of an element SqR” with d[R”] <n + 1 for some k by (6.5). Hence, for 
those sequences R with t[R] <n + 1, the algebra generator O(R)l,+l in (6.7) lies in the 
subalgebra (6.8). Hence, the subalgebra (6.8) must be the entire subalgebra. Since there 
is a 1 : 1 degree preserving correspondence between the set {B(R)z,+, / /[RI <n + l} 
and the set {SqRz,+i 1 L[R] <n + l}, and since both sets generate the same algebra, we 
conclude that the latter set is a set of algebraically independent elements because the 
former set is. This proves (6.6). 0 
We are particularly interested in the action of Milnor primitives Qj on the funda- 
mental class z,+i. Recall that Qj = SqdZi’ and that for any sequence E = (~0, el,. . .) of 
zeroes and ones which are almost all zero, we have Q’s = SqE. 
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Corollary 6.5. Let n 1 1, or n = 0 and h = 1. The following relations hold with re- 
spect to the action of Milnor primitives on the mod 2 fundamental class I,+! E 
H”+‘(K(Z/2’, n + 1); Zz): 
In particular, if E = (0,. . . , 0, &j-i, Ej, . . . ) with &j- 1 = 1 and e[E] = n + 1, then 
Q%+, = cY%+, )2j # 0, (6.11) 
where the element Qf’(E)t,+l E H*(K(Z/2h ,n + 1); Z2) with /[t-t(E)] = n is an inde- 
composable polynomial generator. 
Proof. Straightforward from (6.4’) and (6.5’). Since @r,+i with e[E] = n is a polyno- 
mial generator by (6.6), all of its 2jth powers are nontrivial, which implies nontriviality 
of the element in (6.10). 0 
In particular, for any sequence S = (si,s2,. . . ,sn+l) of n + 1 strictly increasing non- 
negative integers, the corresponding element Qsrn+i = es,+, . . . Qs, l,+, is nontrivial by 
(6.11). The element of this type with the smallest degree is Qn . . . Qsl,+i of even de- 
gree 2( 1 + 2 + 2’ + . ’ . + 2”). One can obtain any element of the above type Q~z,~+i 
from the element Qn . . . Qozn+i by the action of Steenrod squares as shown in the next 
lemma. 
Lemma 6.6. Let n 2 1, or n = 0 and h = 1. Let R be a sequence of nonnegative in- 
tegers which are almost all zero. Then PRQnQ,-, . . Qoz,,+, # 0 only tf the sequence 
R is of the form R = cJTO 2jAf, f or some nonnegative integers t!i. In this case, we 
have 
+;=“*‘“‘,QnQ n -1. . . Qol,+, = Qn+t, . . Q,+P,Q/,~,+I. (6.12) 
This element is nontrivial tf the set of integers (to, 1 + e,, . . . , n + r?,,} is a set of 
distinct nonnegative integers. 
Similarly, for any sequence of nonnegative integers 0 < SI < . . . <s,+i, we have 
PRQs.+, . . . Qs, ln+, # 0 only if R is of the form R = x;T; 2”~ A/, for some nonnegative 
integers ej. In this case, 
,c;‘; zVJ &, Q 
Sntl . ..Qs.ln+, =Qcs,+,+l,,,,...Q(s,+/,)l,+l. (6.12’) 
Proof. From the general formula (2.14), for any sequence R we have 
yRQn.. , QlQolntl = c Qnte, . . Q,+r,Q/,@- c;~02’4, .1 +L n . (*) 
c!&...,(” 2 0
By (6.4’), @BR‘z,+l =0 when [[El =n + 1 and R' # do. Thus, a nontrivial term can 
result in the above summation (*) only when the exponent sequence of 9 on the 
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right-hand side vanishes, i.e. only when R is of the form R = cin_o 2jAej for some 
eo,..., d, > 0. In this case, all other terms in the summation on the right-hand side of 
(*) vanish and we have 
By (6.10), this element is nontrivial when the integers j + tj are all distinct. This 
proves the first half of the lemma. The second part can be proved in a similar way. 
0 
Now we consider a subalgebra of H*(K(Z/2h, n + 1 )&) generated by elements 
obtained by applying maximum number of Milnor primitives on the fundamental c ass. 
For any sequence S = (si, s2 , . . . , s, ) E Yn+ of strictly increasing positive integers, let 
QsQoln+l = Qs. . . . QS, Qoln+l as before. Its degree is given by lQsQ~l~+i ( = 2( 1+2”’ + 
2% + . . . + 2sn). For S as above, let t(s) = (si - 1,. . . , s, - 1) be a sequence of strictly 
increasing nonnegative integers. 
Theorem 6.7. Let II 2 1, or n = 0 and h = 1. The subalgebra 9 of the cohomology 
ring H*(K(Z/2h,n + l);&) gioen by 
(6.13) 
is the smallest d(2)*-invariant polynomial subalgebra of [H”(K(Z/2h, n + 1); Zz)]’ 
containing Qn...QIQozn+l. Any element in this algebra is a square and we have 
QsQo~~+I = (Q~(s)~~+I )’ for S E %‘. 
This subalgebra is annihilated by any Milnor primitive Qj for j 2 0. 
Proof. Any generator QsQ~r~+i for S E 9,’ of the subalgebra 9 has already n + 1 
Milnor primitives in it, so no more Milnor primitives can act nontrivially. By the 
derivation property of Milnor primitives, all Milnor primitives annihilate the entire 
subalgebra 9. 
By (6.11) and (6.12’), any Steem-od reduced power operation acting on an ele- 
ment QsQoz,+i produces either a trivial element or a 2kth power of another element 
Qs, QO z,+ 1 for some k 2 0 and for some S’ E 9’ ,,‘. Since Qj’s act trivially on the subal- 
gebra 9, the Cartan formula (2.16) for SqR reduces to a Car-tan formula for the Steemod 
reduced powers PR = SqzR when these operators act on 9. Hence 9 is preserved under 
the action of the entire mod2 Steenrod algebra z&‘(2)*. 
By (6.10), all generators in the algebra 9 are squares. Since the characteristic s 2, 
the algebra 9 is a subalgebra of [H*(K(Z/2h,n + 1); ZZ)]‘. 
Since all algebra generators of % are obtained by applying Steenrod reduced powers 
to the element Qn . . . QiQoz,,+i by Lemma 6.6, the subalgebra 9 is contained in any 
d(2)*-invariant subalgebra containing the element Qn . . . QiQazn+i, Hence 9 is the 
smallest d(2)*-invariant subalgebra containing Qn . . . Qi Qozn+i. 
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It remains to be shown that elements QsQsrn+i are polynomial generators of the 
algebra 9, that is, there are no algebraic relations among these elements in the sub- 
algebra 9. To see this, suppose we have an algebraic relation of the form 
for some nontrivial polynomial P(xl ,x2,. . . , xf) over Z:2 in P variables, and for some 
sequences Si , & , . . . , St EP~+. Since Qs,Qozn+i =(Qt(s,)~n+i)2 for 1 lj<e, and since 
the ring H*(K(Z/2h, n + 1); Zz) is a polynomial algebra over the field of characteristic 
2, we can take the unique square root of the above relation: 
f’(Qs; ],+I > Qs;z,+I>. ., Qs;.n+~) = 0. 
This means that there is a nontrivial algebraic relation among polynomial generators 
Qslr,+i of the cohomology ring H*(K(Z/2h,n + 1); Hl). This is a contradiction to 
our description of the cohomology ring given in (6.6) which says that elements of 
the form Qs, r,,+l where e[S;] = IZ must be polynomial generators for any sequence Sj 
of strictly increasing 12 nonnegative integers, and hence there cannot be any algebraic 
relation. Thus, elements Q~Qar~+i must be algebraically independent within the ring 9. 
Consequently, they are polynomial generators of 9. 0 
We emphasize that although the elements QsQcrn+i for S E Y,+ are algebraically 
independent in the ring 9, all of these elements are squares in the cohomology ring 
H*(K(Z/2h, n + 1); Z,) and hence they are decomposable in this larger ring. 
6.2. Mod2 cohomology rings of integral Eilenberg-MacLane spaces in terms of the 
Milnor basis, and _%subalgebras 
Next, we describe the mod 2 cohomology ring of the integral Eilenberg-MacLane 
space K(7, n + 2) for n > 0 in terms of Milnor basis elements, and we describe its 
various properties. Recall that Z(E,R) was defined in (5.13). 
Theorem 6.8. Let n > 0 and let z,+2 E H”+‘(K(E, n+2); Z2) be the mod 2 fundamental 
class. Then the following identities hold: 
sqRGl+2 = 
i 
0 if rP[R] > n+2, 
WP%+2 )* if QR] = n+2. 
(6.14) 
(6.15) 
These identities can be restated in terms of Milnor primitives and Steenrod reduced 
powers as folIows: 
(6.14’) 
(6.15’) 
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The mod 2 cohomology ring of K(Z, n + 2) is a polynomial algebra given by 
H*(K(Z,n + 2); H2) = h2 
L[R]<n+2 andrk>l if 
R = (q ,..., rk,O ,...) with rk #0 1 
e[E] + 24R] <n + 2 and I(E, R) ’ ends with an entry from R 1 
(6.16) 
Proof. Identities (6.14) and (6.15) can be proved in a way similar to the proof of (6.4) 
and (6.5), since only dimension of cohomology classes are relevant for the argument. 
In (3.1 l), a description of the cohomology ring H*(K(Z,n + 2); Z2) is given in 
terms of admissible monomials in the mod2 Steenrod algebra. We first rewrite this 
description in terms of 8(R) given in (6.1). Let R = (rl, r2,. . . , rk, 0,. . .) be any sequence 
of nonnegative integers with rk # 0. Then B(R) is of the form 
0(R) = Sq 4V4 .~~d’Wl4 . . . s~@‘(WM, 
where Sq”[’ ‘-‘WI4 = ~~“4. Since 8(R) is always admissible for any sequence R and 
its excess e2(8(R)) is given by d[R] by Lemma 6.1, the description of (3.11) in terms 
of admissible monomials can be rewritten as follows: 
H*(K(Z, n + 2); 722) = Z2 
d[R]<n+2 and rk>l if 
R = (q ,..., rk,O ,...) with rkfo I. 
(6.17) 
We consider the following subalgebra of the cohomology ring: 
&{SqRz,+2 1 /[RI <n + 2,R does not end with 1) c H*(K(H,n + 2); &). (*) 
Our objective is to show that this subalgebra in fact coincides with the entire coho- 
mology ring, and that the generators are algebraically independent. Let R be a sequence 
with QR] <n + 2 and ending with an integer greater than 1. Applying the identity in 
Proposition 6.2 to the fundamental class z,+2 and using (6.14), we can write 
W%+2 = SqRTn+2 + c W’FqR’~n+2. 
R’<R 
/[R’] 5 nf2 
Furthermore, if R’ = (q, r2,. . . , rk, 0,. . . ) ends with rk = 1, then B(R’) ends with Sq” = 
Qo and thus fI(R’)z,+z = 0. Hence the above identity applied to B(R’) implies that 
SqR’r,+2 can be expressed in terms of SqR“r,+2 for which R” CR’ and R” does not 
end with 1. This procedure allows us to eliminate those sequences R’ ending with 1 
from the above summation. Since SqR’rn+2 with L[R’] = n + 2 is either trivial or a 2kth 
power of some element SqR”r,+2 where R” is such that /[R”] <n + 2 and the last 
integer in R” is greater than 1, it follows that when /[RI <n + 2 and R does not end 
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with 1, 8(R)r,+z is in the subalgebra (*). Since elements &R)r,+l generate the entire 
cohomology algebra, it follows that the subalgebra (*) is in fact the entire cohomology 
algebra. By comparing the number of algebra generators in a given dimension in (6.17) 
and (*), we find that they are equal and hence we see that generators given in (*) 
must be polynomial generators since those given in (6.17) are polynomial generators. 
This completes the proof of (6.16). 0 
Next, we study the action of Milnor primitives on the fundamental class in detail. 
Proposition 6.9. Let T,,+~ E Hnf2(K(Z,n + 2); Z2) be the mod2 fundamental class. 
Let E be a sequence of zeroes and ones which are almost all zero, and let R be a 
sequence of nonnegative integers which are almost all zero. 
(I) Suppose L[E] = n and let E = As,+1 + . . . + A,,,+, for some strictly increasing 
sequence of positive integers 0 -CS~ <s2 < . . . cs,. Then 
Q%+2 = Qs, .‘.Qs,~,+z =(Qs,-I .” Qs._,-,YATJ1-1rn+2)2 #O. (6.18) 
The element inside the square on the right-hand side is a polynomial generator of the 
cohomology ring. For the same E as above, suppose d[R] = 1, say R = Aj for some 
j>l. Then 
I 
CQs,-s, . . ’ QS.-S,Qj--s,~n+2)2” iJ’j>sl, 
QwJT,+2 = 0 if j=sl, (6.19) 
CQsl-jQsz-j “.Qs,-jzn+~>~’ 1y.j <S,. 
For the same E as above, suppose {[RI 2 2. Then QEPRz,,2 = 0. 
(II) Suppose /[El > n + 1. Then for any sequence R, we have @c?‘~z,,+~ = 0. 
Proof. By (2.12), we have Qs, =PAsnQu - Q&?Asn. For E as in (I), let E’= CT:‘, 
A s,+l. Since Qoz,+~ = 0, we have @r,+2 = QE’QoPA*n r,+z. Since the excess of this 
element is given by [[E’] + 1 + 2e[R] = n + 2, by (6.15’) this is further equal to 
(Q@‘)@-I z,+2) 2. Since the element inside of the parenthesis is a polynomial gen- 
erator of the cohomology ring by (6.16), its square is nonzero. This proves (6.18). 
For (6.19), we can apply (6.15’) as long as the excess of the cohomology operation 
is n + 2. Suppose sr <j. Then we have 
Here we used Q+c~“~J-~~ r,,+2 = Qj-s, 2,+2. When j = si, we do not have the reduced 
power term in the above calculation and due to the identity Qoz,+~ = 0, the above 
vanishes. When si >j, applying (6.15’) j times, we have 
Q%P% n+2 = <Qs, -j . Qs,-jzn+2)2’, 
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since Ydo = 1. This proves (6.19). When e[E] = n and /[RI 2 2, it follows that e[E] + 
2e[R] 2 n + 4. Hence by (6.14’) we have eEgRr,,+2 = 0. 
For (II), when [[El = n + 1 and R = do, we let E = Aso+* + cJ=, A,+, for 0 5 so 
< . . . <s,. Then using (6.18), we have 
Q%+~=Q~,(Q~,-~ ...~~,_,-,~“~~-l2,+~)2=0, 
because Qs,, acts as a derivation. When k’[E] = n + 1 and e[R] > 1, we have /[El + 
2/[R] 2 n + 3. Hence, by (6.14’) we have QEYRr,,+2 = 0. This completes the proof of 
Proposition 6.9. 0 
Note that the elements inside of the parenthesis on the right-hand side of (6.19) is 
a square by (6.18), if it is nontrivial. 
From (II) of Proposition 6.9, no n+ 1 products of Milnor primitives can act nontriv- 
ially on the fundamental class z,+2, whereas any product of n distinct Milnor primitives 
can act nontrivially on r,+2 by (6.18) of Proposition 6.9. The collection of such el- 
ements {Qsz,,+2 1 SE Yn+} is a set of algebraically independent elements, which can 
be seen in a similar way as in the proof of Theorem 6.7, although such elements are 
always squares of some other elements in the cohomology ring H*(K(Z,n + 2); &) 
by (6.18). So these elements generate a polynomial subalgebra of the cohomology 
ring. The lowest degree element among such elements is Qn . Q2Qlrn+2 of degree 
2(1 + 2 + 22 + .. + 2”). We examine the action of the Steenrod algebra d(2)* on 
this element. 
Lemma 6.10. Let n 2 0 and let z,,+2 EHnf2 (K(Z, n + 2); Hz) be the fundamental 
class. Let R be a sequence of nonnegative integers which are almost all zero. Then 
PRQn.. . Q2Ql z,+2 # 0 only when the sequence R is of the form R = c,!= o 2jA,, for 
some nonnegative integers ej for 0 5 j 2 n. In this case, 
0$:= 02’45 Qn . 
.‘Q~QIG+~=Q~+/, . ..Q2+r.Ql+/,s 
4 
oznt2, 
whose actual value in terms only of Milnor primitives is determined by (6.19). 
Consequently, for any sequence R, 
@Qn. . . Q1~+2 E 2 = Z2[Qs~n+2 I S E y;;‘l. (6.20) 
In particular, for any sequence S = (~1, ~2,. . , s,) E 9,’ of strictly increasing npositive 
integers, we have 
Qsq,+2 =.$Y’=I~=~~‘~~,-JQ~. . . Q,T,+~. (6.21) 
Proof. Applying (2.14) repeatedly, we have 
.YRQn.. . QZQI G,+Z = c Qn+fn ... Q2+f,Q,+f,~-=/"=12JA'i~,t2. (*I 
r,,...,r, 2 0 
Since there are n Milnor primitives in each term of the right-hand side, for nontriviality 
of the term corresponding to /I,. . , /, we must have IR - c,‘!=, 2jAe, 1 < 1 by (6.14’). 
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Thus, the sequence R must be of the form R = Cy=, 2J A/, + A/, for some to 2 0. In 
this case, all other terms on the right-hand side of (*) vanish and 
&’ 02’A’1 Qn . . . QZQI T,+Z = QM,, . . . Qz+/* Q,+/, PA/o T,+~. (**I 
Suppose es = 0. The element (**) is trivial unless the set of integers {j + L”}r=, is 
a set of mutually distinct integers, in which case this element is in the subalgebra 2 
in (6.20). If to > 0, then by (6.19) this element is either trivial or a 2kth power of an 
element of the form Q.sz,+~ for some SE <Yn+ and for some k. In either case, elements 
of the form (*) are in the subalgebra Z2[QSt,+2 1 SE Yn+]. This proves (6.20). The 
formula (6.21) is a straightforward consequence of (**). 0 
The subalgebra in (6.20) has a very special property and it is of particular interest. 
Theorem 6.11. Let n > 0 and let z,,+2 EH ““(K(Z, n + 2); Z2) be the fundamental 
class. Then the subalgebra 
Z=~(K(Z,n+2))=~2[Qs5,+2 ~SE~+]CH*(K(Z,~+~);ZZ) (6.22) 
is the smallest <d(2)*-invariant polynomial subalgebra of [H*(K(Z,n+2); Zz)]* con- 
taining the element Q,, ‘. . QzQ,r,,+z. Zf S = (O<sl <s2 < . cs,,), then 
Qsr.n+z=(Qs,-1 ...Qs,~,-,~A~n-‘2,+2)2. (6.23) 
The element inside of the parenthesis on the right-hand side is a polynomial generator 
of the cohomology ring. The subalgebra 9 is annihilated by the Milnor primitive Qj 
jbr any j > 1. 
Proof. Since there are already n Milnor primitives in Qsr,+2, no more Milnor primi- 
tives can act nontrivially on Qsr,+2 for any SE Ya+ by (II) of Proposition 6.9. Since 
Milnor primitives act as derivations, they act trivially on the entire subalgebra (6.22). 
(This can also be concluded from the fact that every element of the form Qsr,+2 
for S E cz+ is a square and Milnor primitives act as derivations.) As for the action 
of Steenrod reduced powers, we recall that for each SE Y,+, there is a sequence 
Rs such that YRsQ,, .. . Qir,+2 = Qsr,+2 by (6.21). Thus for any sequence R, we 
have PRQsz,,,2 = .YRPRSQn . . . Qlr,,+z. We can rewrite the element 3pRgRs E d(2)* in 
terms of a basis {@‘YR’} of d(2)*. Using (6.20), we then conclude that the element 
pRQsrn+2 is in the algebra 2. This shows that elements resulting from the action of 
d(2)* on any generator Qsr,+2 are in the algebra Z?. Using the Cat-tan formula (2.16) 
we see that d(2)* preserves the entire subalgebra 2. Since all algebra generators of 
9 are obtained from Q,, . . Qlr,+z by applying certain Steenrod reduced powers in 
S(2)* as in (6.21), 2 is contained in any d(2)*-invariant subalgebra containing the 
element Qn . . . Qir,+2. Hence $ is the smallest d(2)*-invariant subalgebra containing 
Qn . Qlz,+2. The formula (6.23) is obtained by rewriting (6.18). This completes the 
proof. 0 
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As in odd prime case, the _!k.tbalgebras in (6.13) and (6.22) are isomorphic to each 
other. 
Proposition 6.12. Let &, : K(Z/2h, n + 1) --+ K(Z,n + 2) be the hth Bockstein map for 
h 2 1 and n L 0. Then & induces an isomorphism between Ssubalgebras: 
S,* :9(&n + 2) 5 A?(B/2h,n + 1). (6.24) 
Proof. The proof is the same as the proof of Proposition 5.15. 0 
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