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บทที ่1 
บทน ำ 
 
1.1  ควำมส ำคญัและทีม่ำของปัญหำกำรวจิัย 
ปัจจุบนัระบบสนบัสนุนขอ้มูลในการตดัสินใจได้เขา้มามีอิทธิพลในการวางแผน และ
ด าเนินงานขององค์กรต่าง ๆ ทั้งดา้นธุรกิจ ด้านการแพทย  ์ ดา้นวิศวกรรม และอ่ืน ๆ ซ่ึงระบบ
สนบัสนุนขอ้มูลในการตดัสินใจน้ี มกัจะท าในรูปแบบของการท าเหมืองขอ้มูล (Data Mining) กบั
ฐานขอ้มูลขนาดใหญ่ (Adriaans and Zantinge, 1999) ผลลพัธ์ท่ีไดจ้ากการท าเหมืองขอ้มูลสามารถ
บอกถึงขอ้เท็จจริงในลกัษณะของกฎความสัมพนัธ์ (Association Rules) โมเดลเพื่อการจ าแนก
ประเภทขอ้มูล (Data Classification Model) เกณฑ์ในการแบ่งกลุ่มขอ้มูล (Data Clustering Criteria) 
และจินตทศัน์เก่ียวกบัขอ้มูล (Visualization) (วิกิพีเดีย สารานุกรมเสรี, 2554a) อีกทั้งยงัมีเกณฑ์
มาตรฐานการวดัความถูกตอ้ง ความแม่นย  า และประสิทธิภาพของการใชง้านท่ีมีผลต่อการน าขอ้มูล
ไปใชป้ระโยชน์ในดา้นต่าง ๆ  
จุดเด่นของการท าเหมืองขอ้มูล ท่ีจะมาช่วยในเร่ืองของเทคนิคการจดัการขอ้มูล และการ
ท านายผลความเป็นไปไดข้องขอ้มูล คือ สามารถน าขอ้มูลในอดีตมาสนับสนุนในการจดัท าเหมือง
ขอ้มูลได ้ ดว้ยเทคนิคน้ีสามารถใชค้น้ขอ้มูลส าคญัท่ีปะปนกบัขอ้มูลอ่ืน ๆ ในฐานขอ้มูลท่ีไม่ใช่แค่
การสุ่ม เรียกกระบวนการน้ีวา่ KDD (Knowledge Discovery in Databases) หรือ การคน้หาความรู้
จากฐานขอ้มูล (Adriaans and  Zantinge, 1999) 
การใช้ประโยชน์เทคโนโลยีการท าเหมืองข้อมูล ได้มีการใช้อย่างแพร่หลายในงาน
หลากหลายลกัษณะ โดยเฉพาะการจ าแนกหาลกัษณะขอ้มูลในแต่ละกลุ่ม (Classification) ท่ีจะได้
ผลลัพธ์ เป็นแบบแผนและแพทเทิ ร์นท่ีปรากฏในข้อมูล  เ รียกว่า  โมเดลเพื่อการจ าแนก 
(Classification Model) ท่ีสามารถใช้เป็นเคร่ืองมือในการคาดหมายประเภทหรือลกัษณะของขอ้มูล
ในอนาคตหรือใชป้ระกอบการตดัสินใจ (นิตยา เกิดประสพ, 2552) ซ่ึงโครงสร้างของ Classification 
Model สามารถรายงานผลออกมาในรูปแบบโครงสร้างตน้ไมต้ดัสินใจ (Decision Tree) ซ่ึงจะเอ้ือ 
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ประโยชน์ใหผู้ท่ี้ไม่มีความรู้ดา้นการท าเหมืองขอ้มูล สามารถอ่านผลออกมาไดว้า่ขอ้มูลน้ีมีทิศทาง
ไปในทางใด 
งานวจิยัน้ีไดเ้ห็นจุดเด่นของการจ าแนกหาลกัษณะขอ้มูลในแต่ละกลุ่มท่ีนิยมใชก้นัมากใน
งานหลายประเภท เช่น งานทางดา้นการแพทย ์ ซ่ึงการจ าแนกขอ้มูลจะมีประโยชน์ต่อแพทย ์
บุคลากรดา้นสาธารณสุข และผูป่้วย ท่ีอาจจะส่ือสารกนัไดผ้า่นทางโมเดลท่ีจดัท าข้ึนมาจากการท า
เหมืองขอ้มูล เช่น ถา้มีสมมติฐานท่ีวา่ “โรคติดเช้ือชนิดใดในโรงพยาบาลมีแนวโนม้ลุกลามเป็นโรค
ระบาด” (ปัณณวชิญ ์ วงศว์ิวฒันานนท,์ 2551) ซ่ึงขอ้มูลท่ีจะช่วยตดัสินใจในสมมติฐานน้ี อาจจะ
ไดม้าจากประวติัของผูป่้วย สภาพแวดลอ้ม และปัจจยัอ่ืน ๆ หรืออาจจะเป็นสมมติฐานท่ีวา่ “ผูป่้วยท่ี
มีอาการอยา่งไร ถึงจะมีความเส่ียงต่อการเกิดเป็นโรคเบาหวาน”  เม่ือมีการท าเหมืองขอ้มูลและได้
ผลลพัธ์ออกมาเป็นโมเดลท่ีเก่ียวขอ้งกบัสมมติฐานเหล่าน้ี จะสามารถแสดงผลออกมาไดใ้นรูปแบบ
ของโครงสร้างตน้ไมต้ดัสินใจ แต่เม่ือใดท่ีเราอยากรู้ผลลพัธ์เพียงบางส่วน เช่น อยากรู้เฉพาะ
ผลลพัธ์ท่ีเก่ียวขอ้งกบัน ้าตาลในเลือดและผูป่้วยท่ีเส่ียงต่อการเป็นโรคเบาหวาน ผลลพัธ์ของการท า
เหมืองขอ้มูลตามปกติแลว้ จะไม่เอ้ือต่อการตอบค าถามท่ีมีลกัษณะเจาะจงเช่นน้ี  
ผูว้จิยัไดเ้ห็นความส าคญัในจุดน้ี จึงพฒันาวธีิการจ าแนกขอ้มูลตามขอ้ก าหนดท่ีผูใ้ชร้ะบุ 
โดยงานวิจยัจะใชว้ธีิการเขียนโปรแกรมเชิงตรรกะ (Logic Programming) พฒันาฟังก์ชนัการท างาน
ของการท าเหมืองขอ้มูล เพื่อใหไ้ดแ้พทเทิร์นของขอ้มูลท่ีน ามาจากแหล่งขอ้มูลจริง และจะไดผ้ลใน
รูปแบบของกฎ if…then และเพิ่มการเขียนโปรแกรมเชิงตรรกะในรูปแบบท่ีสร้างเง่ือนไขใหก้บั
ขั้นตอนการแสดงผลลพัธ์ ซ่ึงจะช่วยในการคดัเลือกเฉพาะบางกฎท่ีผูใ้ชส้นใจ เพื่อเพิ่มประสิทธิภาพ
ในการคน้หาค าตอบ สามารถรายงานผลลพัธ์ท่ีตรงกบัความตอ้งการของผูใ้ช ้ และไดผ้ลลพัธ์ท่ี
กระชบั ไม่มีผลลพัธ์ท่ีเกินความจ าเป็นท่ีผูใ้ชไ้ม่ตอ้งการ อีกทั้งผูใ้ชย้งัสามารถเรียกดูเฉพาะบางกฎ
ดว้ยเง่ือนไขท่ีสามารถสนบัสนุนการแสดงผลไดห้ลากหลายและมีประสิทธิภาพ และเวลาในการ
คน้หากฎตามเง่ือนไขจะใชเ้วลานอ้ย เน่ืองจากกฎท่ีไดจ้ากโมเดลการจ าแนกขอ้มูลนั้นไดถู้กบนัทึก
ไวใ้นหน่วยความจ า ท าใหส้ามารถคน้หากฎดว้ยเง่ือนไขใดก็ได ้ โครงสร้างของแนวคิดน้ีแสดงได้
ดงัรูปท่ี 1.1 
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รูปท่ี 1.1 โครงสร้างการจ าแนกประเภทขอ้มูลและคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้
 
 จากรูปท่ี 1.1 เม่ือขอ้มูลท่ีอยูใ่นฐานขอ้มูลถูกน ามาจดัรูปแบบเพื่อจ าแนกขอ้มูลดว้ย
กระบวนการ Classification ผลท่ีไดจ้ากการจ าแนก คือ กฎ โดยผูใ้ชจ้ะติดต่อกบักระบวนการ Rule 
Selection เพื่อคดัเลือกกฎท่ีตอ้งการแสดงผล ทั้งการแสดงผลทั้งหมดหรือแสดงผลตามเง่ือนไขของ
ผูใ้ชเ้อง 
 
 
 
 
 
if…then rules  
according to 
user preferences 
if…then 
rules  
Data Selected for 
Classification 
Algorithm 
Classification Process  
 
       Rule Selection 
Preferences 
Database 
  
 
 
 
 
 
 
4 
1.2  วตัถุประสงค์ของการวจิัย 
จากแนวคิดในงานวจิยัการจ าแนกประเภทขอ้มูลดว้ยวธีิการเขียนโปรแกรมเชิงตรรกะและ
คดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้ผูว้จิยัไดต้ั้งวตัถุประสงคใ์นการวจิยัไว ้ดงัน้ี 
1.2.1 เพื่อศึกษาและพฒันาการเขียนโปรแกรมเชิงตรรกะ ส าหรับงานการท า
เหมืองขอ้มูลประเภทการจ าแนก ซ่ึงจะมีประสิทธิภาพและรวดเร็วต่อการพฒันาโปรแกรมตน้แบบ 
1.2.2 เพื่อจ าแนกหาลกัษณะขอ้มูลในแต่ละกลุ่มของขอ้มูลท่ียกตวัอยา่งมาจาก
ขอ้มูลดา้นการแพทย ์ ซ่ึงมีขอ้มูลท่ีส าคญัในการจ าแนก โดยจะรายงานผลต่อผูใ้ชใ้นรูปแบบของกฎ 
if…then 
1.2.3 เพื่อเพิ่มประสิทธิภาพและความยดืหยุน่ในการรายงานผลต่อผูใ้ชด้ว้ย
วธีิการเขียนโปรแกรมเชิงตรรกะและคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้(User Preferences) 
1.2.4 เพื่อหาขอ้เปรียบเทียบระหวา่งจ านวนของกฎท่ีแสดงผลออกมาดว้ยวธีิการ
คน้หาทั้งหมด และวธีิการใชเ้ง่ือนไขคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้
1.2.5 เพื่อหาขอ้เปรียบเทียบจ านวนของกฎท่ีแสดงผลออกมา พร้อมทั้งขอ้ดี 
ขอ้เสีย ดว้ยวธีิของการใชเ้ง่ือนไขคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้ เม่ือมีการคดัเลือกกฎภายใต้
การด าเนินการดว้ยโอเปอเรเตอร์ AND และ OR  
 
1.3  ขอบเขตการวจิัย 
 งานวิจยัน้ีเป็นการศึกษาการจ าแนกประเภทขอ้มูลดว้ยวิธีการเขียนโปรแกรมเชิงตรรกะ
และคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้โดยมีขอบเขตของการวจิยัในระบบท่ีพฒันาข้ึนดงัต่อไปน้ี 
  1.3.1 การจ าแนกขอ้มูลในแต่ละกลุ่มดว้ยวิธีการเขียนโปรแกรมเชิงตรรกะและ
คดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช้ สามารถใช้ไดก้บัฐานความรู้ทุกรูปแบบ ท่ีอยูใ่นรูปแบบพร้อม
ท าเหมืองขอ้มูล ดว้ยฟังกช์นัการท างานประเภทการจ าแนกขอ้มูลและขอ้มูลเป็นลกัษณะขอ้ความใน
ตรรกศาสตร์อนัดบัหน่ึง (First-order Logic) 
  1.3.2 ระบบท่ีพฒันาข้ึนน้ีสามารถใช้ได้ดีกับข้อมูลทางด้านการแพทย์หรือ
ขอ้มูลอ่ืน ๆ ท่ีมกัจะใชข้อ้มูลแค่บางส่วนมาใชป้ระโยชน์ ซ่ึงสามารถน ามาใชไ้ดอ้ยา่งแทจ้ริง และมี
ประสิทธิภาพ 
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  1.3.3 การจ าแนกให้ได้แพทเทิร์นท่ีเป็นไปได้ ด้วยโปรแกรมเชิงตรรกะใช้
ฟังกช์นัการท าเหมืองขอ้มูลประเภทการจ าแนกดว้ยโครงสร้างตน้ไมต้ดัสินใจ 
  1.3.4 สามารถระบุผลการรายงานของการจ าแนกไดว้า่ตอ้งการรายงานผลส่วน
ใดของขอ้มูลและคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ชท่ี้เขียนอยู่ในลกัษณะของขอ้ความในรูปแบบ
ตรรกศาสตร์อนัดบัหน่ึง 
  1.3.5 จ าแนกขอ้มูลท่ีไดอ้อกมาเป็นแพทเทิร์นในรูปแบบของกฎ if…then 
 
1.4  ประโยชน์ทีค่าดว่าจะได้รับ 
งานวิจยัน้ีเป็นการศึกษาการจ าแนกประเภทขอ้มูลดว้ยวิธีการเขียนโปรแกรมเชิงตรรกะ
และเพิ่มขีดความสามารถดา้นการคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้โดยคาดวา่จะไดรั้บประโยชน์ 
ดงัต่อไปน้ี  
1.4.1 ระบบท่ีพฒันาข้ึนเป็นการเขียนโปรแกรมเชิงตรรกะสามารถประมวลผล
ไดอ้ยา่งรวดเร็ว  
1.4.2 ระบบท่ีพฒันาข้ึนในส่วนของการรายงานผล ใชว้ธีิการเขียนโปรแกรมเชิง
ตรรกะและคดัเลือกกฎด้วยขอ้ก าหนดของผูใ้ช้ สามารถตอบค าถามท่ีตรงประเด็น และมีความ
ยดืหยุน่ส าหรับผูใ้ชใ้นการก าหนดเง่ือนไขคดัเลือกกฎ ซ่ึงผลท่ีปรากฏนั้นจะสามารถให้ค  าตอบเดียว
หรือหลายค าตอบได ้
 
 
  
 
 
 
 
 
 
 
 
บทที ่2 
ปริทัศน์วรรณกรรมและงานวจิยัที่เกีย่วข้อง 
 
2.1  การท าเหมอืงข้อมูล (Data Mining) 
การท าเหมืองขอ้มูลเป็นการคน้หาความสัมพนัธ์และรูปแบบท่ีมีอยูจ่ริงในฐานขอ้มูลและ
แฝงอยูภ่ายในกลุ่มขอ้มูล โดยความสัมพนัธ์เหล่าน้ีแสดงใหเ้ห็นถึงความรู้ต่าง ๆ ท่ีอาจน ามาใช้
ประโยชน์ได ้ เคร่ืองมือท่ีใชก้ารท าเหมืองขอ้มูลสามารถใชว้ธีิการทางสถิติ ขั้นตอนวธีิการทาง
คณิตศาสตร์ และการเรียนรู้ของเคร่ืองจกัรท่ีใชก้ารท างานแบบอตัโนมติัและก่ึงอตัโนมติั (Adriaans 
and Zantinge, 1999)  
พฒันาการของการวิเคราะห์ขอ้มูล เร่ิมตน้จากช่วงปี ค.ศ.1960  เร่ิมมีการท า 
Data  Collection  คือ  การรวบรวมเพื่อน าขอ้มูลมาจดัเก็บอยา่งเหมาะสมในอุปกรณ์ท่ีน่าเช่ือถือ 
และป้องกนัการสูญหายไดเ้ป็นอยา่งดี การเก็บรวบรวมขอ้มูลเป็นขั้นตอนหน่ึงของกระบวนการวจิยั 
เพื่อใหไ้ดม้าซ่ึงขอ้มูลท่ีตอบสนองตามวตัถุประสงคท่ี์วางไว ้ การเก็บขอ้มูลนั้น จะมีทั้งการเก็บ
ขอ้มูลข้ึนมาใหม่ และการรวมขอ้มูล (Data Compilation) ซ่ึงหมายถึง การน าเอาขอ้มูลต่าง ๆ ท่ีผูอ่ื้น
ไดเ้ก็บไวแ้ลว้ หรือรายงานไวใ้นเอกสารต่าง ๆ มาท าการศึกษาวเิคราะห์ต่อ (Vassiliadis, Quix, 
Vassiliou and Jarke, 2001) 
วธีิการเก็บรวบรวมขอ้มูล ประกอบดว้ย 
- การส ารวจ (Survey) 
- การสังเกตการณ์ (Observation) 
- การสัมภาษณ์ (Interview) 
- การรวบรวมขอ้มูลจากเอกสาร (Data  Collection) 
ช่วงปี ค.ศ.1980  ไดมี้การพฒันาเทคนิค Data  Analysis  คือ  การน าขอ้มูลท่ีจดัเก็บมา
วเิคราะห์หาความสัมพนัธ์ต่อกนัในขอ้มูล เพื่อประโยชน์ในการน าไปวเิคราะห์ขั้นสูงและการ
ตดัสินใจ  
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ช่วงปี ค.ศ.1990  เกิด Data Warehouse & Decision Support System  คือ  การรวบรวม
ขอ้มูลมาจดัเก็บลงในคลงัขอ้มูล โดยครอบคลุมขอ้มูลจากหน่วยงานทั้งหมดขององคก์ร เพื่อช่วย
สนบัสนุนการตดัสินใจ 
คลังข้อมูล (Data Warehouse)  เป็นฐานขอ้มูลขนาดใหญ่ขององค์กรหรือหน่วยงาน  
โดยจะนิยมใช้ในรูปแบบการเก็บข้อมูลให้เหมาะสมกับการเรียกใช้ เพื่อสะดวกต่อองค์กรท่ีใช ้
การจดัเก็บขอ้มูลในรูปแบบของคลงัขอ้มูล อีกทั้งเหมาะส าหรับงานวิเคราะห์ขอ้มูลและใชข้อ้มูลใน
การตดัสินใจท างานต่าง ๆ และยงัสามารถรวบรวมขอ้มูลในอดีตและปัจจุบนัเขา้กนัเป็นฐานขอ้มูล
เดียวได ้(ทวศีกัด์ิ นาคม่วง, 2547) 
ระบบสนับสนุนการตัดสินใจ  (Decision Support System)  เป็นระบบย่อยหน่ึงในระบบ
สารสนเทศเพื่อการจดัการ โดยท่ีจะช่วยในเร่ืองการตดัสินใจในเหตุการณ์ กิจกรรมทางธุรกิจ หรือ
การตดัสินใจเชิงกลยทุธ์ (ทวศีกัด์ิ นาคม่วง, 2547) 
ช่วงปี ค.ศ.2000  มีการท า Data Mining  คือ  การน าขอ้มูลจากฐานขอ้มูลมาวิเคราะห์และ
ประมวลผล โดยการสร้างแบบจ าลองหรือโมเดล และความสัมพนัธ์ทางสถิติหรือคณิตศาสตร์ 
การท าเหมืองขอ้มูลเป็นการสังเคราะห์รูปแบบขอ้มูลอยา่งละเอียดจากฐานขอ้มูลท่ีมีขนาด
ใหญ่ โดยใช้ขั้นตอนวิธีการเรียนรู้จากข้อมูลในอดีต ซ่ึงผลลพัธ์ท่ีได้จากการสังเคราะห์ จะเป็น
รูปแบบข้อมูลท่ีไม่เคยทราบมาก่อน (Unknown) มีความถูกตอ้ง (Valid) และเป็นความรู้ท่ีน าไป
ปฏิบติัได ้(Actionable) (Han, Kamber, and Pei, 2006 ; Zaïane, 1999)  ความหมายของลกัษณะ
ส าคญัของรูปแบบขอ้มูล อธิบายไดด้งัน้ี 
รูปแบบข้อมูลท่ีไม่เคยทราบมาก่อน (Unknown)  เป็นความรู้ท่ีผูใ้ช้งานไม่เคยรู้มาก่อน  
โดยจะไม่สามารถตั้งสมมติฐานล่วงหนา้ไดว้า่รูปแบบหรือกฎท่ีไดจ้ะเป็นรูปแบบใด 
รูปแบบท่ีมีความถูกตอ้ง (Valid)   เม่ือผูใ้ชเ้ร่ิมใชเ้ทคนิคของการท าเหมืองขอ้มูล จะคน้พบ
ส่ิงท่ีน่าสนใจตลอดเวลา  แต่จะตอ้งพิจารณาดว้ยวา่ส่ิงนั้นถูกตอ้งหรือไม่  เช่น   การท าเหมืองขอ้มูล
ประเภทท่ีใหผ้ลลพัธ์เป็นกฎ ความหมายของกฎจะตอ้งไม่ผดิจากขอ้เทจ็จริงท่ีปรากฏในฐานขอ้มูล 
รูปแบบท่ีน าไปปฏิบติัได ้(Actionable)  ขอ้มูลจะตอ้งถูกแปลงออกมาและสามารถน ามาใช้
ช่วยประกอบการตดัสินใจ เพื่อสร้างความไดเ้ปรียบในเชิงธุรกิจ   
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วตัถุประสงค์ของการท าเหมืองข้อมูล 
- เพื่ อค้นหาความ รู้ ใหม่ ในฐานข้อมู ล ท่ีม าจากแหล่ งข้อมู ล ท่ี น่ า เ ช่ื อ ถื อ 
(Knowledge Discovery in Databases) 
- เพื่อช่วยในการวิเคราะห์หาความรู้ท่ีซ่อนอยู่ภายในฐานข้อมูล (Knowledge 
Extraction) 
- เพื่อจดัการกบัขอ้มูลในอดีตท่ีมีความสัมพนัธ์กบัขอ้มูลปัจจุบนั ซ่ึงจะเอ้ือต่อการ
สร้างรูปแบบหรือกฎท่ีมีประโยชน์ต่อการท าเหมืองขอ้มูล (Data Archeology) 
- เพื่อส ารวจขอ้มูลเพื่อใช้ประโยชน์ในการก าหนดเป้าหมายการท าเหมืองขอ้มูล 
(Data Exploration) 
- เพื่อค้นหารูปแบบ (Patterns) ของข้อมูลท่ีซ่อนอยู่ในฐานข้อมูล ซ่ึงจะเป็น
ประโยชน์ต่อการท านายผลของฐานขอ้มูลนั้น ๆ วา่มีทิศทางไปทางไหน (Data 
Pattern Processing) 
- เพื่อใช้ขุดเจาะข้อมูลในเชิงลึก อาจจะแสดงผลออกมา เป็นค่าทางสถิติ (Data 
Dredging) 
ลกัษณะงานประเภทต่าง ๆ ของการท าเหมืองขอ้มูลนั้น จะใชส้ าหรับคน้หารูปแบบ หรือกฎ 
ของขอ้มูลท่ีซ่อนอยูภ่ายในฐานขอ้มูลขนาดใหญ่ซ่ึงมาจากขอ้มูลจริง โดยมีวิธีการในการท าเหมือง
ขอ้มูลในรูปแบบต่าง ๆ เช่น การสร้างกฎความสัมพนัธ์ (Association Rules), การจ าแนกประเภท
ขอ้มูล (Data Classification), การแบ่งกลุ่มขอ้มูล (Data Clustering), จินตทศัน์ (Visualization) (วิกิพี
เดีย สารานุกรมเสรี, 2554a) ซ่ึงสามารถแสดงผลแบบกราฟ, แผนภาพตน้ไม ้และอ่ืน ๆ อีกทั้งผูใ้ช้
สามารถดูขอ้มูลแบบเจาะลึกท่ีแสดงประกอบผลลพัธ์ได้ เช่น ตวัเลขของความถูกตอ้งและความ
แม่นย  าในการท านายผล อีกทั้งสามารถใชเ้คร่ืองมือประกอบอ่ืนในการสอบถามขอ้มูลได ้
การท าเหมืองขอ้มูลสามารถวเิคราะห์ขอ้มูลไดห้ลากหลายลกัษณะ โดยสามารถจ าแนกตาม
ฟังกช์นัการท างานไดด้งัต่อไปน้ี 
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(1) การวเิคราะห์คุณสมบติัและการแยกแยะขอ้มูล (Characterization and Discrimination) 
(2) การหาความสัมพนัธ์ของขอ้มูล (Association) 
(3) การจดัหมวดหมู่หรือการวเิคราะห์การถดถอย (Classification/ Regression) 
(4) การวเิคราะห์การรวมกลุ่ม หรือ การแบ่งแยกขอ้มูล (Cluster Analysis/ Segmentation) 
(5) การประเมินและการพยากรณ์ (Estimation and Prediction) 
(6) การบรรยายและการแสดงภาพของขอ้มูล (Description and Visualization) 
 
2.2  ขั้นตอนของการค้นหาความรู้จากฐานข้อมูล 
การคน้หาความรู้จากฐานขอ้มูล หรือ KDD คือ กระบวนการคน้หาลกัษณะแฝงของขอ้มูล 
ท่ีอยูใ่นกลุ่มขอ้มูลจ านวนมาก (Bodhisuwan, 2010)  เป็นกระบวนการท่ีส าคญัในการคน้หาลกัษณะ
ท่ีน่าสนใจของขอ้มูล เช่น รูปแบบ, กฎ, ความสัมพนัธ์, โครงสร้าง หรือ ลกัษณะท่ีผิดปกติของ
ขอ้มูล จากขอ้มูลจ านวนมากท่ีเก็บอยูใ่นฐานขอ้มูล  
 
 
 
 
 
 
 
 
 
รูปท่ี 2.1  กระบวนการของการคน้หาความรู้จากฐานขอ้มูล (Osmar, 2011) 
Data Cleaning 
     Data Warehouse 
Database 
Task-relevant Data 
Selection 
Data Integration 
Knowledge 
Data Mining 
Pattern Evaluation 
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 ขั้นตอนต่าง ๆ ของกระบวนการ KDD ท่ีแสดงดงัรูปท่ี 2.1 ประกอบดว้ย 
(1) ขั้นตอนการรวบรวมขอ้มูล (Data Integration) ขอ้มูลท่ีสามารถน ามาใช้ในการท า
เหมืองขอ้มูล ประกอบดว้ย 
-  ขอ้มูลจากฐานขอ้มูลเชิงสัมพนัธ์ (Relational Databases) 
-  ขอ้มูลจากคลงัขอ้มูล (Data Warehouses) 
-  ขอ้มูลจากฐานขอ้มูลรายการปรับปรุง (Transactional Databases) 
-  ขอ้มูลจากฐานขอ้มูลพิเศษหรือท่ีเก็บข่าวสารพิเศษ  ไดแ้ก่ 
-  ฐานขอ้มูลเชิงวตัถุ (Object-oriented Databases) 
-  ฐานขอ้มูลเก่ียวกบัเวลา (Temporal Databases) 
-  ฐานขอ้มูลขอ้ความ (Text Databases)  และ ฐานขอ้มูลมลัติมีเดีย (Databases) 
-  ฐานข้อมูลแบบเก่าในอดีต (Archival Databases) หรือข้อมูลท่ีมาจากต่าง   
   ฐานขอ้มูลกนั (Multi- Databases) 
-  ฐานขอ้มูลจากแหล่งเวบ็ไซต ์(Web Databases) 
(2)  ขั้นตอนการคดัเลือกขอ้มูล  (Data Selection)  คือ การคดัเลือกเฉพาะบางขอ้มูลท่ีจะ
น ามาใช้ท าเหมืองขอ้มูล เน่ืองจากขอ้มูลทั้งหมดในฐานขอ้มูลเป็นการรวบรวมขอ้มูลทั้งหมดของ
หน่วยงาน ท าให้ปรากฏขอ้มูลหลายส่วนท่ีไม่จ  าเป็นต่อการท าเหมืองข้อมูล เช่น รหัสพนักงาน  
ช่ือบิดา-มารดาของพนกังาน ขั้นตอนการคดัเลือกขอ้มูลประกอบดว้ยสองขั้นตอนยอ่ย คือ 
 (2.1)  การกรองขอ้มูลและประมวลผลก่อน  (Data Cleaning and Preprocessing)  คือ 
การคัดเลือกข้อมูลท่ีเก็บรวมรวมมาซ่ึงมีจ านวนมาก โดยจะเลือกข้อมูลท่ีตรงประเด็น และมี
ประโยชน์ในการท าเหมืองขอ้มูล เพราะบางขอ้มูลอาจจะไม่เป็นประโยชน์ เช่น ขอ้มูลการซ้ือขาย
สินคา้ อาจจะไม่ใชร้หสัของลูกคา้ เพราะลูกคา้แต่ละคน จะมีรหสัท่ีแตกต่างกนั ซ่ึงจะไม่มีผลต่อการ
ท าเหมืองขอ้มูล ในขั้นตอนน้ีเป็นขั้นตอนท่ีจะไดม้าซ่ึงคุณภาพของขอ้มูลท่ีจะน าไปวเิคราะห์ 
 (2.2)  การแปลงรูปแบบขอ้มูล  (Data Reduction And Transformation)  คือ การลดรูป
และจดัขอ้มูลให้อยูใ่นรูปแบบเดียวกนั ซ่ึงจะมีรูปแบบ (Format) ท่ีเป็นมาตรฐาน  และเหมาะสมท่ี
จะน าไปใชก้บัฟังกช์นั (Functions) ต่าง ๆ ในการท าเหมืองขอ้มูล 
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(3)  ขั้นตอนการท าเหมืองขอ้มูล (Data Mining) เป็นการเลือกฟังก์ชนัและอลักอริทึมใน
การท าเหมืองขอ้มูล การเลือกฟังก์ชนัของการท าเหมืองขอ้มูล เช่น  Summarization, Classification, 
Regression, Association  หรือ Clustering ซ่ึงแต่ละฐานขอ้มูลอาจจะใชไ้ดห้ลายฟังก์ชนั แลว้แต่
ความสะดวกและวตัถุประสงค์ของผูใ้ช้งาน การท าเหมืองข้อมูลสามารถวิเคราะห์ข้อมูลได้
หลากหลายลกัษณะ โดยสามารถจ าแนกตามฟังกช์นัการท างานไดด้งัต่อไปน้ี 
-  การวเิคราะห์คุณสมบติัและการแยกแยะขอ้มูล (Characterization and Discrimination) 
-  การหาความสัมพนัธ์ของขอ้มูล (Association) 
-  การจดัหมวดหมู่หรือการวิเคราะห์การถดถอย (Classification/ Regression) 
-  การวเิคราะห์การรวมกลุ่ม หรือ การแบ่งแยกขอ้มูล (Cluster Analysis/ Segmentation) 
-  การประเมินและการพยากรณ์ (Estimation and Prediction) 
-  การบรรยายและการแสดงภาพของขอ้มูล (Description and Visualization) 
การเลือกอลักอริทึมของการท าเหมืองขอ้มูล  เป็นการเลือกเทคนิคส าหรับการท าเหมือง
ข้อมูล เช่น เทคนิคการสร้างต้นไม้ตดัสินใจ เทคนิคโครงข่ายประสาทเทียม เพื่อท าการค้นหา
รูปแบบหรือกฎท่ีสนใจ 
(4)  ขั้นตอนการประเมินผลรูปแบบ (Pattern Evaluation) ในขั้นตอนน้ีจะเป็นการวิเคราะห์
ผลลพัธ์ท่ีไดแ้ละแปลความหมาย  ประเมินผลวา่ผลลพัธ์นั้นเหมาะสมหรือตรงวตัถุประสงคห์รือไม่ 
(5)  ขั้นตอนการประยกุตใ์ชอ้งคค์วามรู้ท่ีคน้พบ 
ชนิดขององค์ความรู้ทีค้่นพบ 
-   องค์ความรู้เก่ียวกบัคุณลกัษณะของขอ้มูล (Characterization)  เช่น  สามารถ
ทราบถึงคุณสมบติัของคนท่ีจบการศึกษาเกียรตินิยมอนัดบั 1 
- องคค์วามรู้เก่ียวกบัการจ าแนกขอ้มูล (Discrimination) เช่น การจ าแนกลกัษณะ
ของนกัศึกษาท่ีเกรดเฉล่ียสูงกวา่ 3.00 เปรียบเทียบกบันกัศึกษาท่ีเกรดเฉล่ียต ่า
กวา่ 2.00 
- องคค์วามรู้เก่ียวกบัความสัมพนัธ์ของขอ้มูล (Association)  เช่น ความสัมพนัธ์
ของการซ้ือสินคา้พบวา่  ถา้ลูกคา้ซ้ือ เบียร์ จะตอ้งซ้ือ น ้าแขง็ ดว้ย 
- องคค์วามรู้เก่ียวกบัการแยกประเภทขอ้มูลและการพยากรณ์ (Classification and 
Prediction) เช่น การท านายว่าผูป่้วยท่ีเป็นโรคเบาหวาน จะมีระดบัน ้ าตาล
มากกว่าคนปกติมากเท่าไหร่ ซ่ึงอ่านไดจ้ากรูปแบบหรือกฎท่ีไดม้าจากการท า
เหมืองขอ้มูลของฐานขอ้มูลประวติัผูท่ี้ป่วยเป็นโรคเบาหวาน 
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- องคค์วามรู้เก่ียวกบัการจดักลุ่มขอ้มูล (Clustering) เช่น การจดักลุ่มนกัเรียนท่ีมี
สถานภาพการเรียนปกติและสถานภาพตกออก ซ่ึงแต่ละกลุ่มจะมีลกัษณะท่ีเป็น
เอกลกัษณ์ และมีลกัษณะคลา้ยกนัภายในกลุ่ม 
- องคค์วามรู้เก่ียวกบัการวิเคราะห์ขอ้มูลท่ีแตกต่างจากขอ้มูลส่วนใหญ่ (Outlier 
Analysis) 
- องคค์วามรู้เก่ียวกบัขอ้มูลอ่ืน ๆ ในงานท่ีคน้พบ (Other Data Mining Tasks) 
 
2.3  เทคนิคทีใ่ช้เพือ่การท าเหมอืงข้อมูล (Data Mining Techniques) 
(1)  Neural Network  เป็นแนวคิดให้คอมพิวเตอร์ท างานเลียนแบบการท างานในสมอง
ของมนุษยแ์ละเปล่ียนตวัเองจากการประมวลผลตามล าดบั (Sequential Processing)  ให้เป็นการ
ประมวลผลแบบคู่ขนานได ้(Parallel Processing)  มีลกัษณะการท างานโดย Process จะรับ Input  
เขา้ไปค านวณ และสร้าง Output ออกมาในลกัษณะท่ีไม่ใช่การท างานแบบเชิงเส้นตรง (Yuan and 
Shaw, 1995)  เพราะ Input แต่ละตวัจะถูกให้ล าดบัความส าคญัของค่าไม่เท่ากนั  ค่าของ Output ท่ี
ไดจ้ากการเช่ือมโยงกนัน้ี  จะถูกน ามาเปรียบเทียบกบั Output  ท่ีไดต้ั้งเอาไว ้   ถา้ค่าท่ีออกมาเกิด
ความคลาดเคล่ือนจะน าไปสู่การปรับค่าหรือน ้าหนกัของค่าท่ีใส่ไวใ้หแ้ต่ละ Input 
(2)  Decision Tree  เป็นการน าขอ้มูลมาสร้างแบบจ าลองการพยากรณ์ในรูปแบบ
โครงสร้างตน้ไม ้ซ่ึงจะมีการท างานแบบ Supervised Learning (การเรียนรู้แบบมีผูส้อน)  สามารถ
สร้างแบบจ าลองการจดัหมวดหมู่ได้จากกลุ่มตวัอย่างข้อมูลท่ีก าหนดไวก่้อนล่วงหน้า เรียกว่า  
Training Set ไดอ้ตัโนมติั  และพยากรณ์กลุ่มของรายการท่ียงัไม่เคยน ามาจดัหมวดหมู่ไดโ้ครงสร้าง
ตน้ไมต้ดัสินใจ ประกอบดว้ย  Root Node, Child และ  Leaf Node (Mitchell, 1997) ดงัแสดงในรูป
ท่ี 2.2 
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รูปท่ี 2.2  โครงสร้างตน้ไมต้ดัสินใจ 
 
(3)  Memory Based Reasoning (MBR)  การน าประสบการณ์การเรียนรู้ของมนุษยโ์ดย
อาศยัการสังเกตท่ีเกิดข้ึนและสร้างรูปแบบของส่ิงนั้นข้ึนมา  สามารถใช ้ MBR เพื่อวเิคราะห์
ฐานขอ้มูลท่ีมีอยู ่  และก าหนดลกัษณะพิเศษของขอ้มูลท่ีอยูใ่นนั้น  ซ่ึงขอ้มูลจะตอ้งมีลกัษณะท่ี
สมบูรณ์เพื่อการท านายท่ีแม่นย  าและมีประสิทธิภาพ (Air Force Research Laboratory Information 
Directorate, 2004) 
(4)  Cluster Detection   จะแบ่งฐานขอ้มูลออกเป็นส่วน ๆ เรียกวา่ Segment (กลุ่มเรค 
คอร์ดท่ีมีลกัษณะคลา้ยกนั)  ส่วนเรคคอร์ดท่ีต่างกนัจะอยูน่อกเซกเมนต ์ ซ่ึงจะถูกใชเ้พื่อคน้หากลุ่ม
ยอ่ย (Sub Group) ท่ีเหมือน ๆ กนัในฐานขอ้มูล โดยจะเพิ่มความถูกตอ้งในการวเิคราะห์ และ
สามารถเขา้ถึงยงักลุ่มเป้าหมายไดอ้ยา่งถูกตอ้ง (Brezany and Fur, 2006) 
(5) Link Analysis  มุ่งเนน้ท างานบนเรคคอร์ดท่ีมีความสัมพนัธ์กนั  หรือเรียกวา่ 
Association (Air Force Research Laboratory Information Directorate, 2004) โดยเทคนิคน้ีจะเนน้
ไปท่ีรูปแบบการซ้ือสินคา้หรือเหตุการณ์ท่ีเกิดข้ึนเป็นล าดบั  มีอยู ่3 เทคนิค คือ 
-  Association Discovery  ใชว้เิคราะห์การซ้ือขายสินคา้ในรายการเดียวกนั ศึกษา
ความสัมพนัธ์ของการซ้ือสินคา้ ซ่ึงสินคา้เหล่านั้นอาจมีแนวโนม้ท่ีจะถูกซ้ือควบคู่กนัไป ซ่ึงการ
วเิคราะห์แบบน้ีเรียกวา่  Market Basket Analysis (Gutierrez, 2006) 
Root Node 
Child Node Child Node 
Decision Branches 
Leaf Node Leaf Node 
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- Sequential Pattern Discovery   ถูกใชร้ะบุความเก่ียวเน่ืองกนัของการซ้ือสินคา้ของ
ลูกคา้   
- Similar Time Sequence Discovery  คน้หาความเก่ียวเน่ืองกนัระหวา่งขอ้มูล 2  กลุ่ม  
ซ่ึงข้ึนต่อกนัทางดา้นเวลา  
 
(6) Genetic Algorithm คลา้ยกบัการสร้างพนัธุกรรมท่ีดีท่ีสุดบนขั้นตอนของววิฒันาการ
ทางชีวภาพ  แนวคิดหลกั คือ เม่ือเวลาผา่นไป  ววิฒันาการของเซลล์ส่ิงมีชีวติจะเลือกสายพนัธ์ุท่ีดี
ท่ีสุด  “Fittest Species”  (Goldberg, 1989)    
 
(7) Rule Induction    ดึงเอาชุดกฎเกณฑต่์าง ๆ   มาสร้างเป็นเง่ือนไขหรือกรณี โดยมี
วธีิการสร้างชุดของกฎท่ีเป็นอิสระ  ซ่ึงไม่จ  าเป็นตอ้งอยูใ่นรูปแบบของโครงสร้างตน้ไม ้ (Quinlan, 
1987) 
 
 (8)  K-nearest Neighbor ใชว้ธีิการจดัแบ่งคลาส (Class) โดยตดัสินใจวา่คลาสใดท่ีจะแทน
เง่ือนไขหรือกรณีใหม่ ๆ ไดบ้า้ง โดยการตรวจสอบจ านวนบางจ านวนของกรณีหรือเง่ือนไขท่ี
เหมือนกนัหรือใกลเ้คียงกนัมากท่ีสุด  ซ่ึงจะหาผลรวมของจ านวนเง่ือนไขหรือกรณีต่าง ๆ ส าหรับ
แต่ละคลาส  และก าหนดเง่ือนไขใหม่ใหค้ลาสท่ีเหมือนกนักบัคลาสท่ีใกลเ้คียงมากท่ีสุด (Coomans 
and Massart, 1982)    
 
(9) Logistic Regression ซ่ึงเป็นการวิเคราะห์ความถดถอยเชิงเส้น โดยใชใ้นการพยากรณ์ 
ผลลพัธ์ของ 2 ตวัแปร  เช่น   Yes/No  , 0/1   
สมการ Logistic Regression (Peduzzi, Concato, Kemper, Holford, and Feinstein, 1996) 
ค านวณจากอตัราส่วนความน่าจะเป็น 
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(10) Discriminant Analysis  วธีิการทางคณิตศาสตร์ใชใ้นการจ าแนกและวเิคราะห์   
วธีิน้ีไดรั้บการเผยแพร่คร้ังแรกในปี 1936  โดย R.A Fisher   เพื่อแยกตน้  Iris  ออกเป็น 3 สายพนัธ์ุ  
วธีิการน้ีท าใหค้น้พบตน้ไมป้ระเภทอ่ืน ๆ อีกมาก   ปัจจุบนัถูกน ามาใชใ้นงานดา้นต่าง ๆ เช่น ทาง
การแพทย ์ สังคมวทิยา  และชีววทิยา (สมประสงค ์เสนารัตน์, 2553)  
 
(11) Generalized Additive Models พฒันามาจาก Linear Regression  และ Logistic 
Regression  สามารถใชไ้ดก้บัปัญหาแบบ Regression และ Classification (Hastie and Tibshirani, 
1990) 
 
(12)  Multivariate Adaptive Regression Splits สามารถคน้หาและแสดงรายการตวัแปร
อิสระท่ีมีความส าคญัสูงสุดและก าหนดจุดแสดงความเป็นอิสระแต่ละตวัแปร (Hastie, Tibshirani,  
and Friedman, 2009) 
 
2.4 การจ าแนกประเภทข้อมูล (Classification)  
เป็นกระบวนการสร้างโมเดลจดัการขอ้มูลใหอ้ยูใ่นกลุ่มท่ีก าหนดมาให ้ ตวัอยา่งเช่น 
คดัเลือกและจดักลุ่มนกัเรียนท่ีมีผลการเรียน ดีมาก ดี ปานกลาง ไม่ดี  โดยพิจารณาจากประวติัและ
ผลการเรียน หรือแบ่งประเภทของลูกคา้วา่เช่ือถือไดห้รือไม่ โดยพิจารณาจากขอ้มูลประวติัของ
ลูกคา้ท่ีมีอยู ่ (วกิิพีเดีย สารานุกรม, 2554b) กระบวนการจ าแนกประเภทขอ้มูล แสดงไดด้งัรูปท่ี 2.3 
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รูปท่ี 2.3  กระบวนการจ าแนกประเภทขอ้มูล (Classification) 
 
 กระบวนการท างานของการจ าแนกประเภทขอ้มูล ประกอบด้วย 3 ขั้นตอนหลกั คือ  
การสร้างโมเดล (Model Construction), การประเมินโมเดล (Model Evaluation) และการใชโ้มเดล 
(Model Usage) 
ขั้นตอนที ่1  Model Construction ( Learning ) 
เป็นขั้นตอนการสร้างโมเดลโดยการเรียนรู้จากขอ้มูลท่ีได้ก าหนดคลาสไวเ้รียบร้อย
แลว้ ขอ้มูลน้ีเรียกวา่ ขอ้มูลฝึก (Training Data) ซ่ึงโมเดลท่ีไดอ้าจแสดงในรูปของตน้ไมต้ดัสินใจ 
นิวรอลเน็ต สมการคณิตศาสตร์ หรือรูปแบบอ่ืน ๆ 
ต้นไม้ตัดสินใจ (Decision Tree) 
มีลกัษณะคลา้ยโครงสร้างตน้ไม ้ (รูปท่ี 2.4) ซ่ึงประกอบดว้ย โหนดภายใน (Internal 
Node) ซ่ึงจะแสดงคุณลกัษณะของขอ้มูล โดยท่ีจุดเร่ิมตน้ของตน้ไม ้เรียกวา่ โหนดราก (Root Node) 
Classifier Model 
Model Usage 
Testing 
Data 
Unseen
Data 
Model Construction 
Classifier Model 
Model Evaluation 
Training Data 
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และก่ิงแสดงค่าของคุณลกัษณะของแต่ละโหนด และลีฟโหนดหรือโหนดใบแสดงกลุ่ม ซ่ึงเป็น
ผลลพัธ์ท่ีสามารถแยกแยะประเภทของขอ้มูลได ้
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี 2.4  โครงสร้างทัว่ไปของตน้ไมต้ดัสินใจ 
 
ส่วนประกอบของตน้ไมต้ดัสินใจ 
- โหนดภายใน (Internal Node)  คือ  คุณลกัษณะต่าง ๆ ของขอ้มูล ซ่ึงเม่ือ
ข้อมูลใด ๆ ตกลงมาท่ีโหนด จะใช้คุณลักษณะน้ีเป็นตวัตดัสินใจว่าการ
จ าแนกประเภทควรจะด าเนินการต่อไปในทิศทางใด โดยโหนดภายในท่ี
เป็นจุดเร่ิมตน้ของตน้ไม ้เรียกวา่ โหนดราก (Root Node) 
- ก่ิง (Branch)  คือ ค่าของคุณลกัษณะในโหนดภายในท่ีแตกก่ิงออกมา ซ่ึง
โหนดภายในจะแตกก่ิงเป็นจ านวนเท่ากับจ านวนค่าของคุณลักษณะใน
โหนดภายในนั้น 
- โหนดใบ (Leaf Node)  คือ กลุ่มต่าง ๆ ซ่ึงเป็นผลลพัธ์ในการจ าแนก
ประเภทขอ้มูล 
สมมุติวา่มีฐานขอ้มูลซ้ือขายรถ ดงัตารางท่ี 2.1 (นิตยา เกิดประสพ, 2552) โดยบนัทึก
ประวติัการซ้ือรถของลูกคา้ โดยแต่ละแอททริบิวตมี์ความสัมพนัธ์เช่ือมโยงกนั ซ่ึงสามารถเขียน
โครงสร้างตน้ไมต้ดัสินใจไดด้งัรูปท่ี 2.5 
Attribute 
Attribute Class 
Class Class 
  
 
 
 
 
 
 
18 
 
   ตารางท่ี 2.1 ขอ้มูลการซ้ือขายรถ 
customerId car age city buyNewCar 
c1 sedan 27 bangkok yes 
c2 pick-up 35 phuket yes 
c3 pick-up 40 bangkok yes 
c4 sedan 22 bangkok yes 
c5 pick-up 50 phuket no 
c6 sedan 25 phuket no 
 
 
 
 
 
 
รูปท่ี 2.5 ตน้ไมต้ดัสินใจจ าแนกประเภทลูกคา้ท่ีซ้ือ/ไม่ซ้ือรถใหม่ 
 
ซ่ึงสามารถเขียน Classification Rules จากโครงสร้างตน้ไมต้ดัสินใจ ไดเ้ป็นดงัน้ี 
IF (age < 30) AND (city = bangkok) THEN (buyNewCar = Yes) 
IF (age < 30) AND (city = phuket) THEN (buyNewCar = No) 
IF (age > = 30) AND (car = sedan) THEN (buynew Car = No) 
IF (age > = 30) AND (car = pick-up) THEN (buynew Car = Yes) 
  
 
  
 yes     no 
  
  yes       no 
   city 
   age 
   car 
<30 >=30 
bangkok phuket pick-up sedan 
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นิวรอลเน็ต (Neural Net) 
เป็นเทคโนโลยีมาจากงานวจิยัดา้นปัญญาประดิษฐ์ (Artificial Intelligence) เพื่อใชใ้น
การค านวณค่าฟังกช์นัจากกลุ่มขอ้มูล วธีิการ คือ ใหเ้คร่ืองเรียนรู้จากตวัอยา่งตน้แบบและฝึก (Train) 
ใหร้ะบบไดรู้้จกัท่ีจะคิดแกปั้ญหาท่ีกวา้งข้ึนได ้ ในโครงสร้างของนิวรอลเน็ตจะประกอบดว้ยโหนด 
(Node) ส าหรับ Input และ Output โดยการประมวลผล จะค านวณค่าน ้าหนกัท่ีเช่ือมระหวา่งโหนด
ท่ีกระจายอยูใ่นโครงสร้างเป็นชั้น ๆ ดงัตวัอยา่งในรูปท่ี 2.6 
 
 
รูปท่ี 2.6 โครงสร้างนิวรอลเน็ต (David and Alan, 2010) 
 
ขั้นตอนที ่2  Model Evaluation ( Testing for Accuracy ) 
เป็นขั้นตอนการประเมินความถูกตอ้งโดยอาศยัขอ้มูลท่ีใชท้ดสอบ (Test Data) ซ่ึง
คลาสท่ีแทจ้ริงของขอ้มูลท่ีใชท้ดสอบน้ีจะถูกน ามาเปรียบเทียบกบัคลาสท่ีหามาไดจ้ากรูปแบบหรือ
กฎ เพื่อทดสอบความถูกตอ้ง  
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ตวัอยา่งผลการทดสอบกบัโมเดล 3 รูปแบบ ไดแ้ก่ Decistion Tree, Neural Network 
และ Logistic Regression โดยใชข้อ้มูล Train Data ซ่ึงอยูใ่นตารางท่ี 2.2 มีขอ้มูลทั้งหมด 14  
เรคคอร์ด และขอ้มูล Test Data ในตารางท่ี 2.3 โดยมีขอ้มูลทั้งหมด 5 เรคคอร์ด ผลการทดสอบ
โมเดลทั้ง 3 รูปแบบแสดงไดด้งัตารางท่ี 2.4 - 2.6 โดยจากผลการทดสอบสรุปไดว้า่โมเดลทั้ง 3 
รูปแบบท่ีสร้างจากเทคนิคท่ีแตกต่างกนั มีความสามารถในการจ าแนกประเภทขอ้มูลเท่าเทียมกนั 
 
ตารางท่ี 2.2  Train Data ของขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์ (Quinlan, 1992) 
No. Attributes Class 
Outlook Temperature Humidity Windy 
1 Sunny Hot High False No 
2 Sunny Hot High True No 
3 Overcast Hot High False Play 
4 Rain Mild High False Play 
5 Rain Cool Normal False Play 
6 Rain Cool Normal True No 
7 Overcast Cool Normal True Play 
8 Sunny Mild High False No 
9 Sunny Cool Normal False Play 
10 Rain Mild Normal False Play 
11 sunny Mild Normal True Play 
12 Overcast Mild High True Play 
13 Overcast Hot Normal False Play 
14 rain Mild High True No 
 
 
 
 
  
 
 
 
 
 
 
21 
 
ตารางท่ี 2.3  Test Data ของขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์ (Quinlan, 1992) 
No. Attributes Class 
Outlook Temperature Humidity Windy 
1 Sunny Hot High False No 
2 Sunny Hot High True No 
3 Overcast Hot High False Play 
4 Rain Mild High False Play 
5 Rain Cool Normal False Play 
 
ตารางท่ี 2.4  ตารางแสดง Detailed Accuracy By Class ของโมเดล Decision Tree 
 TP Rate FP Rate Precision Recall F-Measure ROC Area Class 
1 0 1 1 1 1 Play 
1 0 1 1 1 1 No 
Weighted Avg. 1 0 1 1 1 1  
 
ตารางท่ี 2.5  ตารางแสดง Detailed Accuracy By Class ของโมเดล Neural Network 
 TP Rate FP Rate Precision Recall F-Measure ROC Area Class 
1 0 1 1 1 1 Play 
1 0 1 1 1 1 No 
Weighted Avg. 1 0 1 1 1 1  
 
ตารางท่ี 2.6  ตารางแสดง Detailed Accuracy By Class ของโมเดล Logistic Regression 
 TP Rate FP Rate Precision Recall F-Measure ROC Area Class 
1 0 1 1 1 1 Play 
1 0 1 1 1 1 No 
Weighted Avg. 1 0 1 1 1 1  
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ขั้นตอนที ่3  Model  Usage ( Classifying New Data ) 
เป็นการประยกุตใ์ชโ้มเดลเพื่อจ าแนกประเภทขอ้มูลท่ีไม่เคยเห็นมาก่อน (Unseen 
Data) และไม่ทราบประเภทของขอ้มูลใหม่น้ี โดยจะท าการก าหนดคลาสใหก้บั Objects ใหม่ท่ีไดม้า 
หรือ ท านายค่าออกมาตามท่ีตอ้งการ 
ตวัอยา่ง  การใชง้านโมเดล เร่ิมตน้จากขั้นตอนการสร้างโมเดล เพื่อจ าแนกคลาส 
Tenured ของขอ้มูลฝึกตามตารางท่ี 2.7 
 
ตารางท่ี 2.7  Train Data ของขอ้มูลการด ารงต าแหน่งของอาจารยม์หาวทิยาลยัแห่งหน่ึง 
 
NAME RANK YEARS TENURED 
Somchai Assistant Prof 3 no 
Somying Assistant Prof 7 yes 
Somsak Professor 2 yes 
Somjai Associate Prof 7 yes 
Somsri Assistant Prof 6 no 
Sompasong Associate Prof 3 no 
 
เม่ือขอ้มูลตามตารางท่ี 2.7 ถูกใชเ้ป็นขอ้มูลฝึกเพื่อสร้างโมเดลจ าแนกประเภทขอ้มูล โดย
จะตอ้งมีการประมาณค่าความแม่นย  า (Accuracy) ของแบบจ าลองท่ีไดเ้สียก่อนการน าไปใช ้ ขอ้มูล
ทดสอบ แสดงไดด้งัตารางท่ี 2.8 
 
ตารางท่ี 2.8  Test Data ของขอ้มูลการด ารงต าแหน่งของอาจารยม์หาวทิยาลยัแห่งหน่ึง 
 
NAME RANK YEARS TENURED 
Tom Assistant Prof 2 no 
Jimmy Assistant Prof 7 no 
Mike Professor 5 yes 
Anna Assistant Prof 7 yes 
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โมเดลของการจ าแนกขอ้มูลนั้น จะไดผ้ลลพัธ์ของกฎออกมา โดยมีกฎ 
IF rank = ‘professor’ OR (rank = ‘Assistant Prof’and years > 6) THEN tenured = ‘yes’ 
เป็นหน่ึงในผลลพัธ์ ซ่ึงสามารถท านายผลของขอ้มูล Unseen Data ได ้ดงัตารางท่ี 2.9 
Unseen Data  (Jeff, Professor, 4) 
 
ตารางท่ี 2.9  ขอ้มูลผลการท านายของขอ้มูล Unseen Data 
 
NAME RANK YEARS TENURED 
Holly Professor 4 yes 
 
2.5  อลักอริทมึ ID3 
ID3 ยอ่มาจาก Iterative Dichotomiser 3 เป็นอลักอริทึมท่ีสร้างข้ึนในปี 1986 โดย 
นกัคณิตศาสตร์และนกัคอมพิวเตอร์ ช่ือ Ross Quinlan เพื่อใชป้ระโยชน์ในการสร้างตน้ไม้
ประกอบการตดัสินใจ โดยอลักอริทึมน้ีจะใชก้ารจดัแบ่งประเภทขอ้มูล ซ่ึงสามารถท าไดห้ลายแบบ 
แต่ ID3 จะท าการคน้หาเพื่อเลือกรูปแบบการแบ่งประเภทท่ีดีท่ีสุดมาใช ้ (Bahety, 2006) 
วธีิการของอลักอริทึม ID3 จะใชก้ารเลือกคุณลกัษณะ เพื่อเป็นตวัจดัแบ่งประเภทขอ้มูล 
ซ่ึงจะเห็นไดว้า่สามารถสร้างเป็นโครงสร้างตน้ไมต้ดัสินใจไดม้ากกวา่หน่ึงแบบ หลกัการท างาน
ส าคญัของ ID3 เพื่อเลือกรูปแบบการสร้างตน้ไมท่ี้ดีท่ีสุดนั้น คือ การเลือกตวัจดัแบ่งขอ้มูลโดยใชค้่า
ทางสถิติท่ีเรียกวา่ “การเพิ่มคุณค่าขอ้มูล (Information Gain)” แลว้น ามาทดสอบ 
แต่ละโหนดของตน้ไมต้ดัสินใจ 
วธีิการวดัการเพิม่คุณค่าข้อมูล  คือ การวดัอตัราการลดลงของค่า Entropy หรือค่าความไม่
บริสุทธ์ิของขอ้มูลในโหนด เน่ืองจากความบริสุทธ์ิของขอ้มูล แปรผกผนักบัค่า Entropy ดงันั้นการ
ลดค่า Entropy โดยการหาตวัจดัแบ่งขอ้มูลท่ีดีกวา่ ยอ่มน าไปสู่การสร้างตน้ไมท่ี้ใหค้่าการเพิ่มของ
คุณค่าขอ้มูลท่ีสูงข้ึน 
การวดัค่า Entropy  คือ  การวดัความแตกต่างของกลุ่มของขอ้มูลท่ีใชก้นัอยา่งแพร่หลาย 
ในกรณีท่ีมีขอ้มูลหลายประเภท สามารถวดัค่า Entropy โดยพยายามหาค่าท่ีนอ้ยท่ีสุด คือ 
-  กลุ่มขอ้มูลท่ีเหมือนกนัหมด จะไดค้่า Entropy  เป็น 0 
- กลุ่มขอ้มูลท่ีแตกต่างกนั เท่ากนัเป็นสองกลุ่ม เช่น กลุ่มตวัเลขบวก และลบ มี
จ านวนขอ้มูลในสองกลุ่มเท่ากนั จะไดค้่า Entropy เป็น 1 
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กฎของ Entropy  คือ  ใหชุ้ดของขอ้มูล M ประกอบดว้ยค่าท่ีเป็นไปได ้คือ { m1, m2, …, 
mn } และใหค้วามน่าจะเป็นท่ีจะเกิดค่า mi  มีค่าเท่ากบั P(mi) จะไดว้า่ค่า Entropy ของ M ซ่ึงใชว้ดัคา่
สารสนเทศโดยเฉล่ียเพื่อระบุประเภทของขอ้มูล เขียนแทนดว้ย  I(M) ค านวณไดจ้ากสูตร (นิตยา 
เกิดประสพ, 2552) 
 
ค่า Gain ของคุณสมบติั X ท่ีใชแ้บ่งขอ้มูลท่ีโหนดหน่ึง สามารถค านวณไดจ้าก
การลบค่า Entropy ทั้งหมดท่ีโหนดน้ีกบัค่า Entropy ท่ีไดห้ลงัจากแบ่งดว้ยคุณสมบติั X ดงัน้ี 
 
ตวัอยา่งการหากฎจากอลักอริทึม ID 3 แสดงไดด้ว้ยตวัอยา่งขอ้มูลจากตารางท่ี 2.10 
ตารางท่ี 2.10  ขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์ (Quinlan, 1992) 
No. Attributes Class 
Outlook Temperature Humidity Windy 
1 Sunny Hot High False No 
2 Sunny Hot High True No 
3 Overcast Hot High False Play 
4 Rain Mild High False Play 
5 Rain Cool Normal False Play 
6 Rain Cool Normal True No 
7 Overcast Cool Normal True Play 
8 Sunny Mild High False No 
9 Sunny Cool Normal False Play 
10 Rain Mild Normal False Play 
11 sunny Mild Normal True Play 
12 Overcast Mild High True Play 
13 Overcast Hot Normal False Play 
14 rain Mild High True No 
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ค านวณหาค่า Gain จากข้อมูลตารางที ่2.10  มีขั้นตอนโดยทัว่ไป ดังนี้ 
- น าแอททริบิวตแ์ต่ละแอททริบิวตม์าค านวณค่า จากสูตร    
- จะไดค้่า Gain (X) ของแต่ละแอททริบิวต ์โดยเลือกแอททริบิวต ์ ท่ีมีค่า Gain สูงสุดมาเป็น
โหนดแม่ ส่วนชั้นถดัลงมาจะใช ้ Gain จากแอททริบิวตท่ี์เหลือ ซ่ึงก่อนเลือกแอททริบิวต ์
ท่ีจะใชว้ดัค่า Gain จะตอ้งท าการค านวณหาค่า Entropy ก่อน 
- หา Gain ของแอททริบิวตแ์ต่ละแอททริบิวตท่ี์เหลืออยู ่ ถา้ยงัมีขอ้มูลท่ีเป็นคนละคลาส
ปะปนกนัอยู ่ ใหท้  าการวนซ ้ าไปเร่ือย ๆ จนขอ้มูลหมด หรือแยกไดค้ลาสท่ีมีสมาชิกเป็นไป
ในรูปแบบเดียวกนั 
ค านวณค่า Gain ของแอททริบิวต์  outlook 
จากสูตรหาค่า Entropy 
 
ค านวณค่า Entropy ของขอ้มูลทั้งหมด คือ  
 
 
ค านวณค่า Entropy เม่ือจ าแนกขอ้มูลดว้ยแอททริบิวต ์outlook 
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ดงันั้นค่าท่ีไดจ้ากสูตร Gain (X) = I(T) – IX(T) 
  
จะได ้   =  0.94 – (0.35+0+0.35) 
   =  0.94 – 0.70 
   =  0.24 
ค านวณค่า Gain ของแอททริบิวต์  temperature 
จากสูตรหาค่า Entropy 
 
 
จะไดค้่า Entropy ของขอ้มูลทั้งหมด คือ  
 
 
ค านวณค่า Entropy เม่ือจ าแนกขอ้มูลดว้ยแอททริบิวต ์temperature 
 
 
 
 
 
 
 
 
 
ดงันั้นค่าท่ีไดจ้ากสูตร Gain (X) = I(T) – IX(T) 
  
จะได ้   =  0.94 – (0.29 + 0.39 + 0.23) 
=  0.94 – (0.91) 
   =  0.03 
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ค านวณค่า Gain ของแอททริบิวต์ humidity 
จากสูตรหาค่า Entropy 
 
 
 
จะไดค้่า Entropy ของขอ้มูลทั้งหมด คือ  
 
ค านวณค่า Entropy เม่ือจ าแนกขอ้มูลดว้ยแอททริบิวต ์humidity 
 
 
 
 
 
 
ดงันั้นค่าท่ีไดจ้ากสูตร Gain (X) = I(T) – IX(T) 
  
จะได ้   =  0.94 – (0.50 + 0.30) 
   =  0.94 – 0.80 
   =  0.14 
 
ค านวณค่า Gain ของแอททริบิวต์ windy 
จากสูตรหาค่า Entropy 
 
 
จะไดค้่า Entropy ของขอ้มูลทั้งหมด คือ  
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ค านวณค่า Entropy เม่ือจ าแนกขอ้มูลดว้ยแอททริบิวต์ windy 
 
 
 
 
 
ดงันั้นค่าท่ีไดจ้ากสูตร Gain (X) = I(T) – IX(T) 
  
จะได ้   =  0.94 – (0.47 + 0.43) 
   =  0.94 – 0.90 
   =  0.04 
สรุปค่า Gain แต่ละแอททริบิวต ์มีดงัน้ี 
Gain(outlook) = 0.24 
 Gain(temperature) = 0.03 
 Gain(humidity) = 0.14 
 Gain(windy) = 0.04  
 จะเห็นไดว้า่ gain(outlook) มีค่ามากท่ีสุด จึงเลือกเป็นโหนดแม่ (แสดงดงัรูปท่ี 2.7) และท า
การหาแอททริบิวตท่ี์ต่อจาก outlook – sunny และ outlook – rain ต่อไปอีกชั้นหน่ึง เน่ืองจากยงัมี
ขอ้มูลท่ีรวมกนัอยู ่ ส่วน outlook – overcast ไม่ตอ้งหาแอททริบิวตต่์อไป เน่ืองจากสามารถคดัแยก
ประเภทขอ้มูลไดส้ าเร็จแลว้ คือ มีค่าของ class – yes ทั้งหมด 
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รูปท่ี 2.7  โครงสร้างตน้ไมข้ั้นท่ี 1 
 
ค านวณค่า Gain กรณีแอททริบิวต์  outlook - sunny 
จากสูตรหาค่า Entropy 
 
 
จะไดค้่า Entropy ทั้งหมด คือ  
 
 
หาค่า Gain ของแอททริบิวต์ temperature เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - sunny 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
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ดงันั้นค่าท่ีไดจ้ากสูตร ))(()()( TXITIXGain   
Gain(outlook-sunny&temperature) = I(outlook-sunny)-Ioutlook-sunny&temperature(hot,mild,cool) 
จะได ้ =  0.97 – 0.4 
 =  0.57 
 
หาค่า Gain ของแอททริบิวต์ humidity เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - sunny 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
 
 
 
Gain(outlook-sunny&humidity) = I(outlook-sunny)-Ioutlook-sunny&humidity(hot,mild,cool) 
จะได ้  =  0.97 – 0 
  =  0.97 
 
หาค่า Gain ของแอททริบิวต์ windy เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - sunny 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
 
 
 
Gain(outlook-sunny&windy) = I(outlook-sunny)-Ioutlook-sunny&windy(hot,mild,cool) 
จะได ้  =  0.97 – 0.96 
  =  0.01 
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สรุปค่า Gain แต่ละแอททริบิวต ์ท่ีมีค่า outlook – sunny มีดงัน้ี 
 Gain(temperature) = 0.57 
 Gain(humidity) = 0.97 
 Gain(windy) = 0.01  
ค่า Gain ของแอททริบิวต ์humidity มีค่ามากท่ีสุด จึงเลือกเป็นโหนดท่ีต่อจากแอททริบิวต ์
outlook ท่ีมีค่าเท่ากบั sunny ดงัรูปท่ี 2.8 
 
 
 
 
 
 
 
 
รูปท่ี 2.8  โครงสร้างตน้ไมข้ั้นท่ี 2 
 
ค านวณค่า Gain กรณีแอททริบิวต์  outlook - rain 
จากสูตรหาค่า Entropy 
 
 
จะไดค้่า Entropy ทั้งหมด คือ  
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หาค่า Gain ของแอททริบิวต์ temperature เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - rain 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
 
 
 
 
Gain(outlook-rain&temperature) = I(outlook-rain)-Ioutlook-rain&temperature (hot,mild,cool) 
จะได ้ =  0.97 – 0.96 
 =  0.01 
 
หาค่า Gain ของแอททริบิวต์ humidity เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - rain 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
 
 
 
Gain(outlook-rain&humidity) = I(outlook-rain)-Ioutlook-rain&humidity (high,normal) 
จะได ้   =  0.97 – 0.96 
   =  0.01 
 
หาค่า Gain ของแอททริบิวต์ windy เพือ่ใช้แยกกลุ่มข้อมูลทีม่ีค่า outlook - rain 
จะไดค้่าของแอททริบิวตท่ี์เหลือ  คือ  
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Gain(outlook-rain&windy) = I(outlook-rain)-Ioutlook-rain&windy (high,normal) 
จะได ้  =  0.97 – 0 
  =  0.97 
 
สรุปค่า Gain แต่ละแอททริบิวต ์ท่ีมีค่า outlook – rain มีดงัน้ี 
 gain(temperature) = 0.01 
 gain(humidity) = 0.01 
 gain(windy) = 0.97  
ค่า Gain ของแอททริบิวต ์ windy มีค่ามากท่ีสุด จึงเลือกเป็นโหนดท่ีต่อจากแอททริบิวต ์
outlook ท่ีมีค่าเท่ากบั rain แสดงโครงสร้างตน้ไมไ้ดด้งัรูปท่ี 2.9 
 
 
 
 
 
 
 
 
 
รูปท่ี 2.9  โครงสร้างตน้ไมข้ั้นท่ี 3 
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 ดงันั้นแผนภาพตน้ไมท่ี้ไดจ้ากขอ้มูลน้ี คือ แผนภาพท่ีมีแอททริบิวต ์outlook เป็นโหนดราก
และแอททริบิวต ์humidity และ windy เป็นโหนดลูก ผลของการตดัสินใจ yes/no เป็นโหนดใบ (ดงั
รูปท่ี 2.10) 
 
 
 
 
 
 
รูปท่ี 2.10  โครงสร้างตน้ไมข้องขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์ 
 
โมเดลจากแผนภาพโครงสร้างตน้ไมส้ามารถเขียนเป็นกฎไดด้งัน้ี 
rule 1 if outlook = sunny and humidity = high then don’t play 
rule 2 if outlook = sunny and humidity = normal then play 
rule 2 if outlook = overcast then play 
rule 3 if outlook = rain and windy = false then play 
rule 4 if outlook = rain and windy = true then don’t play 
 
2.6  ภาษาเชิงตรรกะ 
การพฒันางานวิจัยน้ีใช้วิธีการเขียนโปรแกรมเชิงตรรกะ ภาษาท่ีนิยมใช้ในการเขียน
โปรแกรมเชิงตรรกะ คือ ภาษาโปรล็อก (Prolog) ยอ่มาจาก PROgrammation en LOGique (Logic 
Programming) สร้างข้ึนโดย Alain Colmerauer ราว ค.ศ. 1972 ภาษาโปรล็อกเกิดจากความพยายาม
ท่ีจะสร้างภาษาท่ีอาศยัวิธีการทางตรรกศาสตร์แทนท่ีจะก าหนดค าสั่งเป็นขั้นตอนอย่างละเอียด
ใหก้บัคอมพิวเตอร์ (Hodgson, 1999) 
ภาษาโปรล็อกถูกน าไปใช้ในการท าโปรแกรมส าหรับปัญญาประดิษฐ์ และในงาน
ภาษาศาสตร์เชิงค านวณ โดยเฉพาะการประมวลผลภาษาธรรมชาติ จุดเด่นของภาษาน้ี คือ ไวยากรณ์
Outlook 
Sunny 
 
Rain 
Overcast 
 yes 
no yes 
Humidity 
High                      Normal 
 
Windy 
yes no 
False                     True 
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และความหมายของภาษาชัดเจน สามารถเขียนโปรแกรมให้ท างานได้จริงภายในไม่ก่ีบรรทดั 
งานวิจยัจ านวนมากท่ีท าให้เกิดการพฒันาภาษาโปรล็อก ในปัจจุบนันั้นเป็นผลมาจากโครงการ
ระบบคอมพิวเตอร์ยคุท่ีห้าของรัฐบาลญ่ีปุ่นท่ีเลือกภาษาโปรล็อกเป็นภาษาแก่น (Kernel Language) 
ของระบบปฏิบติัการ (Visual Prolog, 2011) 
  
2.6.1  หลกัการพืน้ฐานของภาษาเชิงตรรกะ 
ภาษาโปรล็อกมีพื้นฐานมาจากแคลคูลสัภาคแสดง (Predicate Calculus) แนวคิดพื้นฐานท่ี
ส าคญั ไดแ้ก่  
การท าให้เท่ากัน (Unification) คือ การท า pattern matching เพื่อท าใหส้องเทอมมีค่าท่ี
ตรงกนัและการแทนค่าในตวัแปร ซ่ึงการก าหนดตวัแปรนั้นสามารถก าหนดเป็น ตวัอกัษร ตวัเลข 
และเส้นใตอ้กัษร โดยตวัแปรนั้นจะตอ้งข้ึนตน้ดว้ยตวัพิมพใ์หญ่ เช่น เม่ือมีค่าความจริงเป็น 
eat(fish). เม่ือสอบถามดว้ย ?-eat(X). โปรแกรมจะท า การแทนค่า fish ในตวัแปร X เพื่อใหต้รงกบั
ค่าความจริง ซ่ึงเป็นหลกัการ Unification ดงันั้นผลลพัธ์ท่ีได ้คือ X = fish. 
การเรียกซ ้าจากส่วนท้าย (Tail Recursion) ภาษาโปรล็อกมกัใชลิ้สต์เป็นส่วนส าคญัใน 
การด าเนินการ เม่ือค าสั่งใด ๆ ท่ีท างานร่วมกับลิสต์ มักจะนิยมใช้การด าเนินการแบบ Tail 
Recursion ตวัอยา่งเช่น 
last([E], E). 
last([_|T], E) :- last(T, E). 
เป็นค าสั่งท่ีหาค่าตวัสุดทา้ยภายในลิสต์ท่ีก าหนดให้ ซ่ึงการใช้ค  าสั่ง last(T,E) เป็นการ
ด าเนินการแบบ Tail Recursion ซ่ึงเป็นการส่งค่าท่ีเหลือกลบัไปด าเนินการใหม่ จนกวา่จะไดค้่าตวั
สุดทา้ยของลิสต ์
การย้อนรอย (Backtracking) ภาษาโปรล็อกมกันิยมใชก้ารยอ้นรอยเพื่อคน้หาค าตอบการ
คน้หาจะกระท าในแนวลึกก่อน (depth-first search) เม่ือยงัไม่พบค าตอบก็จะยอ้นกลบัไปคน้หา
ค าตอบจากจุดเร่ิมตน้ ตวัอยา่งเช่น 
animal(lion). 
animal(sparrow). 
has_feathers(sparrow). 
  bird(X) :- animal(X) , has_feathers(X). 
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เม่ือสอบถามวา่ bird(B) ค าตอบท่ีได ้คือ B = sparrow 
?- bird(B). 
B = sparrow 
 
วธีิการด าเนินการเร่ิมจาก bird(X) :- animal(X) , has_feathers(X) ซ่ึงจะแทนค่าท่ี animal(X) 
โดยท่ี X แทนค่าได ้lion แต่เม่ือคิด has_feathers(lion) จะไม่เป็นความจริง ดงันั้น X เป็น lion ไม่ได ้
โปรล็อกจะกลบัไปคิดบรรทดับนใหม่อีกคร้ังท่ี animal(X) และ X แทนค่าได ้ sparrow เม่ือแทนค่า
ใน has_feathers(sparrow) เป็นจริง ดงันั้น ค าตอบ B = sparrow การยอ้นกลบัไปคิดน้ีเรียกวา่  
การยอ้นรอย (Backtracking) 
 
2.6.2  แบบชนิดของข้อมูล 
อะตอม 
เป็นค่าคงท่ีซ่ึงเขียนแทนดว้ยขอ้ความ โดยอะตอมสามารถประกอบดว้ย ตวัอกัษร ตวัเลข 
เส้นใตอ้กัษร (Underscore) และจะตอ้งข้ึนตน้ดว้ย ตวัพิมพเ์ล็ก โดยปกติแลว้ถา้ตอ้งการอะตอมท่ีใช้
เคร่ืองหมายพิเศษ จะเขียนเคร่ืองหมาย ( ' ) ก ากบัไว ้เช่น '+' เป็น อะตอม แต่ + เป็นตวัด าเนินการ 
ตัวเลข 
ภาษาโปรล็อกส่วนใหญ่จะไม่แบ่งแยกระหวา่งเลขจ านวนเตม็ กบัเลขจ านวนจริง 
ตัวแปร 
ตวัแปรจะสามารถประกอบดว้ย ตวัอกัษร ตวัเลข และเส้นใตอ้กัษร โดยจะตอ้งข้ึนตน้ดว้ย
ตวัพิมพใ์หญ่ ตวัแปรในภาษาโปรล็อกไม่ใช่ท่ีเก็บขอ้มูล แต่จะมีลกัษณะคลา้ยรูปแบบ ซ่ึงก าหนดไว้
เพื่อการท าใหเ้ท่ากนั  
ตวัแปรนิรนาม (Anonymous Variable) จะเขียนโดยใช้ เคร่ืองหมายเส้นใตอ้กัษรเพียงตวั
เดียว (_) หมายความวา่ ไม่สนใจวา่ตวัแปรนั้นจะมีค่าเป็นอยา่งไร ซ่ึง Input เขา้มาเป็นแบบใดก็ได ้
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พจน์ 
พจน์ (Term) ใช้แทนขอ้มูลท่ีมีความซับซ้อน ประกอบดว้ย ส่วนหัว (Head) เป็นอะตอม 
เรียกว่า ฟังก์เตอร์ (Functor) และพารามิเตอร์ต่าง ๆ (ไม่ก าหนดประเภท) จ านวนพารามิเตอร์ 
จะเรียกวา่ Arity พจน์สามารถเขียนแทนโดยใชเ้พียง Head และ Arity โดยเขียนเป็น Functor/Arity 
ลสิต์ 
ลิสตไ์ม่ใช่ขอ้มูลแบบเด่ียว แต่เป็นโครงสร้างท่ีใชเ้ก็บกลุ่มของขอ้มูลมีการนิยามแบบเรียก
ซ ้ า  คือ 
 อะตอม [ ]  ใชแ้ทนลิสตว์า่ง 
 ถา้ T เป็นลิสต ์และ H เป็นส่วนยอ่ย จะใชพ้จน์ [H|T] 
ส่วนยอ่ยแรก เรียกวา่ส่วนหวั (H หรือ Head) จะตามดว้ยส่วนท่ีเหลือของลิสต ์ ท่ีเรียกวา่
ส่วนหาง (T หรือ Tail) เช่น ลิสต ์[a, b, c] สามารถเขียนในแบบนิยามเรียกซ ้ าเป็น [ a | [b, c] ] หรือ 
[ a, b| [c] ] หรือ [ a, b, c | [] ] การประมวลผลขอ้มูลในลิสต ์จะท าโดยประมวลผลขอ้มูลส่วนหวั
ก่อน แลว้ค่อยท าส่วนท่ีเหลือ โดยใชก้ารเรียกซ ้ า 
ลิสตส์ามารถเขียนไดห้ลายแบบ ตามความสะดวกของโปรแกรมเมอร์ 
 เขียนส่วนยอ่ยทุกตวั: [a, 1, X, f(x), sum(H,T)] 
 เขียนส่วนแรกตวัเดียว: [a | T] 
 เขียนส่วนแรกหลายตวั: [a, b, f(x) | T]  
สายอกัขระ 
สายอกัขระจะเขียนอยูใ่นเคร่ืองหมายอญัประกาศคู่ เช่น “Hello” , “Hello world”  
 
2.6.3  โครงสร้างของโปรแกรมและการด าเนินการ 
ข้อเทจ็จริง 
การเขียนโปรแกรมภาษาโปรล็อกจะแตกต่างจากการใชภ้าษาเชิงกระบวนค าสั่ง 
(Procedural Langugage) โดยเร่ิมจากการสร้างฐานขอ้มูลขอ้เท็จจริงและกฎ จากนั้นจึงใชก้าร
สอบถาม (Queries) เพื่อหาค าตอบ หน่วยพื้นฐานของภาษาโปรล็อกคือ เพรดิเคต (Predicate) ซ่ึงใช้
นิยามความจริง เพรดิเคตจะเขียนอยูใ่นรูปพจน์ ซ่ึงประกอบดว้ยส่วนหวั และอาร์กิวเมนต ์เช่น  
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eat(banana).    % eat  คือ เพรดิเคต ซ่ึงมีอาร์กิวเมนตห์น่ึงตวั คือ banana 
brother(june,jack).  % brother คือ เพรดิเคต ซ่ึงมีอาร์กิวเมนตส์องตวั  
คือ june และ jack 
มีเพรดิเคตหลายตวั ท่ีก าหนดไวใ้นตวัภาษา เพื่อท าให้โปรแกรมเมอร์สามารถเรียกใชไ้ด้
สะดวก เช่น เพรดิเคต “writeln”  
 writeln(‘Hello’). %จะแสดงผลออกหนา้จอเวน้บรรทดั 1 บรรทดั 
กฎ 
listens2music(yolanda) :- happy(yolanda). 
เคร่ืองหมาย " :- "  แปลวา่ " ถ้า " กฎน้ีหมายความวา่ listens2music(yolanda) เป็นจริง  
ถา้ happy(yolanda) เป็นจริง 
การประเมินค่า 
 เม่ือส่วนแปลค าสั่งของภาษาโปรล็อกไดรั้บการสอบถาม จะคน้หาขอ้เทจ็จริงท่ีเขา้กนัไดก้บั
การสอบถามนั้น ถา้ไม่มีขอ้เทจ็จริงอยู ่ จะตรวจสอบกฎท่ีท าใหไ้ดข้อ้เท็จจริงไปจนจบโปรแกรม 
เช่น 
happy(yolanda). 
listens2music(mia). 
listens2music(yolanda):- happy(yolanda). 
playsAirGuitar(mia):- listens2music(mia). 
playsAirGuitar(yolanda):- listens2music(yolanda). 
เม่ือสอบถามตามค าถามข้างล่าง จะได้ค  าตอบว่า yes. เน่ืองจากมีข้อเท็จจริงอยู่ใน
ฐานความรู้ (Knowledge Base) 
?- playsAirGuitar(mia). 
yes. 
นิเสธ 
การสอบถามจะเป็นเท็จ เม่ือไม่สามารถหาขอ้เทจ็จริงหรือกฎท่ีสนบัสนุนการสอบถามนั้น
ได ้ คือ ถา้ทุกส่ิงท่ีควรรู้เก็บไวใ้นฐานขอ้มูลแลว้ ดงันั้นจึงไม่มีส่ิงใดท่ีอยูภ่ายนอกขอบเขตน้ีรวมถึง
ส่ิงท่ีไม่รู้ หรืออีกนยัหน่ึง ขอ้เทจ็จริงท่ียงัไม่รู้วา่เป็นจริง (หรือเทจ็) จะสมมุติวา่เป็นเท็จ เพื่อคน้หา
ความจริงในฐานความรู้เพื่อใหไ้ดค้  าตอบท่ีเป็นจริง 
enjoys(vincent,X):- burger(X), NOT bigKahunaBurger(X). 
enjoys(vincent,X):- burger(X), \+ bigKahunaBurger(X). 
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NOT และ \+ มีความหมายเป็นเทจ็ ถา้อยูห่นา้เพรดิเคตใด เพรดิเคตนั้นจะเป็นเท็จ (fail) 
ทนัที 
 การด าเนินการ Cut 
การด าเนินการ Cut ท่ีใชเ้คร่ืองหมาย " ! " หมายถึง เพรดิเคตท่ีมี 0 อาร์กิวเมนต ์(!/0) โดย
เป็นค าสั่งท่ีบอกใหต้วัแปลค าสั่งหยดุกระบวนการยอ้นรอยเพื่อหาตวัเลือกอ่ืนหลงัเคร่ืองหมาย ! เช่น 
max(X,Y,Y):- X =< Y, !. 
max(X,Y,X):- X>Y. 
เป็นการหาค่าสูงสุดภายในเพรดิเคต max ซ่ึงมี 3 อาร์กิวเมนต ์โดยจะรับค่ามาเปรียบเทียบ 2 
ตวั ถา้เขา้กฎท่ี 1 จะเช็ควา่ X=<Y ใช่หรือไม่ ถา้เป็นจริง จะด าเนินการต่อไปท่ีเคร่ืองหมาย " ! " ซ่ึง
จะตดัการคน้หากฎต่อไป คือ เพรดิเคต max ท่ีประกาศไวใ้นบรรทดัต่อมา ท าใหไ้ม่ตอ้งเสียเวลาใน
การคน้หาค าตอบ ซ่ึงจะเกินความจ าเป็น เน่ืองจากถา้เขา้กฎท่ี 1 แลว้ กฎท่ี 2 จะไม่เป็นจริง เน่ืองจาก 
X นอ้ยกวา่ Y แลว้ (เง่ือนไขของกฎท่ี 1) จะเป็นไปไม่ไดว้า่  X มากกวา่ Y (เง่ือนไขของกฎท่ี 2)  
 
2.7  หลกัการของ User Preference 
 งานวจิยัน้ีไดเ้นน้การสร้างเง่ือนไขเพื่อรองรับการแสดงผลของกฎเฉพาะท่ีตรงตามเง่ือนไข
หรือขอ้ก าหนดของผูใ้ช ้ โดยผูใ้ชส้ามารถระบุให้ท าการแสดงหรือไม่แสดงบางกฎ การระบุเง่ือนไข
น้ีจะใชเ้พรดิเคตท่ีสร้างข้ึนดว้ยภาษาโปรล็อก คือ เพรดิเคต findRule([X]) เพื่อการแสดงกฎท่ีมี
ขอ้ความ X หรือ findRule([\+X]) เพื่อการแสดงกฎท่ีไม่มี X หรือ 
findRuleOr([[X1,X2],[\+X3,\+X4]]) เพื่อการระบุหลายเง่ือนไขประกอบกนั เป็นตน้ ซ่ึงรายละเอียด
การใชเ้พรดิเคตเหล่าน้ีจะกล่าวถึงในบทท่ี 3 โดยท่ีการสร้างเพรดิเคตโดยก าหนดเง่ือนไขน้ี ได้
แนวคิดมาจากฟังกช์นัการท างานของภาษา SQL คือ การสอบถามดว้ยค าสั่งของภาษา SQL ท่ี
เรียกวา่ การเควยีรี (query) เพื่อใหไ้ดข้อ้มูลท่ีเป็นตาราง แพทเทิร์นหรือกฎของฐานขอ้มูล ค าสั่งการ
สอบถามท่ีน ามาใชเ้ป็นแนวคิดในงานวจิยัน้ี คือ ค าสั่ง WHERE ซ่ึงในระบบฐานขอ้มูลหมายความ
วา่ การระบุเง่ือนไขหลงัค าสั่ง WHERE ในการเลือกให้แสดงขอ้มูล แพทเทิร์น หรือกฎ ท่ีตรงกบั
เง่ือนไขท่ีก าหนด 
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 จากงานวจิยัท่ีเก่ียวขอ้ง ไดพ้ดูถึง Intelligent Data Mining คือ การท าเหมืองขอ้มูลเพื่อสร้าง
กฎส าหรับ Trigger ไวใ้นฐานขอ้มูลทางการแพทย ์ เพื่อสะดวกต่อการคน้หา บ่งบอกถึงปัจจยัต่าง ๆ 
เพื่อวนิิจฉยัโรคเบ้ืองตน้ โดยส่วนใหญ่จะแสดงผลออกมาเป็นกฎ if…then (Stühlinger, Hogl, 
Stoyan, and Müller, 2000) ซ่ึงงานวจิยัน้ีไดน้ าแนวคิดน้ีมาสร้างโมเดลการใชข้อ้ก าหนดของ User 
ส าหรับเควยีรีกฎในเหมืองขอ้มูล ดงัรูปท่ี 2.11 
 
 
 
 
 
รูปท่ี 2.11  โมเดลการเควยีรีกฎ 
 
การพฒันางานวจิยัน้ีใชซ้อฟตแ์วร์ ECLiPSe ซ่ึงเป็นซอฟตแ์วร์แบบ Open-Source  
ดาวน์โหลดไดจ้าก http://www.eclipseclp.org ซอฟตแ์วร์น้ีสนบัสนุนการเขียนโปรแกรมเชิงตรรกะ 
(Logic Programming) และการเขียนโปรแกรมแบบมีเง่ือนไขบงัคบั (Constraint Programming) ซ่ึง
จดัท าข้ึนเพื่อตอบสนองความตอ้งการของผูใ้ชใ้นดา้นการจดัสรรทรัพยากร การจดัสรรเวลาท่ี
รวดเร็ว มกัจะใชเ้ทคนิคเง่ือนไขบงัคบัเชิงคณิตศาสตร์ และการคน้หาท่ีรวดเร็ว โดยโปรแกรม 
ECLiPSe มี Libraries ท่ีสามารถเรียกใชโ้มดูลหรือฟังกช์นัการท างานท่ีเป็นรูปแบบเฉพาะได ้ โดย
ผูใ้ชไ้ม่ตอ้งเขียนฟังกช์นัข้ึนมาใหม่ ท าใหส้ะดวกและรวดเร็วต่อการท างาน (Wikipedia The Free 
Encyclopedia, 2011a) 
 
  2.8   งานวจิัยทีเ่กีย่วข้อง  
  ในการวจิยัเร่ืองการจ าแนกประเภทขอ้มูลดว้ยวธีิการเขียนโปรแกรมเชิงตรรกะดว้ยเง่ือนไข
บงัคบัใหต้รงตามขอ้ก าหนดท่ีผูใ้ชร้ะบุ ผูว้จิยัไดท้  าการศึกษาคน้ควา้งานวจิยัในอดีตท่ีมีความ
เก่ียวขอ้งกบัการออกแบบแนวคิดการจ าแนกประเภทขอ้มูลดว้ยวธีิการเขียนโปรแกรมเชิงตรรกะ
ดว้ยเง่ือนไขบงัคบั ดงัสรุปในตารางท่ี 2.11 และมีรายละเอียดดงัน้ี 
Question 
? 
Query 
where age = 30-39 
 
find rules 
 according to relapse 
 
Result 
IF age = 30-39 THEN  
relapse   = recurrence_events 
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Han, Fu, Wang, Koperski และ Zaiane (1996) ไดน้ าเสนอเก่ียวกบั การใชเ้คร่ืองมือการท า
เหมืองขอ้มูลเพื่อประโยชน์ส าหรับฐานขอ้มูลเชิงสัมพนัธ์ (Relational Database) เพื่อประโยชน์ใน
การใช ้Data Mining Query Language (DMQL) ซ่ึงเป็นวิธีการเควยีรีกฎจากการท าเหมืองขอ้มูลใน
ลกัษณะต่าง ๆ เช่น Data Generalization, Data Classification, Mining Association Rules เพื่อ
ตอบสนองการร้องขอรูปแบบของกฎท่ีไดจ้ากการท าเหมืองขอ้มูลซ่ึงมีความสัมพนัธ์กบัฐานขอ้มูล 
เช่น กฎจากการจ าแนกขอ้มูล (Classification) ของฐานขอ้มูลประวติันกัเรียนคณะ Computing 
Science ในประเทศแคนาดา ซ่ึงจะดูวา่กฎหรือแพทเทิร์นท่ีมี GPA นกัเรียนเป็นปัจจยัส าคญัมีกฎ
ใดบา้ง 
Stühlinger, Hogl, Stoyan และ Müller (2000) ไดน้ าเสนอเก่ียวกบั การท าเหมืองขอ้มูลจาก
การรวบรวมขอ้มูลทางดา้นการแพทย ์ เพื่อประโยชน์ในดา้นธุรกิจ คือ ใหมี้ความรวดเร็วในการ
คน้หาประวติัคนไข ้ เพราะการท าเหมืองขอ้มูล มีการจ าแนกประเภทขอ้มูล (Data Classification) ท่ี
มีลกัษณะเหมือนกนัอยูใ่นพวกเดียวกนั ส่วนดา้นการแพทย ์ คือ มีความถูกตอ้งในการวนิิจฉยัโรค
เบ้ืองตน้จากประวติัคนไขท่ี้มีลกัษณะอาการท่ีเป็นเฉพาะหรือช่วงอายท่ีุจะก่อให้เกิดโรคนั้น ซ่ึงจะ
ท าออกมาในรูปแบบของกฎ If…Then ซ่ึงกฎเหล่าน้ีจะน าไปใชใ้นการคน้หาขอ้มูลในฐานขอ้มูล
ต่อไป 
Elfeky, Saad และ Fouad (2001)  ไดน้ าเสนอเก่ียวกบั การประยกุตใ์ช ้Data Mining Query 
Language (DMQL) ซ่ึงเป็นการเควยีรีกฎท่ีไดจ้ากการท าเหมืองขอ้มูล เพื่อคน้หากฎหรือแพทเทิร์นท่ี
มีความสัมพนัธ์กบัฐานขอ้มูลประเภทวตัถุ โดยเป็นฐานขอ้มูลท่ีผูใ้ชไ้ม่ตอ้งสนใจวา่ในฐานขอ้มูลจะ
มีฟิลดห์รือเรคคอร์ดเป็นอยา่งไร แต่จะสนใจกบั Objects ซ่ึงเป็นขอ้มูลจริงท่ีถูกสร้างข้ึน โดยมี 
Class เป็นตวัก าหนดรายละเอียดต่าง ๆ ของขอ้มูล เช่น การคน้หากฎโดยแสดง ID ของนกัเรียนท่ีจบ
การศึกษาแลว้ ซ่ึงจะใช ้ s.into.id และ s.status = "Graduate" ประกาศตวัแปรส าหรับเง่ือนไขท่ี
ตอ้งการคน้หา ซ่ึงเป็นวธีิการประกาศตวัแปรในรูปแบบของ Object-Oriented Language 
Ogata (2001) ไดน้ าเสนอเก่ียวกบั การคน้หาขอ้มูลของสาเหตุการเกิดแผน่ดิวไหว โดยใช้
หลกัการการจ าแนกประเภทขอ้มูล (Data Classification)  ผสมกบั Constraints ซ่ึงขอ้มูลการเกิด
แผน่ดินไหวจะไดม้าจากการรวบรวมผลการประมวลผลภาษาธรรมชาติ (Natural Language),  
การเรียนรู้จากเหตุการณ์หรือส่ิงท่ีสนใจ โดยทราบขอ้มูลเพียงบางส่วน (Inductive Learning) และ 
การสกดัขอ้มูล (Information Extraction) ซ่ึงการท างานของงานวจิยัน้ี คือ จะน าขอ้มูลท่ีบนัทึกไว้
เก่ียวกบัเหตุการณ์แผน่ดินไหวในรูปแบบของ Texts และมองวา่ขอ้มูลท่ีสนใจขณะนั้น ไดถู้กน ามา
จ าแนกประเภทขอ้มูล (Data Classification) แลว้ และมาสกดัขอ้ความดว้ยเทคโนโลย ีOntology ซ่ึง
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นิยมใชใ้นมาตรฐานของการออกแบบจ าลองโครงสร้างของ eXtensible Markup Language (XML) 
ซ่ึงงานวจิยัน้ีจะเก็บขอ้มูลไวใ้นรูปแบบของ XML และน าตวัแปรท่ีอยูใ่นแทก็ของ XML มาเป็น
เพรดิเคต และขอ้ความท่ีอยูใ่นแทก็นั้นจะเป็นค่าของอาร์กิวเมนตแ์ต่ละเพรดิเคต และน าไปเขียนดว้ย
ภาษาโปรแกรมเชิงตรรกะ (Logic Programming) และน า Constraints มาใชร่้วมกนัเพื่อก าหนดหา
สาเหตุท่ีส าคญั ๆ ของเหตุการณ์แผน่ดินไหว โดยการหาค่า Support  และ Confidence มาสนบัสนุน
แต่ละเหตุการณ์ 
Malerba, Appice และ Ceci (2004)  ไดน้ าเสนอเก่ียวกบั การประยกุตใ์ช ้ Data Mining 
Query Language (DMQL) ส าหรับ Spatial Data Mining ซ่ึงเป็นการท าเหมืองขอ้มูลรูปแบบหน่ึง  
ท่ีนิยมใชใ้นงานดา้นระบบสารสนเทศภูมิศาสตร์ (Geographic Information Systems) การก าหนด
เง่ือนไขต่าง ๆ ของการเควยีรีในงานวจิยัน้ี คือ 
<Query_Statement> ::=  SELECT <Object> {, <Object>} 
FROM <Class> {, <Class>} 
[WHERE <Conditions>] 
โดย <Object>  คือ  ส่ิงท่ีตอ้งการใหแ้สดงผล 
 <Class>  คือ  Class ของ Object 
 <Conditions>  คือ  เง่ือนไขท่ีเก่ียวขอ้งกบัการเควยีรี Object นั้น  
 
ตารางท่ี 2.11 สรุปเปรียบเทียบงานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกขอ้มูลในรูปแบบต่าง ๆ เพื่อสร้าง 
กฎและเควยีรีกฎท่ีตรงกบัเง่ือนไขท่ีก าหนดไว ้
 บทความวจิยัท่ีเก่ียวขอ้งประกอบดว้ย 1 = Han, Fu, Wang, Koperski และ Zaiane (1996),  
2 = Stühlinger, Hogl, Stoyan และ Müller (2000), 3 = Elfeky, Saad และ Fouad (2001), 4 = Ogata 
(2001), 5 = Malerba, Appice และ Ceci (2004), * = การจ าแนกขอ้มูลเพื่อการแสดงผลตาม
ขอ้ก าหนดของผูใ้ช ้(งานวจิยัของวทิยานิพนธ์ฉบบัน้ี) 
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กระบวนการท างาน 
งานวจัิยทีเ่กี่ยวข้อง 
1 2 3 4 5 * 
ฐานความรู้ของระบบ       
  ประเภทของฐานความรู้       
      ฐานความรู้ท่ีไดจ้าก Relational Database       
      ฐานความรู้ท่ีไดจ้าก Knowledge Base       
      ฐานความรู้ท่ีไดจ้าก Object-Oriented Database       
  การพัฒนา       
    พฒันาโดยใชรู้ปแบบของภาษาโปรล็อก       
    พฒันาโดยใชรู้ปแบบของภาษา XML       
    พฒันาโดยการท าเหมืองขอ้มูล (Data Mining)       
    พฒันาโดยการจ าแนกขอ้มูล (Classification)       
ระบบแสดงผล       
  รูปแบบของกฎ (Rules)       
    if..then rules       
    ตีความหมายจากกฎ เป็นขอ้มูล       
    ไม่แสดงกฎ       
  เทคนิคการเควียรีกฎ       
    เขียนเพรดิเคตดว้ยภาษาโปรล็อก       
    SQL Query       
    ไม่มีเทคนิคการเควยีรีกฎ       
  เทคนิคการสร้างเง่ือนไข       
    พฒันาการสร้างเง่ือนไขดว้ยภาษาโปรล็อกในโปรแกรม       
    พฒันาการสร้างเง่ือนไขดว้ยเทคนิค DMQL ในฐานขอ้มูล       
    พฒันาการสร้างเง่ือนไขดว้ยเทคนิค ODMQL ในฐานขอ้มูล       
  การประยกุต์ใช้ระบบ       
    วจิยัเพื่อทดสอบความถูกตอ้ง       
    วจิยัเพื่อประยกุตใ์ชก้บัขอ้มูลจริง       
 
  
 
 
 
 
 
 
 
 
บทที ่3 
วธีิด ำเนินกำรวจิยั 
 
 งานวจิยัการสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ มีจุดมุ่งหมายเพื่อ
พฒันาการคน้หาและแสดงผลของกฎท่ีไดจ้ากการจ าแนกขอ้มูลตามเง่ือนไขท่ีก าหนด โดยใชเ้ทคนิค
การจ าแนกขอ้มูลดว้ยอลักอริทึม ID3 และพฒันาโปรแกรมตามอลักอริทึม ID3 ดว้ยภาษาโปรล็อก 
รวมถึงใชภ้าษาโปรล็อกในการพฒันาค าสั่งการคน้หากฎเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้
รายละเอียดเน้ือหาในบทน้ีประกอบดว้ย ขั้นตอนการวิจยั ในหวัขอ้ 3.1 โปรแกรมการสังเคราะห์
โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ อธิบายในหวัขอ้ 3.2 และการท างานของโปรแกรม
การสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้แสดงไวใ้นหวัขอ้ 3.3 
 
3.1  ขั้นตอนกำรวจิัย  
แนวทางการวิจยัของงานวิจยัน้ีประกอบดว้ยการออกแบบและพฒันาขั้นตอนวิธีการเขียน
โปรแกรมเชิงตรรกะและคดัเลือกกฎดว้ยขอ้ก าหนดของผูใ้ช ้โดยมีรายละเอียดขั้นตอนวธีิดงัต่อไปน้ี 
1. ศึกษาและรวบรวมงานวิจยัท่ีเก่ียวขอ้ง 
2. ศึกษาทฤษฎีและขั้นตอนการท างานของอลักอริทึม ID3  
3. ศึกษาขั้นตอนวธีิและกระบวนการเขียนโปรแกรมดว้ยภาษาโปรล็อก 
4. ออกแบบโครงสร้างขอ้มูลทดสอบท่ีเหมาะสมกบัรูปแบบของการท างานของ
อลักอริทึม ID3 ดว้ยภาษาโปรล็อก 
5. ออกแบบอลักอริทึมส าหรับการจ าแนกขอ้มูลตามขั้นตอนวธีิ ID3 ดว้ยภาษาโปรล็อก 
6. ออกแบบอลักอริทึมส าหรับการสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของ
ผูใ้ช ้เพื่อคน้หาหรือแสดงบางกฎ 
7. พฒันาโปรแกรมท่ีไดอ้อกแบบอลักอริทึมไวแ้ละทดสอบโปรแกรมกบัขอ้มูลท่ี
ออกแบบไว ้
8. วเิคราะห์และสรุปผลการวจิยั 
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3.2  โปรแกรมการสังเคราะห์โมเดลเพือ่การจ าแนกตามข้อก าหนดของผู้ใช้  
เน้ือหาในส่วนน้ีจะกล่าวถึงแผนผงัการท างานการจ าแนกขอ้มูลและการสังเคราะห์โมเดล
เพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ชด้ว้ยวธีิการเควยีรีในรูปแบบต่าง ๆ ท่ีผูว้จิยัไดอ้อกแบบไว ้
เพื่อพฒันาโปรแกรมโดยใชภ้าษาโปรล็อกส าหรับจ าแนกขอ้มูล และคดัเลือกบางกฎท่ีตรงกบัค าสั่ง
การเควยีรีของผูใ้ช ้
3.2.1  การจ าแนกข้อมูลด้วยอัลกอริทมึ ID3 และ ID3UP 
การจ าแนกขอ้มูลดว้ยอลักอริทึม ID3 (Quinlan, 1986) เป็นกระบวนการสร้าง
โมเดลจดัการขอ้มูลใหอ้ยูใ่นกลุ่มท่ีก าหนด โดยจะจดัการจ าแนกขอ้มูลเป็นตน้ไมต้ดัสินใจ โดย
อลักอริทึม ID3 เป็นตน้ไมต้ดัสินใจท่ีท างานจากบนลงล่าง โดยในการเลือกวา่ลกัษณะใดดีท่ีสุดนั้น
ดูจากค่าของลกัษณะ ซ่ึงเรียกวา่ การเพิ่มคุณค่าขอ้มูล (Information Gain) ซ่ึงตน้ไมต้ดัสินใจท่ีใชใ้น
งานวจิยัน้ีจะไม่มีการตดัก่ิง (Pruning) เพื่อสะดวกต่อการใชข้อ้มูลทั้งหมดส าหรับตอบค าถามท่ีตรง
ต่อความตอ้งการของผูใ้ช ้ เน่ืองจากบางอลักอริทึมท่ีมีการตดัก่ิง ค าตอบบางส่วนอาจจะถูกตดั
ออกไป ซ่ึงค าตอบนั้นอาจจะมีประโยชน์ต่อผูใ้ชห้รือมีส่วนท่ีผูใ้ชส้นใจ จากแผนผงัการท างานดงั
รูปท่ี 3.1 และรายละเอียดขั้นตอนอลักอริทึม ID3 ในรูปท่ี 3.2 ไดอ้ธิบายวธีิการท างานของ
อลักอริทึม ID3 เม่ือขอ้มูลท่ีจะท าการจ าแนกประเภทตอ้งอยูใ่นรูปแบบท่ีก าหนดโดยใหเ้ป็น
ขอ้ความตรรกศาสตร์อนัดบัหน่ึง และกระบวนการอลักอริทึม ID3 จะหาค่า Entropy และค่า Gain 
เพื่อท าการสร้างเซตของกฎเป็นเอาทพ์ุตต่อไป โดยท่ีโปรแกรมของงานวจิยัน้ีไดอ้อกแบบและ
พฒันาโดยเลือกใช ้ Decision Tree Induction เป็นเทคนิคหลกั ซ่ึงเป็นหน่ึงในการด าเนินงานของ
อลักอริทึม ID3 และต่อยอดการท างานของอลักอริทึมดว้ยฟังกช์นั findRule และ findRuleOr เพื่อ
สะดวกต่อการคน้หาค าตอบ โดยอลักอริทึมท่ีสร้างข้ึนมาใหม่น้ี เรียกช่ือวา่ อลักอริทึม ID3UP 
(Induction of Decision Tree based on User Preferences) แสดงอลักอริทึม ID3UP ไดด้งัรูปท่ี 3.3 
 
 
 
 
 
  
 
 
 
 
 
 
46 
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี 3.1  ผงังานการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3 และประมวลผลดว้ยโปรแกรมโปรล็อก 
 
 
 
 
 
 
 
 
 
Stop 
Process ID3 Algorithm 
By Prolog Programming 
Read Data 
First-order Logic Format 
Start 
classification rules 
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Algorithm 1  ID3 Algorithm 
Input: data 
Output: a decision tree with node and edge structures 
(1) Read data 
(2) Traverse tree from a root node to each leaf node 
   (2.1)   node = DecisionTreeNode(examples) 
   # handle target attributes with arbitrary labels 
   (2.2)   dictionary = summarizeExamples(examples, targetAttribute) 
      for key in dictionary: 
          if dictionary[key] == total number of examples 
             node.label = key 
              return node 
   (2.3)  if attributes is empty or number of examples < minimum allowed  
                     per branch: 
         node.label = most common value in examples 
      return node 
  (2.4)   bestA = the attribute with the most information gain 
     node.decision = bestA 
       for each possible value v of bestA : 
          subset = the subset of examples that have value v for bestA 
        if subset is not empty: 
             node.addBranch(id3(subset, targetAttribute,  
                                                                       attributes-bestA)) 
       return node 
 
 
 
 รูปท่ี 3.2  รายละเอียดขั้นตอนอลักอริทึม ID3 (Swarthmore Department of    
Computer Science, 2011)      
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Algorithm 2  ID3UP Algorithm 
Input: training data in first-order logic format 
Output: constrained rules 
(1) Get training data in first-order logic format 
(2) Traverse tree from a root node to each leaf node 
   (2.1)  Create a root node and branches 
   Calculate Iall(node,branch) 
    ( Iall(node,branch) = an entropy value of each attributes ) 
   Sum total of Iall(node,branch) values 
   Choose sum total of  entropy values which are minimum 
   Return a root node and branch 
   (2.2)  Create leaf node and branches 
    Calculate I re(node,branch) 
    ( I re(node,branch) =  an entropy value of attributes remain  
      which relate before attribute ) 
    Sum total of Ire(node,branch) values 
    Choose sum total of  entropy values which are minimum 
    Check class of goal attribute 
     Count the amount of data for each class  
     Save to List  
      ( List = [a1,a2,…,an] ) 
     Check values in List must counting number is one value 
      ( List = [1,0]  or [1,0,0] ) 
       
 
รูปท่ี 3.3  รายละเอียดขั้นตอนอลักอริทึม ID3UP 
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      if  List is true 
       Stop create leaf node and branches 
       Save all decision tree in lists 
      else List is fail 
       Return to create leaf node and branches 
(3) Convert decision tree to rules set 
   Split values in each list 
     ( V = value in each list) and 
     ( V = node-branch ) 
    if  V is first value      
      Write “ if ” next to V 
      Return to split values in each list 
     else if  V is remainder and V is not last value 
      Write V 
      Return to split values in each list 
    else  
      Write “ then ” next to V 
      Save in memory 
(4) Get preference from user 
   ( findRule([Argument]) predicate = preference of user ) or 
( findRuleOr([[Argument],[Argument],…,[Argument]] predicate)   
  = preference of user ) 
   Write constrained rules according to condition of preference 
 
 
รูปท่ี 3.3  รายละเอียดขั้นตอนอลักอริทึม ID3UP (ต่อ) 
 
 
 
 
  
 
 
 
 
 
 
50 
 
3.2.2  การแสดงผลการจ าแนกข้อมูลเมื่อใส่เควยีรีด้วยเพรดิเคตตรรกศาสตร์ 
 การจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP เม่ือจบขั้นตอนการแปลงโครงสร้างตน้ไม้
เป็นเซตของกฎการตดัสินใจ จะไดผ้ลลพัธ์เป็นกฎออกมาทั้งหมด ซ่ึงบางกฎอาจจะไม่เป็นประโยชน์
ต่อผูใ้ช ้ ท าให้ตอ้งก าหนดความตอ้งการของผูใ้ช ้ เพื่อสะดวกต่อการคน้หา และลดจ านวนการ
แสดงผลของกฎท่ีอาจจะมีจ านวนมากเกินไป โดยอลักอริทึม ID3UP ท่ีออกแบบไว ้ สามารถ
ประมวลผลใหไ้ด ้ Rules มาทั้งหมด โดยไม่มีการตดัก่ิงและถูกเก็บไวเ้ป็นโมเดล เพื่อเอ้ือประโยชน์
ต่อการแสดงผลตามความตอ้งการของผูใ้ช ้ เม่ือตอ้งการคน้หาหรือไม่คน้หาบางแอททริบิวต ์ (ระบุ
ดว้ยรูปแบบ “Attribute”) หรือบางค่าของแอททริบิวต ์(ระบุดว้ยรูปแบบ “Attribute-Value”) ท่ีอยูใ่น
ส่วนลึกมากภายในตน้ไมต้ดัสินใจ 
 
 (1)  การเควยีรีด้วยเพรดิเคตเพือ่แสดงกฎทั้งหมด 
 การแสดงกฎทั้ งหมดท่ีได้จากการจ าแนกข้อมูล สามารถเลือกใช้เพรดิเคต 
findRule([])  ส าหรับเควียรีให้กบัโปรแกรม ซ่ึง findRule เป็นช่ือเพรดิเคตส าหรับเรียกส่วนของ
โปรแกรมท่ีต้องการแสดงผลของกฎท่ีได้จากการจ าแนกข้อมูลและอาร์กิวเมนต์ในเพรดิเคต 
findRule มี 1 อาร์กิวเมนต์ คือ ลิสต์ว่าง หรือ [] หมายความว่า ไม่มีการก าหนดเง่ือนไขในการ
แสดงผลของกฎ ท าให้กฎท่ีจะแสดงผลนั้นจะแสดงผลออกมาทั้ งหมดทางส่วนแสดงผลของ
โปรแกรม ขั้นตอนการเควยีรีกฎทั้งหมด แสดงดงัรูปท่ี 3.4 
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รูปท่ี 3.4  ขั้นตอนการเควยีรีกฎทั้งหมดดว้ยเพรดิเคต findRule([]) 
 
 (2) การเควยีรีด้วยเพรดิเคตเพือ่แสดงกฎบางส่วนตามเงื่อนไขของผู้ใช้และสามารถ
ก าหนดกฎให้แสดงภายใต้การด าเนินการของ AND 
 การแสดงกฎบางส่วนตามเง่ือนไขของผูใ้ชแ้ละสามารถก าหนดกฎใหแ้สดงภายใต้
การด าเนินการของโอเปอเรเตอร์ AND คือ เม่ือผูใ้ชต้อ้งการคน้หากฎบางส่วนตามเง่ือนไขท่ีก าหนด
สามารถเลือกใชเ้พรดิเคต findRule([X]) หรือ findRule([\+X])  หรือ findRule(MultiX)  
ส าหรับเควยีรีผลลพัธ์ในเซตของกฎการจ าแนกขอ้มูล ซ่ึงการคน้หาใชเ้พรดิเคตเดียวกบัการคน้หา
กฎทั้งหมด แต่แตกต่างกนัตรงท่ีอาร์กิวเมนตใ์นเพรดิเคต findRule ท่ีมี 1 อาร์กิวเมนต ์แทนท่ีจะเป็น 
0 อาร์กิวเมนต ์ ขั้นตอนการเควยีรีกฎบางส่วนตามเง่ือนไขของผูใ้ชแ้ละสามารถก าหนดกฎใหแ้สดง
Call findRule([]) Predicate  
Read Data 
    First-order Logic 
Start 
Process ID3UP Algorithm 
By Prolog Programming 
Show The Result 
Stop 
Call findRule([]) predicate 
classification rules 
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ภายใตก้ารด าเนินการของ AND แสดงดงัรูปท่ี 3.5 และแสดงขั้นตอนในรูปแบบของซูโดโคด้ไดด้งั
รูปท่ี 3.6 
อธิบายการใชง้านเพรดิเคต findRule([Argument]) โดยก าหนดเง่ือนไขในส่วนอาร์กิวเมนต ์
ดว้ยรูปแบบต่าง ๆ ไดด้งัน้ี 
 findRule([X]) หมายถึง การก าหนด X ใหเ้ป็นเฉพาะช่ือของแอททริบิวตห์รือ ช่ือ
และค่าของแอททริบิวต ์(Attribute-Value) ท่ีตอ้งการใหแ้สดงผลอยูใ่น Rules  เช่น  
findRule([outlook]) คือ แสดงกฎท่ีมีแอททริบิวต ์“outlook”  
findRule([outlook - sunny] คือ แสดงกฎท่ีมีแอททริบิวต ์ “outlook” และค่าของ 
แอททริบิวตน้ี์เป็น “sunny” 
 findRule([\+X]) เคร่ืองหมาย “\+” เป็นตวัแทนของค าสั่ง NOT ซ่ึงหมายถึง
ก าหนดให ้\+X คือ ช่ือแอททริบิวต ์หรือ ช่ือแอททริบิวตพ์ร้อมค่าท่ีจะไม่แสดงผลอยูใ่นกฎ เช่น 
findRule([\+outlook]) คือ แสดงกฎท่ีไม่แอททริบิวต ์“outlook”  
findRule([\+outlook - sunny] คือ แสดงกฎท่ีไม่มีแอททริบิวต ์“outlook” ท่ีปรากฏ
ค่าเป็น “sunny” 
 findRule([MultiX]) หมายถึง การก าหนดใหมี้หลายเง่ือนไขโดยใชต้วัแปร 
MultiX ท  าหนา้ท่ีรวบรวมเง่ือนไขเหล่านั้นใหอ้ยูใ่นโครงสร้างขอ้มูลลิสต ์ เง่ือนไขภายในลิสตใ์ช้
เคร่ืองหมาย “ , ” เป็นการด าเนินการของ AND และสามารถใชเ้คร่ืองหมาย \+ ท่ีเป็นตวัแทนของ 
NOT ได ้โดยสามารถใส่ไดท้ั้งช่ือแอททริบิวต ์หรือช่ือแอททริบิวตพ์ร้อมค่า ตวัอยา่งของการเควยีรี
กรณีระบุหลายเง่ือนไข แสดงไดด้งัน้ี 
findRule([outlook , humidity - high ]) คือ แสดงกฎท่ีมีแอททริบิวต ์ “outlook” 
และ มีแอททริบิวต ์“humidity” ท่ีมีค่าเป็น “high” 
findRule([outlook , \+humidity - high ]) คือ แสดงกฎท่ีมีแอททริบิวต ์ “outlook” 
และ ไม่มีแอททริบิวต ์“humidity” ท่ีมีค่าเป็น “high” 
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รูปท่ี 3.5  ผงังานการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP เม่ือมีการเควยีรีกฎบางส่วนตาม
เง่ือนไขของผูใ้ช ้ภายใตก้ารด าเนินการของ AND 
 
 
Yes 
Stop 
No rules found 
X  findRule([Argument]) 
 
X is not empty 
No Yes 
    First-order Logic 
Read Data 
Process ID3UP Algorithm 
By Prolog Programming 
Start 
Write Rules 
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Algorithm 3  findRule( [Argument] ) predicate  
Input: condition for findRule predicate  
Output: a set of rules 
Call findRule( [Argument] ) predicate in Display GUI 
if Argument = [] 
  Write all rules 
else if Argument = X 
  Check condition of X 
( X = a set of attribute name ) or 
( X = a set of attribute name and value ) 
  Write all rules that satisfy condition of X 
else if Argument = \+X 
  Check condition of \+X   
/* NOT condition : exclude rules that contain attribute name or 
attribute name and value from result set */ 
( \+X = a set of attribute name ) or 
( \+X = a set of attribute name and value ) 
Write all rules that satisfy condition of \+X 
else if Argument = MultiX 
  Check condition of  MultiX 
  ( MultiX = sets of attribute names or attribute names and values  
                       under control AND condition ) 
  Write all rules that satisfy condition of MultiX 
else  Result set is empty 
 
 
 
รูปท่ี 3.6  รายละเอียดขั้นตอนอลักอริทึม findRule( [Argument] ) predicate 
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(3) การเควียรีด้วยเพรดิเคตเพื่อแสดงกฎบางส่วนตามเง่ือนไขของผู้ใช้ภายใต้การ
ด าเนินการของ OR 
 การแสดงกฎบางส่วนตามเง่ือนไขของผูใ้ช ้ ภายใตก้ารด าเนินการของ OR  คือ  
การก าหนดการคน้หากฎภายใตห้ลายเง่ือนไขใหแ้สดงผลรวมกนั โดยจะแสดงผลตามเง่ือนไขท่ี
ก าหนดภายในลิสตย์อ่ยหลายลิสตท่ี์อยูใ่นลิสตใ์หญ่ โดยก าหนดการใชง้านส าหรับการเควยีรี คือ 
เพรดิเคต findRuleOr([ [Argument1], [Argument2], …, [ArgumentN] ]) โดยกฎท่ีตรงตาม
เง่ือนไขภายในลิสตย์อ่ยทุกลิสตจ์ะออกมาทั้งหมด ซ่ึงตรงกบัการด าเนินการของ OR คือ การรวมกฎ
ตามเง่ือนไขท่ีเป็นไปได ้ ซ่ึงภายในลิสตย์อ่ยสามารถใชก้ารด าเนินการของ AND ผสมอยูไ่ด ้ และ
ลิสตย์อ่ยสามารถมีไม่จ  ากดัจ านวน เพื่อความหลากหลายในการเควยีรีกฎ ขั้นตอนการเควยีรีกฎ
บางส่วนตามเง่ือนไขภายใตก้ารด าเนินการของ OR แสดงดงัรูปท่ี 3.7 และแสดงซูโดโคด้ไดด้งั 
รูปท่ี 3.8 
อธิบายการใชง้านเพรดิเคต findRuleOr([ [Argument1], [Argument2], …, [ArgumentN] ]) 
โดยท่ีลิสตย์อ่ยของ Argument มีจ  านวนไดไ้ม่จ  ากดั และรูปแบบของ Argument สามารถใส่เง่ือนไข
เดียวหรือหลายเง่ือนไข ยกตวัอยา่งเช่น 
 findRuleOr([ [X1], [X2], …, [XN] ])  เป็นการก าหนดค่าของเพรดิเคต findRuleOr 
ดว้ยลิสตย์อ่ยซ่ึงไม่จ  ากดัจ านวน โดยมีเง่ือนไขภายในลิสตย์อ่ย 1 เง่ือนไข คือ ก าหนด X1, X2, …, XN 
ใหเ้ป็นช่ือของแอททริบิวตห์รือช่ือแอททริบิวตพ์ร้อมค่าท่ีจะแสดงผลอยูใ่นกฎ ซ่ึงกฎท่ีตรงตาม
เง่ือนไขของลิสตย์อ่ยทั้งหมดนั้น จะรวมกนั เพื่อการแสดงผลในแต่ละคร้ังท่ีมีการเควยีรี เช่น  
findRuleOr([ [outlook], [class - yes] ]) คือ แสดงกฎท่ีมีแอททริบิวต ์ “outlook” 
รวมกบักฎท่ีมีแอททริบิวต ์“class” และค่าของแอททริบิวตเ์ป็น “yes” 
 
 findRuleOr([ [\+X1], [\+X2], …, [\+XN] ]) เป็นการก าหนดค่าของเพรดิเคต 
findRuleOr ดว้ยลิสตย์อ่ยจ านวนไม่จ  ากดั โดยมีเง่ือนไขภายในลิสตย์อ่ย 1 เง่ือนไข โดยท่ี
เคร่ืองหมาย “\+” คือ ค าสั่ง NOT ซ่ึงก าหนดให ้ \+X1, \+X2, …, \+XN คือ ช่ือแอททริบิวตห์รือ ช่ือ 
แอททริบิวตพ์ร้อมค่าท่ีจะไม่แสดงผลอยูใ่นกฎ ซ่ึงกฎท่ีตรงตามเง่ือนไขของลิสตท์ั้งหมดจะรวมกนั 
เพื่อการแสดงผลในแต่ละคร้ังท่ีมีการเควยีรี เช่น 
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findRuleOr([ [\+outlook], [\+humidity], [\+class - yes] ]) คือ แสดงกฎท่ีไม่มี 
แอททริบิวต ์ “outlook” รวมกบักฎท่ีไม่มีแอททริบิวต ์ “humidity” รวมกบักฎท่ีไม่มีแอททริบิวต ์
“class” ท่ีมีค่าเป็น “yes” 
 
 findRuleOr([ [MultiX1], [MultiX2], …, [MultiXN] ]) หมายถึง การก าหนดค่า
ของ MultiX1, MultiX2, …, MultiXN ใหมี้หลายเง่ือนไขภายในลิสตย์อ่ยท่ีไม่จ  ากดัจ านวน โดยใช้
เคร่ืองหมาย “ , ” ซ่ึงเป็นการด าเนินการของ AND คัน่แต่ละเง่ือนไขภายในลิสตย์อ่ยแต่ละลิสต ์และ
เง่ือนไขนั้นสามารถใชเ้คร่ืองหมาย \+ ท่ีเป็นตวัแทนการด าเนินการของ NOT ได ้ ซ่ึงแต่ละเง่ือนไข
จะก าหนดเป็นช่ือแอททริบิวตห์รือช่ือแอททริบิวตพ์ร้อมค่า และลิสตย์อ่ยแต่ละลิสต ์ จะคัน่ดว้ย
เคร่ืองหมาย “,” ซ่ึงเป็นตวัแทนการด าเนินการของ OR โดยกฎท่ีตรงตามเง่ือนไขของลิสตย์อ่ยแต่ละ
ลิสตจ์ะรวมกนั เพื่อการแสดงผลในแต่ละคร้ังท่ีมีการเควยีรี เช่น 
findRuleOr([ [outlook , humitidy, \+class - yes] , [\+outlook - sunny], 
[humidity]  ]) คือ แสดงกฎท่ีมีแอททริบิวต ์“outlook” และแอททริบิวต ์humidity และไม่มีแอททริ
บิวต ์ “class” ท่ีมีค่าเป็น “yes” รวมกบักฎท่ีไม่มีแอททริบิวต ์ “outlook” ท่ีมีค่าเป็น “sunny” และ
สุดทา้ยรวมกบักฎท่ีมีแอททริบิวต ์“humidity” 
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รูปท่ี 3.7  ผงังานการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP เม่ือมีการเควยีรีกฎบางส่วนตาม
เง่ือนไขของผูใ้ช ้ภายใตก้ารด าเนินการของ OR 
X  findRuleOr 
          ( [  
               [Argument1],  
               [Argument2],  
               …,  
               [ArgumentN]   
          ] ) 
(Data Mining’s Format) 
Read Data 
Process ID3UP Algorithm 
By Prolog Programming 
Start 
Yes   No 
Write Rules 
     
X is not empty 
No rules found 
Stop 
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Algorithm 4  findRuleOr([ [Argument1], [Argument2], …, [ArgumentN] ] ) predicate  
Input: condition for findRuleOr predicate  
Output: a set of rules 
Call findRuleOr([ [Argument1], [Argument2], …, [ArgumentN] ] ) predicate  
in Display GUI 
if Argument = [X1], [X2], …, [XN] 
 Check conditions of  [X1] OR [X2] OR [XN] (OR condition) 
[X1], [X2], …, [XN] = a set of attribute names ; 
[X1], [X2], …, [XN] = a set of attribute names and values 
  Union setsof rules that satisfy conditions 
 Write all rules 
else if Argument = [\+X1], [\+X2], …, [\+XN] 
 Check conditions of  [\+X1] OR [\+X2] OR [\+XN] (OR condition) 
/* “ \+ ” -> NOT condition : exclude rules that contain set of attribute names or  
a set of attribute names with values from result set */ 
[\+X1], [\+X2], …, [\+XN]  = a set of attribute names ; 
[\+X1], [\+X2] , …, [\+XN] = a set of attribute names and values 
Union setsof rules that satisfy conditions 
 Write all rules 
else if Argument = [MultiX1], [MultiX2], …, [MultiXN] 
 Check conditions of  [MultiX1], OR [MultiX2] OR [MultiXN] (OR condition) 
[MultiX1], [MultiX2], …, [MultiXN] = a set of attribute names ; 
[MultiX1], [MultiX2], …, [MultiXN] = a set of attribute names and values 
Union setsof rules that satisfy conditions 
 Write all rules 
Else 
 Result set is empty 
 
รูปท่ี 3.8  รายละเอียดขั้นตอนอลักอริทึม findRuleOr( [Argument] ) predicate 
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3.3  การท างานของโปรแกรมสังเคราะห์โมเดลเพือ่การจ าแนกตามข้อก าหนดของผู้ใช้ 
 ขั้นตอนการท างานของโปรแกรมสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้
(ID3UP) ท่ีไดพ้ฒันาข้ึน สามารถอธิบายไดด้งัต่อไปน้ี 
  3.3.1  การเตรียมข้อมูลส าหรับโปรแกรม ID3UP 
  ขอ้มูลตวัอยา่งท่ีใชป้ระกอบการอธิบายเป็นขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์ 
แสดงไดด้งัตารางท่ี 3.1 
 
ตารางท่ี 3.1  ตารางแสดงขอ้มูลประกอบการตดัสินใจเล่นกอลฟ์  (Quinlan, 1992) 
No. Attributes Class 
Outlook Temperature Humidity Windy 
1 sunny Hot High False N 
2 sunny Hot High True N 
3 overcast Hot High False P 
4 rain Mild High False P 
5 rain Cool Normal False P 
6 rain Cool Normal True N 
7 overcast Cool Normal True P 
8 sunny Mild High False N 
9 sunny Cool Normal False P 
10 rain Mild Normal False P 
11 sunny Mild Normal True P 
12 overcast Mild High True P 
13 overcast Hot Normal False P 
14 rain Mild High True N 
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 เปล่ียนรูปแบบของขอ้มูลเดิมท่ีอยูใ่นลกัษณะของตารางขอ้ความ ใหเ้ป็นรูปแบบขอ้ความ
ของตรรกศาสตร์อนัดบัหน่ึงท่ีสามารถท าการจ าแนกขอ้มูลไดด้ว้ยโปรแกรม ID3UP ขอ้มูลท่ีแปลง
รูปแบบแลว้แสดงไดด้งัรูปท่ี 3.9 
 
data([ 
[outlook-sunny,temerature-hot,humidity-high,windy-false,play-no], 
[outlook-sunny,temerature-hot,humidity-high,windy-true,play-no], 
[outlook-cloudy,temerature-hot,humidity-high,windy-false,play-yes], 
[outlook-rainy,temerature-mild,humidity-high,windy-false,play-yes], 
[outlook-rainy,temerature-cool,humidity-normal,windy-false,play-yes], 
[outlook-rainy,temerature-cool,humidity-normal,windy-true,play-no], 
[outlook-cloudy,temerature-cool,humidity-normal,windy-true,play-yes], 
[outlook-sunny,temerature-mild,humidity-high,windy-false,play-no], 
[outlook-sunny,temerature-cool,humidity-normal,windy-false,play-yes], 
[outlook-rainy,temerature-mild,humidity-normal,windy-false,play-yes], 
[outlook-sunny,temerature-mild,humidity-normal,windy-true,play-yes], 
[outlook-cloudy,temerature-mild,humidity-high,windy-true,play-yes], 
[outlook-cloudy,temerature-hot,humidity-normal,windy-false,play-yes], 
[outlook-rainy,temerature-mild,humidity-high,windy-true,play-no]] 
 
รูปท่ี 3.9  ขอ้มูลท่ีอยูใ่นรูปแบบขอ้ความตรรกศาสตร์อนัดบัหน่ึงพร้อมท าการจ าแนกขอ้มูล 
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เม่ือเตรียมในส่วนขอ้มูลแลว้ จะตอ้งเพิ่มส่วนนิยามขอ้มูล เพื่อบอกขอบเขตค่าท่ีเป็นไปได้
ทั้งหมดของแต่ละแอททริบิวต ์ ขอ้มูลแต่ละตวัจะตอ้งนิยามใหมี้แอททริบิวต ์ ซ่ึงไดด้ดัแปลงขอ้มูล
ใหมี้ลกัษณะดงัรูปท่ี 3.10 โดยรูปแบบ คือแอททริบิวตท่ี์เป็นเป้าหมายในการจ าแนกขอ้มูล จะตอ้ง
ถูกก าหนดไวเ้ป็นลิสตแ์รก และรูปแบบของการก าหนด คือ ช่ือ แอททริบิวต์ – ค่าของแอททริบิวต์ 
 
+[ 
  [play-yes,play-no], 
  [outlook-sunny,outlook-cloudy,outlook-rainy], 
  [temerature-hot,temerature-mild,temerature-cool], 
  [humidity-high,humidity-normal], 
  [windy-true,windy-false] 
 ]). 
 
รูปท่ี 3.10  รูปแบบของแอททริบิวตข์องขอ้มูล 
 
 3.3.2  การเรียกใช้โปรแกรม 
 การเร่ิมตน้การท างานของโปรแกรม เร่ิมจากการเรียกเพรดิเคต run เพื่อให้
โปรแกรมจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP ซ่ึงโปรแกรมจะเร่ิมตน้จากการอ่านขอ้มูลท่ีอยูใ่น
รูปแบบพร้อมท าเหมืองขอ้มูล ท าการประมวลผลดว้ยอลักอริทึม  ID3UP ท่ีใชค้่า Gain ในการ
คดัเลือกแอททริบิวต ์ เพื่อสร้างเป็นโครงสร้างตน้ไม ้ และผลท่ีไดอ้อกมาจากรายงานแอททริบิวต ์
พร้อมค่าของแอททริบิวต ์ท่ีเลือกในแต่ละโหนด และ Rules ท่ีไดจ้ากการจ าแนกขอ้มูล ดงัรูปท่ี 3.11 
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รูปท่ี 3.11  ผลท่ีไดห้ลงัจากการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP 
 
Choose  : [outlook - sunny, outlook - cloudy, outlook - rainy] 
            At : outlook – sunny  
            Choose  : [humidity - high, humidity - normal] 
                        At : humidity – high 
                        Ans: play – no 
            rule : if outlook - sunny  humidity - high then play – no 
                        At : humidity – normal 
                        Ans: play – yes 
            rule :if outlook - sunny  humidity - normal then play - yes 
            At : outlook – cloudy 
            Ans: play – yes 
            rule :if outlook - cloudy then play – yes 
            At : outlook – rainy 
                        Choose  : [windy - true, windy - false] 
                                    At : windy – true 
                         Ans: play – no 
            rule :if outlook - rainy  windy - true then play - no 
                                    At : windy – false 
                                    Ans: play – yes 
            rule :if outlook - rainy  windy - false then play - yes 
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3.3.3  การแสดงผลของกฎทั้งหมดด้วยเพรดิเคต findRule([]) 
เม่ือมีการเควยีรีดว้ยเพรดิเคต findRule([]) จากค าสั่งท่ีมีอยูใ่นเพรดิเคตน้ี 
ก าหนดใหค้น้หากฎตามเง่ือนไขท่ีก าหนดภายในลิสต ์หลงัจากจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP 
แลว้ ซ่ึงกฎท่ีไดจ้ะถูกบนัทึกไวใ้นหน่วยความจ า เม่ือเรียกเพรดิเคตส าหรับการคน้หา กฎจะแสดงผล
ออกมาตามเง่ือนไขท่ีก าหนด ซ่ึงการคน้หากฎทั้งหมด จะไม่ใส่เง่ือนไขใด ๆ กฎทั้งหมดท่ีไดจ้าก
การเควยีรีดว้ยเพรดิเคต findRule([]) แสดงดงัรูปท่ี 3.12 
 
 
 
 
 
 
 
 
รูปท่ี 3.12  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎทั้งหมด  
  เม่ือเควยีรีดว้ยเพรดิเคต findRule([]) 
 
3.3.4  การแสดงผลของกฎตามเง่ือนไขของผู้ใช้ด้วยเพรดิเคต findRule([X]) หรือ 
findRule([\+X]) หรือ findRule([X,\+X]) 
เม่ือมีการเควยีรีดว้ยเพรดิเคต findRule([]) จากค าสั่งท่ีมีอยูใ่นเพรดิเคตน้ี คือ ค าสั่ง
เดียวกนักบัการเรียกเพรดิเคตท่ีคน้หากฎทั้งหมด แต่แตกต่างกนัตรงท่ีก าหนดเง่ือนไขภายในลิสต ์
ซ่ึงเป็นเง่ือนไขของช่ือแอททริบิวตห์รือแอททริบิวต์พร้อมค่า ท่ีจะปรากฏในกฎท่ีจะแสดงผลออกมา 
ซ่ึงเง่ือนไขจะเก็บไวใ้นตวัแปรหน่ึง เพื่อใชเ้ป็นตวัแปรในการคน้หา ตวัอยา่งเช่น 
 
if outlook - sunny  humidity - high then play - no 
if outlook - sunny  humidity - normal then play - yes 
if outlook - cloudy then play - yes 
if outlook - rainy  windy - true then play - no 
if outlook - rainy  windy - false then play - yes 
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 findRule([humidity]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.13 
 
 
 
 
รูปท่ี 3.13  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRule([X]) 
 
 findRule([\+humidity-high]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.14 
 
 
 
 
 
รูปท่ี 3.14  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRule([\+X]) 
 
 findRule([play - no,\+outlook - sunny]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.15 
 
 
 
รูปท่ี 3.15  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRule([X,\+X]) 
if outlook - sunny  humidity - high then play – no 
if outlook - sunny  humidity - normal then play - yes 
if outlook - sunny  humidity - normal then play – yes 
if outlook - cloudy then play – yes 
if outlook - rainy  windy - true then play – no 
if outlook - rainy  windy - false then play - yes 
if outlook - rainy  windy - true then play - no 
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3.3.5  การแสดงผลของกฎตามเง่ือนไขของผู้ใช้ด้วยเพรดิเคต 
findRuleOr([ [X],[X] ]) หรือ findRuleOr([ [\+X],[\+X] ]) หรือ findRuleOr([ [X,\+X],[\+X,X] ]) 
  เพรดิเคต findRuleOr เป็นเพรดิเคตท่ีใชค้  าสั่งของเพรดิเคต findRule ผสมอยูด่ว้ย 
คือ ภายในลิสตย์อ่ยของเพรดิเคต findRuleOr สามารถใส่ไดห้ลายเง่ือนไขภายใตก้ารด าเนินการของ 
AND และลิสตย์อ่ยน้ีจะถูกน าไปเช็คกบัค าสั่งในเพรดิเคต findRule ซ่ึงลิสตย์อ่ยแต่ละลิสตจ์ะถูก
เช่ือมดว้ยการด าเนินการของ OR ซ่ึงกฎท่ีตรงกบัเง่ือนไขของลิสยย์อ่ย จะถูกน ามารวมกนัเพื่อ
แสดงผล ตวัอยา่งเช่น 
 
 findRuleOr([[outlook - sunny],[outlook - rainy]]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.16 
 
 
 
 
 
รูปท่ี 3.16  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRuleOr([ [X],[X] ]) 
 
 
 
 
 
 
 
if outlook - rainy  windy - false then play – yes 
if outlook - rainy  windy - true then play – no 
if outlook - sunny  humidity - high then play – no 
if outlook - sunny  humidity - normal then play - yes 
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 findRuleOr([[\+outlook - sunny],[\+humidity - high]]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.17 
 
 
 
 
 
 
รูปท่ี 3.17  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRuleOr([ [\+X],[\+X] ]) 
 
 findRuleOr([[outlook - sunny , \+humidity - high], 
[\+outlook - sunny , humidity - high]]) จะไดผ้ลลพัธ์ดงัรูปท่ี 3.18 
 
 
 
 
 
รูปท่ี 3.18  ผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม  ID3UP แสดงกฎตาม    
  เง่ือนไข เม่ือเควยีรีดว้ยเพรดิเคต findRuleOr([ [X,\+X],[\+X,X] ]) 
 
if outlook - cloudy then play – yes 
if outlook - rainy  windy - false then play – yes 
if outlook - rainy  windy - true then play – no 
if outlook - sunny  humidity - normal then play - yes 
if outlook - cloudy then play – yes 
if outlook - rainy  windy - false then play – yes 
if outlook - rainy  windy - true then play – no 
if outlook - sunny  humidity - normal then play - yes 
  
 
 
 
 
 
 
 
 
บทที ่4 
การทดสอบและอภปิรายผล 
 
 การทดสอบประสิทธิภาพของโปรแกรม ID3UP ซ่ึงเป็นการทดสอบประสิทธิภาพการ
สังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ การเปรียบเทียบประสิทธิภาพจะท าการ
เปรียบเทียบจ านวนกฎท่ีไดจ้ากการเควยีรีท่ีไดอ้อกแบบใหมี้ความสามารถในการใส่เง่ือนไขได้
หลายรูปแบบ ส าหรับการทดสอบระบบจะท าการทดสอบบนเคร่ืองคอมพิวเตอร์ Intel Core i5 
ความเร็ว 2.4 GHz หน่วยความจ าหลกั 4.00 GB ฮาร์ดดิสกค์วามจุ 500 GB และท าการทดสอบกบั
ขอ้มูล 3 ชุด ปรากฏในรายละเอียดหวัขอ้ท่ี 4.1 ผลของการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP 
ปรากฏในหวัขอ้ท่ี 4.2 ผลของการคน้หากฎดว้ยเพรดิเคตภาษาโปรล็อก ปรากฏในหวัขอ้ท่ี 4.3 ผล
ของการเปรียบเทียบเวลาและจ านวนกฎส าหรับการเควยีรีดว้ยค าสั่งท่ีก าหนด ปรากฏในหวัขอ้ท่ี 4.4  
และการอภิปรายผล ปรากฏในหวัขอ้ท่ี 4.5 
 
4.1  ข้อมูลทีใ่ช้ในการทดสอบ 
 การทดสอบประสิทธิภาพการสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ ได้
ใชข้อ้มูลจาก UCI Machine Learning Repository (http://archive.ics.uci.edu/ml) ท่ีเป็นขอ้มูล
ส าหรับการจ าแนกขอ้มูล (Classification) จ านวน 3 ชุด โดยรายละเอียดขอ้มูลมีดงัน้ี 
 ขอ้มูลชุดท่ีหน่ึง เป็นขอ้มูลผูป่้วยโรคตบัอกัเสบ (Hepatitis Domain) โดยมีจ านวนขอ้มูล
ทั้งหมด 155 แถว 15 แอททริบิวต ์ ไดแ้ก่ age, sex, steroid, antivirals, fatigue, malaise, anorexia, 
spleen_palpable, spiders, ascites, varices, bilirubin, sgot, albumin และ class โดยรายละเอียดของ
แอททริบิวต ์แสดงดงัตารางท่ี 4.1 และตวัอยา่งขอ้มูลแสดงดงัรูปท่ี 4.1 
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ขอ้มูลชุดท่ีสอง เป็นขอ้มูลผูป่้วยมะเร็งเตา้นม (Breast Cancer) โดยมีจ านวนขอ้มูลทั้งหมด 
285 แถว 10 แอททริบิวต ์ไดแ้ก่ age, menopause, tumor_size, inv_nodes, node_caps, deg_malig, 
breast-left, breast_quad, irradiat และ class โดยรายละเอียดของแอททริบิวต ์ แสดงดงัตารางท่ี 4.2 
และตวัอยา่งขอ้มูลแสดงดงัรูปท่ี 4.2 
ขอ้มูลชุดท่ีสาม เป็นขอ้มูลผูป่้วยโรคไทรอยด ์ (Thyroid Disease) โดยมีจ านวนขอ้มูล
ทั้งหมด 1062 แถว 16 แอททริบิวต ์ ไดแ้ก่ sex, on_thyroxine, query_on_thyroxine, 
on_antithyroid_medication, sick, pregnant, thyroid_surgery, query_hypothyroid, 
query_hyperthyroid, lithium, goiter, tumor, hypopituitary, psych, referral_source และ class โดย
รายละเอียดของแอททริบิวต ์แสดงดงัตารางท่ี 4.3 และตวัอยา่งขอ้มูลแสดงดงัรูปท่ี 4.3 
 
ตารางท่ี 4.1  รายละเอียดแอททริบิวตข์อ้มูลผูป่้วยโรคตบัอกัเสบ (Hepatitis Domain) 
Attributes All Possible Values 
age "1-10", "11-20", "21-30", "31-40", "41-50", "51-60", "61-70", "71-80" 
sex male, female 
steroid yes, no 
antivirals yes, no 
fatigue yes, no 
malaise yes, no 
anorexia yes, no 
spleen_palpable yes, no 
spiders yes, no 
ascites yes, no 
varices yes, no 
bilirubin "0.1-1.0", "1.1-2.0", "2.1-3.0", "3.1-4.0", "4.1-5.0", "5.1-6.0",  
"6.1-7.0", "7.1-8.0" 
 
 
  
 
 
 
 
 
 
69 
 
ตารางท่ี 4.1  รายละเอียดแอททริบิวตข์อ้มูลผูป่้วยโรคตบัอกัเสบ (Hepatitis Domain) (ต่อ) 
Attributes All Possible Values 
sgot "1-100", "101-200", "201-300", "301-400", "401-500", "501-600", 
"601-700" 
albumin "2.1-3", "3.1-4", "4.1-5", "5.1-6", "6.1-7" 
class die, live 
 
[age-"21-30",sex-female,steroid-no,antivirals-yes,fatigue-yes,malaise-yes,anorexia-
yes,spleen_palpable-yes,spiders-yes,ascites-yes,varices-yes,bilirubin-"0.1-1.0", 
sgot-"1-100",albumin-"3.1-4",class-live], 
[age-"41-50",sex-male,steroid-no,antivirals-yes,fatigue-no,malaise-yes,anorexia-
yes,spleen_palpable-yes,spiders-yes,ascites-yes,varices-yes,bilirubin-"0.1-1.0", 
sgot-"1-100",albumin-"3.1-4",class-live], 
[age-"71-80",sex-male,steroid-yes,antivirals-yes,fatigue-no,malaise-yes,anorexia-
yes,spleen_palpable-yes,spiders-yes,ascites-yes,varices-yes,bilirubin-"0.1-1.0", 
sgot-"1-100",albumin-"3.1-4",class-live], 
[age-"31-40",sex-male,steroid-yes,antivirals-no,fatigue-yes,malaise-yes,anorexia-
yes,spleen_palpable-yes,spiders-yes,ascites-yes,varices-yes,bilirubin-"0.1-1.0", 
sgot-"1-100",albumin-"3.1-4",class-live], 
[age-"31-40",sex-male,steroid-yes,antivirals-yes,fatigue-yes,malaise-yes,anorexia-
yes,spleen_palpable-yes,spiders-yes,ascites-yes,varices-yes,bilirubin-"0.1-1.0", 
sgot-"101-200",albumin-"3.1-4",class-live], 
 
รูปท่ี 4.1  ตวัอยา่งขอ้มูลผูป่้วยโรคตบัอกัเสบ (Hepatitis Domain) 
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ตารางท่ี 4.2  รายละเอียดแอททริบิวตข์อ้มูลผูป่้วยมะเร็งเตา้นม (Breast Cancer) 
Attributes All Possible Values 
age "10-19", "20-29", "30-39", "40-49", "50-59", "60-69", "70-79",  
"80-89", "90-99" 
menopause lt40, ge40, premeno 
tumor_size "0-4", "5-9", "10-14", "15-19", "20-24", "25-29", "30-34", "35-39",  
"40-44", "45-49", "50-54", "55-59" 
inv_nodes "0-2", "3-5", "6-8", "9-11", "12-14", "15-17", "18-20", "21-23",  
"24-26", "27-29", "30-32", "33-35", "36-39" 
node_caps yes, no 
deg_malig 1, 2, 3 
breast left, right 
breast_quad left_up, left_low,  right_up, right_low, central 
irradiat yes, no 
class no_recurrence_events, recurrence_events 
 
 
[age-"30-39",menopause-premeno,tumor_size-"30-34",inv_nodes-"0-2",node_caps-
no,deg_malig-3,breast-left,breast_quad-left_low,irradiat-no,class-no_recurrence_events], 
[age-"40-49",menopause-premeno,tumor_size-"20-24",inv_nodes-"0-2",node_caps-
no,deg_malig-2,breast-right,breast_quad-right_up,irradiat-no,class-no_recurrence_events], 
[age-"40-49",menopause-premeno,tumor_size-"20-24",inv_nodes-"0-2",node_caps-
no,deg_malig-2,breast-left,breast_quad-left_low,irradiat-no,class-no_recurrence_events], 
[age-"60-69",menopause-ge40,tumor_size-"15-19",inv_nodes-"0-2",node_caps-no,deg_malig-
2,breast-right,breast_quad-left_up,irradiat-no,no,class-recurrence_events], 
 
รูปท่ี 4.2  ตวัอยา่งขอ้มูลผูป่้วยมะเร็งเตา้นม (Breast Cancer) 
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ตารางท่ี 4.3  รายละเอียดแอททริบิวตข์อ้มูลผูป่้วยโรคไทรอยด ์(Thyroid Disease) 
Attributes All Possible Values 
sex female, male 
on_thyroxine false, true 
query_on_thyroxine false, true 
on_antithyroid_medication false, true 
sick false, true 
pregnant false, true 
thyroid_surgery false, true 
query_hypothyroid false, true 
query_hyperthyroid false, true 
lithium false, true 
goitre false, true 
tumor false, true 
hypopituitary false, true 
psych false, true 
referral_source STMW, SVHC, SVI, SVHD, other 
class sick, negative 
 
[sex-female,on_thyroxine-false,query_on_thyroxine-false,on_antithyroid_medication-
false,sick-false,pregnant-false,thyroid_surgery-false,query_hypothyroid-
false,query_hyperthyroid-f,lithium-false,goitre-false,tumor-false,hypopituitary-false,psych-
false,referral_source-SVHC,class-negative], 
[sex-female,on_thyroxine-false,query_on_thyroxine-false,on_antithyroid_medication-
false,sick-false,pregnant-false,thyroid_surgery-false,query_hypothyroid-
false,query_hyperthyroid-f,lithium-false,goitre-false,tumor-false,hypopituitary-false,psych-
false,referral_source-other,class-negative], 
 
รูปท่ี 4.3  ตวัอยา่งขอ้มูลผูป่้วยไทรอยด ์(Thyroid Disease) 
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4.2  ผลของการจ าแนกข้อมูลด้วยอลักอริทมึ ID3UP 
 4.2.1  ผลการทดสอบกบัข้อมูลผู้ป่วยโรคตับอกัเสบ (Hepatitis Domain) 
 น าขอ้มูลผูป่้วยโรคตบัอกัเสบ (Hepatitis Domain) ทดสอบกบัโปรแกรมการสังเคราะห์
โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ เร่ิมจากการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP ท่ี
พฒันาเป็นโปรแกรมดว้ยภาษาโปรล็อกใหผ้ลการทดสอบ ดงัรูปท่ี 4.4 
 
 
รูปท่ี 4.4  ผลลพัธ์ของขอ้มูลผูป่้วยโรคตบัอกัเสบเม่ือถูกจ าแนกดว้ยโปรแกรม ID3UP 
 
 จากรูปท่ี 4.4  โปรแกรมไดจ้ าแนกขอ้มูลแอททริบิวต์พร้อมค่า ท่ีเลือกในแต่ละโหนด 
พร้อมทั้งไดก้ฎของขอ้มูลออกมา ตวัอยา่งผลลพัธ์ของขอ้มูลผูป่้วยโรคตบัอกัเสบเม่ือถูกจ าแนก
ขอ้มูลดว้ยอลักอริทึม ID3UP แสดงดงัรูปท่ี 4.5 
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Choose  : [ascites - yes, ascites - no] / 0.624254873524191 
 At : ascites - yesChoose  : [spiders - yes, spiders - no] / 0.508708720980373 
 At : spiders - yesChoose  : [steroid - yes, steroid - no] / 0.266147060051136 
 At : steroid - yes 
 Ans: class - live 
rule :if ascites - yes  spiders - yes  steroid - yes then class - live 
 
รูปท่ี 4.5  ผลการจ าแนกขอ้มูลผูป่้วยโรคตบัอกัเสบดว้ยโปรแกรม ID3UP  
แสดงการสร้างกฎล าดบัท่ีหน่ึง 
 จากรูปท่ี 4.5 ความหมายของขั้นตอนการจ าแนกขอ้มูล คือ เร่ิมเลือกโหนดรากเป็น แอททริ
บิวต ์ ascites มีค่าเป็น yes โหนดต่อไปเลือกแอททริบิวต ์ spiders มีค่าเป็น yes โหนดต่อไปเลือก 
แอททริ-บิวต ์steroid มีค่าเป็น yes และแอททริบิวตเ์ป้าหมาย class มีค่าเป็น live ดงันั้นกฎท่ีได ้คือ 
if ascites - yes  spiders - yes  steroid - yes then class - live 
 
At : steroid - noChoose  : [bilirubin - 0.1-1.0, bilirubin - 1.1-2.0, bilirubin - 2.1-3.0, bilirubin - 
3.1-4.0, bilirubin - 4.1-5.0, bilirubin - 5.1-6.0, bilirubin - 6.1-7.0, bilirubin - 7.1-8.0] / 
0.453477512857794 
 At : bilirubin - 0.1-1.0Choose  : [age - 1-10, age - 11-20, age - 21-30, age - 31-40, age - 41-50, 
age - 51-60, age - 61-70, age - 71-80] / 0.364421968666466 
 At : age - 1-10 At : age - 11-20  
 Ans: class - live 
rule :if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class – live 
 
รูปท่ี 4.6  ผลการจ าแนกขอ้มูลผูป่้วยโรคตบัอกัเสบดว้ยโปรแกรม ID3UP  
แสดงการสร้างกฎล าดบัท่ีสอง 
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จากรูปท่ี 4.6  ขอ้มูลท่ีถูกจ าแนกไดจ้ าแนกต่อจากการเลือกโหนดราก คือ แอททริบิวต ์
ascites มีค่าเป็น yes  และโหนดต่อไป คือ แอททริบิวต ์spiders มีค่าเป็น yes  (จากรูปท่ี 4.5) โดยจะ
เลือกโหนดต่อไปเป็นแอททริบิวต ์steroid มีค่าเป็น no และโหนดต่อไปเป็นแอททริบิวต ์bilirubin มี
ค่าเป็น 0.1-1.0 โหนดระดบัต่อจากนั้นเป็นแอททริบิวต ์ age มีค่าเป็น 11-20 และท่ีโหนดใบเป็น 
แอททริบิวตเ์ป้าหมาย คือ class มีค่าเป็น live ดงันั้นกฎท่ีได ้ คือ if ascites - yes  spiders - yes  
steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class – live 
 
 4.2.2  ผลการทดสอบกบัข้อมูลผู้ป่วยมะเร็งเต้านม (Breast Cancer) 
 น าขอ้มูลผูป่้วยมะเร็งเตา้นม (Breast Cancer) ทดสอบกบัโปรแกรมการสังเคราะห์โมเดล
เพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ เร่ิมจากการจ าแนกขอ้มูลดว้ยโปรแกรม ID3UP ใหผ้ลการ
ทดสอบ ดงัรูปท่ี 4.7 
 
 
 
รูปท่ี 4.7  ผลลพัธ์ของขอ้มูลผูป่้วยมะเร็งเตา้นมเม่ือถูกจ าแนกดว้ยโปรแกรม ID3UP 
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Choose  : [breast_quad - left_up, breast_quad - left_low, breast_quad - right_up, breast_quad - 
right_low, breast_quad - central] / 0.531951311047556 
 At : breast_quad - left_up 
 Ans: class - recurrence_events 
rule :if breast_quad - left_up then class - recurrence_events 
 
รูปท่ี 4.8  ผลการจ าแนกขอ้มูลผูป่้วยมะเร็งเตา้นมโปรแกรม ID3UP  
แสดงการสร้างกฎล าดบัท่ีหน่ึง 
 จากรูปท่ี 4.8  ความหมายของโมเดลท่ีไดเ้ม่ือโปรแกรมมีการจ าแนกขอ้มูล คือ เร่ิมเลือก
โหนดรากเป็น แอททริบิวต ์ breast_quad มีค่าเป็น left_up  โหนดต่อไป คือ แอททริบิวตเ์ป้าหมาย 
class มีค่าเป็น recurrence_events ดงันั้นกฎท่ีได ้ คือ if breast_quad - left_up then class - 
recurrence_events 
 
At : breast_quad - left_low Choose  : [inv_nodes - 0-2, inv_nodes - 3-5, inv_nodes - 6-8, 
inv_nodes - 9-11, inv_nodes - 12-14, inv_nodes - 15-17, inv_nodes - 18-20, inv_nodes - 21-23, 
inv_nodes - 24-26, inv_nodes - 27-29, inv_nodes - 30-32, inv_nodes - 33-35, inv_nodes - 36-39] / 
0.781265510891497 
 At : inv_nodes - 0-2 Choose  : [tumor_size - 0-4, tumor_size - 5-9, tumor_size - 10-14, 
tumor_size - 15-19, tumor_size - 20-24, tumor_size - 25-29, tumor_size - 30-34, tumor_size - 35-
39, tumor_size - 40-44, tumor_size - 45-49, tumor_size - 50-54, tumor_size - 55-59] / 
0.617466806814915 
 At : tumor_size - 0-4 
 Ans: class - no_recurrence_events 
rule :if breast_quad - left_low  inv_nodes - 0-2  tumor_size - 0-4 then class - 
no_recurrence_events 
 
รูปท่ี 4.9  ผลการจ าแนกขอ้มูลผูป่้วยมะเร็งเตา้นมโปรแกรม ID3UP  
แสดงการสร้างกฎล าดบัท่ีสอง 
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จากรูปท่ี 4.9 โปรแกรมจ าแนกขอ้มูลต่อ (จากรูปท่ี 4.8) โดยเลือกโหนดรากเป็นแอททริ-
บิวต ์ breast_quad เหมือนเดิม แต่เลือกค่าเป็น left_low โหนดต่อไปเลือก แอททริบิวต ์ inv_nodes  
มีค่าเป็น 0-2 โหนดต่อไปเลือกแอททริบิวต ์ tumor_size มีค่าเป็น 0-4 และแอททริบิวตเ์ป้าหมาย คือ 
class มีค่าเป็น no_recurrence_events ดงันั้นกฎท่ีได ้ คือ if breast_quad - left_up then class - 
no_recurrence_events 
 
 4.2.3  ผลการทดสอบกบัข้อมูลผู้ป่วยโรคไทรอยด์ (Thyroid Disease) 
 น าขอ้มูลผูป่้วยโรคไทรอยด ์ (Thyroid Disease) ทดสอบกบัโปรแกรมการสังเคราะห์โมเดล
เพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ เร่ิมจากการจ าแนกขอ้มูลดว้ยโปรแกรม ID3UP ใหผ้ลการ
ทดสอบ ดงัรูปท่ี 4.10 
 
 
 
รูปท่ี 4.10  ผลลพัธ์ของขอ้มูลผูป่้วยโรคไทรอยด์เม่ือถูกจ าแนกดว้ยโปรแกรม ID3UP 
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Choose  : [sex - female, sex - male] / 0.403017820005403 
 At : sex - femaleChoose  : [sick - false, sick - true] / 0.246427508015239 
 At : sick - falseChoose  : [referral_source - stmw, referral_source - svhc, referral_source - 
svi, referral_source - svhd, referral_source - other] / 0.20330430468268 
 At : referral_source - stmw 
 Ans: class - negative 
rule :if sex - female  sick - false  referral_source - stmw then class – negative 
 
รูปท่ี 4.11  ผลการจ าแนกขอ้มูลผูป่้วยโรคไทรอยดด์ว้ยโปรแกรม ID3UP  
  แสดงการสร้างกฎล าดบัท่ีหน่ึง 
 
 จากรูปท่ี 4.11  โปรแกรมเร่ิมจ าแนกขอ้มูลโดยเลือกโหนดรากเป็นแอททริบิวต ์ sex มีค่า
เป็น femaleโหนดต่อไปเลือกแอททริบิวต ์ sick มีค่าเป็น false โหนดต่อไปเลือกแอททริบิวต ์
referral_source มีค่าเป็น stmw และแอททริบิวตเ์ป้าหมาย คือ class มีค่าเป็น negative ดงันั้นกฎท่ีได ้
คือ if sex - female  sick - false  referral_source - stmw then class – negative 
 
At : referral_source - svhc 
 Ans: class - negative 
rule :if sex - female  sick - false  referral_source - svhc then class – negative 
 
รูปท่ี 4.12  ผลการจ าแนกขอ้มูลผูป่้วยโรคไทรอยดด์ว้ยโปรแกรม ID3UP  
                 แสดงการสร้างกฎล าดบัท่ีสอง 
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 จากรูปท่ี 4.12  ขอ้มูลถูกจ าแนกต่อ (จากรูปท่ี 4.11) โดยท่ีโหนดรากและโหนด sick - false  
ยงัคงเป็นเหมือนเดิม แต่แตกต่างตรงท่ีโหนดท่ีเลือกแอททริบิวต ์referral_source จะใหค้่าเป็น svhc 
และโหนดถดัไปจะเป็นแอททริบิวตเ์ป้าหมาย class ซ่ึงมีคา่เป็น negative ดงันั้นกฎ 
ท่ีได ้คือ if sex - female  sick - false  referral_source - svhc then class – negative 
 
4.3  ผลของการค้นหากฎด้วยเพรดิเคตตรรกศาสตร์ 
กฎท่ีไดจ้ากการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP จะถูกบนัทึกไวใ้นหน่วยความจ า  
เพื่อรอการคน้หากฎตามเง่ือนไขของผูใ้ช ้ดงัรายละเอียดต่อไปน้ี 
4.3.1  การค้นหากฎจ าแนกข้อมูลผู้ป่วยโรคตับอกัเสบ (Hepatitis Domain) 
(1)  ค้นหากฎทั้งหมดด้วยเพรดิเคต findRule() จากโมเดลข้อมูลผู้ป่วย 
โรคตับอกัเสบ (Hepatitis Domain) 
การคน้หากฎทั้งหมดท่ีไดจ้ากการจ าแนกขอ้มูล จะใชเ้พรดิเคต findRule() ท่ีใส่ค่า
อาร์กิวเมนตข์องเพรดิเคตเป็นเซตวา่ง ( [ ] ) แสดงดงัรูปท่ี 4.13 ซ่ึงการคน้หากฎทั้งหมดของขอ้มูล
ผูป่้วยโรคตบัอกัเสบ ไดจ้  านวนกฎทั้งหมด 51 กฎ แสดงดงัตารางท่ี 4.4 
 
รูปท่ี 4.13  ผลการทดสอบกบัขอ้มูลผูป่้วยโรคตบัอกัเสบ เม่ือเควยีรีกฎทั้งหมดดว้ย findRule( [ ] ) 
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ตารางท่ี 4.4  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคตบัอกัเสบ 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
8 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
9 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - no  
then class - die 
10 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
11 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 61-70 then class - die 
12 if ascites - yes  spiders - yes  steroid - no  bilirubin - 1.1-2.0 then class - live 
13 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 21-30 then class - live 
14 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 31-40 then class - die 
15 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 41-50 then class - live 
16 if ascites - yes  spiders - yes  steroid - no  bilirubin - 7.1-8.0 then class - die 
17 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 21-30 then class - live 
18 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes   
malaise - yes then class - die 
19 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes   
malaise - no then class – live 
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ตารางท่ี 4.4  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคตบัอกัเสบ (ต่อ) 
No. Rule 
20 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - no  
then class - live 
21 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - yes then class - live 
22 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - yes then class - die 
23 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - no then class - live 
24 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 1.1-2.0  
then class - die 
25 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 2.1-3.0  
then class - live 
26 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 4.1-5.0  
then class - die 
27 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 51-60 then class - live 
28 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 3.1-4  
then class - die 
29 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 4.1-5  
then class - live 
30 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 21-30 then class - live 
31 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - yes  
then class - live 
32 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - no  
then class - die 
33 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 41-50 then class - die 
34 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 51-60 then class - die 
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ตารางท่ี 4.4  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคตบัอกัเสบ (ต่อ) 
No. Rule 
35 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - yes  
then class - live 
36 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - yes  
then class - die 
37 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid – no 
then class - live 
38 if ascites - yes  spiders - no  sex - male  sgot - 501-600 then class - die 
39 if ascites - yes  spiders - no  sex - female then class - live 
40 if ascites - no  age - 11-20 then class - live 
41 if ascites - no  age - 21-30  bilirubin - 0.1-1.0 then class - live 
42 if ascites - no  age - 21-30  bilirubin - 1.1-2.0 then class - live 
43 if ascites - no  age - 21-30  bilirubin - 2.1-3.0 then class - die 
44 if ascites - no  age - 31-40  anorexia - yes then class - die 
45 if ascites - no  age - 31-40  anorexia - no  spiders - yes then class - live 
46 if ascites - no  age - 31-40  anorexia - no  spiders - no then class - die 
47 if ascites - no  age - 41-50 then class - die 
48 if ascites - no  age - 51-60  bilirubin - 1.1-2.0 then class - live 
49 if ascites - no  age - 51-60  bilirubin - 3.1-4.0 then class - die 
50 if ascites - no  age - 51-60  bilirubin - 4.1-5.0 then class - die 
51 if ascites - no  age - 61-70 then class - live 
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 (2) ค้นหากฎด้วยเพรดิเคต findRule() เมื่อใส่เงื่อนไขให้กบัอาร์กวิเมนต์ทดสอบ
ด้วยข้อมูลผู้ป่วยโรคตับอกัเสบ (Hepatitis Domain) 
 ก าหนดใหอ้าร์กิวเมนต ์ของการเควยีรีมีจ านวน 1 ตวัแปร 
ก าหนด X เป็นตวัแปร โดยใหค้่าของ X เป็น bilirubin - "0.1-1.0" ดงันั้นค าสั่งการเควยีรี 
คือ findRule([bilirubin - "0.1-1.0"]) ผลลพัธ์ท่ีได ้คือ จ านวนกฎมีจ านวนนอ้ยลงจากการคน้หากฎ
ทั้งหมด คือ มีจ านวน 14 กฎ จากทั้งหมด 51 กฎ แสดงดงัตารางท่ี 4.5 ซ่ึงท าใหเ้ห็นวา่การคน้หากฎ
โดยใชเ้ง่ือนไขมีประสิทธิภาพท่ีดี แสดงผลลพัธ์เฉพาะเง่ือนไขท่ีผูใ้ชก้  าหนด ไม่แสดงกฎท่ีไม่ตรง
กบัเง่ือนไข บางทีกฎบางกฎอาจจะไม่จ  าเป็นต่อผูใ้ช ้ อยา่งเช่นตวัอยา่ง แสดงเฉพาะกฎท่ีมีขอ้มูล 
ปริมาณน า้ดีในตับมีจ านวน 0.1-1.0 mg/dl (bilirubin-“0.1-1.0”) จะมีผู้ป่วยท่ีมีชีวิตอยู่หรือเสียชีวิต
ด้วยเง่ือนไขใดบ้าง (ดูไดจ้ากเง่ือนไขของกฎท่ีไดถู้กคน้หาออกมา)  
 
ตารางท่ี 4.5  กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 อยูใ่นกฎ 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
8 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - no  
then class - die 
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ตารางท่ี 4.5  กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 อยูใ่นกฎ (ต่อ) 
No. Rule 
9 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
10 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 61-70 then class - die 
11 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - yes then class - live 
12 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - yes then class - die 
13 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - no then class - live 
14 if ascites - no  age - 21-30  bilirubin - 0.1-1.0 then class - live 
 
การก าหนดค่าของ X ใส่ในรูปของเง่ือนไข NOT โดยก าหนดใหเ้ป็น \+bilirubin - "0.1-
1.0" ดงันั้นค าสั่งการเควยีรี คือ findRule([\+bilirubin - "0.1-1.0"]) ซ่ึงจะแสดงกฎท่ีไม่มี bilirubin 
- 0.1-1.0 อยูใ่นกฎ ซ่ึงผลลพัธ์ท่ีไดมี้จ านวน 37 กฎ ซ่ึงจ านวนของกฎลดนอ้ยลงจากการคน้หากฎ
ทั้งหมดโดยไม่ใส่เง่ือนไขเช่นกนั แสดงดงัตารางท่ี 4.6 
 
ตารางท่ี 4.6  กฎท่ีไม่มีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 อยูใ่นกฎ 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class – live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 1.1-2.0 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 31-40 then class - die 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 41-50 then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 7.1-8.0 then class - die 
7 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 21-30 then class - live 
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ตารางท่ี 4.6  กฎท่ีไม่มีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 อยูใ่นกฎ (ต่อ) 
No. Rule 
8 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes   
malaise - yes then class - die 
9 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes  malaise - no  
then class - live 
10 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - no  
then class - live 
11 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 1.1-2.0  
then class - die 
12 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 2.1-3.0  
then class - live 
13 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 4.1-5.0  
then class - die 
14 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 51-60 then class - live 
15 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 3.1-4  
then class - die 
16 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 4.1-5  
then class - live 
17 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 21-30 then class - live 
18 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - yes  
then class - live 
19 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - no  
then class - die 
20 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 41-50 then class - die 
21 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 51-60 then class - die 
22 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - yes  
then class - live 
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ตารางท่ี 4.6  กฎท่ีไม่มีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 อยูใ่นกฎ (ต่อ) 
No. Rule 
23 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - yes  
then class - die 
24 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - no  
then class - live 
25 if ascites - yes  spiders - no  sex - male  sgot - 501-600 then class - die 
26 if ascites - yes  spiders - no  sex - female then class - live 
27 if ascites - no  age - 11-20 then class - live 
28 if ascites - no  age - 21-30  bilirubin - 1.1-2.0 then class - live 
29 if ascites - no  age - 21-30  bilirubin - 2.1-3.0 then class - die 
30 if ascites - no  age - 31-40  anorexia - yes then class - die 
31 if ascites - no  age - 31-40  anorexia - no  spiders - yes then class - live 
32 if ascites - no  age - 31-40  anorexia - no  spiders - no then class - die 
33 if ascites - no  age - 41-50 then class - die 
34 if ascites - no  age - 51-60  bilirubin - 1.1-2.0 then class - live 
35 if ascites - no  age - 51-60  bilirubin - 3.1-4.0 then class - die 
36 if ascites - no  age - 51-60  bilirubin - 4.1-5.0 then class - die 
37 if ascites - no  age - 61-70 then class - live 
 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรตวัท่ี 1 ใหเ้ป็นเหมือนเดิม คือ X1 = bilirubin - "0.1-1.0" และเพิ่มเง่ือนไข
ใหก้บัตวัแปรตวัท่ี 2  คือ X2 = class – live ดงันั้นค าสั่งในการเควยีรี คือ findRule([bilirubin - 
"0.1-1.0" , class - live]) กฎท่ีไดจ้ากการเควยีรีเง่ือนไขน้ีแสดงดงัตารางท่ี 4.7 ซ่ึงจ านวนของกฎ
ลดลงเหลือ 10 กฎ เม่ือเทียบกบัผลจากการเควยีรีดว้ย 1 ตวัแปร จะไดก้ฎ 14 กฎ เน่ืองจากเง่ือนไขท่ี
ก าหนดใหอ้าร์กิวเมนตข์องเพรดิเคต findRule() ภายในลิสตจ์ะคัน่ดว้ยเคร่ืองหมาย “ , ”  คือการใส่
เง่ือนไขของ AND ซ่ึงเป็นการคดัเลือกกฎท่ีมีเง่ือนไขตรงกนัทั้ง 2 เง่ือนไข ท าใหเ้ง่ือนไขในการ
คน้หามีความจ าเพาะมากข้ึน จึงท าใหก้ฎมีจ านวนลดลง ซ่ึงการใส่เง่ือนไขจะไม่จ  ากดัจ านวนของตวั
แปร ตวัอยา่งเช่น ผลลพัธ์ของกฎท่ีไดถู้กเพิ่มเง่ือนไขจาก 1 เง่ือนไข เป็น 2 เง่ือนไข มีความหมายวา่ 
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ปริมาณน า้ดีในตับมีจ านวน 0.1-1.0 mg/dl (bilirubin-“0.1-1.0”) จะมีผู้ป่วยท่ีมีชีวิต (class-live) เป็น
จ านวนมากน้อยเท่าใด (ดูไดจ้ากจ านวนกฎท่ีไดถู้กคน้หาออกมา)  
 
ตารางท่ี 4.7  กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 และมีแอททริบิวต ์class มีค่าเป็น live 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
8 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - yes then class - live 
9 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - no then class - live 
10 if ascites - no  age - 21-30  bilirubin - 0.1-1.0 then class - live 
 
เม่ือทดลองก าหนดค่าของ X1 หรือ X2 ใส่ในรูปเง่ือนไข NOT โดยผสมกนัอยูภ่ายในลิสต ์
โดยก าหนดให้เป็น X1 = \+bilirubin - "0.1-1.0"และ X2 = class – live ดงันั้นค าสั่งในการเควยีรี 
คือ findRule([\+bilirubin - "0.1-1.0" , class - live]) ซ่ึงจะแสดงกฎท่ีไม่มี bilirubin - 0.1-1.0 แต่มี 
class-live อยูใ่นกฎ ซ่ึงผลลพัธ์ท่ีไดมี้จ านวน 20 กฎ (แสดงดงัตารางท่ี 4.8) ซ่ึงจ านวนของกฎลด
นอ้ยลงจากการคน้หากฎทั้งหมดโดยไม่ใส่เง่ือนไข 
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ตารางท่ี 4.8  กฎท่ีไม่มีแอททริบิวต ์bilirubin มีค่าเป็น 0.1-1.0 และมีแอททริบิวต ์class มีค่าเป็น live 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 1.1-2.0 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 41-50 then class - live 
5 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 21-30 then class - live 
6 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes  malaise - no  
then class - live 
7 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - no  
then class - live 
8 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 2.1-3.0  
then class - live 
9 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 51-60 then class - live 
10 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 4.1-5  
then class - live 
11 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 21-30 then class - live 
12 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - yes  
then class - live 
13 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - yes  
then class - live 
14 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - no  
then class - live 
15 if ascites - yes  spiders - no  sex - female then class - live 
16 if ascites - no  age - 11-20 then class - live 
17 if ascites - no  age - 21-30  bilirubin - 1.1-2.0 then class - live 
18 if ascites - no  age - 31-40  anorexia - no  spiders - yes then class - live 
19 if ascites - no  age - 51-60  bilirubin - 1.1-2.0 then class - live 
20 if ascites - no  age - 61-70 then class - live 
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(3) ค้นหากฎด้วยเพรดิเคต findRuleOr() เมื่อใส่เงื่อนไขให้กบัอาร์กวิเมนต์ทดสอบ
ด้วยข้อมูลผู้ป่วยโรคตับอกัเสบ (Hepatitis Domain)  
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรตวัท่ี 1 คือ [X1] = ascites – yes  ตวัแปรตวัท่ี 2 คือ [X2] =  bilirubin -  
"0.1-1.0" ,  age - "31-40" ดงันั้นค าสั่งของการเควยีรี จะได ้ findRuleOr([ [ascites - yes] , 
[bilirubin - "0.1-1.0" , age - "31-40"] ]) ผลลพัธ์การแสดงผลของกฎมีจ านวนนอ้ยลงเช่นกนั คือ 
43 กฎ แต่บางส่วนของกฎแสดงผลซ ้ ากนั เน่ืองจากการคน้หากฎของโปรแกรมจะท าเง่ือนไขของ 
ตวัแปรตวัท่ี 1 ก่อน คือ ascites – yes เม่ือกฎใดท่ีเขา้เง่ือนไขน้ีจะแสดงผลออกมา และตรวจสอบ
เง่ือนไขของตวัแปรตวัต่อไป คือ bilirubin - "0.1-1.0" , age - "31-40" เม่ือกฎท่ีตรงกบัเง่ือนไขน้ีก็จะ
แสดงผลออกมาเช่นกนั ท าใหก้ารแสดงผลของกฎทั้งหมดมีโอกาสซ ้ ากนั ดงัตารางท่ี 4.9 โดยกฎ
ล าดบัท่ี 4-7 (เง่ือนไขของตวัแปรท่ี 1) และกฎล าดบัท่ี 40-43  (เง่ือนไขของตวัแปรท่ี 2) ซ ้ ากนั 
 
ตารางท่ี 4.9  กฎท่ีมีแอททริบิวต ์ascites มีค่าเป็น yes รวมกบั กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น   
                     0.1-1.0 และมีแอททริบิวต ์age มีค่าเป็น 31-40 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
 
 
  
 
 
 
 
 
 
89 
 
ตารางท่ี 4.9  กฎท่ีมีแอททริบิวต ์ascites มีค่าเป็น yes รวมกบั กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น   
                   0.1-1.0 และมีแอททริบิวต ์age มีค่าเป็น 31-40 (ต่อ) 
No. Rule 
8 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
9 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - no  
then class - die 
10 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
11 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 61-70 then class - die 
12 if ascites - yes  spiders - yes  steroid - no  bilirubin - 1.1-2.0 then class - live 
13 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 21-30 then class - live 
14 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 31-40 then class - die 
15 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 41-50 then class - live 
16 if ascites - yes  spiders - yes  steroid - no  bilirubin - 7.1-8.0 then class - die 
17 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 21-30 then class - live 
18 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes   
malaise - yes then class - die 
19 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes  malaise - no  
then class - live 
20 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - no  
then class - live 
21 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - yes then class - live 
22 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - yes then class - die 
23 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - no then class - live 
24 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 1.1-2.0  
then class - die 
 
  
 
 
 
 
 
 
90 
 
ตารางท่ี 4.9  กฎท่ีมีแอททริบิวต ์ascites มีค่าเป็น yes รวมกบั กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น   
                   0.1-1.0 และมีแอททริบิวต ์age มีค่าเป็น 31-40 (ต่อ) 
No. Rule 
25 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 2.1-3.0  
then class - live 
26 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 4.1-5.0  
then class - die 
27 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 51-60 then class - live 
28 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 3.1-4  
then class - die 
29 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 4.1-5  
then class - live 
30 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 21-30 then class - live 
31 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - yes  
then class - live 
32 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - no  
then class - die 
33 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 41-50 then class - die 
34 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 51-60 then class - die 
35 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - yes  
then class - live 
36 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - yes  
then class - die 
37 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - no  
then class - live 
38 if ascites - yes  spiders - no  sex - male  sgot - 501-600 then class - die 
39 if ascites - yes  spiders - no  sex - female then class - live 
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ตารางท่ี 4.9  กฎท่ีมีแอททริบิวต ์ascites มีค่าเป็น yes รวมกบั กฎท่ีมีแอททริบิวต ์bilirubin มีค่าเป็น   
                     0.1-1.0 และมีแอททริบิวต ์age มีค่าเป็น 31-40 (ต่อ) 
No. Rule 
40 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
41 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
42 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
43 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
 
 ปรับปรุงโปรแกรมไม่ใหแ้สดงกฎซ ้ ากนั เม่ือก าหนดใหอ้าร์กิวเมนตข์องการเควยีรี
มีจ านวน 2 ตวัแปรหรือมากกวา่  
จากการเควยีรีดว้ยค าสั่ง findRuleOr([ [ascites - yes] , [bilirubin - "0.1-1.0" , age -  
"31-40"] ]) ซ่ึงไดผ้ลลพัธ์ของกฎท่ีซ ้ ากนั ท าใหป้ระสิทธิภาพการแสดงผลลดลงและจ านวนของกฎ
มีมากเกินความจ าเป็น จึงปรับปรุงโปรแกรมดว้ยการใชค้  าสั่งการคน้หากฎท่ีจะตดักฎท่ีซ ้ ากนัออก
และแสดงเพียงกฎเดียว ท าใหก้ฎท่ีไดมี้จ านวนลดลงจากเดิม มีประสิทธิภาพในการแสดงผลท่ีดีข้ึน 
ดงัตารางท่ี 4.10 จะเห็นไดว้า่จ  านวนกฎท่ีไดมี้จ านวนท่ีนอ้ยลงกวา่เดิม คือ 39 กฎ จาก 43 กฎ 
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ตารางท่ี 4.10  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
8 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
9 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - no  
then class - die 
10 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
11 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 61-70 then class - die 
12 if ascites - yes  spiders - yes  steroid - no  bilirubin - 1.1-2.0 then class - live 
13 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 21-30 then class - live 
14 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 31-40 then class - die 
15 if ascites - yes  spiders - yes  steroid - no  bilirubin - 2.1-3.0  age - 41-50 then class - live 
16 if ascites - yes  spiders - yes  steroid - no  bilirubin - 7.1-8.0 then class - die 
17 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 21-30 then class - live 
18 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes   
malaise - yes then class - die 
19 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - yes  malaise - no  
then class - live 
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ตารางท่ี 4.10  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั (ต่อ) 
No. Rule 
20 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 31-40  steroid - no  
then class - live 
21 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - yes then class - live 
22 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - yes then class - die 
23 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 0.1-1.0   
steroid - no  anorexia - no then class - live 
24 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 1.1-2.0  
then class - die 
25 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 2.1-3.0  
then class - live 
26 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 41-50  bilirubin - 4.1-5.0  
then class - die 
27 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 51-60 then class - live 
28 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 3.1-4  
then class - die 
29 if ascites - yes  spiders - no  sex - male  sgot - 1-100  age - 61-70  albumin - 4.1-5  
then class - live 
30 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 21-30 then class - live 
31 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - yes  
then class - live 
32 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 31-40  steroid - no  
then class - die 
33 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 41-50 then class - die 
34 if ascites - yes  spiders - no  sex - male  sgot - 101-200  age - 51-60 then class - die 
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ตารางท่ี 4.10  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั (ต่อ) 
No. Rule 
35 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - yes  
then class - live 
36 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - yes  
then class - die 
37 if ascites - yes  spiders - no  sex - male  sgot - 201-300  spleen_palpable - no  steroid - no  
then class - live 
38 if ascites - yes  spiders - no  sex - male  sgot - 501-600 then class - die 
39 if ascites - yes  spiders - no  sex - female then class - live 
  
4.3.2 การค้นหากฎจ าแนกข้อมูลผู้ป่วยมะเร็งเต้านม (Breast Cancer) 
(1)  ค้นหากฎทั้งหมดด้วยเพรดิเคต findRule() จากโมเดลข้อมูลผู้ป่วยมะเร็งเต้านม  
(Breast Cancer) 
ใชเ้พรดิเคต findRule() ใส่ค่าอาร์กิวเมนตเ์ป็นเซตวา่ง ( [ ] ) ซ่ึงการคน้หากฎทั้งหมด
ของขอ้มูลผูป่้วยมะเร็งเตา้นมไดจ้  านวนกฎทั้งหมด 48 กฎ แสดงดงัตารางท่ี 4.11 
 
ตารางท่ี 4.11  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยมะเร็งเตา้นม 
No. Rule 
1 if breast_quad - left_up then class - recurrence_events 
2 if breast_quad - left_low  tumor_size - 0-4 then class - no_recurrence_events 
3 if breast_quad - left_low  tumor_size - 5-9 then class - no_recurrence_events 
4 if breast_quad - left_low  tumor_size - 10-14 then class - no_recurrence_events 
5 if breast_quad - left_low  tumor_size - 15-19 then class - no_recurrence_events 
6 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 40-49  
then class - recurrence_events 
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ตารางท่ี 4.11  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยมะเร็งเตา้นม (ต่อ) 
No. Rule 
7 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - lt40 then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - premeno then class - no_recurrence_events 
9 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 60-69 
then class - recurrence_events 
10 if breast_quad - left_low  tumor_size - 20-24  node_caps - no  
then class - no_recurrence_events 
11 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 1  
then class - no_recurrence_events 
12 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - yes  age - 40-49  
then class - recurrence_events 
13 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - yes  age - 50-59  
then class - no_recurrence_events 
14 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - no  
then class - no_recurrence_events 
15 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 3 then class - recurrence_events 
16 if breast_quad - left_low  tumor_size - 30-34  age - 30-39  
then class - no_recurrence_events 
17 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - yes  
then class - recurrence_events 
18 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - no  
then class - no_recurrence_events 
19 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 2  
then class - no_recurrence_events 
20 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 3  
then class - recurrence_events 
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ตารางท่ี 4.11  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยมะเร็งเตา้นม (ต่อ) 
No. Rule 
21 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 0-2  
then class - no_recurrence_events 
22 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40 then class - recurrence_events 
23 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - premeno then class - no_recurrence_events 
24 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 6-8  
then class - no_recurrence_events 
25 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 9-11  
then class - no_recurrence_events 
26 if breast_quad - left_low  tumor_size - 30-34  age - 60-69 then class - 
no_recurrence_events 
27 if breast_quad - left_low  tumor_size - 35-39  age - 30-39 then class - recurrence_events 
28 if breast_quad - left_low  tumor_size - 35-39  age - 40-49  
then class - no_recurrence_events 
29 if breast_quad - left_low  tumor_size - 35-39  age - 50-59 
then class - no_recurrence_events 
30 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 0-2  
then class - no_recurrence_events 
31 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 3-5  
then class - no_recurrence_events 
32 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 6-8  
then class - recurrence_events 
33 if breast_quad - left_low  tumor_size - 45-49 then class - no_recurrence_events 
34 if breast_quad - left_low  tumor_size - 50-54  breast - left  
then class - no_recurrence_events 
35 if breast_quad - left_low  tumor_size - 50-54  breast - right then class - recurrence_events 
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ตารางท่ี 4.11  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยมะเร็งเตา้นม (ต่อ) 
No. Rule 
36 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 0-2  age - 40-49  
then class - no_recurrence_events 
37 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 0-2  age - 60-69  
then class - recurrence_events 
38 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 3-5  
then class - recurrence_events 
39 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 30-39  
then class - no_recurrence_events 
40 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 50-59  
then class - recurrence_events 
41 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 60-69  
then class - no_recurrence_events 
42 if breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 9-11  
then class - no_recurrence_events 
43 if breast_quad - right_up  node_caps - yes  deg_malig - 3 then class - recurrence_events 
44 if breast_quad - right_up  node_caps - no  inv_nodes - 0-2  
then class - no_recurrence_events 
45 if breast_quad - right_up  node_caps - no  inv_nodes - 3-5  age - 30-39  
then class - no_recurrence_events 
46 if breast_quad - right_up  node_caps - no  inv_nodes - 3-5  age - 60-69  
then class - recurrence_events 
47 if breast_quad - right_up  node_caps - no  inv_nodes - 12-14  
then class - no_recurrence_events 
48 if breast_quad - central then class - recurrence_events 
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(2)  ค้นหากฎด้วยเพรดิเคต findRule() เมื่อใส่เงื่อนไขให้กับอาร์กวิเมนต์ ทดสอบ
ด้วยข้อมูลผู้ป่วยมะเร็งเต้านม (Breast Cancer) 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 1 ตวัแปร 
ก าหนด X เป็นตวัแปร โดยใหค้่าของ X เป็น breast_quad - right_up ดงันั้นค าสั่งการ 
เควยีรี คือ findRule([breast_quad - right_up]) ผลลพัธ์ท่ีได ้ คือ จ านวนกฎมีจ านวนนอ้ยลงจาก
การคน้หากฎทั้งหมด คือ มีจ านวน 12 กฎ จากทั้งหมด 48 กฎ แสดงดงัตารางท่ี 4.12 จากการเควยีรี
ดว้ยเง่ือนไขน้ี มีความหมายวา่ แสดงเฉพาะกฎท่ีมีขอ้มูล บริเวณทางด้านบนขวา (breast_quad - 
right_up) ของเต้านมท่ีเกิดก้อนเนือ้มะเร็ง ส่งผลให้เกิดปัจจัยใดบ้างท่ีจะท าให้ผู้ป่วยมีโอกาสหรือไม่
มีโอกาสกลับมาเป็นมะเร็งเต้านม  
 
ตารางท่ี  4.12  กฎการจ าแนกท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ 
No. Rule 
1 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 0-2  age - 40-49  
then class - no_recurrence_events 
2 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 0-2  age - 60-69  
then class - recurrence_events 
3 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 3-5  
then class - recurrence_events 
4 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 30-39  
then class - no_recurrence_events 
5 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 50-59  
then class - recurrence_events 
6 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 60-69  
then class - no_recurrence_events 
7 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 9-11  
then class - no_recurrence_events 
8 if  breast_quad - right_up  node_caps - yes  deg_malig - 3 then class - recurrence_events 
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ตารางท่ี  4.12  กฎการจ าแนกท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ (ต่อ) 
No. Rule 
9 if  breast_quad - right_up  node_caps - no  inv_nodes - 0-2 then class - 
no_recurrence_events 
10 if  breast_quad - right_up  node_caps - no  inv_nodes - 3-5  age - 30-39  
then class - no_recurrence_events 
11 if  breast_quad - right_up  node_caps - no  inv_nodes - 3-5  age - 60-69  
then class - recurrence_events 
12 if  breast_quad - right_up  node_caps - no  inv_nodes - 12-14 then class - 
no_recurrence_events 
 
ก าหนดค่าของ X ใส่ในรูปของเง่ือนไข NOT โดยก าหนดใหเ้ป็น \+breast_quad - 
right_up ดงันั้นค าสั่งการเควยีรี คือ findRule([\+breast_quad - right_up]) ซ่ึงจะแสดงกฎท่ีไม่มี 
breast_quad - right_up อยูใ่นกฎ ซ่ึงผลลพัธ์ท่ีไดมี้จ านวน 36 กฎ ซ่ึงจ านวนของกฎลดนอ้ยลงจาก
การคน้หากฎทั้งหมดโดยไม่ใส่เง่ือนไขเช่นกนั แสดงดงัตารางท่ี 4.13 
 
ตารางท่ี 4.13  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ 
No. Rule 
1 if breast_quad - left_up then class - recurrence_events 
2 if breast_quad - left_low  tumor_size - 0-4 then class - no_recurrence_events 
3 if breast_quad - left_low  tumor_size - 5-9 then class - no_recurrence_events 
4 if breast_quad - left_low  tumor_size - 10-14 then class - no_recurrence_events 
5 if breast_quad - left_low  tumor_size - 15-19 then class - no_recurrence_events 
6 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 40-49  
then class - recurrence_events 
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ตารางท่ี 4.13  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ (ต่อ) 
No. Rule 
7 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - lt40 then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - premeno then class - no_recurrence_events 
9 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 60-69  
then class - recurrence_events 
10 if breast_quad - left_low  tumor_size - 20-24  node_caps - no  
then class - no_recurrence_events 
11 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 1  
then class - no_recurrence_events 
12 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - yes  age - 40-49  
then class - recurrence_events 
13 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - yes  age - 50-59  
then class - no_recurrence_events 
14 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - no  
then class - no_recurrence_events 
15 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 3 then class - recurrence_events 
16 if breast_quad - left_low  tumor_size - 30-34  age - 30-39  
then class - no_recurrence_events 
17 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - yes  
then class - recurrence_events 
18 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - no  
then class - no_recurrence_events 
19 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 2  
then class - no_recurrence_events 
20 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 3  
then class - recurrence_events 
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ตารางท่ี 4.13  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ (ต่อ) 
No. Rule 
21 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 0-2  
then class - no_recurrence_events 
22 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40  
then class - recurrence_events 
23 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - premeno then class - no_recurrence_events 
24 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 6-8  
then class - no_recurrence_events 
25 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 9-11  
then class - no_recurrence_events 
26 if breast_quad - left_low  tumor_size - 30-34  age - 60-69 then class - 
no_recurrence_events 
27 if breast_quad - left_low  tumor_size - 35-39  age - 30-39 then class - recurrence_events 
28 if breast_quad - left_low  tumor_size - 35-39  age - 40-49  
then class - no_recurrence_events 
29 if breast_quad - left_low  tumor_size - 35-39  age - 50-59  
then class - no_recurrence_events 
30 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 0-2  
then class - no_recurrence_events 
31 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 3-5  
then class - no_recurrence_events 
32 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 6-8  
then class - recurrence_events 
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ตารางท่ี 4.13  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up อยูใ่นกฎ (ต่อ) 
No. Rule 
33 if breast_quad - left_low  tumor_size - 45-49 then class - no_recurrence_events 
34 if breast_quad - left_low  tumor_size - 50-54  breast - left  
then class - no_recurrence_events 
35 if breast_quad - left_low  tumor_size - 50-54  breast - right then class - recurrence_events 
36 if breast_quad - central then class - recurrence_events 
 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรตวัท่ี 1 ใหเ้ป็นเหมือนเดิม คือ X1 = breast_quad - right_up และเพิ่ม
เง่ือนไขใหก้บัตวัแปรตวัท่ี 2 คือ X2 = class - no_recurrence_events ดงันั้นค าสั่งในการเควยีรี คือ 
findRule([breast_quad - right_up , class - no_recurrence_events]) กฎท่ีไดจ้ากการเควยีรี
เง่ือนไขน้ีมีจ านวน 7 กฎ แสดงดงัตารางท่ี 4.14 ซ่ึงจ านวนของกฎลดลงจากการเควยีรีดว้ย 1 ตวัแปร 
ลดลงจาก 48 กฎ ซ่ึงความหมายของการเควยีรีดว้ยเง่ือนไขน้ี คือ บริเวณทางด้านบนขวา 
(breast_quad - right_up) ของเต้านมท่ีเกิดก้อนเนือ้มะเร็ง ส่งผลให้เกิดปัจจัยใดบ้างท่ีจะท าให้ผู้ป่วย
ไม่มีโอกาสกลับมาเป็นมะเร็งเต้านม 
 
ตารางท่ี 4.14  กฎท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น right_up และมีแอททริบิวต ์class มีค่าเป็น   
                       no_recurrence_events อยูใ่นกฎ 
No. Rule 
1 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 0-2  age - 40-49  
then class - no_recurrence_events 
2 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 30-39  
then class - no_recurrence_events 
3 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 6-8  age - 60-69  
then class - no_recurrence_events 
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ตารางท่ี 4.14  กฎท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น right_up และมีแอททริบิวต ์class มีค่าเป็น   
                       no_recurrence_events อยูใ่นกฎ (ต่อ) 
No. Rule 
4 if  breast_quad - right_up  node_caps - yes  deg_malig - 2  inv_nodes - 9-11  
then class - no_recurrence_events 
5 if  breast_quad - right_up  node_caps - no  inv_nodes - 0-2  
then class - no_recurrence_events 
6 if  breast_quad - right_up  node_caps - no  inv_nodes - 3-5  age - 30-39 
then class - no_recurrence_events 
7 if  breast_quad - right_up  node_caps - no  inv_nodes - 12-14  
then class - no_recurrence_events 
 
ก าหนดค่าของ X1 หรือ X2 ใส่ในรูปเง่ือนไข NOT ก าหนดให ้ X1 = \+breast_quad - 
right_up และ X2 = \+class - no_recurrence_events ดงันั้นค าสั่งในการเควยีรี คือ 
findRule([\+breast_quad - right_up , \+class - no_recurrence_events]) ซ่ึงจะแสดงกฎท่ีไม่มี 
breast_quad - right_up และ class - no_recurrence_events อยูใ่นกฎ ซ่ึงผลลพัธ์ท่ีไดมี้จ านวน 13 กฎ 
ซ่ึงจ านวนของกฎลดนอ้ยลงจากการคน้หากฎทั้งหมดโดยไม่ใส่เง่ือนไขเช่นกนั แสดงดงัตารางท่ี 
4.15 
 
ตารางท่ี 4.15  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up และไม่มีแอททริบิวต ์class  
                       มีค่าเป็น no_recurrence_events อยูใ่นกฎ 
No. Rule 
1 if breast_quad - left_up then class - recurrence_events 
2 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 40-49  
then class - recurrence_events 
3 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - lt40 then class - recurrence_events 
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ตารางท่ี 4.15  กฎท่ีไม่มีแอททริบิวต ์breast_quad มีค่าเป็น right_up และไม่มีแอททริบิวต ์class  
                       มีค่าเป็น no_recurrence_events อยูใ่นกฎ (ต่อ) 
No. Rule 
4 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 60-69  
then class - recurrence_events 
5 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 2  irradiat - yes  age - 40-49  
then class - recurrence_events 
6 if breast_quad - left_low  tumor_size - 25-29  deg_malig - 3 then class - recurrence_events 
7 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat – yes 
then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 3  
then class - recurrence_events 
9 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40 then class - recurrence_events 
10 if breast_quad - left_low  tumor_size - 35-39  age - 30-39 then class - recurrence_events 
11 if breast_quad - left_low  tumor_size - 40-44  inv_nodes - 6-8  
then class - recurrence_events 
12 if breast_quad - left_low  tumor_size - 50-54  breast - right then class - recurrence_events 
13 if breast_quad - central then class - recurrence_events 
 
(3)  ค้นหากฎด้วยเพรดิเคต findRuleOr() เมื่อใส่เงื่อนไขให้กบัอาร์กวิเมนต์ ทดสอบ
ด้วยข้อมูลผู้ป่วยมะเร็งเต้านม (Breast Cancer) 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรตวัท่ี 1 คือ [X1] = breast_quad - left_low , tumor_size - "30-34" ตวัแปร
ตวัท่ี 2 คือ [X2] = breast_quad - left_low , tumor_size - "30-34" , age - "50-59" ดงันั้นค าสั่ง
ของการเควยีรี จะได ้ findRuleOr([[breast_quad - left_low , tumor_size - "30-
34"],[breast_quad - left_low , tumor_size - "30-34" , age - "50-59"]]) ผลลพัธ์การแสดงผลของ
กฎมีจ านวนนอ้ยลงถา้เทียบจากกฎทั้งหมด คือ 16 กฎ แต่บางส่วนของกฎแสดงผลซ ้ ากนัเหมือนกบั
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ขอ้มูลผูป่้วยโรคตบัอกัเสบ ดงัตารางท่ี 4.16 โดยกฎล าดบัท่ี 6-10 (เง่ือนไขของตวัแปรท่ี1) และ  
กฎล าดบัท่ี 12-16 (เง่ือนไขของตวัแปรท่ี 2) ซ ้ ากนั 
 
ตารางท่ี 4.16  กฎท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น left_low และแอททริบิวต ์tumor_size  
                       มีค่าเป็น 30-34 รวมกบั ท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น left_low และ 
                       แอททริบิวต ์tumor_size มีค่าเป็น 30-34  และแอททริบิวต ์age มีค่าเป็น 50-59 
No. Rule 
1 if breast_quad - left_low  tumor_size - 30-34  age - 30-39 then class - no_recurrence_events 
2 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - yes  
then class - recurrence_events 
3 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - no  
then class - no_recurrence_events 
4 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 2  
then class - no_recurrence_events 
5 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 3  
then class - recurrence_events 
6 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 0-2  
then class - no_recurrence_events 
7 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40 then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - premeno then class - no_recurrence_events 
9 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 6-8  
then class - no_recurrence_events 
10 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 9-11  
then class - no_recurrence_events 
11 if breast_quad - left_low  tumor_size - 30-34  age - 60-69 then class - no_recurrence_events 
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ตารางท่ี 4.16  กฎท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น left_low และแอททริบิวต ์tumor_size  
                       มีค่าเป็น 30-34 รวมกบั ท่ีมีแอททริบิวต ์breast_quad มีค่าเป็น left_low และ 
                       แอททริบิวต ์tumor_size มีค่าเป็น 30-34 และแอททริบิวต ์age มีค่าเป็น 50-59 (ต่อ) 
No. Rule 
12 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 0-2  
then class - no_recurrence_events 
13 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40 then class - recurrence_events 
14 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - premeno then class - no_recurrence_events 
15 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 6-8  
then class - no_recurrence_events 
16 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 9-11  
then class - no_recurrence_events 
 
 ปรับปรุงโปรแกรมไม่ใหแ้สดงกฎซ ้ ากนั เม่ือก าหนดใหอ้าร์กิวเมนตข์องการเควยีรี
มีจ านวน 2 ตวัแปรหรือมากกวา่  
จากการเควยีรีดว้ยค าสั่ง findRuleOr([[breast_quad - left_low , tumor_size - "30-
34"],[breast_quad - left_low , tumor_size - "30-34" , age - "50-59"]]) ซ่ึงไดผ้ลลพัธ์ของกฎท่ี
ซ ้ ากนั และปรับปรุงท าใหก้ฎท่ีไดมี้จ านวนลดลงจากเดิม ไดผ้ลลพัธ์ดงัตารางท่ี 4.17 จะเห็นไดว้า่
จ านวนกฎท่ีไดมี้จ านวนท่ีนอ้ยลงกวา่เดิม คือ 11 กฎ จาก 16 กฎ 
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ตารางท่ี 4.17  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั 
No. Rule 
1 if breast_quad - left_low  tumor_size - 30-34  age - 30-39 then class - no_recurrence_events 
2 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - yes  
then class - recurrence_events 
3 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 1  irradiat - no  
then class - no_recurrence_events 
4 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 2  
then class - no_recurrence_events 
5 if breast_quad - left_low  tumor_size - 30-34  age - 40-49  deg_malig - 3  
then class - recurrence_events 
6 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 0-2  
then class - no_recurrence_events 
7 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - ge40 then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 3-5   
menopause - premeno then class - no_recurrence_events 
9 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 6-8  
then class - no_recurrence_events 
10 if breast_quad - left_low  tumor_size - 30-34  age - 50-59  inv_nodes - 9-11  
then class - no_recurrence_events 
11 if breast_quad - left_low  tumor_size - 30-34  age - 60-69 then class - no_recurrence_events 
 
4.3.3 การค้นหากฎจ าแนกข้อมูลผู้ป่วยโรคไทรอยด์ (Thyroid Disease) 
(1)  ค้นหากฎทั้งหมดด้วยเพรดิเคต findRule() ด้วยโมเดลข้อมูลผู้ป่วยโรคไทรอยด์ 
(Thyroid Disease) 
ใชเ้พรดิเคต findRule() ใส่ค่าอาร์กิวเมนตเ์ป็นเซตวา่ง ( [ ] ) ซ่ึงการคน้หากฎทั้งหมด
ของขอ้มูลผูป่้วยโรคไทรอยด์ไดจ้  านวนกฎทั้งหมด 61 กฎ แสดงดงัตารางท่ี 4.18 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด์ 
No. Rule 
1 if sex - female  sick - false  referral_source - stmw then class - negative 
2 if sex - female  sick - false  referral_source - svhc then class - negative 
3 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - false then class - negative 
4 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - true  tumor - false  
then class - sick 
5 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - true  tumor - true  
then class - negative 
6 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - true then class - sick 
7 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - false then class - sick 
8 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - true then class - negative 
9 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
10 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - true then class - negative 
11 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
12 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - true then class - negative 
13 if sex - female  sick - false  referral_source - svhd  on_thyroxine - true then class - negative 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด ์(ต่อ) 
No. Rule 
14 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - false then class - sick 
15 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - true then class - negative 
16 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - true then class - negative 
17 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - true  
then class - negative 
18 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - true then class - negative 
19 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - true then class - negative 
20 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - false  pregnant - false   
query_on_thyroxine - false then class - sick 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด์ (ต่อ) 
No. Rule 
21 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true query_hypothyroid - false  pregnant - false   
query_on_thyroxine - true then class - negative 
22 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true query_hypothyroid - false  pregnant - true then class - negative 
23 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - true then class - negative 
24 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - true  
then class - negative 
25 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - true then class - negative 
26 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - true  
then class - negative 
27 if sex - female  sick - false  referral_source - other  query_hyperthyroid - true  
then class - negative 
28 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - false  query_on_thyroxine - false then class - sick 
29 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - false  query_on_thyroxine - true then class - negative 
30 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - true then class - negative 
31 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - true then class - negative 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด ์(ต่อ) 
No. Rule 
32 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - true  
then class - negative 
33 if sex - female  sick - true  query_hypothyroid - true then class - negative 
34 if sex - male  referral_source - stmw then class - negative 
35 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - false  lithium - false then class - sick 
36 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - false  lithium - true then class - negative 
37 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - true then class - negative 
38 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - true then class - negative 
39 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - true  
then class - sick 
40 if sex - male  referral_source - svhc  psych - true  sick - false then class - negative 
41 if sex - male  referral_source - svhc  psych - true  sick - true then class - sick 
42 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - false then class - sick 
43 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - false then class - negative 
44 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - true then class - sick 
45 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - true then class - sick 
46 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - true  
then class - negative 
47 if sex - male  referral_source - svi  query_hyperthyroid - true then class - negative 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด ์(ต่อ) 
No. Rule 
48 if sex - male  referral_source - svhd  query_hypothyroid - false then class - negative 
49 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
50 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - false then class - sick 
51 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - true  query_hypothyroid - false  
then class - sick 
52 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - true  query_hypothyroid - true  
then class - negative 
53 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - true then class - negative 
54 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - true then class - negative 
55 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - true then class - negative 
56 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - true then class - negative 
57 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - true then class - negative 
58 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - false then class - negative 
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ตารางท่ี  4.18  กฎการจ าแนกทั้งหมดของขอ้มูลผูป่้วยโรคไทรอยด ์(ต่อ) 
No. Rule 
59 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - false then class - sick 
60 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - true then class - negative 
61 if sex - male  referral_source - other  sick - true then class - negative 
 
(2)  ค้นหากฎด้วยเพรดิเคต findRule() เมื่อใส่เงื่อนไขให้กับอาร์กวิเมนต์ ทดสอบ
ด้วยข้อมูลผู้ป่วยโรคไทรอยด์ (Thyroid Disease) 
 ก าหนดใหอ้าร์กิวเมนต ์ของการเควยีรีมีจ านวน 1 ตวัแปร 
ก าหนด X เป็นตวัแปร โดยใหค้่าของ X เป็น pregnant – false ดงันั้นค าสั่งการเควยีรี คือ 
findRule([pregnant - false]) ผลลพัธ์ท่ีได ้คือ จ านวนกฎมีจ านวนนอ้ยลงจากการคน้หากฎทั้งหมด 
คือ มีจ านวน 4 กฎ จากทั้งหมด 61 กฎ แสดงดงัตารางท่ี 4.19 จากตวัอยา่งแสดงเฉพาะกฎท่ีมีขอ้มูล 
ผู้ป่วยท่ีไม่ได้ตั้งครรภ์ (pregnant - false) ส่งผลให้เกิดปัจจัยใดบ้างท่ีจะท าให้ผู้ป่วยมีโอกาสหรือไม่
มีโอกาสเป็นโรคไทรอยด์  
ตารางท่ี  4.19  กฎท่ีมีแอททริบิวต ์pregnant มีค่าเป็น false อยูใ่นกฎ 
No. Rule 
1 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - false then class - sick 
2 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - true then class - negative 
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ตารางท่ี  4.19  กฎท่ีมีแอททริบิวต ์pregnant มีค่าเป็น false อยูใ่นกฎ (ต่อ) 
No. Rule 
3 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - false  pregnant - false   
query_on_thyroxine - false then class - sick 
4 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - false  pregnant - false   
query_on_thyroxine - true then class - negative 
 
การก าหนดเง่ือนไขในรูปของ NOT ใหค้่าของ X เป็น \+ tumor - false ดงันั้นค าสั่งการ 
เควยีรี คือ findRule([\+tumor - false]) ผลลพัธ์ท่ีได ้ คือ จ านวนกฎมีจ านวนนอ้ยลง คือ มีจ านวน 
42 กฎ จากทั้งหมด 61 กฎ จากการเควยีรีดว้ยเง่ือนไขน้ี มีความหมายวา่ แสดงเฉพาะกฎท่ีไม่มีขอ้มูล
ท่ีปรากฏวา่ ผู้ป่วยท่ีไม่ได้มีเนือ้งอก (\+tumor - false) ส่งผลให้เกิดปัจจัยใดบ้างท่ีจะท าให้ผู้ป่วยมี
โอกาสหรือไม่มีโอกาสเป็นโรคไทรอยด์ แสดงดงัตารางท่ี 4.20 
 
ตารางท่ี  4.20  กฎท่ีไม่มีแอททริบิวต ์tumor มีค่าเป็น false อยูใ่นกฎ 
No. Rule 
1 if sex - female  sick - false  referral_source - stmw then class - negative 
2 if sex - female  sick - false  referral_source - svhc then class - negative 
3 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - false then class - negative 
4 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - true  tumor - true  
then class - negative 
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ตารางท่ี  4.20  กฎท่ีไม่มีแอททริบิวต ์tumor มีค่าเป็น false อยูใ่นกฎ (ต่อ) 
No. Rule 
5 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - true then class - sick 
6 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - false then class - sick 
7 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - true then class - negative 
8 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
9 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - true then class - negative 
10 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
11 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - true then class - negative 
12 if sex - female  sick - false  referral_source - svhd  on_thyroxine - true then class - negative 
13 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - true  
then class - negative 
14 if sex - female  sick - false  referral_source - other  query_hyperthyroid - true  
then class - negative 
15 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - true then class - negative 
16 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - true then class - negative 
17 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - true  
then class - negative 
18 if sex - female  sick - true  query_hypothyroid - true then class - negative 
19 if sex - male  referral_source - stmw then class - negative 
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ตารางท่ี  4.20  กฎท่ีไม่มีแอททริบิวต ์tumor มีค่าเป็น false อยูใ่นกฎ (ต่อ) 
No. Rule 
20 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - false  lithium - false then class - sick 
21 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - false  lithium - true then class - negative 
22 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - false  query_hyperthyroid - true then class - negative 
23 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - false   
on_thyroxine - true then class - negative 
24 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - true  
then class - sick 
25 if sex - male  referral_source - svhc  psych - true  sick - false then class - negative 
26 if sex - male  referral_source - svhc  psych - true  sick - true then class - sick 
27 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - false then class - sick 
28 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - false then class - negative 
29 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - true then class - sick 
30 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - true then class - sick 
31 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - true  
then class - negative 
32 if sex - male  referral_source - svi  query_hyperthyroid - true then class - negative 
33 if sex - male  referral_source - svhd  query_hypothyroid - false then class - negative 
34 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
35 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - true then class - negative 
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ตารางท่ี  4.20  กฎท่ีไม่มีแอททริบิวต ์tumor มีค่าเป็น false อยูใ่นกฎ (ต่อ) 
No. Rule 
36 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - true then class - negative 
37 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - true then class - negative 
38 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - true then class - negative 
39 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - false then class - negative 
40 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - false then class - sick 
41 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - true then class - negative 
42 if sex - male  referral_source - other  sick - true then class - negative 
 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรทั้งหมด 4 ตวัแปร โดยตวัแปรตวัท่ี 1 คือ X1 = referral_source - other  
ตวัแปรตวัท่ี 2 คือ X2 = query_hypothyroid - true ตวัแปรตวัท่ี 3 คือ X3 = sex – female ดงันั้น
ค าสั่งในการเควยีรี คือ findRule([referral_source - other,query_hypothyroid - true,sex - 
female]) กฎท่ีไดจ้ากการเควียรีเง่ือนไขน้ีแสดงดงัตารางท่ี 4.21  โดยจ านวนของกฎลดลงคือ ไดก้ฎ 
1 กฎ จากทั้งหมด 61 กฎ  
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ตารางท่ี  4.21  กฎท่ีมีแอททริบิวต ์referral_source มีค่าเป็น other , แอททริบิวต ์query_hypothyroid  
                     มีค่าเป็น true และแอททริบิวต ์sex มีค่าเป็น female อยูใ่นกฎ 
No. Rule 
1 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - true then class - negative 
 
ก าหนดตวัแปรทั้งหมด 3 ตวั และก าหนดเง่ือนไขในรูปของ NOT โดยใหค้่าของ X1 = 
\+referral_source - svhc ตวัแปรตวัท่ี 2 คือ X2 = \+referral_source – svi และตวัแปรตวัท่ี 3 คือ 
X3 = \+referral_source – other ดงันั้นค าสั่งในการเควยีรี คือ findRule([\+referral_source - 
svhc , \+referral_source - svi , \+referral_source - other]) กฎท่ีไดจ้ากการเควยีรีเง่ือนไขน้ีแสดง
ดงัตารางท่ี 4.22 ซ่ึงจ านวนของกฎลดลงคือ ได ้13 กฎ จากทั้งหมด 61 กฎ 
 
ตารางท่ี 4.22  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc , แอททริบิวต ์referral_source  
                    มีค่าเป็น svi และแอททริบิวต ์referral_source มีค่าเป็น other อยูใ่นกฎ 
No. Rule 
1 if sex - female  sick - false  referral_source - stmw then class - negative 
2 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
3 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - true then class - negative 
4 if sex - female  sick - false  referral_source - svhd  on_thyroxine - true then class - negative 
5 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - false  query_on_thyroxine - false then class - sick 
6 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - false  query_on_thyroxine - true then class - negative 
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ตารางท่ี 4.22  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc , แอททริบิวต ์referral_source  
                    มีค่าเป็น svi และแอททริบิวต ์referral_source มีค่าเป็น other อยูใ่นกฎ (ต่อ) 
No. Rule 
7 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - false  tumor - true then class - negative 
8 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - false   
query_hyperthyroid - true then class - negative 
9 if sex - female  sick - true  query_hypothyroid - false  on_thyroxine - true  
then class - negative 
10 if sex - female  sick - true  query_hypothyroid - true then class - negative 
11 if sex - male  referral_source - stmw then class - negative 
12 if sex - male  referral_source - svhd  query_hypothyroid - false then class - negative 
13 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
 
 (3)  ค้นหากฎด้วยเพรดิเคต findRuleOr() เมื่อใส่เงื่อนไขให้กบัอาร์กวิเมนต์ 
ทดสอบด้วยข้อมูลผู้ป่วยโรคไทรอยด์ (Thyroid Disease) 
 ก าหนดใหอ้าร์กิวเมนตข์องการเควยีรีมีจ านวน 2 ตวัแปรหรือมากกวา่ 
ก าหนดตวัแปรโดยใส่เง่ือนไขในรูปของ NOT ผสมอยูด่ว้ย โดยท่ีก าหนดตวัแปรตวัท่ี 1 คือ 
[X1] = \+referral_source - svhc , \+query_hypothyroid - false,class - sick และตวัแปร 
ตวัท่ี 2 คือ [X2] =  \+query_hypothyroid - false ดงันั้นค าสั่งของการเควยีรีท่ีจะได ้
findRuleOr([[\+referral_source - svhc , \+query_hypothyroid - false,class - sick] , 
[\+query_hypothyroid - false]])  ผลลพัธ์การแสดงผลของกฎมีจ านวนมากกวา่การเควยีรีแสดงผล
กฎทั้งหมด คือ 49 กฎ และมีกฎท่ีซ ้ ากนัเช่นกนั ดงัตารางท่ี 4.23 โดยกฎล าดบัท่ี 1-9 (เง่ือนไขของ 
ตวัแปรท่ี1) และกฎล าดบัท่ี 12,14,17,33,35-36,39-40,47 (เง่ือนไขของตวัแปรท่ี 2) ซ ้ ากนั 
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ตารางท่ี 4.23  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc และ query_hypothyroid  
                    มีค่าเป็น false และมีแอททริบิวต ์class มีค่าเป็น sick รวมกบักฎท่ีไม่มีแอททริบิวต ์ 
                    query_hypothyroid มีค่าเป็น false 
No. Rule 
1 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
2 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
3 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - false then class - sick 
4 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - false then class - sick 
5 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - true then class - sick 
6 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - true then class - sick 
7 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
8 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - false then class - sick 
9 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - false then class - sick 
10 if sex - female  sick - false  referral_source - stmw then class - negative 
11 if sex - female  sick - false  referral_source - svhc then class - negative 
12 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
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ตารางท่ี 4.23  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc และ query_hypothyroid  
                    มีค่าเป็น false และมีแอททริบิวต ์class มีค่าเป็น sick รวมกบักฎท่ีไม่มีแอททริบิวต ์ 
                    query_hypothyroid มีค่าเป็น false (ต่อ) 
No. Rule 
13 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - true then class - negative 
14 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
15 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - true then class - negative 
16 if sex - female  sick - false  referral_source - svhd  on_thyroxine - true then class - negative 
17 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - false then class - sick 
18 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - false  lithium - true then class - negative 
19 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - false   
pregnant - true then class - negative 
20 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - false  psych - true  
then class - negative 
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ตารางท่ี 4.23  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc และ query_hypothyroid  
                    มีค่าเป็น false และมีแอททริบิวต ์class มีค่าเป็น sick รวมกบักฎท่ีไม่มีแอททริบิวต ์ 
                    query_hypothyroid มีค่าเป็น false (ต่อ) 
No. Rule 
21 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - false  goitre - true then class - negative 
22 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - false  query_on_thyroxine - true then class - negative 
23 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - false   
on_thyroxine - true  query_hypothyroid - true then class - negative 
24 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - false  on_antithyroid_medication - true  
then class - negative 
25 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - false  thyroid_surgery - true then class - negative 
26 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false   
tumor - true then class - negative 
27 if sex - female  sick - false  referral_source - other  query_hyperthyroid - true  
then class - negative 
28 if sex - female  sick - true  query_hypothyroid - true then class - negative 
29 if sex - male  referral_source - stmw then class - negative 
30 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - true  
then class - sick 
31 if sex - male  referral_source - svhc  psych - true  sick - false then class - negative 
32 if sex - male  referral_source - svhc  psych - true  sick - true then class - sick 
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ตารางท่ี 4.23  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc และ query_hypothyroid  
                    มีค่าเป็น false และมีแอททริบิวต ์class มีค่าเป็น sick รวมกบักฎท่ีไม่มีแอททริบิวต ์ 
                    query_hypothyroid มีค่าเป็น false (ต่อ) 
No. Rule 
33 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - false then class - sick 
34 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - false then class - negative 
35 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - true then class - sick 
36 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - true then class - sick 
37 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - true  
then class - negative 
38 if sex - male  referral_source - svi  query_hyperthyroid - true then class - negative 
39 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
40 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - false then class - sick 
41 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - true  query_hypothyroid - true  
then class - negative 
42 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - true then class - negative 
43 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - true then class - negative 
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ตารางท่ี 4.23  กฎท่ีไม่มีแอททริบิวต ์referral_source มีค่าเป็น svhc และ query_hypothyroid  
                    มีค่าเป็น false และมีแอททริบิวต ์class มีค่าเป็น sick รวมกบักฎท่ีไม่มีแอททริบิวต ์ 
                    query_hypothyroid มีค่าเป็น false (ต่อ) 
No. Rule 
44 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - true then class - negative 
45 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - true then class - negative 
46 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - true then class - negative 
47 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - false then class - sick 
48 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - true then class - negative 
49 if sex - male  referral_source - other  sick - true then class - negative 
 
 ปรับปรุงโปรแกรมไม่ใหแ้สดงกฎซ ้ ากนั เม่ือก าหนดใหอ้าร์กิวเมนตข์องการเควยีรี
มีจ านวน 2 ตวัแปรหรือมากกวา่  
จากการเควยีรีดว้ยค าสั่ง findRuleOr([[\+referral_source - svhc , \+query_hypothyroid 
- false,class - sick],[\+query_hypothyroid - false]]) ซ่ึงไดผ้ลลพัธ์ของกฎท่ีซ ้ ากนั และปรับปรุง 
ท าใหก้ฎท่ีไดมี้จ านวนลดลงจากเดิม ดงัตารางท่ี 4.24 จะเห็นไดว้า่จ  านวนกฎท่ีไดมี้จ านวนท่ีนอ้ยลง
กวา่เดิม คือ 40 กฎ จากเดิมท่ีมี 49 กฎ 
 
 
 
 
  
 
 
 
 
 
 
125 
 
ตารางท่ี 4.24  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั 
No. Rule 
1 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - false  goitre - false  psych - false  pregnant - false  lithium - false  
then class - sick 
2 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - false  goitre - false  psych - false  pregnant - false  lithium - true  
then class – negative 
3 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - false  goitre - false  psych - false  pregnant - true then class - negative 
4 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - false  goitre - false  psych - true then class - negative 
5 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - false  goitre - true then class - negative 
6 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - false  
query_on_thyroxine - true then class - negative 
7 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - false  on_thyroxine - true   
query_hypothyroid - true then class - negative 
8 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - false  on_antithyroid_medication - true then class - negative 
9 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - false  
thyroid_surgery - true then class - negative 
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ตารางท่ี 4.24  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั (ต่อ) 
No. Rule 
10 if sex - female  sick - false  referral_source - other  query_hyperthyroid - false  tumor - true  
then class - negative 
11 if sex - female  sick - false  referral_source - other  query_hyperthyroid - true  
then class - negative 
12 if sex - female  sick - false  referral_source - stmw then class - negative 
13 if sex - female  sick - false  referral_source - svhc then class - negative 
14 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - false then class - sick 
15 if sex - female  sick - false  referral_source - svhd  on_thyroxine - false  
query_hyperthyroid - true then class - negative 
16 if sex - female  sick - false  referral_source - svhd  on_thyroxine - true then class - negative 
17 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
18 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - true then class - negative 
19 if sex - female  sick - true  query_hypothyroid - true then class - negative 
20 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - false then class - sick 
21 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - false  on_thyroxine - true  query_hypothyroid - true  
then class - negative 
22 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - false  
on_antithyroid_medication - true then class - negative 
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ตารางท่ี 4.24  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั (ต่อ) 
No. Rule 
23 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - false  tumor - true then class - negative 
24 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - false  goitre - true then class - negative 
25 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - false  psych - true then class - negative 
26 if sex - male  referral_source - other  sick - false  query_hyperthyroid - false  
thyroid_surgery - true then class - negative 
27 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - false then class - sick 
28 if sex - male  referral_source - other  sick - false  query_hyperthyroid - true   
query_hypothyroid - true  on_antithyroid_medication - true then class - negative 
29 if sex - male  referral_source - other  sick - true then class - negative 
30 if sex - male  referral_source - stmw then class - negative 
31 if sex - male  referral_source - svhc  psych - false  query_hypothyroid - true  
then class - sick 
32 if sex - male  referral_source - svhc  psych - true  sick - false then class - negative 
33 if sex - male  referral_source - svhc  psych - true  sick - true then class - sick 
34 if sex - male  referral_source - svhd  query_hypothyroid - true then class - sick 
35 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - false then class - sick 
36 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - false then class - negative 
37 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - false  hypopituitary - true then class - sick 
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ตารางท่ี 4.24  กฎเม่ือโปรแกรมถูกปรับปรุงไม่ใหแ้สดงกฎท่ีซ ้ ากนั (ต่อ) 
No. Rule 
38 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - false  
query_on_thyroxine - true  goitre - true then class - sick 
39 if sex - male  referral_source - svi  query_hyperthyroid - false  on_thyroxine - true  
then class - negative 
40 if sex - male  referral_source - svi  query_hyperthyroid - true then class - negative 
 
4.4  ผลของการเปรียบเทียบเวลาและจ านวนกฎส าหรับการเควยีรีด้วยค าส่ังทีก่ าหนด 
4.4.1  เปรียบเทยีบจ านวนกฎ 
 จากการทดสอบกบัขอ้มูลสามชุด ดว้ยค าสั่งการเควยีรีในรูปแบบและเง่ือนไขท่ีก าหนด  
เม่ือน าจ านวนขอ้มูลมาเปรียบเทียบกนัแลว้ พบวา่ การเควยีรีไม่วา่จะใชเ้ง่ือนไขในรูปแบบใด เช่น 
ใชเ้พรดิเคต findRule หรือ findRuleOr ท่ีอาจจะมี 1 เง่ือนไขหรือมากกวา่ 1 เง่ือนไขเป็นตวัก าหนด 
ก็จะไดจ้  านวนของกฎท่ีลดลงทุกคร้ังเม่ือเปรียบเทียบกบัการเควยีรีแสดงผลกฎทั้งหมด และจ านวน
กฎท่ีไดจ้ากการเควยีรี findRuleOr ในแบบท่ี 1 จะมีจ านวนมากกวา่แบบท่ี 2 ซ่ึงเป็นรูปแบบท่ี
ปรับปรุงโปรแกรมแลว้ แสดงดงัรูปท่ี 4.14 , 4.15 และ 4.16 
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รูปท่ี 4.14  กราฟแสดงจ านวนของกฎของขอ้มูลผูป่้วยตบัอกัเสบท่ีไดจ้ากการเควยีรีดว้ยค าสั่งต่าง ๆ 
 
 
  
 รูปท่ี 4.15  กราฟแสดงจ านวนของกฎของขอ้มูลผูป่้วยมะเร็งเตา้นมท่ีได้ 
                                     จากการเควยีรีดว้ยค าสั่งต่าง ๆ 
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 รูปท่ี 4.16  กราฟแสดงจ านวนของกฎของขอ้มูลผูป่้วยโรคไทรอยด์ 
                  ท่ีไดจ้ากการเควยีรีดว้ยค าสั่งต่าง ๆ 
 
 4.4.2  เปรียบเทยีบเวลา 
 การเปรียบเทียบเวลาในการทดสอบกบัทั้งสามขอ้มูลนั้น จะทดลองการเควยีรีดว้ยรูปแบบ
ค าสั่งและเง่ือนไขต่าง ๆ ดว้ยจ านวนคร้ังท่ีเท่ากนั คือ 10 คร้ัง จากนั้นจะท าการเฉล่ียค่าเวลา (AVG) 
ของการทดลองทั้งสิบคร้ัง ดงัแสดงตารางท่ี 4.25, 4.26 และ 4.27 
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 จากตางรางท่ี 4.25, 4.26 และ 4.27 ผลของเวลาท่ีไดน้ั้น จะเห็นวา่มีเวลาท่ีทดสอบในแต่ละ
คร้ังและเวลาท่ีเฉล่ียแลว้เป็นเวลาท่ีน้อยมาก เน่ืองจากโปรแกรมไดจ้  าแนกขอ้มูลและบนัทึกไวใ้น
หน่วยความจ าไวแ้ล้ว เพื่อรอค าสั่งการเควียรีตามเง่ือนไขท่ีผูใ้ช้ก าหนด จึงไม่จ  าเป็นตอ้งเสียเวลา
จ าแนกขอ้มูลใหม่ในแต่ละคร้ังของการเควียรี ท าให้สะดวกและรวดเร็วในการแสดงผล แต่เวลานั้น
จะไม่คงท่ี เน่ืองจากการทดสอบในแต่ละคร้ังอาจจะมีผลจากโปรแกรมอ่ืน ๆ ท่ีท  างานในขณะนั้น 
 
4.4.3  เปรียบเทยีบความถูกต้อง 
 การทดสอบเพื่อยนืยนัความถูกตอ้งของการจ าแนกขอ้มูลดว้ยอลักอริทึม ID3UP ไดท้  าการ
เปรียบเทียบผลลพัธ์ระหวา่งโปรแกรม ID3 ของซอฟตแ์วร์ Weka 3.6 และโปรแกรมการสังเคราะห์
โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้ (ID3UP) กล่าวคือ การจ าแนกขอ้มูลทั้ง 3 ชุด ให้
ผลลพัธ์ท่ีตรงกนัจึงมีความถูกตอ้ง 100 เปอร์เซ็นต ์ และจ านวนกฎในการจ าแนกขอ้มูลมีจ านวน
เท่ากนั ดงัน้ี  
 
ขอ้มูลผูป่้วยตบัอกัเสบ  
 
 
ขอ้มูลผูป่้วยมะเร็งเตา้นม 
 
 
 
 
 
 
Weka 3.6 - ID3 โปรแกรม ID3UP 
51 กฎ 51 กฎ 
Weka 3.6 - ID3 โปรแกรม ID3UP 
48 กฎ 48 กฎ 
  
 
 
 
 
 
 
135 
 
ขอ้มูลผูป่้วยโรคไทรอยด์ 
 
 
เม่ือเปรียบเทียบความถูกตอ้งในการจ าแนกขอ้มูล ผลทดสอบมีความถูกตอ้งเป็นไปตาม 
การจ าแนกของอลักอริทึม ID3 ในโปรแกรม Weka 3.6 โดยจะยกตวัอยา่งเปรียเทียบ 10 กฎแรก  
ท่ีไดจ้ากการจ าแนกขอ้มูลระหวา่งโปรแกรม Weka 3.6 และโปรแกรมการสังเคราะห์โมเดลเพื่อ 
การจ าแนกตามขอ้ก าหนดของผูใ้ช ้(Prolog) ดงัน้ี 
 
ขอ้มูลผูป่้วยตบัอกัเสบ  
 
 
รูปท่ี 4.17  10 กฎแรกของขอ้มูลผูป่้วยตบัอกัเสบท่ีถูกจ าแนกขอ้มูลดว้ยโปรแกรม Weka 3.6 
 
Weka 3.6 - ID3 โปรแกรม ID3UP 
61 กฎ 61 กฎ 
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ตารางท่ี 4.28  10 กฎแรกของขอ้มูลผูป่้วยตบัอกัเสบท่ีถูกจ าแนกขอ้มูลดว้ยโปรแกรม 
                    การสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้(Prolog) 
No. Rule 
1 if ascites - yes  spiders - yes  steroid - yes then class - live 
2 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 11-20 then class - live 
3 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 21-30 then class - live 
4 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - yes then class - die 
5 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - yes  spleen_palpable - no then class - live 
6 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - yes   
antivirals - no then class - live 
7 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 31-40  fatigue - no  
then class - live 
8 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - yes  
then class - live 
9 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 41-50  varices - no  
then class - die 
10 if ascites - yes  spiders - yes  steroid - no  bilirubin - 0.1-1.0  age - 51-60 then class - live 
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ขอ้มูลผูป่้วยมะเร็งเตา้นม 
 
 
รูปท่ี 4.18  10 กฎแรกของขอ้มูลผูป่้วยมะเร็งเตา้นมท่ีถูกจ าแนกขอ้มูลดว้ยโปรแกรม Weka 3.6 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
138 
 
ตารางท่ี 4.29  10 กฎแรกของขอ้มูลผูป่้วยมะเร็งเตา้นมท่ีถูกจ าแนกขอ้มูลดว้ยโปรแกรม 
                    การสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้(Prolog) 
No. Rule 
1 if breast_quad - left_up then class - recurrence_events 
2 if breast_quad - left_low  tumor_size - 0-4 then class - no_recurrence_events 
3 if breast_quad - left_low  tumor_size - 5-9 then class - no_recurrence_events 
4 if breast_quad - left_low  tumor_size - 10-14 then class - no_recurrence_events 
5 if breast_quad - left_low  tumor_size - 15-19 then class - no_recurrence_events 
6 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 40-49  
then class - recurrence_events 
7 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - lt40 then class - recurrence_events 
8 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 50-59   
menopause - premeno then class - no_recurrence_events 
9 if breast_quad - left_low  tumor_size - 20-24  node_caps - yes  age - 60-69 
then class - recurrence_events 
10 if breast_quad - left_low  tumor_size - 20-24  node_caps - no then  
class - no_recurrence_events 
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ขอ้มูลผูป่้วยโรคไทรอยด์ 
 
 
รูปท่ี 4.19  10 กฎแรกของขอ้มูลผูป่้วยโรคไทรอยดท่ี์ถูกจ าแนกขอ้มูลดว้ยโปรแกรม Weka 3.6 
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ตารางท่ี 4.30  10 กฎแรกของขอ้มูลผูป่้วยโรคไทรอยดท่ี์ถูกจ าแนกขอ้มูลดว้ยโปรแกรม 
                    การสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้(Prolog) 
No. Rule 
1 if sex - female  sick - false  referral_source - stmw then class - negative 
2 if sex - female  sick - false  referral_source - svhc then class - negative 
3 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - false then class - negative 
4 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - true  tumor - false  
then class - sick 
5 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - false  psych - true  tumor - true  
then class - negative 
6 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - false  on_thyroxine - true then class - sick 
7 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - false then class - sick 
8 if sex - female  sick - false  referral_source - svi  query_hypothyroid - false   
query_hyperthyroid - true  thyroid_surgery - true then class - negative 
9 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - false then class - sick 
10 if sex - female  sick - false  referral_source - svi  query_hypothyroid - true   
on_thyroxine - true then class - negative 
 
การคดัเลือกกฎเฉพาะเง่ือนไขของผูใ้ช ้ โปรแกรม ID3 ของซอฟตแ์วร์ Weka 3.6 ไม่
สามารถท าได ้ แต่โปรแกรม ID3UP ท่ีพฒันาข้ึน ท าไดอ้ยา่งมีประสิทธิภาพ แสดงผลออกมาตรง
ตามเง่ือนไขท่ีก าหนด 
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4.5  การอภิปรายผล 
 จากการทดสอบโปรแกรม ID3UP ดว้ยขอ้มูลสามชุด พบวา่ โปรแกรมการสังเคราะห์
โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ชห้รือ ID3UP สามารถจ าแนกขอ้มูลออกมาเป็นกฎได้
ถูกตอ้งและการเควยีรีดว้ยค าสั่งและเง่ือนไขท่ีก าหนดจากผูใ้ช ้ สามารถท าไดร้วดเร็วและมีการ
แสดงผลของกฎท่ีถูกตอ้ง อีกทั้งจ  านวนกฎท่ีไดน้ั้น มีจ  านวนลดลงตรงกบัจุดประสงคข์องโปรแกรม 
คือ ตอ้งการคดัเลือกเฉพาะกฎท่ีจ าเป็นต่อผูใ้ช ้ โดยจะใส่เง่ือนไขท่ีคดัเลือกกฎออกมา แต่การเขียน
โปรแกรมบางค าสั่งส่งผลใหเ้กิดขอ้ผดิพลาดเก่ียวกบัการแสดงผล คือ มีกฎท่ีซ ้ ากนั ท าใหจ้  านวนกฎ
มีมากข้ึน การแสดงผลจึงไม่มีประสิทธิภาพ และเม่ือปรับปรุงโปรแกรมแลว้ จะไดผ้ลออกมาท่ีดีข้ึน 
อีกทั้งกฎท่ีไดน้ั้นไม่ซ ้ ากนัและจ านวนกฎนอ้ยลง และเวลาในการเควยีรีแต่ละคร้ังสามารถท าได้
รวดเร็วเน่ืองจากโปรแกรมจะไปคน้หากฎท่ีตรงกบัเง่ือนไขจากกฎท่ีไดจ้  าแนกขอ้มูลไวแ้ลว้ ซ่ึงถูก
บนัทึกไวใ้นหน่วยความจ า 
 
  
 
 
 
 
 
 
 
 
ตารางท่ี 4.25  การเปรียบเทียบเวลาของการทดสอบการเควยีรีกฎดว้ยขอ้มูลผูป่้วยตบัอกัเสบ 
                                                                        คร้ังท่ี  
รูปแบบการเควยีรี 
1 2 3 4 5 6 7 8 9 10 AVG 
findRule([]) 0.02 0.05 0.01 0.05 0.03 0.05 0.01 0.01 0.03 0.03 0.029 
findRule([bilirubin - "0.1-1.0"]) 0.01 0.02 0.01 0.01 0.03 0.01 0.02 0.02 0.01 0.01 0.015 
findRule([\+bilirubin - "0.1-1.0"]) 0.02 0.01 0.02 0.03 0.03 0.02 0.03 0.01 0.01 0.02 0.020 
findRule([bilirubin - "0.1-1.0" , class - live]) 0.02 0.02 0.02 0.01 0.02 0.01 0.01 0.01 0.01 0.02 0.015 
findRule([\+bilirubin - "0.1-1.0" , class - live]) 0.02 0.02 0.01 0.02 0.02 0.01 0.01 0.01 0.02 0.02 0.016 
findRuleOr([[ascites - yes],[bilirubin - "0.1-1.0, 
age - "31-40"]])   Version 1 
0.02 0.02 0.00 0.03 0.03 0.05 0.03 0.05 0.03 0.06 0.032 
findRuleOr([ [ascites - yes],[bilirubin - "0.1-1.0", 
age - "31-40"]])  Version 2 
0.02 0.01 0.02 0.01 0.02 0.02 0.02 0.03 0.01 0.02 0.018 
หมายเหตุ : หน่วยของเวลา คือ วนิาที 
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ตารางท่ี 4.26  การเปรียบเทียบเวลาของการทดสอบการเควยีรีกฎดว้ยขอ้มูลผูป่้วยมะเร็งเตา้นม 
                                                                        คร้ังท่ี  
รูปแบบการเควยีรี 
1 2 3 4 5 6 7 8 9 10 AVG 
findRule([]) 0.06 0.03 0.05 0.02 0.02 0.03 0.01 0.02 0.03 0.03 0.030 
findRule([breast_quad - right_up]) 0.03 0.05 0.01 0.02 0.03 0.01 0.01 0.01 0.02 0.02 0.021 
findRule([\+breast_quad - right_up]) 0.02 0.02 0.03 0.02 0.03 0.03 0.03 0.01 0.01 0.02 0.022 
findRule([breast_quad - right_up , class - 
no_recurrence_events]) 
0.03 0.01 0.03 0.02 0.01 0.01 0.02 0.01 0.01 0.02 0.017 
findRule([\+breast_quad - right_up , \+class - 
no_recurrence_events]) 
0.02 0.01 0.01 0.03 0.03 0.01 0.01 0.01 0.01 0.01 0.015 
findRuleOr([[breast_quad - left_low , inv_nodes - 
"6-8" ] , [breast_quad - left_low, inv_nodes -  
"6-8", tumor_size - "15-19"]])  Version 1 
0.02 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.013 
findRuleOr([[breast_quad - left_low , inv_nodes - 
"6-8" ] , [breast_quad - left_low, inv_nodes -  
"6-8", tumor_size - "15-19"]])  Version 2 
0.02 0.01 0.02 0.02 0.01 0.01 0.02 0.01 0.01 0.01 0.014 
หมายเหตุ : หน่วยของเวลา คือ วนิาที 
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ตารางท่ี 4.27  การเปรียบเทียบเวลาของการทดสอบการเควยีรีกฎดว้ยขอ้มูลผูป่้วยโรคไทรอยด์ 
                                                                        คร้ังท่ี  
รูปแบบการเควยีรี 
1 2 3 4 5 6 7 8 9 10 AVG 
findRule([]) 0.02 0.01 0.02 0.01 0.02 0.03 0.03 0.03 0.02 0.02 0.021 
findRule([pregnant - false]) 0.01 0.01 0.02 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.012 
findRule([\+pregnant - false]) 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.014 
findRule([query_hyperthyroid - true , 
query_hypothyroid - true ,sex - male , 
on_antithyroid_medication - false]) 
0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.010 
findRule([\+query_on_thyroxine - false , 
\+on_antithyroid_medication , \+class - sick]) 
0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.01 0.03 0.02 0.015 
findRuleOr([[query_hyperthyroid - true , 
query_hypothyroid - false] , [\+query_hypothyroid  
- true] , [\+class - negative]])  Version 1 
0.01 0.03 0.03 0.03 0.03 0.05 0.03 0.02 0.05 0.03 0.031 
findRuleOr([[query_hyperthyroid - true , 
query_hypothyroid - false] , [\+query_hypothyroid  
- true] , [\+class - negative]])  Version 2 
0.02 0.01 0.01 0.02 0.01 0.02 0.01 0.02 
 
0.02 0.03 0.017 
หมายเหตุ : หน่วยของเวลา คือ วนิาที 
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บทที ่5 
สรุปผลการวจิยัและข้อเสนอแนะ 
 
 การท าเหมืองขอ้มูล (Data Mining) ในปัจจุบนัมีความจ าเป็นต่อการท างานเก่ียวกบัขอ้มูล
และการวเิคราะห์ขอ้มูล เพื่อคน้หารูปแบบหรือโมเดลของขอ้มูล และอลักอริทึมท่ีใชใ้นการท า
เหมืองขอ้มูลมีอยูม่ากมายใหไ้ดใ้ชป้ระโยชน์ โดยผูใ้ชส้ามารถเลือกใหเ้หมาะสมกบัขอ้มูลและ
เหมาะสมกบังาน งานการวิเคราะห์ขอ้มูลท่ีนิยมใชม้ากท่ีสุด คือ การจ าแนกขอ้มูล (Classification) 
อลักอริทึมท่ีนิยมใชม้ากกบังานประเภทน้ี คือ อลักอริทึมสังเคราะห์ตน้ไมต้ดัสินใจ (Decision Tree 
Induction) ซ่ึงเป็นอลักอริทึมท่ีมีประโยชน์กบัการสร้างโมเดลขอ้มูลท่ีตอ้งการแสดงผลลพัธ์ออกมา
เป็นแผนภาพท่ีสะดวกต่อการแปลงกฎ (Rules) เพื่อง่ายต่อการน าไปใชท้  านายหรือดูแนวโนม้ของ
ขอ้มูลวา่เป็นไปในลกัษณะแบบใด ซ่ึงการแสดงผลลพัธ์ท่ีไดจ้ากการจ าแนกขอ้มูลนั้น ถา้ขอ้มูลมี
จ านวนมาก จะท าใหผ้ลท่ีไดเ้ป็นตน้ไมท่ี้มีจ านวนโหนดมากตามไปดว้ย โดยบางส่วนของโมเดล
อาจจะไม่จ  าเป็นในการใชง้านส าหรับผูใ้ช ้ การคดัเลือกกฎหรือรูปแบบในส่วนท่ีส าคญัต่อการใช้
งานหรือตรงความตอ้งการของผูใ้ชจ้ะมีประโยชน์มากส าหรับการท างาน 
 
 งานวจิยัน้ีจึงมุ่งเนน้การคน้หาเฉพาะกฎการจ าแนกขอ้มูลท่ีตรงตามเง่ือนไขของผูใ้ช ้ โดย
พื้นฐานการจ าแนกขอ้มูล ใชอ้ลักอริทึม ID3 พฒันาและประมวลผลดว้ยภาษาโปรล็อกซ่ึงเป็นภาษา
เชิงตรรกะท่ีสามารถพฒันาโปรแกรมไดร้วดเร็ว เน่ืองจากเป็นภาษาระดบัสูงและใชก้ารเขียนค าสั่ง
เชิงประกาศ อลักอริทึม ID3 ท่ีใชเ้ป็นพื้นฐานเป็นอลักอริทึมส าหรับการจ าแนกขอ้มูลท่ีไม่มีการตดั
ก่ิง (Pruning) ท าใหก้ฎการจ าแนกจะแสดงผลออกมาทั้งหมด ซ่ึงจะท าใหก้ารคดัเลือกกฎเฉพาะ
เง่ือนไขท่ีก าหนดสามารถคน้หาจากกฎทั้งหมดไดอ้ยา่งมีประสิทธิภาพ 
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ขั้นตอนการวิจยัแบ่งออกเป็น การศึกษาขั้นตอนวิธีการท างานการจ าแนกขอ้มูลดว้ย
อลักอริทึม ID3 โดยใชภ้าษาโปรล็อกโดยใชรู้ปแบบไวยากรณ์ของโปรแกรม Eclipse ซ่ึงเป็น
โปรแกรมส าเร็จรูปท่ีสามารถประมวลผลภาษาโปรล็อกโดยมี Module ใหส้ามารถเรียกใชไ้ดอ้ยา่ง
อตัโนมติั โดยไม่ตอ้งเขียนค าสั่งเพิ่มเติมมาก ช่วยลดเวลาและจ านวนบรรทดัของโคด้ไดเ้ป็นอยา่งดี 
และในงานวจิยัน้ีไดเ้พิ่มค าสั่งการคน้หากฎท่ีตรงตามเง่ือนไขท่ีก าหนดของผูใ้ช ้ โดยผา่นเพรดิเคต 
ของภาษาโปรล็อก เพื่อใหไ้ดก้ฎท่ีตอ้งการ ท าใหก้ฎมีจ านวนลดลงและแสดงผลไดอ้ยา่งถูกตอ้ง 
 
5.1  สรุปผลการวจิัย 
 การทดสอบประสิทธิภาพของการสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้
ไดใ้ชข้อ้มูลจริงจาก UCI Machine Learning Repository (http://archive.ics.uci.edu/ml) ท่ีเป็นขอ้มูล
ส าหรับการจ าแนกขอ้มูลจ านวน 3 ชุด ไดแ้ก ้ขอ้มูลผูป่้วยโรคตบัอกัเสบ, ขอ้มูลผูป่้วยมะเร็งเตา้นม, 
ขอ้มูลผูป่้วยโรคไทรอยด์ และแปลงขอ้มูลอยูใ่นรูปแบบท่ีสามารถจ าแนกขอ้มูลดว้ยโปรแกรมของ
งานวิจยัน้ีได้ การค้นหากฎตามเง่ือนไขโดยใช้เพรดิเคตท่ีก าหนดนั้น เง่ือนไขท่ีจะค้นหาจ าเป็น
จะตอ้งท าใหอ้ยูใ่นรูปแบบท่ีก าหนด คือ Attribute – Value และความหลากหลายในการคน้หาก็ตอ้ง
ก าหนดเป็นไปตามค าสั่งท่ีสร้างไว ้คือ ถา้เป็นค าสั่ง NOT ให้ใชเ้คร่ืองหมาย \+ ท าให้การคน้หามี
ความชดัเจนและมีประสิทธิภาพมากยิง่ข้ึน 
 
5.2  การประยุกต์งานวจิัย 
 งานวจิยัน้ีมีส่วนส าคญัส าหรับการแสดงผลของกฎท่ีไดจ้ากการจ าแนกขอ้มูล เหมาะสมกบั
การประยกุตใ์ชก้บัขอ้มูลท่ีมีจ านวนขอ้มูลและแอททริบิวตจ์  านวนมาก ท่ีจะส่งผลใหก้ฎท่ีไดจ้ากการ
ท าเหมืองขอ้มูลมีจ านวนมากไปดว้ย การประยกุตใ์ชโ้ปรแกรม ID3UP ของงานวิจยัน้ี ท าใหล้ด
จ านวนการแสดงผลของกฎไดดี้ สามารถประยกุตใ์ชก้ารงานท่ีตอ้งการจ าแนกขอ้มูล แต่ไม่ตอ้งการ
แสดงผลของกฎทั้งหมด เพียงแต่แสดงออกมาเฉพาะเง่ือนไขท่ีผูใ้ชก้  าหนด กล่าวคือ แสดงบาง 
แอททริบิวตห์รือแสดงบางค่าท่ีมีอยูใ่นกฎ เช่น งานของขอ้มูลทางการแพทยท่ี์อาจจะดูเฉพาะสาเหตุ
บางอยา่งท่ีมีผลท าใหเ้กิดโรคได ้ ซ่ึงงานวจิยัน้ีสามารถใชเ้ป็นแนวทางในการพฒันาโปรแกรมท่ี
ตอ้งการคดัเลือกขอ้มูลท่ีไดจ้ากการท าเหมืองขอ้มูล และเป็นงานวิจยัในอนาคตท่ีสามารถปรับปรุง
ใหก้ารแสดงผลเฉพาะมีความหลากหลายมากกวา่เดิม 
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5.3  ปัญหาและข้อเสนอแนะ 
 การสังเคราะห์โมเดลเพื่อการจ าแนกตามขอ้ก าหนดของผูใ้ช ้จ  าเป็นตอ้งท าขอ้มูลให้อยูใ่น
รูปแบบของขอ้ความตรรกศาสตร์อนัดบัหน่ึงท่ีสามารถสนบัสนุนกบัค าสั่งท่ีสร้างข้ึนได ้ท าให้ใน
การใชง้านผูใ้ชอ้าจจะเสียเวลาในการจดัการขอ้มูลก่อนน ามาจ าแนกขอ้มูล นอกจากน้ีการคน้หากฎ
ตามเง่ือนไขท่ีผูใ้ช้ระบุนั้นสามารถท าไดแ้ค่เฉพาะเง่ือนไขท่ีตรงกบัรูปแบบและค าสั่งท่ีก าหนดไว ้
อาจจะท าให้การสนบัสนุนงานบางอยา่งไม่มีประสิทธิภาพท่ีดีมากนกั หากจะตอ้งพฒันาโปรแกรม
ใหมี้ประสิทธิภาพใหดี้ยิง่ข้ึนสามารถท าไดห้ลายแนวทาง เช่น 
- การจดัรูปแบบของขอ้มูลท่ีสนบัสนุนการท างานของโปรแกรม สามารถท าได้โดยเพิ่ม
โมดูลเพื่อการแปลงขอ้มูลอตัโนมติั 
- การคน้หากฎเฉพาะเง่ือนไข ท าใหมี้ความหลากหลายยิง่ข้ึนอาจปรับปรุงโปรแกรม
ภาษาโปรล็อกท่ีจะเพิ่มเพรดิเคตเฉพาะการคน้หา 
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Abstract: - The data mining has been influential in gathering information and data in the work of organizations and 
business, medical, engineering etc. The strength of data mining is the help in the matter of technique in 
information management. This technique can be used to find important information along with other information. 
This paper proposes highlight of the classification for the data in each group to work in the field of medicine that is 
useful for clinicians and patients that may communicate through the model made from data mining, such as “How 
much the amount of sugar in the blood of patients to be a risk of diabetes?”. It can be output in the form of 
decision trees. But when we want to know just some of the information, a whole decision tree is superfluous. This 
research has focused on this point of knowledge reduction. We will use the method of logic programming to 
imitate the functionality of data mining to extract patterns from data taken from real sources. The results of pattern 
extraction will be in the form of rules. We increase efficiency of knowledge navigation by allowing users to 
specify constraints or preferences, which will help in the selection of specific rules of interest. Our methodology 
can enhance the search for answers, as well as reduce the time to locate all the rules. 
Key-Words: - Data mining , Classification , Logic Programming , Prolog , ID3 Algorithm , User Constraint 
 
1 Introduction 
Data mining is to find relationships and 
patterns that exist in the database but can be hidden 
within large amounts of data. In this volume of 
information will be provided in the form of the 
meaning and the rules. The relationship of these to 
demonstrate knowledge. Useful in the database. It 
also has a more sophisticated analysis that 
contribute to the data in various formats. By using 
Data mining tools that can be compiled in the form 
of statistical, mathematical algorithms. And the 
process of learning. (To improve performance, it is 
automatic and semi-automatic). [1] 
Data mining is a synthesis of detailed 
information from the database is large, based on 
information learned from the past or present. The 
results of the synthesis of Data mining are 3 types  
1) Unknow 2) Valid and 3) Actionable. [2] 
Classification is the process model data in the 
specified group. It is convenient to have a lot of data 
processing.  Classification process is used to display 
the model with Decision Tree. Decision Tree is like 
tree structure. This includes an internal node that 
shows the feature (Attribute) of the data. The 
beginning is called Root Node and branches 
represent the attributes of each node. And Leaf node 
represents a group (Class) which is a results can be 
discerned. [3] 
 
 
 
 
 
Fig.1  Decision Trees 
 Prolog is a Logic Programming Language for 
the efforts to create a logical way of living rather 
than the detailed instructions to the computer. [4] 
Prolog is used in the program for Artificial 
Intelligence and Computational Linguistics, 
especially for natural language processing. The 
syntax and semantics of the language is simple and 
clear. The first goal of the language is a tool for 
linguists. [5] 
 The paper is organized as follows: Section 2 
describes the related work. Concerning the 
classification of information. And the use of query 
data. Section 3 explains the meaning and the theory 
of ID3 algorithm used in data classification, data 
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preparation, data classification is designed by 
Prolog. And the User Constraint for the selection 
rules. Section 4 compares the accuracy of the rules 
on the classification algorithm using Weka. 
Together with the efficiency and speed of search 
rules using User Constraint. Section 5 summarizes 
the results of the identification information with the 
ID3 algorithm by using the User Constraint and 
future work. 
 
2 Related Works 
Data mining has been influential in various 
fields such as business, medicine, engineering, etc. 
which often come from large databases. Most of the 
information collected from real data [6]. This 
research was in part Postprocessing is to find the 
information that the user's purposes. The research 
was described. Postprocessing is a process that 
knowledge to interpret the Data Mining and 
processing techniques will show the result. [7] 
In the major part of the KDD process is to 
select the algorithm to be used. [8] Many research 
use technical Classification with information. This 
research was conducted using the ID3 algorithm to 
classify data. The input data of ID3 is known as sets 
of “training” or “learning” data instances, which 
will be used by the algorithm to generate the 
Decision Tree. The machine is “learning” from this 
set of preliminary data. [9] 
Wolf, Oliver, Herbert and Michael [10] has 
presented about data mining of medical data. For the 
purpose of business is very fast in the search history. 
Because data mining is to classify data types that 
look like they are in the same. The field of medicine 
is to be accurate in the diagnosis of disease, the 
symptoms of patients with a history of a specific age 
range that would cause it. And reports in the form of 
If ... Then rules and these rules will be used to find 
information in the database (Database)  
Fahad, Rao, Olof, and Göran [11] have taken 
the oral medicine in large number of EMRs 
(Electronic Medical records) to perform a search 
pattern of data for to find a possible factor’s 
diagnosis of oral diseases. Using C4.5 algorithm 
which the algorithm’s ability to handle data with 
missing values. It also avoids overfitting the data 
and reduce error pruning. 
SHELLY, DHARMINDER and ANAND 
recommend the use of classified information. This is 
based on the Data Mining algorithms such as 
Decision Trees for the analysis to obtain 
information on the diagnosis of breast cancer which 
use of patient information in the database. It can 
identified that Factors and trends in breast cancer 
patients. [12] 
This research is part of the query rules from 
data mining. The specific conditions to show results 
as needed. This will help reduce the number of rules 
is displayed to avoid the unnecessary rules. And J. 
Han and team [13] have presented a data mining 
tool for Relational Database. For the purpose of 
Data Mining Query Language (DMQL) such as 
classification of the student of Computing Science 
in Canada which will see the rules or patterns have 
GPA of students is an important factor such as 
classification of the student of Computing Science 
in Canada which will see the rules or patterns that 
have a GPA of students is an important factor which 
has brought this concept to various research 
applications such as Elfeky M.G. and team [14]  to 
the search rules or patterns that are correlated with 
the type of Object Data Mining Query Language 
(ODMQL) as well as Donato Malerba and team [15] 
for Spatial Data Mining, which is a data mining 
model. one Commonly used in Geographic 
Information Systems (GIS) to create and analyze 
models of building conditions. 
3 Experiments And Results 
3.1 The Classification Using ID3 Algorithm 
With Prolog Programming 
 ID3 is an algorithm for use in building a 
decision tree. The algorithm is used to classify data. 
This can be done several ways, but ID3 is a search 
to select the best classification was used. [16] 
The classification using ID3 algorithm with Prolog 
programming. The data given in the form of if ... 
then rules by ID3 algorithm ___ a decision tree from 
top to bottom. In choosing the best way to see the 
value of the Information Gain. Pruning to avoid at 
all easy to read. The program successfully used by 
Prolog is a logic operation. The problem with 
structured uncertainties. It is also the language of 
the summary of responses to complex diagnostic 
and review of the facts derived from actual data in 
the form to do Data mining. 
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Fig. 2  Architecture of framework 
 
3.2 Designed And Developed The 
Classification System Using ID3 
Algorithm With Prolog Programming 
The researcher has to do with the actual data. 
This is a medical history of breast cancer patients, 
which is taken from the UCI Machine Learning 
Repository and changed the format of the original 
data. Into a format that can be classified information 
(Fig.3). The results of the classification of algorithm 
data by ID3. Information Gain is selected on the 
basis of the most valuable attributes. When 
preparing the data. Each data must be defined to 
have attributes that can modify the data (Fig. 4). The 
format of attributes ___ goal attribute is to be 
determined at the first. And the form of is Name of 
attribute – Values of attribute. 
 
Fig. 3  The format of Breast Cancer data used for 
classification. 
 
Fig. 4  The format of attributes. 
 
The principle of the ID3 algorithm refers to 
the Entropy of M data set ___ contains the possible 
values is {m1, m2,..., mn} and the probability that 
the value of mi is equal to P (mi) is that the Entropy 
of the M data set that measures the average value of 
information technology to identify the type of 
information, denoted by I (M) calculated from the 
formula. [17] 
       
 
 
               
Entropy values for each data set.  Then 
calculate Gain value of each attribute. The principle 
of ID3 algorithm processed by Prolog 
Programming. The first step is to choose an attribute 
node.  Entropy is the value of at least minus 
Attribute with the Entropy of goal class. Using 
minimum Entropy. It has the most Gain. Also node 
is an attribute which to calculates Gain of label 
which will be similar to Entropy of label is a 
minimum value determined by the formula 
Information Gain. 
                    
 This research was ID3 algorithm is used 
to classify data in order to display the rules. And 
conditions (User Constraint) which satisfy the 
selection rule. 
Classification using ID3 algorithm with Logic 
Programming was started read the information on 
the Data mining format. Processing by ID3 
algorithm and the results obtained from the selected 
attributes from each node. The final rules will be 
possible (Fig. 5). 
 
Fig. 5  The program displays the data classification 
using ID3 algorithm. 
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3.3 Designed And Developed The 
Classification System Using ID3 
Algorithm With Prolog Programming 
__ 
Rules Are Selected In The User 
Constraint 
This research has focused on creating 
conditions to support the display of the rule to show 
and not only rules that are invoked as a way to 
query which uses predicates that make up the 
predicate of findRule ([X]). or findRule ([\X]) is a 
predicate of the conditions from the functionality of 
the SQL language is a method of query terms in the 
database. Query command is a concept used in the 
WHERE clause of the database means. Terms and 
Conditions and select one or more of the conditions. 
Research related to Intelligent Data Mining Data 
mining is to establish rules for the Trigger in the 
clinical data. Purpose to find and identify the factors 
to diagnose disease. The majority of output as 
"if…then" rules [10]  that this research has brought 
this concept to model the User Constraint for query 
rules in data mining (Fig. 6). 
 
 
 
 
 
 
 
Fig. 6  The Model of query rules 
The classification of data using ID3 algorithm 
would generate all of rules , some rule may not be 
useful to users. User Constraint must be so easy to 
find. And reduce the visibility of the rule that might 
be excessively. The ID3 algorithm designed to 
process all the rule without Pruning process and 
stored as a model.  Order to contribute to search or 
not search Attributes, Attributes and Label is very 
deep in the decision tree. 
The system is designed to findRule ([]) 
Predicate that can find rule to display the results. 
Which is defined as follows. 
 
3.3.1  Find all rules 
findRule ([]) : display of all the rules that the 
system will classify the data. 
3.3.2  Find attributes have in Rules 
findRule ([X]) : display of rule by the User 
Constraint requires that X is an attribute that is 
contained in the rule or X is an attribute and the 
label (such as irradiat – yes) the existing rules will 
be displayed. It can put as many attributes.  
3.3.2  Find attributes not have in Rules 
findRule ([\+X]) : display of rules by the 
Using Constraint specify that X is an attribute that 
does not exist in the rules that will be displayed. It 
can put as many attributes. The symbol \+ of the 
command is NOT or X is an attribute and label (such 
as \+inv_nodes-“0-2”) that is not in rules. It can put 
as many attributes. 
3.4  Results 
The result of the query patterns or rules from 
data mining type of classification. Depending on the 
condition that the user specified in findRule 
predicate. The rule output is dependent on certain 
conditions. If the number of rules are less. Thus, the 
query rules is a condition that can cut a lot of rules. 
Method of query the rules in this manner. The 
principle is similar to DMQL[13] as a result of 
information from large databases. By the way, this 
type of query rules. Similar to the DMQL [13] as a 
result of information from large databases for data 
mining, the patterns or rules that are hidden in those 
data and the pattern or rule that has been recorded 
into the database. And rules query by relational 
query language, SQL. 
This paper introduced the concept of how to 
query the rules of the principle of DMQL to create a 
predicate by Prolog Programming  for query the 
specific rules as prescribed. The system is capable 
of data mining and query patterns or rules which 
does not require recorded in the database. Also rules 
do not need to query the SQL language that defines 
the conditions that are too long and must have 
knowledge about how to query the database. 
The system was tested with Breast Cancer 
Data Set from UCI Machine Learning Repository 
[18], number of instances = 286 and number of 
Attributes = 9. This data set useful for the selection 
of the rule. In fact, if data about medicine. Some 
attributes may not be necessary to diagnose the 
Question 
? 
Query 
find rules 
where age = 30-39 
according to relapse 
Result 
IF age = 30-39 THEN 
relapse = recurrence_events 
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disease may be cut off. After classifying all the rules 
of the query by Prolog Programming. A total of all 
rules is 102 rules (Fig. 7). 
 
Fig. 7 To query all rules. 
System query rules by the user constraint for 
to display only rules that are needed. We tested to 
query rules which a class-recurrence_events query 
only. This means that there are any rules that would 
breast cancer patients relapse. The specific 
conditions of the query findRule ([class - 
recurrence_events]) which there are 43 rules. It is 
fewer all rules. And speed of the query rule is faster. 
Since all the rules of classification of data set stored 
in memory before the query rule (Fig. 8). 
 
Fig. 8 To query rules have condition. 
Adding query conditions to rules. The system 
can include an unlimited number of conditions. As 
well as insert conditions want and do not want in 
findRule predicate. If the conditions of a query is 
findRule([breast_quad - right_up , \+age , class - 
recurrence_events]). The results show two rules. 
This condition means that Breast Cancer patients 
with a history of Breast Cancer in the upper right 
chest. Without condition of age is a factor of relapse 
(Fig. 9). 
 
 
Fig. 9 To query rules have conditions. 
 
4  Evaluation 
Our research compared with its efficiency of 
framework. The comparison to classification by ID3 
algorithm with other algorithms which cannot query 
in this research. The comparison of 2 types. 
4.1  Comparison of the number of rules  
Tested with 3 data sets of medical data. Each 
query condition of all graphs. There are fewer rules 
which are more specific. It has effective report. 
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4.2  Comparison of time. 
Testing times of each data set which query 
condition 5 times. And each times are averaged. All 
times to experiment is less. The rules of 
classification is saved before to query conditions by 
users. For example, hepatitis patients data set  
(Fig. 10). 
findRule([])  0.03 s  
findRule([X])  0.01 s 
findRule([\+X])  0.02 s  
findRule([X1,X2])  0.016 s  
findRule([\+X1,X2])  0.018 s 
 
Fig. 10 The testing of time of hepatitis patients 
data set 
 
5  Conclusion 
Data Mining of Classification has been used 
with various databases for to create patterns or rules 
to be utilized in a variety of ways to be kind of 
database. This research illustrates the importance of 
classification of medical data set. For doctor or 
person concerned without knowledge of data mining 
can be seen as factors for disease. When importing 
data set for data mining by using Prolog 
Programming. There are lot of rules. The predicate 
generated by the Prolog Programming for rules to a 
query by the user constraint. To query the specific 
rules defining the conditions that can quickly and 
accurately. Moreover, the query conditions, the 
number of rules that show a decline.  The selection 
rules that match the criteria. It is useful to users who 
can understand the rules that match the requirements 
specified in the conditions. It is simple and readable. 
This concept can be utilized for database which to 
classify and to query patterns or rules specific 
conditions. You do not need to bring the rules into 
the database. And do not use SQL to query the rule's 
conditions. 
Future work to extend the database with a 
large and complex. The rules in each time to query 
may be stored in memory. For the purpose of the 
rule in the next query. The rule that was previously.  
In order to query rules each time associated with it. 
And reduce the number of rules to keep. 
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ภาคผนวก ข 
 
รหัสต้นฉบับของโปรแกรม 
 
ID3UP for findRule() Predicate & findRuleOr() Predicate 
 
ID3UP for findRule() Predicate & findRuleOr() Predicate (ปรับปรุง) 
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โปรแกรม ID3UP for findRule() Predicate & findRuleOr() Predicate 
 
% Dicision Tree : id3 
:-lib(listut). %can use only 1 library 
:- lib(sd).  
:-dynamic rule_me/1. 
:-dynamic allrule/1. 
 
append_me([H|T],L,[H|RT])  :-  append_me(T,L,RT). 
append_me([],L,L). 
 
findRuleOr([H|T])  :-  ( findRule(H) -> true;! ) , findRuleOr(T). 
findRuleOr([]). 
 
findRule(X)  :-  allrule(L) , findRule(X,L). 
findRule(_,[]). 
findRule(X,[H|T])  :-  (findQuery(X,H) -> split_rule(H) ; true) , findRule(X,T). 
 
findQuery([\+X|TX],H) :- ( findAtt(X,H) -> false ; 
     ( findAttLabel(X,H) -> false ; true ) 
    ) , findQuery(TX,H). 
findQuery([X|TX],H)  :-   ( findAtt(X,H) -> true ; 
     (findAttLabel(X,H) -> true ; false ) 
    ) , findQuery(TX,H). 
findQuery([],_). 
 
findAtt(X,[X-_|_]). 
findAtt(X,[_|T])  :-  findAtt(X,T). 
findAtt(_,[])  :-  false. 
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findAttLabel(X,[X|_]). 
findAttLabel(X,[_|T])  :-  findAttLabel(X,T). 
findAttLabel(_,[])  :-  false. 
run  :- retractall(rule_me(_)),retractall(allrule(_)),compile("File.txt"),data(Data+Attrs),  
 main(Data,Attrs,[]),retractall(rule_me([_])),findall(X,rule_me(X),R),assert(allrule(R)). 
main([],_,_). 
main(_,[],_). 
main(Data, Attrs,OldAttr)  :-  all_info(Data+Attrs, R1) , 
(\+hasOneClass(R1) -> (maplist(avg_info,R1,Out) , 
 chooseMin(Out, nil/11,OO), OO=O/_,writeln('Choose ':OO), 
 [listut]:delete(Attrs,O,NewAttrs), 
 (foreach(X,O),param(Data,NewAttrs,OldAttr) do  
 (filterData([X],Data,NewData),  
write(' At':X),append_me(OldAttr,[X],OAL), 
main(NewData,NewAttrs,OAL)) 
 )); writeln(''),getlast_goal(Data,Att-Ans), 
 write(" Ans: "),writeln(Att-Ans), 
 append_me(OldAttr,[Att-Ans],NOAL), 
 write('rule :'),split_rule(NOAL)),assert(rule_me(NOAL)). 
 
split_rule(NOAL)  :-   mem_last(NOAL,L,RL),write('if'), 
 (foreach(RLL,RL) do write(' '),write(RLL),write(' ')), 
 write('then'),write(' '),writeln(L). 
 
%last member in list 
%mem_last([1,2,3,5,6],L,RL). 
mem_last([H],H,[]). 
mem_last([H|T],L,[H|RL])  :-  mem_last(T,L,RL). 
 
%mem(Data+Attrs),all_info(Data+Attrs,R). 
all_info(Data+[P|Attr],R)  :-  maplist(info(Data,P), Attr, R). 
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%mem(Data+_), info(Data,[p-y,p-n],[o-s,o-c,o-r], R). %R=[[2,3], [4,0], [3,2]] 
info(Data, P, O, O-R)  :-  maplist(info1(Data,P),O,R). 
info1(Data, P, O, R)  :-  maplist(mcount(Data,O),P,R). 
mcount(Data,O,P,Sum)  :- foreach(L,Data),fromto(0,I,R,Sum),param(O,P) do  
 ((member(O,L), member(P,L))->R is I+1; R is I). 
  
%avg_info(o-[[2,3],[4,0],[3,2]],R). 
avg_info(O-LL,O/Info)  :-   flatten(LL,L), sumlist(L, Sum), 
 (foreach(X,LL), fromto(0,I,N,Info),param(Sum) do 
 (sumlist(X,SumX),  
  (Sum>0 -> Ratio is SumX/Sum,!; Ratio is 0), 
  logInfo(X,InfoSub), 
  N is I+(Ratio*InfoSub) 
 )). 
 
%hasOneClass([]):-!. 
%hasOneClass([_-VL|T])  :-  (foreach(XL,VL) do memberchk(0,XL)), hasOneClass(T). 
 
sumlist(L,[],L):-!. 
sumlist([],[],[]):-!. 
sumlist([H1|T1],[H2|T2],[HR|TR])  :-  HR is H1+H2,sumlist(T1,T2,TR). 
 
sumlists([],R,R)  :-  !. 
sumlists([H|T],PR,NR)  :-  sumlist(H,PR,R),sumlists(T,R,NR). 
 
hasOneClass([])  :-  !. 
hasOneClass([_-VL|T])  :-  sumlists(VL,[],NR),hasOneClass(T,NR). 
hasOneClass([],[])  :-  !. 
hasOneClass([_-VL|T],PR)  :-  sumlists(VL,PR,NR),hasOneClass(T,NR). 
hasOneClass([],[H|T])  :-  (H=0->hasOneClass([],T);find(T)). 
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find([]):-!. 
find([H|T])  :-  (H=0->find(T);false). 
 
% get the Last data in Fist of list in list 
getlast_goal([H|_],R)  :-  getlast(H,R). 
getlast([H],H). 
getlast([_|T],R)  :-  getlast(T,R). 
 
%filterData 
filterData(_,[],[]). 
filterData(L,[H|Data],[H|R])  :-  msubset(L,H),!,filterData(L,Data,R). 
filterData(L,[H|Data],R)  :-  \+msubset(L,H),!,filterData(L,Data,R). 
 
msubset(S1,S2)  :-  foreach(X,S1), param(S2) do member(X,S2),!. 
 
allmem([H],L)  :-  member(H,L),!. 
allmem([H|T],L)  :-  member(H,L), allmem(T,L). 
 
logInfo(XL, R)  :-  sumlist(XL,Sum), Sum==0, R=99,!. 
logInfo(XL, R)  :-  sumlist(XL,Sum), 
(foreach(X,XL), fromto(0,S,N,R), param(Sum) do 
 ( Ratio is X/Sum, 
  (Ratio>0->[iso]:log(Ratio,Log);Log is 1), %log(0) is undefined 
 [iso]:log(2,Base2), 
 N is S-(Ratio*(Log/Base2)) 
 )). 
 
chooseMin([],O/Tmp,O/Tmp). 
chooseMin([A/H|T],O/Tmp,Min)  :-  (H<Tmp -> NextMin = A/H ; NextMin = O/Tmp), 
chooseMin(T,NextMin,Min). 
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โปรแกรม ID3UP for findRule() Predicate & findRuleOr() Predicate (ปรับปรุง) 
 
% Dicision Tree : id3 
:-lib(listut). %can use only 1 library 
:- lib(sd).  
:-dynamic rule_me/1. 
:-dynamic allrule/1. 
 
append_me([H|T],L,[H|RT])  :-  append_me(T,L,RT). 
append_me([],L,L). 
 
findRuleOr([H|T])  :-  findRule2(H) , findRuleOr(T). 
findRuleOr([])  :-  setof(H,r(H),Z) , split(Z). 
 
split([]). 
split([H|T])  :-  split_rule(H) , split(T).    
 
findRule2(X)  :-  allrule(L) , findRule2(X,L). 
 
findRule2(_,[]). 
findRule2(X,[H|T])  :-  (findQuery(X,H)-> assert(r(H));true), 
 findRule2(X,T). 
 
findRule(X)  :-  allrule(L) , findRule(X,L). 
findRule(_,[]). 
findRule(X,[H|T])  :-  (findQuery(X,H) -> split_rule(H) ; true) , findRule(X,T). 
 
findQuery([\+X|TX],H) :- ( findAtt(X,H) -> false ; 
     ( findAttLabel(X,H) -> false ; true ) 
    ) , findQuery(TX,H). 
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findQuery([],_). 
 
findAtt(X,[X-_|_]). 
findAtt(X,[_|T])  :-  findAtt(X,T). 
findAtt(_,[])  :-  false. 
 
findAttLabel(X,[X|_]). 
findAttLabel(X,[_|T])  :-  findAttLabel(X,T). 
findAttLabel(_,[])  :-  false. 
run  :- retractall(rule_me(_)),retractall(allrule(_)),compile("File.txt"),data(Data+Attrs),  
 main(Data,Attrs,[]),retractall(rule_me([_])),findall(X,rule_me(X),R),assert(allrule(R)). 
main([],_,_). 
main(_,[],_). 
main(Data, Attrs,OldAttr)  :-  all_info(Data+Attrs, R1) , 
(\+hasOneClass(R1) -> (maplist(avg_info,R1,Out) , 
 chooseMin(Out, nil/11,OO), OO=O/_,writeln('Choose ':OO), 
 [listut]:delete(Attrs,O,NewAttrs), 
 (foreach(X,O),param(Data,NewAttrs,OldAttr) do  
 (filterData([X],Data,NewData),  
write(' At':X),append_me(OldAttr,[X],OAL), 
main(NewData,NewAttrs,OAL)) 
 write(' At':X) , append_me(OldAttr,[X],OAL),  
 main(NewData,NewAttrs,OAL)))) ; writeln(''), 
 getlast_goal(Data,Att-Ans), 
 write(" Ans: "),writeln(Att-Ans), 
 append_me(OldAttr,[Att-Ans],NOAL) , write('rule :'), 
  split_rule(NOAL)) , assert(rule_me(NOAL)). 
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split_rule(NOAL)  :-   mem_last(NOAL,L,RL),write('if'), 
 (foreach(RLL,RL) do write(' '),write(RLL),write(' ')), 
 write('then'),write(' '),writeln(L). 
 
%last member in list 
%mem_last([1,2,3,5,6],L,RL). 
mem_last([H],H,[]). 
mem_last([H|T],L,[H|RL])  :-  mem_last(T,L,RL). 
 
%mem(Data+Attrs),all_info(Data+Attrs,R). 
all_info(Data+[P|Attr],R)  :-  maplist(info(Data,P), Attr, R). 
 
%mem(Data+_), info(Data,[p-y,p-n],[o-s,o-c,o-r], R). %R=[[2,3], [4,0], [3,2]] 
info(Data, P, O, O-R)  :-  maplist(info1(Data,P),O,R). 
info1(Data, P, O, R)  :-  maplist(mcount(Data,O),P,R). 
mcount(Data,O,P,Sum)  :- foreach(L,Data),fromto(0,I,R,Sum),param(O,P) do  
 ((member(O,L), member(P,L))->R is I+1; R is I). 
  
info1(Data, P, O, R)  :-  maplist(mcount(Data,O),P,R). 
mcount(Data,O,P,Sum)  :-  foreach(L,Data),fromto(0,I,R,Sum), 
param(O,P) do ((member(O,L), member(P,L))->R is I+1; R is I). 
 
%avg_info(o-[[2,3],[4,0],[3,2]],R). 
avg_info(O-LL,O/Info)  :-   flatten(LL,L), sumlist(L, Sum), 
 (foreach(X,LL), fromto(0,I,N,Info),param(Sum) do 
 (sumlist(X,SumX),  
  (Sum>0 -> Ratio is SumX/Sum,!; Ratio is 0), 
  logInfo(X,InfoSub), 
  N is I+(Ratio*InfoSub) 
 )). 
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%hasOneClass([]):-!. 
%hasOneClass([_-VL|T])  :-  (foreach(XL,VL) do memberchk(0,XL)), hasOneClass(T). 
 
sumlist(L,[],L):-!. 
sumlist([],[],[]):-!. 
sumlist([H1|T1],[H2|T2],[HR|TR])  :-  HR is H1+H2,sumlist(T1,T2,TR). 
 
sumlists([],R,R):-!. 
sumlists([H|T],PR,NR)  :-  sumlist(H,PR,R) , sumlists(T,R,NR). 
 
hasOneClass([]):-!. 
hasOneClass([_-VL|T])  :-  sumlists(VL,[],NR) , hasOneClass(T,NR). 
 
hasOneClass([],[])  :-  !. 
hasOneClass([_-VL|T],PR)  :-  sumlists(VL,PR,NR),hasOneClass(T,NR). 
hasOneClass([],[H|T])  :-  (H=0->hasOneClass([],T);find(T)). 
 
find([]):-!. 
find([H|T])  :-  (H=0->find(T);false). 
 
% get the Last data in Fist of list in list 
getlast_goal([H|_],R)  :-  getlast(H,R). 
getlast([H],H). 
getlast([_|T],R)  :-  getlast(T,R). 
 
%filterData 
filterData(_,[],[]). 
filterData(L,[H|Data],[H|R])  :-  msubset(L,H) , ! , filterData(L,Data,R). 
filterData(L,[H|Data],R)  :-  \+msubset(L,H) , ! , filterData(L,Data,R). 
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 msubset(S1,S2)  :-  foreach(X,S1) , param(S2) do member(X,S2) , ! . 
 
allmem([H],L)  :-  member(H,L) , ! . 
allmem([H|T],L)  :-  member(H,L) , allmem(T,L). 
 
logInfo(XL, R)  :-  sumlist(XL,Sum), Sum==0, R=99,!. 
logInfo(XL, R)  :-  sumlist(XL,Sum), 
(foreach(X,XL), fromto(0,S,N,R), param(Sum) do 
 ( Ratio is X/Sum, 
  (Ratio>0->[iso]:log(Ratio,Log);Log is 1), %log(0) is undefined 
 [iso]:log(2,Base2), 
 N is S-(Ratio*(Log/Base2)))). 
 
chooseMin([],O/Tmp,O/Tmp). 
chooseMin([A/H|T],O/Tmp,Min)  :-  (H<Tmp -> NextMin = A/H ; NextMin = O/Tmp), 
chooseMin(T,NextMin,Min). 
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