Introduction
In the recent years, growth of multimedia information from various sources has increased many folds. This has created the demand of an accurate Content Based Image Retrieval System (CBIR). Success of a general purpose CBIR largely depends upon the effectiveness of descriptors used to represent images. Low level features like color, texture and shape have been used for describing content of the images.
A large number of CBIR techniques rely heavily on color and texture information of the image. The success of shape descriptors depends on the accuracy of the image segmentation technique employed [Shrivastava and Tyagi (2012) ]. Color and texture can provide the most discriminating information for images [Horng et al. (2012) , Wang et al. (2011) ].
The color descriptors are extracted using quantization schemes in different color spaces [Gonzalez and Woods (2007) ]. HSV color space is largely used for this purpose as it is more uniform perceptually and can mimic human eye understanding of the colors. Most commonly used color descriptors are histogram, color correlograms [Huang et al. (1997) To extract texture information, Gray Level Co-occurrence Matrix (GLCM) [Haralick et al. (1973) ], histograms, Gabor filter [Portar and Kankarajah (1997) , Manjunath and Ma (1996) ], 114 hidden Markov random field [Cohen et al. (1991) ], local binary patterns based descriptors [Ojala et al. (2002) , Murula et al. (2002) ] are generally employed.
Many researchers have integrated both the color and texture in a single descriptor [Xingyuan and Zongyu (2013) , Liu et al. (2011)] . The texton based approaches MSD, SED, TCM and MTH have been suggested for combining color and texture properties of images. However, these approaches have limited capability as structure of textons is rigid and many discriminating patterns are left undetected.
In this chapter, a novel texture descriptor named Short Run Length Descriptor (SRLD) and its histogram SRLH is proposed. The images are quantized into 72 main colors in HSV color space. Short run lengths of each color of size 2 and 3 are extracted from the image. The size is chosen to overcome the limitation of texton based approaches which uses matrix of size 2×2 or 3×3 to extract texture features. Run lengths at each orientation are combined to make the final SRLH. The proposed SRLH can describe the correlation between color and texture in a detailed manner and have the advantages of both statistical and structural approaches of extracting texture. SRLH can be seen as an integrated representation of information gained from all type of textons together.
Related Work
Various descriptors have been proposed for integrating color and texture of images [Liu et al. (2010) image is quantized into 72 colors in HSV color space; five structure element templates are used to detect the textons. To obtain a final described image of structure elements, SED uses a simple three-step strategy described as follows:
(1) Starting from the origin (0, 0), move the 2×2 SED from left to right and top to bottom with step length of two.
(2) If the structure element matches the value of the image (match means that the values of the image in the corresponding structure element are equal), the value will be reserved, otherwise
give up the value. .2 shows an example to illustrate the above SED map extraction process. Figure   6 .2(a) shows the process of extracting SED S 1 (x, y), Figure 6 .2(b), (c), (d) and (e) are the extracting processes of SED maps S 2 (x, y), S 3 (x, y), S 4 (x, y) and S 5 (x, y), respectively. Figure   6 .2(f) shows the fusion of the five maps to final SED map S(x, y). Figure 6 .3 is a simple example that explains the principle of extracting SEH. Figure 6 .3(a)
shows the process of computing SEH of the simple image where the value is 1, and the result of SEH is {2, 2, 2, 2, 1}. Otherwise these values will be set to zero. Each texton template can lead to a texton image, and five texton templates will lead to five texton images. Finally, all texton images are combined to get a single image.
118 Like SED, MTH also is not able to represent the full contents of images. In Chen et al. (2010), an adaptive color feature extraction scheme using the Binary Quaternion-Moment Preserving (BQMP) threshold technique is used to describe the distribution of an image.
Color Quantization in HSV Color Space
Color is most common used feature in the CBIR since it is not affected by rotation, scaling or other transformations on the image. Color features are generally represented by the color histogram. Computation of color histogram requires quantization of selected color space. In this chapter, we have used HSV (Hue, Saturation, Value) color space since it is more perceptually uniform than other color spaces [Swain and Ballard(1991) , Tsang and Tsang (1996) ]. Numbers of colors are reduced using quantization in hue, saturation and value planes. Quantized color image is then used to extract texture features using SRLD. This process integrates the color and texture features into a single descriptor SRLH.
To obtain quantized image having 72 colors [Liu and Kong (2011) One dimensional color feature vector is constructed using: P = 9H + 3S + V. Each image is quantized to 72 main colors and SRLD is computed to finally get the SRLH feature of the image.
Short Run Length Descriptor (SRLD)
The color, texture and shape features are extensively used in representation of images in content based image retrieval system. After quantization of image to 72 colors in HSV space, the texture information can be extracted using statistical and structural methods. A Structure Element Descriptor (SED) can describe color and texture feature of the image. A typical SED is a 2×2 matrix and can extract pair of repeating pixels occurring at different orientation in the image. In addition, a 3×3 SED can also be used to extract similar type of information in larger run lengths. SED has a limitation that only one type of SED can be used at a time, therefore it cannot describe all repetitive structures in the image. 3. Count the number of run lengths of size 2 and 3 for each color for making final run length. The above steps are used to extract SRLD at orientation of 0 0 . For other orientations the image is scanned in a column-to-column and diagonal-to-diagonal basis. The outcome of this process is a total of 4 run lengths one for each orientation. It can be easily observed that the run length representation is similar to texton based methods with more detailed texture analysis.
Short Run Length Histogram (SRLH)
The run lengths computed above contain 2 entries for each color, first entry shows the number of run lengths of size 2 and other entry specifies the total number of run lengths of size 3 in each When an image is scaled, number of pixels in the image gets changed. SRLH may be different for original and scaled image. This problem can be solved by maintaining the proportion of pixels same in both images. To achieve this objective normalization is applied. Let
denotes the quantized color in HSV color space. where n ji r is the normalized bin value for orientation j . Similarly normalized bin value for n=3 for color i is computed. Therefore each color is represented as 8 bins in the SRLH.
Similarity Measure
The normalized histograms of query and target images are compared using chi-square distance as it produces best result for proposed approach. Let Q and T are the histograms of query and target images then chi-square distance can be computed as:
We have performed experiments to compare the results of chi-square distance and most commonly used Euclidean distance. The results verify that the proposed approach with chisquare distance outperformed the Euclidean distance based approach. answer is found from the retrieval results but also calculate the rank of the particular answer in the retrieval results. A lower ANMRR value represents better performance. In particular experiments we used as ground truth, the groups of images proposed in the MIRROR image retrieval system [Wong et al. (2005) ].
Corel (dataset-2) is the most widely used dataset for evaluating the performance of image retrieval applications. It contains 110 categories of images having 100 images in each class. It cover a variety of semantic topics such as "eagle", "gun", "horse", "flower", "sunset" etc.
Commonly used performance measures precision-and-recall are used to judge the retrieval accuracy. Precision (P) and Recall (R) are defined as:
where m is the number of relevant images retrieved, n is the total number of images retrieved and t is total number of relevant images in the database for query image.
To evaluate the retrieval performance on dataset-1, 50 CCQ images are used as query and precision-and-recall values for each image is computed. Mean precision-and-recall is computed using obtained precision-and-recall pairs.
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To perform experiments on dataset-2, we randomly selected 25 categories of images including african people, beaches, flowers, horses, dinosaur, sunset, car etc. and 20 query images from each category are used to compute mean precision-recall pair.
Figure 6.9 shows the retrieval performance of the proposed method using 36, 72 and 128 bins in HSV space respectively. It can be easily observed from the figure that average retrieval rate for 72 bins and 128 bins is almost same and is higher than the approach using 36 bins. Increase in number of bins may result in increasing complexity and computation time; therefore in this work we have used 72 bins of HSV color space. In Fig. 8 (a) , for top 10 images average precision of SED, MSD and MTH based methods are 72 %, 65 % and 61 % respectively. At this point SRLH outperforms others with average precision of 78%. For 100 images, the precision of SRLH is dropped to 28% i.e. higher than MSD and feature of an image well but color and texture information will be lost. The TCM based approach uses 2x2 textons to extract texture from the quantized color image. It consumes lot of time in moving each of the texton over image and finally combining images corresponding to each texton. Also many useful texture patterns remain undetected due to rigid structure of texton. The
Color Structure Descriptor (CSD) [Martinez et al. (2002) ] is also based on color histograms, but aims at identifying localized color distributions using a small structuring window. The present SRLD based technique performs well as it can extract higher details of texture orientation and correlates it with spatial distribution of colors. Similar conclusions can be drawn from Figure   6 .11(b), using dataset-2.
Finally three example of the sample retrieval results from proposed system taking three images 
