Abstract. We propose a family of search directions based on primal-dual entropy in the context of interior-point methods for linear optimization. We show that by using entropy based search directions in the predictor step of a predictor-corrector algorithm together with a homogeneous self-dual embedding, we can achieve the current best iteration complexity bound for linear optimization. Then, we focus on some wide neighborhood algorithms and show that in our family of entropy based search directions, we can find the best search direction and step size combination by performing a plane search at each iteration. For this purpose, we propose a heuristic plane search algorithm as well as an exact one. Finally, we perform computational experiments to study the performance of entropy-based search directions in wide neighborhoods of the central path, with and without utilizing the plane search algorithms.
Introduction
Primal-dual interior-point methods have been proven to be one of the most useful algorithms in the area of modern interior-point methods for solving linear programming (LP) problems. In this paper, we are interested in a class of path-following algorithms that generate a sequence of primal-dual iterates within certain neighbourhoods of the central path. Several algorithms in this class have been studied, which can be distinguished by the choice of search direction. We introduce a family of search directions inspired by nonlinear reparametrizations of the central path equations, as well as the concept of entropy. Entropy and the underlying functions have been playing important roles in many different areas in mathematics, mathematical sciences, and engineering; such as partial differential equations [31] , information theory [5, 32] , signal and image processing [4, 9, 23] , smoothing techniques [29] , dynamical systems [8] , and various topics in optimization [7, 12, 13, 14, 17] . In the context of primal-dual algorithms, we use the entropy function in determining the search directions as well as measuring centrality of primaldual iterates.
Consider the following form of LP and its dual problem: where c ∈ R n , A ∈ R m×n , and b ∈ R m are given data. Without loss of generality, we always assume A has full row rank, i.e., rank(A) = m. Let us define F and F + as 
where e is the all ones vector whose dimension will be clear from the context (in this case n).
The above system has a unique solution for each µ > 0. For every pair (x, s) ∈ F + , we define the average duality gap as µ :=
x T s n .
In standard primal-dual algorithms, search direction is found by applying a Newton-like method to the equations in system (1) with an appropriate value of µ + and the current point as the starting point. Explicitly, the search direction at a point (x, s) ∈ F + is the solution of the following linear system of equations: 
The first two blocks of equations in (1) are linear and as a result, they are perfectly handled by Newton's method. The nonlinear equation Xs = µ + e plays a very critical role in Newton's method. Now, if we apply a continuously differentiable strictly monotone function f : R + → R to both sides of Xs = µ + e (element-wise), clearly the set of solutions of (1) does not change, but the solutions of Newton system might change dramatically. This reparametrization of the KKT system can potentially give us an infinite number of search directions, but not all of them would have desirable properties. For a diagonal matrix V , let f (V ) and f ′ (V ) denote diagonal matrices with the jth diagonal entry equal to f (v j ) and f ′ (v j ), respectively. Replacing Xs = µ + e with f (Xs) = f (µ + e) and applying Newton's method gives us the same system as (2) with the last equation replaced by (see [35] ):
This kind of reparametrization has connections to Kernel functions in interior-point methods (see our discussion in Appendix A).
Every choice of a continuously differentiable strictly monotone function f in (3) gives us a search direction. These search directions include some of the previously studied ones. For example, the choice of f (x) = 1/x gives the search direction proposed in [24] (also see [25] for another connection to the entropy function), and the choice of f (x) = √ x leads to the work in [6] . A natural choice for f is ln(·), which has been studied in [35] , [37] , and [28] . Substituting
This is the place where entropy function comes into play. In this paper, we study the behaviour of the search direction derived by using (4), with an appropriate choice of µ + . This search direction corresponds to the gradient of the primal-dual entropy based potential function ψ(x, s) := 1 µ n j=1 x j s j ln(x j s j ) (see [35] ). As in [35] , we define a proximity measure δ(x, s) as:
We sometimes drop (x, s) in δ(x, s) when the argument of δ is clear from the context. If we choose µ + such that ln
This is exactly the search direction studied in [35] for the following neighborhood (of the central path)
where β ≥ 1 2 . It is proved in [35] that we can obtain the iteration complexity bound of O(n ln(1/ǫ)) for N E (3/2). We will generalize (6) to define our family of entropy based search directions.
In the vast literature on primal-dual interior-point methods, two of the closest treatments to ours are [35] and [37] . Our search directions unify and generalize the search directions introduced in [35] and [37] . Besides that, for infeasible start algorithms, we use homogeneous self-dual embedding proposed in [36] . In this approach, we combine the primal and dual problems into an equivalent homogeneous self-dual LP with an available starting point of our choice. It is proved in [36] that we can achieve the current best iteration complexity bound of O ( √ n ln (1/ǫ)) by using this approach. See Appendix B for a definition of homogeneous self-dual embedding and the properties of it that we need.
In Section 2, we introduce our family of search directions that generalizes and unifies those proposed in [35] and [37] , and prove some basic properties. In Section 3, we use the entropybased search direction in the predictor step of a predictor-corrector algorithm for the narrow neighborhood of the central path
and prove that we can obtain the current best iteration complexity bound of O ( √ n ln (1/ǫ)).
After that, we focus on the wide neighborhood
and work with our new family of search directions, parameterized by η (which indicates the weight of a component of the search direction that is based on primal-dual entropy). For various primal-dual interior-point algorithms utilizing the wide neighborhood, see [21, 26, 30, 34] and the references therein. In Section 4, we derive some theoretical results for the wide neighborhood. However, our main goal in the context of wide neighborhood algorithms is to investigate the best practical performance for this class of search directions, in terms of total number of iterations. At each iteration, to find the best search direction in the family (i.e. the best value of η) that gives us the longest step (and hence the largest decrease in the duality gap), we perform a plane search. For this purpose, we propose a heuristic plane search algorithm as well as an exact one in Section 5. Then, in Section 6, we perform computational experiments to study the performance of entropy-based search directions with and without utilizing the plane search. Our computational experiments are on a class of classical small dimensional problems from NETLIB library [27] . Section 7 is the conclusion of this paper.
Entropy based search directions and Basic properties
In this section, we derive some useful properties for analyzing our algorithms. It is more convenient to work in the scaled v-space. Let us define
We define the scaled RHS vector with parameter η ∈ R + as
This definition generalizes and unifies the search directions proposed in [35] (η = 1) and [37] (η = 1 σ with σ ∈ (0.5, 1) and σ < min 1, ln
). For simplicity, we write w := w(1), which is the scaled RHS vector of (6) . By using (7), we can also write δ = 
Most of the upcoming results in this section are for the neighborhood N ∞ defined as:
We also use some of these results for N 2 (since N 2 (β) ⊂ N ∞ (β) for all β > 0, this is valid). Let us start with the following lemma (see [35] ):
2. equality holds above if and only if Xs = µe.
The following lemma is well-known and is commonly used in the interior-point literature and elsewhere.
Lemma 2.2. For every α ∈ R such that |α| ≤ 1, we have :
Remark 2.1. The RHS inequality above holds for every α ∈ (−1, +∞).
Next, we relate the primal-dual proximity measure δ(x, s) to a more commonly used 2-norm proximity measure for the central path.
Proof. The right-hand-side inequality was proved in [35] . We prove the left-hand-side inequality here. Let β ∈ [0, 1), such that (x, s) ∈ N ∞ (β). Then, we have (estimations are done in the u-space):
In the above, the first inequality uses Lemma 2.2, the second inequality follows from the fact that (x, s) ∈ N ∞ (β). Next, we want to study the behaviour of the search direction w = −v + δv − V ln( V v µ ). We already have upper and lower bounds on δ, so we can easily estimate −v + δv. Next, we estimate V ln( 2 ). Then, for every (x, s) ∈ N ∞ (β), we have:
On the one hand, using Lemma 2.2, we have
On the other hand, using Lemma 2.2 again and the fact that (x, s) ∈ N ∞ (β), β ∈ [0, 1 2 ), for every j ∈ {1, 2, . . . , n}, we have
To justify some of the remarks following this proof, we focus on the cases
Using the derivation above, we further compute
.
Again, using the derivation before this case analysis, we further compute
Therefore, within the neighborhood N ∞ (β), for β ∈ [0, 
Remark 2.3. Recall that in a generic primal-dual search direction, w is replaced by
−v + γµV −1 e , γ ∈ [0, 1
] being the centering parameter. The above corollary shows that inside the neighborhood
Since by Lemma 2.3, inside Let us define the following quantities which play an important role in analysis of our algorithms:
We drop the argument u, (e.g. we write ∆ ij instead of ∆ ij (u)) when u is clear from the context. The next few results provide bounds on the above quantities.
where
Proof. See Appendix C.
, we have
, and ∆ 22 < 5nδ(u).
where ζ 12 := 2(ln(n) + 1). Furthermore, the upper bound is tight within a constant factor.
Proof. The left-hand-side inequality obviously holds due to the nonnegativity of the vectors x, s, u and ln 2 (U u). For ζ 12 = 2(ln(n) + 1), let us define
We consider the constrained optimization problem
The Lagrangian has the form
, we conclude that F 12 is strictly convex here. Moreover, for u * = e, the Lagrange multipliers λ * 1 = ζ 12 and λ * 2 = 0 satisfy the KKT conditions. Therefore, u * is the global minimizer of the optimization problem. We notice that F 12 (u * ) = 0 which implies the desired conclusion.
Let u ∈ R n ++ be a vector with (n − 1) entries equal to 1/2 and one entry equal to (n + 1)/2. Then we have:
Thus, the upper bound is tight within a constant factor.
Moreover, equality holds if and only if Xs = µe.
Then, the claimed inequality follows. Moreover, by utilizing n j=1 u j = n we have equality if and only if u = e (we used Cauchy-Schwarz inequality), or equivalently 
Iteration Complexity Analysis for Predictor-Corrector Algorithm
As stated in previous section, our search directions are the solutions of system (9), where
. Here, η ∈ R + parameterizes the family of search directions. [35] and [37] studied these search directions for special η from iteration complexity point of view. It is proved in [35] that, using w(1) as the search direction (i.e., η = 1), we can obtain the iteration complexity bound of O (n ln(1/ǫ)) for N E (3/2), for feasible start algorithms. These search directions have also been studied in [37] in the wide neighborhood for the special case that η = 1 σ with σ ∈ (0.5, 1) and σ < min 1, ln
. It was shown in [37] that the underlying infeasible-start algorithm utilizing a wide neighborhood has iteration complexity of O(n 2 ln 1 ǫ ).
In this section, we show that the current best iteration complexity bound O( √ n ln 1 ǫ ) can be achieved if we use the entropy based search direction in the predictor step of the standard predictor-corrector algorithm proposed by Mizuno, Todd and Ye [21] , together with homogeneous self-dual embedding. Here is the algorithm:
s . end {while}.
The O ( √ n ln (1/ǫ)) iteration complexity bound is the conclusion of a series of lemmas.
Proof. See Appendix C. 
We state the following well-known lemma without proof. ). Now, we can prove the iteration complexity bound for Algorithm 3.1.
Proof. By Lemma 3.1 and Lemma 3.2, in the predictor step, it is sufficient for α to satisfy
It is easy to check that α = 1 50 √ n satisfies this inequality. Lemma 3.3 shows that we have a point
) at the beginning of each predictor step and the algorithm is consistent. Since
, we deduce that the algorithm will reach an ǫ-solution in O ( √ n ln(1/ǫ)) iterations.
Algorithm for the Wide Neighborhoods
In the rest of the paper, we study the behaviour of the entropy based search directions in a wide neighborhood. As mentioned before, for each η, our search direction is derived from the solution of system (9), where w(η) :
. These search directions have been studied in [37] in the wide neighborhood for the special case that η = 1 σ with σ ∈ (0.5, 1) and σ < min 1, ln
. In this paper, we study these search directions for a wider range of η. We prove some results on iteration complexity bounds in this section. However, in the rest of the paper, we mainly focus on the practical performance of our search directions in the wide neighborhood.
The algorithm in a wide neighborhood (with a value of η ≥ 0 fixed by the user) is: Proof. We proceed as in the proof of Lemma 3.1 of [35] , part (b):
For the last equation, we used the facts that v ⊤ v = x ⊤ s and v and δv − V ln
are orthogonal.
This lemma shows that the reduction in the duality gap is independent of η and is exactly the same as in the primal-dual affine scaling algorithm. So, Lemma 4.1 includes part (b) of Lemma 3.1 of [35] and part (c) of Theorem 3.2 of [22] as special cases. We show later that by performing a plane search, we can find an η that gives the largest value of α in the algorithm (and hence the largest possible reduction in duality gap, per iteration).
Proof. Let x > 0, s > 0, and η ≥ 0. Then, Proof. See Appendix C.
In the above algorithm, the value of η is constant for all values of j. In the following, we show that if η is allowed to take one of two constant values for each j (one of the values being zero), we get a better iteration complexity bound. For each j ∈ {1, . . . , n}, let us define
where η := 1 (δ+ln (2)) . Now we have the following theorem: Proof. See Appendix C.
Plane Search Algorithms
In the previous section, we showed how to fix two parameters α and η to achieve iteration complexity bounds. However, in practice we may consider performing a plane search to choose the best α and η in each iteration. Here, our goal is to choose a direction in our family of directions that gives the most reduction in the duality gap. As before, we have w(η) = −v + η δv − V ln( V v µ ) . For simplicity, in this section we drop parameter η and write w = w(η), so w p = P AD w, and w q = w − w p , where P AD is the projection operator onto the null space of AD. Our goal is to solve the following optimization problem. max α s.t. 0 < α < 1,
In the above optimization problem, the objective function is linear and the main constraints are quadratic. Let us define
By these definitions, the quadratic inequalities in formulation (13) become
In this section, we propose two algorithms, an exact one and a heuristic one, to solve the twovariable optimization problem (13).
5.1. Exact plane search algorithm. We define a new variable z := αη. Then, the quadratic form can be written as:
We are optimizing in the plane of α and z, actually working in the one-sided strip in R 2 , defined by 0 ≤ α ≤ 1 and z ≥ 0. The following proposition establishes that it suffices to check O(n 2 ) points to find the optimal solution:
Proposition 5.1. Let (α * , η * ) be an optimal solution of (13) . Then, one of the following is true:
(1) α * = 1;
Proof. Assume that (α * = 1, η * ) is a solution to (13) , and z * := α * η * . Therefore, we have g j (z * , α * ) ≥ 0, ∀j ∈ {1, . . . , n}. By continuity, we must have g j (z * , α * ) = 0 for at least one j, and because z * is real, we have ∆ j (α * ) ≥ 0. If ∆ j (α * ) = 0, then condition (3) is satisfied, otherwise, by continuity, we can increase α so that ∆ j remains positive. In this case, if there does not exist another i ∈ {1, . . . , n} that g i (z * , α * ) = 0, continuity gives us another point (ᾱ,η) that is feasible to (13) andᾱ > α * , which is a contradiction. Hence, condition (2) must hold.
The above proposition tells us that to find a solution for (13) , it suffices to check O(n 2 ) values for α. For calculating each of these values, we find the roots of a quartic equation.
5.2.
Heuristic plane search algorithm. The idea of the heuristic algorithm is that we start with α = 1 and see if there exists η such that (η, α) is feasible for (13) . If not, we keep reducing α and repeat this process. We can reduce α by a small amount (for example 0.01) if α is close to 1 (for example α ≥ 0.95), and by a larger amount (for example 0.05) otherwise. This tries to favor the larger α values over the smaller ones.
The difficult part is checking if there exists η for the current α in the algorithm. To do that, we need to verify if there exists a positive η which satisfies the n inequalities in the constraints (3) of (13) . Each constraint is a quadratic form in η and can induce a feasible interval for η. If the intersection of all the intervals corresponding to these n inequality constraints is not empty, we then find the η corresponding to a step length α. We use the following procedure to determine the feasible interval of η for a given step length α.
Assume that we fix α. For each quadratic constraint of (13), we can solve for η and find the feasible interval. One form is the union of two open intervals, i.e., (−∞, r 1 (j)] and [r 2 (j), ∞), denote the indexes in this class as K 1 . Another is the convex interval [r 3 (j), r 4 (j)], denote the indexes in this class by K 2 . It is easy to find the intersection of the convex intervals: If one of these intervals is non-empty, then there exists η such that (η, α) is feasible for (13), and we return α. For a more detailed introduction to this heuristic see [18] .
To evaluate the performance of our heuristic algorithm, note that the set of feasible points (α, η) of (13) in R 2 is not necessarily a connected region. We can think of it as the union of many connected components. In our heuristic algorithm, we check a few discrete values of α =ᾱ. However, for each value we check, we can precisely decide if there exists a feasible η for that value of α. If one of the lines α =ᾱ intersects a component of feasible region that contains a point with maximum α, then our heuristic algorithm returns an α that is close the optimal value. However, if none of the lines α =ᾱ that we check for large values ofᾱ intersects the right component, the heuristic algorithm may return a very bad estimate of the optimal value. In the next section, we observe that (see Figures 5-8 ) our heuristic algorithm in the worst-case may return values for α very close to zero while the optimal value is close to 1.
Computational Experiments with the Entropic Search Direction Family
We performed some computational experiments using the software MATLAB R2014a, on a 48-core AMD Opteron 6176 machine with 256GB of memory. The test LP problems are well-known among those in the problem set of NETLIB [27].
We implemented Algorithm 4.1 for a fixed value of η and then ran it for each fixed η ∈ {1, 2, 3, 4}. We also implemented Algorithm 4.1 with η being calculated using the exact and heuristic plane search algorithms. β = 1/2 was set for the algorithm, therefore our results are for the wide neighborhood N − ∞ (1/2). We used homogeneous self-dual embedding for the LP problems as shown in Appendix B. The initial feasible solution is y (0) := 0, x (0) := e, s (0) := e, θ := 1, t := 1 and κ := 1. In the statements of Algorithms 3.1 and 4.1, we used the stopping criterion x T s ≤ ǫ, which is an abstract criterion assuming exact arithmetic computation. In practice, we may encounter numerical inaccuracies and we need to take that into account for our stopping criterion. We used the stopping criterion proposed and studied in [15] , which is very closely related to the stopping criterion in SeDuMi [33] . Let us define (x,ȳ,s) := ( The following stopping criterion for general convex optimization problems using homogeneous self-dual embedding was proposed in [15] :
≤ r max .
In our algorithm, we used the above stopping criterion for r max := 10 −9 . Table 1 shows the number of iterations for each problem. The first four columns show the number of iterations of Algorithm 4.1 with a fixed value of η ∈ {1, 2, 3, 4}. Let use defineη and η * as the η found at each iteration of the plane search algorithm using the heuristic and exact plane search algorithms, respectively. The fifth and sixth columns of the table are the number of iterations when we perform a plane search, using the heuristic plane search and exact plane search algorithms, respectively. The problems in the table are sorted based on the value of η ∈ {1, . . . , 4} that gives the smallest number of iterations. For each η, the problems are sorted alphabetically. As we mentioned above, our family of search directions is a common generalization of the search direction in [35] that uses η = 1 and the search directions in [37] and [28] that use η = 1 σ with σ ∈ (0.5, 1) and σ < min 1, ln
, so 1 ≤ η ≤ 2. As we observe from Table 1 , our generalization to consider using larger values of η is justified. Among the problems solved and among the fixed values for η ∈ {1, 2, 3, 4}, η = 1 had the smallest iteration count for 15 problems, η = 2 won for 24 problems, η = 3 won for 13 problems, and η = 4 had the smallest iteration count for 18 problems (ties counted as wins for both winning η's). Table 1 also shows that using plane search algorithms can be crucial in reducing the number of iterations in addition to making the behaviour of the underlying algorithms more robust; as (1) for most of the problems, there is a large gap between the number of iterations of the plane search and the best constant η algorithms, and (2) we do not know which η is the best one before solving the problem.
The exact plane search algorithm gives a lower bound for our heuristic plane search algorithm. As we observe from Table 1 , for most of the problems, exact and heuristic plane search algorithms have similar performances in terms of the number of iterations. In Figures 1-4 , we plot the value of η at each iteration for four of the problems of NETLIB, for both exact and heuristic plane search algorithms. For beaconfd and capri the performances are close and for degen2 and ship08s there is a large gap. An interesting point is that the plane search algorithms sometimes lead to values of η as large as 10 or 20 as can be seen in Figures 3 and 4 .
Figures 5-8 provide a more reasonable comparison between the exact and heuristic plane search algorithms for problems degen2 and ship08s. In Figure 5 (for degen2 ) and Figure 7 (for ship08s), we plot the values of η and α for the heuristic algorithm, as well as the corresponding values that would have been computed by the exact algorithm at each iteration (for the same current iterates (x (k) , s (k) )). In Figure 6 (for degen2 ) and Figure 8 (for ship08s), we plot the values of η and α for the exact algorithm, as well as the corresponding values that would have been given by the heuristic algorithm at each iteration. We observe from the figures that when the optimal value of α is close to 1 or 0, the heuristic algorithm cannot keep up with the exact algorithm.
A conclusion of the above discussion is that utilization of plane search algorithms improves the number of iterations significantly. If the plane search algorithm is fast enough, then we can also improve the running time. Our heuristic plane search algorithm is much faster than the exact one. For the exact plane search algorithm, we solve O(n 2 ) quartic equations, and in each iteration of the primal-dual algorithm, we perform O(n 3 ) operations. Therefore, if we can speed up our exact plane search algorithm, this would have a potential impact on practical performance of algorithms in this paper as well as some other related algorithms. Note that our main focus in these preliminary computational experiments is on the number of iterations. To speed up the plane search algorithms, one may even use tools from computational geometry, analogous to those used for solving two-dimensional (or O(1)-dimensional) LP problems with n constraints in O(n) time (see [19] , [10] , and the book [11] ).
Conclusion
In this paper, we introduced a family of search directions parameterized by η. We proved that if we use our search direction with η = 1 in the predictor step of standard predictor-corrector algorithm, we can achieve the current best iteration complexity bound. Then, we focused on the wide neighborhoods, and after the derivation of some theoretical results, we studied the practical performance of our family of search directions. To find the best search direction in our family, which gives the largest decrease in the duality gap, we proposed a heuristic plane search algorithm as well as an exact one. Our experimental results showed that using plane search algorithms improves the performance of the primal-dual algorithm significantly in terms of the number of iterations. Although our heuristic algorithm works efficiently, there is more room here to work on other heuristic plane search algorithms or improving the practical performance of the exact one, such that we also obtain a significant improvement in the overall running time of the primal-dual algorithm.
The idea of using a plane search in each iteration of a primal-dual algorithm has been used by many other researchers. For example, relatively recently, Ai and Zhang [1] defined a new wide neighborhood (which contains the conventional wide neighborhood for suitable choices of parameter values) and introduced a new search direction by decomposing the RHS vector of (2) into positive and negative parts and performing a plane search to find the step size for each vector. By this approach, they obtained the current best iteration complexity bound for their wide neighborhood. Their approach together with ours inspires the following question: are there other efficient decompositions which in combination with a plane search, give good theoretical as well as computational performances in the wide neighborhoods of the central path? This is an interesting question left for future work. 
Appendix A. Connection with Kernel functions
In this section, we introduce the Kernel function approach for interior-point methods [2, 16, 3] and discuss its connection with our approach. Let Ψ(v) : R n ++ → R be a strictly convex function such that Ψ(v) is minimal at v = e and Ψ(e) = 0. In the Kernel function approach we replace the last equation of (2) with
where v := X 1/2 S 1/2 e [2] . Note that by the definition of Ψ, ∇Ψ v √ µ = 0 if and only if (x, s) is on the central path. To simplify the matters, we assume that
where ψ(t) : R ++ → R is an strictly convex function with unique minimizer at t = 1 and ψ(1) = 0. We call the univariate function ψ(t) the Kernel function of Ψ(v). It has been shown that the short update primal-dual path following algorithms using special Kernel functions obtain the current best iteration complexity bound [2] .
Comparing (3) and (14), we observe that both approaches are similar in the sense that the RHS of the last equation in (2) is replaced by a nonlinear function of Xs. The question here is whether there exists a continuously differentiable strictly monotone function f for each Kernel function ψ or vice versa such that (2) and (14) give the same search direction. In other words, can we solve
for f or ψ, for a constant scalar K? For t = √ µ, both sides of (15) are equal to zero, so the equation is consistent in that sense. ψ(t) is a strictly convex function with minimum at t = 1, so ψ ′ t √ µ < 0 for t < √ µ and ψ ′ t √ µ > 0 for t > √ µ. This makes both sides of (15) consistent for a strictly monotone function f . Hence, (15) may be solved for f or ψ, however the result depends on µ in general. Table 2 shows five pairs of functions. Some of the Kernel functions in the table are from the functions studied in [2] , and we solved (15) for the corresponding f (x). In the last two ones, we picked f (x) = ln(x) and f (x) = √ x and found the corresponding ψ(t). As an example, we see the derivation of f (x) for the third ψ(t): we have ψ ′ (t) = t − t −q , then
For the forth pair, the function ψ(t) = t 2 ln(t) − 1 2 t 2 + 1 2 obtains its minimum at t = 1 with ψ(1) = 0, and is decreasing before t = 1 and increasing after that. The function is also convex around t = 1, but it is not convex on the whole range of t > 0.
As mentioned above, for each Kernel function ψ(t), solving (15) for f (x) may result in a function depending on µ. We can cover that by generalizing our method as follows. At each iteration, instead of applying f (·) to both sides of Xs = µe, we apply a function of µ, i.e. f (µ; ·). The rationale behind it is that we expect different behaviours from the algorithm when µ > 1 and µ ≪ 1; e.g., we expect quadratic or at least super-linear convergence when µ ≪ 1. Hence, it is reasonable to apply a function f (·) that depends on µ. We saw above that (15) gives a non-convex function ψ(t) for f (x) = ln(x) and the Kernel function approach does not cover our approach. However, our generalized method contains the Kernel function approach and is strictly more general in that sense.
Consider (15) for K = √ µ/2 and assume, without loss of generality, that f ( √ µ) = 0. Then, from (15), for t = √ µ we have:
where we have f (t 2 ) < 0 for t < √ µ and f (t 2 ) > 0 for t > √ µ. As an example, consider the kernel function ψ(t) := t − 1+ ((x (0) ) ⊤ s (0) + 1)θ = x ⊤ s + tκ.
• There is an optimal solution (y * , x * , t * , θ * = 0, s * , κ * ), such that: If we look at the solution of (HLP), we can solve the initial (LP) by using the theorem below.
Theorem B.1.
[36] Let (y * , x * , t * , θ * = 0, s * , κ * ) be a strictly-self-complementary solution for (HLP).Then:
• (P) has an optimal solution if and only if t * > 0. In this case, (x * /t * ) is an optimal solution for (P) and (y * /t * , s * /t * ) is an optimal solution for (D); • if t * = 0, then κ * > 0, which implies that c ⊤ x * − b ⊤ y * < 0, i.e., at least one of c ⊤ x * and −b ⊤ y * is strictly less than 0. If c ⊤ x * < 0 then (D) is infeasible; if −b ⊤ y * < 0 then (P) is infeasible; and if both c ⊤ x * < 0 and −b ⊤ y * < 0 then both (P) and (D) are infeasible.
So, homogeneous and self-dual model can guarantee that we have a strictly feasible solution to start most interior-point algorithms, and a strictly-self-complementary solution of the homogeneous self-dual embedding immediately solves both of the problems (P) and (D). In this context, "solving an LP" means determining exactly which of the three possibilities (given by the Fundamental Theorem of LP) holds and providing a succinct certificate of the claim.
