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Introduction
The Set Covering Problem (SCP) is an important NP-hard combinatorial optimization problem (Cormen et al., 2009 ) that can be used to model several other problems such as: scheduling, manufacturing, service planning, information retrieval and delivery and routing problem (Lan et al., 2007 ). The SCP is described by a binary matrix A with m x n dimensions where each element can assume binary values and each column has an associated cost c j . It is said that a column j covers a line i if the associated matrix element a i,j = 1. The goal is to choose a subset of columns that simultaneously covers all lines and minimizes the total sum cost (Oliveira et al., 1999) . Mathematically, the SCP can be formulated as follows:
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ACO-HH for the SCP subject to:
a ij · x j ≥ 1, j = 1..n (2)
x j ∈ 0, 1, j = 1..n
where x j = 1 means that column j is in the solution. The restriction of Equation 2 defines that each line has to be covered by at least one column and Equation 3 defines that all variables are binary.
Several exact (Fisher and Kedia, 1990; Balas and Carrera, 1996; Caprara et al., 2000) and meta-heuristic (Jacobs and Brusco, 1995; Beasley and Chu, 1996; Lan et al., 2007; Ren et al., 2008; Mulati and Constantino, 2011) methods have been proposed to solve the SCP. Exact methods are recommended only for small instances due to their time complexities. Thus, meta-heuristics have emerged as the main focus for solving this problem. Despite their good results, meta-heuristics for the SCP are usually very complex to design (due to customized operators), imposing huge drawbacks for its practical use. Furthermore, the best meta-heuristics proposed for the SCP have to be greatly modified to solve similar problems (other scheduling or manufacturing problems, for example).
The design of simple and flexible approaches avoiding such drawbacks is the main goal of hyper-heuristics. Hyper-heuristics are commonly defined as heuristics to choose heuristics (Burke et al., 2013) . They are capable of collecting and exploring the information about simple low-level heuristics and selecting the most appropriate one during its execution. A feature of hyper-heuristics is that they operate on the search space of (low-level) heuristics, rather than on the search space of solutions. So, the problem of designing a complex and efficient heuristic for a problem is transformed into the problem of choosing a good combination of simple heuristics, greatly alleviating the design of a solver.
In a previous study (Ferreira et al., 2014) , we proposed a hyper-heuristic approach based on Ant Colony Optimization (ACO-HH) for solving the SCP, the approach presented promising results. This paper extends our previous work by investigating the hypothesis that the performance of ACO-HH can be further improved by an appropriate adjustment of its parameters. To investigate this hypothesis, firstly we conducted a study on the impact of ACO-HH parameters. Next, we compared the performance of ACO-HH with results reported in the literature by the Ant-Line algorithm (Mulati and Constantino, 2011) . Results indicates that ACO-HH has a good compromise between design and time complexity versus quality results. It also indicates that the use of hyper-heuristic is a promising area, particularly for the SCP.
The remaining of this paper is organized as follows: the next section presents an overview of the researches on hyper-heuristics. Some background concepts are described in Section 3. Section 4 presents the ACO-HH algorithm. Experimental studies to calibrate the parameters of ACO-HH, as well as an empirical comparison with the Ant-Line are reported in Section 5. Finally, Section 6 presents the conclusions. one individual) and are, theoretically, independent of the problem. On the other hand, low-level heuristics are related to the problem being solved as they modify or generate solutions. High-level heuristics can be meta-heuristics and such is the case in this work, where an ACO is used as a high-level heuristic. Low-level heuristics are composed of local search and perturbative operators.
Burke et al (Burke et al., 2010 ) introduced a classification scheme that divides hyper-heuristics into two categories: selection hyper-heuristics and generation hyper-heuristics. In the first category, the main idea is to select at each step, from a pool of low-level simple heuristics, a good heuristic to be used by the algorithm based on the historical information accumulated about each heuristic. In the second approach, a high-level heuristic to build low-level heuristics from a pool of existing components is used.
Furthermore, based on the learning paradigm employed, hyper-heuristics can be classified as on-line or off-line. In on-line hyper-heuristics, the learning process occurs during the optimization of the problem while in off-line hyper-heuristics a set of benchmark instances is used for the learning process, which generally results in an algorithm able to tackle different instances of the same problem. This paper focuses on on-line selection hyper-heuristics.
Briefly, a hyper-heuristic operates as follows: the high-level heuristic selects the low-level heuristics based on some measurement of the performance (e. g. solution improvement). Then, the selected low-level heuristic is applied to the solution and the resultant performance is returned to the hyper-heuristic that uses this result in an acceptance mechanism to decide whether to accept or not the new solution in the population.
Cowling (Cowling et al., 2001) proposed that a hyper-heuristic framework should have two dimensions:
1. The Hyper-heuristic: a high-level heuristic that evaluates and selects other heuristics and other functions that are independent of the problem; 2. Problem Domain: is composed by the low-level heuristics, the evaluation function and any other structure or operator, which needs information about the problem.
Between those dimensions, there is a conceptual barrier called 'Domain Barrier' to block the exchange of unnecessary information. Thus, the high-level heuristic (the core a hyper-heuristic) only has knowledge about the number of heuristics and their performance values. Hence hyper-heuristics can be employed in different problem domains without modifications, resulting in flexible approaches (Burke et al., 2013) .
Overall, hyper-heuristics approaches have shown good results to solve optimizations problems and the study about hyper-heuristics is an emergent field for research (Burke et al., 2013) . The following subsection briefly describes some studies on the area of selection hyper-heuristics with perturbative heuristics (the main focus of this work). A more in depth review of hyper-heuristic can be found in (Burke et al., 2013) .
Recently, the interest on population-based hyper-heuristics have grown. Cowling et al (Cowling et al., 2002) proposed an indirect genetic algorithm for solving a personnel scheduling problem. The approach can be described as a hyper-heuristic that uses a GA as the heuristic selection mechanism (high-level heuristic). This study was extended on (Han and Kendall, 2003) by including adaptive length chromosomes and guided operators, producing promising results on the trainer scheduling problem when compared to both a direct encoding genetic algorithm and a memetic algorithm. ACO was used as a hyper-heuristic in (Burke et al., 2005) and (Chen et al., 2007) to address a personnel scheduling and a sports timetabling problem, respectively, with promising results. Similarly, Ren et al (Ren et al., 2010 ) discussed an ant-based hyper-heuristic for solving the p-median problem.
Moreover, different frameworks have been proposed to be used by multi-point-based search methods, for example, the AMALGAM approach for continuous multi-objective optimization proposed by Vrugt and Robinson (Vrugt and Robinson, 2007) that selects a set of population-based multi-objective algorithms. In this approach, the number of new solutions produced by each low-level heuristic (operator) is proportional to the percentage of previously created individuals that remains in the working population at each stage.
Grobler et al (Grobler et al., 2012) investigated the use of local search strategies to improve the performance of a hyper-heuristic algorithm. The authors mixed a set of meta-heuristics including a genetic algorithm, particle swarm optimization variants, CMA-ES and differential evolution variants under a hyperheuristic framework with good results.
Biazzini et al (Biazzini et al., 2009 ) combined several algorithms for numerical optimization such as differential evolution and random search in a distributed framework based on the island model. Meignan et al (Meignan et al., 2010 ) presented a self-adaptive and distributed approach based on agents and hyperheuristics. Several agents concurrently explored the search space using a set of operators. The approach was applied to the vehicle routing problem.
One of the main purposes of the hyper-heuristics is to make possible the creation of heuristics that can be applied on different domains with minimal modifications (preferably, none). In order to promote this purpose, in (Ochoa et al., 2012 ) the authors developed a framework to compare high-level hyper-heuristics that control a set of problem specific low-level heuristics. The set of low-level heuristics is different for each problem domain. This framework was used for the CheSCH 2011 challenge where different hyper-heuristics were compared. One hyper-heuristic that showed good results on the competition is the one proposed by Nunez and Ceballos (Núnez and Ceballos, 2011) , which is based on Ant Colony Optimization.
Based on the work of Nunez and Ceballos, we proposed a hyper-heuristic called ACO-HH for the SCP (Ferreira et al., 2014) . This problem, as far as we known, was not tackled by a hyper-heuristic approach before. So, in this work, we extend our previous work with empirical studies to better understand the influence of the different parameters on ACO-HH performance.
Ant Colony Optimization
Ant Colony Optimization (ACO) is an example of artificial swarm intelligence meta-heuristic, which is inspired by the collective behavior of social insects (Dorigo and Socha, 2006) . ACO is mainly based on the concepts presented by the two bridge experiment conduced in (Deneubourg et al., 1990) , that can be seen at Because ants probably prefer to follow a stronger pheromone trail, the bridge that has more pheromone will attract more ants. Then, the pheromone trail will grow until the colony of ants converges toward the use of the same bridge (shorter one). Therefore, the behavior that emerges is a group of relatively "not intelligent" ants that interact through simple rules and dynamically self-organize maintaining their positions around the shortest trails. So, the main idea is the cooperation between the agents through the environment using pheromone.
In the ACO algorithm, artificial ants simulate the pheromone trail following behavior of real ants to find the shortest route between a food source and their nest. The pheromone marks a trail, representing a solution for a problem, which will be positively increased to become more attractive in subsequent iterations. Therefore, the pheromone concentration indicates how useful a solution was, serving as a history of the best ants previous movements. Besides the pheromone concentration, ants can use heuristic functions with useful local information about the problem domain.
ACO is a constructive procedure where at each step the ant will select one component to be part of its solution using a probability that is calculated using the pheromone information (cooperation) and the heuristic information; At the end of each iteration the pheromone values are updated according to the quality of the solutions that were built. Two mechanisms are used to update the pheromone: (1) the evaporation which avoid the repetition of bad choices and (2) the pheromone deposit used to intensify (reinforce) the good choices. At the end of the algorithm, the best solution found is returned. 
ACO-HH
ACO-HH hyper-heuristic was proposed in (Núnez and Ceballos, 2011) for the CheSCH 2011 competition, and can be classified as an on-line learning selection hyper-heuristic. ACO-HH follows the general guidelines from the ACO meta-heuristic, but instead of generating solutions, ACO-HH creates a path of low-level heuristics, i.e., at each step of the iteration a low-level heuristic is selected accordingly to its accumulated pheromone.
In the ACO-HH approach, each ant has two structures: the problem solution s and the selection order Given an initial solution s, at each construction step, each ant chooses one of the available heuristics to compose their heuristic order A and apply it to its current solution. If the generated solution is the best found by an ant in the current iteration, it is set as the initial solution for the ant in the next iteration. Figure 2 presents an example of two ants building their paths.
Figure 2: The ants build their paths by choosing heuristics and applying them to its solution (Núnez and Ceballos, 2011) .
The probability that an ant j chooses a heuristic h at the construction step k is given by Equation 4.
Where H is the number of low-level heuristics, τ kh is the pheromone value associated with the heuristic h at construction step k and η kh is the heuristic information that is calculated by Equation 5.
Where E is the number of ants that have the heuristic h in A, i.e. applied heuristic h in any step. As on ACO, α and β control the influence of pheromone information and heuristic information, respectively. The heuristic information associated with a low-level heuristic is based on its average local improvement.
The pheromone update mechanism is different from the one used on the classic ACO. It does not use the evaporation and deposit mechanisms, building the pheromone matrix from the average of improvements obtained by the historical information about the generated solutions. The update mechanism is shown in Equation 6 (Núnez and Ceballos, 2011) .
Where n is the size of A, f (s 0 ) and f (s n ) are the performances of the initial and final solution for an ant i at the iteration j.
Following, a description of some implementation details of ACO-HH to solve the Set Covering Problem is presented. 
ACO-HH for SCP
The pseudo-code for the ACO-HH is presented at Algorithm 1. The problem solution s is represented by a binary vector of size columns equals to the number of columns of the current problem instance; The value 1 for an index j of the vector means that the column j is part of the solution. The heuristic order A is represented by an integer vector of size ant size, this size is a parameter of the algorithm. The value h for an index k means that the heuristic h was selected by an ant at the construction step k.
Firstly, the algorithm creates initial solutions for each ant. The solutions are built using a fitness proportionate selection based on the heuristic information presented in Equation 7.
Where k j is the cardinality of column j and c j is its cost. 
3. Fusion Crossover (FC): The fusion crossover used in this work is defined in (Beasley and Chu, 1996) and is similar to SC but the number of ones in the mask is proportional to the relative quality between solution s 1 and s 2 , i.e. the better s 1 is relative to s 2 the more ones will the mask contain.
JB2 (JB):
The JB Local Search 2 was implemented as defined in (Mulati, 2009 ). This heuristic always generates a feasible solution and works as follows: given a solution the heuristic destroys a percentage of it (defined by the parameter p 1 ) and rebuild it using the heuristic information presented in Equation 7, but taking in account only the columns that have their cost less or equal to the max cost presented in the solution.
At the end of each iteration, the best solution found for each ant is stored. Moreover, the best solution is set as the initial solution for the next iteration. The improvement obtained in relation to the initial solution is also saved. Afterwards, the best solution found so far is possibly updated and the pheromone matrix is updated as show in Equation 6. Finally, after the maximum number of iterations is satisfied, the best solution is returned.
Experimental Results and Analysis
This section presents the methodology, the results obtained and the comparison between ACO-HH and the Ant-Line proposed in (Mulati and Constantino, 2011) .
Methodology
The ACO-HH approach was developed using the C++ programming language and executed on an Intel Core i7 of 3.40Ghz with 6Gb of memory running the Ubuntu Linux operational system. 65 SCP instances from the OR-Lybrary were used (Beasley, 1990) , these instances are presented at Table 1 , where they are grouped by class (C.SCP), their quantities between parentheses after the class name, the size of the instances is shown by the (m x n) column of the table and the density of an instance is shown in column (De(%)). For each instance 10 runs of the ACO-HH algorithm are performed, and the maximum, minimum and average values obtained are reported as percentage differences (PD) of these values in relation to the optimal. In order to statistically compare both algorithms the Friedman Rank Sum Test is performed on the average and best values. The test was executed using the R functional language with 95% confidence.
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PD is calculated as shown in Equation 8 where avg(value) is the average between the value and the optimal and dif(value) is the difference between those values. The closer to 0.0 is the value of PD, the better is the result obtained.
Parameters Setup
In order to find a good configuration for the ACO-HH parameters, an empirical experiment was realized starting with the parameters used in the previous paper (Ferreira et al., 2014) : iterations = 10, k = 30, antN umber = 15, α = 1, β = 2 and p 1 = 0.3, the results for this parameters can be seen in Table 2 . The parameters were analyzed in order, one at a time. During this parameters setup, five SCP instances were used, each one of a different class. The instances used were: scp4.10, scpc.1, scpnre.1, scpnrf.1 and scpnrg.1. Again, for each instance 10 runs of the ACO-HH algorithm were performed.
Number of Iterations: This parameter defines the number of times that the ants will build their paths and the number of times that the pheromone is updated; we analyzed values for the iterations parameter ranging from 10 to 30. The results of this experiment are presented in Table 3 . Even though comparable values were found for the smaller instances (scp4.10 and scpc.1), an improvement could be noticed when the number of iteration is 30 on the best and average values for the bigger instances (like nrf1 and nrg.1). So the iterations parameter was set to 30.
Parameter k: The k parameter defines the number of heuristics that will be selected by each ant on an iteration. The values 35 and 40 were tested for this parameter. in Table 4 . The results suggest that ACO-HH has little sensitivity to the parameter k as there were little differences between the results obtained with different parameters. Thus, we set k = 30 based on the better results obtained by this value on our original work (Ferreira et al., 2014) . The antNumber parameter: this parameter defines how many solutions will be built on each iteration. The values investigated for this parameter are 20 and 25. The results obtained are presented in Table 5 . As the performance didn't improve, as the number of ants was incremented, this parameter was set to 25 in order to have more solutions.
The parameter p 1 : defines the percentage of a solution that will be destroyed by the JB2 heuristic. This parameter may have a great influence on the results because it is tailored to avoid local minimum. Because this heuristic rebuilds the solution using heuristic information, in general, it produces good solutions. The values used for the p 1 parameter were 0.6 and 0.9. The results of the experiment are presented in Table 6 . The results showed that a high value for p 1 is detrimental to the performance of the algorithm, rebuilding too much of a solution; while a low value is not enough to escape local minima. So, this parameter was set to 0.6.
The tests for the α parameter ranges from 2 to 4 and the results obtained by the tests are presented in Table 7 . There was no significant difference for the smaller instances but, for larger instances, bigger values of α produced worst results. Therefore, we set α to the minimum, 1. β parameter: For the β parameter the values 2, 4 and 6 were tested. Table 8 shows the results obtained. No significant difference were found between the choices and the value of β was set to 2, as in the original version (Ferreira et al., 2014) .
Overall, the majority of the parameters with exception to p 1 , has no great influence on the results. This suggests that the low-level heuristics implemented are not very effective and get stuck on local optima pretty early. After the setup tests, the final parameters values were set as follows: iterations = 30, k = 30, antN umber = 25, α = 1, β = 2 and p 1 = 0.6. 
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Analysis of the Selection of low-Level Heuristics
The main operation of a selection hyper-heuristic is the mechanism to choose which low-level heuristic should be applied at each step of the algorithm. Therefore, an understanding of the behavior of this mechanism is important to have a better comprehension of the behavior of the hyper-heuristic as a whole. One important point to be noted is that the overall behavior of the selection procedure was similar for all instances independent of its characteristics, i.e. small or large, dense or sparse has no great influence in the selection of the low-level heuristics. This fact came as a surprise, as one of the main characteristics of an on-line learning hyper-heuristic, such as ACO-HH, is its capability to adapt to different characteristics of the instances. This finding may also be important to the comprehension of the SCP, as it gives an approximate good usage of each operator in order to solve it efficiently.
As the behavior of the selection mechanism was similar for all instances, Figure 3 shows the average usage percentage on 10 runs for each low-level heuristic in ACO-HH per instance. Accordingly to Figure 3 , the ranking of usage for the low-level heuristics was JB, OF, FC and SC, from the more used to less used heuristic. Furthermore, there is two classes of usage: JB and OF were used around 60% of the time with almost equal probability while FC and SC were used the remaining time in almost equal proportion. FC and SC are very similar heuristics operating in a pair of solutions, the main difference between them is that the latter uses an uniform mask while the former uses a mask based on the relative fitness between the two solutions under operation. JB and OF operates in a single solution and while the first uses heuristic information about the problem and modifies a great percentage of each solution, the second heuristic is very simple and modifies only a single position. From these facts it is possible to infer that ACO-HH prefers low-level heuristics that operates on single solutions but is blind to the information used but the heuristics.
Another point that was observed during the experiments was the inability of the low-level heuristics to improve the solution during the final stages of the optimization process. This was expected, as the best solutions found for this problem were found by constructive heuristics and ACO-HH only employs perturbative heuristics due to the restriction that at each stage of the algorithm a complete solution has to be Regular Issue Vol 4 n.1 http://adcaij.usal.es generated and evaluated in order to update the pheromone matrix. This constraint greatly limits the possible low-level heuristics employed by ACO-HH and will be the focus of future researches.
Results
The results obtained for all instances of all classes are presented in Tables 9, 10 and 11, where SCP is the instance used, AT(s) is the average time of the runs in seconds, WS(%) is the percentage difference between the worst solution found and the optimal, AS(%) is the percentage difference between the average of the solutions found and the optimal solution and BS(%) is the percentage difference between the best solution found and the optimal solution. These tables have special lines that summarize the behavior of ACO-HH through all instances of the same class.
The results for classes 4, 5 and 6 are presented in Table 9 . The AS results for class 4 are around 6 while the BS are inferior to 2 in most instances with only 3 exceptions. For class 5 most AS results are less than 6 and 7 of 10 BS results are less than 2. All BS results for class 6 are inferior to 2 with the only exception of instance 6.3 (BS = 2.04) and all AS results are inferior to 5. Table 10 The results for classes nre, nrf, nrg and nrh are presented in Table 11 . The results for classes nre and nrf were very good with average BS of 0.00 for both classes and average AS of 2.48 and 3.96, respectively. For class nrg the average AS was 4.15 and the average BS was 2.27 while for class nrh the average AS and BS were 4.68 and 1.94, respectively.
Comparison
This subsection presents a comparison between the ACO-HH and the Ant-Line proposed in (Mulati and Constantino, 2011) using the Friedman Rank Sum Test. Table 9 : Results for instances from class 4 to 6. Table 13 and Table 14 present a statistical comparison in relation to the average and best values respectively, the table presents the SCP class that is being compared, the chi-square value, the p-value, the degree of freedom and if there is a statistical difference with 95% confidence. For the majority of classes, ACO-HH was much faster than the Ant-Line while the Ant-Line obtained better results. Despite this, the results obtained for ACO-HH are promising, since there is no statistical difference for the classes nre, nrf and nrh in relation to the best values. It is important to note that ACO-HH is very similar to a classic ACO while the Ant-Line proposed in (Mulati and Constantino, 2011 ) has a good amount of modification in order to solve SCP instances. Furthermore, ACO-HH can be easily modified to solve other problems, the only change needed is the solution representation; and the use of a different set of low-level heuristics. These modifications are related only to the problem domain and isolated from the high-level ACO heuristic used to select the low-level heuristics. On the other hand, the Ant-Line would have to be redesigned in order to be applied to other problems. So, it is possible to infer that ACO-HH is more flexible than the other algorithm.
Conclusion
Hyper-heuristics is a recent field of research that proposes techniques that are more flexible and, in many cases, more simple than state-of-the-art meta-heuristics. A recent trend in the hyper-heuristics area is the use of population-based meta-heuristics as a high-level heuristic. In this paper an ACO-based hyper-heuristic, called ACO-HH, is proposed for the Set Covering Problem. To the best of our knowledge, ACO-HH is the first hyper-heuristic approach for the SCP. ACO-HH is very similar to a standard ACO, but it searches the space of the low-level heuristics instead of the space of solutions. In this work 4 perturbative low-level heuristics are used: One Bit Flip, Scattered Crossover, Fusion Crossover and JB Local Search 2. The first one can be characterized as a mutation, the following two are crossovers while the last one is a local search. An experimental analysis of the sensitivity of the parameters was conducted in order to find good parameters values. This analysis pointed out that the algorithm has a low sensitivity to the majority of its parameters, which is a good characteristic for a hyper-heuristic.
The relative usage of each low-level heuristic was also investigated. It was concluded that, for the Set Covering Problem, ACO-HH has similar behavior with respect to the choice of low-level heuristics independently from the instance being solved. Furthermore, it was possible to infer that ACO-HH preferred single point low-level heuristics (One Bit Flip and JB Local Search 2).
ACO-HH obtained good results for some instances of various classes of the SCP. When compared to Ant-Line, it was considerably faster but obtained solutions with lower quality. So, the ACO-HH is recommend for finding solutions with good quality in a short time while the Ant-Line is recommend if the quality of the solutions obtained is the only important factor. Besides this, ACO-HH is more flexible: just the low-level heuristics and the problem representation have to be modified in order to solve other problems (combinatorial or not) using the ACO-HH algorithm. So, ACO-HH can be considered a promising approach. The paper describes in details the project and evaluation of the algorithm. Four low-level heuristics were implemented: OF, SC, FC and JB. In a first step, the study presents experiments to understand how the different parameters affect the behavior of the algorithm.
Future work includes the investigation of ACO-HH in other problem domains, the use of other metaheuristics as high-level heuristics and the proposal of generation hyper-heuristics for the SCP. 7.
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