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ORDINAL INDICES FOR COMPLEMENTED SUBSPACES
OF Lp
S DUTTA AND D KHURANA
Abstract. We provide complete isomorphic invariance of a class of
translation invariant complemented subspaces of Lp constructed by
Bourgain, Rosenthal and Schechtman in [3]. We compute ordinal Lp-
indices for this class. We further show that the isometric index of a tree
subspace over a well founded tree is an invariance for the order of the
tree. Finally we provide a dichotomy for the subspaces of Lp with small
ordinal indices.
1. Introduction
The study of separable Banach spaces which are finitely representable in ℓp
was initiated by Lindendenstrauss and Pelczynski [11], where Lp-spaces ap-
peared for the first time. It is known [4] that separable Lp-spaces (1 < p <∞)
are precisely the complemented subspaces of Lp(µ) for some σ-finite measure
µ. The classical construction by Kadec and Pelczynski [9] of complemented
copies of ℓp and ℓ2 in Lp, 2 < p <∞ provided four examples of complemented
subspace of Lp, namely ℓp, ℓ2, ℓp ⊕ ℓ2 and ℓp(ℓ2). These are now referred as
small subspaces of Lp and until 1970, these were only known examples of
complemented subspaces of Lp not isomorphic to Lp.
In 1970, Rosenthal [12] constructed a complemented subspace of Lp (1 <
p < ∞, p 6= 2), which is usually denoted by Xp and is not isomorphic to
the four spaces mentioned above. Xp is also a kind of small subspace of
Lp in the sense that it embeds in ℓp ⊕ ℓ2. The construction of Xp depends
on Rosenthal’s inequality. In the same work, Rosenthal also constructed a
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complemented subspace of Lp denoted by Bp. Bp however is not as small as
Xp as it contains ℓp(ℓ2).
Soon after Rosenthal’s construction, Dales Alspach [6, Chapter IV] pro-
vided with another example of Lp (1 < p <∞, p 6= 2) space which he denoted
by Dp. By taking direct sums of combinations of Xp, Bp and Dp it is possible
to construct finitely many examples Lp-spaces.
Schechtman [13] for the first time constructed a class of infinitely many non
isomorphic Lp (1 < p <∞, p 6= 2)-spaces. This highly technical construction
by taking repeated tensor products of Xp in Lp norm was a surprise by itself
and in 1999, Alspach [1], proved that Schechtman class of spaces are not in
the gradation of Rαp -spaces, α < ω1 constructed by Bourgain, Rosenthal and
Schechtman in [3].
It is now known that there are uncountably many non isomorphic com-
plemented subspaces of Lp (1 < p < ∞, p 6= 2) not containing Lp. There
are two such constructions available. One was given in [3] where the spaces
{Rαp : α < ω1} were introduced and the other in [4] where a class of trans-
lation invariant complemented subspaces of Lp were constructed. Both the
constructions are related. We now briefly describe these class of spaces. For
definitions and other details, see Section 2.
In [3] the authors first defined an ordinal Lp-index hp(X) (1 ≤ p < ∞)
for Banach spaces and proved that a separable Banach space X has either
hp(X) < ω1 or X contains Lp. In the later case hp(X) is defined to be ω1.
Next, for each ordinal α < ω1 they constructed a complemented subspace R
α
p
of Lp (1 < p < ∞, p 6= 2) with hp(Rαp ) < ω1. The class {R
α
p : α < ω1}
is constructed inductively by taking independent p-sum from previous or-
dinals. Finally, a function τ : ω1 → ω1 is defined as follows. τ(0) = ω
and τ(α + 1) = hp(R
τ(α)
p ) for a successor ordinal and for a limit ordinal
α, τ(α) = sup
β<α
hp(R
τ(β)
p ). It was shown that τ is a strictly increasing function
and this provided an uncountable class of mutually non isomorphic comple-
mented subspaces of Lp, namely, {R
τ(α)
p } which do not contain Lp. However
the exact values of τ(α) were never clear from this construction.
In [4] Bourgain considered the cantor group G which can be realized as the
full tree C over N. The space XpC (1 ≤ p <∞) is defined to be the closed linear
span of branch functions in Lp(G) norm. X
p
C (1 < p < ∞) is isomorphic to
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Lp(G). For a sub tree T of C which is well founded or equivalently order of
T , denoted by o(T ) is less than ω1, X
p
T is defined as span closure of branch
functions depending on branches of T . The conditional expectation with
respect to branch σ-algebra generated by branch functions of T is a norm one
projection from XpC onto X
p
T . Also if T1 is a sub tree of T2 then X
p
T1
is a norm
one complemented subspace of XpT2 . Finally, it is proved that if a separable
Banach space X is universal for the class {XpT : o(T ) < ω1}(1 ≤ p <∞) then
X contains Lp. This shows that there are uncountably many mutually non
isomorphic members in the class {XpT : o(T ) < ω1}(1 < p <∞, p 6= 2).
It was shown in [3] that for each α < ω1 there is a canonical tree Tα with
o(Tα) = α such that R
α
p (1 ≤ p <∞) is distributionally isomorphic to X
p
Tα
.
It was proved in [1] that for ω0 ≤ α ≤ β < ω1 Rαp (2 < p <∞) is isomorphic
to Rβp if and only if α + ω > β. Thus only at the limit ordinals R
α
p provides
non isomorphic spaces.
In this paper we first show that a fairly large class of well founded trees
(which we call finitely generated - see Definition 2.7) are actually isomorphic
to Rαp where α is order of the tree in concern. In particular, we prove the
following theorem.
Theorem 1.1. Let 2 < p <∞.
(a) For any tree T of finite order hp(X
p
T ) ≤ ω0 · 2.
(b) Let ω0 ≤ α < ω1. Suppose T is a well founded finitely generated
tree of order α. Then XpT∼R
α
p . Moreover, if α is a limit ordinal
then there exists a constant K, independent of T and α, such that
XpT
K
∼ Rαp .
We next show that for any well founded tree H(1, XpT ) = o(T ) + 1. Thus
o(T ) is an isometric invariance for tree subspaces of Lp over well founded
trees.
Theorem 1.2. Let T be a well founded tree and 1 ≤ p < ∞. Then
H(1, XpT ) = o(T ) + 1.
Throughout this paper, unless otherwise stated we will consider 2 < p <∞.
This is because we will convert independent Lp-sum to (p, 2, (1))-sum and for
this we will use Rosenthal’s inequality, which is true for 2 < p <∞. In section
4 of this paper we explicitly calculate hp-indices for {Rαp : α < ω1}.
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Theorem 1.3. For any ordinal α < ω0, hp(R
α
p ) = α + 1 and for countable
limit ordinal α ≥ w0, hp(Rαp ) = α+ ω0.
hp index of a subspace X of Lp measures smallness of X . For instance, all
known examples ℓp, ℓ2, ℓp ⊕ ℓ2, Xp, ℓp(ℓ2), Bp, Dp have all their hp indices
less than equal to ω0 · 2.
Theorem 1.3 also gives explicit value of the τ function defined in [3].
Finally we prove the following dichotomy result for subspaces of Rαp . We
need a restriction that index should not be ’too big’. See definition of (p, 2, (1))
sum in Section 2.
Theorem 1.4. Let X be a subspace of Rαp where α < ω
2
0 and ZX = (X)p,2,(1).
Then either Rαp
Cα
→֒ ZX for some constant Cα or hp(ZX) ≤ α.
In the recent work by Haydon, Odell and Schulumprecht in [7] the following
dichotomy was proved: any subspace of Lp (2 ≤ p < ∞) either embeds in
ℓp ⊕ ℓ2 or contains a complemented copy of ℓp(ℓ2). This result shows that
subspaces of Lp are either too small or they are somewhat big in the sense
that it contains a complemented copy of ℓp(ℓ2). In view of Theorem 1.3 and
Theorem 1.4 and the corollaries thereof, (see section 4) we may translate
their results as follows: if ℓp(ℓ2) 6 →֒ X then hp(X) ≤ ω0 · 2. Moreover if
hp(X) < ω0 ·2 then X →֒ ℓp⊕ℓ2 (or Rω0p ). On the other hand if hp(X) > ω0 ·2
then ℓp(ℓ2) →֒ X .
We do not know if the class {Rαp : α < ω1} provides a gradation for
(complemented) subspaces of Lp in the sense that for any X ⊆ Lp there
exists appropriate limit ordinals α, β satisfying α ≤ hp(X) ≤ β such that X
contains Rαp and X embeds in R
β
p .
2. Notation and Preliminaries
In this section we will provide basic background for our work. For
notations we closely follow [3] and [4].
We first explain a class of translation invariant complemented subspaces of
Lp(G), where G is the Cantor group.
Definition 2.1. [4] The set ∪n≥1Nn of finite complexes of elements in N can
be partially ordered in a natural way, by taking (x1, · · · , xn) ≺ (y1, · · · , ym)
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provided m ≥ n and xi = yi for 1 ≤ i ≤ n. A tree on N is a subset of ∪n≥1Nn
with a property that a predecessor of a member of T also belongs to T . Thus
(x1, · · · , xn) ∈ T whenever (x1, · · · , xn, xn+1) ∈ T .
A subtree S of a tree T is a subset of T such that S itself is a tree.
If t0, t1 ∈ T , then t1 is an immediate successor of t0 if t0 = (x1, · · · , xn)
and t1 = (x1, · · · , xn, xn+1) for some n ∈ N and x1, · · · , xn, xn+1 ∈ N.
Consider the full tree C = ∪∞n=1N
n. Then G = {−1, 1}C is a group with
pointwise multiplication and is known as Cantor group. Consider the product
of discrete topology on G along with the product of the probability measure
µ which assigns mass 12 to each 1 and −1.
In this topology G is a compact abelian group and µ is the Haar probability
measure. The dual group Gˆ, which is a discrete group is formed by Walsh
functions wF = Πc∈F rc where F is finite subset of C, rc is coordinate function,
that is for c ∈ F and x ∈ G we have rc(x) = x(c). This system of Walsh
functions generates Lp(G) for all 1 ≤ p <∞.
Definition 2.2. [4] A measurable function f on G is said to depend on the
coordinates F ⊂ C provided f(x) = f(y) whenever x, y ∈ G with x(c) = y(c)
for all c ∈ F .
A branch in C is a subset of C of mutually comparable elements.
A measurable function f onG which depends on the coordinates of a branch
is called a branch function.
Definition 2.3. [4] For a tree T in C we denote XpT the closed linear span in
Lp(G) of branch functions depending on all finite branches Γ in T .
It is straightforward that XpT is the closed linear span of Walsh functions
wΓ, where Γ is finite branch in T . Thus X
p
T is a translation invariant subspace
of Lp(G).
In [3] it was shown that if we consider the full tree C, then XpC is isomorphic
to Lp(G). If T1 ⊆ T2 where T2 is a tree and T1 is a subtree of T2 then X
p
T1
is a 1-complemented subspace of XpT2 . The norm 1 projection is given by the
conditional expectation with respect to the sub sigma algebra generated by
branch functions.
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Definition 2.4. [4] For a tree T , we define the derived tree
(1) D(T ) = ∪n≥1{(n1, · · · , nm) : (n1, · · · , nm, n) ∈ T for some n ∈ N}.
Proceeding by induction, we can construct a transfinite system of trees as
follows.
Take T 0 = T . If Tα is obtained, let Tα+1 = D(Tα). For a limit ordinal γ,
define T γ = ∩α<γTα.
The tree T is well founded provided there is no sequence {nm} in N satis-
fying (n1, · · · , nk) ∈ T for each k.
If T is well-founded, then Tα’s are strictly decreasing as α increases. Hence
Tα will be empty for some ordinal α. For a well founded tree T , we will denote
order of T , namely o(T ), to be the smallest ordinal for which T o[T ] = ∅.
Definition 2.5. [8] A tree T on N is said to be closed provide XpTα , the set
T ∩ Nn is closed in Nn, endowed with the product topology.
We have the following result [8, Proposition 2.1] for the order of a closed
tree on a Polish space.
Theorem 2.6. If T is a well founded, closed tree on a Polish space X then
o(T ) < ω1.
Notation: 1. Let T = T 1 ∪ {t0} be a well founded tree. By t0 ≺ T 1
we mean t0 ≺ t for all t ∈ T 1. In this case we will write T = (t0, T 1). By
t0 ≺ t1 ≺ T we mean t0 ≺ t1 and t1 ≺ T .
2. For countable ordinal α < ω1 we will define the well founded canonical
trees Tα inductively:
Take T1 to be the tree with a single element.
If Tα is obtained, define Tα+1 = T˙α, where T˙α is the tree Tα ∪ {t} and
t ≺ Tα.
For a limit ordinal β define Tβ = ∪α<βTα with the relation ≺β= ∪α<β ≺α
that is, if u, v ∈ Tβ, u ≺β v if and only if u, v ∈ Tα for some α < β and
u ≺α v. Tβ may be visualized as simply setting the trees Tα side by side in
such a way that if α1 < α2 < β then Tα1 is kept on the left to Tα2 .
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3. Consider a branch Γ = {t1, · · · , tn} of a well founded tree T . For ǫi =
1 or − 1, 1 ≤ i ≤ n let A(ǫ1, · · · , ǫn) = {x ∈ G : x(t1) = ǫ1, · · · , x(tn) = ǫn}.
We will denote these 2n sets by A1, · · · , A2n .
4. By X
(k)
→֒ Y , we mean X is isomorphic to a subspace Z of Y which is
complemented in Y and norm of projection is at most k. X ≡ Y means X is
isometric to Y . By X
k
∼ Y , we mean X is isomorphic to Y and there exists
an isomorphism S : X → Y such that ||S||||S−1|| ≤ k.
5. We will denote the Rosenthal’s constant by R [12, Theorem3].
Definition 2.7. A finite tree T = (t1, T1) with k levels is called a symmetric
n tree if for all levels 1 to k−1 each node has n immediate offsprings, n < ω0.
Let this tree be denoted by T n(k).
For example T 2(3) looks like:
t1
t13 t
2
3 t
3
3 t
4
3
t12 t
2
2
In Lemma 3.2 we will prove that if α = β + k where β is a limit ordinal
and T is a tree of order α then T can be written as countable union of trees
(tn, T
n) where for each n, o(T n) ≤ β + (k− 1) and there exists at least one n
such that o(T n) = β + (k− 1). With this in mind we define the the notion of
well founded finitely generated tree.
Definition 2.8. Let T be a tree with o(T ) = ω0. Then we will say T is
finitely generated if T = ∪∞n=1(tn, T
n) and each T n is a subtree of Tm(k) for
some m and k.
Let T be a tree with o(T ) = ω0 + 1. We will say T is finitely generated if
there exists N such that T = ∪Nn=1(tn, T
n) and each T n is either a subtree of
Tm(k) for some m and k or a finitely generated tree of order ω0.
Suppose we have defined finitely generated tree for all ordinals β < α. Let
α < ω1 be a limit ordinal. We will say a tree of order α is finitely generated if
T = ∪βn<αT
βn , βn ↑ α and each T βn is a finitely generated tree of order βn.
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If α = β + k for some k and limit ordinal β then a finitely generated tree
T of order α is such that for some N , T = ∪Nn=1(tn, T
n) and each T n is a
finitely generated tree with o(T n) ≤ β + (k − 1).
We now define independent sum construction from [3] and (p, 2, (1)) sum
construction from [1].
Definition 2.9. Let B be a closed subspace of Lp(Ω,S, µ). The Lp-disjoint
sum (B ⊕B)p is defined as
{b(ω, ǫ) ∈ Lp(Ω× {0, 1}) : ∃bǫ ∈ B with b(ω, ǫ) = bǫ(ω) for all ω ∈ Ω, ǫ = 0 or 1}.
where {0, 1} is endowed with probability assigning mass 1/2 to each 0 and 1.
In fact we can take any space of random variables which is distributionally
isomorphic to (B ⊕B)p as Lp disjoint sum of B.
Given B1, B2, · · · subspaces of Lp(µ), the Lp independent sum of the B′is
is defined as follows:
Let µN denote the product measure on (ΩN,SN), for each i, let
Bi = {b ∈ Lp(µ
N) : ∃f ∈ Bi with b(ω) = f(ωi) for all ω = (ω1, ω2, · · · ) ∈ Ω
N}
That is, Bi, is simply a ”copy” of Bi depending only on the i-th coordinate.
The Lp independent sum of B
′
is denoted by (ΣBi)Ind,p is any space of random
variables distributionally isomorphic to the closed linear span of the B′is in
Lp(µ
N).
Let 1 ≤ p < ∞. Let R0p = [1]. Let β be an ordinal with 0 < β < ω1 and
suppose Rαp has been defined for all α < β. If β = α+1, let R
β
p = (R
α
p ⊕R
α
p )p.
If β is a limit ordinal, let Rβp = (
∑
α<β
Rαp )Ind,p.
The following result was proved in [3, Lemma 3.9].
Lemma 2.10. [3] Let α < ω1. Then R
α
p is distributionally isomorphic to
XpTα , 1 ≤ p <∞.
We will be using the following lemma repeatedly. The proof follows exactly
as in the proof of [3, Lemma 3.9]
Lemma 2.11. If T is a well founded tree then Xp
T˙
≡ (XpT ⊕X
p
T )p.
Now we will define the notion of (p, 2, (wn)) sum of subspaces of Lp given
in [1].
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Definition 2.12. Let (Xn) be a sequence of subspaces of Lp(Ω, µ) and let
(wn) be a sequence of real numbers, 0 ≤ wn ≤ 1. For any sequence (xn) such
that xn ∈ Xn, let
||(xn)||p,2,(wn) = max{(Σ||xn||
p
p)
1/p, (Σ||xn||
2
2w
2
n)
1/2}
and let
X = (ΣXn)p,2,(wn) = {(xn) : xn ∈ Xn for all n and ||(xn)||p,2,(wn) <∞}.
Following lemma was proved in [1, Theorem 2.4, Lemma 2.7] by using
Rosenthal’s inequality.
Lemma 2.13. Let ω0 ≤ β < ω1 and αn is a sequence of ordinals such that
αn ↑ β. Then for any subsequence αnj , αnj ↑ β there exist constants A and C
independent of (αn), (αnj ) and β such that (R
αnj
p )p,2,(1)
A
∼ (Rαnp )p,2,(1)
C
∼ Rβp .
Remark 2.14. The proof of Lemma 2.13 can be found in [1, Lemma 2.7].
However there the proof is given for (p, 2, (wn)) sum, where wn satisfy the
following condition
∑
wm<ǫ
w2p/(p−2)m =∞.(2)
for each ǫ > 0.
It can be easily verified that the proof holds true for wn = 1 for all n.
We now recall the definition of Lp index for separable Banach spaces from
[3].
Definition 2.15. For n ∈ N ∪ {0}, let Dn be the set of all n-strings of 0
′s
and 1′s. For a vector space B, BDn is the set of all functions from Dn to
B, which can be identified with the set of all 2n tuples (b1, · · · , b2n). Let
BD = ∪∞n=0B
Dn .
If u ∈ BD then u ∈ BDn for a unique n ∈ N ∪ {0}. In this case we write
|u| = n. For t ∈ Dn and s ∈ Dm denote by t · s the element in Dn+m given
by t1 · · · tn · s1 · · · sm.
Denote ≺ on BD by u ≺ v if |u| < |v| and for k = |v| − |u|, u(t) =
2−k/p
∑
s∈Dk
v(t · s). Then ≺ is strict partial order.
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Let B be a separable Banach space, 1 ≤ p <∞, and 0 < δ ≤ 1. Let B
δ
be
the set of all u ∈ BD such that
(3) δ(
∑
t∈D|u|
|c(t)|p)1/p ≤‖
∑
t∈D|u|
c(t)u(t) ‖B≤ (
∑
t∈D|u|
|c(t)|p)1/p
for all c ∈ RD|u| .
Remark 2.16. As a consequence of Equation 3 we observe that if u =
(u1, · · · , u2k) ∈ B
δ
then {u1, · · · , u2k} are linearly independent. In case of
δ = 1, {u1, · · · , u2k} generates ℓ
2k
p isometrically.
Let Hδ0 (B) = B
δ
. If α = β + 1 and Hδβ(B) has been defined, define
Hδα(B) = {u ∈ H
δ
β(B) : u ≺ v for some v ∈ H
δ
β(B)}.
If α is a limit ordinal define Hδα(B) = ∩β<αH
δ
β(B).
Let H(δ, B) be the least ordinal α such that Hδα(B) = H
δ
α+1(B). If Lp 6 →֒
B, define hp(B) = sup0<δ≤1H(δ, B). If Lp →֒ B, define hp(B) = ω1.
We will be using the following results repeatedly.
Theorem 2.17. [3, Theorem 2.1] If X and Y are two Banach spaces such
that X →֒ Y then hp(X) ≤ hp(Y ).
Theorem 2.18. [3, Theorem 2.4] Let 1 ≤ p < ∞, 0 ≤ α < ω1. Then
1 ∈ H1α(R
α
p ).
Theorem 2.19. Let 1 < p <∞, p 6= 2. For every ordinal α < ω1, Rα+ω0p is
not isomorphic to a subspace of Rαp .
For 1 < p < 2 above result is Theorem 3.8 [1]. For 2 < p < ∞ we can
prove the result by the same techniques with some slight modifications as in
the proof of Theorem 3.8 [1] and in Lemma 3.4 [1] to get p-equi-integrability
we have to use Lemma 5.4 [7].
3. Isomorphism of tree subspaces of Lp
In this section we prove Theorem 1.1 and Theorem 1.2.
We will use following lemma’s to prove Theorem 1.1. Lemma 3.2 justifies
the definition of finitely generated trees (Definition 2.8).
Lemma 3.1. Let T be a well founded tree of order α.
COMPLEMENTED SUBSPACES OF Lp 11
(a) If α is a limit ordinal then there does not exists any element t0 ∈ T
such that t0 ≺ T \ {t0}.
(b) If α = β+k where β is a limit ordinal and k ∈ N, then T has atmost
k elements t1, · · · , tk related to each element of T \ {t1, · · · , tk} and
t1 ≺ · · · ≺ tk.
Proof. We will prove the result by induction on α.
Let α = ω0. If possible, t0 ∈ T be an element such that t0 ≺ T ′ where
T ′ = T \ {t0}. Since T is well founded, t0 may have only finitely many
successors over a branch of T ′ and there are countably infinite branches. Also
it is immediate to observe that for any n < ω0 there exists a branch of T
′ of
length greater than or equal to n, hence o(T ′) = ω0 . This shows o(T ) ≥ ω0+1,
which is a contradiction.
Now let us assume we have shown this for all ordinals α < β.
(a) Suppose β is a limit ordinal, let t0 ∈ T such that t0 ≺ T ′ where
T ′ = T \{t0}. Let {tn} be collection of immediate successors of t0 and
Tn be a subtree of T
′ such that tn ≺ Tn. Since o(T ) = β thus for each
ordinal α < β there exists some n < ω0 such that o(Tn ∪{tn}) > α so
o(T ′) = β and o(T ) > β, which is a contradiction.
(b) Suppose β is a successor of the form β = αβ + k where αβ is the
least limit ordinal less than β and k < ω0. Suppose there exists k+1
elements t0, · · · , tk ∈ T such that t0 ≺ · · · ≺ tk and t0, · · · , tk are
related to every element of T ′ = T \ {t0, · · · , tk}. Then T ′′ = T \ {t0}
is a tree of order αβ + (k − 1) with k elements t1, · · · , tk related to
every element of T ′′ \ {t1, · · · , tk}, which contradicts the induction
hypothesis. Thus there can be at most k elements t1, · · · , tk ∈ T
related to every element of T \ {t1, · · · , tk} and t1 ≺ · · · ≺ tk.

Lemma 3.2. Every well founded tree T of order α = β + k, where β is a
limit ordinal and k ∈ N has at least a subtree T ′ of order β + (k − 1) and a
element t0 such that t0 is related to every element of T
′.
Proof. If β = 0 then the result is obvious.
If β = ω0 and α = ω0 + 1 then by previous result there exists at most one
element t0 ∈ T related to every element of the tree T \ {t0}. If such element
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exists then we are done. If not then suppose there does not exists any element
in T which is related to a subtree of order ω0. By our assumption all branches
of T must be of finite order and hence o(T ) ≤ ω0 which is contradiction to
the assumption. So there exists at least one subtree T ′ of T with order ω0
and a element t0 such that t0 ≺ T ′.
Let the result be true for all successors less than α = β + (k + 1).
Then again by previous result if there exists k + 1 elements t0, · · · , tk ∈ T
such that all of these are related to each element of T \ {t0, · · · , tk} and t0 ≺
· · · ≺ tk then we are done. If not, let T = ∪nT n, where each T n has a subtree
T n
′
such that o(T n
′
) ≤ β and there exists elements t
(n)
1 , · · · , t
(n)
mn ∈ T
n such
that t
(n)
1 ≺ · · · ≺ t
(n)
mn ≺ T
n′, where mn ≤ k and T n = T n
′
∪ {t
(n)
1 , · · · , t
(n)
mn}.
Consider T ′ = ∪n{T n
′
∪{t
(n)
2 , · · · , t
(n)
mn}}. Then o(T
′) = β+k and by induction
hypothesis there exists some n0 such that mn0 = k and o(T
n0
′
) = β. Thus
T n0
′
∪ {t
(n0)
1 , · · · , t
(n0)
k } is a subtree of order β + k + 1 with k + 1 elements
related to a subtree of order β. 
Remark 3.3. It follows from Lemma 3.2 that any tree of order α < ω1,
contains the canonical tree Tα as a subtree. Thus for any tree T with o(T ) = α
we have XpTα is a 1-complemented subspace of X
p
T .
We will now prove Theorem 1.1. The following Theorem, proved in [5], is
the key to prove our result. We do not need here the full strength of the result
and we state it according to our purpose.
Theorem 3.4. Let X be a 1-complemented k dimensional subspace of Lp, 1 <
p < ∞. Then given ε > 0 there exists some finite m = m(k, ε) such that
X
(1+ε)
→֒ ℓmp .
Proof of Theorem 1.1
(a). Let us consider the following family of trees of finite orders. We recall
the tree T1 is the tree with a single element. We define T
L
1 = (t1, T
′
1) where
T ′1 = ∪n≥1T1. Thus T
L
1 looks like
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t1
c1 c2 c3 . . .
Let TLn has been defined. We now define T
L
n+1 = (tn+1, T
′
n+1) where T
′
n+1 =
∪m≥1TLn .
To prove the assertion of Theorem 1.1 we first observe that any tree T with
o(T ) = n is subtree of TLn+1. We will show X
p
TLn
B(n−1)
→֒ XpTω0+n
where B is the
constant of isomorphism of XpTα and (X
p
Tα
)Ind,p, Tα is the canonical tree of
order α < ω1. An application of Theorem 2.17 will prove the result.
We will prove the result by induction on n. As TL1 is a subtree of
Tω0+1 thus we have X
p
TL1
(1)
→֒ XpTω0+1
. For TL2 we have X
p
TL2
≡ (XpT ′2
⊕
XpT ′2
)p ≡ ((X
p
TL1
)Ind,p ⊕ (X
p
TL1
)Ind,p)p
(1)
→֒ ((XpTω0+1
)Ind,p ⊕ (X
p
Tω0+1
)Ind,p)p
B
∼
(XpTω0+1
⊕ XpTω0+1
)p ≡ X
p
Tω0+2
. Let the result be true for Xp
TLn
. As
Xp
TLn+1
≡ ((XpTLn
)Ind,p ⊕ (X
p
TLn
)Ind,p)p we have by induction that X
p
TLn+1
B(n−1)
→֒
((XpTω0+n
)Ind,p ⊕ (X
p
Tω0+n
)Ind,p)p
B
∼ (XpTω0+n
⊕XpTω0+n
)p ≡ X
p
Tω0+(n+1)
. Thus
we have Xp
TLn+1
Bn
→֒ XpTω0+(n+1)
. Using Theorem 1.3 and the fact that XpTω0
∼
XpTω0+n
for each n ∈ N and Theorem 2.17 we have hp(X
p
T ) ≤ hp(X
p
Tω0
) = ω0 ·2.
(b). We will prove the result for α = ω0 and α = ω0 + 1. For any other
countable ordinal the proof will follow from easy induction on the order of a
finitely generated tree.
(i). Let o(T ) = ω0. Then T = ∪∞n=1(tn, T
n) where each (tn, T
n) is a subtree
of some Tm(k) and there exists a subsequence (nk) such that o(tnk , T
nk) ↑ ω0.
Each Xp(tn,Tn) is a finite dimensional 1-complemented subspace of Lp. Hence
by Theorem 3.4 there exists mk such that X
p
(tn,Tn)
(1+ε)
→֒ ℓmkp . Since X
p
T ≡
(
∑
n≥1
Xp(tn,Tn))Ind,p we conclude X
p
T
(1+ε)
→֒ (
∑
k
ℓmkp )Ind,p which in turn is a 1-
complemented subspace of (
∑
n≥1
ℓnp )Ind,p ≡ X
p
Tω0
.
Now any tree T of order ω0 contains the canonical tree Tω0 as a sub-
tree. Hence XpTω0
is 1-complemented in XpT . Since X
p
Tω0
is isomorphic to its
(p, 2, (1))-sum, by decomposition scheme it follows that XpT is isomorphic to
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XpTω0
. The constant K can be taken to be product of the following three
constants: (1 + ε), constant of isomorphism between XpTω0
and (XpTω0
)p,2,(1),
constant of isomorphism between XpC and Lp.
(ii). Let α = ω0 + 1 and T be a finitely generated tree of order ω0 + 1.
Then by definition, T = ∪Nn=1(tn, T
n) for some N . We observe that each
T n is a finitely generated tree of order less than equal to ω0 and there exists
at least one T n with o(T n) = ω0. Let us assume, with out loss of gen-
erality, that for some l < N (t1, T
1), (t2, T
2), · · · , (tl, T l) are of finite or-
der and T l+1, T l+2, · · · , TN are of order ω0. Since X
p
(ti,T i)
, i = 1, 2, · · · , l
are finite dimensional 1-complemented subspaces of Lp, by Theorem 3.4
(
∑l
i=1X
p
(ti,T i)
)Ind,p
(1+ε)
→֒ XpTω0
. Now for i = l + 1, · · · , k we have Xp(ti,T i) ≡
(XpT i ⊕ X
p
T i)p. By previous step X
p
T i
(1+ε)
→֒ XpTω0
. Thus Xp(ti,T i) itself em-
beds into (XpTω0
⊕ XpTω0
)p ≡ X
p
Tω0+1
as a complemented subspace. Putting
the spaces together, we conclude XpT
(1+ε)
→֒ (XpTω0
⊕ (
∑N
i=l+1X
p
Tω0+1
)Ind,p)p
and the later space is a 1-complemented subspace of XpTω0+n
for some suit-
able choice of n. Since XpTω0+n
is isomorphic to XpTω0+1
and XpTω0+1
is a
1-complemented subspace of XpT , using decomposition scheme again we have
the result.
Remark 3.5. Consider the tree TLω0 = ∪n≥1T
L
n . In the proof of part (a) of
Theorem 1.1 we have Xp
TL2
≡ ((Xp
TL1
)Ind,p⊕ (X
p
TL1
)Ind,p)p
(1)
→֒ ((XpTω0+1
)Ind,p⊕
(XpTω0+1
)Ind,p)p. As (X
p
Tω0+1
)Ind,p
(1)
→֒ XpTω0·2
, we have Xp
TL2
(1)
→֒ (XpTω0·2
⊕
XpTω0·2
)p ≡ X
p
Tω0·2+1
. This gives Xp
TL2
(1)
→֒ XpTω0·2+1
. By similar argument we
can show that Xp
TLn
(1)
→֒ XpTω0·n+1
. Thus by this technique we have ω20 is the
least ordinal such that XpTLω0
(1)
→֒ XpT
ω2
0
. Hence for the tree TLω0 which is of order
ω0, we can, at the most say that it has index less than equal to ω
2
0 +ω0. Note
that TLω0 is not finitely generated. In fact every tree of order ω0 is a subtree
of TLω0 .
In the remaining part of this section we will prove Theorem 1.2, which
shows that for a well founded tree T the quantity H(1, XpT ) is a complete
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invariance for the order of tree. We will need following lemma’s which are of
independent interest.
Lemma 3.6. Let T be a well founded tree and u = (u1, · · · , u2k) ∈ H
1
0 (X
p
T )
and ui =
∑
j∈Ni
bij1Bij , where Ni ⊆ N and 1Bij is branch function of some branch
for all j ∈ Ni and 1 ≤ i ≤ 2k. Then for i1, i2, i1 6= i2, 1 ≤ i1, i2 ≤ 2k and
j1 6= j2 we have B
i1
j1
∩Bi2j2 = ∅. Also if k ≥ 1 then for each i = 1, · · · , 2
k and
j1 6= j2, Bij1 ∩B
i
j2 = ∅
Proof. Let ui =
∑
j∈Ni
bij1Bij , where Ni ⊆ N and 1Bij is branch function of some
branch for all j ∈ Ni and 1 ≤ i ≤ 2k. Let B1j1 ∩ B
2
j2
6= ∅ for some j1 ∈ N1
and j2 ∈ N2. For each i we can find disjoint collection {Aij}j∈Mi such that
ui =
∑
j∈Mi
aij1Aij for some suitable choice of scalars {a
i
j} and Mi ⊆ N. As
u ∈ H10 (X
p
T ), we have ||c1u1 + c2u2||
p
p = |c1|
p + |c2|p, for all c1, c2 ∈ R and
||ui||
p
p =
∑
j∈Mi
|aij |
pµ(Aij) = 1 for all 1 ≤ i ≤ 2
k. Since B1j1 ∩ B
2
j2 6= ∅ for
some j1 ∈ N1, j2 ∈ N2 thus we can find some s1 ∈ M1, s2 ∈ M2 such that
A1s1 ∩ A
2
s2 6= ∅. Let A
1
s1 ∩A
2
s2 = A. Now
||c1u1 + c2u2||
p
p ≤ |c1a
1
s1 + c2a
2
s2 |
pµ(A) + |c1|
p
∑
i6=s1
|a1i |
pµ(A1i ) + |c2|
p
∑
i6=s2
|a2i |
pµ(A2i )
+ |c1a
1
s1 |
pµ(A1j1 \A) + |c2a
2
s2 |
pµ(A2s2 \A).
If we now take c1 = a
2
s2 and c2 = −a
1
s1 , then we get
||c1u1 + c2u2||
p
p ≤ |c1|
p
∑
i6=s1
|a1i |
pµ(A1i ) + |c2|
p
∑
i6=s2
|a2i |
pµ(A2i )
+ |c1a
1
s1 |
pµ(A1s1 \A) + |c2b
2
s2 |
pµ(A2s2 \A)
< |c1|
p + |c2|
p
since µ(A1s1) > µ(A
1
s1 \ A) and µ(A
2
s2 ) > µ(A
2
s2 \ A). This contradicts that
||c1u1 + c2u2||
p
p = |c1|
p + |c2|
p
Hence in the representation of u1 and u2 their does not exists any 1B1j1
and
1B2j2
such that B1j1 ∩ B
2
j2
6= ∅. Similarly we can show that result is true for
the representation of u1, · · · , u2k .
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To prove the second part let u = (u1, · · · , u2k) ∈ H
1
0 (X
p
T ) and ui =∑
j∈Ni
bij1Bij , where Ni ⊆ N and 1Bij is branch function of some branch for
all j ∈ Ni, 1 ≤ i ≤ 2k, k ≥ 1. By the proof of the first part we have
Bi1j1 ∩B
i2
j2
= ∅ for all j1 ∈ Ni1 , j2 ∈ Ni2 , i1 6= i2 and 1 ≤ i1, i2 ≤ 2
k. Since the
sets Bi1j1 and B
i2
j2
for different branches always have non empty intersection,
we must have 1′
Bij
s for each i and j are branch functions of a single branch.
Thus the proof follows. 
Remark 3.7. From the above result if |u| = 1 and u ∈ H10 (X
p
T ) such that rep-
resentation of u has branch functions of different branches then u 6∈ H11 (X
p
T ).
Lemma 3.8. Let T be a well founded tree and u = (u1, · · · , u2k) ∈ H
1
0 (X
p
T ).
If for all i, 1 ≤ i ≤ 2k, ui is not a finite linear combination of branch functions
then there exists some Nu < ω0 such that u 6∈ H1Nu(X
p
T ).
Proof. Let u = (u1, · · · , u2k) ∈ H
1
0 (X
p
T ) be such that for all i, 1 ≤ i ≤ 2
k,
ui is not a finite linear combination of branch functions. If there is no such
Nu < ω0 such that u 6∈ H1Nu(X
p
T ), we can find un ∈ H
1
0 (X
p
T ) with |un| ↑ ω0
and u ≺ un for each n. Let ui =
∑
j∈Ni
aij1Aij , where Ni is infinite subset
of N and 1Aij is branch function of some branch for all j ∈ Ni. Thus ui =
2−(|un|−k)/p
∑
s∈D|un|−k
un(t1 · · · tk · s) for some fixed k string t1 · · · tk of 0′s and
1′s. Using Lemma 3.6 we have for s ∈ D|un|−k and any k string t1 · · · tk
of 0′s and 1′s, un(t1 · · · tk · s) =
∑
j∈Ns
cnj 1Aij , where ∪s∈D|un|Ns = Ni and
Ns1 ∩Ns2 = ∅ if s1 6= s2. Thus for j ∈ Ni we have a
i
j =
cnj0
2|un|−k
p
, for some n
and j0.
From this we can conclude that aij = 0 for all j ∈ Ni, which is contradiction
to the fact that ui 6= 0. Thus there exists some Nu < ω0 such that u 6∈
H1Nu(X
p
T ). 
Proof of Theorem 1.2 To prove this theorem we will use H(1, XpTα) =
α + 1, which we will prove in the next section. It follows from Lemma 3.1
and Lemma 3.2 that for any tree T of order α, Tα is a subtree of T , thus
H(1, XpT ) ≥ α+ 1.
We will prove the result by induction on o(T ).
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Let o(T ) = ω0. Let T = ∪T n where T n
′s are disjoint subtrees of T with
o(T ) = kn and kn ↑ ω0. By using Lemma 3.8 we have if u = (u1, · · · , u2k) ∈
H1α(X
p
T ) where α ≥ ω0, then u1, · · · , u2k must be finite linear combinations
of branch functions. (See the proof of Proposition 4.2). From Lemma 3.6
we conclude that u1, · · · , u2k must be finite linear combinations of branch
functions of same branch of T n for some n. By using these facts we have if u =
(u1, · · · , u2k) ∈ H
1
0 (X
p
T ) such that u1, · · · , u2k are finite linear combinations
of branch functions of T n then max |u| = o(T n) = kn. Thus u 6∈ H1kn+1(X
p
T ).
Hence it follows that if u ∈ H1ω0(X
p
T ) then u is supported on D0 which gives
H(1, XpT ) = ω0 + 1.
Let the result be true for all ordinals α < β.
(a) If o(T ) = β, where β is a limit ordinal, then we can find ordinals
αn such that αn ↑ β, T = ∪nT n where o(T n) = αn. Note that if
u = (u1, · · · , u2k) ∈ H
1
0 (X
p
T ) such that ui ∈ X
p
Tn , 1 ≤ i ≤ 2
k and
k > 0 then by induction u 6∈ H1αn+1(X
p
T ). From this we can conclude
that any u ∈ H1β(X
p
T ) has support on D0 which gives H
1
β+1(X
p
T ) = ∅.
(b) If β = α + k, where α is a limit ordinal then by Lemma 3.2 there
exists a subtree T ′ of T , o(T ′) = α and t1, · · · , tk ∈ T such that
t1 ≺ · · · ≺ tk ≺ T ′. Let T = (∪nT n) ∪ (∪jSj) where T n = T n
′
∪
{tn1 , · · · , t
n
k}, o(T
n′) = α, tn1 ≺ · · · ≺ t
n
k and Sj
′s are disjoint subtrees
of T with o(Sj) ≤ α + (k − 1). By induction hypothesis we have
H(1, XpTn′ ) = α + 1 for each n. Thus if u ∈ H
1
α+2(X
p
Tn
) then u has
support on at most Dk, which gives H
1
β+1(X
p
Tn) = ∅. Note that for
each subtree Sj of T , H
1
β+1(X
p
Sj
) = ∅. Thus H(1, XpT ) = β + 1.
4. hp indices of tree subspaces of Lp
We start with calculating hp index of X
p
Tα
for α < ω0.
Proposition 4.1. Let 1 < p < ∞, if α < ω0, then H(1, X
p
Tα
) = α + 1 and
hp(X
p
Tα
) = α+ 1.
Proof. For any α < ω0, we have dim(X
p
Tα
) = 2α. By using Remark 2.16 we
have for any 0 < δ ≤ 1, Hδ0 (X
p
Tα
) consists of elements supported only on
D0, · · · , Dα as in X
p
Tα
we can not have more than 2α linearly independent
elements. Thus for 0 < δ ≤ 1, H(δ,XpTα) ≤ α + 1. If Tα = {t1, · · · , tα}, we
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have (u1, · · · , u2α) = (
1A1
µ(A1)
1
p
, · · · ,
1A2α
µ(A2α )
1
p
) ∈ H10 (X
p
Tα
). Thus H(1, XpTα) =
α+ 1 and hp(X
p
Tα
) = sup0<δ≤1H(δ,X
p
Tα
) = α+ 1.

Now we will prove the following result which we have used to prove Theo-
rem 1.2.
Proposition 4.2. Let 1 < p < ∞, H(1, XpTα) = α + 1 for any countable
ordinal α.
Proof. For any u = (u1, · · · , u2k) ∈ H
1
0 (X
p
Tα
), we have following three possible
cases:
(a) all ui, 1 ≤ i ≤ 2k, are finite linear combinations of branch functions
of finite branches of Tα.
(b) all ui, 1 ≤ i ≤ 2k, are limit of finite linear combinations of branch
functions of finite branches of Tα.
(c) For some i, 1 ≤ i ≤ 2k, u′is are of type (a) and for some j, 1 ≤ j ≤
2k, u′js are of type (b).
By using Lemma 3.8 for any u satisfying (b) we can find some Nu
depending on u such that u 6∈ H1Nu(X
p
Tα
). For the case (c) let ui1 , · · · , uil
are of type (b). Observe that vj : D0 −→ X
p
Tα
1
defined by vj = uij is of type
(b). Hence by Lemma 3.8 there exists some Nvj such that vj 6∈ H
1
Nvj
(XpTα).
Let N = min{Nv1, · · · , Nvl}. Then it is clear that u 6∈ H
1
N (X
p
Tα
). Thus if
u ∈ H1β(X
p
Tα
) for β ≥ ω0 then u must be of the type (a).
Let α = ω0. Using Proposition 4.1 we have H(1, X
p
Tω0
) ≥ ω0 and by
using Theorem 2.18 we have H1ω0(X
p
Tω0
) 6= ∅. Let u ∈ H1ω0+1(X
p
Tω0
). We
can find v ∈ H1ω0(X
p
Tω0
) such that u ≺ v. v ∈ H1n(X
p
Tω0
) for all n ∈ N
and from Lemma 3.6 all components of v are finite linear combinations of
branch functions of same branch in Tω0 . From Proposition 4.1 we have if
v = (v1, · · · , v2k) ∈ H
1
0 (X
p
Tw0
), where v1, · · · , v2k are finite linear combination
of branch functions of branch Γ of length n then v 6∈ H1n+1(X
p
Tω0
). Hence we
conclude v is supported onD0. This givesH
1
ω0+1(X
p
Tω0
) = ∅ andH(1, XpTω0
) =
ω0 + 1.
Since Tω0 is subtree of Tω0+1, so we have H(1, X
p
Tω0+1
) ≥ ω0 + 1. Using
Theorem 2.18 we have H1ω0+1(X
p
Tω0+1
) 6= ∅. Let t0 ∈ Tω0+1 be such that
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t0 ≺ Tω0 . Since for all k ∈ N we can find a branch Γ = {t1, · · · , tk} in Tω0
such that t0 ≺ t1 ≺ · · · ≺ tk, so we must have any u whose components
are branch functions depending on {t0} only must belong to H1ω0(X
p
Tω0+1
).
If u ∈ H1ω0(X
p
Tω0+1
) we must have components of u are of type (a) and by
Lemma 3.6 components of u are branch functions depending on a branch
of type t0 ≺ t1 ≺ · · · ≺ tk, t1 ≺ · · · ≺ tk, ti ∈ Tω0 for 1 ≤ i ≤ k or
t0. Using Proposition 4.1 we have if components of are branch functions
of branch t0 ≺ t1 ≺ · · · ≺ tk or t1 ≺ · · · ≺ tk, ti ∈ Tω0 for 1 ≤ i ≤ k
then u 6∈ H1k+2(X
p
Tω0+1
). Thus u must be a branch function depending on
the branch {t0} only. Which gives u has one of the form u1 = 1, u2 =
1A1
µ(A1)1/p
, u3 =
1A2
µ(A2)1/p
or u4 = (
1A1
µ(A1)1/p
,
1A2
µ(A2)1/p
). From this we conclude
H1ω0+1(X
p
Tω0+1
) = {1} and hence we have H(1, XpTω0+1
) = ω0 + 2.
We can argue similarly to show that H(1, XpTω0+n
) = ω0 + n.
We now prove the result for α = ω0 · 2. By definition Tω0·2 = ∪β<ω0·2Tβ.
From Theorem 2.18 we haveH1ω0·2(X
p
Tω0·2
) 6= ∅, henceH(1, XpTω0·2
) ≥ ω0·2+1.
We claim any v ∈ H1ω0·2(X
p
Tω0·2
) is supported on D0. Observe that if v has
support on some Dk, k ≥ 1 and components of v are linear combinations of
branch functions of a branch of some Tα, α < ω0·2 then v 6∈ H1α+1(X
p
Tω0·2
) This
proves that H1ω0·2(X
p
Tω0·2
) = {1} and hence we have H(1, XpTω0·2
) = ω0 · 2+ 1.
We can continue this argument for any ordinal α > ω0 · 2. 
We now compute the hp index for R
α
p spaces, which is isomorphic invari-
ance. By [1, Corollary 2.10] we have for every ω0 ≤ α < ω1 and k ∈ N,
Rα+kp ∼ R
α
p . So we need to consider only limit ordinals.
We will be using the following fact in the remaining part of the paper.
FACT [3, Lemma 2.5]: If B is separable Banach space and 1 ∈ Hδα(B) for
any 0 < δ ≤ 1, then 1 ∈ Hδα+1(B ⊕B)p. As a consequence if B is square and
hp(B) > α, for some limit ordinal α then hp(B) ≥ α+ ω0.
Proof of Theorem 1.3 For α < ω0 the result follows from Proposition 4.1.
Let α = ω0. By Corollary 2.10 [1] we have R
ω0+k
p ∼ R
α
p for all k ∈ N and
using Proposition 4.2 we haveH(1, Rω0+kp ) = ω0+k+1. Thus hp(R
ω0
p ) ≥ ω0·2.
We will show that hp(R
ω0
p ) = ω0 ·2. Suppose on the contrary hp(R
ω0
p ) > ω0 ·2.
Then there exists a δ > 0 such that H(δ, Rω0p ) > ω0 · 2. We have R
ω0
p =
Rω0p,0⊕L
0
p, where R
ω0
p,0 is a subspace of R
ω0
p consisting of mean zero functions.
By using the FACT we have hp(R
ω0
p ) ≥ ω0 · 3 which gives that H(δ, R
ω0
p,0) >
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ω0 · 2. Thus for each n ∈ N, Hδω0+n(R
ω0
p,0) 6= ∅. Let un ∈ H
δ
ω0+n(R
ω0
p,0),
vn ∈ Hδω0(R
ω0
p,0) such that un ≺ vn. So we have |vn| ≥ n + 1. For all k ∈ N
we can find vnk ∈ H
δ
k(R
ω0
p,0) such that vn ≺ v
n
k . Further for all k we can find
wnk ∈ H
δ
0 (R
ω0
p,0) such that v
n
k ≺ w
n
k and |w
n
k | ≥ n+ k + 2.
Let |vn| = m ≥ n+ 1. Then |wnk | ≥ m+ k + 2. For a fixed string t1 · · · tm
of 0′s and 1′s we have
(4) vn(t1, · · · , tm) = 2
−(|wnk |−m)/p
∑
s∈D|wn
k
|−m
wnk (t1 · · · tm · s).
Let Wnk (t1 · · · tm) be the subspace spanned by components of w
n
k which
appears in the representation of vn(t1, · · · , tm) in the Equation 4 above.
It is immediate to observe that ℓ2
k
p
1
δ
→֒ Wnk (t1 · · · tm). Let Xt1···tm =
∑
Ind,p
Wnk (t1 · · · tm). Then
∑
Ind,p
ℓ2
k
p
1
δ
→֒ Xt1···tm , that is
(5) Rω0p,0
1
δ
→֒ Xt1···tm .
We next claim that for two distinct strings t1 · · · tm and t′1 · · · t′m of 0′s
and 1′s Xt1···tm ∩ Xt′1···t′m = {0}. To see the claim observe that compo-
nents of wnk corresponding to t1 · · · tm and t
′
1 · · · t′m are independent. Thus
Wnk (t1 · · · tm) ∩ W
n
k (t
′
1 · · · t′m) = {0}. Xt1···tm and Xt′1···t′m being inde-
pendent p sum of Wnk (t1 · · · tm) and W
n
k (t
′
1 · · · t′m) respectively we have
Xt1···tm∩Xt′1···t′m = {0}. Xt1···tm is isometric subspace of R
ω0
p and by our claim
(
∑
t1···tm
Xt1···tm)Ind,p is an isometric subspace of R
ω0
p . Thus by Equation 5 we
have Rω0+mp,0
1
δ
→֒ Rω0p . Using R
ω0·2
p,0
CA
∼ (Rω0+mp,0 )p,2,(1), and R
ω0
p
A
∼ (Rω0p )p,2,(1)
and taking p, 2, (1) sum on both sides we get Rω0·2p
CA2
δ
→֒ Rω0p , which is contra-
diction to Theorem 2.19. Thus we have hp(R
ω0
p ) = ω0 · 2.
Let α = ω0 · 2. By Corollary 2.10 [1] and Proposition 4.2 we have
hp(R
ω0·2
p ) ≥ ω0 · 3. We will show that hp(R
ω0·2
p ) = ω0 · 3. If on contrary
we suppose that hp(R
ω0·2
p ) > ω0 · 3, then there exists a δ > 0 such that
H(δ, Rω0·2p ) > ω0 · 3. As R
ω0·2
p = R
ω0·2
p,0 ⊕ L
0
p, so we have H(δ, R
ω0·2
p,0 ) > ω0 · 3.
Thus for each n ∈ N, Hδω0·2+n(R
ω0·2
p,0 ) 6= ∅. Let un ∈ H
δ
ω0·2+n(R
ω0·2
p,0 ),
vn ∈ Hδω0·2(R
ω0·2
p,0 ) such that un ≺ vn . So we have |vn| ≥ n + 1. Also for all
k ∈ N we can find vnk ∈ H
δ
ω0+k
(Rω0·2p,0 ) such that vn ≺ v
n
k . Further for all k
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we can find wnk ∈ H
δ
ω0(R
ω0·2
p,0 ) such that v
n
k ≺ w
n
k and |w
n
k | ≥ n+ k+2. Using
similar argument as above we have Rω0+n+k+1p,0
1
δ∼ Rω0·2p . Since
∑
m
Rω0+mp,0 is a
Schauder decomposition of Rω0·2p,0 , we have (
∑
Ind,p
Rω0+n+kp,0 )k
1
δ
→֒ Rω0·2p . Taking
(p, 2, (1)) sum as before we have Rω0·3p
CA2
δ
→֒ Rω0·2p . Which is contradiction to
Theorem 2.19. Thus we have hp(R
ω0·2
p ) = ω0 · 3.
From the proof for α = ω0 and α = ω0 ·2, we have the following observation.
If H(δ, Rβp ) > α + n, where β ≥ α then R
α+n
p
1
δ
→֒ Rβp . We will now prove by
induction that if H(δ, Rβp ) > α+ n for any β ≥ α then R
α+n
p
1
δ
→֒ Rβp . Let the
result be true for all α < β0 and H(δ, R
β
p ) > β0 + n where β ≥ β0. Choose
{αk} sequence of ordinals such that αk ↑ β0. Then H(δ, Rβp ) > αk+n for all k
and n. Thus by induction hypothesis we have Rαk+np
1
δ
→֒ Rβp . Since β > αk+n
for all k and n, so we have (
∑
Ind,p
Rαk+np )k
1
δ
→֒ Rβp . Hence (R
β0+n
p )
1
δ
→֒ Rβp .
Hence for any limit ordinal β > ω0 · 2 if hp(R
β
p ) > β + ω0, then by similar
arguments as above for the proof of α = ω0, α = ω0 · 2 and above observation
we will have Rβ+ω0p
C2A2
δ
→֒ Rβp . This contradicts Theorem 2.19. The proof is
complete.
Finally we will prove Theorem 1.4. This will also help us to calculate hp
index of some small subspaces of Lp. In view of Theorem 1.3 we need to
argue only for limit ordinals α.
Proof of Theorem 1.4. It can be easily verified that (ZX)p,2,(1) is iso-
metric to ZX and ZX is square. Since ZX ≡ (ZX)p,2,(1) →֒ (R
α
p )p,2,(1) ∼ R
α
p .
Thus if hp(ZX) > α then hp(ZX) = α+ ω0.
Now let α < ω20 . We will prove if α = ω0 · n and hp(ZX) = ω0 · n + ω0 then
Rω0·np
CnAn
δ
→֒ ZX for some 0 < δ ≤ 1, where C and A are the constants defined
in the section 1.
Let α = ω0 and hp(ZX) = ω0 · 2. Then there exists some 0 < δ ≤ 1
such that Hδω0+1(ZX) 6= ∅. Let u0 ∈ H
δ
ω0+1(ZX), u ∈ H
δ
ω0(ZX) such that
u0 ≺ u and |u| = m where m ≥ 1. As in proof of Theorem 1.3 we can find
wn ∈ Hδ0 (ZX) such that u ≺ wn and |wn| ≥ m+ n+ 1.
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For a fixed string t1 · · · tm of 0′s and 1′s we have
(6) u(t1, · · · , tm) = 2
−(|wk|−m)/p
∑
s∈D|wk|−m
wk(t1 · · · tm · s).
Let Xt1···tmk be the span of components of wk such that u(t1, · · · , tm) is
represented as in Equation 6. Then ℓ2
k
p
1
δ
→֒ Xt1···tmk →֒ ZX . Taking (p, 2, (1))
sum we obtain (ℓ2
k
p )p,2,(1)
1
δ
→֒ (ZX)p,2,(1), hence R
ω0
p
CA
δ
→֒ ZX .
Let α = ω0 · 2. If hp(ZX) = ω0 · 3, then there exists some 0 < δ ≤ 1
such that Hδω0·2+1(ZX) 6= ∅. Let u0 ∈ H
δ
ω0·2+1(ZX), u ∈ H
δ
ω0·2(ZX) such
that u0 ≺ u and |u| = m where m ≥ 1. We can find vn ∈ H
δ
ω0(ZX) such
that u ≺ vn and |vn| ≥ m + n + 1. For each vn we can find wnk ∈ H
δ
0 (ZX)
such that vn ≺ wnk and |w
n
k | ≥ m + n + k + 1. Arguing like in case
of α = ω0 we have ℓ
2k+n
p
1
δ
→֒ ZX . Taking (p, 2, (1)) sum over n we get
(ℓ2
k+n
p )p,2,(1)
1
δ
→֒ (ZX)p,2,(1). Thus R
ω0+2
k
p
CA
δ
→֒ ZX . Again taking (p, 2, (1))
sum over k we get Rω0·2p
C2A2
δ
→֒ ZX .
For any α < ω20 we can argue similarly.
Remark 4.3. Using this technique of taking repeated (p, 2, (1)) sum in the
proof of Theorem 1.4 each time produces a power of CA. Therefore this proof
doesnot go through for α ≥ ω20. However we find this phenomenon a bit
strange.
Corollary 4.4. Let X be a subspace of Rαp , where α < ω
2
0 and X is stable
under taking (p,2,(1)) sum. Then either hp(X) ≤ α or X contains a copy of
Rαp .
Recall the definition of Dp given in [6].
Corollary 4.5. hp(ℓ2) = ω0 and hp(Dp) = ω0 · 2.
Proof. By using Proposition 2.1 [6] we have ℓ2 ∼ (C)p,2,(1). Thus ℓ2 is stable
under taking (p, 2, (1)) sum. By using Proposition 4.1 we get hp(ℓ2) ≥ ω0.
If we assume that hp(ℓ2) > ω0 then by FACT we have hp(ℓ2) = ω0 · 2.
Using Theorem 1.4 we have Rω0p →֒ ℓ2, which is a contradiction. This gives
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hp(ℓ2) = ω0.
As Dp = (X)p,2,(wn) where {wn} satisfy Equation 2, X = [rn]Lp and {rn}
is sequence of Rademacher functions. From this we can easily show that Dp
is stable under taking (p, 2, (1)) sum. By using Proposition 4.17 [1] we get
hp(Dp) ≥ ω0 · 2. Arguing as above if hp(Dp) > ω0 · 2 then Rω0·2p →֒ Dp. This
gives hp(Dp) = ω0 · 2.

Remark 4.6. 1. For other well known small subspaces of Lp for example
Bp, ℓp(ℓ2) and so on, hp index can be calculated from the inclusion relations
proved in Proposition 4.30 [6].
2. We can translate the recent results of R.Haydon, E. Odell and T.
Schulumprechet in terms of hp indices of X ⊆ Lp. If ℓp(ℓ2) 6 →֒ X then
hp(X) ≤ ω0 · 2. Moreover if hp(X) < ω0 · 2 then X →֒ ℓp ⊕ ℓ2 (or Rω0p ). On
the other hand if hp(X) > ω0 · 2 then ℓp(ℓ2) →֒ X. However in [7] it was
shown that when ℓp(ℓ2) →֒ X then ℓp(ℓ2) is complemented in X and they also
have estimated the best possible bound for the norm of the projection.
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