Expressions are derived for additional contributions to the linear, quadratic, and cubic electric susceptibilities of molecular crystals that arise when molecules are displaced by the applied electric field. The contributions depend on quantities related to the infrared intensity of lattice vibrations, to the Raman intensity of lattice vibrations, and to the intensity of hyper-Rayleigh scattering. Some nonlinear contributions are zero except for response to a static electric field applied directly or produced by optical rectification. There are also contributions from averaging the susceptibilities in the equilibrium structure over the lattice modes.
I. INTRODUCTION
When an electric field is applied to a material, it induces a polarization ͑dipole moment density͒ that arises from displacements of the electrons and nuclei from their equilibrium positions. In a molecular material, these displacements can be assigned to a combination of response within the individual molecules and response between the molecules. 1 The molecular response is usually described as consisting of electronic and vibrational parts. The electronic part arises from the response of the electronic subsystem with the nuclei fixed at their equilibrium positions ͑normally taken as those in the free molecule, although some calculations recognize that the material environment perturbs the molecular equilibrium structure [2] [3] [4] [5] [6] ͒. The vibrational part comprises two contributions: the correction that arises from averaging the electronic response at a fixed nuclear configuration over the zero-point motion and the so-called pure vibrational response. 7 The pure vibrational response arises because the energy of a molecule in an electric field can be lowered by nuclear displacements to a new equilibrium structure in which the dipole moment is changed. This contribution therefore depends on the force constants that govern vibration, rather than on vibration as such, and hence perhaps might be better described as a nuclear or perhaps an electron-phonon contribution as opposed to the electronic contribution. For a static electric field the pure vibrational response is simply related to the vibrational force constants and the normal-mode frequencies, 8 but at optical frequencies it is negligible owing to the nuclear inertia.
By analogy with the vibrational contributions to the molecular response, there are also vibrational contributions to the crystal response. The forces between the molecules are typically much weaker than those within them, with lattice vibrational modes lying at much lower frequencies than molecular modes, except possibly for some low-lying modes associated with molecular bending and torsion. 9 As a result, nuclear displacements within molecules can to a good approximation be treated as separate from the relative displacements of rigid molecules, so that crystal vibrations have pure lattice or molecular parentage. Molecular vibrations then contribute only to the response within molecules; the remaining contributions to the susceptibilities arise solely from rigid-molecule displacements and the forces that govern them.
The principle that there are contributions to the susceptibilities from the effect of the electric field on the crystal structure is well known. 10 Direct measurements of unit-cell size changes and molecular rotation in electric fields were reported for the 2-methyl-4-nitroaniline ͑MNA͒ crystal, and the corresponding contributions to the linear susceptibility were evaluated. 11 Although these were small ͑only about 1% of the total͒ for the direction of field used, they suggested the likelihood of relatively large contributions for another field direction and the possibility of sizeable contributions to the quadratic susceptibility from crystal structure changes, supported by the large piezoelectric coefficients measured for MNA. 12 A similar conclusion was reached from earlier measurements on crystals of the similar molecule 2-methyl-4-nitro-N-methylaniline showing a much larger difference between the quadratic susceptibilities for the linear electro-optic effect ͑LEO͒ and second-harmonic generation ͑SHG͒ than dispersion could explain within a simple purely electronic theory. 13 Displacement contributions to linear electric susceptibilities of insulating materials have been considered many times, usually in terms of the displacement of ions and their polarizability, through a variety of techniques including effective charges, the shell model and density-functional theory. However, there does not appear to be in the literature any specialized analysis for molecular crystal response that systematically includes contributions related to the crystal vibrations or more generally to the molecular displacements. The present paper seeks to remedy that omission so that experimental studies of linear and nonlinear optics of molecular crystals can better be interpreted and related to theoretical a͒ Electronic mail: bob.munn@manchester.ac.uk. studies. It is also intended to complement work on understanding how molecular response changes in the crystal environment. 6, [14] [15] [16] Two principal types of susceptibility at a given temperature can be distinguished, clamped ͑evaluated at fixed crystal dimensions or external strain, which is difficult to ensure in practice͒ and free ͑evaluated at fixed external stress or pressure, which is experimentally more convenient͒. The difference between the clamped and free electrical response of a molecular crystal has no analog in the isolated molecule. In the unclamped crystal, the electric field can change the crystal structure through piezoelectricity and electrostriction. The change of crystal structure changes the polarization, so yielding extra contributions in the free electric susceptibilities, analogous to the secondary pyroelectricity that arises from macroscopic thermal expansion. 17 The approach outlined in Sec. II calculates the clamped susceptibilities, which is more convenient for theory. Microscopic treatments of the linear, quadratic and cubic susceptibilities are presented in Secs. III-V, with a treatment of the additional contribution from averaging over molecular displacements in Sec. VI. The results are discussed in Sec.VII.
The differences between the clamped and free contributions are given in the Appendix; they depend on the macroscopic coefficients of piezoelectricity and electrostriction and hence are not specific to molecular crystals. However, the present microscopic treatment of the molecular displacement contributions to the susceptibilities provides input to a microscopic theory of piezoelectricity, electrostriction, and pyroelectricity presented in the following paper. 18 That treatment and the present treatment of the clamped susceptibilities together provide a microscopic treatment of the free susceptibilities as well.
II. APPROACH
The electric susceptibilities are the coefficients when the electric polarization P is expressed as a power series in the macroscopic electric field E
+¯͔. ͑1͒
Here ␣, ␤, ␥, and ␦ denote Cartesian components, using the Einstein summation convention, whereby repeated subscripts are understood to be summed over and denotes a frequency; ͑n͒ ͑ s ; 1 , ... , n ͒ is the susceptibility of order n, with the output frequency s ͑conventionally given a negative sign͒ equal to the sum of the input frequencies 1 , ... , n . Because the frequencies are each associated with a specific Cartesian component, they will for convenience be written explicitly in the susceptibilities and similar quantities only when necessary. Moreover, because n + 1 Cartesian subscripts automatically imply a susceptibility or similar quantity of order n, the superscript that denotes the order will not be written explicitly unless subscripts are omitted. For many purposes it is desirable to ensure that all susceptibilities for different nonlinear optical processes of a given order reduce to the same limit as all frequencies tend to zero, which is not automatically guaranteed when the frequencies are not all nonzero and independent. 19 The correct limits can be achieved by prefixing a combinatorial factor to each nonlinear term; such limits are not explored here, and hence for simplicity these factors are absorbed into the definition of the susceptibility, although they could readily be extracted if required.
The temperature is assumed to be fixed ͑isothermal conditions͒ and the crystal is treated as clamped. The molecules are treated as polar and polarizable, with "effective" properties that incorporate the effect of the crystal environment. They are rigid but may rotate and translate. To keep the formalism as simple as possible, the treatment deals with molecules as whole entities, but for numerical calculations the molecules are treated as a set of submolecules ͑atoms or functional groups͒ that combine to yield the molecular contribution. The submolecule treatment partly incorporates higher-order multipole moments through the distribution of dipole moment over the molecules, but induced higher-order multipole moments are otherwise ignored.
In the crystal the molecules are identified by the label k, which denotes one of the Z molecules within the cell. Uniform macroscopic polarization can then be expressed as
where v is the unit-cell volume, p k is the total dipole moment of molecule k, and G is the total unit-cell dipole moment. It is expedient to derive the susceptibilities from Eqs. ͑1͒ and ͑2͒ by differentiation using the relations
which are to be evaluated in the limit of zero macroscopic field. Differentiation at constant external strain and stress t yields the clamped and free susceptibilities, respectively. The clamped susceptibilities contain no contribution from any field dependence of the unit-cell volume in Eqs. ͑3͒-͑5͒.
Once the molecules can be displaced, the unit-cell dipole moment depends on the electric field not only directly through the molecular polarizability and hyperpolarizabilities but also indirectly through the additional electric fields produced by the molecular displacements. These contributions to the clamped linear, quadratic and cubic susceptibilities are evaluated in Secs. III-V. By analogy with the isolated molecule, there should also contributions that arise from averaging the susceptibilities over the lattice vibrations, and these are treated in Sec. VI. The results are discussed in Sec. VII.
III. LINEAR RESPONSE
The displacement of molecule k is written as the sixcomponent vector x k = ͑u k , k ͒, with u k the three-vector of translational displacements and k the three-vector of rota-tional displacements about the principal axes of inertia. Then for linear response in a uniform electric field E, Eq. ͑4͒ yields at constant external strain and temperature ͑which for simplicity will not be written explicitly͒
Here the subscript x means that all displacements are kept constant and the subscript xЈ means all displacements except the one in the partial derivative are kept constant; the open circle denotes a 6 ϫ 6 matrix product over the components of molecular displacement. The quantity ͑‫ץ‬G ␣ / ‫ץ‬E ␤ ͒ x is equal to 0 v ␣␤ e , where e is the electronic linear susceptibility, with the molecules fixed. The last term in Eq. ͑6͒ then gives the additional nuclear contribution to the susceptibility arising from molecular displacements. This nuclear contribution therefore depends on the displacement dependence of the induced dipoles ͑which corresponds to the Born charge 20 or the polar or dynamical charge tensor 8 that determines the infrared intensities 8, 21 ͒ and the field dependence of the displacements. In the linear susceptibility the Cartesian components ␣ and ␤ are associated with the output frequency s and the input frequency 1 , respectively, where s = 1 , and hence the two factors in the last term of Eq. ͑6͒ both refer to frequency 1 .
The total dipole moment of molecule k is given by
where k is the permanent electric dipole moment of the molecule and ␣ k is its effective polarizability, while F k is the local electric field. The local field is given by
where the L kk Ј are the dimensionless Lorentz-factor tensors ͑lattice dipole sums͒ and E k M is the electric field due to higher multipole moments, given by
where T kk Ј ͑n+1͒ is the multipole tensor of order n + 1 and M k ͑n͒ is the multipole moment of order n. Contributions from this term are assumed to be negligible unless the molecules are nonpolar, in which case the leading nonzero term in Eq. ͑9͒ is retained. Substitution of Eq. ͑8͒ in Eq. ͑7͒ allows the total dipole moment to be expressed as
where D kk Ј is a local-field tensor given by ͑I − L · a͒ −1 kk Ј and the tilde denotes the transpose. Here I is the 3Z ϫ 3Z unit tensor and a is the 3Z ϫ 3Z tensor such that a kk Ј = a k ␦ kk Ј , where a k = ␣ k / 0 v is the dimensionless reduced polarizability tensor.
Conversely, substitution of Eq. ͑7͒ in Eq. ͑8͒ allows the local field to be expressed as
͑11͒
Here F k a is the "applied" local field at molecule k that depends on the macroscopic field E produced by charges external to the system and hence is additional to the "permanent" local field F k p due to the permanent electric moments of the molecules. It follows that F k a = d k · E, where d k is the usual local-field tensor given by d k = ͚ k Ј D kk Ј , in terms of which the usual linear susceptibility is given by
M is assumed to be significant only if k is zero, it is convenient to combine terms to define an effective source dipole moment at zero applied electric field
In terms of this source dipole moment
where in practice, m k can be taken as k or ␣ k · E k M , according to whether the molecule is or is not polar. Hence the permanent total dipole moment at zero applied electric field is
which is used later. The permanent local field for zero applied electric field follows directly from Eq. ͑11͒ as
but can also be written in terms of the effective dipole moment as
The displacement dependence of the unit-cell dipole moment G required in Eq. ͑6͒ can now be obtained from Eq. ͑14͒ as
which is a 3 ϫ 6Z matrix having the dimensions of charge for translational displacements and dipole moment for rotational displacements; this is the Born charge 20 for the present treatment. Here the displacement derivative of the local-field tensor is
͑18͒
while that of the effective dipole moment is
where only the first term or the last two terms on the righthand side ͑RHS͒ appear in any specific case. These results are consistent with those obtained previously in calculating infrared intensities of lattice modes for crystals of polar molecules 22 ͑exemplified by HCN͒, where the results include dependence on the reorientation of the molecular dipole moment. The results are also consistent with those obtained previously in calculating infrared intensities of lattice modes for crystals of nonpolar molecules 21 at centrosymmetric sites ͑exemplified by iodine͒, where the results depend on the displacement derivative of the multipole electric field.
The displacement derivatives here are of two types. Those that relate to the molecular properties k or higher multipole moments and ␣ k are nonzero only for rotational displacements ͑ignoring changes in the environmental effects 6,14-16 on the effective molecular properties͒. If the element of the direction cosine matrix relating the axis ␣Ј in the displaced molecule k to the axis ␣ in the undisplaced molecule is
The rotational derivatives of the molecular properties can then be derived using the result
␤ ͑where ␣␤␥ is the alternating LeviCività tensor͒ and previous expressions. 24 The other derivatives relate to the interactions between molecules described by the Lorentz-factor tensors and the higher multipole tensors in E k M , and hence are in general nonzero for all displacements. They can be obtained from multipole tensors of higher order, as well as by direct calculation. 23, 24 The remaining quantity required in Eq. ͑6͒ is the electric field derivative of the displacements. The molecules are displaced because the electric field interacts with the molecular dipole moments, producing a force that is balanced by the elastic restoring force at equilibrium. The energy of interaction between the effective dipole moment and the macroscopic electric field is
Here G p is the permanent dipole moment of the unit cell,
Although polar crystal symmetries allow a bulk polarization, in practice a crystal with such a bulk polarization usually attracts surface charges that serve to annul the bulk moment, as pointed out elsewhere. [26] [27] [28] Hence how far a crystal actually exhibits the bulk polarization that its crystal structure implies will depend on the electrical boundary conditions that the experimental setup imposes. In general defining the polarization in an external electric field and under strain is also an issue, although this is not a practical problem in systems such as those here that have strongly localized dipoles. 29 However, for present purposes what matters is how the bulk polarization changes with internal displacement, whether from zero or from some other value.
The electrical force on molecule k is minus the derivative of W I with respect to the displacement, which from Eq. ͑17͒ can be seen to equal C k · E. The harmonic lattice energy or elastic energy of the crystal per unit cell for uniform molecular displacements x k is given by
where the A kk Ј is the symmetric 6 ϫ 6 force-constant matrix having the dimensions ͑charge͒ 2 derived from the second derivatives of the interaction potential between the molecules with respect to the displacements. The elastic force is then −͑1 / 0 v͚͒ k Ј A kk Ј ‫ؠ‬ x k Ј , which at equilibrium must balance the electrical force C k · E, yielding equilibrium displacements
from which ‫ץ‬x k / ‫ץ‬E follows at once as
where the more compact notation y k is introduced for later use; it could be regarded as a mechanical polarizability. From Eq. ͑6͒ with Eqs. ͑17͒ and ͑23͒, the nuclear contribution to the clamped linear susceptibility then follows as
Since elastic stability requires the matrix A to be positive definite, the nuclear contribution is positive definite ͑or zero if C k is zero͒, reflecting the fact that allowing additional relaxation of the nuclei in the electric field must lead to a lower energy of the system. The algebraic form of Eq. ͑24͒ agrees with that derived previously for use with a suitable energy functional, 30 and is the same as the corresponding result for the molecular polarizability. 8 The algebraic form is also typical of the correction to a response coefficient due to coupling with other degrees of freedom, as seen for example in the correction to the elastic response when internal strains are allowed as well as external ones 30, 31 and in the correction to the dynamical matrix for a molecular crystal when molecular polarizability is introduced.
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IV. QUADRATIC RESPONSE
To obtain quadratic response, the molecular first hyperpolarizability must be included, and the procedure then follows that for linear response, except that additional quantities have to be calculated. Extending Eq. ͑6͒ to second order yields
where previous definitions lead to
These expressions show that the nuclear contribution to the quadratic susceptibility depends on the second derivative of the displacement with respect to electric field, a mechanical first hyperpolarizability denoted y k␣␤ or y k ͑2͒ , and on the second derivative of the unit-cell dipole moment with respect to displacements, denoted C ␣kk Ј . It also depends on the cross electric field and displacement derivative, equal to the displacement derivative of the linear susceptibility ‫ץ͑‬ ␣␤ / ‫ץ‬x k ͒ x Ј , here denoted h ␣␤k . This quantity appears in the theory of the Raman intensity of lattice vibrations in molecular crystals, 24 where it was evaluated in detail and hence will not be analyzed further here. An analog of this quantity for external strain occurs in the relation between the free and clamped susceptibilities ͑see Appendix͒. In the quadratic susceptibility the Cartesian components ␣, ␤, and ␥ are associated with the output frequency s and the input frequencies 1 and 2 , respectively, where s = 1 + 2 . It follows that in the first term on the RHS of Eq. ͑27͒ the factor C ␣kk Ј refers to frequency s while the factor y k␤␥ refers to frequencies 1 and 2 , and similarly in the second term C ␣k refers to frequency s and y k␤ and y k Ј ␥ refer to frequencies 1 and 2 , in each case with no other restrictions. However, in the third term on the RHS, because h ␣␥k is a strain derivative of the linear susceptibility, the Cartesian components ␣ and ␥ are associated with the output frequency s and the input frequency 2 , respectively, where s = 2 . Since also s = 1 + 2 , in this term y k␤ must refer to a frequency 1 = 0, and similarly in the final term y k␥ must refer to a frequency 2 = 0. The last two terms therefore contribute in the linear electro-optic Pockels effect, where they describe how the static electric field modifies the optical response directly by inducing internal displacements. This is the equivalent for internal displacements of the acoustic contribution 33 from changes in the external strains or crystal dimensions. In the purely static case where both input frequencies are zero, all terms contribute.
The quantities in Eq. ͑27͒ now need to be evaluated. The total dipole moment of molecule k of Eq. ͑7͒ is augmented by a term quadratic in the local field
where ␤ k is the first hyperpolarizability of molecule k ͑which incorporates the same combinatorial factor as the quadratic susceptibility͒. The local field is still given by Eq. ͑8͒, and substituting this into Eq. ͑28͒ yields the total dipole moment as an extension of Eq. ͑13͒
͑29͒
The permanent total dipole moment required for C k and C kk Ј now becomes
where m k is the permanent dipole moment source with no external field in the absence of induced contributions, given by
and F k p is the permanent local field, both quantities now including contributions from the hyperpolarizability. However, there is no ready algebraic solution of Eq. ͑30͒, and in practice one would expect to derive the dipole moment numerically. The iterative series solution does not necessarily converge rapidly since the permanent local field is not small, but does afford some insight. The leading term is ͚ kk Ј D kk Ј · m k Ј , essentially as before but with the new permanent dipole moment source, with subsequent terms that depend on the hyperpolarizability ␤. Hence the leading term in C k is again given by Eq. ͑17͒ but with the new m k from Eq. ͑31͒, while the leading term in C kk Ј is given by
͑32͒
where all the terms were given in Eqs. ͑18͒ and ͑19͒ or can be obtained by natural extensions of them, using for the new terms dependent on the hyperpolarizability the transforma-
terms in the iterative expansion could be calculated algebraically by similar methods. From these considerations it follows that y k␣␤ is the only term in Eq. ͑27͒ that is essentially dependent on the hyperpolarizability, since Eq. ͑23͒ for y k␣ is independent of electric field. It is therefore necessary to calculate the displacements to second order in the electric field. The basic method used for linear response still applies, with Eq. ͑21͒ for the elastic energy unchanged, but Eq. ͑20͒ needs modification: the applied local field is now a nonlinear function of the macroscopic electric field and the permanent dipole moment source changes to the new m k given by Eq. ͑31͒. Substitution for p k from Eq. ͑28͒ into Eq. ͑8͒ for the local field yields the new local field F k as
͑33͒
where b k = ␤ k / 0 v is the reduced first hyperpolarizability; in order to give the local field at the output frequency s , the factor F k Љ F k Љ in the quadratic term needs to be interpreted as
with the two local fields referring to the separate input frequencies 1 and 2 . 34 As previously, Eq. ͑33͒ could be solved iteratively to obtain the applied local field F k a required in the interaction energy, but y k␣ and y k␣␤ can be derived using only the derivatives ͑‫ץ‬F k a / ‫ץ‬E͒ = d k and
͑34͒
where k ͑2͒ is the quadratic susceptibility contribution from sublattice k, a third-rank tensor such that ͚ k k ͑2͒ = ͑2͒ . This result can be interpreted as the Lorentz-factor tensor giving the electric field due to the dipole moments induced by quadratic response to the macroscopic electric field. The macroscopic field derivatives of the displacements are then
where the factor in square brackets is the leading term in C k , so that the leading term in y k ͑1͒ is
as previously; and
where through k ͑2͒ this term is essentially dependent on the first hyperpolarizability, as argued earlier. Further evaluation of Eq. ͑37͒ requires the displacement derivatives of the Lorentz-factor tensors, already introduced for C k , and the derivatives ‫ץ͑‬ k␣␤␥ / ‫ץ‬x k Ј ͒ x Ј ϵ j k;␣␤␥k Ј . The latter quantities appear in the theory of hyper-Rayleigh scattering in molecular crystals, 23 where they were evaluated in detail and hence will not be treated further here; they also appear in the cubic susceptibility.
V. CUBIC RESPONSE
The extension to cubic response develops the procedure used for quadratic response. Extending Eq. ͑6͒ to third order yields
where previous definitions and generalizations of them lead to
Here the new quantities are the third derivative of the displacements with respect to macroscopic field or mechanical second hyperpolarizability y k␤␥␦ , the third derivative of the unit-cell dipole moment with respect to displacements C ␣kk Ј k Љ ; the first derivative of the quadratic susceptibility with respect to displacements h ␣␤␥k ͑which is equal to ͚ k Ј j k Ј ;␣␤␥k ͒; and the second derivative of the linear susceptibility with respect to displacements h ␣␤kk Ј . Of these, only y k␤␥␦ , and C ␣kk Ј k Љ require detailed consideration, as the others are straightforward developments of previous quantities. In the cubic susceptibility the Cartesian components ␣, ␤, ␥, and ␦ are associated with the output frequency − s and the input frequencies 1 , 2 , and 3 , respectively, where s = 1 + 2 + 3 . As in the linear and quadratic susceptibilities, in the first thee terms that involve the coefficients C ␣k , C ␣kk Ј , and C ␣kk Ј k Љ , all combinations of frequencies are allowed. In the fourth and sixth groups of terms, the factors h ␣␤k and h ␣␤kk Ј require s = 1 . Since also s = 1 + 2 + 3 , this condition implies that the factors y k␥␦ and y k␥ y k Ј ␦ must refer to equal and opposite frequencies 2 =− 3 . The three terms in these groups thus correspond to the optical or ac Kerr effect, where equal and opposite input frequencies produce through optical rectification a quadratic dc field that modifies the linear response. The special case where the third input frequency equals the other two in magnitude corresponds to the intensity-dependent refractive index, and is the equivalent for internal displacements of the electrostriction contribution 35 from changes in the crystal dimensions. Finally, in the fifth group of terms, the factor h ␣␤␥k describing the effect of internal displacement on the quadratic susceptibility requires s = 1 + 2 . Since s = 1 + 2 + 3 , this condition implies that the factor y k␦ must refer to a frequency 3 = 0, so that the three terms in this group correspond to static electric-field induced sum-frequency generation. If also 1 = 2 , so that the nonzero input frequencies are equal, this becomes electric-field induced second-harmonic generation. In the purely static case where all three input frequencies are zero, all terms contribute.
The total dipole moment of molecule k of Eq. ͑28͒ is further augmented by a term cubic in the local field
where ␥ k is the second hyperpolarizability of molecule k ͑which incorporates the same combinatorial factor as the cubic susceptibility͒. Substituting the local field given by Eq. ͑8͒ into Eq. ͑40͒ yields the total dipole moment as an extension of Eq. ͑29͒. The permanent total dipole moment required for C k , C kk Ј , and C kk Ј k Љ becomes
where the permanent dipole moment source m k is now given by
and like the permanent local field F k p includes contributions from the second hyperpolarizability as well as the first. Again, there is no ready algebraic solution of Eq. ͑41͒, and one would expect to derive the dipole moment numerically.
The leading term in the iterative series solution is ͚ kk Ј D kk Ј · m k Ј , essentially as before but with the new permanent dipole moment source, with subsequent terms that depend on ␤ and ␥. Hence the leading terms in C k and C kk Ј are again given by Eqs. ͑17͒ and ͑32͒ but with the new m k from Eq. ͑42͒, while the leading term in C kk Ј k Љ is given by
where all the terms have already been considered or are natural extensions of previous results, using for the new terms dependent on the second hyperpolarizability the transforma-
It follows that y k␣␤␥ is the only term in Eq. ͑39͒ that is essentially dependent on the second hyperpolarizability, whence it is necessary to calculate the displacements to third order in the electric field. The basic method used for linear response still applies, with Eq. ͑21͒ for the elastic energy unchanged, but in Eq. ͑20͒ the applied local field is now a different nonlinear function of the macroscopic electric field and the permanent dipole moment source changes to m k given by Eq. ͑42͒. Substitution for p k from Eq. ͑40͒ into Eq. ͑8͒ yields the new local field F k as
where c k = ␥ k / 0 v is the reduced second hyperpolarizability. In order to give the local field at the output frequency s , the factor F k Љ F k Љ in the quadratic term now needs to be interpreted as one of the three cyclic permutations of
͒ over the frequencies, while the factor F k Љ F k Љ F k Љ in the cubic term needs to be interpreted as
with the three local fields referring to the separate input frequencies 1 , 2 , and 3 . Again, Eq. ͑44͒ could be solved iteratively to obtain the applied local field F k a required in the interaction energy, but y k␣␤␥ can be derived using only the third derivative
where k ͑3͒ is the cubic susceptibility contribution from sublattice k, a fourth-rank tensor such that ͚ k k ͑3͒ = ͑3͒ . Here the first term corresponds to the "direct" contribution to the cubic susceptibility, where the three input frequencies combine to give the output frequency directly through the second hyperpolarizability; the second term corresponds to the "cascadingЉ contribution, where two input frequencies combine through the first hyperpolarizability to give an intermediate frequency and this frequency combines with the third frequency through the first hyperpolarizability to give the output frequency. The choice of the first two input frequencies can be made in more than one way, in general, and the operator Î serves to generate all distinct sets of terms consistent with a given set of input frequencies: one pair when all three input frequencies are equal, two pairs when two are equal, and three pairs when all are distinct. 34 As before, the result ͑45͒ can be interpreted as the Lorentz-factor tensor giving the electric field due to the dipole moments induced by cubic response to the macroscopic electric field. The macroscopic field derivatives of the displacements required for Eq. ͑39͒ are then given by Eqs. ͑36͒ and ͑37͒ plus the new equation
where in using these expressions to evaluate Eq. ͑39͒ for the nuclear contribution, attention needs to be given to the frequency dependence of each factor. It is noticeable that Eq. ͑46͒ has the same algebraic form as Eq. ͑37͒ for the second derivative, but that neither has same algebraic form as Eq. ͑35͒ for the first derivative, where the local-field tensor d k appears rather than the product of the Lorentz-factor tensor and a linear susceptibility contribution. This seeming discrepancy can be resolved by using the result D = I + L · a · D, equivalent to that given after Eq. ͑16͒. It follows that
where 1 is the 3 ϫ 3 unit tensor; the last term on the RHS now has the expected form, with k ͑1͒ = a k · d k the linear susceptibility contribution from sublattice k such that
. This term gives the field due to the induced dipole moments, such as those for quadratic and cubic response, but in first order there is also a contribution directly from the macroscopic field, which comes from the unit tensor in Eq. ͑47͒.
VI. AVERAGING OVER MOLECULAR DISPLACEMENTS
As noted in the Introduction, in the isolated molecule there is a correction to the polarizability and the hyperpolarizabilities from averaging the electronic response at a fixed nuclear configuration over the zero-point motion. A similar correction arises in a molecular crystal from averaging the electronic response in the equilibrium crystal structure over the lattice modes of motion. ͑There are also contributions from averaging the contributions treated in Secs. III-V, but these are of higher order and are ignored here.͒ Unless the lattice is close to some instability, the correction will be adequately determined by expanding the relevant susceptibility about the equilibrium structure and retaining the leading nonzero term.
The first term is given by the first derivative of the susceptibility with respect to the normal mode displacements multiplied by the mean displacement, which is zero. Hence the leading nonzero term is given by the second derivative of the susceptibility with respect to the normal mode displacements multiplied by the mean squared displacement. In principle there are contributions from all normal modes of all wave vectors, but all cross terms between different modes average to zero, as do those between modes of nonzero wave vector. Furthermore, only optic modes contribute. Then if the long-wave lattice mode j is described by the normal coordinate q j , the correction to a susceptibility of arbitrary order is
where the superscript zero denotes the susceptibility evaluated in the equilibrium structure and the angle brackets denote the thermal average. In order to evaluate this expression, it is more convenient to use the second derivative of the susceptibility in terms of the molecular displacements x k , in line with the preceding results. The molecular displacements are expressed in terms of the normal coordinate q j using 21 ,36
where kj is a six-component subvector of the eigenvector of the dynamical matrix giving the translational and rotational displacements of molecule k in mode j. The components of kj that describe translational displacements have dimension 1 / ͱ m, where m is the unit-cell mass, while those that describe rotational displacements have dimension 1 / ͱ I ␣ , where I ␣ is the moment of inertia about the relevant axis of rotation. Then Eq. ͑48͒ can be written as
For the linear susceptibility the displacement derivative that appears here has already appeared in the displacement contribution to the cubic susceptibility, and those for higherorder susceptibilities are evaluated by similar means. In a state containing v j quanta of frequency j in mode j, the expectation value of q j 2 . This approximation corresponds to averaging over the zero-point motion, as in individual molecules, where most modes are of significantly higher frequency than the optic lattice modes in a molecular crystal.
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VII. DISCUSSION
The treatment given here is specific to molecular crystals, and assumes local response throughout, but could be extended to take account of nonlocal response as already done for the electronic contributions. 37 The principles should also apply with suitable interpretation to molecular thin films and polymers. In practice the contributions to the susceptibilities in a given experiment will depend not only on the temperature, but also on the mechanical boundary conditions. 38 This could be particularly important in soft molecular materials, especially in thin films attached to relatively rigid substrates or electrodes.
The relative importance of electronic and nuclear contributions in the quadratic optical response of molecular crystals can be explored experimentally by comparing the LEO, in which an applied static electric field modifies the crystal refractive index, with SHG͒ in which the optical electric field of the light wave itself generates light at double the frequency. In LEO, the nuclei can respond to the static electric field and so the response includes a vibrational contribution, whereas in SHG the inertia of the nuclei means that they cannot respond to the optical frequencies, and there is no nuclear contribution. For example, early measurements showed a clear difference between SHG and LEO in urea, 39, 40 although the hyperpolarizabilities that determine the electronic susceptibilities also depend on frequency.
Calculations of the linear electro-optic quadratic susceptibility ͑− ; ,0͒ for urea under various assumptions consistently yielded abc Ϸ cab , 41 whereas experiment shows that cab Ϸ 2 abc . 40 This marked discrepancy was tentatively attributed to vibrational effects, although it is known that more realistic calculations using distributed rather than purely local response also change the susceptibility. 37 Other authors have also concluded that effects such as those treated in this paper play an important role in the quadratic susceptibility. 11, 12 Hence electric susceptibilities of molecular crystals ͑and other molecular materials as appropriate͒ derived from theoretical calculations of molecular polarizabilities and hyperpolarizabilities should be compared to experimental results taking account of such contributions, where available data permit.
Key components of the nuclear contributions to the electric susceptibilities are y k ͑1͒ , y k ͑2͒ , and y k ͑3͒ , the derivatives of the molecular displacements with respect to the macroscopic electric field. As Eqs. ͑23͒, ͑37͒, and ͑46͒ show, these quantities result from the elastic response to the electric driving force. The interplay between these is illustrated by measurements of unit-cell size changes and molecular rotation in electric fields reported for MNA. 11 These gave the three components of rotation as each about 1 ϫ 10 −9°/ ͑V m −1 ͒ and the three components of translation as each about 0.3 pm/ ͑V m −1 ͒ for a specific direction of the electric field. If the electric driving force dominated, the rotation would tend to align the permanent dipole moment of the molecules along the electric field, i.e., about an axis perpendicular to the dipole moment. Since the moment lies in the molecular plane, such a rotation would move the atoms within the molecular plane. In fact, it tended to move the atoms perpendicular to the molecular plane, i.e., realigning the molecules in the direction of easiest motion, showing that the elastic response dominated. 11 Furthermore, from Eqs. ͑17͒ and ͑23͒ it can be seen that the driving force depends not on the dipole moment alone but also on the local-field tensor, which tends to be smaller in directions where molecules are farther apart. Molecules intended to optimize nonlinear optical response are often designed with electron donor and acceptor groups separated by an elongated conjugated system. Such molecules will have a large permanent dipole moment along the molecular long axis, but in the crystal will have weak local fields along the axis and strongly hindered rotation perpendicular to the axis. Hence, molecular displacement contributions to the electric susceptibilities may be relatively small in crystals of elongated molecules but perhaps larger in crystals of more compact molecules.
In summary, vibrational effects contribute in three ways to the linear and nonlinear optical response of a molecular crystal. First, they contribute through the molecular response, as discussed in the Introduction. This contribution is well studied, but is not routinely included in calculations for crystals, exceptions being work on different ice structures, 42 where the effect was found to be small, and on the classic non-linear optical molecular crystals 3-methyl-4-nitropyridine-N-oxide and meta-nitroaniline. 43 Second, they contribute through the molecular displacements induced by the electric field, which have been treated in detail here. Finally, they contribute through averaging the molecular contributions ͑including the contribution from the molecular modes͒ over the crystal lattice motions at the given temperature. This contribution has also been briefly treated here. Hence the present treatment provides all the ingredients required to calculate the contribution of molecular displacements to linear and nonlinear electric susceptibilities of molecular crystals.
APPENDIX: RELATION BETWEEN FREE AND CLAMPED SUSCEPTIBILITIES
The free and clamped linear susceptibilities are related through
so that
where ͑ =1, ... ,6͒ is a component of the external macroscopic strain ͑a Lagrangian finite strain parameter in the abbreviated Voigt notation͒ and the Einstein summation convention is again used. The quantity q t ␤ is the linear piezoelectric strain coefficient ͑for which the more usual symbol d ␣ is not used because of possible confusion with the localfield tensor d k and the usual SHG coefficient d ␣ ͒ and r t ␣ is the linear piezoelectric stress coefficient ͑for which the more usual symbol would be e ␣ ͒. These are related through
where C E is the elastic stiffness giving the dependence of stress on strain at constant electric field, so that Eq. ͑A2͒ can also be written as
Hence the difference between the clamped and free linear susceptibilities depends on the linear piezoelectric strain coefficient. It is therefore zero in nonpiezoelectric crystals, while in piezoelectric crystals it be calculated using the microscopic theory presented in the following paper. 18 The free and clamped quadratic susceptibilities are related through a continuation of the process for the linear susceptibilities. The result can be expressed in terms of the
