A matrix Rodrigues formula for classical orthogonal polynomials in two variables  by Álvarez de Morales, María et al.
Journal of Approximation Theory 157 (2009) 32–52
www.elsevier.com/locate/jat
A matrix Rodrigues formula for classical orthogonal
polynomials in two variables
Marı´a A´lvarez de Moralesa, Lidia Ferna´ndeza, Teresa E. Pe´reza,b,
Miguel A. Pin˜ara,b,∗
a Departamento de Matema´tica Aplicada, Universidad de Granada, 18071 Granada, Spain
b Instituto Carlos I de Fı´sica Teo´rica y Computacional, Universidad de Granada, Granada, Spain
Received 11 October 2007; received in revised form 3 April 2008; accepted 28 April 2008
Available online 5 November 2008
Communicated by Yuan Xu
Abstract
Classical orthogonal polynomials in one variable can be characterized as the only orthogonal
polynomials satisfying a Rodrigues formula. In this paper, using the second kind Kronecker power of a
matrix, a Rodrigues formula is introduced for classical orthogonal polynomials in two variables.
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1. Introduction
Classical orthogonal polynomials in one variable (those of Hermite, Laguerre, Jacobi and
Bessel) can be characterized by means of the so-called Rodrigues formula (see, for instance, [3])
among others several differential properties. This kind of formula provides an expression for the
n-th classical orthogonal polynomial in terms of a n-th order derivative. In fact, if we denote by
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{Pn}n≥0 a classical family of orthogonal polynomials in one variable, then
Pn(x) = kn
ω(x)
dn
dxn
(
φ(x)n ω(x)
)
, n = 0, 1, 2, . . . , (1)
where kn is a constant, φ(x) is a polynomial of degree less than or equal to 2, independent of n,
and ω(x) is an integrable function in an appropriate support set. The different families of classical
orthogonal polynomials appear when the four possible canonical shapes of the polynomial φ(x)
are considered.
Formula (1) is called Rodrigues formula, honoring B.O. Rodrigues who established the
formula in 1814 for Legendre polynomials.
In several variables the situation is completely different. In this case the Rodrigues formula
doesn’t characterize the classical orthogonal polynomials and even is not too clear what classical
orthogonal polynomial means. Usually, they are defined as the polynomial solutions of partial
differential equations. This approach was systematically studied by Krall and Sheffer [12] in
1967. They defined classical orthogonal polynomials in two variables as the sequences of
orthogonal polynomials {Ph,k}h,k≥0 such that every polynomial Ph,k , with h + k = n, satisfies
the second order partial differential equation
L[v] ≡ avxx + 2bvxy + cvyy + dvx + evy = λnv, (2)
where
a(x, y) = ax2 + d1x + e1 y + f1, d(x, y) = gx + h1,
b(x, y) = axy + d2x + e2 y + f2, e(x, y) = gy + h2,
c(x, y) = ay2 + d3x + e3 y + f3,
(3)
and λn = an(n − 1)+ gn.
Krall and Sheffer showed that, up to a linear change in the variables, there are nine different
sets of orthogonal polynomials satisfying such kind of PDE, including, among others, the
well known ball and triangle polynomials and the tensor product of Hermite and Laguerre
polynomials. However, tensor product of Jacobi or Bessel polynomials doesn’t fit in this
classification and therefore the Krall and Sheffer classification seems to be incomplete.
Rodrigues formula for orthogonal polynomials in two variables constitutes a quite old subject
since it appears in the classical text by Appell and Kampe´ de Fe´riet [1] for the ball and triangle
polynomials. Of course, tensor product of two classical orthogonal polynomials in one variable,
defined by Ph,k(x, y) = Rh(x)Sk(y), h, k ≥ 0, where {Rh}h≥0 and {Sk}k≥0 are Hermite,
Laguerre, Jacobi or Bessel polynomials, satisfies a Rodrigues formula, since Ph,k(x, y) can be
written as a product of the respective Rodrigues formulas.
An analogue of the Rodrigues formula for other Krall and Sheffer classical orthogonal
polynomials in two variables has been obtained by Suetin [17]. In fact, for n a positive integer,
he defines
Pn−i,i (x, y) = 1
ω
∂n−ix ∂ iy(pn−i q i ω), (4)
where ω(x, y) is a weight function over a simply connected domain, and p(x, y), q(x, y)
are polynomials related with the polynomial coefficients in (2). Then, under some additional
hypothesis, the formula (4) defines an algebraic polynomial in two variables orthogonal to all
polynomials of degree not greater than n− 1 (see Section 7.3, in Section 7). Kim, Kwon and Lee
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in [9] extend this formula to the case where ω(x, y) is just a symmetry factor of L, the linear
differential operator defined in (2), and therefore, including the case where the polynomials are
orthogonal with respect to a nonpositive definite moment functional. However, in several cases,
Rodrigues formula (4) provides polynomials of total degree greater than n (see Littlejohn [14])
and therefore it can not be used to construct a basis of orthogonal polynomials.
Recently, the authors (see [6,7]) extended the concept of classical orthogonal polynomials in
two variables to a wider framework, which, of course, includes the Krall and Sheffer definition
and tensor products of classical orthogonal polynomials in one variable.
The vector representation for orthogonal polynomials introduced in [10,11], and developed
in [18] is the key to extend the concept of classical orthogonal polynomials in two variables.
Let {Pn}n≥0 denote a weak orthogonal polynomial sequence (see Section 3), it will be called
classical (in an extended sense) if there exist matrices Λn ∈ Mn+1(R), with Λ1 nonsingular,
such that,
L[Ptn] ≡ div(Φ∇Ptn)+ Ψ˜ t∇Ptn = PtnΛn, (5)
where
Φ =
(
a b
b c
)
, Ψ˜ =
(
d − ax − by
e − bx − cy
)
,
a, b, c are polynomials in two variables of total degree less than or equal to 2, d, e are
polynomials in two variables of total degree less than or equal to 1, and div and ∇ denote
the usual divergence and gradient operators in two variables. Observe that the left hand side
of (5) generalizes the left hand side of the Krall and Sheffer PDE (2), without any restrictions
on the polynomial coefficients. Moreover, this new definition also includes the tensor product of
classical orthogonal polynomials in one variable. In the Krall and Sheffer case the matrices Λn
are scalar matrices and in the tensor product case they are diagonal.
In this paper, we will obtain a matrix Rodrigues-type formula for classical orthogonal
polynomials in extended sense. First Theorem in Section 6 gives a Rodrigues distributional
formula, which constitutes a generalization to the bivariate case of the Cryer and Rasala results
(see [4,16]), revisited in [15]. Second Theorem provides a matrix Rodrigues formula using a
symmetry factor of the PDE (5). In fact, denoting by Φ{n} the second kind Kronecker power of
the matrix Φ (see [2]), we will show that, under some additional hypothesis, the expression
Qtn =
1
ω
div{n}(Φ{n} ω), n ≥ 0, (6)
provides a classical WOPS, where ω(x, y) is a symmetry factor of the PDE (5), and div{n} is a
n-th order differential operator.
We must remark that, for n ≥ 0, this Rodrigues formula generates a (n + 1) vector of
polynomials of total degree n orthogonal to all polynomials of lower degree.
This formula holds for all of the classical cases described in the Krall and Sheffer paper
[12], including classical orthogonal polynomials associated with a nonpositive definite moment
functional, as well as the tensor products of classical orthogonal polynomials in one variable
(see Section 7). Also, the Rodrigues formula obtained in [17,9] for classical Krall and Sheffer
polynomials is a particular case of our formula, as we will prove in Section 7. And finally, we will
show that the matrix Rodrigues formula will work also in some examples of classical orthogonal
polynomials (in an extended sense) not belonging to the Krall and Sheffer case.
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The structure of the paper is as follows. In Section 2, we recall the so-called second kind
Kronecker power of a matrix, using the definition introduced in [2]. Next, in Section 3, we
collect the necessary basic tools. Sections 4 and 5 are devoted to introduce classical orthogonal
polynomials in two variables and symmetry factors associated with the partial differential
equation (5). The matrix Rodrigues formula (6) is proved in Section 6, and finally, some particular
cases are given in the last Section.
2. Second kind Kronecker power of a matrix
The second kind Kronecker power is defined in [2] p. 236, for a square matrix A = (ai, j )
of dimension 2. Let z = A t be the linear transformation defined by A, that is,(
z1
z2
)
=
(
a0,0 a0,1
a1,0 a1,1
)(
t1
t2
)
⇒
{
z1 = a0,0 t1 + a0,1 t2,
z2 = a1,0 t1 + a1,1 t2. (7)
Each of the (n + 1) homogeneous products zn−i1 zi2, i = 0, 1, . . . , n, is transformed under (7)
into a linear combination of the (n + 1) homogeneous products tn−i1 t i2, i = 0, 1, . . . , n. Then,
the square matrix of order (n+ 1) specifying these linear transformation is known as the second
kind n-th Kronecker power of A, which we denote by A{n}.
Throughout, we will adopt the convention A{0} ≡ 1. Observe that A{1} = A. Moreover, we
can check that
A{2} =
 a20,0 2 a0,0 a0,1 a20,1a0,0 a1,0 (a0,0 a1,1 + a0,1 a1,0) a0,1 a1,1
a21,0 2 a1,0 a1,1 a
2
1,1
 .
It is possible to give the explicit expression for the entries of A{n}, for each n ≥ 0. In fact if we
denote A{n} = (a{n}i, j )ni, j=0, then a direct calculation shows that
a{n}i, j =
j∑
k=0
(
n − i
k
) (
i
j − k
)
an−i−k0,0 a
k
0,1 a
i− j+k
1,0 a
j−k
1,1 , 0 ≤ i, j ≤ n, (8)
where, as usual,
(m
l
) = 0 if m < l.
From the above explicit expression we can obtain recurrence formulas for the second kind
Kronecker power of a matrix A.
Lemma 2.1. Let A be a square matrix A = (ai, j )1i, j=0 of dimension 2. There exist two recurrence
formulas for A{n}, n ≥ 1. In fact, for 0 ≤ j ≤ n, we get
Recurrence I:a
{n}
i, j = a0,0 a{n−1}i, j + a0,1 a{n−1}i, j−1 , 0 ≤ i ≤ n − 1,
a{n}n, j = a1,0 a{n−1}n−1, j + a1,1 a{n−1}n−1, j−1.
Recurrence II:a
{n}
0, j = a0,0a{n−1}0, j + a0,1 a{n−1}0, j−1,
a{n}i, j = a1,0a{n−1}i−1, j + a1,1 a{n−1}i−1, j−1, 1 ≤ i ≤ n.
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In a matrix form, we can express the above formulas as follows Recurrence I:
A{n} =

a0,0 ©
. . .
© a0,0
0 · · · a1,0
 A{n−1}L0n−1 +

a0,1 ©
. . .
© a0,1
0 · · · a1,1
 A{n−1}L1n−1.
Recurrence II:
A{n} =

a0,0 · · · 0
a1,0 ©
. . .
© a1,0
 A{n−1}L0n−1 +

a0,1 · · · 0
a1,1 ©
. . .
© a1,1
 A{n−1}L1n−1,
where Lkn−1, k = 0, 1, are n × (n + 1) matrices defined as (see [5], p. 76)
L0n−1 =
 1 © 0. . . ...
© 1 0
 , and L1n−1 =
0 1 ©... . . .
0 © 1
 . (9)
3. Orthogonal polynomials in two variables
First, we introduce some notations. Let P denote the linear space of real polynomials in two
variables, and Pn the subspace of polynomials of total degree not greater than n.
LetMh×k(R) andMh×k(P) denote the linear spaces of h × k real and polynomial matrices,
respectively. When h = k, the second index will be omitted.
Let A be a matrix, we denote by At its transpose, and by det(A) its determinant. As usual, we
say that A is nonsingular if det(A) 6= 0. Furthermore, we introduce Ih as the identity matrix of
dimension h.
Moreover, we define the degree of a matrix of polynomials A ∈Mh×k(P) as
deg A = max{deg ai, j (x, y), 1 ≤ i ≤ h, 1 ≤ j ≤ k} ≥ 0,
where ai, j (x, y) denotes the (i, j)-entry of A.
Before discussing our approach, we briefly give some general properties and tools about
bivariate orthogonal polynomials. For an exhaustive description of this and another related
subjects see, for instance, [5,8–12,17,18].
Let {µh,k}h,k≥0 be a double indexed sequence of real numbers, and let u : P → R be a
functional defined by means of the moments µh,k = 〈u, xh yk〉, h, k = 0, 1, 2, . . ., and extended
by linearity. Then, we will say that u is a moment functional.
The action of a moment functional u over polynomial matrices is defined as follows [5,8,9,18],
〈u, A〉 = (〈u, ai, j 〉)h,ki, j=1 ∈Mh×k(R), ∀A ∈Mh×k(P).
Let A ∈ Mh×k(P) be an arbitrary polynomial matrix. Then, we define the left product of A
times u as the moment functional given by
〈A u, B〉 = 〈u, At B〉, ∀B ∈Mh×l(P). (10)
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For any moment functional u, let us define (see, for instance, [8])
〈ux , p〉 = −〈u, px 〉, 〈u y, p〉 = −〈u, py〉, 〈p u, q〉 = 〈u, p q〉, (11)
for any polynomials p(x, y) and q(x, y).
We say that a polynomial p ∈ Pn is orthogonal with respect to u if
〈u, pq〉 = 0, ∀q ∈ P, deg q < deg p.
Definition 3.1 ([10]). A polynomial system (PS) is a sequence of vectors {Pn}n≥0 of increasing
size such that
Pn = (Pn,0, Pn−1,1, . . . , P0,n)t ∈M(n+1)×1(Pn),
where {Pn,0, Pn−1,1, . . . , P0,n} are polynomials of total degree n independent modulus Pn−1.
Definition 3.2. We will say that a moment functional u is quasi-definite if there exists a PS
{Pn}n≥0 satisfying
〈u,PnPtm〉 = 0, n 6= m,
〈u,PnPtn〉 = Hn, n = 0, 1, 2, . . . ,
where Hn ∈Mn+1(R) is a nonsingular matrix. In such a case, the PS {Pn}n≥0 will be said a weak
orthogonal polynomial system (WOPS) with respect to the quasi-definite moment functional u.
Remark 1. Observe that the above definition of a WOPS differs from that one given in [8].
For us, a WOPS is always associated with a quasi-definite moment functional, and therefore
our definition does not cover, for instance, the PS {xh yk}k,k≥0 as a WOPS associated with the
moment functional δ(x, y).
In the particular case where Hn is a diagonal matrix, we will say that the WOPS {Pn}n≥0 is an
orthogonal polynomial system (OPS). Moreover, if Hn = In+1, we call {Pn}n≥0 an orthonormal
polynomial system.
In addition, a WOPS is called a monic WOPS if every polynomial contains only one monic
term of highest degree, that is,
P˜h,k(x, y) = xh yk + R(x, y), h + k = n,
where R(x, y) ∈ Pn−1. Observe that for a quasi-definite moment functional u, there exists a
unique monic WOPS.
In this paper, we will need some differentiation tools. In fact, we will use the gradient operator
∇, and the divergence operator div defined as usual. The extension of these operators for matrices
is introduced in [6,7]. Let A, B0, B1 ∈Mh×k(P) be polynomial matrices. We define
∇A =
(
∂x A
∂y A
)
∈M2h×k(P), div
(
B0
B1
)
= ∂x B0 + ∂y B1 ∈Mh×k(P).
We extend these definitions for n ≥ 1. In fact, writing ∇{1} = ∇ and div{1} = div, if we denote
Dni =
( n
i
)
∂n−ix ∂ iy , i = 0, 1, . . . , n, we can introduce the differential operators ∇{n} and div{n}
by means of
∇{n}A = (Dn0 At,Dn1 At, . . . ,Dnn At)t ∈M((n+1)h)×k(P), (12)
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div{n}(Bt0, B
t
1, . . . , B
t
n)
t =
n∑
i=0
Dni Bi ∈Mh×k(P), (13)
where A, B0, B1, . . . , Bn ∈ Mh×k(P) are polynomial matrices. In addition, we establish
∇{0}A = A, and div{0}A = A.
The previous definitions can be translated to the linear space of moment functionals using
duality. For n ≥ 0, we define the distributional n-th gradient operator acting over a moment
functional in the following way
〈
∇{n}u,

p0
p1
...
pn

〉
= (−1)n
〈
u, div{n}

p0
p1
...
pn

〉
= (−1)n
n∑
i=0
〈u,Dni pi 〉. (14)
Let A ∈M(n+1)×k(P) be an arbitrary polynomial matrix. The distributional n-th divergence
operator acting over Au, is defined as follows,
〈div{n}(A u), p〉 = (−1)n〈A u,∇{n} p〉 = (−1)n〈u, At ∇{n} p〉, (15)
for any polynomial p(x, y).
4. Classical orthogonal polynomials in two variables
In [6,7], the authors extended the concept of classical bivariate orthogonal polynomials. In
fact, classical orthogonal polynomial were defined starting from a matrix partial differential
equation with matrix coefficients, a direct generalization of the partial differential equation
studied by Krall and I. M. Sheffer in [12], and Suetin in [17].
Let a(x, y), b(x, y), c(x, y) be polynomials in two variables of total degree less than or equal
to 2, and let d(x, y), e(x, y) be polynomials in two variables of total degree less than or equal to
1. Define the partial differential operator L acting over P by means of
L[p] ≡ a∂xx p + 2b∂xy p + c∂yy p + d∂x p + e∂y p.
The operator L[·] preserves the degree of the polynomials, that is, L[Pn] ⊂ Pn .
Observe that L is the left hand side of the partial differential equation (2) studied in [12,17]
without restrictions on the polynomial coefficients.
If we define
Φ =
(
a b
b c
)
∈M2(P2), Ψ =
(
d
e
)
∈M2×1(P1), (16)
we can write
L[p] ≡ div(Φ∇ p)+ Ψ˜ t∇ p,
where
Ψ˜ = Ψ − (divΦ)t. (17)
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Definition 4.1. Let u be a quasi-definite moment functional, and let {Pn}n≥0 be the monic WOPS
with respect to u. Then we say that u is classical (or {Pn}n≥0 is a classical WOPS) if there exist
matrices Λn ∈Mn+1(R) with Λ1 nonsingular, such that, for n ≥ 1,
L[Ptn] ≡ div(Φ∇Ptn)+ Ψ˜ t∇Ptn = PtnΛn . (18)
Differential equation (18) can be considered also for n = 0, taking Λ0 = 0.
Since {Pn}n≥0 is a monic WOPS, we have
P1 =
(
x + p1,0
y + p0,1
)
, p1,0, p0,1 ∈ R,
and
∇Pt1 =
(
∂xPt1
∂yPt1
)
= I2. (19)
Using (18) for n = 1, (17) can be written as
divΦ + Ψ˜ t = Pt1Λ1 H⇒ Ψ t = Pt1Λ1. (20)
The nonsingular character of Λ1 implies that d and e are independent polynomials of exact
degree 1.
Remark 2. In the particular case whereΛn is a diagonal matrix, with entries λh,k , h+k = n, then
every orthogonal polynomial of total degree n, Ph,k is an eigenvalue of the differential operator
L[·], that is
L[Ph,k] = λh,k Ph,k, h, k ≥ 0, h + k = n.
The tensor products of classical orthogonal polynomials in one variable (Hermite, Laguerre,
Jacobi and Bessel) correspond to this case. Moreover, if Λn = λn In+1, is a scalar matrix, then
every orthogonal polynomial of total degree n satisfies the same partial differential equation.
This is the case studied by Krall and Sheffer [12] and Suetin [17].
Remark 3. Note that the definition of classical given previously does not depend on the
particular choice of the monic WOPS. In fact, a matrix partial differential equation equivalent to
(18) is satisfied by every WOPS associated with a classical moment functional u. Let {Pn}n≥0 be
the monic WOPS associated with a classical moment functional u, and let {Qn}n≥0 be a different
WOPS associated with u. For n ≥ 0, let An be the nonsingular matrix corresponding to the
change of basis Qtn = Ptn An , n ≥ 0. Then,
L[Qtn] = Qtn Λ˜n
where Λ˜n = A−1n Λn An , that is, Λn and Λ˜n are similar matrices [7].
Let L∗ be the formal Lagrange adjoint of L , defined by means of
L∗[u] ≡ div(Φ∇u)− div(Ψ˜u), (21)
then it satisfies 〈L∗[u], p〉 = 〈u, L[p]〉, for all p ∈ P.
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Observe that if u is classical, then L∗[u] = 0. In fact, for any n ≥ 0,
〈L∗[u],Ptn〉 = 〈u, L[Ptn]〉 = 〈u,Ptn〉Λn = 0,
since Λ0 = 0, and 〈u,Ptn〉 = 0, for n ≥ 1.
In [7], the authors obtained several characterizations for bivariate classical orthogonal
polynomials. In particular, it is shown that a quasi-definite moment functional u is classical if
and only if u satisfies the matrix Pearson-type equation
div(Φ u) = Ψ t u, (22)
where Φ and Ψ are the same polynomial matrices defined in (16). As a consequence, using (19)
and (20), we get
〈u,Φ〉 = 〈Φu, I2〉 = 〈Φu,∇Pt1〉 = −〈 div(Φu),Pt1〉 = −〈Ψ tu,Pt1〉
= −〈u,Ψ Pt1〉 = −Λt1〈u,P1 Pt1〉 = −Λt1 H1.
Then, 〈u,Φ〉 is a nonsingular matrix, that is,
det〈u,Φ〉 6= 0, (23)
if and only if Λ1 is nonsingular.
Observe that expression (22) can be written
Φ∇u = Ψ˜u. (24)
where
Ψ˜ =
(
d − ax − by
e − bx − cy
)
.
Obviously, not every pair of polynomial matrices Φ and Ψ can appear in the matrix Pearson
Eq. (22). The following proposition provides a compatibility condition on the polynomials Φ and
Ψ to appear in the matrix Pearson equation for a classical moment functional u.
Proposition 4.1. Let u be a classical moment functional, and let (22) be the matrix Pearson-type
equation for u. Let us define
α = detΦ = a c − b2,
β = c (d − ax − by)− b (e − bx − cy),
γ = −b (d − ax − by)+ a (e − bx − cy).
Then,
αβy − αyβ = αγx − αxγ. (25)
Proof. Multiplying in Eq. (24) we get(
c −b
−b a
)(
a b
b c
)(
ux
u y
)
=
(
c −b
−b a
)(
d − ax − by
e − bx − cy
)
u.
Therefore,
αux = β u, (26)
αu y = γ u. (27)
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Taking partial derivatives we get
αuxy = βyu + β u y − αy ux , αuxy = γx u + γ ux − αx u y .
Multiplying both equations by α, and applying again (26) and (27), we obtain
(α βy + β γ − αy β)u = (α γx + γ β − αx γ )u,
and
(α βy − αy β − α γx + αx γ )u = 0.
Since u is a quasi-definite moment functional, using Lemma 2.3 in [9], we deduce
α βy − αy β − α γx + αx γ = 0,
and the result follows. 
5. The symmetry factor
As Littlejohn did in [14], in order to obtain a Rodrigues formula we consider symmetry factors
for the differential operator L[·].
Definition 5.1 ([14]). We say that L[·] is symmetric if L[·] = L∗[·]. L[·] is symmetrizable
if there exists a nontrivial function ω(x, y) such that it is C2 in some open set, and ω L[·] is
symmetric. In this case, ω is called a symmetry factor for L[·].
As it is well known, if ω is a symmetry factor for L[·], then the operator ωL can be written in
a compact form
ωL[·] = div[ωΦ ∇ ·]. (28)
From this equation, we deduce that a function ω is a symmetry factor for L[·] if and only if ω
satisfies the matrix Pearson-type equation (24).
Proposition 5.1. Let ω be a nontrivial function. Then ω is a symmetry factor for Eq. (18) if and
only if ω satisfies the matrix Pearson-type equation
Φ ∇ ω = Ψ˜ ω. (29)
Proof. From Eq. (18) we get
ω L[Ptn] = ω[div(Φ ∇Ptn)+ Ψ˜ t ∇ Ptn]
= div[ωΦ ∇ Ptn] − (∇ ω)tΦ ∇ Ptn + ωΨ˜ t ∇ Ptn
= div[ωΦ ∇ Ptn] − (Φ ∇ ω − Ψ˜ ω)t ∇ Ptn,
and the result follows using (28). 
Observe that (29) is equivalent to the equation
div(Φω) = Ψ t ω.
The explicit expression for (29) is(
a b
b c
)(
ωx
ωy
)
=
(
d − ax − by
e − bx − cy
)
ω. (30)
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Obviously, the nontrivial solutions of the above system of partial differential equation
(30) give us the symmetry factors for L[·]. However, not every differential operator L[·] is
symmetrizable. Using the notations introduced in Proposition 4.1, and a similar proof to that one
given in [9,17], we can deduce that the compatibility condition (25) is a necessary and sufficient
condition for a differential operator L[·] to admit a symmetry factor.
Proposition 5.2 ([9,17]). Suppose that α = a c− b2 6≡ 0. Then the differential operator L[·] is
symmetrizable if and only if
α βy − αy β = α γx − αx γ.
In [9] the authors shows that, in the Krall and Sheffer case, the existence of an OPS solution
of the PDE (18) implies the existence of a symmetry factor. Proposition 4.1 shows that this result
holds also in the general case.
Proposition 5.3. Let u be a classical moment functional, and let (18) the matrix partial
differential equation associated with u. If α = a c − b2 6≡ 0, then there exists a symmetry
factor of L[·].
6. The matrix Rodrigues-type formula
In this section, we will prove a matrix Rodrigues formula in several steps that we will organize
in a series of lemmas.
A simple inductive reasoning allows us to prove the following
Lemma 6.1. Let A = (ai, j )1i, j=0 be a 2 × 2 polynomial matrix. Assume that there exist
polynomial matrices Ψk = (ψki, j )1i, j=0 such that
(ak,0 A)x + (ak,1 A)y = AΨk, k = 0, 1. (31)
Then, for n ≥ 1, we have
(ak,0 A
{n})x + (ak,1 A{n})y = A{n}Ψnk , k = 0, 1, (32)
where Ψnk = (ψn,ki, j )ni, j=0 ∈Mn+1(P)(k = 0, 1) are tridiagonal matrices with
ψ
n,k
j−1, j = (n + 1− j) ψk0,1, 1 ≤ j ≤ n,
ψ
n,k
j, j = (n − j) ψk0,0 + j ψk1,1 − (n − 1)
[
(ak,0)x + (ak,1)y
]
, 0 ≤ j ≤ n,
ψ
n,k
j+1, j = ( j + 1) ψk1,0, 0 ≤ j ≤ n − 1.
Moreover, deg Ψnk ≤ deg A − 1, (k = 0, 1) n ≥ 1.
Lemma 6.2. Let Φ be a 2 × 2 symmetric polynomial matrix. Let us assume that there exist
polynomial matrices Ψ0,Ψ1 ∈M2(P1) such that
(aΦ)x + (bΦ)y = Φ Ψ0,
(bΦ)x + (cΦ)y = Φ Ψ1. (33)
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Let n ≥ 1 be an integer number. For an arbitrary matrix An ∈M(n+1)×(m+1)(P), there exists a
polynomial matrix An−1 ∈Mn×(m+1)(P) depending on An , with
deg An−1 ≤ deg An + 1
such that
div{n}(Φ{n} An u) = div{n−1}(Φ{n−1} An−1 u).
Moreover, we have
div{n}(Φ{n} An u) = A0 u,
where A0 ∈M1×(m+1)(P) and deg A0 ≤ deg An + n.
Proof. From the definition of div{n} in (13), we can easily deduce
div{n}(Φ{n} An u) = div{n−1}
[
∂x (L
0
n−1 Φ
{n} An u)+ ∂y(L1n−1 Φ{n} An u)
]
.
Now, if we apply the recurrence formulas in Lemma 2.1, we get
∂x (L
0
n−1 Φ
{n} An u)+ ∂y(L1n−1 Φ{n} An u)
=
[
(aΦ{n−1})x + (bΦ{n−1})y
]
L0n−1 An u
+
[
(bΦ{n−1})x + (cΦ{n−1})y
]
L1n−1 An u
+Φ{n−1}
[
(a L0n−1 + b L1n−1)(An)x + (b L0n−1 + c L1n−1)(An)y
]
u
+Φ{n−1}
[
L0n−1 An(a ux + b u y)+ L1n−1 An(b ux + c u y)
]
.
Condition (33), Lemma 6.1, and Eq. (22) give
div{n}(Φ{n} An u) = div{n−1}(Φ{n−1} An−1 u),
where
An−1 =
{
[Ψn−10 + (d − ax − by)In]L0n−1 + [Ψn−11 + (e − bx − cy)In]L1n−1
}
An
+ (a L0n−1 + b L1n−1)(An)x + (b L0n−1 + c L1n−1)(An)y .
Observe that the degree condition can be deduced from the explicit expression for An−1. 
Lemma 6.3. Assume that condition (33) holds. Then, for any n ≥ 0 there exists a vector
polynomial Qn satisfying
Qtn u := div{n}(Φ{n} u)
such that
(i) Qn is a 1× (n + 1) polynomial matrix of degree less than or equal to n.
(ii) 〈u,QnXtm〉 = 0, 0 ≤ m ≤ n − 1, where Xtm = (xm−i yi )mi=0.
(iii) If we denote
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n),
then Qn−i,i has exact degree n or Qn−i,i ≡ 0 for 0 ≤ i ≤ n.
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Proof. (i) Is a direct consequence of Lemma 6.2, taking An = In+1.
In order to prove (ii), we compute
〈u,QnXtm〉 = 〈Qtn u,Xtm〉 = 〈div{n}(Φ{n} u),Xtm〉
= (−1)n〈Φ{n} u,∇{n}Xtm〉 = 0, 0 ≤ m ≤ n − 1.
As a consequence, 〈u,Qn p(x, y)〉 = 0 for any p(x, y) ∈ Pn−1.
From (ii), we will prove (iii). Let n ≥ 1 and suppose that there exists 0 ≤ i ≤ n such that
deg Qn−i,i < n. Then
〈u,Qn Qn−i,i 〉 = 0,
and therefore 〈u, Q2n−i,i 〉 = 0. Since u is a quasi-definite moment functional, we deduce
Qn−i,i ≡ 0. 
The main result in this paper are stated in the following theorem.
Theorem 6.4. Let u be a classical moment functional and let (18) be the matrix partial
differential equation associated with u. Let
Φ =
(
a b
b c
)
be the symmetric polynomial matrix defined in (16). Let us assume that Φ satisfies condition (33).
Then, for n ≥ 0 the expression
Qtn u = div{n}(Φ{n} u), n ≥ 0, (34)
defines a 1× (n + 1) polynomial vector Qtn of degree n such that
〈u,Qn p〉 = 0, ∀p ∈ Pn−1.
Moreover, if {Qn}n≥0 is a PS then it is a WOPS associated with u.
Remark 4. Condition (33) holds for a large class of classical moment functionals. This property
is satisfied by all of the classical cases described in the Krall and Sheffer’s paper [12] as well as
the tensor products of classical orthogonal polynomials in one variable.
Using a similar reasoning as used in Lemma 6.3, we can write Qtn in terms of a symmetry
factor of L[·].
Theorem 6.5. Let u be a classical moment functional, and let ω be a nontrivial symmetry factor
for the matrix partial differential equation (18) associated with u. Assume that condition (33)
holds. Then, for n ≥ 0 the expression
Qtn =
1
ω
div{n}(Φ{n} ω), n ≥ 0, (35)
provides a 1× (n + 1) polynomial vector Qtn of degree n, such that
〈u,Qn p〉 = 0, ∀p ∈ Pn−1.
Moreover, if {Qn}n≥0 is a PS then it is a WOPS associated with u.
To end the Section, we can establish sufficient conditions in order to obtain a WOPS from the
matrix Rodrigues formula.
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Corollary 6.6. In the hypothesis of Theorem 6.4, if Φ is a diagonal matrix, then {Qn}n≥0 is a
WOPS associated with u.
Proof. If Φ is a diagonal matrix, then
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n),
where
Qn−k,k(x, y) u =
(n
k
)
∂n−kx ∂ky (an−k ck u), 0 ≤ k ≤ n.
From Lemma 6.3, Qn−k,k has exact degree n or Qn−k,k ≡ 0, for 0 ≤ k ≤ n. Assume that
Qn−k,k ≡ 0, then ∂n−kx ∂ky (an−k ck u) = 0, and therefore a = 0 or c = 0 which contradicts (23).
Moreover, if k 6= l, then we have
〈u, Qn−k,k(x, y) xn−l yl〉 = (−1)n
(n
k
)
〈an−k ck u, ∂n−kx ∂ky (xn−l yl)〉 = 0.
In the case k = l, we have
〈u, Qn−k,k(x, y) xn−k yk〉 6= 0,
since Qn−k,k has exact degree n.
Finally, we are going to show that the polynomials {Qn−k,k, 0 ≤ k ≤ n} are linearly
independent modulus Pn−1. Let λ0, λ1, . . . , λn be constants such that
q(x, y) =
n∑
k=0
λk Qn−k,k(x, y),
is a polynomial of degree less than or equal to n − 1. Since
〈u, q(x, y)p(x, y)〉 = 0,
for any p ∈ Pn−1, we have 〈u, q(x, y)2〉 = 0, and therefore q(x, y) ≡ 0.
Then, we get
0 = 〈u, q(x, y) xn−i yi 〉 =
n∑
k=0
λk 〈Qn−k,k(x, y) u, xn−i yi 〉
= λi 〈Qn−i,i (x, y) u, xn−i yi 〉,
so λi = 0, 0 ≤ i ≤ n. 
Corollary 6.7. In the hypothesis of Theorem 6.4, if the (n + 1) square matrix
〈u,Φ{n}〉,
is nonsingular, n ≥ 0, then {Qn}n≥0 is a WOPS associated with u.
Proof. Observe that
〈u,QnXtn〉 = 〈Qtn u,Xtn〉 = 〈div{n}(Φ{n} u),Xtn〉
= (−1)n〈Φ{n} u,∇{n}Xtn〉 = (−1)n n! 〈u, (Φ{n})t〉,
and then, the result follows. 
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7. Particular cases and examples
In the last section, we will study some particular cases. Moreover, we will deduce that the
Rodrigues-type formula given by Suetin [17] and revisited in Kim et al. [9] is a particular case
of the matrix Rodrigues-type formula (35).
7.1. The diagonal case
Let us assume that Φ is diagonal, i.e., b ≡ 0. In this case, the matrix Pearson-type equation
(22) reduces to
(a u)x = d u, (c u)y = e u, (36)
and the 2×2 matricesΨk = (ψki, j )1i, j=0, k = 0, 1, in (33) must be polynomial matrices of degree
less than or equal to 1 satisfying
(aΦ)x = Φ Ψ0, (cΦ)y = Φ Ψ1.
This condition holds if we take ψk0,1 = ψk1,0 = 0, ψ00,0 = 2 ax , ψ11,1 = 2 cy , and ψ01,1, ψ10,0, such
that
ax c + a cx = cψ01,1, ay c + a cy = a ψ10,0.
In this way, if, for instance, the expressions
a cx
c
, and
ay c
a
, (37)
are polynomials of total degree less than or equal to 1, then (33) holds. This is possible, for
example, when a and c are equal up to a multiplicative constant factor, or ay = cx = 0, that is,
the polynomial a only depends on x , and c only depends on y. This last situation corresponds to
the case where the moment functional is a tensor product of univariate moment functionals.
Moreover, the second kind n-th order Kronecker power ofΦ, is again a diagonal matrix whose
elements are given by
φ
{n}
i,i = an−i ci , i = 0, 1, . . . , n,
and the Rodrigues formula gives
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n)t,
where
Qn−i,i u =
(n
i
)
∂n−ix ∂ iy (an−i ci u), 0 ≤ i ≤ n.
In addition, from Corollary 6.6, we deduce that {Qn}n≥0 is a WOPS associated with u.
7.2. Tensor product of classical orthogonal polynomials in one variable
Tensor product of two families of classical orthogonal polynomials in one variable (Hermite,
Laguerre, Jacobi or Bessel), {Rh}h≥0 and {Sk}k≥0 is defined by means of
Ph,k(x, y) = Rh(x)Sk(y), h, k ≥ 0.
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These families of two-dimensional polynomials are classical according to our definition (see [7]).
In this case, there exists a symmetry factor for L[·], and it is given by
ω(x, y) = ω1(x) ω2(y),
where ω1(x) and ω2(y) are the symmetry factors of the differential equations for the polynomials
{Rh(x)}h≥0 and {Sk(y)}k≥0, respectively. This is a particular case of Section 7.1, since
Φ =
(
a 0
0 c
)
, Ψ =
(
d
e
)
,
and
(a ω1)x = dω1, (cω2)y = eω2,
are the respective Pearson equations for the univariate polynomials. Observe that ay = dy = 0,
that is, a and d only depend on x ; and cx = ex = 0, that is, c and e only depend on y. Then, (33)
holds and the Rodrigues formula gives
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n)t,
where
Qn−i,i (x, y) =
(n
i
) 1
ω1
∂n−ix (an−i ω1)
1
ω2
∂ iy (c
i ω2), 0 ≤ i ≤ n.
Observe that this expression provides Qn−i,i (x, y) as the product of the one-dimensional
Rodrigues formulas for {Rh}h≥0 and {Sk}k≥0 (see, for example, [3]), up to a constant factor.
General tensor product of univariate classical orthogonal polynomials is not included in the
Krall and Sheffer [12], and Suetin [17] classifications for the bivariate classical orthogonal
polynomials, except for Hermite and Laguerre families.
7.3. The Suetin–Rodrigues formula
Suetin ([17], p. 146) and Kim et al. [9] proved a Rodrigues formula for some classical
orthogonal polynomials in two variables in the Krall and Sheffer sense. They need a weight
function over a domain G ⊂ R2, and some additional hypothesis, but this formula only runs for
a few cases, since it provides orthogonal polynomials whose degrees are higher than expected.
We study this Rodrigues formula, and we will show that, in the case where it provides an OPS,
it is again a particular case of the matrix Rodrigues formula given in (35).
Using the same technique as in Proposition 4.1, Eq. (30) can be reduced to the form(
α 0
0 α
) (
ωx
ωy
)
=
(
β
γ
)
ω H⇒
{
α ωx = β ω,
α ωy = γ ω,
where α, β, γ are defined in Proposition 4.1.
In the Suetin case, the special elections for the polynomials a, b, c, d and e (3), makes
deg(α) ≤ 3, deg(β) ≤ 2, and deg(γ ) ≤ 2. Suetin assumes that the main polynomials a, b,
c, which are the coefficients of the higher order derivatives in the differential operator L[·], can
be factorized. He assumes
a = a1 a2, b = a1 b1 c1, c = c1 c2,
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where a1 6= 0, c1 6= 0. This assumption does not spoil the generality because in any case, it is
possible to set
a1 = c1 = 1.
Then
α = a1 c1α0, β = c1β0, γ = a1γ0,
and ω satisfies the following system of partial differential equations
pωx = β0 ω, q ωy = γ0 ω,
where p = a1 α0, and q = c1 α0.
In [17], p. 151–152, the author proved
Theorem 7.1. If (a1)y = (c1)x = 0, then the formula
Qn,m(x, y) = 1
ω
∂nx ∂
m
y (p
n qm ω),
defines an algebraic polynomial in the variables x and y, orthogonal to all polynomials of lower
degree, i.e. under the condition k + s < n + m, the following equality holds∫ ∫
G
ω(x, y) xk ys Qn,m(x, y)dxdy = 0.
Observe that the polynomial Qn,m(x, y) defined from the Suetin–Rodrigues formula has total
degree higher than n + m, except for
deg(p), deg(q) ≤ 2, deg(β0), deg(γ0) ≤ 1. (38)
Only in this situation, the Suetin–Rodrigues formula will provide orthogonal polynomials
Qn,m(x, y) with exact degree n in the variable x , and exact degree m in the variable y, and it
would be possible to construct an OPS. The Suetin–Rodrigues formula only provides OPS under
conditions (38), and it only runs for orthogonal polynomials on the unit ball (see Section 7.4),
Appell polynomials (Section 7.5), Case II in its classification, and tensor products of Laguerre
and Hermite classical orthogonal polynomials in one variable.
Even in these cases, the Suetin–Rodrigues formula is again a particular case of Section 7.1,
since Suetin hypothesis (a1)y = (c1)x = 0 implies (33), and a diagonal shape for the matrix Φ.
Matrix Rodrigues formula (35) provides, for n ≥ 0, a WOPS
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n)t,
where
Qn−i,i (x, y) = 1
ω
(n
i
)
∂n−ix ∂ iy (pn−i q i ω), 0 ≤ i ≤ n.
Observe that the above expression coincides with the Suetin–Rodrigues formula up to the
binomial coefficients.
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7.4. Orthogonal polynomials on the unit ball
Classical orthogonal polynomials on the unit ball, B2 = {(x, y) : x2+ y2 ≤ 1}, are associated
with the weight function (symmetry factor)
ω(x, y) = (1− x2 − y2)µ−1/2, µ > −1/2.
In this case, the matrices Φ and Ψ are given by
Φ =
(
x2 − 1 x y
x y y2 − 1
)
, Ψ =
(
(2µ+ 2)x
(2µ+ 2)y
)
,
and the matrix Pearson-type equation for the symmetry factor ω is given by(
x2 − 1 x y
x y y2 − 1
)(
ωx
ωy
)
=
(
(2µ− 1)x
(2µ− 1)y
)
ω. (39)
We can check that condition (33) does not hold, and matrix Rodrigues formula (35) does not
provides a WOPS. However, if we multiply by the matrix of adjoints of Φ, we can transform the
above matrix Pearson-type equation and obtain(
1− x2 − y2 0
0 1− x2 − y2
)(
ωx
ωy
)
=
(−(2µ− 1)x
−(2µ− 1)y
)
ω. (40)
The two symmetry Eqs. (39) and (40) for the symmetry factor ω are equivalent even when
the symmetry factor is replaced by the moment functional associated with the orthogonal
polynomials on the unit ball (see [13]).
Eq. (40) is a Pearson-type equation for the symmetry factor ω, it is diagonal, and it satisfies
condition (37). Then, matrix Rodrigues formula provides a WOPS defined as follows
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n)t,
where
Qn−i,i (x, y) = 1
ω
(n
i
)
∂n−ix ∂ iy ((1− x2 − y2)n ω), 0 ≤ i ≤ n, (41)
which coincides with the Rodrigues formula for the orthogonal polynomials on the unit ball as
described in [5,9,17].
7.5. Orthogonal polynomials on the simplex (Appell polynomials)
The weight function associated with the classical orthogonal polynomials on the simplex,
T = {(x, y) : x, y ≥ 0, 1− x − y ≥ 0}, is defined by
ω(x, y) = xα yβ(1− x − y)γ , α, β, γ > −1.
Here, the matrices Φ and Ψ are given by
Φ =
(
x(x − 1) xy
xy y(y − 1)
)
, Ψ =
(
(α + β + γ + 3)x − (α + 1)
(α + β + γ + 3)y − (β + 1)
)
.
Observe that condition (33) holds, and therefore, the matrix Rodrigues formula for triangle
polynomials provides a WOPS. Since the obtained polynomials are monic, they coincide with
the so-called second kind Appell polynomials (see [17]).
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Kim et al. (see [9]) proved that ω satisfies also a diagonal matrix Pearson-type equation(
x (1− x − y) 0
0 y (1− x − y)
) (
ωx
ωy
)
=
(
α(1− x − y)− γ x
β(1− x − y)− γ y
)
ω.
In this way, condition (37) holds, and we are again in the situation described in Section 7.1. Then,
we get that
Qtn = (Qn,0, Qn−1,1, . . . , Q0,n)t,
defined from the matrix Rodrigues formula
Qn−i,i (x, y) = 1
ω
(n
i
)
∂n−ix ∂ iy (xn−i yi (1− x − y)n ω), 0 ≤ i ≤ n, (42)
is a WOPS relative to ω.
Rodrigues formula for the circle and the triangle polynomials, (41) and (42) respectively,
coincide with the classical expressions for these polynomials which appear in the literature (see,
for instance, [1,5,9,17]).
7.6. The most intriguing case (sic, Littlejohn, [14])
Krall and Sheffer [12] showed that the differential equation
L[p] ≡ 3 y pxx + 2 pxy − x px − y py = −n p,
has an OPS as solutions, associated with the quasi-definite moment functional u whose moments
are given by ([12], p. 362)µh+3 k,h = 〈u, xh+3 k yh〉 =
(h + 3k)!
k! , (h, k = 0, 1, . . .),
µh,k = 〈u, xh yk〉 = 0, in any other case.
The explicit expressions for the matrices Φ and Ψ are
Φ =
(
3y 1
1 0
)
, Ψ =
(−x
−y
)
.
A symmetry factor for the partial differential operator is ω(x, y) = exp(y3 − xy) [14]. Observe
that condition (33) is satisfied, and since b = 1 and c = 0 in the matrix Φ, one can easily see
that Φ{n}i, j = 0 when i + j > n and Φ{n}i, j = 1 when i + j = n. This shows that Φ{n} is a
triangular matrix with 1’s on the diagonal, and since 〈u, 1〉 = 1, Corollary 6.7 can be applied.
Then Rodrigues formula (35) generates a WOPS associated with u.
In particular, we get
Qt0 = 1,
Qt1 = (−x,−y) ,
Qt2 =
(
x2 − 6y, 2xy − 2, y2
)
,
Qt3 =
(
−x3 + 18xy − 12,−3x2 y + 18y2 + 6x,−3xy2 + 6y,−y3
)
,
· · · .
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We must remark that Rodrigues-type formula for these polynomials can not be obtained using
the Suetin tools (see Example 4.7 in [9]). Moreover, the symmetry factor ω is not a weight
function. These polynomials have attracted considerable attention [8,9,12,14,17] since this is the
simplest case of classical orthogonal polynomials in two variables orthogonal with respect to a
nonpositive definite moment functional.
7.7. A non Krall and Sheffer case of classical orthogonal polynomials
Let us consider the moment functional u defined by means of its momentsµh+4 k,h = 〈u, xh+3 k yh〉 =
(h + 4k)!
k! , (h, k = 0, 1, . . .),
µh,k = 〈u, xh yk〉 = 0, in any other case.
As we can easily check, this moment functional is quasi-definite and it satisfies the Pearson-type
equation
div(Φ u) = Ψ t u,
where
Φ =
(
4 y2 1
1 0
)
, Ψ =
(−x
−y
)
.
Then, u is nonpositive definite and classical (in extended sense) according with our definition,
but it does not fit into the Krall and Sheffer classification. Moreover, solving the Pearson-type
equation for a function ω(x, y), we obtain that a symmetry factor for the partial differential
operator is ω(x, y) = exp(y4 − xy).
As in Example Section 7.6, this matrix Φ satisfies the condition (33) and using Corollary 6.7,
we can apply the matrix Rodrigues formula (35) to get the WOPS
Qt0 = 1
Qt1 = (−x,−y)
Qt2 =
(
x2 − 12y2, 2xy − 2, y2
)
Qt3 =
(
−x3 − 48y + 36xy2,−3x2 y + 36y3 + 6x,−3xy2 + 6y,−y3
)
· · · .
These polynomials satisfy the matrix differential equation
L[Qtn] = QtnΛn,
where Λn are nonsingular lower triangular matrices:
Λ0 = (0), Λ1 =
(−1 0
0 −1
)
,
Λ2 =
−2 0 00 −2 0
8 0 −2
 , Λ3 =

−3 0 0 0
0 −3 0 0
8 0 −3 0
0 24 0 −3
 .
52 M. A´lvarez de Morales et al. / Journal of Approximation Theory 157 (2009) 32–52
Acknowledgments
The authors are very grateful to the Referees for their valuable suggestions and comments.
In particular, we acknowledge the anonymous Referee who attracted our attention to
Reference [13].
The authors were partially supported by Ministerio de Ciencia y Tecnologı´a (MCYT) of Spain
and by the European Regional Development Fund (ERDF) through the grant MTM 2005-08648-
C02-02, and Junta de Andalucı´a, Grupo de Investigacio´n FQM 0229.
References
[1] P. Appell, J. Kampe´ de Fe´riet, Fonctions hyperge´ome´triques et hypersphe´riques, in: Polynomes d’Hermite,
Gauthier-Villars, Paris, 1926.
[2] R. Bellman, Introduction to Matrix Analysis, 2nd ed., SIAM, Philadelphia, 1997.
[3] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, 1978.
[4] C.W. Cryer, Rodrigues formulas and the classical orthogonal polynomials, Boll. Unione Mat. Ital. (3) 25 (1970)
1–11.
[5] C.F. Dunkl, Y. Xu, Orthogonal Polynomials of Several Variables, in: Encyclopedia of Mathematics and its
Applications, vol. 81, Cambridge University Press, 2001.
[6] L. Ferna´ndez, T.E. Pe´rez, M.A. Pin˜ar, Classical orthogonal polynomials in two variables: A matrix approach,
Numer. Algorithms 39 (1–3) (2005) 131–142.
[7] L. Ferna´ndez, T.E. Pe´rez, M.A. Pin˜ar, Weak classical orthogonal polynomials in two variables, J. Comput. Appl.
Math. 178 (1–2) (2005) 191–203.
[8] Y.J. Kim, K.H. Kwon, J.K. Lee, Orthogonal polynomials in two variables and second-order partial differential
equations, J. Comput. Appl. Math. 82 (1997) 239–260.
[9] Y.J. Kim, K.H. Kwon, J.K. Lee, Partial differential equations having orthogonal polynomial solutions, J. Comput.
Appl. Math. 99 (1998) 239–253.
[10] M.A. Kowalski, The recursion formulas for orthogonal polynomials in n variables, SIAM J. Math. Anal. 13 (1982)
309–315.
[11] M.A. Kowalski, Orthogonality and recursion formulas for polynomials in n variables, SIAM J. Math. Anal. 13
(1982) 316–323.
[12] H.L. Krall, I.M. Sheffer, Orthogonal polynomials in two variables, Ann. Mat. Pura Appl. Ser. 4 76 (1967) 325–376.
[13] J.K. Lee, Bivariate version of the Hahn–Sonine theorem, Proc. Amer. Math. Soc. 128 (8) (2000) 2381–2391.
[14] L.L. Littlejohn, Orthogonal polynomial solutions to ordinary and partial differential equations, in: Orthogonal
Polynomials and their Applications. Proceedings Segovia (Spain), 1986, in: Lecture Notes in Mathematics, vol.
1329, Springer, Berlin, 1988, pp. 98–124.
[15] F. Marcella´n, A. Branquinho, J. Petronilho, Classical orthogonal polynomials: A functional approach, Acta Appl.
Math. 34 (1994) 283–303.
[16] R. Rasala, The Rodrigues formula and polynomial differential operators, J. Math. Anal. Appl. 84 (1981) 443–482.
[17] P.K. Suetin, Orthogonal Polynomials in Two Variables, Gordon and Breach, Amsterdam, 1999.
[18] Y. Xu, On multivariate orthogonal polynomials, SIAM J. Math. Anal. 24 (1993) 783–794.
