We propose a modified Newton-Raphson (MNR) algorithm to estimate multiple penalized least squares (MPLS) models, and its extension to perform efficient optimization over the active set of selected features (AMNR). MPLS models are a more flexible approach to find adaptive least squares solutions that can be simultaneously required to be sparse and smooth. This is particularly important when addressing real-life inverse problems where there is no ground truth available, such as electrophysiological source imaging. The proposed MNR technique can be interpreted as a generalization of the Majorize-Minimize (MM) algorithm to include combinations of constraints. The AMNR algorithm allows to extend some penalized least squares methods to the p≫n case, as well as considering sign constraints. We show that these algorithms provide solutions with acceptable reconstruction in simulated scenarios that do not cope with model assumptions, for low n/p ratios. We then use both algorithms for estimating known and new electroencephalography (EEG) inverse models with multiple penalties. Synthetic data were used for a preliminary comparison with the corresponding solutions using the least angle regression (LARS) algorithm according to well-known quality measures; while a visual event-related EEG was used to illustrate its usefulness in the analysis of real experimental data.
Introduction
Linear models are widely used due to their numerous applications. The linear regression model is stated as = + , where the columns of the design matrix X, ( 1 , … , ∈ ℝ ) are predictors, ∈ ℝ is the response vector, ∈ ℝ is the vector of coefficients to be estimated and ∈ ℝ is the error term such that ~(0 ⃗ , 2 ), where 2 is the variance of the noise component and represents the size-n identity matrix. When p≫n this model corresponds to an underdetermined system with no unique solution, which implies the need of introducing constraints to "select" a solution to the problem. This has led to a huge amount of scientific work on how to efficiently and reliably estimate models with different types of additional constraints, with many new extensions of regularization techniques in the last decade [1] . These techniques produce biased but stable linear solutions when using L2 norm penalties, being Ridge regression [2] the classical example, which can be stated in its typical form as ̂= argmin{( − ) ( − ) + ‖ ‖ },
where is the regularization parameter and ‖ ‖ represents the L2 norm of vector .
The advent of the least absolute shrinkage and selection operator (LASSO) [3] and the emergence of the more general penalized least squares (PLS) formulation [4] , allowed the recovery of sparse solutions, where a large number of coefficients can be forced to be zero by increased penalization, in contrast to Ridge regression which never produces sparse solutions.
In the PLS context, LASSO can be stated as ̂= argmin{( − ) ( − ) + ‖ ‖ }, which mainly differs from Ridge by using the L1 norm of coefficients ‖ ‖ instead of the L2 norm squared as the regularization term.
Methods producing sparse estimators and are considered variable selection techniques in the PLS context. Moreover, the sparsity constraint can be naturally combined with other constraints to obtain estimators with simultaneous sparse, smooth and possibly non-negative characteristics. In this broad sense, the Fused LASSO [5] , the Fusion LASSO (FnLASSO) [6] , the Elastic Net (ENET) [7] and the Smooth LASSO (SLASSO) [8] , can be seen as particular instances. A general model consisting on the combination of a flexible number of penalty terms has been named as Multiple PLS (MPLS) [9, 10] ), stated as follows: ̂= argmin{( − ) ( − ) + ( )}, with ( ) = ∑ ∑ ( ) (|θ i ( ) |) = = (1) where the penalty term takes the form of a sum of several convex and non-convex constraints or penalty functions ( ) : ℝ ↦ ℝ, for = 1, … , , which are symmetric, non-negative, nondecreasing and continuous over (0, +∞). This is evaluated at the components of the vector ( ) = ( ) , where ( ) ∈ ℝ × p are linear operators, e.g. the matrix of first or second differences. The regularization parameters , for = 1, … , , establish the relative importance of each constraint. As can be easily shown, LASSO and Ridge regression are instances of equation (1) setting = 1, = (the × identity matrix) and using the L1 and L2 norms as penalty functions, respectively. These and other particular examples are summarized in Table 1 .
Regarding the algorithms to perform estimation of solutions, many traditional approaches (e.g. conjugate-gradient, coordinate-wise descent and Newton-Raphson) have been used to solve some particular instances of this model. Specifically, the Local Quadratic Approximation (LQA) [4] and the Majorize-Minimize (MM) [11, 12] algorithms have provided a numerical engine to implement PLS methods. These algorithms can be seen as applications of a Newton-Raphson (NR) technique using an approximation of the objective function to produce true sparse solutions, although using a numerical trick to enforce sparsity and to ensure numerical stability [13] . However, despite LQA and MM inherit the virtues of NR, they cannot deal with the general MPLS model.
Another algorithm for solving PLS models is Coordinate Descent (CD), implemented in the popular GLMNET package by Friedman [14] , which has been slightly improved by replacing each CD step with a Coordinate-wise Majorization Descent operation [15] . Alternatively, the least angle regression (LARS) [16] and the Shooting algorithm [17] also known as coordinatewise descent [18] , offer efficient implementations for several of these PLS methods (e.g. LASSO, ENET) with the advantage that they make variable selection and estimation simultaneously. However, despite recent sophisticated algorithms [19] , their application scope is not as extensive as in the case of LQA and MM approaches. 
Nonnegative
Garrote (NNG) (θ) = |θ|; = with = 1/| | for i = 1, … , ≥ 0 > 0 ≤ 0 < 0 Table 1 : Known models represented as instances of the general MPLS model (equation 1). Here, is the firstdifference operator (Jacobian) and is a matrix used for imposing a correlation structure in the solution, typically being the Jacobian or the second-difference operator (Laplacian). The is the ordinary least squares solution.
Other important instances dealing with LASSO-type penalties are the Group-LASSO and Adaptive LASSO. In 2006, Yuan and Lin introduced the Group-LASSO in order to allow predefined groups of covariates to be similarly penalized, so that all members of a particular group are simultaneously set to zero (or nonzero) in the obtained solution. [20] . The Adaptive LASSO (ALASSO) was introduced by Zou as an interesting extension of LASSO to allow individual weights for each coefficient [21] . Recently Chang and colleagues proposed an extension of the ALASSO (Tukey-LASSO), where the Tukey's bi-weight criterion is used for the squared differences [22] . They also proposed a fast-accelerated proximal gradient algorithm, which is also called the fast-iterative soft thresholding algorithm (FISTA), for computing the Tukey-LASSO. According to their results, this model can provide better estimates compared with the ALASSO and other robust LASSO implementations. Other approaches, such as the least absolute deviation (LAD), tried to address the robustness of the LS regression by using the L1 norm in the data fitting term [23] . The LAD estimator was shown to be robust to the presence of points with large residuals (regression outliers) but also sensitive to leverage points [24] . Jung proposed a robust estimator for ALASSO based on a weighted LAD criterion, which he called WLAD-LASSO) [25] .
On the other hand, several attempts have been done to combine sparsity with smoothness, i.e. to obtain solutions formed by smooth patches of nonzero variables, such as the introduction of the soft-thresholding and firm-thresholding operator [26] . More recently, Voronin and Chartrand [27] proposed a generalized thresholding algorithm for inverse problems with spatial restrictions (sparsity). Another approach tried to apply L2 norm penalty to small coefficients and L1 norm penalty for large coefficients, using the Huber's criterion and its variants and combinations with LASSO-type penalty functions [28, 29] . Although these methods offered robust estimators, they were not tested for very underdetermined problems (p≫n), in which case the methods that have received more attention are the ENET and the SLASSO using MM/LQA algorithms.
In a seemingly different approach combining L1/L2 norms, some authors have used the idea of structured sparse penalization based on mixed-norms (MXN) models [30, 31] , which can also be seen as a particular Group LASSO model. One direct application of this model to the solution of the EEG/MEG inverse problem is the Focal Vector Field reconstruction [32] where sparsity is imposed on the amplitude of the solution but keeping smoothness in the three spatial components (x, y, z) that defines the direction of this vector magnitude. The penalization function is then the L1 norm of the vector formed by the L2 norms of the solution vector in each voxel. With the same goal, a model based on the L2 norm of a vector whose elements are obtained as the L1 norms of other vectors, has been called Elitist LASSO [30, 31] . This type of penalization was extended to the spatio-temporal context, consisting in the application of an L1 norm along the first dimension of the parameter matrix, and an L2 norm along the second dimension [33] . Although originally a second-order cone programming was used [33] , it has been shown that a generalized shrinkage operator [31] can estimate these models for imposing structured sparsity. However, the regularization approach using MXN as a penalty function becomes a convex, non-differentiable, irrational, and non-separable (along columns or rows) optimization problem, which makes the inference process computationally very expensive. More recently, efficient proximal operators and gradient based algorithms have been developed to compute a solution to the spatio-temporal EEG inverse problem, by using special cases of mixed-norms (e.g., FISTA, [26, 34, 35] and an Empirical Bayesian approach [36] . The Bayesian approach presented in Paz-Linares [36] , showed that these models can be formulated in terms of MPLS models, particularly a general version of the ENET. Therefore, they might also be possible to handle with algorithms developed for more general MPLS models.
Many applications require the use of nonnegative constraints for the solution. Although this is not an easy task, several attempts have been done since the introduction of the "best subset selection", which was one of the first variable selection procedures but cannot be represented as a PLS method [37] . The model instability of this method is well-known and thus, Breiman introduced the Nonnegative Garrote (NNG) as a variable selection technique that shrinks and zeroes the ordinary least squares (OLS) estimator in order to give intermediate results between OLS and subset selection [38] , (see Table 1 ). Gijbels and colleagues introduced three robust versions of the nonnegative garrote, namely the M-, LTS, and S-nonnegative garrote [39] . They also introduced the MM-nonnegative garrote by combining the S-and M-nonnegative garrote. One of their findings is that the influence function of a specific robust nonnegative garrote estimator is different for different initial robust estimators. However, one important limitation of NNG is that it is restricted to the p<n case, which hinders its applications to general problems. Another approach was followed by [40] , who introduced a version of the LARS algorithm to implement the LASSO with nonnegative constraints. However, to our knowledge, algorithms for imposing nonnegativity has not been proposed within the MPLS approach.
To deal with applications on real world inverse problems where there is no experimental ground truth available (i.e. the EEG inverse problem), our group have continued working in the development of more efficient algorithms to address flexible MPLS models which may produce smooth/sparse and/or sparse/sign-constrained solutions. In this work, we introduce two different approaches pointing in that direction. Firstly, we introduce a modified Newton-Raphson (MNR) algorithm to solve MPLS models, from a natural extension of the MM approach. This allows solving general combined models with similar convergence properties as those for MM and LQA algorithms. However, it does not allow obtaining nonnegative solutions, since the use of sign constraints within the MNR algorithms is not straightforward. Secondly, we propose an MNR algorithm based on the active set technique, which will be called AMNR and can be seen as an extension of the LARS algorithm for convex and continuously differentiable cost functions in possible nonnegative (nonpositive) scenarios. In particular, we introduce AMNR algorithms to extend the NNG to deal with the p≫n case, and to handle the Adaptive LASSO and other novel methods that we call the Smooth Nonnegative Garrote (SNNG) and the Nonnegative Smooth LASSO (NN-SLASSO).
The MNR algorithm for implementing MPLS methods is developed in Section 2. Then, we introduce the AMNR algorithm in Section 3 and the model extensions that it can handle in subsection 3.1. In section 4, we present a simulation study to investigate the performances of MNR and AMNR algorithms for solving the same MPLS models. In Section 5, we compare MNR and AMNR algorithms in the context of solving the EEG inverse problem, using simulated (Subsection 5.1) and real data (Subsection 5.2). Finally, Section 6 is devoted to discussion of results and conclusions.
MNR algorithm for MPLS methods
In this section, we present an MNR algorithm to implement MPLS methods. This algorithm can be seen as an extension of the MM algorithm [11] for dealing with MPLS models, but it is closely related to classical Newton-Raphson (NR) techniques. The general objective function for MPLS models can be written as
, and its gradient as
where ( ) ( ) = ( ) are vector functions that model the row-wise correlation structure of . The linear operators ( ) ∈ ℝ × can be set to ( ) = to imply independence of β or to any other matrix structure (e.g. first and second difference operators). The scalar magnitude θ i ( ) is the i-th element of ( ) and (θ i ( ) ) represents the sign function.
We now follow the same rationale used by the Majorize-Minimize algorithm of Hunter and Li [11] . To avoid numerical problems when θ ≈ 0, they proposed to modify the objective function (i.e. an approximation ( )), by perturbing every function ( ) for 1,..., rR , using some small > 0, as:
(2) The local quadratic approximation of (2) for all penalty functions in the MPLS model leads to:
, where the symbol ( + ) denotes the limit of ( ) as → from above. The NR technique is then used to minimize the perturbed objective function through its first and second derivatives:
for = 1, … , and some very small > 0. Then, we can locally minimize the perturbed objective function ( ) for some > 0, using the iterative formula:
Note that ‖ ( ) − ( )‖ → 0 and ‖∇ ( ) − ∇ ( )‖ → 0 uniformly whenever → 0. Thus, any limit point of the estimated sequence (1) , (2) , … represent a critical point of the original objective function ( ) [11] .
In our case, the objective function may be more complex if it combines convex and concave penalty functions with correlation structure. In those cases, the NR algorithm can be stuck at saddle or local stationary points. However, the function ( ) is convex for the known PLS methods based on the LASSO-type penalty, e.g. Fused LASSO [5] , Fusion LASSO [6] and Smooth LASSO [8] . Therefore, for these cases the MNR implementation and, in particular, the canonical version ( = 1), achieves the global minimum. Finally, the parameter can be selected as proposed by Hunter and Li [11]: = 2 min {|θ ( ) | : θ i ( ) ≠ 0} , for = 1, … , ℓ and = 1, … , , where = { ( ) ′ (0 + )}, for = 1, … , , and > 0 is the convergence parameter (i.e. convergence is determined when an absolute change in every element of the vector solution is below a predefined value, such that | ( )| < 2 ⁄ ). The parameter becomes smaller through iterations but it is usually fixed after the first iteration to avoid numerical instability (see Hansen (1998) ) [41] .
The canonical version of the MNR algorithm, extended here for MPLS models, is shown in the table Algorithm 1. Algorithm 1. MNR for MPLS ( ∈ ℝ × , ∈ ℝ × , 1 , … , , (1) ,..., (R) ) 1. Start with : ⟵ 0 and set τ ← 10 −8 , ← 10 −8 , MaxIter← 100 and ← .
Set ⟵ + 1 and compute
). This algorithm depends on the regularization parameters 1 , … , , which can be chosen from a given grid of values or from an automatically determined range according to the singular values of . The selection of the 'optimal values' for these parameters is a complex process that will not be considered here in detail. This is usually done by minimizing information criteria such as Akaike (AIC), Bayesian (BIC) or the generalized cross-validation (GCV) function. For this purpose, it is necessary to compute the degrees of freedom, which can be estimated as proposed in Hunter and Li [11] . In order to avoid the selection of optimal parameters in an R-dimensional grid, we prefer to set = and set ad hoc values for the proportions > 0, for ∀ = 1, … , , such that ∑ = 1 in the implementation. The , ∀ represent prior assumptions about relative penalty contribution and allow simplifying the selection process as now only the parameter needs to be estimated.
If

AMNR technique for MPLS methods
Although the MNR algorithm allows the implementation of a wide range of MPLS methods, it produces very small coefficients that should be estimated as zero in sparse scenarios, similarly as it happens with classical procedures [42] . Variable selection and active set algorithms overcome this limitation by doing feature selection and estimation simultaneously, which implicitly guarantees a higher degree of sparsity in the solution. In this section, we introduce a new technique based on the use of MNR over the active set of salient features (AMNR).
As noticed by Mørup and others, the LARS algorithm can be stated as the iterative application of the Newton-Raphson technique over the space of selected predictors, considering a particular selection of the descent step [40, 43] . This strategy has been used to produce the optimal estimators for LASSO and other methods, and to obtain an automatic set of parameters that thoroughly characterize the selection/deletion process. As shown in section 1 of the Supplemental Material, the AMNR can be derived from the LASSO formulation such that it fulfills the optimality conditions, and easily extended to cover more general MPLS models. The implementation is very similar to the LARS algorithm for LASSO; however, it does not require predictors to be standardized and can also be used to minimize continuously differentiable objective functions with sign constraints. In essence, we called AMNR technique to those procedures that select variables and apply the general ideas of modified Newton-Raphson techniques over a subspace of selected variables. This approach is widely applicable to address other optimization problems that have been handled before with some of the very well-known Newton-Raphson extensions [44] .
The AMNR algorithm for MPLS methods can then be summarized as shown in the table Algorithm 2. In the pseudo code, is the active set, Z is the full set of variables and is the matrix formed by the columns of corresponding to those indices included in , (in the order fixed in ). The ℎ is the storage indices of position h in .
{If stop condition is true, go to
Step 9}. 4 . {Select the ∈ indices to be included in the active set } 5. Move from to , the insertion order must be conserved, that is ⟵ [ , { }] and Z ⟵ Z\{ } Compute ( ) ⟵ ( −1) + ( ) and go to Step2 9. Ending step: obtain the whole path of optimal solutions (0) , (1) , … , ( ) .
The AMNR algorithm can be seen as an algorithm template that allows adapting the different specific models, such as LASSO, ENET, SLASSO, ALASSO and their nonnegative/nonpositive versions. Steps 1, 3, 4 and 7 (defined in braces in the pseudo code), need specific definitions for particular implementations. For example, the initialization (step 1) is different for each model since some of them will use fixed weights. Step 3 defines a condition for stopping the variable selection procedure, usually based on the correlation of each predictor ( j ) with the residual vector ( ( ) ) at iteration k-th ( = ( ) ). In LASSO, the algorithm stops if there is no any variable (j) such that | | ≤ , for an arbitrary small . In ALASSO, the condition changes to | |/ ≤ ; where are the weights. Obviously, in all cases, the variable selection stops if all variables are already included in . In Step 4, the algorithm performs variable selection by adding to the non-active variable that maximizes | | (in the case of LASSO) or | |/ (in the case of ALASSO) for each iteration.
Step 7 computes the step α in the direction of the gradient descent. The particular way it is computed for the LASSO and ALASSO models are detailed in sections 1 and 3 of the Supplemental Material, respectively.
Addressing new models with AMNR
The capability for establishing nonnegative and nonpositive constraints with the AMNR algorithm can be exploited to implement the nonnegative Garrote (NNG) method [38] , which is stated as:
where β is the j-th component of the ordinary Least Squares (OLS) estimator. This is analogous to the following formulation:
This can be seen as a version of the ALASSO model (see Table 1 ) with sign constraints over and with weights defined as = 1 | | ⁄
. As originally conceived, the NNG is limited to p<n situations because it depends heavily on the OLS estimator. However, it can be extended to the p≫n scenario if we consider making it dependent on other estimators and stating a general approach. In other words, we can use any reference estimator (for example, the LASSO, FnLASSO, ENET or SLASSO) and denote it as . The NNG extension to the p≫n scenario is then a nonnegative version of an ALASSO model where the weights are defined from other reference solutions previously known (computed). In this sense, it is clear that an AMNR algorithm can be designed to implement the NNG method for general p≫n conditions. It is evident that using sparse would be helpful to promote sparsity since those high will imply smaller penalization and those close to cero will push the corresponding variables of the NNG solution to cero. The AMNR algorithms for the ALASSO and the NNG model are respectively shown in sections 3 and 4 of the Supplemental Material.
Another extension that we consider here is to include more penalty terms in the NNG model (i.e. extend it to MPLS models). The simplest option is just to add a quadratic term for imposing some degree of smoothness:
where ̃= , = diag( 1 , 2 , … , ) and is a structure matrix that can be set to the identity matrix (i.e. implying independence of ) or to any other matrix (e.g. first or second difference operators). This extension of the NNG equation (3) with a smoothness term will be called the Smooth Nonnegative Garrote (SNNG). In practice, the solution is found by ̂= ŵ , avoiding the division by | | (in any step of the Algorithm) which is very important when β is a sparse solution. In that case, the condition ≥ 0 implies that elements that are zero in the will also be zero in , making the SNNG solution also sparser than the one used as reference.
On the other hand, equation (4) can also be seen as a Smooth LASSO model [8] with sign constraints if we set = 1, ∀ , and take L as the first difference matrix. We will call this extension of Smooth LASSO with nonnegative constraints, as NN-SLASSO. To our knowledge, the SLASSO model has not been treated with nonnegative restrictions and we will explore its performance to solve ill-posed problems in this paper. Other extensions that will not be explored here can be easily derived from the more general model, such as nonnegative versions of ENET and Ridge L (using = 0 ).
Performance of MNR and AMNR: simulation study
The goal of this simulation study is to investigate the performances of MNR and AMNR algorithms for different penalized models. To this end, we generate 100 independent samples of the simulation design for three different n/p relations (n/p={0.05, 0.25, 0.5}), corresponding to 200 predictors (p = 200) and n observations (n={10, 50, 100}), respectively. The simulation design consists in a solution with three active regions (nonzero components) that will be called the 'bell', 'square' and 'point' sources, and the use of the linear model = + where = 0 except for:
for 30 < j < 70 ( ) 1, { for 95 < j < 105 ( ) and j = 150 ( ) The components of and are standard normal, which leads to a theoretical SNR of about 13 db. For this data, we estimate with different penalty methods and algorithms. To evaluate the performances of the different algorithms, we used three of the quality measures that have been used and described in the literature [45] . Area Under the ROC Curve (AUC), Relative
), and the computational time (for one solution). In the analysis of simulated data, we will report boxplots of these measures computed using 100 repetitions corresponding to different noise instances. Figure 1 and Figure 2 illustrate an application of the two proposed algorithms for different models. Both figures show a simulation with n = 100 samples and p = 200 predictors (n/p = 0.5), and the solutions corresponding to those with the medoid AUC (i.e. the repetition whose AUC is the closest to the median of all AUC). In Figure 1 , we compare the LASSO, FnLASSO and SLASSO solutions obtained by using the well-known LARS algorithm as well as with the MNR and AMNR algorithms presented in this paper. Generally, the MNR and the AMNR offered solutions with similar behavior as those offered by LARS. In the ENET L and FnLASSO, MNR provides the least sparse solutions but reconstructing better all sources (bell, square, point). AMNR seems to estimate over-sparse solutions, missing the point source in the case of SLASSO and ENET L models. Figure 2 shows the estimators for Ridge (with and without using the Laplacian operator), ALASSO, NN-SLASSO, NNG and SNNG penalized models, obtained by using the AMNR algorithm. In general, the use of nonnegativity constraints in the NN-SLASSO, or the use of a reference estimator in NNG and SNNG, allows obtaining sparser estimators, more similar to the true simulation. This implies that they produce simpler models which might be more interpretable in statistical analyses. In all cases, the estimator corresponding to the point source suffered from the insufficient data problem and was over shrunk when using smoothness constraint. In particular, the SNNG estimator behaves as a smooth though sparser version of the reference estimator: the most salient features are enhanced while the smaller are discarded. On the contrary, the NNG solution enhances isolated sources at the cost of degrading the reconstruction of the smooth patches. ALASSO an NN-SLASSO offered good reconstruction of the three regions but with many (small) spurious nonzero coefficients. For each of the 100 simulations appearing in Figure 1 and Figure 2 , for the nine different models and three algorithms, we computed three measures for a quantitative evaluation of the quality of the reconstruction. Figure 3 presents a boxplot of the AUC and (1-RE) together, for an easier interpretation of results. In both cases we only show the results that are above 0.5. We can see that most of the methods provided medians of AUC and 1-RE above 0.8, but none of them had both measures over 0.9. Only SLASSO (with LARS and AMNR) and ENET L (with AMNR) had median AUC over 0.9 while the lowest RE (<0.1) was given by NN-SLASSO and SNNG (with AMNR) using Ridge L and FnLASSO as reference solutions. Figure 4 presents a boxplot of the computational time (in seconds), showing that -besides the non-iterative Ridge solutions-the faster models are: LASSO using LARS algorithm and NN-SLASSO and NNG using AMNR for whatever reference estimator. Moreover, the same models using AMNR were generally faster than when computed with the MNR algorithm. Figure 5 shows the median of AUC, median Relative Error and median of the computation time across the 100 estimated solutions in the three cases of n/p ratios {0.05, 0.25, 0.5} and the mean across these three n/p ratios (black line). The methods with better behavior for any n/p relation were SLASSO (with LARS and AMNR algorithms), ENET L (with LARS and AMNR algorithms), SNNG (with FnLASSO as reference estimator) and the nonnegative version of SLASSO (NN-SLASSO). These results are summarized in Table 2 and are consistent with the qualitative pictures given in Figure 1 and Figure 2 , where SLASSO, ENET L, SNNG and NN-SLASSO are the solutions that better reconstructed the simulated bell and square regions. It is clear that the general difficulties in reconstructing the point source will not be largely reflected in the quantitative measures, as it is just one out of 200 estimated points. The analysis of the time necessary for computing one solution showed that the fastest methods are Ridge I and Ridge L, NNG (with the three reference solutions) and NN-SLASSO. Table 2 .
No
Methods (B0) Algorithm Mean for three n/p ratios RE AUC TIME Table 2 : Mean of quantitative quality measures (relative error, area under the curve and computation time) across all n/p ratios for all combinations of models and algorithms. In the case of the NNG and SNNG, B0 represents the reference solution. The best 5 methods in each column were highlighted and the overall best 5 methods were marked with a black triangle.
MNR and AMNR algorithms for solving the EEG inverse problem
Since the last decade of the past century, much effort has been devoted to the development of methods for EEG/MEG source imaging, i.e. for identifying the generators of the EEG/MEG, which is also known as the EEG/MEG Inverse Problem (for simplicity we will refer to it only as the EEG IP). Mathematically, this is an ill-posed problem and finding a solution requires the use of additional or prior information about the properties of the sources. Therefore, the EEG IP is usually established as a penalized regression model [47, 48] . However, there is currently no ground truth available about which electrophysiological sources are active in real EEG/MEG experiments. Therefore, the problem of finding the best inverse solution from the many methods proposed [49] is not straightforward. In this context, we have followed the strategy to propose very flexible models that can adjust solutions to the data at hand [50] . We have indeed proposed to formalize this problem as a more general MPLS model and have previously studied the performance of inverse solutions obtained from models such as LASSO, FnLASSO and ENET, using LQA and MM in simulated and real EEG data [9] .
In this section, we explore the use of the AMNR algorithm for solving the EEG inverse problem with multiple penalties. This will allow us to compare the behavior of the recently proposed algorithm with previous MNR techniques in such a difficult problem. In addition, the AMNR will allow us to try models with combination of smoothness/sparsity and sign constraints that have never been applied to the EEG IP before. Simulated and real data were used for a preliminary comparison with the equivalent solutions using the MNR algorithm in terms of quality measures (localization error and blurring) [9] .
Simulated data
The synthetic data consisted in four different sets of simulated primary current density (PCD) distributions, all of them simulated as a three-dimensional Gaussian source with amplitude of 10 nA/mm 2 and width of 10 mm (spherical). Each set contain seven PCDs: a 'centroid' PCD with maximum located in a particular anatomical structure of a brain space of 3862 generators, and 6 others derived from this one by locating the maxima in each of the 6 closest neighbor generator. Maximum values of the simulated PCDs were located in 1) the cingulate region left (Cingulate), 2) occipital pole left (Occipital), 3) postcentral gyrus (Postcentral), and temporal gyrus right (Temporal) as shown in the first row of Figure 6 . Talairach Coordinates [51] of the maximum value of each simulated PCD appear in Table 3 . [51] of the maximum value of simulated solutions. The first row in each case shows the coordinates of the "centroid" simulated PCD (bolded).
The design matrix (known as the Electric Lead Field) for this brain was computed for an array of 19 electrodes from the 10/20 system using a three-spheres pricewise homogenous and isotropic head model [52] . The simulated voltages were obtained through the equation:
where j is the simulated PCDs, K the lead field and V is the vector of electric potentials (i.e. simulated EEG as if it was measured on an array of electrodes distributed on the scalp surface). Additive white noise was set up in order to have a signal-to-noise ratio (SNR) of 14.8 db. Ne represents the number of electrodes (19) and Ng the number of sources or generators (3862), i.e. the number of grid points obtained from the discretization of the source space inside the brain. Note that as the PCD in each source is a vector magnitude, the solution j has 3 elements corresponding to coordinates x, y, z of the PCD in each source, effectively estimating not only the amplitude but the orientation of the PCD.
Using the whole set of simulations, we compared the performance of inverse solutions obtained for all models and algorithms, in terms of the accuracy of the reconstruction [53] and of normalized versions of the 'localization error' and 'blurring', as defined in [9] Therefore, all these three quality measures will give values close to 1 for perfect reconstructions and close to 0 for bad reconstructions. Table 4 shows the mean and standard deviation of these normalized quality measures across the 28 estimated inverse solutions.
Results showed that ENET L, SNNG (with Ridge L and FnLASSO) and NN-SLASSO, offered the best overall performance in reconstructing the simulated sources, all of them using the AMNR algorithm (marked with a black triangle in Table 4 ). In general, models computed with the AMNR offered better accuracy in the reconstruction and better localization of the maximum activation than the same models computed using MNR (LASSO, FnLASSO, SLASSO, ENET L). The ENET L, SNNG and NN-SLASSO computed by AMNR showed the best localization ability, but -among them-only the NN-SLASSO presented sources with blurring similar to that of the true simulation. Typically, sparse methods showed better estimation of the blurring, as is the case of NN-SLASSO, NNG, ALASSO and LASSO. Interestingly, both sparse and smooth methods led to solutions with high accuracy when using AMNR and LARS but not with MNR or direct computation (Ridge). Table 4 : Mean ± standard deviation of the accuracy, normalized Localization Error and normalized Blurring of the 28 inverse solutions for each simulated data. The three best numbers in each column are highlighted. Figure 6 shows the estimated sources by the best methods according to Table 4 , corresponding to the simulated 'centroid' PCDs in each region. We also added the Ridge L solution, which is mathematically equivalent to a classical solution known as LORETA in the field of EEG source localization [47] . As expected, the Ridge L solutions are very smooth, while ENET L and SNNG methods (computed with AMNR) offered solutions that fluctuate between different degrees of sparsity/smoothness. Also, the use of sign constraints (allowed by AMNR) in the new inverse solutions SNNG and NN-SLASSO, led to sparser solutions than the unconstrained counterparts. SNNG solutions seem to be sparser versions of the reference solutions but without removing all ghost sources. The NN-SLASSO solutions are over-sparse but showing much less ghost sources as a convenient side effect. This solution also improves the localization of the main source with respect to ENET L, offering a very good localization even for the deepest simulated PCD (Temporal). 
Real Data
The real data belongs to a visual event-related experiment, explained in detail in Rodríguez (2012) [54] . Briefly, the experiment consisted in presenting to the subject many trials of a sequence of visual stimuli. Each trial started with the presentation of a fixation cross for 200 ms, which was followed by a face or an image (scrambled face) for 83 ms and then immediately masked with a different scrambled image. The total combined duration of the stimulus and mask was fixed at 200 ms. Then a blank screen was presented, and participants had up to 1770 ms to make their response by pressing different keys in the keyboard. Namely, participants were instructed to rate their perception using a 4-point scale: sure (a face was presented), fairly sure (a face was presented), possibly (saw a face), and no impression (of a face). Correct identification of the presentation of a face was assumed in those trials where a face was presented and the response was sure or fairly sure. Incorrect identification of a face was assumed in the same trials when the response was possibly or no impression.
For trials where a face is presented, the brain produces a voltage transient response (known as visual event-related potential, ERP) that can be extracted from noisy EEG recordings by averaging all the stimuli locked data (generally, 1sec-long trials or epochs extracted with respect to the stimuli onset). This ERP typically shows a negative peak around 170 ms (known as N170 component), after presentation of the stimulus. The amplitude of this peak is different for the cases whether the subject correctly recognizes a face or not, where the ERP analysis is conducted by separately averaging only the trials corresponding to each case. For each subject, the N170 amplitudes were measured as the mean voltage within a 30-ms time window centered at the peak of the component, for each condition separately. These amplitudes for all electrodes formed the topographies (maps over the scalp) that were used for source localization (i.e. they were our observed data for solving the EEG inverse problem). The sources of the N170 peak were estimated separately for the topographies corresponding to correct and incorrect responses with the use of Ridge L, the ENET L and NN-SLASSO methods computed by the AMNR algorithm. Figure 7 shows the maximum intensity projection in the sagittal plane of the estimated sources of the N170 peak, for each condition: correct responses (top row) and incorrect responses (bottom row). Sources of the N170 for correct responses were found in the superior temporal gyrus (left and right), in the middle frontal gyrus (left and right) and in the right middle occipital gyrus. Ridge L and ENET L showed less activation on the occipital region for incorrect detection than for the correct detection, while NN-SLASSO offered a sparser solution with no occipital sources in the incorrect condition. On the contrary, the three methods showed stronger activations in the frontal areas in the case of incorrect detection as compared with sources for correct detection. In general, NN-SLASSO showed a cleaner picture than ENET L, while Ridge L gave an oversmoothed solution with other confusing activations.
Discussion
New algorithms for multiple penalized least squares models
In this paper we make a formal presentation of the MNR algorithm used in previous studies [9, 10] ), and showed that the MNR could be applied for estimating general MPLS models. The main advantage is that this open the possibility of recovering sparse and smooth estimators using combination of L1 and L2 penalty functions. It would also provide an algorithmic framework for exploring others models, such as an extension of SCAD for estimating smooth features, which can be explored in future studies. Known techniques such as the LQA and MM algorithms can be seen as variants of our MNR technique, since these have been only adapted to implement particular models.
Although the MNR algorithm allows to implement many different penalized models, one disadvantage is that when using sparsity penalties, the estimators still give many small coefficients that should be zero, like in LQA and MM algorithms. This means that a procedure for thresholding the solutions should be included in the algorithm to recover sparse solutions, similar to the approaches implemented in MM and LQA. Another more sophisticated approach is the LQA-Fext [10] which proposes to find a sub-optimal solution, but computationally feasible. To avoid regression with all variables, this procedure makes an iterative statistically selection of variables and, therefore, the final estimate is made using only a set of variables whose coefficients are nonzero. The statistical thresholding is based on the False Discovery Rate (FDR), thus it can be said that the estimated coefficients are significantly different from zero. Unfortunately, the solutions also depend on the arbitrary value of another parameter, in this case the q-value of the FDR.
In this paper we also introduced the AMNR algorithm, which is based on the application of the MNR approach restricted to a space of selected features, i.e. using the "active set" strategy.
We showed that this algorithm can be applied to estimate many MPLS models and illustrated its potential application for solving them. The proposed AMNR takes advantage of the fact that the descent direction of the LARS algorithm coincides with the Newton-Rapson (NR) direction in the space of active variables. Moreover, the AMNR allows considering sign constraints in a natural way, in addition to sparsity and/or smoothness.
The proposed AMNR technique can also be regarded as a general template algorithm, where only two main steps need specification: the selection of the next variable to be introduced in the active set (step 4 in Algorithm 2) and the calculation of the step-length α in the descent direction (step 7 in Algorithm 2). In this general view, the LARS algorithm can be considered as a particular case of AMNR: first, the selection step includes the variable with the highest correlation with the residuals vector (in absolute value) and second, the step α is taken as the smallest positive value, such that some new variable joins the active set [16] . Another particular case would be the forward selection method, by selecting the variable that, together with the variables in the active set, offers the lowest fitting error and then taking α = 1 for all iterations.
Using this general framework, we showed that the AMNR can also be applied to other known general nonlinear optimization problems such as Smooth LASSO or Adaptive LASSO. Specifically, the AMNR technique allowed us to propose an extension of the NonNegative Garrote (NNG) method for the p≫n scenario by using different reference solutions, which conveys the NNG advantages to this challenging scenario. Another family of new methods was also introduced by including an L2 norm penalty to the NNG model to combine sparsity, smoothness and nonnegativity constraints. These were the Smooth NNG (SNNG) and a nonnegative version of the Smooth LASSO (NN-SLASSO). Despite the flexibility of this technique, the application of AMNR to a particular model implies the derivation of a specifically tuned algorithm, which is supported by the algebraic engine that accompanies the procedure.
Similar to any penalized regression approach, another important issue for applying the MNR and AMNR algorithms is the appropriate choices of regularization parameters with respect to variable selection. The accurate estimation of these parameters and the accurate variable selection can be conflicting goals. Indeed, sometimes one gets good performances for the variable selection criteria and not so good performance for the estimation criterion [39] . A crucial question is also how to define an appropriate criterion for selecting the regularization parameters when both tasks, estimation and variable selection, are simultaneously addressed. This is a challenging and open research question. In this paper, we evaluated solutions for a grid of different values of the regularization parameters (λ) and chose the optimal values as those minimizing the generalized cross-validation function (GCV) [55] . Our results suggest that the simultaneous variable selection and estimation performed in the AMNR strategy led to better reconstructions than the use of the MNR algorithm for the same models. This can be explained by an erroneous estimation of optimal regularization parameters by GCV in the MNR.
Validation of the AMNR algorithm
In a preliminary simulation study, we showed that the AMNR and MNR algorithms provided very similar solutions to those given by the LARS algorithm in the case of known methods like the LASSO family, but the MNR is the slowest of them. Solutions estimated from 100 independent repetitions (changing the additive noise) in three cases of n/p ratio (0.5, 0.25, 0.05), showed that the sparser methods behaved better for smaller n/p ratios. This can be related to the fact that when a smaller amount of data is available, stronger and more precise restrictions are needed. The SLASSO, ENET L, SNNG and NN-SLASSO offered the best reconstructions (median AUC higher than 0.9 and median relative error below 0.1, see Figure 3 ). The methods NN-SLASSO, ENET L and SLASSO also showed the best overall performance for any n/p relation. This suggested that they are the best methods to study highly underdetermined problems such as the EEG inverse problem.
In the analysis of EEG simulated data the solutions estimated by the AMNR algorithm showed better localization and estimation of the degree of sparsity than the solutions obtained by the MNR algorithm. Also, some of the new methods offered promising solutions to the EEG inverse problem. These models were the Smooth Nonnegative Garrote (SNNG) (using as reference estimators the Ridge L or FnLASSO) and mainly the Nonnegative Smooth LASSO (NN-SLASSO) method. The NN-SLASSO proved to be consistent in finding solutions with low localization error for all different groups of simulations tested, although with a tendency to provide excessively sparse distributions. In general, we found that the NNG and SNNG methods offer solutions which maintain the location of sources shown by the reference solution but with increased sparsity. This result could be exploited in cases where a rough solution with good localization is available, as it is typically the case of Ridge L, which is also fast to compute. The study of the performance of NNG and SNNG when using other more sophisticated solutions as the reference estimator should be carried out in the future.
A major point regarding the evaluation of a good estimation of EEG sources is the capability to correctly locate deep generators (that is, sources that are far from the electrodes). In most of the current methods, specifically those based on penalized regression using L2 norms, solutions are not capable to correctly locate generators in the temporal lobe or in subcortical regions such as thalamus, brainstem, etc. In our study we observed that sources closer to the electrodes (Postcentral and Cingulate) were better located than those farther from electrodes (Temporal and Occipital) by all methods computed by AMNR (see Figure 6 ). Although the blurring of the solutions obtained varied in both cases, solutions estimated for deeper regions presented more ghost sources (estimated sources that are not present in the simulation), which usually makes harder the identification of truly activated regions. In our results, it was particularly interesting to find that the NN-SLASSO consistently showed a good location and a low number of ghost sources even for the simulated data from deeper brain regions. This suggests that more exhaustive studies should be made to validate the NN-SLASSO as a promising candidate for stable and sparse EEG source imaging.
Another interesting topic to discuss is the use of nonnegativity constraints in the context of the EEG inverse problem. In our study we found that the use of nonnegativity constraints led to sparser sources without losing real activations. The primary current density (PCD) is a vector field and therefore, an inverse method should be able to provide negative values for a proper estimation of the vector directions. In this sense, the directions obtained by the methods using nonnegativity constraints might be not reliable, and caution must be taken when interpreting results. However, there are other scenarios in which the directions of the vector field might be known or can be constrained by physiological considerations. Alternatively, we could follow a general approach in which signs of nonzero coefficients (after convergence of the sign-constrained solution) can be assigned such that they match the signs of the corresponding coefficients in a -non-sign constrained-reference solution (e.g. OLS, Ridge). Particularly, this can be easily done for the NNG versions proposed here by multiplying the final signconstrained solution by the sign of the reference solution. Future work should be devoted to a more thorough analysis of the validity and usefulness of this approach for general cases.
Finally, we performed the source localization analysis of real experimental EEG data with some of the new methodologies in comparison with well-known methods. The three methods evaluated (Ridge L, ENET L and NN-SLASSO by AMNR) showed PCD distributions with main activations located in brain areas which were in accordance with previous fMRI studies showing that conscious face detection was linked to activation of fusiform and occipital face areas (see Rodríguez et al 2012 [54] for more details). However, both ENET L and NN-SLASSO presented sparser solutions with an easier interpretation. Although a thorough validation is needed, these results suggest that these new inverse solutions can be used for source localization analysis in other experimental data where ERPs provides relevant information on the physiological brain state. In particular, recent reviews have shown the relevance of using event-related EEG potentials for diagnosis of Alzheimer Disease (AD) [55] [56] [57] . Therefore, it will be very important to perform future studies on the ability of these methods to find differences between healthy people and AD patients in terms of the electrophysiological sources estimated when performing a cognitive task.
Conclusions
In this work we have introduced a modified Newton-Raphson (MNR) algorithm to estimate multiple penalized least squares (MPLS) models, and its extension to perform efficient optimization over the active set of selected features (AMNR). The proposed MNR technique can be interpreted as a generalization of the Majorize-Minimize (MM) algorithm to include combinations of constraints. The AMNR technique is a general algorithm that allows a simple implementation of other algorithms in the same framework. It also allows to naturally include sign constraints in addition to sparsity and/or smoothness, which leads to the introduction of new methods such as the NonNegative Garrote and NonNegative Smooth LASSO. We showed the usefulness of these new algorithms with simulation studies, specially their advantages to cope with highly underdetermined problems. Therefore, we proposed a preliminary exploration of its validity to estimate solutions to the EEG inverse problem. Using simulated and real experimental EEG data we showed that solutions obtained with the AMNR algorithm outperformed those with classical MNR techniques such as MM and LQA. Moreover, the new methods based on nonnegativity constraints showed promising results toward the improvement of localization and estimation of more focal sources. However, a full exploration of the validity of these methods to reliably localizing EEG sources in research and clinical applications is still needed. An interesting problem deserving future research is the development of AMNR algorithms to handle nonnegative solutions with methods such as Fusion and Fused LASSO or ENET. We would also like to explore the robustness to noise and doing more general assessments of the methods in the context of EEG/MEG source imaging by using other evaluation measures and by applying them to more complex scenarios.
SUPPLEMENTAL MATERIAL
Penalized least squares and sign constraints with modified Newton-Raphson algorithms: application to EEG source imaging.
1.
Derivation of AMNR algorithm and optimality conditions
Here we introduce the AMNR algorithm using the LASSO formulation as a constrained optimization problem: ̂= argmin{( − ) ( − )}; . . ∑ | | ≤ ,
for some > 0 corresponding to the parameter in the Lagrange form: ̂= argmin{( − ) ( − ) + ‖ ‖ }.
For this method, the AMNR implementation is very similar to the LARS algorithm (see paper of Efron 2004 [1] ) for LASSO; however, it does not require predictors to be standardized and can also be used to minimize a continuously differentiable objective function while imposing sign constraints over the function parameters.
The analysis of optimality conditions based on formulation (A1) sheds some light on the properties of LASSO and shows why its LARS version produces the optimal and complete path of solutions [1] .
Proposition 1: (local-global minimum conditions)
Let ( ): ℝ ×1 → ℝ be a continuously differentiable function defined on the convex set ⊆ ℝ , with continuous derivative : ℝ ×1 → ℝ ×1 a) If * is a local minimum of over ⊂ ℝ , then ( * ) ( − * ) ≥ 0, ∀ ∈ b) If ( ) is convex over , then the condition a) is a sufficient condition for * to be a global minimum of over . Proof: According to the conditions of Proposition 1 for this problem, the optimal solution * satisfies:
∑ ( * )( − * ) ≥ 0, ∀ ∈ S In order to verify a), suppose that * > 0 for some = 1, … , and is a feasible solution to the problem (that is ∑| | ≤ ). For example, take = * , for each ≠ , and = * − , for 0 < < * . Therefore, if we apply proposition 1 we get inequality − ( * ) ≥ 0, which is equivalent to ( * ) ≤ 0. Similarly, * < 0 ⇒ ( * ) ≥ 0 is demonstrated.
To prove b), suppose that * = 0 and * ≠ 0, in particular * > 0. Also take as a feasible solution such that = , = * − and = * for each ≠ , and some 0 < < * . Applying the conditions in Proposition 1, we obtain ( ( * ) − ( * )) ≥ 0, which implies that ( * ) ≥ ( * ). Similarly, by taking = − , we obtain − ( ( * ) + ( * )) ≥ 0, which implies that − ( * ) ≥ ( * ). From these we conclude that ( * ) ≤ −| ( * )|. On the other hand, if * < 0, is chosen with the same considerations, then we can demonstrate that ( * ) ≥ | ( * )|. These conclusions together imply that | ( * )| ≥ | ( * )| and thus, condition b) is demonstrated.
In order to demonstrate c), suppose that * > 0 and * > 0 for ≠ . Also suppose that exist a feasible solution with = * + and = * − , for some 0 < < * , and = * , for each ≠ , , then if we apply the first condition of Proposition 1, we obtain ( * ) ≥ ( * ). This inequality is symmetric with respect to the selected indices; therefore, all positive components at the optimal solution have minimal (negative) and equal partial derivatives. With similar reasoning but selecting * < 0 and * < 0 instead, we conclude that all negative components have maximal (positive) and equal partial cost derivatives. Finally, in the situation that * < 0 and * > 0 for ≠ , take ∈ S such that = * − and = * − , for any 0 < < * and = * for each ≠ , . By using Proposition 1, we obtain that − ( ( * ) + ( * )) ≥ 0, which implies that − ( * ) ≥ ( * ). Taking = * + and = * + , for some 0 < < * and = * for each ≠ , , in the same conditions, we obtain that ( ( * ) + ( * )) ≥ 0, which implies that ( * ) ≥ − ( * ). Therefore | ( * )| = | ( * )| and thus condition c) is satisfied. ∎ The LASSO objective function ( ) = ( − ) ( − ) is convex and continuously differentiable; therefore, each local minimum must satisfy these necessary conditions. Also, the set = { ∈ ℝ ×1 : > 0, ∑| | ≤ } is convex. We show next that the AMNR technique for LASSO guarantees that a), b) and c) in the previous theorem are sufficient conditions for the estimator at each iteration to be a local minimum, and thus allows obtaining the path of optimal solutions for LASSO.
Let
∈ ℝ ×| | be the matrix created by predictors { ∶ } that belong to the active set , whose cardinality is denoted by | |. Set and ( ) as the parameter and local optimal estimator for LASSO (considering only the active components) for iteration = 1,2, … , . Therefore, the stationarity conditions for LASSO imply that at every iteration k, we have ( ) = ( ( ) ), where ( ) = − ( ) is the vector of residuals at iteration [1] .
Along the Newton-Raphson direction = ( ) −1 ( ) , we move over the space of optimal solutions = ( ) + for (0,̂], where 0 <̂≤ 1. The value corresponds to the parameter ( = (1 − )), with → 0 when → 1. This leads to: On the other hand, the absolute value of correlations with residuals for the selected predictors remain being equal and decreasing through , in concordance with the optimality condition c).
For the non-active predictors { ∶ }, let = ( ) and = , we obtain that ( − ) = − . Therefore, in order to be consistent with condition b), we must select whenever | − | = (1 − ) for some , and the corresponding coefficient will be increased or decreased attending to ( − ), i.e. the equality ( ) = ( − ) holds, which is in agreement with condition a). Therefore, an analytical estimate for at which may become nonzero, being considered positive (α j + ) or negative (α j − ), can be obtained by From this discussion we conclude that we must select = min + {α j + , α j − , α 0 , 1: ∈ , ∈ }, to continue moving over the space of optimal solutions. Here min + indicates that the minimum is taken considering only the positive values for computed elements. Furthermore, as can be deduced from this reasoning, it is possible to impose nonnegative and nonpositive constraints over the selected coefficients by using the corresponding α j + or α j − entries, respectively.
Generalization of AMNR for MPLS models.
Note that the function ( ) = ‖ − ‖ + γ‖ ‖ also satisfies the hypothesis of Proposition 1, where γ ≥ 0 is a control parameter and L is a matrix that imposes a correlation structure among the elements of , e.g. it is the first-difference operator for the definition of Smooth LASSO (see Table 1 in the main text). Taking the same subspace of constraints, it can be seen that ̂= argmin{ ( ): ∈ S} represents the Smooth LASSO (SLASSO), whose optimization conditions are very similar to those for LASSO, so it is straightforward to design an AMNR algorithm that directly implements this method.
In general, if we have an MPLS model consisting of multiple penalties as proposed in equation ), we can rewrite it so that we get a continuously differentiable function ( ( )) defined on the convex set ⊆ ℝ . Then, we can apply the conditions of Proposition 1 and guarantee the optimality conditions. In addition, rewriting ( ) = ‖ ‖ (where = (∑ =1 ) ⁄ is a general matrix that combines all penalty functions), allows us to reach a similar formulation to SLASSO. Thus, the AMNR algorithm can also be used to implement most of the models considered under the MPLS form.
AMNR algorithm for Adaptive LASSO (ALASSO)
As a relevant point, note that with a few changes, the approach followed in the first section can also be applied to the Adaptive LASSO (ALASSO) model [2] , whose objective function is ( ) = ‖ − ‖ , and = { ∈ ℝ × : > 0, γ ≥ 0, ∑ γ |β | ≤ } with weights γ .
Then, the optimality conditions for ALASSO are ( ) = Following these considerations and the discussion above, an AMNR algorithm for ALASSO can be summarized as:
AMNR algorithm for Adaptive LASSO ( ∈ ℝ ×1 , ∈ ℝ × , 1 , … , )
{Initialization}
Start with ⟵ 0, τ ← 10 −8 , ← { }, ← {1,2, … , }, (0) ← and (0) ← .
Set ⟵ + 1.
Compute ( ) ⟵ − ( −1) and ⟵ ( ) .
{If stop condition is true, go to Step 9}
If the set is empty or if | | γ ⁄ ≤ for all ∈ , then go to Step 9.
4.
{Select the ∈ indices to be included in the active set } Find an index ∈ such that | | γ = max {| | γ ⁄ : ∈ } ⁄ . Set ← | | γ ⁄ .
5.
Move from to , the insertion order must be conserved, that is ⟵ [ , { }] and Z ⟵ Z\{ } 6. Let denote the matrix of active predictors. . Set ← | ℎ | γ ℎ ⁄ . Go to Step 6.
9.
Ending step: the whole path of optimal solutions (0) , (1) , … , ( ) is computed
AMNR algorithm for nonnegative Garrote
Since the Nonnegative Garrote (NNG) can be seen as a particular case of ALASSO where the weights are determined by a reference solution, it is straightforward to derive the AMNR algorithm for this case. Although we here give it for the original NNG where the reference solution is the ordinary least squares ( ), this algorithm is the same in the case of using other reference solutions. 
{If stop condition is true, go to Step 9}
If the set is empty or if ( ( ) ) γ ⁄ ≤ for all ∈ , then go to Step 9.
4.
{Select the ∈ indices to be included in the active set } Find an index ∈ such that | | γ = max {( ( ) ) γ ⁄ : ∈ } ⁄ . Set ← | | γ ⁄ .
5.
9.
