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Abstract—Caching at base stations (BSs) is a promising way
to offload traffic and eliminate backhaul bottleneck in hetero-
geneous networks (HetNets). In this paper, we investigate the
optimal content placement maximizing the successful offloading
probability in a cache-enabled HetNet where a tier of multi-
antenna macro BSs (MBSs) is overlaid with a tier of helpers with
caches. Based on probabilistic caching framework, we resort to
stochastic geometry theory to derive the closed-form successful
offloading probability and formulate the caching probability
optimization problem, which is not concave in general. In two
extreme cases with high and low user-to-helper density ratios, we
obtain the optimal caching probability and analyze the impacts of
BS density and transmit power of the two tiers and the signal-to-
interference-plus-noise ratio (SINR) threshold. In general case,
we obtain the optimal caching probability that maximizes the
lower bound of successful offloading probability and analyze
the impact of user density. Simulation and numerical results
show that when the ratios of MBS-to-helper density, MBS-to-
helper transmit power and user-to-helper density, and the SINR
threshold are large, the optimal caching policy tends to cache
the most popular files everywhere.
I. INTRODUCTION
Caching popular contents at the base stations (BSs) without
backhaul connectivity, namely helpers, has been proposed as
a promising way of alleviating the backhaul bottleneck and
offloading the traffic in heterogeneous networks (HetNets) [1].
Content placement is critical in reaping the benefit brought
by caching. In wireless networks, when the coverage of several
BSs overlaps, a user is able to fetch contents from multiple
helpers and hence cache-hit probability can be increased by
caching different files among helpers. However, owing to
interference and path loss, such a file diversity may lead to
low signal-to-interference-plus-noise ratio (SINR), since a user
may associate with a relative further BS to “hit the cache”
when the nearest BS does not cache the requested file [2].
In [1], content placement was optimized to minimize the file
download time where the interference among helpers are not
considered. In [3], the optimal caching policy was proposed to
minimize the average bit error rate over fading channels. Both
[1] and [3] assume a priori known BS-user topology, which
is not practical in mobile networks. To reflect the uncertain
connectivity between BS and user, more realistic network
models based on stochastic geometry were considered recently.
In [4], a probabilistic caching policy was proposed where
each BS caches files independently according to an optimized
caching probability that maximizes the cache-hit probability.
However, the optimal caching probability is not obtained with
closed-form, which makes it hard to gain useful insights into
the impacts of various system parameters. In [5], the optimal
caching probability maximizing the successful transmission
probability in a homogeneous network was obtained in closed-
form when user density approaches infinity. In [6], content
placement was optimized to maximize the traffic offloaded
to helpers and cache-enabled users, but the links among
helpers and users are assumed interference-free. In real-world
HetNets, the interferences are complicated and have large
impact on the system design and network performance. While
deploying helpers is a cost-effective way for offloading, how
to place the contents is still not well understood.
In this paper, we consider a cache-enabled HetNet where
a tier of macro BSs (MBSs) is overlaid with a tier of
denser helpers with caches. We obtain the optimal probabilistic
caching policy to maximize the successful offloading proba-
bility, and analyze the impact of critical system parameters.
The major differences from existing works are as follows.
• Existing works rarely consider caching policy optimiza-
tion in HetNets and the basic features of cache-enabled
HetNets are not well captured and analyzed, such as BS
and user densities, SINR threshold and association bias.
• Existing literatures never consider helper idling, which
affects the optimization for the caching policy. Since the
cost-effective helpers make dense deployment possible,
helper idling is more appealing. Our analysis shows that
by turning the helpers with no user to serve into idle
mode, the files should be cached more uniformly.
II. SYSTEM MODEL
We consider a cache-enabled HetNet, where a tier of MBSs
is overlaid with a tier of denser helper nodes. The MBSs are
connected to the core network with high-capacity backhaul
links, e.g., optical fibers, and the helper nodes are deployed
without backhaul but equipped with caches.
The distribution of MBSs, helper nodes and users are
modeled as three independent homogeneous PPPs with density
of λ1, λ2 and λu, denoted as Φ1, Φ2 and Φu, respectively.
Each MBS is equipped with M1 ≥ 1 antennas and each helper
node is with M2 = 1 antenna. Denote k ∈ {1, 2} as the index
of the tier that a randomly chosen user in the network (called
the typical user) is associated with. In the following, if not
specified, BS refers to both MBS and helper. The transmit
power at each BS in each tier is denoted by Pk.
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We assume that each user requests a file from a content
catalog that contains Nf files randomly, whose probability
distribution is known a priori. The files are indexed according
to their popularity, ranking from the most popular (the 1st
file) to the least popular (the Nf th file). The probability of
requesting the f th popular file follows Zipf distribution as
pf = f
−δ
/(∑Nf
n=1 n
−δ
)
(1)
where the skew parameter δ is with typical value of 0.5 ∼
1.0 [7]. For simplicity, we assume that the files are with equal
size1 and the cache capacity of each helper node is Nc.
We consider probabilistic caching policy where each helper
independently selects files to cache according to a specific
probability distribution. To unify the analysis, denote 0 ≤
qf,k ≤ 1 as the probability that the BS of the kth tier caches
the f th file. When qk , [qf,k]f=1,··· ,Nf is given, each BS can
determine which files should be cached by the method in [4].
For the MBS tier, q1 = 1, since the MBS can be regarded as
caching all the files due to the high-capacity backhaul.
Since every helper caches files independently, the distribu-
tion of the BSs in the kth tier that cache the f th file can be
regarded as a thinning of the PPP Φk with probability qf,k,
which follows a PPP with density qf,kλk (denoted by Φf,k).
Similarly, the distribution of the BSs in the kth tier that do
not cache the f th file follows PPP with density (1− qf,k)λk
(denoted by Φf ′,k).
We consider user association based on both channel con-
dition and content placement. Specifically, when the typical
user requests the f th file, it associates with the BS from
{Φf,k}k=1,2 that has the strongest average biased-received-
power (BRP). The BRP for the kth tier is Pr,k = PkBkr−α,
where Bk ≥ 0 is the association bias factor, r is the BS-user
distance, and α is the path-loss exponent.
We assume that λu  λ1 such that each MBS has at
least M1 users to serve. Considering that the helpers without
backhaul can be densely deployed at low cost and the traffic
may fluctuate among peak during off-peak times, the density
of helper nodes may become comparable with the density of
users and hence some helpers may have no users to serve.
These inactive helpers will be turned into idle mode to avoid
generating interference. Each MBS randomly selects M1 users
to serve at each time slot by zero-forcing beamforming with
equal power allocation, while each helper randomly selects
one user (if there is one) to serve at each time slot with full
power. These assumptions define a typical scenario, which can
capture the fundamental features of cache-enabled HetNets.
The downlink SINR at the typical user that requests the f th
file and associates with the kth tier is
γf,k=
Pk
Mk
hk0r
−α
k∑2
j=1
(∑
i∈Φ˜f,j\bk0Pjhjir
−α
ji +
∑
i∈Φ˜f′,jPjhjir
−α
ji
)
+σ2
,
Pk
Mk
hk0r
−α
k∑2
j=1(If,kj + If ′,kj) + σ
2
,
Pk
Mk
hk0r
−α
k
Ik + σ2
(2)
1Files with different size can be divided into equal-size content chunks.
where hk0 is the equivalent channel (including small-scale
fading and beamforming) from the associated BS bk0 to the
typical user, rk is the corresponding distance, Φ˜f,j and Φ˜f ′,j
are respectively the sets of active BSs in the jth tier that
caching and not caching the f th file, hji is the equivalent
interference channel from the ith active BS in the jth tier
to the typical user, rji is the corresponding distance, and σ2
is the noise power. We consider Rayleigh fading channels.
Therefore, hk0 follows exponential distribution with unit mean
(i.e., hji ∼ exp(1)), and hij follows gamma distribution with
shape parameter Mj and unit mean (i.e., hji ∼ G(Mj , 1/Mj))
[8]. The total interference Ik consists of the interference from
the BSs that caching the f th file (denoted by If,kj) and
the interference from the BSs that do not cache the f th file
(denoted by If ′,kj).
To reflect how many users in the network on average can be
offloaded to the helper tier, we define the successful offloading
probability as the probability that the typical user is associated
with the helper tier and its downlink SINR is larger than a
threshold γ0, which is expressed as
Poff , P(γ > γ0, k = 2) (3)
III. OPTIMAL CACHING POLICY
In this section, we find the optimal caching probability that
maximizes the successful offloading probability, and analyze
the impact of system settings on the optimal caching policy.
Since HetNets are usually interference-limited [9], it is
reasonable to neglect the thermal noise, i.e., σ2 = 0. For
notational simplicity, we define the relative BS density, number
of antennas, transmit power, and bias factor as λjk , λj/λk,
Mjk ,Mj/Mk, Pjk , Pj/Pk, and Bjk , Bj/Bk. Note that
λkk = Mkk = Pkk = Bkk = 1.
Proposition 1: The successful offloading probability of the
typical user is
Poff(q2) =
Nf∑
f=1
pfqf,2
C1,γ0 + C2,γ0pa,2 + C3,γ0pa,2qf,2 + qf,2
(4)
where C1,γ0 , λ12(P12B12)
2
α 2F1
[− 2α ,M1; 1− 2α ;− γ0M12B12 ],
C2,γ0 , Γ(1 − 2α )Γ(M2 + 2α2 )Γ(M2)−1γ0
2
α , C3,γ0 , 2F1
[ −
2
α ,M2; 1− 2α ;−γ0
]− C2,γ0 − 1, and
pa,2 ≈ 1−
(
1 +
λu
3.5λ2
Nf∑
f=1
pfqf,2
λ12(P12B12)2/α + qf,2
)−3.5
(5)
is the probability that a randomly chosen helper is active (i.e.,
has user associated with). 2F1[·] and Γ(·) denote the Gauss
hypergeometric function and Gamma function, respectively.
Proof: See Appendix A.
Then, the optimal caching probability that maximizes the
successful offloading probability can be found from
Problem 1: max
q2
Poff(q2)
s.t.
Nf∑
i=1
qf,2 ≤ Nc (6a)
0 ≤ qf,2 ≤ 1, f = 1, · · · , Nf (6b)
where (6a) is equivalent to the cache capacity constraint (i.e.,
the number of cached file cannot exceed the cache capacity)
as proved in [4], and (6b) is the probability constraint.
This problem is not concave in general, because the active
probability of helper pa,2 in the objective function is a com-
plicated function of qf,2 as shown in (5), which makes the
global optimal solution hard to obtain.
To gain useful insights into the property of the optimal
caching probability and the impact of various system settings,
we first study two extreme cases where λu/λ2 → ∞ and
λu/λ2 → 0, and then solve Problem 1 in general case.
1) λu/λ2 →∞: In this case, pa,2 → 1, i.e., all the helpers
are active. The successful offloading probability becomes
P∞off(q2) =
Nf∑
f=1
pfqf,2
C1,γ0 + C2,γ0 + (C3,γ0 + 1)qf,2
(7)
It can be easily proved that the Hessian matrix of P∞off(q2) is
negative definite. Further considering that constraints (6a) and
(6b) are linear, Problem 1 is concave when λu/λ2 →∞. Then,
from the Karush-Kuhn-Tucker (KKT) condition, we obtain the
following proposition.
Proposition 2: When λu/λ2 → ∞, the optimal caching
probability is
q∗f,2 =
[√C1,γ0 + C2,γ0√
ν(C3,γ0 + 1)
√
pf − C1,γ0 + C2,γ0C3,γ0 + 1
]1
0
(8)
where [x]10 = max{min{x, 1}, 0} denoting that x is trun-
cated by 0 and 1, and the Lagrange multiplier ν satisfying∑Nf
f=1 q
∗
f,2 = Nc can be found by bisection searching.
As shown in (8), the optimal caching probability q∗f,2 is
non-increasing with f since pf decreases with f , which
coincides with the intuition that the file with higher popularity
should be cached with higher probability. For q∗f,2 ∈ (0, 1),
considering (1), the relation between caching probability and
file popularity rank in (8) obeys a shifted power law with
exponent −δ/2, which is very different from the noise-limited
scenario considered in [6].
To show how BS density, transmit power of different tiers
and SINR threshold affect the optimal caching policy, we
derive the following corollaries based on Proposition 2.
Corollary 1: For any q∗f,2, q∗f+1,2 ∈ (0, 1), q∗f,2 − q∗f+1,2
increases with λ12 and P12.
Proof: See Appendix B.
Corollary 1 indicates that when λ1/λ2 or P1/P2 increases,
the files with higher popularity have more chances to be
cached while the files with lower popularity have less chances
to be cached, leading to a trend towards caching the most
popular files everywhere. By contrast, when λ1/λ2 or P1/P2
decreases, the files with higher popularity have less chances
to be cached while the files with lower popularity have
more chances to be cached, i.e., the diversity of cached files
increases.
Corollary 2: When γ0 → ∞, the optimal caching proba-
bility is q∗1,2, · · · , q∗Nc,2 = 1 and q∗Nc+1,2, · · · , q∗Nf ,2 = 0.
Proof: See Appendix C.
Corollary 2 indicates that when the SINR requirement γ0 is
high, the optimal caching policy is simply caching the most
popular files everywhere.
2) λu/λ2 → 0: In this case, we have pa,2 → 0. Similar to
deriving (8), we can obtain the optimal caching probability as
q∗f2 =
[√C1,γ0
ν
√
pf−C1,γ0
]1
0
, where ν satisfying
∑Nf
f=1 q
∗
f,2 =
Nc can be found by bisection searching.
We can further prove that the conclusions in Corollary 1
and Corollary 2 also hold for λu/λ2 → 0, which are omitted
due to space limitation.
3) General Case: When λu is comparable with λ2, Prob-
lem 1 is not concave. Only a local optimal solution can be
found, say by using inter-point method [10], which is of high
complexity when the dimension of optimization variable q2,
i.e., Nf , is large. Recall that it is the complicated expression
of pa,2 as function of qf,2 that makes the problem hard to
solve. In the following, we first introduce a qf,2-independent
upper bound for pa,2 (denoted by p¯a,2), which yields a lower
bound of Poff (denoted by
¯
Poff ) because Poff decreases with
pa,2 as shown in (4). Then, we solve the problem maximizing
¯
Poff .
To obtain an upper bound of pa,2 that does not depend
on qf,2, we first find the optimal caching probability that
maximizes pa,2, denoted as qof,2. Then, for any qf,2 satisfying
(6a) and (6b), pa,2 ≤ p¯a,2.
From (5), we can see that maximizing pa,2 is equiva-
lent to maximizing
∑Nf
f=1 pfqf,2(λ12(P12B12)
2/α + qf,2)
−1,
which has the same function structure as (7). Then, by
using similar way to derive (8), we can obtain qof,2 =[√λ12(P12B12)2/α
µ
√
pf −λ12(P12B12) 2α
]1
0
, where µ satisfying∑Nf
f=1 q
o
f,2 = Nc can be found by bisection searching.
By substituting qof,2 into (5), we can obtain p¯a,2. Then, by
substituting p¯a,2 into (4), we can obtain
¯
Poff as
¯
Poff =
Nf∑
f=1
pfqf,2
C1,γ0 + p¯a,2C2,γ0 + (p¯a,2C3,γ0 + 1)qf,2
(9)
Since p¯a,2 does not depend on qf,2, (9) has the same function
structure as (7). Again, similar to deriving (8), the optimal
probability that maximizes the lower bound
¯
Poff under the
constraints (6a) and (6b) can be obtained as
q∗
f,2
=
[√C1,γ0 + p¯a,2C2,γ0√
ν(p¯a,2C3,γ0 + 1)
√
pf − C1,γ0 + p¯a,2C2,γ0
p¯a,2C3,γ0 + 1
]1
0
(10)
where ν satisfying
∑Nf
f=1
¯
q∗f,2 = Nc can be found by bisection
searching. In the next section, we show that the caching prob-
ability
¯
q∗f,2 can achieve almost the same successful offloading
probability as q∗f,2 found by inter-point method. Since the
computation of
¯
q∗f,2 only requires twice bisection searches on
two scalars, i.e., µ and ν, it can be obtained with much lower
complexity than the inter-point method when Nf is large.
With the explicit structure of
¯
q∗f,2, we can analyze the impact
of user density on the optimal caching policy.
Corollary 3: For any
¯
q∗f,2,
¯
q∗f+1,2 ∈ (0, 1),
¯
q∗f,2 −
¯
q∗f+1,2
increases with λu/λ2.
Proof: See Appendix D.
Corollary 3 indicates that when the ratio of user-to-helper
density increases, the files with higher popularity have more
chances to be cached and vice versa, which reflects a trend
towards caching the most popular files everywhere. On the
contrary, when the ratio reduces, say from λu/λ2 → ∞
(implies no BS idling) to finite values (implies with BS idling),
¯
q∗f,2 −
¯
q∗f+1,2 decreases. This indicates that BS idling makes
caching files more uniformly among the helpers optimal.
IV. SIMULATION AND NUMERICAL RESULTS
In this section, we validate our analysis via simulation
and illustrate how different factors affect the optimal caching
policy and corresponding successful offloading probability
via numerical results. The following caching policies are
considered for comparison,
1) Opt. (Inter-point): the local optimal solution of Problem
1 found by inter-point method.
2) Opt. (Lower-bound): the optimal solution that maximizes
the lower bound
¯
Poff in (9), i.e.,
¯
q∗f,2.
3) Popular: caching the most popular files everywhere, i.e.,
q1,2, · · · , qNc,2 = 1 and qNc+1,2, · · · , qNf ,2 = 0. This
policy achieves no file diversity.
4) Uniform: each file is cached with equal caching probabil-
ity, i.e., qf,2 = Nc/Nf . This policy achieves the maximal
file diversity.
Unless otherwise specified, the following setting is used.
The MBS, helper, and user densities are λ1 = 1/(2502pi)
m−2, λ2 = 25/(2502pi) m−2 and λu = 25/(2502pi) m−2,
respectively. The path-loss exponent is α = 3.7. The transmit
power of each MBS (with M1 = 4 antennas) and helper are
P1 = 46 dBm and P2 = 21 dBm, respectively [11]. The bias
factors for the MBS and helper tiers are B1 = 1 and B2 = 10
dB, respectively. The file catalog size is Nf = 1000 files and
the SINR threshold is γ0 = −10 dB.
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Fig. 1. Impact of SINR threshold on successful offloading probability.
In Fig. 1, we show the simulation and numerical results of
successful offloading probability versus the SINR threshold.
The simulation result is obtained based on q∗f,2 from the inter-
point method and then by computing Poff(q∗2) via Monte Carlo
method considering −95 dBm noise power. The numerical
results are computed from Proposition 1. We can see that
the numerical results (with legend “Opt. (Inter-point)”) is very
close to the simulation results (with legend “Sim. Opt. (Inter-
point)”) although Proposition 1 is derived in interference-
limited scenario.2 Hence, in the sequel we only provided the
numerical results. Comparing “Opt. lower-bound” with “Opt.
Inter-point”, we can observe that the caching policy maxi-
mizing the lower bound of successful offloading probability
performs almost the same as the local optimal solution. When
the SINR threshold is high, e.g., γ0 > −5 dB (i.e., 4 Mbps rate
for 10 MHz bandwidth) for δ = 0.5, caching the most popular
files everywhere can achieve almost the same performance as
the optimized caching policies, which validates Corollary 2
although it is derived when γ0 → ∞ and λu/λ2 → ∞.
Moreover, when δ increases, the gap between caching the
most popular files everywhere and optimized caching policies
shrinks. These results indicate that for highly skewed demand
with high rate requirement, e.g., video on demand service,
simply caching the most popular files everywhere can achieve
maximal successful offloading probability.
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Fig. 2. Impact of helper density on successful offloading probability, δ = 1.
In Fig. 2, we show the impact of helper density with given
MBS and user densities. We can see that the gain of optimal
caching over caching popular files everywhere shrinks when
the λ2/λu decreases (λ2/λ1 decreases as well), which agrees
with Corollary 1 and Corollary 3. When the helper density
is high, the gain of optimal caching over uniform caching
approaches to zero. This can be explained as follows. When
λ2/λu is high, the SINR at the user associated with the helper
tier is high since the helper is closer to the user meanwhile
more helpers can be turned into idle mode leading to lower
interference. As a result, increasing file diversity can improve
successful offloading probability.
In Fig. 3, we show the impact of transmit power on the
optimal caching policy. When P1/P2 increases, the files with
higher popularity have more chances to be cached while the
files with lower popularity have less chances to be cached,
which agrees with Corollary 2. This is because the interference
from the MBS increases with P1/P2 and caching the most
popular file everywhere can increase the user’s SINR, which
leads to the increase of successful offloading probability.
2For all the considered caching policies, the simulation results are over-
lapped with the numerical results, which are not shown for a clean figure.
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Fig. 4. Impact of bias factor on successful offloading probability, δ = 0.5.
In Fig. 4, we show the impact of the bias factor. We can
see that the optimized caching policies outperform the other
two policies. When B2 increases, the successful offloading
probability first increases and then decreases (though slightly
for “Popular”). This is because the users are more likely to
be offloaded to the helper tier when B2 increases, and hence
increases the successful offloading probability. Meanwhile, the
distance between the user and its interfering MBS increases
since the user prefers a far helper node to associate with than a
near MBS, which reduces the SINR of user and may decrease
the successful probability.
V. CONCLUSION
In this paper, we investigated optimal content placement
in cache-enabled HetNets. We derived the closed-form ex-
pression of the successful offloading probability and obtained
the optimal caching probability maximizing the successful
offloading probability. We then analyzed the impact of BS
density, user density, transmit power, and SINR threshold on
the optimal caching policy. Simulation and numerical results
validated our analysis and showed that when the ratios of
MBS-to-helper density, MBS-to-helper transmit power, and
user-to-helper density and the SINR threshold are large, the
optimal caching policy tends to cache the most popular files
everywhere. Besides, there exists optimal bias factor to max-
imize the successful offloading probability.
APPENDIX A
PROOF OF PROPOSITION 1
Based on the formula of total probability, the successful
offloading probability defined in (3) can be derived as
Poff =
Nf∑
f=1
pfP(γ > γ0, k = 2|f) =
Nf∑
f=1
pfPf,2P(γf,2 > γ0)
(11)
where P(γ > γ0, k = 2|f) is the successful offloading
probability conditioned on that the typical user requests the
f th file, Pf,k = qf,k
(∑2
j=1 qf,jλjk(PjkBjk)
2
α
)−1
[9] is
the probability that the typical user is associated with the
kth tier when requesting the f th file, and P(γf,k > γ0) is
the successful transmission probability when the typical user
requests the f th file and associates with the kth tier.
Based on the formula of total probability, we have
P(γf,k > γ0) =
∫ ∞
0
P(γf,k > γ0|r)frk(r)dr (12)
where frk(r) =
2piqf,kλk
Pf,k r exp(−pir2
∑2
j=1 qfjλj(PjkBjk)
2
α )
is the probability density function of the distance between user
and its serving BS when requesting the f th file and associated
with the kth tier, and P(γf,k > γ0|r) is the conditional
successful transmission probability, which can be derived as,
P(γf,k > γ0|r) (a)= EIk
[
P
[
hk0 > MkP
−1
k r
αIkγ0|r, Ik
]]
(b)
= EIk
[
exp(−MkP−1k rαIkγ0)
]
(c)
=
2∏
j=1
LIf,kj
(
MkP
−1
k r
αγ0
) 2∏
j=1
LIf′,kj
(
MkP
−1
k r
αγ0
)
(13)
where step (a) is from (2) by neglecting the thermal noise
and using the law of total probability, step (b) is from hk0 ∼
exp(1), step (c) follows because L∑
j If,kj
(s) =
∏
i LIf,kj (s),
and L(·) denotes the Laplace transform.
The Laplace transform of If,kj can be derived as
LIf,kj (s) = EΦ˜f,j ,hji
[
e
−s∑i∈Φ˜f,j\bk0 Pjhjir−αjji ]
(a)
= EΦ˜f,j
[ ∏
i∈Φ˜f,j\bk0
(
1 +
sPj
Mj
r
−αj
j,i
)−Mj ]
(b)
= e
−2pipa,jqf,jλj
∫∞
r0j
(
1−(1+ sPjMj u
−αj )−Mj
)
udu
= e
−pipa,jqf,jλjr20j
(
F1[− 2α ,Mj ;1− 2α ;−
sPj
Mj
r−α0j ]−1
)
(14)
where step (a) follows from hji ∼ G(Mj , 1/Mj), step (b)
comes from approximating the distribution of active BSs
caching the f th file Φ˜f,j as PPP with density pa,jqf,jλj [12]
and then using the probability generating function of the PPP,
pa,j ≈ 1−
(
1 + Pkλu3.5λk
)−3.5 is the probability that a randomly
chosen BS in the jth tier is active [13], Pk =
∑Nf
f=1 pfPf,k =∑Nf
f=1 pfqf,k
(∑2
j=1 qf,jλjk(PjkBjk)
2
α
)−1
is the probability
that the typical user is associated with the kth tier, and
r0j = (PjkBjk)
1
α r is the closest possible distance of the
interfering BS in Φ˜f,j . Substituting r0j and s = MkP−1k r
αγ0
into (14), we obtain
Lf,kj(MkP−1k rαγ0) = e−pipa,jqf,jλj(PjkBjk)
2
α r2Zf,kj(γ0)(15)
where Zf,kj(γ0) , 2F1
[− 2α ,Mj ; 1− 2α ;− γ0MjkBjk ]− 1.
Since the BSs not caching the f th file, i.e. Φ˜f ′,j , can
be arbitrarily close to the user, i.e., r0j → 0, from
lim
r0j→0
r20j(2F1
[ − 2α ,Mj ; 1 − 2α ;− sPjMj r−α0j ] − 1) = Γ(1 −
2
α )Γ(Mj +
2
αj
)Γ(Mj)
−1( sPjMj )
2
α , similar to the derivation of
(14), we can obtain
Lf ′,kj(MkP−1k rαγ0) = e−pipa,j(1−qf,j)λjP
2
α
jk r
2Zf′,kj(γ0) (16)
where Zf ′,kj(γ0) , Γ
(
1− 2α
)
Γ
(
Mj +
2
α
)
Γ(Mj)
−1( γ0Mjk )
2
α .
By substituting (15) and (16) into (13) and then (13) into
(12), we obtain
P(γf,k > γ0) =
qf,k
Pf,k 2
( 2∑
j=1
λjkP
2
α
jk
(
pa,jZf ′,jk(γ0) + qfj
× pa,j
(
B
2
α
jkZf,jk(γ0)−Zf ′,jk(γ0)
)
+ qfjB
2
α
jk
))−1
(17)
Substituting k = 2, qf,1 = 1, pa,1 = 1 (since λu  λ1) into
(17) and then into (11), Proposition 1 can be proved.
APPENDIX B
PROOF OF COROLLARY 1
Without loss of generality, we assume q∗1,2, . . . , q
∗
N1,2
= 1
and q∗Nf−N0+1,2, . . . , q
∗
Nf ,2
= 0. From
∑Nf
f=1 q
∗
f,2 = Nc and
by defining c1 , C1,γ0 + C2,γ0 and c2 , C3,γ0 + 1, we have∑Nf−N1
f=N0+1
(
1
c2
√
c1
ν
√
pf − c1c2
)
+ N1 = Nc, from which we
can obtain
1
c2
√
c1
ν
=
Nc −N1 + (Nf −N0 −N1) c1c2∑Nf−N1
f=N0+1
√
pf
(18)
We can see that 1c2
√
c1
ν increases with c1 since c2 ≥ 0.3
Considering that c1 increases with but c2 does not depend on
λ12 and P12, 1c2
√
c1
ν increases with λ12 and P12.
For any q∗f,2, q
∗
f+1,2 ∈ (0, 1), from (8), we have
q∗f,2 − q∗f+1,2 =
1
c2
√
c1
ν
(pf − pf+1) (19)
Since pf > pf+1, q∗f,2 − q∗f+1,2 increases with 1c2
√
c1
ν and
hence increases with λ12 and P12.
APPENDIX C
PROOF OF COROLLARY 2
By using the transformation of 2F1[a, b; c; z] [14, eq.
(9.132)], and considering the series-form expression of
2F1[a, b; c; z] =
∑∞
n=0
(a)n(b)n
(c)n
zn where (x)n , x(x +
1) · · · (x+n− 1) denotes the rising Pochhammer symbol, we
can obtain the asymptotic result of 2F1
[− 2α ,M2; 1− 2α ;−γ0]
3It can be proved that −1 ≤ C3,γ0 ≤ 0 for γ0 ∈ [0,∞), and hence
0 ≤ c2 ≤ 1.
for γ0 → ∞ as Γ(1 − 2α )Γ(M2 + 2α2 )Γ(M2)−1γ0
2
α which
equals C2,γ0 . Then, considering the definition of C3,γ0 , we
have C3,γ0 , 2F1
[ − 2α ,M2; 1 − 2α ;−γ0] − C2,γ0 − 1 = −1
for γ0 → ∞. Upon substituting C3,γ0 = −1 into (7),
we obtain P∞off =
1
C1(γ0)+Zf′,22
∑Nf
f=1 pfqf,2 for γ0 → ∞.
Since pf decreases with f and further considering constraint
(6a) and (6b), it is easy to see that the optimal values of
qf,2 maximizing
∑Nf
f=1 pfqf,2 are q
∗
1,2, · · · , q∗Nc,2 = 1 and
q∗Nc+1,2, · · · , q∗Nf ,2 = 0, and hence Corollary 2 is proved.
APPENDIX D
PROOF OF COROLLARY 3
Since (10) has the same structure as (8), similar to the
proof in Appendix B, we can assume
¯
q∗1,2, . . . ,
¯
q∗N1,2 = 1 and
¯
q∗Nf−N0+1,2, . . . ,¯
q∗Nf ,2 = 0 without loss of generality.
By defining c¯1 , C1,γ0 + p¯a,2C2,γ0 and c¯2 , p¯a,2C3,γ0 + 1,
similar to the derivation of (18), we can obtain 1c¯2
(
c¯1
ν
) 1
2 =(
Nc −N1 + (Nf −N0 −N1) c¯1c¯2
)
/
(∑Nf−N1
f=N0+1
√
pf
)
. Since
C2,γ0 ≥ 0 and C3,γ0 ≤ 0, c¯1/c¯2 increases with p¯a,2 and hence
1
c¯2
(
c¯1
ν
) 1
2 increases with p¯a,2. Further considering that pa,2
increases with λu/λ2, we know that 1c¯2
(
c¯1
ν
) 1
2 increases with
λu/λ2. Then, with the similar way to derive (19), Corollary
3 can be proved.
REFERENCES
[1] N. Golrezaei, A. F. Molisch, A. G. Dimakis, and G. Caire, “Fem-
tocaching and device-to-device collaboration: A new architecture for
wireless video distribution,” IEEE Commun. Mag., vol. 51, no. 4, pp.
142–149, 2013.
[2] D. Liu and C. Yang, “Energy efficiency of downlink networks with
caching at base stations,” IEEE J. Sel. Areas Commun., early access,
2016.
[3] J. Song, H. Song, and W. Choi, “Optimal caching placement of caching
system with helpers,” in proc. IEEE ICC, 2015.
[4] B. Blaszczyszyn and A. Giovanidis, “Optimal geographic caching in
cellular networks,” in proc. IEEE ICC, 2015.
[5] Y. Cui, Y. Wu, and D. Jiang, “Analysis and optimization of caching and
multicasting in large-scale cache-enabled information-centric networks,”
in proc. IEEE GLOBECOM, 2015.
[6] J. Rao, H. Feng, C. Yang, Z. Chen, and B. Xia, “Optimal caching
placement for D2D assisted wireless caching networks,” in proc. IEEE
ICC, 2016.
[7] L. Breslau, P. Cao, L. Fan, G. Phillips, and S. Shenker, “Web caching
and Zipf-like distributions: Evidence and implications,” in Proc. IEEE
INFOCOM, 1999.
[8] N. Jindal, J. Andrews, and S. Weber, “Multi-antenna communication
in ad hoc networks: Achieving MIMO gains with SIMO transmission,”
IEEE Trans. Commun., vol. 59, no. 2, pp. 529–540, Feb. 2011.
[9] H.-S. Jo, Y. J. Sang, P. Xia, and J. Andrews, “Heterogeneous cellular
networks with flexible cell association: A comprehensive downlink SINR
analysis,” IEEE Trans. Wireless Commun., vol. 11, no. 10, pp. 3484–
3495, Oct. 2012.
[10] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge
university press, 2004.
[11] TR 36.814 V1.2.0, “Further advancements for E-UTRA physical layer
aspects (release 9),” 3GPP, Jun. 2009.
[12] S. Lee and K. Huang, “Coverage and economy of cellular networks with
many base stations,” IEEE Commun. Lett., vol. 16, no. 7, pp. 1038–1040,
July 2012.
[13] S. Singh, H. Dhillon, and J. Andrews, “Offloading in heterogeneous
networks: Modeling, analysis, and design insights,” IEEE Trans. Wireless
Commun., vol. 12, no. 5, pp. 2484–2497, May 2013.
[14] A. Jeffrey and D. Zwillinger, Table of integrals, series, and products,
6th ed. Academic Press, 2000.
