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Seafloor properties, including total organic carbon (TOC) and the vertical thickness
(isochores) of geological units, are sparsely measured on a global scale and spatial interpolation
(prediction) techniques are often used as a proxy for observations. Previous geospatial
interpolations of seafloor TOC exhibit gaps where little to no observed data exists. Recent
machine learning techniques, based upon a suite of geophysical and geochemical properties (e.g.,
seafloor biomass, porosity, distance from coast) show promise in making globally complete,
comprehensive, and statistically robust geospatial seafloor predictions. Here I apply a nonparametric (i.e., data-driven) machine learning (ML) algorithm, specifically k-nearest neighbors
(kNN), to estimate the global distribution of seafloor TOC and marine isochores. This machine
learning approach shows major advantages relative to geospatial interpolation, including results
that are quantitative, easily updatable, accompanied with uncertainty estimation, and agnostic to
spatial gaps in observations. Additionally. analysis of parameter space sample density provides a
guide for future sampling.
Resulting predictions of the global distribution of seafloor TOC and marine isochore
thicknesses were used with ML workflow to predict other seafloor parameters (e.g., heat flow,

temperature, salinity) in order to constrain the global distribution of the base of hydrate stability
zone and methane generation for all sub-seafloor sediments. Estimating global carbon budgets is
first-order dependent on accurate model input, therefore our estimate of the base of hydrate
stability zone, and subsequent carbon and methane accumulation in the subseafloor yields
improvement over the standard interpolation techniques used in previous global modeling
analyses. By using these globally updateable machine learning parameters as the input to
predictions, results provide easily updated global budgets of total carbon and methane generated.
This dissertation presents valuable new global distributions of seafloor geological
properties including total organic carbon, sediment isochores, and subsequently the global
distribution of carbon and methane. These estimates should be used in further analysis to
understand how carbon is cycled and sequestered in the marine environment. Further, this
document is well-suited to serve as a guide for geospatially predicting globally complete seafloor
and subseafloor properties.
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INTRODUCTION: MACHINE LEARNING OF GEOLOGICAL PROPERTIES AND
APPLICATION TO ORGANIC CARBON MODELING
1.1

Introduction
Today, machine learning is a widely used tool for a broad range of scientific and

industrial applications. However, machine learning is a relatively new data analysis approach and
the suite of associated methods have only recently been developed and “fine-tuned.” In the
1950’s Alan Turing first proposed that a machine could have the capacity to “learn” (Turing,
1950). Shortly afterward, Arthur Samuel, a pioneer in the field, developed one of the first
examples of a computer that mimics a human activity, “Checkers” (Samuel, 1959). Neural
networks (NN), which are intended to mimic the human thought process were also first
developed during this time (Rosenblatt, 1958). In 1967, the nearest neighbor algorithm was
formulated by Pelillo (Pelillo, 2014; Cover & Hart, 1967) and in 1995, the first Random
Decision Forest and Support Vector Machine algorithms were developed (Ho, 1995; Cortes &
Vapnik, 1995). Subsequently, there has been steadily increasing interest in the development of
machine learning algorithms for predicting natural systems and broad application of machine
learning algorithms in most research fields including medicine, finance, and the sciences (Deo,
2015; Barboza et al., 2017; Lary et al., 2016).
Most machine learning algorithms (MLAs) work in similar ways. In general, MLAs
search for patterns in observed data which may not be obvious and/or are simply too time
1

consuming for a human to detect otherwise. These patterns in the observed data can then be used
to estimate what a value may be in locations where an observation has not been made. A simple
example in geology is the sediment grain size encountered on the seafloor. As geologists we
know there are several factors (e.g., distance from coast, water depth, wave energy) that
influence the most likely grain size encountered on the seafloor. We know this because scientists
have previously observed these correlations to support this conclusion. The MLAs implements
this intuition in a mathematical way. Just like we are able deduce a likely seafloor grainsize
based upon a known distance from coast, water depth, and wave energy, MLAs are able to
correlate the observed grain size data with this information and predict grain size for locations
where grain size observations do not exist. MLAs, and other statistical interpolation techniques,
are able to calculate these correlations using thousands of observed data points (i.e., predictand),
and hundreds of potential associations (i.e., predictors) in a fraction of the time we could process
this data and yield a quantitative uncertainty associated with the resulting predictions.
Traditionally, the physical sampling required to accurately measure geological properties
at and beneath the seafloor has been expensive and time-consuming. In the geosciences, if a
value cannot be directly observed at a particular location, standard spatial interpolation
techniques are often employed (e.g., nearest geographic neighbor, linear, kriging) to predict it
from proximal observations. These standard interpolation techniques work well in areas that
have spatially dense sampling. However, for locations with sparse sampling, these techniques
often lack predictive skill, particularly when the spatial heterogeneity of the property to be
sampled has a smaller fundamental length scale than the sampling resolution. This may lead to
large geospatial gaps where areas of observed data are missing or insufficiently dense to be
predictive. Unlike other interpolation techniques, MLAs are not explicitly or entirely dependent
2

on the geospatial distance from another observed data point, instead MLAs calculate the distance
between observed data points in parameter (i.e., predictor) space. As long as observed data have
been observed in this predictor space, predictions can be made. Machine learning predictions of
these geological properties may provide operational on-the-fly, statistically robust, and spatially
agnostic predictions when time and funds for physical sampling are limited.
Two important geological variables that are well suited to machine learning prediction
are seafloor total organic carbon (TOC) and sediment isochores (i.e.,vertical thicknesses of
sediment depositional units). Both variables are used in a variety of modeling applications,
ranging from estimating global and regional biogeochemical inventories to reconstructing
Earth’s history (Buffett & Archer, 2004; Curray, 1994; Arndt et al., 2013; Ewing et al., 1969;
Spinelli et al., 2004), and neither has a high spatial sampling density at the global scale.
My first research hypothesis statement is that global estimates of seafloor TOC and
sediment isochores can be more accurately estimated using machine learning techniques than the
standard spatial interpolation-based estimation techniques used (e.g., kriging, nearest geographic
neighbor, splines under tension) today. Furthermore, using well-known models of
methanogenesis (e.g., Arrhenius equation), I hypothesize that these machine-learned statistically
robust predictions (e.g., TOC, sediment isochores) can be used as inputs to provide updated
cumulative carbon and methane budgets and uncertainties for all locations on the global seafloor.
The molded inventory resulting from this dissertation, provides updated estimates of carbon and
methane for all global marine sediments with associated quantitative uncertainty.
1.2

Machine Learning
The selection of which MLA to use is problem-specific. The regression method selected

for this dissertation work is k-nearest neighbor (k-NN). This MLA was selected over more
3

advanced techniques (e.g., neural networks) as k-NN is a data-driven method requiring minimal
or no a priori knowledge of the observed data distribution. Furthermore, this algorithm is utilized
over more “black box” MLAs, such as neural networks, as k-NN provides context of variables
(predictors) that are highly correlated with observed data. In other words, the MLA that is
utilized in this dissertation provides both output (i.e., predictions) and the internal workings (i.e.,
predictors correlated with observed data) which result in the generation of that output. It is
important to consider that these MLAs do not provide a reasoning behind why observed data and
predictors are highly correlated, just that a correlative relationship exists. Given the correlations
between predictors and observed data revealed by MLAs, there exists added opportunity to
hypothesize the physical mechanisms responsible for these highly correlated variables. Although,
identifying relationships of predictors and observed data is outside the scope of my research
hypotheses, I emphasize identifying relationships between observed data and predictors is added
benefit in the future for using these types MLAs such as k-NN.
In addition to the above concepts, k-NN has been implemented within Python’s scikitlearn package (Pedregosa et al., 2011) and subsequently into the U.S. Naval Research
Laboratory’s Global Predictive Seabed Model (GPSM). Scikit-learn is a heavily utilized machine
learning package that is well-documented, computationally optimized, and user-friendly to those
who are not traditionally trained in computer science and high-level mathematics. GPSM
provides a user-friendly coherent framework of MLAs, observed geological data (i.e.,
predictand), and predictor grids at defined resolutions. Utilizing a framework such as GPSM
allows for data, algorithms, and, predictions to be easily updated as new data and MLAs are
acquired/developed.

4

For the k-NN algorithm, there are two concrete requirements, observed data and
predictors. In the following sections, I introduce different observed data for which there exists a
knowledge gap that machine learning has the potential to fill. Additionally, I will identify sets of
predictors implemented in GPSM that will be used for this machine learning application.
1.2.1
1.2.1.1

Observed Data
Total Organic Carbon
Total organic carbon (TOC) is the quantity of carbon in organic form that is sequestered

within sediments. TOC in marine sediments is an important biogeochemical parameter in the
marine and global carbon cycle (Avelar et al., 2017). In the marine carbon cycle, dead organisms
settle to the seafloor and are subsequently buried. This pool of organic carbon, once buried, may
further degrade through a series of biologically dependent redox gradients resulting in the
terminal production of methane (CH4) (Arndt et al., 2013). However, if the organic carbon does
not fully degrade through biological processes, then it may be further buried within the
subsurface. The deep burial of this organic carbon is particularly important as studies suggest
that this burial uptake can regulate oxygen within the atmosphere on glacial time scales
(Cartapanis et al., 2016). This buried organic carbon, on much longer time scales and subject to
geothermal heating, may become a thermogenic petroleum reservoir (e.g., oil, gas). Furthermore,
once this pool has been converted to a petroleum reservoir, upward gas migration through faults
and conduits may allow for gas to exist as free gas, become incorporated into the methane
hydrate structure, and/or potentially seep at the seafloor.
Given the importance of TOC in marine sediments, there has been minimal work to
quantify the concentration of carbon in marine sediments at a global scale. The most recent and
comprehensive work on this topic was by Seiter et al. (2004). Seiter et al. (2004) utilized
5

standard kriging techniques to interpolate observed lab-based combustion measurements of TOC
values at a resolution of 1 x 1-arc degrees for all global seafloor sediments. However, these
ordinary kriging techniques do not allow for estimation of values in areas where there are little to
no observed data. As a result, there are large gaps in interpolation missing for the Artic and
Pacific Ocean. Using the curated observed dataset (Figure 2.1), of ~5000 data points, from Seiter
et al. (2004), I hypothesize that machine learning will be able to predict seafloor TOC for the
entire globe at higher resolutions and with greater area coverage than the kriging technique of
Seiter et al. (2004) and higher predictive skill than the commonly utilized Generic Mapping
Tools (GMT) standard interpolation technique (e.g. splines under tension).
1.2.1.2

Sediment Isochores
Another important parameter for a wide range of geological research is marine sediment

thickness (i.e. vertical difference between seafloor and crust or particular geological time units).
The variability of marine sediment thickness is a result of a variety of processes, including
terrestrial sediment flux, ocean currents, glacial cycles, and bathymetry (Straume et al., 2019).
Quantifying and understanding the thickness of sediment units is important in understanding
Earth’s climate on geologic time scales (Olson et al., 2016), determining areas susceptible to
slope instability, and maturation of hydrocarbons. For most regional analysis, where core data
exists or seismic data exists and a continuous time reflector of an age associated boundary also
exists, sediment unit thickness can be directly determined by inverting travel times to depth
using a velocity model. In locations where seismic data does not exist or the sediment-age
horizon is not resolved, a method to estimate sediment unit thickness is necessary. Although
globally estimated maps of total sediment thickness are available (Straume et al., 2019), these
sediment thickness estimates are determined qualitatively through expert interpretation and are
6

not easily updateable with new information. Machine learning has the capacity to produce
quantitative estimates of total sediment thickness at a global scale that are easily updatable when
new seismic observational data becomes available. The production of an observed total sediment
thickness dataset is a formidable goal and beyond the scope of the research proposed here, given
its production would require ingesting and processing vast quantities of often proprietary seismic
and core data. Therefore, instead of predicting total sediment thickness, I can produce isochore
maps that predict the thickness of specific geologic units in marine sediments. The production of
global isochore maps may not provide all of the information that a total sediment thickness map
would but it may provide other useful applications such as the calculation and improve
understanding of spatiotemporal variability in sedimentation rates. Typically, to estimate an
average sedimentation rate where no observation exists, the sediment thickness grid (Straume et
al., 2019) is divided by the crust age. This will produce a time averaged sedimentation rate over
the entire sediment column, sometimes for time periods spanning many millions of years. An
isochore map, however, may be able to constrain a more variable sedimentation rate with
geological time. For example, intuitively, the sedimentation rate may be higher for certain
geologic time intervals (e.g. glacial time periods) (Leonard, 1997). In applications, such as these,
global isochore maps may be able to fulfill a niche that the total sediment thickness grid
otherwise would not be able to.
I propose the production of sediment isochore maps are achievable with available public
data and MLA. At present, an easily minable marine sediment dataset exists from the Deep-Sea
Drilling Program (DSDP) available at National Oceanic and Atmospheric Administration
(NOAA) (Deep Sea Drilling Project, 1989; Jenkins at al., 2000). The data available from DSDP
drill locations (Figure 3.1a) provide information on the age of sediments as a function of depth
7

below the seafloor. My second research hypothesis is that through the use of linear interpolation
between depth-age points I can use MLA to predict the thickness of particularly important
geologic time intervals (e.g. 0-1.8 million years or present to middle Pleistocene-aged sediments)
with greater predictive skill than using a time averaged sedimentation rate to invert for unit
thickness.
1.2.2

Predictors
Currently, within NRL’s GPSM there exists a large inventory of global predictors. These

predictors are fundamental in MLAs as they determine the patterns within observed data. For
example, using the predictors distance to coast, water depth, and wave energy MLAs can predict
what the grain size may be for a given location. Because these predictors will define the
predictions, the predictors should intuitively correlate with the observed dataset. However, it is
possible predictors correlate with observed data but these relationships are not intuitive or known
a priori. Further, these predictor grids must also be at the resolution (e.g. 1 x 1-arc degree, 5 x 5arc minute) we are trying produce predictions at. GPSM currently houses over 4000 predictor
grids at two resolutions (1 x 1-arc degree and 5 x 5-arc minute). These grids come from a variety
of calculated and/or modeled sources. Calculated grids include “distance to” calculations (e.g.
distance to coastline, spreading ridge, plate boundary, trench) and are available at any needed
resolution. Grids that are modeled and/or produced outside of the US Naval Research Laboratory
(NRL) domain typically come at one resolution (e.g. CRUST1, World Ocean Atlas v13, ETOPO;
Laske et al., 2013; Boyer et al., 2013; Amante & Eakins, 2009). These grids are appropriately
unsampled (via k-NN or other interpolation techniques such as nearest geographic neighbor) or
downsampled to the needed resolution (e.g. Figure 1.1). Each predictor grid then has a variety of
radii statistics (mean, average absolute deviation from mean, log of the absolute value deviation
8

from mean, log of the mean) calculated on it. For the 1 x 1-degree resolution statistical radii are
calculated at 125, 250, 500, and 1000 kilometers. The 5 x 5-arc minute resolution includes the
same radii and additionally one more radius at 50 kilometers.

b)

Figure 1.1

Regional and global example of gridded geological and geophysical parameters

a) Native (left) 2-minute gridded global elevation data subset of the U.S. North Atlantic margin
from ETOPO2 (National Geophysical Data Center, 2006). ETOPO2 grid is downsampled to a
coarser resolution (right; 5-minute). In downsampling the 2-minute data, the average data value
per 5-minute cell is taken and assigned to the center of each grid node. b) Native (left) 1-degree
gridded global crustal p-wave velocity (Laske et al., 2013). This grid has been upsampled to
higher resolution (right; 5-minute) using k-NN machine learning.
9

1.3

Estimating a Carbon and Methane Hydrate Inventory
Gas, primarily methane hydrate, is composed of crystalline hydrogen-bonded molecular

structures that form an H2O cage lattice around a methane molecule. Methane hydrate is only
stable under specific pressure-temperature (P-T) conditions, where pressures are high enough (~
3 megapascals) and temperatures are cold enough (~ 0 Celsius) (Max et al., 2006). In addition
to the appropriate P-T regime, for methane hydrate to exist there must be water and a supply of
methane that exceeds the local solubility of water (Ruppel & Kessler, 2017). This space, in
which methane hydrate is stable, is referred to as the hydrate stability zone (HSZ; Figure 1.2).
This dissertation and all reference to methane hydrate, herein, strictly refers to methane hydrate
sequestered in marine sediment pore space.

10

A)

Figure 1.2

B)

Methane hydrate occurrence in marine and permafrost settings

From Ruppel and Kessler (2017), a diagram depicting the hydrate stability zone for marine (a-b)
settings. For marine associated hydrate (a) the phase boundary is also shown in red. Within the
water column, temperature decreases and upon entry in the sediments, the temperature begins to
increase according to the geothermal gradient. As depth in the water and sediment increases so
does the pressure. Hydrate according to just the P-T regime is capable of existing in parts of the
water column but because of the buoyant nature and solubility of methane not exceeding local
water solubility, hydrate is unlikely to form beyond hydrate coated bubbles. Instead, this gas will
likely be dissolved in the water column. Part C highlights the sulfate reduction zone (SRZ) and a
more detailed view of the HSZ in marine sediments.
Methane gas (CH4) in marine sediments are originally sourced from seafloor TOC
(Burdige, 2007). As previously indicated, once TOC is deposited this carbon pool may be
converted to methane through two degradation pathways: 1) a series of biochemical pathways
ultimately rendering the most reduced form of carbon, methane and 2) further thermal reduction
of hydrocarbon chains to render methane (Arndt et al., 2013; Stolper et al., 2014). Quantifying
where, and how much hydrate exist in the sediment is an important concept as methane hydrate
is a critical term in calculating a global carbon budget because methane gas can contribute to
ocean acidification and deoxygenation. This carbon pool may also contribute to a variety of
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hazards; namely, drilling and slope instability (Collett et al., 2015). Furthermore, viable
production techniques are becoming more common (e.g. Japan). In time, should this trend
continue to other countries, methane hydrate may become a natural resource to be exploited for
energy purposes (Makogon, 2010).
Numerous estimates of the presence and quantity of methane hydrate have been reported
over the past several decades. Recent estimates indicate that methane hydrate in seafloor
sediments is the largest reservoir of free carbon on earth and sequesters 16-20% of total global
carbon (Ruppel & Kessler, 2016). The conditions that support methane hydrate are reasonably
well constrained, requiring in the simplest cases appropriate pressures, temperatures, and
available methane. Both pressure and temperature with depth in the sediment can be
approximated using simple estimates of thermal and pressure gradients. However, estimating the
amount of methane sequestered in the sediments is more involved (e.g. requiring organic
degradation modeling) and just as important, if not more important, in predicting the occurrence
of methane hydrate. Because methane concentrations are determined by the initial quantity of
organic carbon (TOC) sequestered in sediments, improved estimates of TOC will result in
improved estimates of methane sequestered. Furthermore, improved estimate of the quantity
methane that lies within the appropriate P-T regime for methane hydrate formation will, result in
a more accurate estimation on the amount of methane which may be sequestered in marine
sediments globally. As this model does not account for upward gas migration, the final
concentrations of global methane hydrate sequestered will represent an upper limit. Previous
hydrate inventory estimates have been made, some considering fluid migration and other not
(e.g. Piñero et al., 2013, Wallmann et al., 2012,); however, these estimate have relied on
substantial expert interpretation particularly in parameterizing the variables needed for modeling
12

(e.g. TOC, sedimentation rates). In contrast to previous approaches to estimate a global hydrate
inventory, my third research hypothesis is that MLAs can be used to constrain individual
parameters (e.g. TOC, sedimentation rate, etc.) as input into previously used empirical and
deterministic models to approximate an upper limit on quantity of methane hydrate contained
within the global hydrate stability zone (HSZ).
1.4
1.4.1

Methods
k-Nearest Neighbors
The k-nearest neighbor algorithm is a non-parametric MLA commonly used in the

geosciences (Mansuy et al., 2014; Oonk & Spijker, 2015; Thanh Noi & Kappas, 2017) . For this
type of machine learning (non-parametric) there is no requirement to understand the data
distribution a priori. This method of machine learning is instance-based, meaning it can
ultimately only predict observed values that have previously been seen before.
For each observed location in the k-NN algorithm, there exists a discrete value from each
predictor grid set. Additionally, for each location that I am trying to predict there are values also
from the predictor grids. The k-NN algorithm determines predictor correlations between
observed data and locations where I want to predict. These correlated predictors and the k closest
neighbors in parameter (i.e. predictor) space are then averaged to determine the predicted value.
In order to determine the k-nearest neighbors in parameter space, a distance metric is
needed. The distance metrics commonly used are either L-1 normalized (i.e. least absolute
deviations) or L-2 normalized (i.e. least squares), where 𝑥𝑖 represents the value of the predictor
at the observed data point and 𝑦𝑖 represents the value of the predictor at unknown location (i.e.
where want to make prediction). The distances are summed to determine the distance in
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parameter space. The k closest neighbors in parameter space are then averaged to determine the
predicted value.

ndim

𝐷𝐿1 = ∑ (xi − yi )

(1.1)

i=1

ndim

𝐷𝐿2 = √ ∑ (xi − yi )2

(1.2)

i=1

Each distance metric has advantages and disadvantages. A major advantage to the L-2
(Eq. 1.2) versus L-1 (Eq. 1.1) is that there exists an analytical solution, and thus it is more
computationally efficient. L-2 normalized distance provides unique solutions whereas L-1 norm
does not. The L1 normalized distance is more robust to outliers as the calculation does not square
the residuals between the observed and unknown predictor values. The more commonly used
distance metric is L-2 normalized; however, it has been suggested that the selection of a distance
metric is problem specific (Xiang et al., 2008).
Another metric that must be selected when using the k-NN algorithm is the number of
nearest neighbors over which to average k. The predictive performance is impacted by the value
of k, as a large k can result in predictions which are heavily smoothed (i.e. approaching the mean
of observed dataset). In contrast, a small k will result in overfitting the observed dataset and
potentially unreasonable predictions. The selection of k is often arbitrary and will be adjusted to
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be produce geologically reasonable predictions which do not underfit or overfit the observed data
(Zhang, 2016).
1.4.2

Organic Carbon Methanogenesis Model
Degradation of organic carbon involves a wide range of complexities including

bioturbation, varying degrees of carbon lability, and variable transport mechanisms (Arndt et al.,
2013). With increasing complexity, there is increasing need for site specific parameters (e.g.
elemental composition of organics, rate of carbon oxygenation). For this reason, extrapolating
degradation models to a large scale has traditionally been difficult (Arndt et al., 2013). It has
been suggested that due to the number of boundary conditions that must be parameterized and
computation inefficiencies, complex global scale modeling at these levels of complexities are of
limited value (Arndt et al., 2013). As a result, as the spatial scale of modeling increases, there is
a decrease in the sophistication of the models describing these diagenetic processes.
Accordingly, this dissertation will use a simplified model to approximate organic carbon
degradation with depth for all locations on the global seafloor following the methods outlined in
Malinverno and Martinez (2015). This model requires a minimal number of easily constrainable
global inputs and calculates organic carbon degradation in marine sediments on geologic time
scales as a function of time and temperature (Malinverno & Martinez, 2015). This framework
does not consider the potentially important but complex nature of microbially mediated
processes that occur in the uppermost sediments, but instead is intended to account for general
quantity of organic carbon degradation that will occur at geologic time scales. The governing
degradation rate (k) is expressed in the Arrhenius equation given below (Eq. 1.3) wherein, A is a
constant, Ea is the activation energy of organic carbon degradation, R the universal gas constant,
and T is absolute temperature.
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−𝐸𝑎

𝑘(𝑇) = 𝐴𝑒 ( 𝑅𝑇 )

(1.3)

Malinverno and Martinez (2015) parameterize A as 3 x 1018 Ma-1 based on organic
carbon content in sediments over the past 10 Ma, observed from drilling data. This degradation
rate can be applied to determine organic carbon content with time by using the following
equation (Eq. 1.4), wherein k is the output of Equation 1.3, t represents time, and G0 is the initial
organic carbon content at deposition.

𝑡

𝐺(𝑡) = 𝐺0 𝑒 ∫ 𝑘(𝑡 ′ )𝑑𝑡′

(1.4)

0

Using machine learned inputs, I can constrain the variables (e.g. TOC content,
temperature) needed for input into Malinverno and Martinez (2015) workflow. Temperature is
constrained by assuming a bottom water temperature and appropriate temperature gradient
(thermal diffusivity in the subsurface via prediction (via machine learning or interpolation) of a
geothermal gradient using data from Global Heat Flow Compilation Group (2013). Given these
minimal parameters, I can approximate the % dry-weight of TOC I will encounter with depth
given a steady-state degradation rate.
Since TOC is expressed in percent dry-weight of the sediment, I must invert % TOC to
mass TOC. To do this, it is necessary to calculate the volume of the solid material for a column
of sediment. In determining a total gridded volume of sediment (area * sediment thickness), both
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solid and pore space components are accounted for. Because TOC is expressed in only the solid
component, it is necessary to eliminate the volume of sediment represented by the pore space.
The fraction of pore space (i.e. porosity) with depth is a commonly well-constrained and
approximated quantity, thus giving opportunity to utilize a variety of different compaction
models. In all compaction (i.e. porosity) models, porosity reduction occurs at an exponential
decay rate. At a minimum, all models simply require constraint on the porosity at time of
deposition while others additionally require knowledge on the composition of the seafloor and
sub-seafloor (Athy, 1930; Revil et al., 2002; Martin & Wood, 2017). Porosity at deposition can
be constrained using the Random Forest (type of MLA) prediction of Martin et al. (2015). Once
porosity with depth has been established, I determine the volume of the solid sediment (i.e.
grain) by subtracting the pore space component. The solid component volume can be converted
to a mass (volume * density) assuming some given grain density. As a result, the mass of TOC
with depth is approximated by multiplying the solid component of the sediment and the TOC in
percent dry-weight. As needed, the mass of organic carbon can finally be converted to methane
using simple stoichiometry.
Then using pressure, temperature and solubility profiles within the subsurface, I integrate
the volume of methane that occurs in the HSZ to calculate a global hydrate inventory, which can
then be compared to published hydrate inventory estimates (e.g. Piñero et al., 2013; Wallmann et
al., 2012).
1.4.3
1.4.3.1

Statistical Techniques
k-Fold Cross Validation
A common technique used to measure the predictive capability of a machine learning

algorithm is k-fold cross validation. For this technique, the observed data (i.e. predictand) is cut
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into k equal folds (i.e. partitions) where one of the folds is withheld from the observed data and
predicted. This is iteratively repeated until all folds of observed data have been withheld and
predicted. Once all observed data has been predicted, it is possible to plot the observed versus
predicted values. I then calculate a correlation coefficient (R2) between the observed and
predicted data to evaluate the accuracy in our predictions. If the observed vs. predicted data lie
on a 1:1 line all observed data was predicted perfectly
1.4.3.2

Feature Selection
Feature selection, also called predictor selection, is fundamental to the machine learning

process. Feature selection involves either manually or statistically selecting the predictors to use
in the MLA. The aim is to select predictors which are the most highly correlated with the
observed data. Feature selection is performed for a variety of reasons. The first being reducing
the time to perform a prediction, as the smaller the number of predictors the shorter the
prediction training time. Additionally, an appropriate feature selection will allow for the most
optimal predictions (Piramuthu, 2004).
One common selection method is recursive feature elimination where the prediction is
performed using all predictors, then in each iteration a predictor is removed (Gregorutti et al.,
2017; Guyon et al., 2002). The accuracy in the prediction changes as a result of each feature that
is removed. The predictors are then ranked according to how the accuracy in the prediction
changes. Predictors above a particular threshold are selected to use in the final model. Another
metric of correlation would be to simply calculate the correlation coefficient between the
observed data and each individual predictor (Mitra et al., 2002). Similar to recursive feature
elimination, the predictors are ranked and then correlated. Those above some threshold are
selected to be used in the final model.
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In these, and other common feature selection methods, a correlation threshold is required.
Since predictions are sensitive to the selection of predictors, the predictions are likely also
sensitive to the threshold selection and thus NRL’s GPSM has employed an entirely data-driven
way to select predictors for the final model. Foremost, to avoid collinearity among predictor
grids, I calculate the correlation (R2) of each predictor grid to one another. Features which have
co-correlation greater than 0.9 are discarded. Next, within GPSM, each of these remaining
individual predictors are used in the k-NN machine learning algorithm. For each predictor, a 10fold cross validation is used to determine the error in using that one predictor. Additionally, a
uniform random noise grid (URN) is produced and used to generate a prediction. All predictors,
including the URN, are ranked. This URN marks the threshold of predictors to use in the final
model as URN should have little to no correlation with the observed data. Ideally, any predictor
beyond that of URN would result in a worse final prediction.
1.4.3.3

Benchmarking Results
As with any estimate or prediction, there are previous benchmarks to outperform. Since I

have observed data for each variable, it is possible to calculate the error between the observed
data and the estimation technique (machine learning, linear interpolation, etc.). The most generic
benchmark to surpass is the error if I use the mean and/or median of the observed data at any
location where I do not have observed data. Another generic standard benchmark to exceed
would be standard spatial interpolation techniques (e.g. nearest neighbor, cubic interpolation,
splines under tension easily implemented in Generic Mapping Tools utility).
Beyond these generic benchmarks, the benchmark becomes problem specific. For the
prediction of TOC, previous estimates of TOC (e.g. Seiter et al., 2004) have been made and can
serve as benchmarks to outperform. For the sediment isochores, a benchmark to outperform
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would be estimating age interval thicknesses using the GlobSed sediment thickness grid
(Straume et al., 2019). Furthermore, using both our TOC and sediment isochore maps I can
estimate a global hydrate inventory. This modeled hydrate inventory estimate can then be
compared to previous estimates. All predictions using machine learning methods are expected to
be consistent with, and/or improvements over previous estimates.
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A MACHINE LEARNING (KNN) APPROACH TO PREDICTING GLOBAL SEAFLOOR
TOTAL ORGANIC CARBON
Note: The following content was published in a peer reviewed journal as: Lee, T. R.,
Wood, W.T., & Phrampus, B. J. (2019). A machine learning (kNN) approach to predicting global
seafloor total organic carbon. Global Biogeochemical Cycles. 33, 37-46.
2.1

Introduction
Despite the importance of seafloor TOC, direct observations are sparse and large areas of

the seafloor remain virtually unsampled (Figure 2.1). Acquisition of TOC and similar seafloor
property data is particularly difficult and expensive due to familiar difficulties in marine science
data acquisition, e.g. distant locations, deep water, and challenging environments. As a result, we
are left with a global dataset largely inadequate for addressing fundamental issues; namely
assessing global inventories or determining likely locations of methane or other hydrocarbon
accumulations.
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Seafloor Total Organic Carbon Data Points

Figure 2.1

Observed global seafloor total organic carbon data points

Locations of sampled seafloor total organic carbon (white) representing the upper 5 centimeters
of sediment using a 5-arc minute resolution (Data from Seiter et al., 2004; Beazley et al. 2003)
Historically, estimates in areas where data acquisition is limited or non-existent have
used some form of interpolation from existing data. In a global distribution analysis of seafloor
TOC, Seiter et al. (2004) interpretively delineated regional geological provinces by various
physical and chemical properties. Each geological province was predicted using spatial
interpolation (i.e. kriging) to determine the distribution of seafloor TOC. In regional provinces
lacking sufficient observed data (e.g. Western Pacific Ocean, portions of the Arctic), no
prediction was possible. Similarly, Goutorbe et al., (2011) estimated global heat flux, using
several categorical predictors such as basin-type and rift-type.
Recently, machine learning techniques have provided statistically robust global
estimations of geological properties where little to no data presently exists. Sediment porosity at
a 5-arc minute resolution was predicted using a Random Forest algorithm in an analysis by
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Martin et al. (2015). This machine learning technique uses a series of regression trees to
determine new outcomes (i.e. predictions) based on associations of global properties with
previously observed data. Martin et al. (2015) showed this technique to be more accurate in
predictions than strictly geospatial interpolation techniques. Additionally, other datasets have
been predicted from machine learning algorithms; one estimated global seafloor lithology
(Dutkiewicz et al., 2015) and the other estimated seafloor biomass distribution (Wei et al., 2010).
In several of these examples, significant prior knowledge, beyond what was strictly
observed, influenced the final estimate, mostly by interpretively restricting the number and types
of predictors used, or by constructing interpretive (as opposed to observed) predictors. Our intent
here is to employ a decidedly different paradigm; instead of actively incorporating our best
intuitive knowledge directly into the prediction, I am first making a purely data-driven prediction
using only the available data and predictors. This prediction can later be re-interpreted as
required for any given purpose. Thus, I make a clear distinction between purely data-driven, and
data-informed estimates.
For TOC, as a first step, I want to maximize the influence of all available earth science
observations and minimize the influence of any theories or assumptions about TOC distribution.
Our intent is that our estimates and uncertainties represent only what is present in observations.
Data-driven, machine learning estimates specifically lack the intuition and experience of decades
of research, but they also lack potential misconceptions and unintended bias. For this reason,
data-driven estimates and uncertainties are likely more faithful to the direct observations. This
system for prediction is also very amenable to the addition of new observations and predictors –
updates can be made quickly with essentially no expert reinterpretation.
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2.2
2.2.1

Methods and Materials
K-Nearest Neighbors Algorithm
The selection of a machine learning algorithm is generally guided by performance on a

particular problem and is therefore problem-specific. In this case I chose a single algorithm, knearest neighbors (k-NN), because its simplicity allows for 1) minimal user inputs to influence
the results, and 2) by our methods a direct, (if empirical) estimate of uncertainty. I did test
Support Vector Machines and Random Forest methods but k-NN produced the smallest error and
highest correlation between observed vs. predicted data. The k-NN implementation used here is
specific to seafloor prediction, and has not been published, so I describe it here. The Python code
is built upon scikit-learn (Pedregosa et al., 2011).
k-NN, where ‘k’ represents the number of nearest neighbors, uses proximity in parameter
space (predictor space) as a proxy for similarity. k-NN is non-parametric, making no prior
assumptions about the probability distribution of the observed data, and is arguably the simplest
machine learning algorithm. k-NN is essentially a formalization of the intuitive notion that if two
locations on the seafloor are similar in many ways that we have observed, then they are also
similar in a way that we have not observed. The “ways we have observed” are the predictors,
quantities known (or estimated) everywhere on the seafloor such as: water depth, distance from
shore, bottom water temperature, etc. The quantity we have observed in some places, but want to
predict elsewhere, we refer to as the predictand. When predicting a value at a point where no
observation exists, we find the ‘k’ observations, where the predictor values are most similar to
those at the location we are trying to predict. The value of the predictand is assumed to be the
mean value of the ‘k’ nearest neighbors. The standard deviation of those same ‘k’ observed
values is our measure of uncertainty.
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To quantitatively determine which are the nearest neighbors, I must first calculate a
distance in parameter space (Eq. 2.1).

ndim

𝐷𝑗 = √ ∑ (xi − yi )2

(2.1)

i=1

Distances in parameter space are calculated using L2-normalized (i.e. Euclidean) distance
where xi and yi represent the predictor values at observed and unknown locations, respectively,
and Dj is the total distance in parameter space from the jth observed datum to the point I am
trying to predict. Machine learning methods, including k-NN, typically use either L1-normalized
or Euclidean (i.e. L2-normalized) distance, each having their own advantages. The primary
advantage of L1-normalized distance is the robustness to outliers in the observed dataset.
Euclidean distance provides unique solution, but is not as robust in the presence of outliers. I
have conditioned the observed dataset such that outliers are eliminated (Section 2.3.1).
Therefore, I have selected to use the unique solution (i.e. Euclidean distance) as our metric of
distance. Predictor values are normalized to a mean of 0 and a variance of 1. After the distances
to the entire set of observed data are calculated, the distances are ranked so the ‘k’ neighbors
with the smallest value of D, or the nearest observation can be identified. The predicted value at
any given point is the average of the value of the nearest neighbors, where each neighbor is
weighted by the inverse of its relative (scaled) distance.
One of the key advantages of this kind of prediction is that points that are very distant
geographically, may be very close in parameter space, and therefore very helpful in predicting
values. That is, for locations that there are no observed data nearby (e.g. SW Coast of Australia
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in Figure 2.1) I can use geological parametrically similar locations to predict these values. Also
important is that k-NN (categorized as a lazy, or instance-based learner), is only able to predict
values from within the range of the observed data; i.e. it can only predict from experience, and
cannot predict wild, or geologically unreasonable values. However, this means k-NN also cannot
predict values outside the range of sampled data.
2.2.2

Quantifying Neighborhood Size (‘k’) and Predictor Selection
A key aspect to our estimates is predictor selection, which is based on validation. In this

study, I use ten-fold validation; withholding a random 10% of the data and using the remaining
90% to predict the value at the withheld points. This is repeated with a different random 10%,
and so-on until each point has been withheld and predicted. This technique, at least for large
enough datasets, mitigates the likelihood of overfitting, because one cannot over fit withheld
data. A validation plot of the observed (x) vs. predicted (y) TOC is shown in Figure 2.2.
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Validation plot of observed versus predicted seafloor total organic carbon

Validation plot of observed seafloor total organic carbon (x) versus predicted seafloor total
organic carbon (y). both expressed in percent dry weight. The grey line is the median fit for the
data. Black line is a perfect (1:1) fit to the data. Thick black and grey lines represent absolute
error and standard deviation per 0.25 % bin of dry weight seafloor total organic carbon
respectively.
Essentially the only interpretive bias I cannot avoid is the choice of the number of nearest
neighbors, ‘k’. Selection of ‘k’ is a common limitation. In predictions where ‘k’ is small,
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particularly ‘k’=1, the variance per prediction is higher such that the nearest neighbor in the
parameter space defines the unknown instance. In noisy datasets, where the nearest neighbor is
based on data that is of poor quality, the unknown instance will result in noisy predictions.
However, in predictions where a large neighborhood is used the predictions begin to become
biased (i.e. “over smoothing”) by creating prediction values that approach the mean of the
observed dataset (Zhang, 2016). As a result of these constraints, and after several trials of ‘k’
ranging from 1 to 21, I chose ‘k’= 5; interpretively balancing ‘k’ to be small enough to mitigate
over smoothing, and large enough for noise reduction. I select to use the ‘k’ which generates the
lowest 10-fold cross validation error.
The k-NN methodology employed here is a two-step processes, the first being feature
selection. Predictions are sensitive to predictor (feature) selection, and as discussed earlier can be
used to impart interpretive bias into the prediction, which I am actively seeking to avoid.
Foremost to mitigate predictor selection bias, I avoid collinearity by first calculating an R2 value
among all predictors. Only predictors variables that have a < 0.9 R2 value are used towards the
prediction. From the remaining predictors I then use a univariant selection process in which I
determine the median prediction error in the k-NN validation using each predictor individually to
predict the withheld observations. The errors from each predictor are then ranked (black
diamonds in Figure 2.3), from lowest to highest.
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Feature (i.e. predictor) selection of predictor index versus error for total organic
carbon

Predictor index versus error. Black diamonds represent individual error of predictor grids ranked
from lowest to highest. The circle represents the rank and error of the uniform random noise grid.
Solid black, and gray lines represent the mean error if we assumed the TOC was everywhere the
mean or median of all the observations respectively. The solid red line indicates the median error
in our best predicted seafloor TOC using the k-NN algorithm.
I assume that using a predictor consisting only of uniform random noise (large circle in
Figure 2.3) has no predictive value, and so too, every predictor with an individual prediction
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error higher than that of the noise. Therefore, only the predictors whose individual prediction
error was less than that of the noise were used in the final prediction of TOC. The final
prediction uses all of the best predictors less than that of the noise grid simultaneously.
2.3
2.3.1

Data
Observed Data and Predictor Grids
Direct observations of seafloor TOC by Seiter et al. (2004) are available for public

download through Pangaea (www.pangaea.de). This is not intended to represent a
comprehensive inventory of all TOC data to date, but rather the single largest source of those
that have been systematically accumulated, i.e. amenable to machine learning prediction. For
demonstration purposes this dataset has been augmented to include Beazley et al. (2003) Gulf of
Mexico data points.
Our global database of TOC observations consists of 5623 measurements expressed in
percent dry weight sediment representing the upper 5 cm of the seafloor. I chose to use only
TOC data points with less than 5 percent dry weight to mitigate outliers in predictions, noting
that only 127 points, or 2.2% of the dataset, are greater than 5 percent dry weight TOC. Sampled
observations are commonly clustered around areas of geological interest resulting in an
irregularly spaced grid. For compatibility in our k-NN algorithm, I group and average
observations per 5 x 5-arc minute grid cell resulting in a uniformly spaced grid consisting of
4913 cell-centered observed data points.
k-NN requires geologic predictors (i.e. features) to determine correlations among
observed data. I compiled as many predictors as possible, with global or almost global coverage,
from a variety of widely available sources. These predictors have four broad categories. The first
is empirically calculated grids or grids at higher resolution than I needed (> 5 x5-arc minute). For
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resolutions higher than 5-arc minute I downsample by taking the median of all observations
within a 5-arc minute grid cell. Empirically calculated predictors are properties such as distance
to coast which can be calculated at almost any resolution (limited to resolution of native grid).
Next, predictors which are known globally but at resolutions lower than 5-arc minute (e.g. 1degree). These grids are upsampled by nearest geographic neighbor as native grid is spatially
continuous. Finally, grids lacking complete global coverage are interpolated using machine
learning techniques. Generally, these grids were lacking higher latitudes. Since there was no
spatial data distribution in large regions of the globe a nearest neighbor approach could not be
used. Our final predictors are 2-dimensional global gridded geologic measurements and
calculated radius statistics (mean, natural log of the mean, absolute average deviations at each
grid cell over radii of 1000 kilometers (km), 500km, 250km, 125km, 50km, 10km) at 5 x 5-arc
degree resolution. In future predictions, it will be important to estimate the error or reliability in
our upsample and downsampling techniques. At present, it is unknown how these error impact
our final prediction of TOC. Our final predictor database consists of more than 600 global grids
at 5 x 5-arc minute resolution available at Lee, et al. (2018).
2.4
2.4.1

Results and Discussion
Validation and Uncertainty
Using the above methods with 5 nearest neighbors and 397 feature selected predictors at

a 5 x 5-arc minute resolution results in a predicted global distribution of seafloor TOC (Figure
2.4). I used ten-fold cross validation to calculate a median prediction error of 0.18 percent dry
weight (red line in Figure 2.3). For comparative purposes, a prediction where all unknown grid
cells are assigned the mean of the observed dataset (0.88 percent dry weight), results in a
prediction error of 0.61 percent dry weight (thin black line in Figure 2.3). The validation plot for
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our final prediction is shown in Figure 2.2, with the 1:1 correspondence, (perfect correlation and
perfect predictive skill) and a median fit of our predictions. The least squares regression line
shows strong positive correlation between our predicted (x) and observed (y). The calculated
correlation coefficient (r) is 0.78.
Additionally, for direct comparison I interpolate data points of seafloor TOC using the
GMT (Smith & Wessel, 1990) surface function with a tension of 0.25 (Figure 2.5a). I perform
10-fold cross validation (Figure 2.5b) and determined a correlation coefficient of 0.39. This r
value provides quantitative measure that k-NN (correlation: 0.78) performs statistically better
than a standard interpolation procedure based solely on geographic location.
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a) Seafloor total organic carbon prediction produced using a k-nearest neighbor algorithm with
397 predictors and 5 nearest neighbors. b) The average total organic carbon content per latitude 
1 standard deviation (shaded red)
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Predictions such as those presented here are far more useful when accompanied by an
uncertainty, but to our knowledge there is no standard means of estimating uncertainty from a kNN prediction. Instead, I have used the standard deviation of the values of the nearest neighbors
as a metric of uncertainty (Wood et al., 2018). Figure 2.2 shows the average standard deviation
(heavy grey line) and average absolute error (heavy black line) averaged over bins of width 0.25
percent dry weight. At lower values of seafloor TOC, binned absolute error very closely mimics
binned standard deviation, suggesting that standard deviation can be used as a value for
prediction uncertainty.
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The parallelism between absolute error and standard deviation makes sense intuitively. If
all the nearest neighbors in parameter space came from the same location, the standard deviation
of the TOC values would yield the best estimate of uncertainty. In the case of our
implementation of k-NN prediction, I have simply lifted the requirement that the nearest
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neighbors are geographically co-located – it is the geological similarity, not the geographic
similarity that drives the prediction. While our metric of uncertainty makes intuitive sense, it
lacks a proof of theory and more analysis is required to fully justify it mathematically. Figure 2.6
shows a global distribution of standard deviation in our TOC prediction.
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Qualitatively,
standard deviations (i.e. uncertainty) reflect the density and variability of
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observed data in parameter space. Low uncertainty is attributed to high data density (many near
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neighbors) and low variability (neighbors are similar). This will only happen in a well sampled
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portion of parameter space. Likewise, higher uncertainty is attributed to low observed data
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sampled parameter space. I therefore expect reductions in standard deviation with denser
sampling of observed data in parameter space (not necessarily geographic space).
With a strictly data-driven approach, new observations can very quickly provide updated
predictions. For example, I remove the 23 observed data points from Beazley et al. (2003) in the
Gulf of Mexico (GoM) and perform the same k-NN prediction using the same predictor grids.
Figures 2.7a and b show the difference made by removing these points. The change in global
error was negligible, but the 23 points have noticeably changed the prediction in the GoM.
Predictor grids can be similarly updated. Adding a new and/or updated predictor grid may
result in a different feature selection, while subsequently updating the final value of the TOC
prediction.
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a) The Gulf of Mexico seafloor total organic carbon upon removal of 23 data points (Beazley et
al., 2003); b) The Gulf of Mexico seafloor total organic carbon prediction using 23 data points
from Beazley et al. (2003).
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2.4.2

Parametric Isolation
k-NN is an instance-based learner, therefore predictions are most accurate where

parameter (i.e. predictor) space is well sampled by observations. Here I define parametric
isolation as the distance in parameter space to the single nearest neighbor. A plot of parametric
isolation for our TOC prediction is shown in Figure 2.8. Parametric isolation indicates how well
parameter space is sampled by observations, and therefore identifies the best place to acquire
new data (geographically, warm colors in Figure 2.8) to improve sampling in parameter space
(geologically); i.e. a guide indicating where to sample next to best improve the prediction. In
theory, one nearest neighbor may be parametrically “close” to the location that I am trying to
predict, while the others are far away. The assumption here is that the single nearest neighbor is
enough to account to predict a value. A future and potentially better estimate of parametric
isolation may be to calculate the average distance among all the nearest neighbors.
Areas where observations exist (black spots in Figure 2.8) exhibit the lowest parametric
isolation because they are the closest (i.e. most alike) in parameter space (as well as geographic
space) to their nearest neighbor indicating a well sampled parameter space. Areas with cooler
colors, but geographically distant from black spots in Figure 2.8 indicate areas that are
geologically similar to areas where there are already samples, i.e. also well sampled in parameter
space.
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Points that are furthest in parameter space (warm colors in Figure 2.8) represent values
that are least like any observed data point. Areas of high parametric isolation, namely datadeficient areas (for the dataset I used this includes the Arctic Ocean and seas of the Western
Pacific) indicate locations where acquiring more samples would most likely significantly
improve the prediction (i.e., these areas are poorly sampled in parameter space). Data acquisition
at locations with high parametric isolation may improve predictions, not only for that geographic
area but for areas geologically similar (i.e. similar parameter values).
It is possible to have high uncertainty (i.e. large spread in nearest neighbors) but still have
minimal parametric isolation (i.e. one nearby neighbor). A high uncertainty would mean there is
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large spread in the nearest neighbors; a small parametric isolation would indicate at least one
nearest neighbor in parameter space is capable of explaining the geological environment
predicted. All this considered, the calculation correlation coefficient between uncertainty (i.e.
standard deviation) and parametric isolation is 0.144 suggesting there is minimal relationship
between the two variables.
2.4.3

Comparison to Non-data-driven Results
Our final data-driven prediction is geologically consistent with previous analyses (e.g.

Seiter et al., 2004), but our analysis provides estimates of seafloor TOC in regions where there
were previously large data deficiencies (e.g. Western Pacific Ocean, portions of the Arctic).
Additionally, I average seafloor TOC (Figure 2.4a) and uncertainty (± one standard deviation;
Figure 2.4b) in percent dry weight per latitude. Our estimate of seafloor TOC yields similarities
in areas where an expected high accumulation of TOC is likely (e.g. equatorial latitudes,
continental shelf, etc.). In particular, along the Equator upwelling of nutrient-rich waters results
in increased primary productivity, and thus particulate organic matter, thereby increasing
sediment organic matter (Archer et al., 1997). High latitudes exhibit higher average
concentrations of TOC which is likely attributed to ocean current transport of nutrients and
terrestrial output from nearby rivers (Birgel et al., 2004).
In general, the mechanisms which result in deposition of seafloor TOC are reasonably
well understood scientifically (Arndt et al., 2013). Therefore, I have included an additional
prediction of seafloor TOC using only predictors and their associated statistics which are
deterministically known to influence the deposition of TOC. Grids (i.e. predictors) selected as
controls on the accumulation of seafloor TOC include river mouth ocean fluxes (e.g. total
suspended sediment, particulate organic carbon, bicarbonate), distance from coast, bathymetry,
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biomass (Wei et al., 2010), porosity (as a grain size proxy), and bottom water currents
(magnitude and direction). The deterministic prediction of seafloor TOC used the five nearest
neighbors and in total 146 predictors. Many of the 146 predictors were based on statistics (e.g.
mean or deviation of values within a given radius of each grid point) applied to the more
fundamental quantity.
As a result, the median prediction error using these well-established deterministic
predictors is 0.19 percent dry weight with a correlation coefficient of 0.76 between observed and
predicted values. Quantitatively, minimal differences exist between our data-driven approach and
the deterministic prediction where the average residual is 0.24 percent dry weight TOC.
Qualitatively, the deterministic prediction is more geographically variable (i.e. speckled), while
the data-driven approach results in a smoother prediction. Similarly, in the data-driven approach,
predicted TOC is high in equatorial regions and along the continental shelf. The prediction error
and correlation coefficient of the deterministic prediction using 10-fold cross validation is
consistent with our purely data-driven approach and more importantly, a general understanding
on the processes of seafloor TOC accumulation. To the first order, I find no benefit on the
deterministic selection of predictors over the data-driven predictor selection methodology.
Further analyses should consider statistical significance testing to determine there is statistical
significance between the two feature selection methods.
2.4.4

Global Inventory
Collectively ocean sediments are known to be one of, if not the largest, pool of global

carbon. I estimate the total amount of organic carbon stored in the upper 5 cm of seafloor
sediments by calculating the volume of sediment for the upper 5 cm of seafloor sediments based
on our 5 x 5 arc minute prediction. Since TOC is expressed a function of dry weight, I use a
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porosity grid (Martin et al., 2015) to account for only the solid portion of sediment volume.
Assuming the dry density of sediment to be 2.65 g/cm3 I calculate the dry mass of the sediment
in each grid cell, and then the corresponding mass of carbon (TOC is given in percent dry
weight). Integrating over the entire seafloor yields an estimated global inventory of 87 gigatones
of organic carbon (Gt C) held within upper 5 cm of seafloor sediments. Similarly, I integrate
uncertainty (i.e. standard deviation) to be 43 Gt C.
By comparison, the carbon stored in the atmosphere is approximately 867 Gt C, assuming
~410 ppm CO2 (IPCC, 2013) whereby one ppm CO2 by atmospheric volume is approximately
2.13 Gt C. The Intergovernmental Panel on Climate Change (IPCC, 2013) estimates that fossil
fuel and cement production releases approximately ~8 Gt C annually. Therefore, only the top 5
cm of the seafloor represents approximately 10% as much carbon as is sequestered in the
atmosphere and more than ten times that which is released into the atmosphere annually.
Quantifying the carbon withheld in the marine sediments is fundamental to other carbon cycling
calculations as each source/sink system are interrelated.
2.5

Conclusion
Accurate estimations of seafloor total organic carbon are required for a wide variety of

modeling applications and estimation of global carbon inventories. Previous geospatial
predictions based on sparse data relied on strictly geospatial interpolation, provided no
associated uncertainties, and failed to predict large portions of the global seafloor. Our
application of k-nearest neighbors machine learning algorithm with univariant predictor selection
results in a geologically consistent, easily updatable data-driven prediction of TOC at every point
on the global seafloor. Standard deviation serves as a proxy for absolute error performed via tenfold cross validation allowing for uncertainty estimation at each predicted location.
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A by-product of this kind of machine learning is parametric isolation - the distance in
parameter space between the prediction value and the single nearest neighbor. This metric
indicates geographic locations which are dissimilar in parameter space (i.e. geologically) to any
other observed point, thereby indicating which locations are most advantageous to sample for
more accurate predictions. It is effectively a guide to where to sample next (Figure 2.8).
Potential uses of a geospatial prediction of seafloor TOC are wide-ranging, including
furthering global and regional modeling efforts. One use of this prediction is making a datadriven estimate (with uncertainty) of the global inventory of organic carbon stored in the upper 5
cm of the seafloor, namely 87 ± 43 Gt.
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GLOBAL MARINE ISOCHORE ESTIMATES USING MACHINE LEARNING
Note: The following content was published in a peer reviewed journal as: Lee, T. R.,
Phrampus, B. J., Obelcz, J., Wood, W. T., & Skarke, A. (2020). Global marine isochore
estimates using machine learning. Geophysical Research Letters. 47, 18, e2020GL088726.
3.1

Introduction
Isochores are the technical term used to describe the true vertical thickness between

geologic units, whereas, a commonly used term throughout literature, isopachs describes the true
stratigraphic thickness, i.e. unit thickness perpendicular to dip. The difference between the terms
isochores and isopachs is generally negligible for most deep marine settings where dip angles are
less than ten degrees (Dikkers, 1985). Here I use the technical term, isochore, however, the term
isopach may be used throughout the literature to describe the same sediment unit thicknesses.
The accumulation and erosion of marine sediment through geological time occurs via
global and regional processes and is mediated by climate, tectonics, and volcanism (Engwell et
al., 2015; Straub et al., 2020). Understanding sedimentary process variability in both time and
space requires geospatially estimating isochores, which represents the vertical thickness of
sedimentary units bound by chronostratigraphic horizons.
Regionally, isochores are used to estimate hydrocarbon maturation for economic
exploitation, assess potential for geological hazards such as submarine slope failure (Hill et al.,
2017), and infer the geologic history of the Earth (Scheuer et al., 2006; Grall et al., 2018).
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Global-scale isochores may also be used to better constrain the contribution of marine
sedimentation to carbon sequestration as a function of geologic time (Burdige, 2007; Cartapanis
et al., 2018). Despite the clear value of a comprehensive marine isochore estimates, the
sparseness of marine subsurface data have resulted in only limited, primarily qualitative
published global-scale isochore estimates (Klawonn et al., 2014; Straume et al., 2019).
Here, I use observed chronostratigraphic unit thicknesses and machine learning
algorithms (MLA) to generate and validate the first estimate of global marine isochores, with
associated uncertainties, representing geologic periods from the middle Miocene (15.97 million
years) to present. This study addresses four primary objectives: 1) provide quantitative, easily
updateable, observation-based methodology to estimate global marine isochores; 2) benchmark
machine learning estimated global marine isochores using an independent methodology; 3)
provide first order comparison of our isochores to previous regional and global isochores; and 4)
assess how future predictions of isochores can be improved.
3.2
3.2.1

Methods
Machine Learning Prediction of Isochores
Determining the vertical thickness between chronostratigraphic horizons requires either

direct (e.g. age-dated sediment samples) or indirect (e.g. age-estimated seismic horizons)
observations. For most regional (i.e. basin-scale) analyses, where seismic data exists and a
continuous time reflector of an age associated boundary also exists, isochore thicknesses can be
determined by inverting travel times to the unit bounding reflectors with a seismic velocity
model (e.g. Scheuer et al., 2006; Calvert et al., 2008). In regions where seismic data or direct
observations are unavailable, sparse or poorly constrained, other methods are required.
Techniques commonly used to estimate spatial distribution of a particular property include
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interpolation methods that assume spatial autocorrelation such as kriging or nearest neighbor.
These methods perform best when observational data are uniformly distributed across the
prediction domain and/or a small number of well-constrained variables are responsible for the
spatial variability of the estimated value (Li & Heap, 2008). Conversely, MLAs quantitatively
predict unconstrained spatial variables and associated uncertainties with more complete spatial
coverage than those provided by other interpolation techniques as predictions are made in
predictor space instead of physical (i.e. geographic) space; this allows for more accurate
predictions where observed data are exceptionally sparse or non-uniformly distributed. (Wei et
al., 2010; Dutkiewicz et al., 2015; Martin et al., 2015; Lee et al., 2019).
Our isochore estimates were created using the Global Predictive Seabed Model (GPSM
Level 0), which is designed for the MLA prediction of regional and global marine geological
variables (Lee et al., 2019). GPSM Level 0, as implemented in this study, uses the k-nearest
neighbor regressor (KNR) to evaluate correlations between observed isochore thicknesses and a
variety of physical parameters, or predictors, mapped at the 5-arc minute global scale; e.g. sea
surface particulate inorganic carbon, bathymetry, biomass estimates. These relationships are then
implemented via KNR algorithm to predict global isochore thicknesses, at a grid resolution of 5arc minutes, for five geological time periods ranging from present to late Miocene (0-1.8 Ma,
1.8-2.58 Ma, 2.58-5.33 Ma, 5.33-11.63 Ma, 11.63-15.97 Ma).
Isochore observations (Figure 3.1a) are sourced from a data set published by the DSDP
(legs 1-96), which represents the largest curated database of age-depth control points for global
marine sediments (Deep Sea Drilling Project, 1989). Other ongoing drilling campaigns such as
the Ocean Drilling Program (ODP) and International Ocean Discovery Program (IODP) are not
yet included, as the age data file structure of these later drilling campaigns is less accessible.
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The specific age-depth observations in the data set are not at consistent depths and/or
geologic time periods boundaries, therefore, for each DSDP hole, I linearly interpolated between
age-depth points to determine the depth to the top and bottom of a defined period of interest
(Imhof et al., 2011). I estimate the uncertainty in this interpolation technique by withholding the
1.8 million-year observations and then interpolating these observations. I then compare the
interpolated observations to the true observed depth-age values for the 1.8 million-year isochore
observations. The uncertainty in this interpolation method is 8.8 meters for the Calabrian-Present
isochore, which is less than the final prediction uncertainty. As no other depth-age isochores
observations are explicitly recorded in reasonable abundance, I cannot determine the true
uncertainty in the interpolation technique for each isochore.
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a

b

Figure 3.1

Isochore observed data locations and histograms

a) Isochore observations after binning at 5 x 5-arc minute from the Legs 1-96 of the Deep Sea
Drilling Project. Colors indicate the maximum isochore age at each location. Age-coded data are
used to create respective isochore predictions (Fig. 3.2). b) Histogram of observed data after
binning. Colors represent the different respective isochore age intervals. The last bin on the
histogram represents any value greater than 400 meters.
I then calculated the depth difference between our interpolated depth-age points for the
beginning and end of each geologic interval of interest to obtain isochore thicknesses. I used age
intervals associated with established geological ages and epochs (Table 1), due to their global
geologic familiarity and relevance, but the technique is applicable for any finite geologic time
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interval. Where there is more than one observation in a 5 x 5-arc minute grid cell, the median
observed thickness is assigned to represent that grid cell. Table 1 shows a complete list of the
number of raw and binned observations. A global plot and histogram of these binned
observations and the maximum age of interest encountered downhole is shown in Figure 3.1. The
gridded thicknesses were converted to centimeters (to avoid calculating values < 1 meter as a
negative log number) and transformed to logarithmic base 10 units. A log transformation was
performed because the observed data spans many orders of magnitude (centimeters to hundreds
of meters). This transformation technique has been used previously in other MLAs to address
sparsity in the observed data distribution (Wong et al., 2
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Table 3.1

Comparison of observed data, errors, and calculated volumes of isochores
R2 (KNR KNR
prediction Residual
)
Median
Error in
Estimatio
n
(m)

Median
error in
GlobSed+
*
(m)

Volume
from
KNR
prediction
(km3)

23.65

10-fold
cross
validation
median
error
(KNR
prediction
)
m
14.62

0.406

12.59

13.69

9.34 x 106

518
472

6.47
26.45

5.07
17.28

0.298
0.349

3.24
15.19

5.38
20.61

2.65 x 106
9.3 x 106

587

422

30.43

21.22

0.219

17.72

24.78

9.06 x 106

587

422

13.36

9.33

0.171

8.43

32.29

7.04 x 107

Correspondi Isochor
ng geologic e age
period
range
(Ma)

Number
of raw
observati
ons

Number
of
binned (5
x 5 arcminute)
observati
ons

Binned
observed
median
(meters)

CalabrianPresent
Gelasian
Pliocene

0-1.8

926

570

1.8-2.58
2.585.33
5.3311.63
11.6315.97

790
688

TortonianMessinian
LanghianSerravallian

*Median error obtained from GlobSed+ assumes in the compaction model that the sediment is composed of 100% sand grains
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The skill of KNR implemented with GPSM in predicting the presented isochore thickness
values is quantitively evaluated in two ways: 1) the absolute median error between 10-fold cross
validation of observed and predicted values and 2) the R2 value calculated from a least-squares
best fit through the 10-fold cross validation of observed vs. predicted points. For the KNR,
absolute median error is determined through robust 10-fold cross validation, wherein 10% of the
observed data is withheld and 90% is used to predict the removed 10% (Alpaydin, 2010). This
process is repeated 10 times until all observations have been withheld and predicted. The
resultant median value of the absolute residual between the 10-fold cross validation of observed
and predicted values is the absolute median error metric.
The predictors used are updated versions of those described in Lee et al. (2019) and
represent a wide variety of present-day chemical, physical, oceanographic, and geological
variables. Feature selection determines which predictors will be used in the final prediction; the
feature selection method used for the isochore predictions is similar to the univariant
methodology described in Lee et al. (2019) with minor differences. Foremost, I calculate
predictors that are 90% co-correlated among the sampled observation locations. I select to keep
only one predictor in of these sets of correlated predictors (the predictor with the highest
correlation to observed data). In this feature selection method, I use each predictor individually
to predict each individual isochore. I then rank these individual predictors according to the
resultant 10-fold cross validation error determined by comparing the observed and KNR
predicted isochore values. I additionally perform the prediction using as our only predictor a grid
of uniform random noise (URN). Assuming the URN has no correlation with observed data, I
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use the prediction error from using the URN as the threshold for predictor selection – no
predictor is used that has a higher error than the URN grid.
This methodology ensures the final selection of predictors is entirely based on the
observed data. For the ensemble feature selection processes, I use the features selected from the
univariant feature selection method in ensemble mode, where I iteratively run the combination of
n features (e.g. 1; 1,2; 1,2,3). The n combination of features with the lowest possible median 10fold cross validation error are used in the final KNR prediction. The final number of predictors
used for each isochore prediction are shown on the validation plots of Figure 3.5a-e. While each
isochore prediction selects different sets of predictors, common selected predictors among all
isochores include empirically calculated latitude, mission average of particulate inorganic carbon
from Aqua MODIS satellite, bathymetry from SRTM +15, and invertebrate biomass estimates
from Wei et al. (2011).
Further details and assumptions regarding the observed data, predictors, KNR, and
uncertainty are available in the Appendix A.
3.3

Results
The KNR model (Figure 3.2) exhibited the greatest predictive skill in the Calabrian -

present isochore with a median error of ~15 meters and an R2 value of ~0.4 as shown on Table
3.1. By comparing the median observed value to the median 10-fold cross validation error, the
isochore with the least predictive skill is Gelasian. I find that the most volume of sediment
preserved is during the Lenghian – Serravallian and the least during the Gelasian. These volumes
correlate with the most and least amount of elapsed time.
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c

d

e

Figure 3.2

Isochore predictions and standard deviations for present to Middle Miocene

a-e) Respective isochore predictions in meters using a k-nearest neighbors regressor (KNR)
machine learning algorithm. Adjacent plots show respective standard deviation in the k nearest
neighbors (i.e. proxy for uncertainty) in each isochore prediction.
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The errors between the GlobSed+ estimate and the observed data are shown in Table 3.1.
The errors between the KNR and GlobSed+ models are between ~1 – 10 meters of one another
(GlobSed+ estimates are plotted in Figure A.2 within Appendix A). GlobSed+ has a lower
median error than the KNR results (~1 meter less) in only one isochore, Calabrian - present. In
the Gelasian isochore, KNR results exhibit lower error than GlobSed+ estimate. For the earliest
three isochore estimates, the KNR prediction exhibits diminishingly smaller error than the
GlobSed+ estimate. Confidence intervals between KNR and GlobSed+ are needed in further
analyses to ascertain if the differences in these residuals is statistically significant.
3.4

Discussion
A qualitative assessment and comparison of GlobSed+ and KNR MLA, reveals results

from GlobSed+ with similar sedimentary depositional patterns as the KNR results, with thicker
deposits along continental shelves and thinner deposits in the deep sea (Figure S2). However,
GlobSed+ consistently predicts greater sediment thicknesses than KNR, potentially a result of
assuming a time-averaged sedimentation rate over long time intervals. Quantitatively, the errors
between observed data and model predictions (KNR and GlobSed+) are generally similar,
however, there are major advantages to using an MLA over an empirical model. KNR results do
not rely on time averaging over the full age of the sediment column, a substantial limitation of
the GlobSed+ approach. Additionally, MLA isochore predictions can be easily updated as more
observational data becomes available. Conversely, updating the GlobSed+ isochores would
require an update of the full crust age grid or the total sediment thickness grid. Updates to the
KNR result require only more data, which can easily be integrated into a new KNR prediction.
Finally, the presented KNR method yields an uncertainty estimation (Figure 3.2), whereas
equivalent uncertainty values cannot be calculated for empirical methods like GlobSed+.
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Despite the uncertainties being relatively high for the KNR methodology, the resultant
global predictions of the spatial variability of isochore thickness are sufficient to infer first order
processes of sediment deposition through geologic time. Here, I discuss those processes
compared to previous studies and/or hypotheses.
In general, each isochore prediction indicates thicker sediment deposits along the
continental shelves that thin into the deep sea (Figure 3.2). This is consistent with frequently
observed clinoforms in cross-margin seismic lines exhibiting deposition on continental shelves
proximal to terrestrial sediment sources (e.g. deltas) that is substantially greater than slow deepsea deposition dominated by biologically and aeolian driven sedimentation. Furthermore, global
isochore predictions exhibit areas of elevated sedimentation, possibly resulting from increased
productivity, as a result of equatorial upwelling of nutrients. This phenomenon is particularly
conspicuous in the late Miocene isochore (Tortonian - Messinian) in equatorial regions as
compared to the other locations and geologic time intervals. A distinctive increase in isochore
thickness along the eastern equatorial Pacific current during Tortonian - Messinian is observed in
the results and is consistent with the hypothesis of vigorous upwelling and resulting high
accumulation rates of biogenic material (Zhang et al. 2017).
KNR isochore predictions can be compared on regional scales to previous isochore
estimates/observations. I highlight two regions – the Northern Mid-Atlantic Ridge (MAR; Figure
3.3) and the Indus River Delta (Figure 3.4) near the Arabian Sea. For all time periods, the
Northern MAR region shows consistently thick isochores. Within the Northern MAR region, I
suspect increased sedimentation as a result of drift deposits which are known to be prominent at
high latitudes along flanks and ridges or as a result of tectonic activity associated with transverse
trenches (Litvin, 2013). Further, in comparing the Northern and Southern MAR, I find that the
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southern MAR has much smaller preserved thickness estimates through time. These sedimentary
thicknesses predictions are broadly consistent with the northern and southern transects discussed
in Litvin (2013).
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Northern Mid Atlantic Ridge

Southern Mid Atlantic Ridge

Figure 3.3

Predicted isochores for present to middle Miocene for the Northern and Southern Mid-Atlantic Ridge

Predicted isochores for present to middle Miocene for the Northern Mid-Atlantic Ridge (top); Predicted isochores for present to
middle Miocene for the Southern Mid-Atlantic Ridge (bottom)
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Figure 3.4

Predicted isochores for time periods present to middle Miocene for the Indus River
Delta

Predicted isochores for time periods present to middle Miocene. The first two isochores 0-1.8 Ma
and 1.8-2.58 Ma have been combined to be comparable to the results from Clift et al. (2002). I
assume a two way travel time of 1798 meters per second to convert depth to time estimates. This
two way travel time is the median two way travel time of the nearest IODP well U1456C from
Pandey et al. (2016).
In an analysis by (Clift et al., 2002), isopach thicknesses in seismic two-way travel time
for the Indus River Delta near the Arabian Sea are mapped using seismic data. Although the
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units differ, the relative spatial trends in thickness exhibited by each can be compared. The KNR
predictions and Clift et al. (2002) observations of thickness differ significantly, with KNR
predictions tending to underestimate the observed thickness values by two orders of magnitude.
KNR predictions were made at a coarser spatial resolution with no direct observations
within/near this delta. Therefore, the prediction in this region was based entirely on DSDP
observations from other regions of the world. The poor predictive skill can likely be attributed to
lack of observations from parameter space similar to that of the Indus River Delta, i.e. the Indus
River Delta is unique our population of observations. Given MLAs are not explicitly dependent
on spatial proximity to other points, the assimilation of new observed data would result in better
predictive skill not just for the region in which they are acquired, but also regions which are
geologically (i.e. parametrically) similar. Further, poor predictive performance for the Indus
River Delta may also be attributed to the lack of features (i.e. variables) that capture important
factors controlling rapid sedimentation. Addition of features that represent these processes may
also improve predictive capability.
An advantage of using MLA for prediction of isochores is that data from regional seismic
analyses like Clift et al. (2002) could potentially be incorporated relatively easily into a new
prediction of thicknesses with geologic time. Our MLA framework is not only geospatially
agnostic (i.e. capable of using observations outside of the region of interest to arrive at
predictions), but also scale agnostic, allowing for predictions over smaller spatial areas, such as
the Indus River system, with higher resolutions, wherever observations and environmental
predictor data at those smaller scales are available.
For a prediction reliant on only observed data such as KNR, the model skill in predicting
isochores may be a result of the amount and distribution of observed data. KNR can only make
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predictions from the range of values that have been observed and thus the predictions are biased
by the histogram distribution of the observed data. For example, the observed data for the
Gelasian (1.8-2.58 Ma) isochore does not contain any thicknesses > 200 meters (Figure 3.1b),
therefore the prediction is constrained to a maximum predicted value of ~200 meters.
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a

d

Figure 3.5

c

b

e

Validation plots for isochore predictions from present to Middle Miocene

a-e) 10-fold cross validation plots in log10 centimeters generated from each isochore prediction (Table 3.1). The black line on each
plot represents agreement between observed and predicted values (1:1 line). The gray line represents the least-squares best fit through
the observed versus predicted data. The number of neighbors, final predictors, and R2 value are shown to the bottom right of each
validation plot.
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Conversely, the Calabrian - present (0-1.8 Ma) isochore displays the greatest predictive
skill and also has the largest range of isochore observations. This is likely one reason the KNR
method has difficulty in predicting higher thicknesses estimates, as higher values are sparser for
each isochore observational histogram. In the same way, the histograms are skewed towards
lower isochore values, making smaller values more abundant in the final predictions.
Augmenting the quantity and distribution of the data in parameter space (Figure 3.1b) will
improve the accuracy of predicted isochores.
Future predictions can be improved in several ways. Foremost, observed data quantity
and distribution (both geographically and parametrically) can be improved. Although much time
and effort are likely required to curate and mine data from other deep-sea drilling campaigns,
such as ODP and IODP, the abundance of data that could be added to the quantity and
distribution of the observed data is likely immense given this accumulation of drilling campaigns
spans from 1985 - present. The addition of this observed data can also influence the predictors
that are selected for the final prediction of each respective isochore resulting in improved
predictions.
Further, updates, and additions of new predictor grids/variables that are relevant to the
prediction of isochores can increase ability to predict isochores. If particular oceanographic,
geological, and/or biological variables were known in geological time, potentially significant
improvement in predictability is possible. Finally, there are several MLAs, some requiring a
priori knowledge (e.g. Neural Networks), that could be utilized in the prediction of isochores.
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3.5

Implications and Conclusions
I show here the first data driven global estimates of marine sediment isochores for five

geologic intervals. Global isochores can be used to indicate areas susceptible to submarine slope
failure, infer the geologic history of the earth, and estimate the quantity of sediment preserved
throughout geologic time. The latter may prove to be particularly useful for assessing the amount
of carbon sequestered by marine sediments as a function of geologic time and hold important
implications for global carbon budgets and long-term climate variability.
The methodology presented provides a framework within which isochore predictions can
be easily updated with the assimilation of additional age-depth data (e.g. ODP and IODP). The
inclusion of additional or updated observational data will result in more skilled predictions of
sediment isochores with reduced uncertainty.
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CONSTRAINTS ON GLOBAL SEAFLOOR BIOGENIC METHANE PRODUCTION FROM
DETERMINISTIC AND MACHINE LEARNING MODELING
4.1

Introduction
Organic carbon burial and degradation in marine sediments is an important factor in the

regulation of Earth’s climate on geologic time scales (LaRowe et al., 2020). Therefore,
quantifying the amount and spatial distribution of organic carbon sequestered in marine
sediments is fundamental to understanding global carbon cycling and associated climate
variability. Organic carbon is initially deposited on the seafloor through the outflow of terrestrial
sources (i.e. rivers) and/or sinking of dead and decaying organisms (e.g. marine snow). Over
time, this pool of shallow organic carbon deposited at the seafloor is gradually buried and
undergoes a series of microbially driven redox reactions ultimately rendering methane (CH4)
(Middelburg, 2019). The majority of methane found in the subsurface is hypothesized to be of
microbial origin (Kvenvolden, 1995). Thermogenic processes are not considered in this analysis.
The majority of thermogenic gases are fluid focused along faults and conduits, which is outside
the scope of this work (National Research Council, 2004).
Methane produced in the subsurface is commonly incorporated into one of the largest
estimated free carbon pools on Earth, methane hydrate (Ruppel & Kessler, 2016). Methane gas
which exceeds local solubility and occurs within a specific pressure-temperature (P-T) regime,
referred to herein as the hydrate stability zone (HSZ), may form methane hydrates. The free
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carbon sequestered in methane hydrates is estimated to comprise 16-20% of all global carbon
(Ruppel & Kessler, 2016). The HSZ generally occurs in water depths > 300 m (National
Research Council, 2004), where pressures are high (~ 3 MPa) and temperatures are cold (~ 0C)
(Max et al., 2006; Riedel et al., 2021). The thickness of the HSZ is mediated by the temperature,
pressure, and salinity gradients in the subseafloor. Direct, global subseafloor observations are
sparse, therefore the identification of the HSZ is first-order dependent upon accurate modeling of
these input parameters. Further, quantifying the amount of methane hydrate globally requires
estimates of methane generated in the sub-seafloor. I discuss here some constraints on global
methane generation based on our models.
Global estimates of organic carbon degradation and subsequent methane generated in the
subsurface are based upon a variety of different models with varying degrees of complexity
(Arndt et al., 2013); however, all require some knowledge of environmental parameters as model
input conditions. Direct measurements of geologic parameters are spatially sparse, and
coincident measurements of all required input model parameters are even rarer. Accordingly,
comprehensive assessment of seafloor properties and/or the resultant degradation potential, have
always required some form of spatial interpolation.
Previous efforts to model organic carbon degradation and hydrate accumulation (e.g.
Piñero et al., 2013, Wallmann et al., 2012) rely on using average values (e.g. TOC assumes 1
percent-dry weight everywhere there is no observation) or simple spatial interpolation (e.g.
bilinear) where observation does not exist to determine input model parameters. Most of these
efforts consider only geospatial proximity between observations to determine the value of a
parameter where direct measurements have not been made. Recent advances in geospatial
machine learning (GML) have improved upon spatial interpolation approaches, by allowing for
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statistically optimal estimates of seafloor properties and quantification of associated uncertainty
(Lee et al., 2019; Martin et al., 2015). In general, GML algorithms search for correlations
between observed data (i.e., predictand) and other geological and/or geophysical quantities (e.g.
bathymetry, distance to coast, wave energy) that may not be obvious and/or are simply too timeconsuming for a human to discern. These correlations between observed data and other
environmental parameters can then be used to estimate what a value may be where no
observation has been made. As long as sufficient predictors are available (comprehensive
estimates of complementary geologic properties, e.g., bathymetry, see techniques in Lee, et al.,
2019), machine learning techniques can make statistically robust and reproducible predictions.
In contrast to previous approaches to estimate a global carbon and methane inventory,
this work demonstrates the use of geospatial machine learning algorithms to constrain individual
seafloor parameters as input into empirical and deterministic models. Using this output, I identify
the base of the HSZ and estimate an upper limit on the quantity of carbon available for methane
and the amount of methane generated in place for all marine sediments. I do not consider the
effects of fluid flux in the transport of dissolved methane, or of gas phase transport along
conduits. Therefore, these estimates are used to approximate an upper limit (i.e. formed in place
considering no flux) on all methane generated and a lower estimate on the amount of methane
hydrate contained within the global HSZ. I estimate the uncertainty of our model results (output)
with the standard deviation in ensembles of model runs, where model inputs are varied according
to the input uncertainties.
The spatial distribution and global inventories of carbon and methane resulting from this
research places robust constraints on natural carbon sequestration and potential release into the
various global systems such as the biosphere, atmosphere, and hydrosphere.
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4.2

Materials and Methods
Our analysis is partitioned into three sections, each using previously published

fundamental empirical models applicable on a global scale: 1) normal compaction of sediment 2)
organic carbon degradation rate and subsequent organic carbon and methane accumulation
within the subseafloor, and finally 3) determining the base of hydrate stability, methane
solubility, and subsequent hydrate accumulation within the subseafloor. As discussed in the
following sections, inputs and outputs are plotted on a simple schematic for visual purposes
(Figure 4.1).
The input for each of these models use seafloor values predicted from a k-NN machine
learning algorithm unless otherwise stated. I predicted each value globally at a 5 x 5 arc minute
spatial resolution and depth discretization represented by a power law of 1.2 mbsf (e.g. 1.21 =
1.22 mbsf, 1.22 = 1.44 mbsf, etc.). A spatial resolution of 5 x 5-arc minute is improvement over
previous estimates and allows us to investigate small scale processes on oceanic basin scale (e.g.
Gulf of Mexico). The selected depth discretization allows the upper sections of the subsurface
(<1000 mbsf) to be modeled at appropriately high resolution while reducing computation time
for deeper seated, biogenically less-dynamic sediments.
4.2.1

Compaction Model
To model porosity vs depth, I used the Martin & Wood (2017) mechanical compaction

model where the primary mechanism for porosity reduction is vertical effective stress resulting
in grain rearrangement/rotation. This model is only accurate for the compression of
unconsolidated sediment, and does not account for porosity reduction as a result of cementation
or precipitation of minerals in the subseafloor. It will therefore tend to overestimate the porosity
at greater depths and greater lithification. The biochemical production of methane and
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sequestration in the HSZ occur at relatively low temperatures (< 50C) and shallow subseafloor
depths (< 1000 mbsf) where mineral precipitation typically does not account for the significant
porosity reduction (Stolper et al., 2014, 2014; Bjørlykke, 1999).
Surface porosity used as input to the compaction model (o; Equation 4.1; Martin &
Wood, 2017) was predicted using a k-NN machine learning algorithm at a resolution of 5 x 5-arc
minutes using observed data from Martin et al. (2015). Our implementation of a machine
learning k-NN prediction and uncertainty estimation are discussed in detail at Lee et al. (2019).
This compaction model, like many others in literature (e.g. Revil et al., 2002), requires
estimates of the fraction of clay within the sediment. I do not have a predicted grid of global
fraction clay, so I use our GML predicted seafloor porosity to estimate fraction clay particles.
For each location on the global grid, I define end member porosity and fraction clay or sand from
values outlined in Martin and Wood (2017). For example, given a sediment column containing
100% clay, the depositional and residual porosities are 0.85 and 0.05 respectively. Conversely,
for a sediment column containing 100% sand, I assume depositional and residual porosities to be
0.39 and 0.22 respectively. I then solve for the fraction clay at each location by the
rearrangement of Equation 4.1 found within Martin and Wood (2017) using our GML predicted
porosity value. Using this fraction of clay, I solve for the residual porosity (Equation 4.2)
assuming clay fractions are constant with depth.

𝜙0 = 𝑓𝑐𝑙𝑦 𝜙0𝑐𝑙𝑦 + (1 − 𝑓𝑐𝑙𝑦 ) ∗ 𝜙0𝑠𝑛𝑑
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(4.1)

𝜙𝑟 = 𝑓𝑐𝑙𝑦 𝜙𝑟𝑐𝑙𝑦 + (1 − 𝑓𝑐𝑙𝑦 ) ∗ 𝜙𝑟𝑠𝑛𝑑

(4.2)

In Equation 4.1 and 4.2, ϕ0 and ϕr is depositional and residual porosity, respectively; fcly
represents fraction clay. The terms ϕ0cly and ϕrcly represent depositional and residual porosities
assuming 100% clay, respectively. The terms ϕ0snd and ϕrsnd represent depositional and residual
porosities assuming 100% sand, respectively.

INPUTS
-

Depositional (i.e. seafloor) Porosity
(Eq. 4.1 and 4.2)
Sediment Thickness, Isochores (i.e.
depth to ages; used for volume
calculations)

-

Seafloor Total Organic Carbon
Crust Age
Volumes and mass total, solid, and
pore
Temperature w/ depth (Eq. 4.4 and
4.5)

-

-

Carbon and CH4
Pressure (Eq. 4.12)
Salinity

MODELS
Compaction
Section 4.2.1
Equations 4.1-4.2

OUTPUT
-

Figure 4.1

Organic Carbon Degradation
Section 4.2.2
Equations 4.3, 4.6-4.11

-

Porosity depositional, residual, & w/
depth (Martin & Wood, 2017)
Fraction Clay (constant with depth;
rearrangement of Eq. 4.1)
Volume solid, pore, total (e.g. Eq.
4.7)

-

-

Carbon degradation rate (Eq. 4.3)
Labile carbon remaining in sediment
(pdw; Eq. 4.6)
Mass and moles carbon available for
CH4 (i.e. after terminal redox rxns;
Eq. 4.8)
CH4 generated (i.e. carbon available
for solution, hydrate, gas phase;
moles and mass; Eqs. 4.10-4.11)

Base of HSZ and phases of CH4
Section 4.2.3
Equations 4.13-4.15 9

-

Temperature of HSZ boundary (Eq.
4.13)
Depth to BHSZ
Methane solubility (Duan et al.,
1992; Davie et al., 2004)
Methane in solution, hydrate, gas
phases (e.g. Eq. 4.15; Haeckel et al.,
2004)

Components of compaction, organic carbon degradation, and hydrate
stability/solubility modeling

Figure showing components (inputs, outputs) of our analysis. Blue denotes input, red denotes
output. Grey boxes show sections discussed within this paper. Arrows indicate general flow of
information throughout the model.
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Figure 4.2

Predicted porosity versus depth profile for National Gas Hydrate Program Site 118

Predicted profiles for the National Gas Hydrate Program Site 118 located in the Indian Ocean
(Collett et al., 2014). The approximate location of this profile is indicated by Site 119 on Figure
B.4b within the Appendix B. The dashed yellow lines indicate results from ensemble model runs.
Profiles show depth (in meters below seafloor) versus porosity in fraction (frc).
Figure 4.2 shows the estimated value of porosity with depth for the first 1200 meters
below the seafloor (mbsf) for National Gas Hydrate Program (NGHP) Site 118. Figures 4.2, 4.4,
4.5 show the nearest predicted profiles to NGHP Site 118. Location of these profiles are
indicated by approximate location of NGHP Site 119 on Figure B.4 within Appendix B.
4.2.2

Organic Carbon and Methane Calculation
Seafloor total organic carbon (TOC) and uncertainty at a resolution of 5 x 5-arc minutes

are GML results from Lee et al. (2019). This value serves as the initial seafloor organic carbon
value used in a simple estimation of organic carbon degradation with depth in the subsurface. I
68

follow an empirical function from Malinverno & Martinez (2015) which utilizes the Arrhenius
equation (Equation 4.3) to determine the rate of organic carbon degradation. This model assumes
organic carbon degradation is primarily a function of temperature.

−𝐸𝑎

𝑘(𝑡) = 𝐴 𝑒 𝑅𝑇

(4.3)

In Equation 4.3, k(t) is the organic carbon degradation reaction rate with respect to time;
Ea represents the activation energy estimated to be 110 kJ/mole from Price & Sowers (2004).
The term A is a constant derived from Malinverno and Martinez (2015) estimated to be 3 x 1018
per million years. The variable T corresponds to temperature at a given depth and R is the
universal gas constant.
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Organic Carbon Degredation
Seafloor TOC from GML
Assumed constant
throughout geologic
time

Model temperature
profile in sediment

Model age profile in
sediment

(Eq. 4.4 and 4.5)

Using crust age,
sediment thickness
from seafloor to crust,
and isochores

Calculate organic
carbon degradation rate
(Eq. 4.3)

Calculate mass of solid
material

Calculate solid component of
sediment
(total volume – pore volume)

Calculate density of grains
according to fraction clay
and sand (Eq. 4.7)

Calculate mass of solid
(Eq. 4.7)

Calculate remaining
labile organic carbon
with depth (Eq. 4.6)

Calculate organic
carbon available for
methane in percent
dry weight (Eq. 4.8)

Mass organic carbon = Mass
of solid * organic carbon in
percent dry weight (Eq. 4.9)

Calculate moles Carbon
(Eq. 4.10)

Figure 4.3

Calculate mass CH4
(Eq. 4.11)

Components and workflow of the organic carbon degradation model

Workflow figure showing various components of the organic carbon degradation model
beginning at top and working down using arrow flows to ultimately render mass of methane
generated
In this portion of the model (Figure 4.3), I assume that total organic carbon deposited at
present-day is the initial amount deposited through all of geologic time. Two other input
parameters besides total organic carbon at the seafloor are needed for this degradation model,
age of the sediment and temperature.
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The age versus depth profile used for NGHP 118 is shown in Figure 4.4b. The simplest
assumption to determine the age of sediment for a given depth in the subseafloor is a linear depth
versus age model derived from the total sediment thickness and crust age estimate. A recent
publication by Lee et al. (2020) allows for some variability in this linear depth vs age model by
using isochore estimates for periods present to Middle Miocene (15.97 million years; Ma). I
integrate these isochore estimates to yield depth to age values for locations on a 5 x 5 arc-minute
grid. For Figure 4.4b, NGHP Site 118, the incorporation of depth to age estimates can be seen as
deviations from a linear depth vs. age profile seen for depths 0 to ~100 mbsf. For profiles where
the crust age estimate is greater than the isochore estimates (15.97 Ma; e.g. Figure 4.4b), I
assume a linear depth versus age profile using the total sediment thickness grid from Straume et
al. (2019) and crust age estimate from Muller et al. (2013). The crust age estimate is originally at
6-minute resolution and was bilinearly interpolated to 5 x 5 minutes. The linear depth vs. age
curve was used for depths > ~100 mbsf on NGHP Site 118 in Figure 4.4b.
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a)

Figure 4.4

b)

c)

d)

Predicted profiles of temperature, age, labile organic carbon and total generated
methane with depth for National Gas Hydrate Program Site 118

Predicted profiles for the National Gas Hydrate Program Site 118 located in the Indian Ocean
(Collett et al., 2014). The approximate location of this profile is indicated by Site 119 on Figure
B.4b within the Appendix B. The dashed yellow lines indicate results from ensemble model runs.
Profiles a-d show depth (in meters below seafloor) versus a) temperature in degrees Celsius (deg
C); b) age in million years (Ma); c) labile portion of the total organic carbon (TOC) in percent
dry weight (pdw); d) methane generated (kg) per cubic meter (m3) of sediment
The temperature in the subsurface is initialized by the predicted temperature at the
seafloor. For each location on the globe, temperature at the seafloor was predicted using data
from the World Ocean Atlas (Boyer et al., 2013). The initial data was derived from an average of
in situ temperature within the water column over each a 1 x 1 arc-degree cell. To achieve our
desired resolution (5 x 5 arc-minute) of spatial sampling and extension to higher latitudes, a k72

NN machine learning algorithm was used. Only predictors with complete global coverage were
used in this process. These predictors are available at Lee et al. (2019b).
Temperature within the subsurface was determined by calculating a geothermal gradient
derived from predicted heat flow at the seafloor using observations primarily from the Global
Heat Flow Compilation Group (2013). I assimilated several new observations from Hornbach et
al. (2020) and Collett and Reidel (2017). Using these observations, I predicted heat flow and
uncertainty at the seafloor using a k-NN machine learning algorithm following the workflow
outlined in Lee et al. (2019). I then derive the geothermal gradient for each depth (dT/dZ;
Equation 4.4) using the predicted seafloor heat flow (Q), and a calculated thermal conductivity
(c) of the sediment. Thermal conductivity of the sediment (Equation 4.5) was based on porosity
and fraction clay components obtained from Section 4.2.1.
The thermal conductivity of the pores considers only seawater as pore fill and is 0.596
W/m/K, while the thermal conductivity of the grain component is calculated from the simple
geometric mean using clay (smectite =1.88 W/m/K) and sand (quartz = 7.69 W/m/K) values
from Goto & Matsubayashi (2009). Temperature versus depth in sediment is shown in Figure
4.4a for NGHP Site 118.

𝑑𝑇
= 𝑄 ∗ 𝑐𝑠𝑒𝑑
𝑑𝑍

(4.4)

𝑐𝑠𝑒𝑑 = 𝑐𝑝𝑜𝑟𝑒  ∗ 𝑐𝑔𝑟𝑎𝑖𝑛 1−

(4.5)
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Once temperature and age within the subseafloor are determined, I determined the rate of
organic carbon degradation using Equation 4.3. This value is implemented within Equation 4.6
from Malinverno and Martinez (2015) to determine the remaining TOC concentration with time;
G(t). In this equation, I assume only 50% of initial organic carbon deposited at the seafloor (G0)
is ever available for microbial consumption (i.e. labile component of organic carbon). In
previous literature, this percentage of labile TOC ranges widely and there exists no generally
accepted consensus on this value. I select to use the approximate middle point (50%) between
75% (Bhatnagar et al., 2007) and 10% lability (Colwell et al., 2007). TOC vs. depth is shown in
Figure 4.4c for NGHP Site 118. The initial value used for Site NGHP 118 in Figure 4.4c is the
labile TOC value indicated at 0 mbsf.

𝑡

𝐺(𝑡) = 𝐺0 𝑒 ∫ 𝑘(𝑡 ′ )𝑑𝑡′

(4.6)

0

Organic carbon concentrations with depth are expressed as percentages, therefore I must
convert the percent of organic carbon to mass. For a 5 x 5-minute grid cell I multiply the length
by width of the cell by discretization depth (i.e. voxel) to calculate the total volume. For each
voxel, the porosity (e.g. Figure 4.2 NGHP Site 118) and total volume are then used to determine
the volume of pore space and grains. The solid volume (i.e. grain volume) is then converted to
mass using the grain density, calculated from the weighted average of clay and sand components
(Section 4.2.1) where clay and sand densities are 2.6 and 2.625 g/cm3 respectively.

𝑀𝑎𝑠𝑠𝑠𝑜𝑙𝑖𝑑 = 𝑉𝑜𝑙𝑠𝑜𝑙𝑖𝑑 ∗ ((𝑓𝑐𝑙𝑦 ∗ 2.6) + (𝑓𝑠𝑛𝑑 ∗ 2.625))
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(4.7)

Total organic carbon concentrations calculated from Equation 4.6, G(t), represent the
amount of labile carbon remaining after microbial organic carbon degradation. To determine the
amount of carbon available for uptake in methane form (i.e. carbon which has undergone the
terminal redox reaction), I subtract the TOC remaining (G(t)) from the initial amount of TOC
deposited (i.e. seafloor TOC; G0). This amount of organic carbon represents carbon available for
conversion to methane in percent dry weight.

𝑂𝐶𝑎𝑣𝑎𝑙.𝑓𝑜𝑟 𝐶𝐻4 = 𝐺0 − 𝐺(𝑡)

(4.8)

The mass of organic carbon in methane (Equation 4.9; MassOC) is then calculated by
multiplying the mass of the solid component (Equation 4.7; Masssolid) and in organic carbon
available for methane in percent dry weight (Equation 4.8; OCaval.for CH4), with respect to depth.
This mass of organic carbon is converted to moles of carbon using the molar mass of carbon
(Equation 4.10; 12.0107 g/mol). As there is only one mole of carbon per methane molecule there
is no conversion needed from moles of carbon to methane. The moles of carbon can be converted
to grams of methane using a molar mass value of 16.042 g/mol (Equation 4.11). The final
amount of methane represents the amount of methane generated per voxel of sediment and the
total amount of methane available for uptake in the aqueous, gas, and solid (i.e. hydrate) phases.

𝑀𝑎𝑠𝑠𝑂𝐶 = 𝑀𝑎𝑠𝑠𝑠𝑜𝑙𝑖𝑑 ∗ 𝑂𝐶𝑎𝑣𝑎𝑙.𝑓𝑜𝑟 𝐶𝐻4
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(4.9)

𝑀𝑜𝑙𝐶 =

𝑀𝑎𝑠𝑠𝑂𝐶
12.0107 𝑔/𝑚𝑜𝑙

𝑀𝑎𝑠𝑠𝐶𝐻4 = 𝑀𝑜𝑙𝐶 ∗ 16.042 𝑔/𝑚𝑜𝑙

(4.10)

(4.11)

For NGHP Site 118, Figure 4.4d shows CH4 generated in kg of CH4 per cubic meter of
sediment; here total mass methane generated for each sediment voxel is divided by the sediment
voxel volume. Integration over the entire sediment column represents the amount of organic
carbon degraded and subsequently converted to methane through geologic time.
4.2.3

Estimating Base of Hydrate Stability and Solubility
The base of hydrate stability is fundamentally a function of salinity, temperature, and

pressure in the seafloor. In this model, salinity is held constant with depth in the subsurface.
Initial salinity at the seafloor is from the 2013 World Ocean Atlas (Boyer et al., 2013) derived
from average of in situ salinity within the water column over each 1 x 1 arc-degree cell. To
achieve higher spatial sampling of 5 x 5 arc-minute and extension to higher latitudes, a k-NN
machine learning algorithm was used. Only predictors with complete global coverage were used
in this process. These predictors are available at Lee et al. (2019b). The temperature within the
subsurface is discussed in Section 4.2.2. Initial pressure at the seafloor is from the 2013 World
Ocean Atlas (Boyer et al., 2013) and estimated by the same workflow as initial salinity. Pressure
with depth in the seafloor is determined by the gravity respective of latitude, water depth, the
thickness of a sediment voxel, and density of the sediment. Elevation (i.e. water depth;
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bathymetry) grid (Tozer et al., 2019) was downsampled from SRTM15+V2 at 15 arc-second to 5
x 5 arc-minute resolution by the block median. I assume that the pressures exhibited are not
entirely hydrostatic but instead represent some fraction of lithostatic pressure. I add 10% of the
difference between lithostatic pressure and hydrostatic pressure to determine the pore pressure in
the sediments. This is expressed below in Equation 4.12. An example pressure profile in
megapascals (MPa) is shown in Figure 4.5a for NGHP Site 118.

𝑃𝑝𝑜𝑟𝑒 = 𝑃ℎ𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + (0.1 ∗ (𝑃𝑙𝑖𝑡ℎ𝑜𝑠𝑡𝑎𝑡𝑖𝑐 − 𝑃ℎ𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 ))
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(4.12)

a)

Legend

c)

b)

d)

e)

Predicted Base of Hydrate Stability
Base Model Run
Ensemble Model Run

8,
Figure 4.5

Predicted profiles of pressure, soluble methane, methane in solution, methane gas
and methane hydrate with depth for National Gas Hydrate Program Site 118

Predicted profiles for the National Gas Hydrate Program Site 118 located in the Indian Ocean
(Collett et al., 2014). The approximate location of this profile is indicated by Site 119 on Figure
B.4b within the Appendix B. The black dashed line across all profiles indicates the predicted
base of hydrate stability. The dashed yellow lines indicate results from ensemble model runs.
Profiles a-e show depth (in meters below seafloor) versus a) pore pressure in megapascals
(MPa); b) methane solubility in kilograms per cubic meter of seawater; c) methane in solution
(kg) per cubic meter (m3) of water; d) methane gas (kg) per cubic meter (m3) of sediment; e)
methane hydrate (kg) per cubic meter (m3) of sediment
For each sediment layer, given a pressure and salinity, the temperature at which pure
methane hydrate is stable in seawater is determined using Equation 4.13 (Dickens & Quinby78

Hunt, 1994) where z is the depth in kilometers. If the temperature (°C) for a given voxel is less
than or greater than this threshold temperature (Thyd stable), hydrate is considered stable (i.e. in the
Hydrate Stability Zone; HSZ) or not stable (i.e. outside of HSZ) respectably. For each 5 x 5 grid
cell, the base of the HSZ is the final depth that hydrate is stable. The theoretical limit of the HSZ
may extend beyond the sediment thickness estimate, but for our purposes, the base of the HSZ is
limited to the sediment thickness. The predicted base of the HSZ for NGHP Site 118 is shown in
Figure 4.5 by the black dashed horizontal line.

𝑇ℎ𝑦𝑑 𝑠𝑡𝑎𝑏𝑙𝑒 = 11.726 + 20.5 ∗ log10 𝑧 − 2.2 (log10 𝑧)2

(4.13)

To estimate how much hydrate and/or gas is present within or outside of the HSZ
respectively, I calculate methane solubility. In this two-phase system, hydrate and/or free gas can
only exist from methane concentrations that are in excess of methane solubility for a given voxel.
Methane that is in excess of solubility is either free methane gas (outside of HSZ) or hydrate
(within HSZ). The methane solubility is calculated within and outside of the HSZ using
equations from Davie et al. (2004) and Duan et al (1992) respectively. The methane solubility for
NGHP Site 118 is shown in Figure 4.5b. Here, I determined volume of pore fluid in liters (only
water is considered) using the porosity with depth (ϕz) estimate (Equation 4.14). I multiply the
calculated methane solubility in moles per liter to obtain the maximum capacity of methane in
solution (Equation 4.15).

𝑉𝑜𝑙𝑝𝑜𝑟𝑒 = 𝑉𝑜𝑙𝑡𝑜𝑡𝑎𝑙 ∗ 𝜙𝑧
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(4.14)

𝐶𝐻4 max 𝑐𝑎𝑝.𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝐶𝐻4 𝑠𝑜𝑙𝑢𝑏𝑖𝑙𝑖𝑡𝑦 ∗ 𝑉𝑜𝑙𝑝𝑜𝑟𝑒

(4.15)

Moles per liter is converted to kilograms per cubic meter for plotting purposes in Figure
4.5b. The amount of methane in solution is shown in Figure 4.5c for NGHP 118; Methane in
solution never exceeds methane solubility (i.e. CH4 Soluble) estimates.
To determine the mass of hydrate or methane gas, the moles of methane in excess of
solubility are converted to mass free methane gas or methane hydrate assuming one mole of
methane is approximately 16.042 g/mol free methane gas or 122.3 grams of methane hydrate per
moles CH4 (Haeckel et al., 2004). For NGHP Site 118, shown in Figure 4.5 d-e, respectively, the
total kilograms of methane gas or hydrate generated per sediment voxel was divided by the
volume of the respective sediment voxel. For each grid cell at a 5 x 5-arc minute resolution, the
mass of hydrate and free methane gas was integrated over the column to achieve an upper limit
on the amount sequestered within the sediment.
4.2.4

Ensembles
To estimate uncertainty in our base of hydrate stability and organic carbon sequestered in

the seafloor sediments, I perform ensemble model runs. The global uncertainty uses 20
ensembles for an appropriate balance of accuracy and computation time. In effort to justify 20
ensembles was efficient to calculate an uncertainty, I performed a regional ensemble run
(n=1000; Figure B.2) over the United States East Coast near the Blake Ridge area. The U.S. East
Coast was selected because this area is relatively well studied and on a relatively uncomplicated
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geologic passive margin. Regional base runs and standard deviations in the ensembles (plots
available within Appendix B) were used to arrive at a value of 20 and 1000 ensembles.
Integrated regional results for the base run and ensembles are shown in Table 4.1. The mean and
standard deviations calculated for 20 and 1000 ensembles were similar and therefore provide
first order evidence that 20 ensembles can be used as proxy for 1000 ensembles in our
uncertainty analysis. An example of 20 ensembles is displayed by dashed yellow line for NGHP
Site 118 in Figures 4.2, 4.4, and 4.5. Further investigations regarding the appropriate number of
ensembles should use a significance test to determine if the mean and standard deviation in the
two ensembles were statistically significant.
For every ensemble run, and each input to the model (e.g. porosity), at each location I
determine a truncated normal distribution with the mean being the value of the grid cell and the
standard deviation being an estimate of the uncertainty from Table B.1 in the Appendix B. Some
inputs have uniform uncertainty estimates, while others had variable predicted uncertainty or
uncertainty given by the native source (e.g. crust age from Muller et al., 2008). I truncate our
distribution, when necessary, to ensure that values occur within physically realistic ranges (e.g.,
porosity and salinity cannot be negative). For each location using the respective distribution, I
randomly sample a value within +/- 1 standard deviation (uncertainty estimate) of a truncated
normal distribution. This randomly sampled value is used as input for one location in one
ensemble model run.
Parameters which are used as input to the model, with their uncertainty estimation type
and respective sources are shown in the Appendix B within Table B.1.
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4.3
4.3.1

Results and Discussion
Global Integrations
For each grid cell on Earth, I integrate the mass of carbon and methane for all depths. As

a whole this integrated carbon pool represents the quantity of carbon sequestered as methane,
this methane is further compartmentalized into solid (i.e. hydrate), gas, or liquid (i.e. solution)
phases. Table 1 shows our predicted global amounts of carbon sequestered within methane and
total amount of generated methane. Figure 3a displays our estimate and standard deviation
(Figure 4.6c; n = 20 ensembles) in the mass of carbon sequestered in methane per square
kilometer of sediment. Figure 4.6b displays the mass and standard deviation (d; n = 20
ensembles) of total methane generated per square kilometer of sediment. I integrate carbon and
methane over the entire sediment column yielding total carbon and methane in all seafloor
sediments to be ~2.8 and 3.7 x 106 Pg C and CH4 respectively. The sum of the standard
deviation in the ensembles yields 1.2 and 1.6 x 106 Pg C and CH4 respectively.
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Table 4.1

Integrated global estimates
Organic
Methane
Methan
Carbon in Methane
Hydrate
e (Pg)
(Pg)
(Pg)

Free Methane
Gas
(Pg)

Global
Base Run

373617
24086
6
162452
92164
6

2797044

Standard Deviation n =
1216254
20

1346292
1067248

Regional
Base Run
6754
9021 0.106
5.33
Standard Deviation n =
3177
4243 497
3851
20
Standard Deviation n =
3207
4282 575
3488
1000
Integrated global and regional estimates and standard deviations for several variables including
organic carbon in methane, methane, methane hydrate, and methane free gas. (1 Petagram (Pg) =
1 x 1012 kg).
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Figure 4.6

a)

c)

b)

d)

Predicted estimates and uncertainty of globally integrated carbon and methane for marine sediments

a) Cumulative predicted organic carbon in methane in Teragrams (1 Tg = 1 x 109 Kg) sequestered per square kilometer of sediment. b)
Cumulative methane generated in Teragrams (1 Tg = 1 x 109 Kg) sequestered per square kilometer of sediment c) The standard
deviation in 20 ensembles of the cumulative predicted organic carbon mass available for methane conversion in Teragrams per square
kilometer of sediment d) The standard deviation in 20 ensembles of the cumulative mass of methane generated in Teragrams per
square kilometer of sediment
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The predicted base of hydrate stability zone is needed to partition our methane estimates
into the solid, gas, and aqueous phases. Figure 4.7 displays our estimate in the base of the
hydrate stability zone (a) and the standard deviation (b) in 20 ensembles. For each 5 x 5 minute
grid cell, I integrated the solid (i.e. hydrate) and free gas phases over all depths shown in Figure
4.8. The standard deviation in 20 ensembles for free methane gas and methane hydrate is shown
in Figure 4.8 (c-d), respectively.

85

a)

b)

Figure 4.7

Predicted estimate and uncertainty in global base of hydrate stability zone

a) Predicted global base of hydrate stability zone in meters below seafloor. The maximum base
of hydrate stability is the sediment thickness. b) The standard deviation in 20 ensembles of the
predicted base of hydrate stability in meters below the seafloor. Tan values indicate masked
values where there exists no predicted hydrate stability zone within the sediment column.
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c)

a)

d)

b)

4.08 x 106

e)
5.57 x 104
2.15 x 104 1.42-74.7
x 104
8.06 x 103
2.36 x 103
± 9.03 x 103
1500 ± 1000
800 ± 100

995
≥455

Figure 4.8

≥ 555

Cumulative predicted estimates and uncertainty in mass of methane gas and
hydrate generated for all marine sediments

a) Cumulative mass of predicted total methane gas in gigagrams (1 Gg = 1 x 106 Kg) sequestered
per square kilometer of sediment. b) Cumulative mass of total methane hydrate in gigagrams (1
Gg = 1 x 106 Kg) sequestered per square kilometer of sediment c) The standard deviation in 20
ensembles of the cumulative mass of methane gas in gigagrams per square kilometer of sediment
d) The standard deviation in 20 ensembles of the cumulative generated total mass of methane
hydrate in gigagrams per square kilometer of sediment. Black indicates an explicit value of zero.
e) A histogram modified from Piñero et al. (2013) including our estimate on gigatons of carbon
sequestered in global methane hydrate. Bold black numbers display Gt C and uncertainty in gas
hydrate estimates.
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4.3.2

Qualitative and Quantitative Global Evaluations
Few, if any, estimates exist in the literature regarding the amount of carbon and methane

sequestered in all seafloor sediments. Further, for all global estimates (e.g. carbon in methane,
methane, hydrate, gas, base of HSZ) most estimates in literature do not provide geospatial
uncertainties. A recent paper by Atwood et al. (2020) integrates carbon quantities over global
marine sediments for the upper 1 meter of the seafloor. However, Atwood et al. (2020) results do
not account for any organic carbon degradation, and therefore yield a value of ~2322 Pg C.
Further, Lee et al. (2019) also does not consider organic carbon degradation and yields 87 Pg C
integrated over the upper 5 centimeters. Our carbon integration estimates represent the amount of
carbon in methane and are therefore orders of magnitude smaller (~0.63 Pg C) as turnover (e.g.
oxidation) in the upper sedimentary column is tremendous.
Qualitatively, the highest carbon and methane concentrations occur along the coastlines
(Figure 4.6). This is consistent with estimates of seafloor total organic carbon (Lee et al., 2019),
which consider no organic carbon degradation. Further, sediment thickness is geospatially
variable and generally the sediment column tends to be thickest along the coastline, (as a result
of terrestrial input and increased sedimentation rates) resulting in more carbon and methane to be
integrated through geologic time. The highest standard deviations (in n = 20 ensembles) exist in
regions of the highest carbon/methane accumulation.
A predicted base of hydrate stability is needed to approximate global integrations of free
methane gas and methane hydrate. Near the coastlines and on the continental shelves, the HSZ
generally does not exist given lower temperatures and pressures (i.e. water depths < 300 meters)
which are generally not conducive to the formation of hydrate (shown as tan in Figure 4.7).
Areas that have the deepest base of the HSZ are along the continental slope, where temperatures
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and pressures (water depth > 300 meters) are known to be generally appropriate for the stability
of methane hydrate. Further, regions which have the broadest (i.e. distance perpendicular to the
coastline) predicted base of HSZ occur on passive margins (e.g. U.S. East Coast, Brazil Margin,
Western Africa, Eastern Australia). Intuitively this makes sense as these regions generally have
lower geothermal gradients than active margins such as the U.S. West Coast (Cascadia) and
Philippines.
Further, our predicted results are consistent with previous estimates of the base of HSZ
(Piñero et al., 2013; Wallmann et al., 2012). Several regions stand out in both our results and the
published results of others, namely, offshore U.S. East coast, southeast Australia, and offshore
Uruguay in South America. The base of HSZ is consistently deeper in these areas and exhibits
values on the same (500-600 mbsf) order of magnitude. Although our results are similar to
previous estimates, our estimates provide more spatial variability and are higher in resolution (5minute) than previous estimates (0.5 and 1-degree).
Similar to our carbon and methane estimates, most estimates of the base of HSZ do not
provide a geospatial uncertainty. The standard deviation in 20 ensemble models (Figure 4.7b)
shows the largest uncertainty in regions with the deepest estimates of HSZ. However, if I
compare the predicted results to the standard deviations, the passive margins exhibit higher
standard deviations relative to the initially predicted depth to the base of the HSZ. For example,
along the U.S. West Coast or Cascadia region, the predicted BHSZ is ~250 mbsf. The standard
deviation in this region is approximately 150 mbsf which is fractionally high. Conversely,
offshore Uruguay in South America the predicted BHSZ is in a small area is > 800 mbsf where
the average standard deviation is fractionally lower, only ~300 mbsf. It is reasonable to assume
higher variability among the predicted base of HSZ ensembles is a result of larger uncertainties
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(i.e. standard deviations) in the heat flow estimate. In general, most of the globe yields standard
deviations less than 150 mbsf with a global median standard deviation (ignoring zero values; n =
20 ensembles) of 107.94 mbsf.
Finally, using our estimates of methane with depth and predicted base of the HSZ, I
integrate the mass of free methane gas and hydrate occurring in all sub-seafloor sediments.
Figure 4.8e displays a modified histogram from Piñero et al. (2013) showing our estimate in
context of previous literature estimates. I calculate 2356 Gt of C in hydrate globally. Although,
all of these estimates consider different modeling parameters (e.g. carbon lability) and methods
(e.g. fluid flow, organic carbon degradation). The final estimate of carbon in hydrate is an
approximate middle value of recent previous estimates (Wallmann et al., 2012; Piñero et al.,
2013), older estimates such as Makogon (1997) and Milkov (2004).
I calculate uncertainty in hydrate using the standard deviation of 20 ensembles. Our
estimate of uncertainty in hydrate (9.03 x 103 Gt C in hydrate; n = 20 ensembles) are particularly
high with values larger than the initially predicted estimate. While not ideal, this indicates there
is likely large uncertainty in the tuning of these parameters. The tuning of these parameters may
cause large variations in the estimated base of HSZ which results in large variability in the
calculation of gas and hydrate values. The large level of uncertainty is not too alarming as our
prediction with an uncertainty estimate still accounts for our estimates being in the broader range
of carbon in hydrate estimates from Piñero et al. (2013). Further, the final uncertainty is
generated from the uncertainty calculated while tuning all input parameters.
4.3.3

Single Profile Analysis
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Table 4.2

Comparison of observed versus predicted base of gas hydrate stability zone (BGHSZ) and parameters

Site ID Observed
Lat/Lon1 (dd)

Offset of Water Depth
Binned (observed1;
Lat/Lon meters)
(km)

Water
Depth
(predicted;
meters)

Thermal
Gradient
(observed1;
C/km)

Thermal BGHSZ
BGHSZ
1
Gradien (observed ; (predicted;
t2
mbsf)
mbsf)
(predict
ed;
C/km)

Standard
Absolute
Deviation in Error
BGHSZ
BGHSZ
Ensembles (n (observed
= 20; *n = –
100; mbsf) predicted;
%)
76.58, 80.74 30.4

DSDP 31.26, -74.8698 3.54
3191 ± 1
3187
36
45.85 600 ± 5
417.34
533
IODP 48.8116, 2.87
2201 ± 1
1584
60 ± 3
39.35 245 ± 17
348.66
105.53
42.3
311 - 126.9833
1325
NGHP 15.898, 81.8994 3.66
1076 ± 1
961.5
39 ± 2
39.53 200 ± 5
248.59
85.88
24.3
01-03
NGHP 10.7532,
4.49
1344 ± 1
1657.5
19 ± 2
28.75 614 ± 6
418.76
90.35
31.7
01-17 93.1123
NGHP 19.1524,
3.62
1374 ± 1
1510.5
50 ± 2
47.95 215 ± 2.5 263.73
96.59
22.6
01-18 85.7729
NGHP 18.9776,
4.14
1422 ± 1
1475
53 ± 2
57.59 195 ± 7.5 227.73
53.87
16.7
01-19 85.6587
ODP 31.7857, 0.77
2798 ± 1
2798
36.4 ± 1.3 58.34 428 ± 5
316.72
75.41, 57.18 26
164 – 75.5459
994
ODP 44.58631, 4.32
907 ± 1
907
60 ± 1
79.96 125 ± 3
119.78
37.14
4.2
204 - 125.1198
1244
1
Observed values come from Collett and Reidel et al. (2017); 2Geothermal gradient value is extrapolated through BGHSZ; *Shown
where applicable
Comparison between data collated from observed drilling sites from Reidel and Collett (2017) and our predicted input and base of
hydrate stability
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To further quantitatively validate our estimated base of hydrate stability, I compare our
predicted results and uncertainties to observed drilling sites collated by Reidel and Collett
(2017).
Table 4.2 shows results from observed drilling sites from Reidel and Collett (2017) and
our nearest (i.e. binned at 5 x 5 arc minute) predicted locations. Site locations are shown in their
regional context within the Appendix B (Figures B.3-B.4). Site profiles (initial prediction in
green, ensembles in yellow) are shown and labeled adjacent to their regional maps. The observed
BHSZ is shown for each respective profile in blue, while the predicted BHSZ is shown in black.
The minimum and the maximum predicted BHSZ from the ensembles are shown by red dashed
lines.
For many of these observed sites, a substantial amount of hydrate was found. However,
qualitatively many of our predictions and subsequent ensembles yield little to no hydrate in the
subsurface. For individual sites, this is concerning and may indicate that for individual profiles
the estimates of hydrate should be regarded with caution. However, since our grid cells and these
subsequent profiles represent ~10 x 10-kilometer areas, these values of hydrate accumulation
could be an artifact of spatial resolution as the distribution of hydrate can be highly spatially
variable (Simonetti et al., 2013).
Further, I find that the age of the sediment can significantly dictate the rate of organic
carbon degradation and subsequent generation of CH4 (e.g. distortion of labile TOC in Site
DSDP 533). I propose that future investigations should consider variable (i.e. not linear) depth
vs. age profiles to access microbially produced methane accumulations in geologic time.
Sites DSDP 533 and ODP 164 occur where ensembles of 20 and 1000 were ran,
therefore, there are two values for standard deviation.
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Both DSDP 533 and ODP 164 are on the same margin, the U.S. East Coast. In both of
these sites neither the standard deviation in 20 or 1000 ensembles accounts for an accurate
measure of the absolute error. The standard deviation for NGHP Site 117 also did not account for
the absolute error between the predicted and observed base of HSZ. All of these sites, on passive
margins, had relatively deep estimates to the base of hydrate stability indicating our results may
be skewed to shallower BHSZ.
The absolute error between the predicted and observed base of HSZ varies for each site
with the smallest and largest errors being site ODP 204 (5.22 mbsf) and NGHP 117 (195.04
mbsf). In general, the standard deviation overestimates the absolute error for sites. The standard
deviation underestimates the error for sites DSDP 533, NGHP 117, and ODP 164.
To investigate the difference between the observed and predicted BHSZ, I collate our
geothermal gradient, water depth, and calculate the distance from observed to binned
latitude/longitude (i.e. offset of binned latitude/longitude) in Table 4.2. For sites where standard
deviation does not account for the absolute error, it is not likely the difference between observed
and prediction input of offset distance or water depth can solely account for the error. Both offset
distance and water depth have close if not completely accurate values as input into respective
predictions. For all of these sites, the thermal gradient is consistently off by ~ 10°C/km.
Conversely, in other sites where the thermal gradient is off by approximately the same amount
(e.g. IODP 311) a reasonable predicted versus observed value was estimated for the base of HSZ.
Further, the site with the lowest error was site ODP 204. This site had one of the largest errors
between observed and predicted thermal gradient. It also had the largest value of offset distance.
This would indicate that thermal gradient cannot be determined as the sole culprit for mismatch
between observed and predicted base of HSZ.
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In no sites were all variables (offset distance, thermal gradient, water depth, and BHSZ)
consistent with all observed values. Because of this, it is difficult to determine the exact source
for discrepancies between our predicted vs. observed base of HSZ. If I were to individually tune
predicted parameters while holding all other aspects of the model the same, I may be able to
accurately identify the source of uncertainty in our predictions. Nonetheless, I found that the
observed base of HSZ for each site was always between the minimum and maximum base of
HSZ in the ensembles (red dashed lines in site profiles). This suggests that a future estimate of
the uncertainty in our prediction could be the range of values between the ensembles.
4.3.4

Suggested Improvements
Final estimates in our model are dependent on accurate input to models. Machine

learning provides a statistically robust ability to estimate parameters where variables have
previously not been observed. Each model input (e.g. predicted porosity) is dependent upon
observed data; updated predictions will impact final model results. Therefore, as new observed
data becomes available, assimilation of this data will result in updated input/predictions to the
model. Any improvement in individual model input prediction and uncertainty is likely to impact
final estimates of carbon and methane. Further, input parameters are agnostic to the models that
are used, therefore, a more sophisticated global model can easily be coupled with these machine
learning predictions, such as those used in Eymold et al. (2021) which consider vertical
distribution of gas and/or hydrate.
Future work may consider running ensembles where individual parameters are altered
independently. This time-intensive sensitivity analysis would help identify parameters that are
most important to individual profile sites. From this analysis, future efforts to improve these
input predictions could give the most efficient improvement in results.
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Finally, estimates of depth versus age certainly impact results on methane generated and
subsequently free gas and hydrate estimates. Our model incorporates some variability of age
versus depth, however, only for present to middle Miocene. In future iterations, analysis may
consider age versus depth data using sedimentation rates from recent sediments (e.g. Restreppo
et al., 2020). Further, variable organic carbon deposition in geologic time (as opposed to constant
deposition through geologic time) would provide more accurate estimates methane distribution
and budgets in the subseafloor.
4.4

Conclusions
I have modeled, with quantitative uncertainties, global marine carbon and

methanogenesis geospatially, and with depth, using a hybrid of machine learning and
deterministic techniques. The model quantitatively tracks organic carbon as it is deposited at the
seafloor, is buried, and is degraded through microbial processes to methane. The 5 x 5 arc minute
resolution grids (maps) are the highest resolution maps yet of cumulative carbon in marine
sediments as carbon in methane, total methane, free gas and gas hydrate. The results provide
constraints on the upper limit of methane that could have been produced at any given location.
Integrating over the entire global ocean, I estimate total carbon in methane and methane in all
marine sediments to be ~2.8 x 106 and ~3.7 x 106 Pg C and CH4 respectively, with uncertainties
of 1.2 x 106 and 1.6 x 106 Pg C and CH4 respectively.
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CONCLUSIONS
5.1

Introduction
Machine learning is gaining traction as a valuable analytical tool for industrial and

scientific research applications including those in the geosciences. Since the late 1990s and early
2000s, machine learning publications have increased rapidly, showing indications of an entirely
new paradigm in science and computing (Hao, 2019). At present and in the future, there will be a
need for geoscientists to be well-versed in this analytical method to stay on the cutting edge of
scientific advancement. This dissertation provides demonstration on using machine learning
techniques to geospatially predict seafloor and subseafloor properties. Further, this work
provides demonstration on how machine learning can be combined with more conventional
modeling techniques.
The seafloor and subseafloor are inherently sparsely sampled, due to their vast extent,
remoteness, and prohibitive time/money constraints on data acquisition. Therefore, scientists
must upsample (i.e. interpolate) sparsely sampled data points to higher resolutions on order to
estimate conditions in unsampled locations. Traditional methods used to interpolate and/or
extrapolate data have little to no knowledge on other geological parameters which may influence
the final upsampled product, instead relying on one or two values (generally just spatial
proximity to observations). In this way, machine learning fulfills a niche, providing the ability to
interpolate with some knowledge of parameters which may be physically related to the final
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value I am trying to interpolate. These correlations drawn from machine learning algorithms are
used to estimate the final value at a location where no observation has been made. Results are
easily updateable and predictions provide valuable estimates of uncertainty. Finally, these
predictions can then be used in models to estimate geological processes and properties at a global
and/or regional scale.
This dissertation has described three individual analyses in which machine learning
improves or expands current knowledge of the marine seafloor and subsurface environment. In
Chapter Two, I demonstrate machine learning provides improvement over traditional geospatial
interpolation techniques. Chapter Three demonstrates the ability to predict sediment isochores
geospatially, something previously never performed on a global scale. And finally, Chapter Four
ties these two predictions together to provide an updated estimate on carbon and methane
budgets in the marine subsurface. Collectively, this work yields global prediction for important
seafloor properties and provides new workflows and demonstration for the use of machine
learning in geospatial interpolation.
5.2

Key Findings
Chapters Two and Three of this dissertation demonstrate a work flow for predicting

geospatially using machine learning. Chapter Four demonstrates how to use these geospatial
predictions to fundamentally estimate properties and budgets within the global marine
subsurface.
Chapter Two provides a detailed analysis to predict global seafloor total organic carbon
using a k-nearest neighbors machine learning algorithm. Machine learning results provide
statistical improvement over traditional interpolation (splines under tension) techniques. Further,
our results provide quantitative uncertainty which previous interpolation techniques do not
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provide. I identify that the inclusion of new observations improves the qualitative nature of our
machine learning predictions, highlighting the importance of the assimilation of new
observations. Our results offer a new powerful metric (parametric isolation) of where to sample
next to further future geospatial predictions. Finally, I briefly demonstrate how these predictions
can be used to calculate carbon stocks in the upper five centimeters of the marine seafloor.
Chapter Three uses a k-nearest neighbor algorithm to provide the first global estimates of
sediment thicknesses (i.e. isochores) with respect to geologic time. I compare these machine
learning predictions to an independent methodology and do not find substantial quantitative
improvement between the two techniques. However, qualitatively machine learning outperforms
empirical independent techniques. Further, I compare our results to regionally mapped isochores
to access how future predictions can be improved.
Chapter Four demonstrates how machine learning predictions can be incorporated in
deterministic and empirical models. In this analysis, results from Chapter Two and Three are
integrated in several models to estimate global carbon and methane budgets in the marine
subsurface. Within this chapter, I estimate a new base of hydrate stability, carbon within methane
and methane in either gas or hydrate phase. These results are compared to previous global
integrations of carbon and methane in the marine subsurface. Further, results are compared the
observed base of hydrate stability. I find that using machine learning provides ability to estimate
global carbon and methane inventory for all marine sediments with uncertainty at higher
resolutions that previously available.
Collectively, this dissertation, Chapter Two through Four, provides guidance and metrics
for the success of machine learning to spatially predict seafloor and subseafloor properties.
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5.3

Insight, Implications, Impact
The work presented here has shown that geospatial machine learning can be a powerful

tool within the geosciences. However, this technique has limitations and these are important to
consider in any future analyses. Foremost, there are many different types of machine learning
algorithms this dissertation has not discussed. Of course each of these methods have
shortcomings but specifically, the type of ML used throughout this dissertation (k-nearest
neighbor) can only predict instances that are previously seen within the observed data. Therefore,
extrapolation beyond the observations used is not possible. Further, an appropriate number of
observations and accurate sampling of parameter space (i.e. correct predictors) are needed to
yield reliable results.
In the past, most geological parameters have not reported uncertainty. Moving forward,
uncertainty in predictions and observations are important. Reporting uncertainty in observations
and predictions could allow for propagation of uncertainty in environmental parameters assisting
to further our knowledge of the marine seafloor and subsurface.
Other implications are the use of parametric isolation to further future predictions. This
metric could be very powerful, as the acquisition of marine seafloor and subseafloor samples is
exceptionally difficult. Using this metric of where to sample next, scientists could learn more
about individual regions as well as regions where no observation has been sampled or only
sparsely sampled (i.e. parametrically similar regions).
Finally, model results provide estimates of important parameters for estimating carbon
cycling in the marine environment. These estimates of methane could contribute to
understanding a multitude of factors including past variability in the climate, carbon
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sequestration potential of the marine sediments and even potential regions of slope instability
and geohazard susceptibility.
5.4

Future Direction of Inquiry
All machine learning predictions could benefit from assimilation of new observed data

and updated predictors. Specifically, total organic carbon and sediment isochores would benefit
from additional observed data in parametrically poorly sampled space such as higher values of
TOC and sediment isochore. For sediment isochores, an easy assimilation would be data from
the Ocean Drilling Program and International Ocean Drilling/Discovery Program campaigns.
Improved or additional predictors for sediment isochores may have the largest impact on
improvement of predictions. Many of the predictors that are used the isochore prediction are
lacking information with respect to geologic time. If predictors were available in geologic time,
such as paleo bathymetry or river mouth deposition in geologic time, then future sediment
isochore predictions may be more accurate.
Chapter Four improvements include adding additional complexities to the model. Likely
the easiest of these to incorporate would be estimating variable organic carbon deposition as a
function of geologic time. As it stands now, the model assumes organic carbon deposited in the
past is the same as present day. Further, adding more information about sediment thickness with
respect to time would provide improvement in the amount of organic carbon degraded as one of
the controlling factors of the Arrhenius equation is geologic time. Further, our approach
estimates maximum accumulation of carbon and methane in the subseafloor, but future efforts
may focus on the vertical migration of this methane (i.e., fluid flow).
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A.1

Introduction
The Supporting Information provided here includes information and accompanying

figures regarding the methods section which are not discussed entirely within the manuscript.
Individual observed data files, predictor grids, and final predictions with uncertainty are provided
at the following citation:
Lee, T. R., Phrampus, B. J., Oblecz, J., Wood, W. T., & Skarke, A. (2020). Data files
associated with the k-nearest neighbor global prediction of isopachs for present to middle
Miocene (Version 1) [Data set] Zenodo. https://doi.org/10.5281/zenodo.3675364
A.1.1

Machine-Learning Selection
To predict all isochores, I used a machine learning algorithm MLA implemented into the

GPSM framework (Lee et al., 2019). The selection of an appropriate MLA is problem specific.
The k-nearest neighbor regression (KNR) algorithm yielded the lowest median error and highest
R2 value as compared to the random forest regression algorithm and support vector machine
algorithm. The KNR algorithm was additionally selected because it is intuitive, computational
efficient and best suited to handling the high degree of bias inherently present in the observed
data set.
For our final KNR predictions, I optimized the selection of k (i.e. number of neighbors)
based on the lowest 10-fold cross validation median error and highest R2 value. However, the
selection of k was found to be minimally sensitive in our optimization analysis. Figure A.1a
shows the number of neighbors versus the R2 value. Figure A.1b shows the number of neighbors
versus the normalized 10-fold median cross validation error. The marked points represent the
optimized combination (i.e. lowest median error and highest R2 value) of the error and R2 value.
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Among all k, I found similar values of R2 and 10-fold cross validation errors. Future research
may benefits from investigating the significance of these R2 and error values to determine which
k was the best and truly statistically significant. The final selection of k is also shown in each
respective cross validation plot within Figure 2a-e of the manuscript.
A.1.2

Conditioning the Observed Dataset
DSDP maintains data sets for each hole that report estimated age as a function of depth in

core (Deep Sea Drilling Project, 1989). These age-depth data points are approximated by
biostratigraphers, aboard deep-sea drilling campaigns, based upon observed microfossils. Given
the interpretive nature of this age-approximation technique there may be unique non-systematic
biases within these observed data. As noted in the manuscript, the major advantage of using an
MLA is that as observed data is updated and/or improved, final predictions will be as well.
In total, there are 926 wells with at least one age-depth control data point for our predefined geologic time periods of interest. Of the 926 holes with age-depth data, ~85% of the
wells have more than one age control point. The average maximum age observed downhole is
~38.5 million years, which is well beyond the age ranges needed for our predictions.
In addition to the conditioning of this observed dataset described in the manuscript, I
remove any values that represent a sediment age inversion (i.e. older sediment on top of
younger) because this would result in a negative layer thickness in the observed isochore data.
Because our method of machine learning is data-driven (only capable of predicting observed
values), a single observed negative layer thickness would provide an opportunity to predict
negative isochores, which is geological possible (e.g. sediment inversion) but I argue should not
be included in the observed data as inclusion of this data in individual isochore predictions may
result in overall inconsistent results. For example, each individual isochore prediction has no
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knowledge of other isochore predictions. Therefore, a negative prediction in one isochore
adversely affects other isochore predictions potentially resulting in an entire sediment column
being negative.
Further, as discussed in the manuscript, I convert our observed data to centimeters before
performing a log10 transformation. I do this because if I directly calculate the log10 of small
isochore values (< 1 meter), I calculate a negative number. Therefore, I convert isochore values
from meters to centimeters to avoid the calculation of a negative log10 number and allow for
more intuitive display on plots. In the unit conversion, I convert any value between 0 and 0.1
centimeters to a value of 1 so our observed data will at minimum be 1 (the log10 of 1 is zero).
All data > 0.1 centimeters are then converted directly to log10. Typically, a logarithmic
transformation is questionable if the true data distribution is not known a priori, however, given
our MLA method is non-parametric there are no constraints in transforming the distribution of
the observed data. The log10 transformation allows KNR to better isochore values, evident by an
improved median error and R2 values.
A.1.3

K-Nearest Neighbor Regressor Prediction
Each isochore is predicted independently and only where the crust age (Muller et al.,

2019) is older than the oldest age of the isochore of interest. This methodology is necessary
because the linearly interpolated observed data does not account for finite thicknesses. I assume
that for portions of the crust age grid that are not estimated (e.g. along continental margins,
within marginal seas) the crust age is older than the isochore being predicted. To illustrate an
example, in order for an isochore observation to be considered in the observed dataset it must
account for the entirety of the age layer. To account for the non-predicted portions that represent
some finite thickness not captured by the observed data, I bilinearly interpolate using Python’s
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Scipy griddata function from the KNR prediction boundary to the younger isochore time
boundary (i.e. where crust age is younger than the isochore sediments). For example, in the 1.82.58 million-year (Ma) isochore I mask the KNR prediction to only predict where the crust age is
greater than 2.58 Ma. There is a finite thickness in areas where the crust age is between 1.8-2.58
Ma, but the sediment isochores for crust ages younger than 1.8 Ma should be zero as this crust
does not exist prior to 1.8 Ma. I assigned a zero isochore thickness to regions less than the
youngest age of the isochore. With this assumption, I am not accounting for any sediment
reworking within the zero-thickness region.
A.1.4

Uncertainty Approximation
I approximate the uncertainty in our predictions by calculating the standard deviation in

the k nearest neighbors (Lee et al., 2019; Wood et al., 2018). Although the prediction is
performed in log space, the standard deviation is calculated in linear space. Similarly, to
calculate the median 10-fold cross validation errors in log space I must convert both observed
and predicted values back to linear space before calculating the median absolute residual. The
digital uncertainty grid for each prediction is available at DOI:10.5281/zenodo.3675364.
A.1.5

Decompaction/Compaction Model
For the decompaction model, estimates for the sediment thickness from Straume et al.

(2019) and the crust age from Muller et al. (2019) are used. A crust age estimate is not provided
for some portions of the globe (e.g. Arctic, continental shelves, marginal seas), therefore, I am
are only able to estimate GlobSed+ isochores in areas where the crust age grid exists.
Additionally, the available crust age grid has a native resolution of 6-minutes and not our
prediction resolution of 5 x 5-arc minute, therefore, I upsample to the appropriate resolution
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using bilinear interpolation. For each GlobSed+ isochore, approximately 23% of the observed
data lies in areas where there was no crust age estimate made, therefore the final median error
calculated for GlobSed+ has less observed data for the error calculation.
I first decompact the sediment thickness grid using the decompaction framework
provided by Allen & Allen (2013). I perform two decompaction scenarios, using the Revil et al.
(2002) compaction curve assuming two sediment scenarios, 100% clay and 100% sand, for the
entirety of the sediment column. I then divide the decompacted sediment thickness grid by the
crust age grid to get a time-averaged sedimentation rate in meters per million years for each 5 x
5-arc minute grid cell on the globe. Finally, I multiply the sedimentation rate by the base age of
each isochore (e.g. 1.8, 2.58, 5.33, 11.63, 15.97 million years) to represent a decompacted depth
to respective time horizons. Given our isochores represent compacted and preserved sediments, I
must recompact our “depth to” estimates. Using the same Revil et al. (2002) compaction curve
and assumed sediment types, I compact back our “depth to” estimates. Finally, I calculate the
difference between respective compacted time horizons to determine empirically calculated
isochores using the global sediment thickness estimate.
I use the same mask and interpolation approach, here, as in the KNR prediction estimate.
This approach is needed as many locations on the globe have coincidently high sediment
thickness values and minimal crust age values. Approximating an older isochore for regions of
the globe with a crust age less than the base age of the isochore does not intuitively make sense,
as this result would represent only what the sediment thickness would be if the crust was that old.
The compaction model used within our model is from Revil et al. (2002). The equation
for compaction is shown below in Eq A1 and A2.
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𝑧

𝜑𝐻 (𝑧) =

𝜑0 − 𝜑𝑐 + (1 − 𝜑0 )𝜑𝑐 𝑒 𝑧𝑚
𝜑0 − 𝜑𝑐 + (1 − 𝜑0

𝑧
)𝑒 𝑧𝑚

1
= (1 − 𝜑𝑐 )𝛽𝑚 𝑔(𝜌𝑔 − 𝜌𝑓 )
𝑧𝑚

(A1)

(A2)

For Equation A1, φH= porosity for a respective depth; φ0= depositional porosity at the
seafloor for end-member sediment type, 100% sand (0.54) or clay (0.65); φc= residual porosity
for end member sediment type, 100% sand (0.45) or clay (0.05); z = depth (meters); zm=
characteristic length (meters) defined by Equation A2. For Equation A2, βm= compaction
coefficient of the end member sediment type (Pa-1); g = acceleration of gravity; ρg= bulk density
of the grains (2650 kg/m3); ρf = bulk density of pore water (1050 kg/m3).
In both the decompaction and compaction model for each given sediment thickness grid
cell, values are discretized into ten meter increments. I assume that any sediment thickness
estimate less than ten meters has experienced no compaction/decompaction. In the decompaction
model, I first calculate the porosity at present-day (i.e. with depth, compacted). These ten meter
increments are then incrementally taken back to depositional (i.e. seafloor) porosity. I then solve
the decompacted thickness (Td) of each ten meter layer using a simple equation that accounts for
the conservation of mass below:

𝜑𝐻 𝑇𝑐 = 𝜑0 𝑇𝑑
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(A3)

In Equation A3, φH = average porosity for compacted sediments; Tc = thickness of
compacted sediments; φ0 = depositional porosity (i.e. at the seafloor) for given sediment type,
100% sand (0.65) or clay (0.54); Td= thickness of decompacted sediments
For the compaction model, I follow the same framework, instead solving Equation A3 for
Tc. Within the compaction model, the compacted interval thickness estimate requires iteratively
determining a new top compacted depth. The final GlobSed+ estimates for each respective
isochore are shown in Appendix A Figure A.2.

Figure A.1

Isochore prediction sensitivity to number of nearest neighbors

a) displays the number of nearest neighbors used in respective isochore predictions versus the
normalized 10-fold median cross validation error. b) displays the number of nearest neighbors
used in respective isochore predictions versus the R2 values. The square scatter point represents
the optimized combination of the error and R2 value. The optimized combination of error and R2
value is determined by the lowest median error and highest R2 value.
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b
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d
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Figure A.2

Empirically calculated isochore thicknesses

a-e) displays the respective isochore thicknesses in meters calculated using the empirical
decompaction/compaction model (i.e. GlobSed+).
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B.1

Data Availability Statement
Grids for model input are available in xyz (longitude in decimal degrees, latitude in

decimal degrees, and variable) ascii file format at Lee et al., 2021.
B.2

Model Inputs and Uncertainty

Table B.1

Model Inputs and Uncertainty

Parameter
Elevation
Crust Age
Sediment Thickness
Seafloor Total Organic
Carbon

Uncertainty (i.e. Standard
Deviation)
180 meters; conservative
SRTM15+V2; Tozer et al.
estimate from Tozer et al.,
2019
2019
Muller et al., 2013
Variable
177 meters; Table 4 from
Straume et al., 2019
Straume et al., 2019
Source

Lee et al., 2019

Variable

k-NN predicted using
Variable by Lee et al., 2019
Seafloor Porosity
observed data from Martin
methods
et al., 2015
k-NN predicted using
observed data from Global
Heat Flow Compilation
Variable by Lee et al., 2019
Seafloor Heat Flow
Group, 2013; Hornbach et methods
al., 2020; Reidel and
Collett 2017
World Ocean Atlas 2013;
Seafloor Temperature
2.5 degrees Celsius
Boyer et al., 2013
World Ocean Atlas 2013; 1 PSU (percent salinity
Seafloor Water Density
Boyer et al., 2013
units)
World Ocean Atlas 2013;
Seafloor Water Salinity
10 kilograms/m3
Boyer et al., 2013
Model inputs (parameter) and their sources, the uncertainty used for ensemble modeling is
shown as uncertainty. The type of uncertainty used (variable = grid) or value (i.e. uniform) is
shown.
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B.3

Regional Model Runs

a)

b)

Figure B.1

c)

Regional area, predicted and estimate of uncertainty in regional base of hydrate
stability zone of ensemble model runs

a) Plot of the U.S. East Coast with black box denoting area of regional ensemble run b) Predicted
base of hydrate stability zone for regional area in meters below seafloor c) Standard deviation of
1000 ensembles of the predicted base of hydrate stability zone in meters below seafloor.
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a)

e)

Figure B.2

b)

f)

c)

d)

g)

h)

Regional ensemble results for carbon, total methane, and methane in gas and solid
(hydrate) form

On U.S. East Coast, regional area (Figure B.1a) runs from model a) Cumulative predicted
organic carbon in methane in teragrams (1 Tg = 1 x 109 Kg) sequestered per square kilometer of
sediment e) Cumulative methane generated in teragrams sequestered per square kilometer of
sediment b) The standard deviation in 1000 ensembles of the cumulative predicted organic
carbon mass available for methane conversion in teragrams per square kilometer of sediment f)
The standard deviation in 1000 ensembles of the cumulative mass of methane generated in
teragrams per square kilometer of sediment c) Cumulative mass of predicted total methane gas in
teragrams sequestered per square kilometer of sediment. g) Cumulative mass of total methane
hydrate in teragrams sequestered per square kilometer of sediment d) The standard deviation in
1000 ensembles of the cumulative mass of methane gas in teragrams per square kilometer of
sediment h) The standard deviation in 1000 ensembles of the cumulative generated total mass of
methane hydrate in teragrams per square kilometer of sediment.
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B.4

Predicted and Observed Base of Hydrate Stability Zone Profiles
b)

c)

a)

Legend

Figure B.3

Predicted Base of Hydrate Stability
Observed Base of Hydrate Stability
Predicted Min/Max Base of Hydrate Stability
Base Model Run
Ensemble Model Run

Location and individual predicted profiles for sites along U.S. East Coast Margin

a) Location of selected U.S. East Coast drill sites from Table B.1. b) Predicted output for the
profile nearest to Ocean Drilling Program Site 164 Hole 994. Top yellow dashed lines
correspond to n = 20 ensembles, while the bottom corresponds to n = 1000 ensembles c)
Predicted output for the profile nearest to Deep Sea Drilling Program Site 533. Top yellow
dashed lines correspond to n = 20 ensembles, while the bottom corresponds to n = 1000
ensembles
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a)

b)

Legend

Figure B.4

Predicted Base of Hydrate Stability
Observed Base of Hydrate Stability
Predicted Min/Max Base of Hydrate Stability
Base Model Run
Ensemble Model Run

Location and individual predicted profiles for sites along the Cascadia and Indian
margins

a) Location of selected U.S. West Coast drill sites from Table B.1. Arrows indicate predicted
output for the nearest binned profile. Yellow dashed lines indicate results from n = 20 ensembles
b) Location of selected offshore India drill sites from Table B.1. Arrows indicate predicted
output for the nearest binned profile. Yellow dashed lines indicate results from n = 20 ensembles
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