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Abstract
We are concerned with supersonic vortex sheets for the Euler equations of compressible
inviscid fluids in two space dimensions. For the problem with constant coefficients we derive
an evolution equation for the discontinuity front of the vortex sheet. This is a pseudo-
differential equation of order two. In agreement with the classical stability analysis, if the
jump of the tangential component of the velocity satisfies |[v · τ ]| < 2√2 c (here c denotes
the sound speed) the symbol is elliptic and the problem is ill-posed. On the contrary, if
|[v · τ ]| > 2√2 c, then the problem is weakly stable, and we are able to derive a wave-type a
priori energy estimate for the solution, with no loss of regularity with respect to the data.
Then we prove the well-posedness of the problem, by showing the existence of the solution
in weighted Sobolev spaces.
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1 Introduction
We are concerned with the time evolution of vortex sheets for the Euler equations describing
the motion of a compressible fluid. Vortex sheets are interfaces between two incompressible or
compressible flows across which there is a discontinuity in fluid velocity. Across a vortex sheet,
the tangential velocity field has a jump, while the normal component of the flow velocity is
continuous. The discontinuity in the tangential velocity field creates a concentration of vorticity
along the interface. In particular, compressible vortex sheets are contact discontinuities to the
Euler equations for compressible fluids and as such they are fundamental waves which play an
important role in the study of general entropy solutions to multidimensional hyperbolic systems
of conservation laws.
It was observed in [10, 14], by the normal mode analysis, that rectilinear vortex sheets for
isentropic compressible fluids in two space dimensions are linearly stable when the Mach number
M >
√
2 and are violently unstable when M <
√
2, while planar vortex sheets are always violently
unstable in three space dimensions. This kind of instabilities is the analogue of the Kelvin–
Helmholtz instability for incompressible fluids. Artola and Majda [1] studied certain instabilities
of two-dimensional supersonic vortex sheets by analyzing the interaction with highly oscillatory
waves through geometric optics. A rigorous mathematical theory on nonlinear stability and local-
in-time existence of two-dimensional supersonic vortex sheets was first established by Coulombel–
Secchi [8, 9] based on their linear stability results in [7] and a Nash–Moser iteration scheme.
Characteristic discontinuities, especially vortex sheets, arise in a broad range of physical prob-
lems in fluid mechanics, oceanography, aerodynamics, plasma physics, astrophysics, and elastody-
namics. The linear results in [7] have been generalized to cover the two-dimensional nonisentropic
flows [15], the three-dimensional compressible steady flows [25, 27], and the two-dimensional
two-phase flows [18]. Recently, the methodology in [7] has been developed to deal with several
constant coefficient linearized problems arising in two-dimensional compressible magnetohydro-
dynamics (MHD) and elastic flows; see [2, 6, 24]. For three-dimensional MHD, Chen–Wang [4]
and Trakhinin [22] proved the nonlinear stability of compressible current-vortex sheets, which
indicates that non-paralleled magnetic fields stabilize the motion of three-dimensional compress-
ible vortex sheets. Moreover, the modified Nash–Moser iteration scheme developed in [8, 11] has
been successfully applied to the compressible liquids in vacuum [23], the plasma-vacuum interface
problem [19], three-dimensional compressible steady flows [26], and MHD contact discontinuities
[16]. The approach of [7, 8] has been recently extended to get the existence of solutions to the
non linear problem of relativistic vortex sheets in three-dimensional Minkowski spacetime [5],
and the two-dimensional nonisentropic flows [17].
The vortex sheet motion is a nonlinear hyperbolic problem with a characteristic free boundary.
The analysis of the linearized problem in [7] shows that the so-called Kreiss-Lopatinski˘ı condition
holds in a weak sense, thus one can only obtain an a priori energy estimate with a loss of
derivatives with respect to the source terms. Because of this fact, the existence of the solution
to the nonlinear problem is obtained in [8] by a Nash-Moser iteration scheme, with a loss of the
regularity of the solution with respect to the initial data.
At the best of our knowledge the approach of [7, 8] is the only one known up to now, while it
would be interesting to have different methods of proof capable to give the existence and possibly
other properties of the solution.
In particular, the location of the discontinuity front of the vortex sheet is obtained through
the jump conditions at the front, see (1.2), and is implicitly determined by the fluid motion
in the interior regions, i.e. far from the front. On the contrary, it would be interesting to
find an “explicit”evolution equation for the vortex sheet, i.e. for the discontinuity front, that
might also be useful for numerical simulations. In this regard we recall that in case of irrotational,
incompressible vortex sheets, the location of the discontinuity front is described by the Birchhoff-
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Rott equation, see [3, 12, 13], whose solution is sufficient to give a complete description of the
fluid motion through the Biot-Savart law. The evolution equation of the discontinuity front of
current-vortex sheets plays an important role in the paper [21].
In this paper we are concerned with supersonic vortex sheets for the Euler equations of
compressible inviscid fluids in two space dimensions. For the problem with constant coefficients
we are able to derive an evolution equation for the discontinuity front of the vortex sheet. This
is a pseudo-differential equation of order two. In agreement with the classical stability analysis
[10, 14], if the jump of the tangential component of the velocity satisfies |[v · τ ]| < 2√2 c (here
c denotes the sound speed) the symbol is elliptic and the problem is ill-posed. On the contrary,
if |[v · τ ]| > 2√2 c, then the problem is weakly stable, and we are able to derive a wave-type a
priori energy estimate for the solution, with no loss of regularity with respect to the data. By a
duality argument we then prove the well-posedness of the problem, by showing the existence of
the solution in weighted Sobolev spaces.
The fact that the evolution equation for the discontinuity front is well-posed, with no loss of
regularity from the data to the solution, is somehow in agreement with the result of the linear
analysis in [7] (see Theorem 3.1 and Theorem 5.2), where the solution has a loss of derivatives
in the interior domains while the function describing the front conserves the regularity of the
boundary data.
In a forthcoming paper we will consider the problem with variable coefficients, which requires
a completely different approach.
1.1. The Eulerian description. We consider the isentropic Euler equations in the whole plane
R2. Denoting by v = (v1, v2) ∈ R2 the velocity of the fluid, and by ρ its density, the equations
read: {
∂tρ+∇ · (ρv) = 0 ,
∂t(ρv) +∇ · (ρv ⊗ v) +∇ p = 0 ,
(1.1)
where p = p(ρ) is the pressure law. In all this paper p is a C∞ function of ρ, defined on ]0,+∞[,
and such that p′(ρ) > 0 for all ρ. The speed of sound c(ρ) in the fluid is defined by the relation:
∀ ρ > 0 , c(ρ) :=
√
p′(ρ) .
It is a well-known fact that, for such a pressure law, (1.1) is a strictly hyperbolic system in the
region (t, x) ∈ ]0,+∞[×R2, and (1.1) is also symmetrizable.
We are interested in solutions of (1.1) that are smooth on either side of a smooth hypersurface
Γ(t) := {x = (x1, x2) ∈ R2 : F (t, x) = 0} = {x2 = f(t, x1)} for each t and that satisfy suitable
jump conditions at each point of the front Γ(t).
Let us denote Ω±(t) := {(x1, x2) ∈ R2 : x2 ≷ f(t, x1)}. Given any function g we denote
g± = g in Ω±(t) and [g] = g+|Γ − g−|Γ the jump across Γ(t).
We look for smooth solutions (v±, ρ±) of (1.1) in Ω±(t) and such that, at each time t, the
tangential velocity is the only quantity that experiments a jump across the curve Γ(t). (Tangential
should be understood as tangential with respect to Γ(t)). The pressure and the normal velocity
should be continuous across Γ(t). For such solutions, the jump conditions across Γ(t) read:
σ = v± · n , [p] = 0 on Γ(t) .
Here n = n(t) denotes the outward unit normal on ∂Ω−(t) and σ denotes the velocity of propa-
gation of the interface Γ(t). With our parametrization of Γ(t), an equivalent formulation of these
jump conditions is
∂tf = v
+ ·N = v− ·N , p+ = p− on Γ(t) , (1.2)
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where
N = (−∂1f, 1) (1.3)
and p± = p(ρ±). Notice that the function f describing the discontinuity front is part of the
unknown of the problem, i.e. this is a free boundary problem.
For smooth solutions system (1.1) can be written in the equivalent form{
∂tρ+ (v · ∇)ρ+ ρ∇ · v = 0 ,
ρ (∂tv + (v · ∇)v) +∇ p = 0 .
(1.4)
Because p′(ρ) > 0, the function p = p(ρ) can be inverted and we can write ρ = ρ(p). Given a
positive constant ρ¯ > 0, we introduce the quantity P (p) = log(ρ(p)/ρ¯) and consider P as a new
unknown. In terms of (P,v), the system (1.4) equivalently reads{
∂tP + v · ∇P +∇ · v = 0 ,
∂tv + (v · ∇)v + c2∇P = 0 ,
(1.5)
where now the speed of sound is considered as a function of P, that is c = c(P ). Thus our
problem reads {
∂tP
± + v± · ∇P± +∇ · v± = 0 ,
∂tv
± + (v± · ∇)v± + c2±∇P± = 0 , in Ω±(t),
(1.6)
where we have set c± = c(P
±). The jump conditions (1.2) take the new form
∂tf = v
+ ·N = v− ·N , P+ = P− on Γ(t) . (1.7)
2 Preliminary results
Given functions v±, P±, we set
Z± := ∂tv
± + (v± · ∇)v±. (2.1)
Next, we study the behavior of Z± at Γ(t). As in [21] we define
θ(t, x1) := v
±(t, x1, f(t, x1)) ·N(t, x1), (2.2)
for N given in (1.3).
Lemma 2.1. Let f,v±, θ be such that
∂tf = θ = v
± ·N on Γ(t), (2.3)
and let Z± be defined by (2.1). Then
Z+ ·N = ∂tθ + 2v+1 ∂1θ + (v+1 )2∂211f ,
Z− ·N = ∂tθ + 2v−1 ∂1θ + (v−1 )2∂211f on Γ(t).
(2.4)
Proof. Dropping for convenience the ± superscripts, we compute
∂tθ = (∂tv + ∂2v∂tf) ·N + v · ∂tN = (∂tv2 + ∂2v2∂tf)− (∂tv1 + ∂2v1∂tf)∂1f − v1∂t∂1f ,
and similarly
∂1θ = (∂1v2 + ∂2v2∂1f)− (∂1v1 + ∂2v1∂1f)∂1f − v1∂211f .
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Substituting (2.3) in the first of the two equations it follows that
∂tv2 − ∂tv1∂1f = ∂tθ + v1∂1θ − ∂tf(∂2v2 − ∂2v1∂1f) ,
and from the second equation, after multiplication by v1, it follows that
v1∂1v2 − v1∂1v1∂1f = v1∂1θ + v21∂211f − v1∂1f(∂2v2 − ∂2v1∂1f) .
We substitute the last two equations in
Z ·N = (∂tv2 + v · ∇v2)− (∂tv1 + v · ∇v1)∂1f ,
rearrange the terms, use again (2.3), and finally obtain
Z ·N = ∂tθ + 2v1∂1θ + v21∂211f ,
that is (2.4).
2.1. A first equation for the front. We take the scalar product of the equation for v± in
(1.6), evaluated at Γ(t), with the vector N . We get{
Z± + c2±∇P±
} ·N = 0 on Γ(t) ,
and applying Lemma 2.1 we obtain
∂tθ + 2v
±
1 ∂1θ + (v
±
1 )
2∂211f + c
2
±∇P± ·N = 0 on Γ(t) . (2.5)
Now we apply an idea from [21]. We take the sum of the ”+” and ”-” equations in (2.5) to obtain
2∂tθ + 2(v
+
1 + v
−
1 )∂1θ + ((v
+
1 )
2 + (v−1 )
2)∂211f + c
2∇(P+ + P−) · N = 0 on Γ(t) , (2.6)
where we have denoted the common value at the boundary c = c±|Γ(t) = c(P
±
|Γ(t)). Next, following
again [21], we introduce the quantities
w = (w1, w2) := (v
+ + v−)/2, V = (V1, V2) := (v
+ − v−)/2. (2.7)
Sustituting (2.7) in (2.6) gives
∂tθ + 2w1∂1θ + (w
2
1 + V
2
1 )∂
2
11f +
c2
2
∇(P+ + P−) ·N = 0 on Γ(t) . (2.8)
Finally we substitute the boundary condition θ = ∂tf in (2.8) and we obtain
∂2ttf + 2w1∂1∂tf + (w
2
1 + V
2
1 )∂
2
11f +
c2
2
∇(P+ + P−) ·N = 0 on Γ(t) . (2.9)
(2.9) is a second order equation for the front f . However, it is nonlinearly coupled at the highest
order with the other unknowns (v±, P±) of the problem through the last term in the left side of
(2.9). In order to find an evolution equation for f, it is important to isolate the dependence of f
on P± at the highest order, i.e. up to lower order terms in (v±, P±).
Notice that (2.9) can also be written in the form
(∂t + w1∂1)
2f + V 21 ∂
2
11f +
c2
2
∇(P+ + P−) ·N − (∂tw1 + w1∂1w1)∂1f = 0 on Γ(t) . (2.10)
6 A. Morando, P. Secchi & P. Trebeschi
2.2. The wave problem for the pressure. Applying the operator ∂t + v · ∇ to the first
equation of (1.5) and ∇· to the second one gives{
(∂t + v · ∇)2P + (∂t + v · ∇)∇ · v = 0 ,
∇ · (∂t + v · ∇)v +∇ · (c2∇P ) = 0 .
The difference of the two equations gives the wave-type equation∗
(∂t + v · ∇)2P −∇ · (c2∇P ) = −[∂t + v · ∇,∇· ]v = ∂ivj∂jvi. (2.11)
We repeat the same calculation for both (v±, P±). As for the behavior at the boundary, we
already know that
[P ] = 0 , on Γ(t) . (2.12)
As a second boundary condition it is natural to add a condition involving the normal derivatives
of P±. We proceed as follows: instead of the sum of the equations (2.5) as for (2.6), we take the
difference of the ”+” and ”-” equations in (2.5) to obtain the jump of the normal derivatives
∇P± ·N ,
[c2∇P ·N ] = −[2v1∂1θ + v21∂211f ] on Γ(t) . (2.13)
Recalling that θ = ∂tf , we compute
[2v1∂1θ + v
2
1∂
2
11f ] = 4V1(∂t + w1∂1)∂1f. (2.14)
Thus, from (2.13), (2.14) we get
[c2∇P ·N ] = −4V1(∂t + w1∂1)∂1f on Γ(t) . (2.15)
Collecting (2.11) for P±, (2.12), (2.15) gives the coupled problem for the pressure
(∂t + v
± · ∇)2P± −∇ · (c2±∇P±) = F± in Ω±(t) ,
[P ] = 0 ,
[c2∇P ·N ] = −4V1(∂t + w1∂1)∂1f on Γ(t) ,
(2.16)
where
F± := ∂iv±j ∂jv±i .
Notice that F can be considered a lower order term in the second order differential equation for
P±, differently from the right-hand side of the boundary condition for the jump of the normal
derivatives, which is of order two in f.
3 The coupled problem (2.10), (2.16) with constant coefficients. The
main result
We consider a problem obtained by linearization of equation (2.10) and system (2.16) about
the constant velocity v± = (v±1 , 0), constant pressure P
+ = P−, and flat front Γ = {x2 = 0}, so
that N = (0, 1), that is we study the equations
(∂t + w1∂1)
2f + V 21 ∂
2
11f +
c2
2
∂2(P
+ + P−) = 0 if x2 = 0 , (3.1)
∗Here we adopt the Einstein convention over repeated indices.
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
(∂t + v
±
1 ∂1)
2P± − c2∆P± = F± if x2 ≷ 0 ,
[P ] = 0 ,
[c2∂2P ] = −4V1(∂t + w1∂1)∂1f if x2 = 0 .
(3.2)
In (3.1), (3.2), v±1 , c are constants and c > 0, w1 = (v
+
1 + v
−
1 )/2, V1 = (v
+
1 − v−1 )/2. F± is
a given source term. (3.1), (3.2) form a coupled system for f and P±, obtained by retaining
the highest order terms of (2.10) and (2.16). We are interested to derive from (3.1), (3.2) an
evolution equation for the front f .
For γ ≥ 1, we introduce f˜ := e−γtf, P˜± := e−γtP±, F˜± := e−γtF± and consider the equations
(γ + ∂t + w1∂1)
2f˜ + V 21 ∂
2
11f˜ +
c2
2
∂2(P˜
+ + P˜−) = 0 if x2 = 0 , (3.3)
(γ + ∂t + v
±
1 ∂1)
2P˜± − c2∆ P˜± = F˜± if x2 ≷ 0 ,
[P˜ ] = 0 ,
[c2∂2P˜ ] = −4V1(γ + ∂t + w1∂1)∂1f˜ if x2 = 0 .
(3.4)
System (3.3), (3.4) is equivalent to (3.1), (3.2). Let us denote by f̂ , P̂±, F̂± the Fourier transforms
of f˜ , P˜±, F˜± in (t, x1), with dual variables denoted by (δ, η), and set τ = γ + iδ. We have the
following result:
Theorem 3.1. Let F˜± be such that
lim
x2→+∞
F̂±(·,±x2) = 0 . (3.5)
Assume that f˜ , P˜± is a solution of (3.3), (3.4) with
lim
x2→+∞
P̂±(·,±x2) = 0 . (3.6)
Then f solves the second order pseudo-differential equation(
(τ + iw1η)
2 + V 21 η
2
(
8(τ + iw1η)
2
c2(µ+ + µ−)2
− 1
))
f̂ +
µ+µ−
µ+ + µ−
M = 0 , (3.7)
where µ± =
√(
τ+iv±
1
η
c
)2
+ η2 is such that ℜµ± > 0 if ℜτ > 0, and
M = M(τ, η) :=
1
µ+
∫ +∞
0
e−µ
+yF̂+(·, y) dy − 1
µ−
∫ +∞
0
e−µ
−yF̂−(·,−y) dy . (3.8)
From the definition we see that the roots µ± are homogeneous functions of degree 1 in (τ, η).
Therefore, the ratio (τ+iw1η)
2/(µ++µ−)2 is homogeneous of degree 0. It follows that the symbol
of (3.7) is a homogeneous function of degree 2, see Remark 5.2. In this sense (3.7) represents a
second order pseudo-differential equation for f .
The main result of the paper is given by the following result.
Theorem 3.2. Assume vc >
√
2, and let F+ ∈ L2(R+;Hsγ(R2)),F− ∈ L2(R−;Hsγ(R2)). There
exists a unique solution f ∈ Hs+1γ (R2) of equation (3.7) (with w1 = 0), satisfying the estimate
γ3‖f‖2
Hs+1γ (R2)
≤ C
(
‖F+‖2L2(R+;Hs
γ
(R2)) + ‖F−‖2L2(R−;Hs
γ
(R2))
)
, ∀γ ≥ 1 , (3.9)
for a suitable constant C > 0 independent of F± and γ.
See Remark 5.3 for a discussion about the different cases vc ≷
√
2 in relation with the classical
stability analysis [7, 10, 14, 20].
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3.1. Weighted Sobolev spaces and norms. We are going to introduce certain weighted
Sobolev spaces in order to prove Theorem 3.2. Functions are defined over the two half-spaces
{(t, x1, x2) ∈ R3 : x2 ≷ 0}; the boundary of the half-spaces is identified to R2. For all s ∈ R and
for all γ ≥ 1, the usual Sobolev space Hs(R2) is equipped with the following norm:
‖v‖2s,γ :=
1
(2π)2
∫∫
R2
Λ2s(τ, η)|v̂(δ, η)|2 dδ dη, Λs(τ, η) := (γ2 + δ2 + η2) s2 = (|τ |2 + η2) s2 ,
where v̂(δ, η) is the Fourier transform of v(t, x1) and τ = γ + iδ. We will abbreviate the usual
norm of L2(R2) as
‖ · ‖ := ‖ · ‖0,γ .
The scalar product in L2(R2) is denoted as follows:
〈a, b〉 :=
∫∫
R2
a(x)b(x) dx,
where b(x) is the complex conjugation of b(x).
For s ∈ R and γ ≥ 1, we introduce the weighted Sobolev space Hsγ(R2) as
Hsγ(R
2) :=
{
u ∈ D′(R2) : e−γtu(t, x1) ∈ Hs(R2)
}
,
and its norm ‖u‖Hs
γ
(R2) := ‖e−γtu‖s,γ . We write L2γ(R2) := H0γ(R2) and ‖u‖L2γ(R2) := ‖e−γtu‖.
We define L2(R±;Hsγ(R
2)) as the spaces of distributions with finite norm
‖u‖2L2(R±;Hs
γ
(R2)) :=
∫
R+
‖u(·,±x2)‖2Hs
γ
(R2) dx2 .
4 Proof of Theorem 3.1
In order to obtain an evolution equation for f , we will find an explicit formula for the solution
P± of (3.4), and substitute into (3.3). We first perform the Fourier transform of problem (3.3),
(3.4) and obtain
(τ + iw1η)
2f̂ − V 21 η2f̂ +
c2
2
∂2(P̂
+ + P̂−) = 0 if x2 = 0 , (4.1)

(τ + iv±1 η)
2P̂± + c2η2P̂± − c2∂222P̂± = F̂± if x2 ≷ 0 ,
[P̂ ] = 0 ,
[c2∂2P̂ ] = −4iηV1(τ + iw1η)f̂ if x2 = 0 .
(4.2)
To solve (4.2) we take the Laplace transform in x2 with dual variable s ∈ C, defined by
L[P̂±](s) =
∫ ∞
0
e−sx2P̂±(·,±x2) dx2 ,
L[F̂±](s) =
∫ ∞
0
e−sx2F̂±(·,±x2) dx2 .
For the sake of simplicity of notation, here we neglect the dependence on τ, η. From (4.2) we
obtain (
(τ + iv±1 η)
2 + c2η2 − c2s2)L[P̂±](s) = L[F̂±](s)− c2sP̂±(0)∓ c2∂2P̂±(0) .
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It follows that
L[P̂±](s) = c
2sP̂±(0)± c2∂2P̂±(0)
c2s2 − (τ + iv±1 η)2 − c2η2
− L[F̂
±](s)
c2s2 − (τ + iv±1 η)2 − c2η2
. (4.3)
Let us denote by µ± =
√(
τ+iv±
1
η
c
)2
+ η2 the root of the equation (in s)
c2s2 − (τ + iv±1 η)2 − c2η2 = 0 ,
such that
ℜµ± > 0 if γ > 0 (4.4)
(ℜ denotes the real part). We show this property in Lemma 5.1. Recalling that L[eαxH(x)](s) =
1
s−α for any α ∈ C, where H(x) denotes the Heaviside function, we take the inverse Laplace
transform of (4.3) and obtain
P̂+(·, x2) = P̂+(0) cosh(µ+x2) + ∂2P̂+(0)sinh(µ
+x2)
µ+
−
∫ x2
0
sinh(µ+(x2 − y))
c2µ+
F̂+(·, y) dy , x2 > 0 , (4.5)
P̂−(·,−x2) = P̂−(0) cosh(µ−x2)− ∂2P̂−(0)sinh(µ
−x2)
µ−
−
∫ x2
0
sinh(µ−(x2 − y))
c2µ−
F̂−(·,−y) dy , x2 > 0 . (4.6)
We need to determine the values of P̂±(0), ∂2P̂
±(0) in (4.5), (4.6). Two conditions are given by
the boundary conditions in (4.2), and two more conditions are obtained by imposing the behavior
at infinity (3.6). Recalling (4.4), under the assumption (3.5) it is easy to show that
lim
x2→+∞
∫ x2
0
e−µ
±(x2−y)F̂±(·,±y) dy = 0 . (4.7)
From (3.6), (4.5), (4.6), (4.7) it follows that
P̂±(0)± 1
µ±
∂2P̂
±(0)− 1
c2µ±
∫ +∞
0
e−µ
±yF̂±(·,±y) dy = 0 . (4.8)
Collecting the boundary conditions in (4.2) and (4.8) gives the linear system
P̂+(0)− P̂−(0) = 0 ,
∂2P̂
+(0)− ∂2P̂−(0) = −4iη V1c
(
τ+iw1η
c
)
f̂
µ+P̂+(0) + ∂2P̂
+(0) = 1c2
∫ +∞
0
e−µ
+yF̂+(·, y) dy
µ−P̂−(0)− ∂2P̂−(0) = 1c2
∫ +∞
0 e
−µ−yF̂−(·,−y) dy .
(4.9)
The determinant of the above linear system equals µ++µ−; from (4.4) it never vanishes as long
as γ > 0. Solving (4.9) gives
∂2P̂
+(0) + ∂2P̂
−(0) = −4iη V1
c
(
τ + iw1η
c
)
f̂
µ+ − µ−
µ+ + µ−
+ 2
µ+µ−
µ+ + µ−
M
c2
, (4.10)
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where we have set
M :=
1
µ+
∫ +∞
0
e−µ
+yF̂+(·, y) dy − 1
µ−
∫ +∞
0
e−µ
−yF̂−(·,−y) dy .
We substitute (4.10) into (4.1) and obtain the equation for f̂(
(τ + iw1η)
2 − V 21 η2 − 2iV1η (τ + iw1η)
µ+ − µ−
µ+ + µ−
)
f̂ +
µ+µ−
µ+ + µ−
M = 0 . (4.11)
Finally, we compute
µ+ − µ−
µ+ + µ−
= 4
V1
c2
iη(τ + iw1η)
(µ+ + µ−)2
,
and substituting this last expression in (4.11) we can rewrite it as(
(τ + iw1η)
2 + V 21 η
2
(
8
(
τ + iw1η
c(µ+ + µ−)
)2
− 1
))
f̂ +
µ+µ−
µ+ + µ−
M = 0 ,
that is (3.7).
5 The symbol of the pseudo-differential equation (3.7) for the front
Let us denote the symbol of (3.7) by Σ :
Σ = Σ(τ, η) := (τ + iw1η)
2 + V 21 η
2
(
8(τ + iw1η)
2
c2(µ+(τ, η) + µ−(τ, η))2
− 1
)
.
In order to take the homogeneity into account, we define the hemisphere:
Ξ1 :=
{
(τ, η) ∈ C× R : |τ |2 + η2 = 1,ℜτ ≥ 0} ,
and the set of “frequencies”:
Ξ := {(τ, η) ∈ C× R : ℜτ ≥ 0, (τ, η) 6= (0, 0)} = (0,∞) · Ξ1 .
From now on we assume
v+1 = v > 0, v
−
1 = −v ,
so that
w1 = 0, V1 = v .
From this assumption it follows that
Σ(τ, η) = τ2 + v2η2
(
8
(
τ/c
µ+(τ, η) + µ−(τ, η)
)2
− 1
)
. (5.1)
5.1. Study of the roots µ±.
Lemma 5.1. Let (τ, η) ∈ Ξ and let us consider the equation
s2 =
(
τ ± ivη
c
)2
+ η2. (5.2)
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For both cases ± of (5.2) there exists one root, denoted by µ± = µ±(τ, η), such that ℜµ± > 0 as
long as ℜτ > 0. The other root is −µ±. The roots µ± admit a continuous extension to points
(τ, η) = (iδ, η) ∈ Ξ, i.e. with ℜτ = 0. Specifically we have:
(i) if η = 0, µ±(iδ, 0) = iδ/c ;
(ii) if η 6= 0,
µ+(iδ, η) =
√
−
(
δ+vη
c
)2
+ η2 if − ( vc + 1) < δcη < − ( vc − 1) ,
µ+(iδ, η) = 0 if δcη = −
(
v
c ± 1
)
,
µ+(iδ, η) = −i sgn(η)
√(
δ+vη
c
)2
− η2 if δcη < −
(
v
c + 1
)
,
µ+(iδ, η) = i sgn(η)
√(
δ+vη
c
)2
− η2 if δcη > −
(
v
c − 1
)
,
(5.3)
and
µ−(iδ, η) =
√
−
(
δ−vη
c
)2
+ η2 if vc − 1 < δcη < vc + 1 ,
µ−(iδ, η) = 0 if δcη =
v
c ± 1 ,
µ−(iδ, η) = −i sgn(η)
√(
δ−vη
c
)2
− η2 if δcη < vc − 1 ,
µ−(iδ, η) = i sgn(η)
√(
δ−vη
c
)2
− η2 if δcη > vc + 1 .
(5.4)
Proof. (i) If η = 0, (5.2) reduces to s2 = (τ/c)2. We choose µ± = τ/c which has ℜµ± > 0 if
ℜτ = γ > 0; obviously, the continuous extension for ℜτ = 0 is µ± = iδ/c. (ii) Assume η 6= 0. Let
us denote
α± :=
(
τ ± ivη
c
)2
+ η2 =
γ2 − (δ ± vη)2 + c2η2
c2
+ 2iγ
δ ± vη
c2
.
For γ > 0, ℑα± = 0 if and only if δ ± vη = 0, and α±|δ±vη=0 = (γ/c)2 + η2 > 0. It follows that
either α± ∈ R, α± > 0, or α± ∈ C with ℑα± 6= 0. In both cases α± has two square roots, one
with strictly positive real part (that we denote by µ±), the other one with strictly negative real
part. For the continuous extension in points with ℜτ = 0, we have
µ±(iδ, η) =
√
−
(
δ ± vη
c
)2
+ η2 if −
(
δ ± vη
c
)2
+ η2 ≥ 0 , (5.5)
and
µ±(iδ, η) = i sgn(δ ± vη)
√(
δ ± vη
c
)2
− η2 if −
(
δ ± vη
c
)2
+ η2 < 0 . (5.6)
We also observe that
sgn(δ + vη) = − sgn(η) if δcη < −
(
v
c + 1
)
,
sgn(δ + vη) = sgn(η) if δcη > −(vc − 1),
(5.7)
and
sgn(δ − vη) = − sgn(η) if δcη < vc − 1,
sgn(δ − vη) = sgn(η) if δcη > vc + 1.
(5.8)
From (5.5)–(5.8) we obtain (5.3), (5.4).
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Corollary 5.2. From (5.3), (5.4) the roots µ± only vanish in points (τ, η) = (iδ, η) with
δ = −(v ± c)η ∀η 6= 0 (where µ+ = 0) ,
or
δ = (v ± c)η ∀η 6= 0 (where µ− = 0) .
If v 6= c, the above four families of points
δ = −(v + c)η, δ = −(v − c)η, δ = (v − c)η, δ = (v + c)η ,
are always mutually distinct. If v = c, the two families in the middle coincide and we have
µ+(−2icη, η) = 0, µ+(0, η) = η−(0, η) = 0, µ−(2icη, η) = 0, ∀η 6= 0 . (5.9)
From (5.1), the symbol Σ is not defined in points (τ, η) ∈ Ξ where µ+ + µ− vanishes. From
Lemma 5.1 we already know that ℜµ± > 0 in all points with ℜτ > 0. It follows that ℜ(µ++µ−) >
0 and thus µ+ + µ− 6= 0 in all such points. Therefore the symbol is defined for ℜτ > 0.
It rests to study if µ+ + µ− vanishes in points (τ, η) = (iδ, η) with ℜτ = 0. From Corollary
5.2 we obtain that if v 6= c then µ+ + µ− 6= 0 in all points with δ = −(v ± c)η and δ = (v ± c)η
(in these points, if µ+ = 0 then µ− 6= 0 and viceversa). If v = c, then µ+(0, η) + µ−(0, η) = 0.
From now on we adopt the usual terminology: v > c is the supersonic case, v < c is the
subsonic case, v = c is the sonic case. The next lemma regards the supersonic case.
Lemma 5.3 (v > c). Let (τ, η) = (iδ, η) ∈ Ξ such that ℜτ = 0, η 6= 0. For all such points the
following facts hold.
(i) If δcη < −
(
v
c + 1
)
then µ+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0;
(ii) If − (vc + 1) < δcη < − (vc − 1) then µ+ ∈ R+, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(iii) If − (vc − 1) < δcη < vc − 1 then µ+ ∈ iR, µ− ∈ iR, µ+(0, η) + µ−(0, η) = 0, ℜ(µ+µ−) > 0;
(iv) If vc − 1 < δcη < vc + 1 then µ+ ∈ iR, µ− ∈ R+, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(v) If δcη >
v
c + 1 then µ
+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0.
We emphasize that the above properties hold in all points (iδ, η) as indicated according to
the value of δ/(cη), except for the case (iii) where µ++µ− = 0 if and only if (δ, η) = (0, η). From
(5.9) and (iii) we have
if v ≥ c µ+(0, η) + µ−(0, η) = 0 ∀η 6= 0 . (5.10)
Proof of Lemma 5.3. (i) If δcη < −
(
v
c + 1
)
then µ+ ∈ iR follows directly from (5.3)3 and µ− ∈ iR
follows from (5.4)3 because
δ
cη <
v
c − 1. Moreover, from (5.3), (5.4) we have
µ+ + µ− = −i sgn(η)
√(δ + vη
c
)2
− η2 +
√(
δ − vη
c
)2
− η2
 6= 0 ,
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ℜ(µ+µ−) = −
√√√√((δ + vη
c
)2
− η2
)((
δ − vη
c
)2
− η2
)
< 0 .
The cases (ii) and (iv) follow directly from (5.3), (5.4).
(iii) If − (vc − 1) < δcη < vc − 1 then µ± ∈ iR follows from (5.3), (5.4). Moreover it holds
µ+ + µ− = i sgn(η)
√(δ + vη
c
)2
− η2 −
√(
δ − vη
c
)2
− η2
 = 0 if and only if δ = 0 ,
recalling that here η 6= 0. It follows that µ+(0, η) + µ−(0, η) = 0 for all η 6= 0. We also have
ℜ(µ+µ−) =
√√√√((δ + vη
c
)2
− η2
)((
δ − vη
c
)2
− η2
)
> 0 .
The proof of case (v) is similar to the proof of case (i).
The next lemma regards the subsonic case.
Lemma 5.4 (v < c). Let (τ, η) = (iδ, η) ∈ Ξ such that ℜτ = 0, η 6= 0. For all such points the
following facts hold.
(i) If δcη < −
(
v
c + 1
)
then µ+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0;
(ii) If − (vc + 1) < δcη < vc − 1 then µ+ ∈ R+, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(iii) If vc − 1 < δcη < −
(
v
c − 1
)
then µ+ ∈ R+, µ− ∈ R+, µ+ + µ− 6= 0, ℜ(µ+µ−) > 0;
(iv) If − (vc − 1) < δcη < vc + 1 then µ+ ∈ iR, µ− ∈ R+, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(v) If δcη >
v
c + 1 then µ
+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0.
Proof. The proof is similar to the proof of Lemma 5.3 and so we omit the details.
Lemma 5.5 (v = c). Let (τ, η) = (iδ, η) ∈ Ξ such that ℜτ = 0, η 6= 0. For all such points the
following facts hold.
(i) If δcη < −2 then µ+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0;
(ii) If −2 < δcη < 0 then µ+ ∈ R+, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(iii) If 0 < δcη < 2 then µ
+ ∈ iR, µ− ∈ R+, µ+ + µ− 6= 0, ℜ(µ+µ−) = 0;
(iv) If δcη > 2 then µ
+ ∈ iR, µ− ∈ iR, µ+ + µ− 6= 0, ℜ(µ+µ−) < 0.
Proof. The proof is similar to the proof of Lemma 5.3 and so we omit the details.
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Corollary 5.6. From Lemma 5.3, see also (5.10), and Lemma 5.4 it follows that µ+ + µ− = 0
at (τ, η) ∈ Ξ if and only if τ = 0 and v ≥ c.
For v ≥ c, though µ++µ− = 0 at (0, η) ∈ Ξ , nevertheless we can define Σ(0, η) by continuous
extension, see Lemma 5.9.
We are also interested to know if the difference µ+ − µ− vanishes somewhere.
Lemma 5.7. Let (τ, η) ∈ Ξ. Then µ+(τ, η) = µ−(τ, η) if and only if:
(i) (τ, η) = (τ, 0),
(ii) (τ, η) = (0, η), and v ≤ c.
Proof. From (5.2) we obtain that (µ+)2 = (µ−)2 if and only if η = 0 or τ = 0. If η = 0 then
µ+ = µ− = τ/c which gives the first case. If τ = 0 then (µ+)2 = (µ−)2 = (1 − (v/c)2)η2.
For 1 − (v/c)2 < 0 we obtain from Lemma 5.1 µ± = ±iη
√
(v/c)2 − 1 which yields µ+ − µ− =
2iη
√
(v/c)2 − 1 6= 0. For 1 − (v/c)2 ≥ 0 we obtain µ± =
√
1− (v/c)2|η|, that is the second
case.
From Lemma 5.1 we know that the roots µ± satisfy ℜµ± > 0 if ℜτ = γ > 0. Actually we can
prove more than that.
Lemma 5.8. Let (τ, η) ∈ Ξ with ℜτ = γ > 0. Then
ℜµ±(τ, η) ≥ 1√
2 c
γ . (5.11)
Proof. We consider µ+. From (5.2) we obtain
(ℜµ+)2 − (ℑµ+)2 = 1
c2
(γ2 − (δ + vη)2) + η2, ℜµ+ℑµ+ = 1
c2
γ(δ + vη) .
Since ℜµ+ > 0 for γ > 0, we can divide by ℜµ+ the second equation, then substitute the value
of ℑµ+ into the first one and obtain
(ℜµ+)4 + α(ℜµ+)2 + β = 0 ,
where we have set
α = −
(
1
c2
(γ2 − (δ + vη)2) + η2
)
, β = − 1
c4
γ2(δ + vη)2 ≤ 0 .
We show that α2 − 4β > 0 for γ > 0, and obtain
2(ℜµ+)2 = −α+
√
α2 − 4β ≥ (γ/c)2 +
∣∣∣∣ 1c2 (δ + vη)2 − η2
∣∣∣∣− ( 1c2 (δ + vη)2 − η2
)
≥ (γ/c)2 ,
which gives (5.11) for µ+. The proof for µ− is similar.
5.2. Study of the symbol Σ. The next lemma regards the continuous extension of the symbol
in points (0, η) where µ+ + µ− vanishes, see Corollary 5.6. We only consider the case v ≥ c.
Lemma 5.9. Assume v ≥ c. Let (τ, η) ∈ Ξ with ℜτ ≥ 0 and η¯ 6= 0 fixed. Then
lim
(τ,η)→(0,η¯)
(
τ/c
µ+ + µ−
)2
=
(v/c)2 − 1
4(v/c)2
. (5.12)
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Proof. First case: v > c. We first consider the case ℜτ > 0. Let τ = γ+iδ with 0 < γ ≪ 1, δ ∈ R.
Then (
τ ± ivη
c
)2
+ η2 = a± + ib± ,
with
a± =
(γ
c
)2
−
(
δ ± vη
c
)2
+ η2, b± = 2γ
δ ± vη
c2
. (5.13)
For the computation of the square roots of a±+ ib± it is useful to recall that the square roots
of the complex number a+ ib (a, b real) are
±
{
sgn(b)
√
r + a
2
+ i
√
r − a
2
}
, r = |a+ ib| (5.14)
(by convention sgn(0) = 1). In our case we compute
r2± := a
2
± + b
2
± =
[(γ
c
)2
+
(∣∣∣∣δ ± vηc
∣∣∣∣− |η|)2
][(γ
c
)2
+
(∣∣∣∣δ ± vηc
∣∣∣∣ + |η|)2
]
. (5.15)
Substituting the definition of a±, b± in (5.13), r± in (5.15), into (5.14) and taking the limit as
γ ↓ 0, δ → δ, η→ η, with (δ, η) 6= (0, 0) we can prove again the formulas (5.3), (5.4) of continuous
extension of µ± to points with ℜτ = 0.
Let us study the limit of µ+ + µ− as γ ↓ 0, δ → 0, η → η, with η 6= 0. By continuity, for
(γ, δ, η) sufficiently close to (0, 0, η), we have from (5.13) that sgn(b+) = sgn(δ+ vη) = sgn(η). If
η > 0, from (5.14) it follows that
µ+ =
√
r+ + a+
2
+ i
√
r+ − a+
2
.
With similar considerations we get
µ− =
√
r− + a−
2
− i
√
r− − a−
2
.
If η < 0, from (5.14) it follows that
µ+ =
√
r+ + a+
2
− i
√
r+ − a+
2
, µ− =
√
r− + a−
2
+ i
√
r− − a−
2
.
Thus,
µ+ + µ− =
√
r+ + a+
2
+
√
r− + a−
2
+ i sgn(η)
(√
r+ − a+
2
−
√
r− − a−
2
)
. (5.16)
From (5.13), (5.15) we obtain (recall that v > c)
lim
(γ,δ,η)→(0,0,η)
(r± − a±) = 2
((v
c
)2
− 1
)
η2 , (5.17)
r± + a± =
r2± − a2±
r± − a± =
b2±
r± − a± =
4
(
γ
c
)2 ( δ±vη
c
)2
r± − a± . (5.18)
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From (5.16), (5.18), the real part of µ+ + µ− is given by
ℜ(µ+ + µ−) =
√
r+ + a+
2
+
√
r− + a−
2
=
√
2
γ
c

∣∣∣ δ+vηc ∣∣∣√
r+ − a+ +
∣∣∣ δ−vηc ∣∣∣√
r− − a−
 . (5.19)
From (5.17), (5.19) it follows that
ℜ(µ+ + µ−) = γ
c
 2 vc√(
v
c
)2 − 1 + o(1)
 as (γ, δ, η)→ (0, 0, η) . (5.20)
Now we consider the imaginary part of µ+ + µ−
ℑ(µ+ + µ−) = sgn(η)
(√
r+ − a+
2
−
√
r− − a−
2
)
=
sgn(η)√
2
(r+ − a+)− (r− − a−)√
r+ − a+ +√r− − a− . (5.21)
Using (5.13), (5.15) gives
(r+ − a+)− (r− − a−) =
r2+ − r2−
r+ + r−
+ 4
v
c2
δη , (5.22)
and
r2+ − r2− = 8
v
c2
δη
[(γ
c
)2
+
(
δ
c
)2
+
((v
c
)2
− 1
)
η2
]
. (5.23)
Moreover it holds
lim
(γ,δ,η)→(0,0,η)
(r+ + r−) = 2
((v
c
)2
− 1
)
η2 . (5.24)
Combining (5.17), (5.21)–(5.24) gives
ℑ(µ+ + µ−) = δ
c
 2 vc√(
v
c
)2 − 1 + o(1)
 as (γ, δ, η)→ (0, 0, η) . (5.25)
From (5.20), (5.25) we deduce
µ+ + µ− =
τ
c
 2 vc√(
v
c
)2 − 1 + o(1)
 as (γ, δ, η)→ (0, 0, η) . (5.26)
Thus, it follows that
lim
(γ,δ,η)→(0,0,η)
(
τ/c
µ+ + µ−
)2
=
(v/c)2 − 1
4(v/c)2
,
that is (5.12).
Consider now the case ℜτ = 0, that is τ = iδ, and let us assume with no loss of generality
that η > 0. For (δ, η) in a small neighborhood of (0, η) we have −(v − c)η < δ < (v− c)η, that is
−(vc − 1) < δcη < (vc − 1). From Lemma 5.1 (see also the proof of Lemma 5.3 (iii)) we get
τ/c
µ+ + µ−
=
δ/c√(
δ+vη
c
)2
− η2 −
√(
δ−vη
c
)2
− η2
=
√(
δ+vη
c
)2
− η2 +
√(
δ−vη
c
)2
− η2
4vη/c
.
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Passing to the limit as (δ, η) 7→ (0, η) we obtain again (5.12). The proof is complete.
Second case: v = c. Again we first consider the case ℜτ > 0: hence τ = γ+iδ with 0 < γ ≪ 1,
δ ∈ R. For (γ, δ, η) sufficiently close to (0, 0, η), with η 6= 0, µ+ + µ− is given by (5.16), where
a±, b± and r± are computed in (5.13) and in (5.15) with v = c. Hence
|µ+ + µ−|2 = r+ + r− +
√
r+ + a+
√
r− + a− −
√
r+ − a+
√
r− − a−
=
∣∣∣τ
c
∣∣∣ (α+ + α−) +√∣∣∣τ
c
∣∣∣ (α+ + ∣∣∣τ
c
∣∣∣)− β+√∣∣∣τ
c
∣∣∣ (α− + ∣∣∣τ
c
∣∣∣)− β−
−
√∣∣∣τ
c
∣∣∣ (α+ − ∣∣∣τ
c
∣∣∣)+ β+√∣∣∣τ
c
∣∣∣ (α− − ∣∣∣τ
c
∣∣∣)+ β− ,
(5.27)
where we have set:
α± = α±(τ, η) :=
√∣∣∣τ
c
∣∣∣2 + 4η(η ± δ
c
)
, β± = β±(δ, η) := 2
δ
c
(
δ
c
± η
)
. (5.28)
Assume that η > 0, so that η > 0 when it is sufficiently close to η. For δ > 0 sufficiently close to
zero, we have β− < 0 thus√∣∣∣τ
c
∣∣∣ (α+ + ∣∣∣τ
c
∣∣∣)− β+√∣∣∣τ
c
∣∣∣ (α− + ∣∣∣τ
c
∣∣∣)− β− ≥√∣∣∣τ
c
∣∣∣ (α+ + ∣∣∣τ
c
∣∣∣)− β+√∣∣∣τ
c
∣∣∣ (α− + ∣∣∣τ
c
∣∣∣)
and√∣∣∣τ
c
∣∣∣ (α+ − ∣∣∣τ
c
∣∣∣)+ β+√∣∣∣τ
c
∣∣∣ (α− − ∣∣∣τ
c
∣∣∣)+ β− ≤√∣∣∣τ
c
∣∣∣ (α+ − ∣∣∣τ
c
∣∣∣)+ β+√∣∣∣τ
c
∣∣∣ (α− − ∣∣∣τ
c
∣∣∣) ;
moreover from β+ = 2
δ
c
(
δ
c + η
) ≤ 2 ∣∣ τc ∣∣ ( δc + η) we have√∣∣∣τ
c
∣∣∣ (α+ + ∣∣∣τ
c
∣∣∣)− β+ ≥
√∣∣∣τ
c
∣∣∣ (α+ + ∣∣∣τ
c
∣∣∣)− 2 ∣∣∣τ
c
∣∣∣ (δ
c
+ η
)
and √∣∣∣τ
c
∣∣∣ (α+ − ∣∣∣τ
c
∣∣∣)+ β+ ≤
√∣∣∣τ
c
∣∣∣ (α+ − ∣∣∣τ
c
∣∣∣)+ 2 ∣∣∣τ
c
∣∣∣ (δ
c
+ η
)
.
We use the last inequalities in (5.27) to find
|µ+ + µ−|2 ≥
∣∣∣τ
c
∣∣∣Θ(τ, η) ,
where
Θ(τ, η) := α++α−+
√
α+ +
∣∣∣τ
c
∣∣∣− 2(δ
c
+ η
)√
α+ +
∣∣∣τ
c
∣∣∣−
√
α+ −
∣∣∣τ
c
∣∣∣+ 2(δ
c
+ η
)√
α− −
∣∣∣τ
c
∣∣∣
satisfies
lim
(τ,η)→(0,η)
Θ(τ, η) = 2(2−
√
2)η > 0 . (5.29)
Hence for (γ, δ, η) sufficiently close to (0, 0, η) with γ, δ > 0, we get∣∣∣∣ τ/cµ+ + µ−
∣∣∣∣2 ≤ |τ/c|Θ(τ, η) . (5.30)
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We observe that the same estimate is true also for δ < 0 by noticing that
|(µ+ + µ−)(γ, δ, η)|2 = |(µ+ + µ−)(γ,−δ, η)|2
(see (5.27), (5.28)) and ∣∣∣∣ τ/c(µ+ + µ−)(τ, η)
∣∣∣∣2 = ∣∣∣∣ τ/c(µ+ + µ−)(τ , η)
∣∣∣∣2 .
From (5.29) and (5.30) we get
lim
(τ,η)→0
(
τ/c
µ+ + µ−
)2
= 0 , (5.31)
that is (5.12) for v = c.
Consider now the case ℜτ = 0, that is τ = iδ and, as above, assume that η > 0. If δ > 0, we
may assume that 0 < δcη < 2 for (δ, η) sufficiently close to (0, η), being η > 0; then from Lemma
5.1 (see formulas (5.3)4 and (5.4)1) we get
µ+(iδ, η) = i
√(
δ
c
+ η
)2
− η2 , µ−(iδ, η) =
√
−
(
δ
c
− η
)2
+ η2 .
If δ < 0 (so −2 < δcη < 0 for (δ, η) close to (0, η)) again from Lemma 5.1 (formulas (5.3)1 and
(5.4)3) we get
µ+(iδ, η) =
√
−
(
δ
c
+ η
)2
+ η2 , µ−(iδ, η) = −i
√(
δ
c
− η
)2
− η2 .
From the above values of µ± we get for all δ 6= 0
|µ+ + µ−|2 = 4
∣∣∣∣δc
∣∣∣∣ η , (5.32)
hence for τ = iδ ∣∣∣∣ τ/cµ+ + µ−
∣∣∣∣2 = |δ/c|4η
and passing to the limit as (δ, η)→ (0, η) we obtain again (5.31).
The same calculations can be repeated also in the case of η < 0.
Remark 5.1. Because of (5.12), the symbol Σ can be extended to points (0, η) where µ+ + µ−
vanishes. In particular we have the following limit for the coefficient in brackets, see (5.1),
lim
(τ,η)→(0,η¯)
8
(
τ/c
µ+ + µ−
)2
− 1 = (v/c)
2 − 2
(v/c)2
, (5.33)
which changes sign according to v/c ≷
√
2. This is in relation with the well-known stability
criterion for vortex sheets, see [7, 10, 14, 20]; see also Remark 5.3.
Remark 5.2. We easily verify that µ++µ− is a homogeneous function of degree 1 in (τ, η) ∈ Ξ
if ℜ(τ) > 0. It follows that the continuous extension to points with ℜ(τ) = 0 of τ/cµ++µ− is
homogeneous of degree 0 and the continuous extension of Σ is homogeneous of degree 2.
In the next lemma we study the roots of the symbol Σ.
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Lemma 5.10. Let Σ(τ, η) be the symbol defined in (5.1), for (τ, η) ∈ Ξ.
(i) If vc <
√
2, then Σ(τ, η) = 0 if and only if
τ = cY1|η| ∀η 6= 0 ,
where
Y1 =
√
−
((v
c
)2
+ 1
)
+
√
4
(v
c
)2
+ 1 .
(ii) If vc >
√
2, then Σ(τ, η) = 0 if and only if
τ = ±icY2η ∀η 6= 0 ,
where
Y2 =
√(v
c
)2
+ 1−
√
4
(v
c
)2
+ 1 .
Each of these roots is simple. For instance, there exists a neighborhood V of (icY2η, η) in
Ξ1 and a C
∞ function H defined on V such that
Σ(τ, η) = (τ − icY2η)H(τ, η), H(τ, η) 6= 0 ∀(τ, η) ∈ V .
A similar result holds near (−icY2η, η) ∈ Ξ1.
Remark 5.3. (i) Recall that the equation (3.7) was obtained by taking the Fourier transform with
respect to (t, x1) of (3.3), (3.4), which corresponds to taking the Laplace transform with respect
to t and the Fourier transform with respect to x1 of (3.1), (3.2). Taking the Fourier transform
with respect to t of (3.1), (3.2) corresponds to the case γ = ℜτ = 0, i.e. (τ, η) = (iδ, η).
If vc <
√
2, from Lemma 5.10 the symbol Σ(τ, η) only vanishes in points (τ, η) with τ ∈ R, τ >
0. It follows that Σ(iδ, η) 6= 0 for all (δ, η) ∈ R2. Therefore the symbol is elliptic, according to
the standard definition. In this case planar vortex sheets are violently unstable, see [20].
(ii) If vc >
√
2, Σ(τ, η) vanishes in points (τ, η) with ℜτ = 0, that is on the boundary of the
frequency set Ξ. In this case planar vortex sheets are known to be weakly stable, in the sense that
the so-called Lopatinski˘ı condition holds in a weak sense, see [7, 10, 14, 20]. For this case we
expect a loss of derivatives for the solution with respect to the data.
Proof of Lemma 5.10. As we can easily verify Σ(τ, 0) = τ2 6= 0 for (τ, 0) ∈ Ξ and Σ(0, η) 6= 0 for
(0, η) ∈ Ξ (see Corollary 5.6 and Lemma 5.9). Thus we assume without loss of generality that
τ 6= 0 and η 6= 0 and from Lemma 5.7 (µ+ − µ−)(τ, η) 6= 0. We compute
τ/c
µ+ + µ−
=
(τ/c)(µ+ − µ−)
(µ+)2 − (µ−)2 =
c
4iv
µ+ − µ−
η
,
(
µ+ − µ−
η
)2
= 2
((
τ
cη
)2
−
(v
c
)2
+ 1− µ
+µ−
η2
)
,
and substituting in (5.1) gives
Σ = c2
(
µ+µ− − η2) . (5.34)
Let us introduce the quantities
X :=
τ
cη
, µ˜± :=
µ±
η
.
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It follows from (5.34) that
Σ = 0 if and only if µ˜+µ˜− = 1 . (5.35)
Let us study the equation
(µ˜+)2(µ˜−)2 = 1 . (5.36)
This last equation is equivalent to the biquadratic equation
X4 + 2
((v
c
)2
+ 1
)
X2 +
(v
c
)2((v
c
)2
− 2
)
= 0 .
This is a polynomial equation of degree 2 in X2 with real and distinct roots
X2 = −
((v
c
)2
+ 1
)
−
√
4
(v
c
)2
+ 1 ,
and
X2 = −
((v
c
)2
+ 1
)
+
√
4
(v
c
)2
+ 1 .
The first one gives the imaginary roots
X1,2 = ±iY0, Y0 :=
√(v
c
)2
+ 1 +
√
4
(v
c
)2
+ 1 . (5.37)
The second root of X2 gives real or imaginary roots according to v/c ≶
√
2. If v/c <
√
2, there
are 2 real and distinct roots
X3,4 = ±Y1, Y1 :=
√
−
((v
c
)2
+ 1
)
+
√
4
(v
c
)2
+ 1 . (5.38)
If v/c >
√
2, there are 2 imaginary roots
X3,4 = ±iY2, Y2 :=
√(v
c
)2
+ 1−
√
4
(v
c
)2
+ 1 . (5.39)
If v/c =
√
2, then X3,4 = 0.
Assume v/c <
√
2 and consider first the real roots (5.38). In order to obtain ℜ(τ) > 0 we
choose X3 or X4 depending on sgn(η), and we obtain that τ = cY1|η|. By construction the pairs
(cY1|η|, η) solve the equation (5.36). In order to verify if (5.35) holds we proceed as follows. We
compute
(µ˜±)2 = a± ib, a = X2 − (v/c)2 + 1, b = 2Xv/c .
Recalling (5.14) we can determine µ˜± and obtain that
µ˜+µ˜− =
∣∣∣∣∣
√
r + a
2
+ i
√
r − a
2
∣∣∣∣∣
2
= r = |a+ ib| > 0 .
From (5.36) it follows that µ˜+µ˜− = 1, that is (5.35). Then, let us consider the imaginary roots
in (5.37). Correspondingly we have points (τ, η) = (±icY0η, η) with ℜ(τ) = 0. Compairing the
values δ/(cη) = ±Y0, where Y0 > v/c + 1, with the corresponding cases (i), (v) of Lemma 5.3
Compressible vortex sheets 21
(if 1 < v/c <
√
2) and (i), (v) of Lemma 5.4 (if v/c < 1), while in the sonic case v = c we use
Lemma 5.1, we get
ℜ(µ˜+µ˜−) = η−2ℜ(µ+µ−) < 0 .
It means that in such points µ˜+µ˜− = −1, that is (5.35) is not satisfied. Therefore we have proved
that in case v/c <
√
2, the (only) roots of the symbol Σ are the points (cY1|η|, η), for all η 6= 0.
Now we assume v/c >
√
2. For the imaginary roots (5.37) we can repeat the analysis made
before. Correspondingly to the roots X1,2 we have the same points (τ, η) = (±icY0η, η) with
ℜ(τ) = 0. Compairing the value δ/(cη) = ±Y0, where Y0 > v/c + 1, with the different cases of
Lemma 5.3 we get
ℜ(µ˜+µ˜−) = η−2ℜ(µ+µ−) < 0 .
It means that in such points µ˜+µ˜− = −1, and (5.35) is not satisfied. Correspondingly to the
roots X3,4 in (5.39) we have the points (τ, η) = (±icY2η, η) with ℜ(τ) = 0. Because −(v/c− 1) <
±Y0 < v/c− 1, from Lemma 5.3 (iii) we deduce
ℜ(µ˜+µ˜−) = η−2ℜ(µ+µ−) > 0 .
It means that in such points µ˜+µ˜− = 1, and (5.35) is satisfied. Therefore we have proved that
in case v/c >
√
2, the (only) roots of the symbol Σ are the points (±icY2η, η), for all η 6= 0.
This completes the first part of the proof of Lemma 5.10; it remains to prove that the roots
corresponding to X3,4 = ±iY2 are simple. Let us set σ(X) := µ˜+µ˜− − 1. From (5.34) we have
Σ = c2η2σ(X). We wish to study σ(X) in sufficiently small neighborhoods of points (±icY2η, η).
From Lemma 5.1 we may assume that µ˜± are different from 0 in such neighborhoods. First of
all, from
(µ˜±)2 = (X ± iv/c)2 + 1
we obtain
dµ˜+
dX
=
1
µ˜+
(X + iv/c),
dµ˜−
dX
=
1
µ˜−
(X − iv/c) .
We prove that
dσ
dX
(X) =
dµ˜+
dX
µ˜− + µ˜+
dµ˜−
dX
=
µ˜−
µ˜+
(X + iv/c) +
µ˜+
µ˜−
(X − iv/c)
=
1
µ˜+µ˜−
{(
(µ˜+)2 + (µ˜−)2
)
X − i ((µ˜+)2 − (µ˜−)2) v/c}
=
2X
µ˜+µ˜−
{
X2 + (v/c)2 + 1
}
.
Moreover we have
σ(X3) = 0, K :=
{
X2 + (v/c)2 + 1
}
|X=X3
> 0 .
Consequently we can write
σ(X) = (X −X3) H˜(X) ,
where, by continuity H˜(X) 6= 0 in a neighborhood of X = X3, because H˜(X3) = dσdX (X3) =
2X3K 6= 0. Thus we write
Σ(τ, η) = c2η2σ(X) = c2η2σ
(
τ
cη
)
= (τ −X3cη)H(τ, η), H(τ, η) := cη H˜
(
τ
cη
)
.
Since
H(X3cη, η) = cη H˜ (X3) 6= 0 ∀η 6= 0 ,
by continuity H(τ, η) 6= 0 in a small neighborhood of (X3cη, η). It is easily verified that H
is a homogeneous function of degree 1. By the same argument we prove the similar result for
X = X4. The proof of Lemma 5.10 is complete.
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6 Proof of Theorem 3.2
Lemma 6.1. Let Σ be the symbol defined by (5.1) and s ∈ R, γ ≥ 1. Given any f ∈ Hs+2γ (R2),
let g be the function defined by
Σ(τ, η)f̂ (τ, η) = ĝ(τ, η) (τ, η) ∈ Ξ , (6.1)
where ĝ is the Fourier transform of g˜ := e−γtg. Then g ∈ Hsγ(R2) with
‖g‖Hs
γ
(R2) ≤ C‖f‖Hs+2γ (R2) ,
for a suitable positive constant C independent of γ.
Proof. The proof follows by observing that Σ(τ, η) is a homogeneous function of degree 2 on Ξ,
so there exists a positive constant C such that
|Σ(τ, η)| ≤ C(|τ |2 + η2) = CΛ2(τ, η) ∀(τ, η) ∈ Ξ . (6.2)
Then
‖g‖Hs
γ
(R2) =
1
2π
‖Λsĝ‖ = 1
2π
‖ΛsΣf̂‖ ≤ C‖Λs+2f̂‖ = C‖f‖Hs+2γ (R2) .
In the following theorem we prove the a priori estimate of the solution f to equation (6.1),
for a given g.
Theorem 6.1. Assume vc >
√
2. Let Σ be the symbol defined by (5.1) and s ∈ R. Given any
f ∈ Hs+2γ (R2), let g ∈ Hsγ(R2) be the function defined by (6.1). Then there exists a positive
constant C such that for all γ ≥ 1 the following estimate holds
γ‖f‖Hs+1γ (R2) ≤ C‖g‖Hsγ(R2) . (6.3)
Proof. The study of Σ in the proof of Lemma 5.10 implies that for all (τ0, η0) ∈ Ξ1, there exists a
neighborhood V of (τ0, η0) with suitable properties, as explained in the following. Because Ξ1 is a
C∞ compact manifold, there exists a finite covering (V1, . . . ,VI) of Ξ1 by such neighborhoods, and
a smooth partition of unity (χ1, . . . , χI) associated with this covering. The χ
′
is are nonnegative
C∞ functions with
suppχi ⊂ Vi,
I∑
i=1
χ2i = 1.
We consider two different cases.
In the first case Vi is a neighborhood of an elliptic point, that is a point (τ0, η0) where
Σ(τ0, η0) 6= 0. By taking Vi sufficiently small we may assume that Σ(τ, η) 6= 0 in the whole
neighborhood Vi, and there exists a positive constant C such that
|Σ(τ, η)| ≥ C ∀(τ, η) ∈ Vi .
Let us extend the associated function χi to the whole set of frequencies Ξ, as a homogeneous
mapping of degree 0 with respect to (τ, η). Σ(τ, η) is a homogeneous function of degree 2 on Ξ,
so we have
|Σ(τ, η)| ≥ C(|τ |2 + η2) ∀(τ, η) ∈ Vi · R+ . (6.4)
We deduce that
C(|τ |2 + η2)|χif̂(τ, η)| ≤ |Σ(τ, η)χif̂(τ, η)| = |χiĝ(τ, η)| ∀(τ, η) ∈ Vi · R+ . (6.5)
Compressible vortex sheets 23
In the second case Vi is a neighborhood of a root of the symbol Σ, i.e. a point (τ0, η0) where
Σ(τ0, η0) = 0. For instance we may assume that (τ0, η0) = (icY2η0, η0), η0 6= 0, see Lemma 5.10; a
similar argument applies for the other family of roots (τ, η) = (−icY2η, η). According to Lemma
5.10 we may assume that on Vi it holds
Σ(τ, η) = (τ − icY2η)H(τ, η), H(τ, η) 6= 0 ∀(τ, η) ∈ Vi.
We extend the associated function χi to the whole set of frequencies Ξ, as a homogeneous mapping
of degree 0 with respect to (τ, η). Because H(τ, η) 6= 0 on Vi, there exists a positive constant C
such that
|H(τ, η)| ≥ C ∀(τ, η) ∈ Vi .
H(τ, η) is a homogeneous function of degree 1 on Ξ, so we have
|H(τ, η)| ≥ C(|τ |2 + η2)1/2 ∀(τ, η) ∈ Vi · R+ .
Then we obtain
|Σ(τ, η)| = |(τ − icY2η)H(τ, η)| ≥ Cγ(|τ |2 + η2)1/2 ∀(τ, η) ∈ Vi · R+ , (6.6)
and we deduce that
Cγ(|τ |2 + η2)1/2|χif̂(τ, η)| ≤ |χiĝ(τ, η)| ∀(τ, η) ∈ Vi · R+ . (6.7)
In conclusion, adding up the square of (6.5) and (6.7), and using that the χi’s form a partition
of unity gives
Cγ2(|τ |2 + η2)|f̂(τ, η)|2 ≤ |ĝ(τ, η)|2 ∀(τ, η) ∈ Ξ . (6.8)
Multiplying the previous inequality by (|τ |2 + η2)s, integrating with respect to (δ, η) ∈ R2 and
using Plancherel’s theorem finally yields the estimate
γ2‖f˜‖2s+1,γ ≤ C‖g˜‖2s,γ ,
for a suitable constant C, that is (6.3).
In the following theorem we prove the existence of the solution f to equation (6.1).
Theorem 6.2. Assume vc >
√
2. Let Σ be the symbol defined by (5.1) and s ∈ R, γ ≥ 1. Given
any g ∈ Hsγ(R2) there exists a unique solution f ∈ Hs+1γ (R2) of equation (6.1), satisfying the
estimate (6.3).
Proof. We use a duality argument. Let us denote by Σ∗ the symbol of the adjoint of the operator
with symbol Σ, such that
〈Σf̂ , ĥ〉 = 〈f̂ ,Σ∗ĥ〉
for f, h sufficiently smooth. From the definition (5.1) we easily deduce that
Σ∗(τ, η) = Σ(τ¯, η) . (6.9)
Thus, from Theorem 6.1, see in particular (6.4), (6.6), (6.8), we obtain the estimate
γ2(|τ |2 + η2)|ĥ(τ, η)|2 ≤ C|Σ∗(τ, η)ĥ(τ, η)|2 ,
which gives by integration in (δ, η)
γ‖Λĥ‖ ≤ C‖Σ∗ĥ‖ . (6.10)
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We compute ∣∣∣〈ĝ, ĥ〉∣∣∣ = ∣∣∣〈Λsĝ,Λ−sĥ〉∣∣∣ ≤ ‖Λsĝ‖ ‖Λ−sĥ‖ . (6.11)
From (6.2), (6.9), (6.10) (with Λ−s−1ĥ instead of ĥ) we obtain
‖Λ−sĥ‖ = ‖ΛΛ−s−1ĥ‖ ≤ C
γ
‖Σ∗Λ−s−1ĥ‖ ≤ C
γ
‖Λ−s+1ĥ‖ = C
γ
‖h‖H−s+1γ (R2) . (6.12)
Let us denote
R :=
{
Σ∗Λ−s−1ĥ | h ∈ H−s+1γ (R2)
}
.
From (6.12) it is clear that R is a subspace of L2(R2); moreover, the map Σ∗Λ−s−1ĥ 7→ Λ−sĥ is
well-defined and continuous from R into L2(R2). Given g ∈ Hsγ(R2), we define a linear form ℓ
on R by
ℓ(Σ∗Λ−s−1ĥ) = 〈ĝ, ĥ〉 .
From (6.11), (6.12) we obtain∣∣∣ℓ(Σ∗Λ−s−1ĥ)∣∣∣ ≤ C
γ
‖Λsĝ‖ ‖Σ∗Λ−s−1ĥ‖ .
Thanks to the Hahn-Banach and Riesz theorems, there exists a unique w ∈ L2(R2) such that
〈w,Σ∗Λ−s−1ĥ〉 = ℓ(Σ∗Λ−s−1ĥ) , ‖w‖ = ‖ℓ‖L(R) ≤
C
γ
‖Λsĝ‖ .
Defining f̂ := Λ−s−1w we get f ∈ Hs+1γ (R2) such that
〈Σf̂ , ĥ〉 = 〈f̂ ,Σ∗ĥ〉 = 〈ĝ, ĥ〉 ∀h ∈ H−s+1γ (R2) ,
which shows that f is a solution of equation (6.1). Moreover
‖f‖Hs+1γ (R2) =
1
2π
‖Λs+1f̂‖ = 1
2π
‖w‖ ≤ C
γ
‖Λsĝ‖ = C
γ
‖g‖Hs
γ
(R2) ,
that is (6.3). The uniqueness of the solution follows from the linearity of the problem and the a
priori estimate.
Now we can conclude the proof of Theorem 3.2.
Proof of Theorem 3.2. We apply the result of Theorem 6.2 for
ĝ(τ, η) = − µ
+µ−
µ+ + µ−
M ,
with M defined in (3.8). We write
ĝ = ĝ1 − ĝ2,
where
ĝ1 = − µ
−
µ+ + µ−
∫ +∞
0
e−µ
+yF̂+(·, y) dy , ĝ2 = − µ
+
µ+ + µ−
∫ +∞
0
e−µ
−yF̂−(·,−y) dy .
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By the Plancherel theorem and Cauchy-Schwarz inequality we have
‖g1‖2Hs
γ
(R2) =
1
(2π)2
∫∫
R2
Λ2s
∣∣∣∣ µ−µ+ + µ−
∫ +∞
0
e−µ
+yF̂+(·, y) dy
∣∣∣∣2 dδ dη
≤ 1
(2π)2
∫∫
R2
Λ2s
∣∣∣∣ µ−µ+ + µ−
∣∣∣∣2 12ℜµ+
(∫ +∞
0
|F̂+(·, y)|2 dy
)
dδ dη .
(6.13)
Then we use the fact that µ
−
µ++µ− is a homogeneous function of degree zero in Ξ so that∣∣∣∣ µ−µ+ + µ−
∣∣∣∣2 ≤ C ∀(τ, η) ∈ Ξ ,
for a suitable constant C > 0. Moreover, we have the estimate from below
ℜµ+ ≥ 1√
2 c
γ ,
see Lemma 5.8. Thus we obtain from (6.13)
‖g1‖2Hs
γ
(R2) ≤
C
γ
∫∫
R2
Λ2s
(∫ +∞
0
|F̂+(·, y)|2 dy
)
dδ dη =
C
γ
‖F+‖2L2(R+;Hs
γ
(R2)) .
The proof of the estimate of g2 is similar. This completes the proof of Theorem 3.2.
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