Abstract. We propose a statistical model for networks of event count sequences built on a cascade structure. We assume that each event triggers successor events, whose counts follow additive probability distributions; the ensemble of counts is given by their superposition. These assumptions allow the marginal distribution of the count sequences and the conditional distribution of the event cascades to have analytic forms. We present our model framework using Poisson and negative binomial distributions as the building blocks. Based on this, we describe a statistical method for estimating the model parameters and the event cascades from the observed count sequences.
Introduction
This study concerns modeling and inference of event cascades, which ensue when events cause other events to occur, triggering further events. Example events in this context include chemical reactions [22] , neuronal firing [2] , earthquakes [16] , sending an email [4] , posting and sharing content on social networking services [11, 26] , urban crime [14] , etc. Because event cascades are universal in a wide variety of systems, its comprehension is essential for understanding the emergence of complex phenomena [1, 21] .
Self-exciting and mutually exciting point processes (i.e., Hawkes processes) are widely used for modeling and analyzing event sequences [7, 6] . The rate of event occurrences in these models is partitioned into two components: a background rate, which describes exogenous effect (e.g., trends); and a mutually exciting component, in which events trigger an increase in the process rate. Owing to the latter component, Hawkes processes exhibit rich dynamical behavior, in terms of event cascades [18, 19] . Much attention has recently been paid to the field of social data mining [10, 25] . Modeling and inference of social networks, built upon Hawkes processes, form active research areas [13, 20, 24, 27] . Whereas Hawkes processes describe series of events in continuous time, events in real data are often aggregated within consecutive periods (e.g., day or week) within which the timing of each event is lost, resulting in sequences of event count data in discrete time units (Figure 1 ). Hawkes processes could be applied to analyze such data by neglecting the precise timing and count of events within each period (e.g., [12] ); however, it is more desirable to use a statistical model that directly accounts for count data.
In this paper, we propose a statistical model for count sequence networks that possesses a cascade structure. The key assumptions made in this model are that (i) the event counts triggered by preceding events follow additive probability distributions, and (ii) the ensemble of observed events is given by their superposition. These assumptions allow the marginal distribution of the count sequences and the conditional probability distribution of the event cascades, given the count sequences, to possess analytic forms. We illustrate our modeling framework using Poisson and negative binomial distributions, which cover a wide range of variability of event counts. Based on the proposed model, we develop a statistical method to estimate the event cascades and the model parameters. The proposed method is demonstrated on simulated event data.
Statistical model

Model construction
We consider a multivariate time series with K components, N t := (n 1t , . . . , n Kt ) for t ∈ {t 0 , t 0 + 1, . . .} (t 0 ∈ Z, being the initial time), where n it ∈ N 0 represents the count of events at (i, t). Here, (i, t) stands for "ith component and time t." We suppose that the n it events at (i, t) are partitioned into two groups: events occurring because of the background rate and those triggered by preceding events. For these two groups of events, we make the following assumptions. 
where a ij (≥ 0) is the strength of the influence from the jth to ith component, and h(t) is the kernel function satisfying h(t) = 0 for t < 0 (i.e., causarity) and ∞ t=1 h(t) = 1. Because the total number of events at (i, t) is given by n it , the following equality holds,
Throughout this paper, we use the following notations,
From the assumptions (I)-(II), the probability distribution of Y t , conditioned on the preceding events Y t 0 :t−1 , is obtained as
Given an initial probability distribution of Y t at time t = t 0 ,
the joint probability distribution of the complete data, Y t 0 :T , is obtained as
When only the event counts at each (i, t) are observed, we require the probability distribution of N t 0 :T , which is obtained from Eq. (5) as follows. Let Y it be a set of Y it satisfying Eq. (2),
and define
Then, the probability distribution of N t 0 :T is obtained by marginalizing Eq. (5) over Y,
The summation in the right hand side of Eq. (8) is generally difficult to be performed. However, it can be done analytically if the probability distributrions, P (y b it ) and P (y c itjs |n js ), are additive.
Definition 1 A family of probability distributions f (y; λ) is called additive if the distribution of the sample sum y = y 1 + · · · + y n for a random sample of size n from f (y i ; λ i ) belongs to the family itself with the parameter λ = λ 1 + · · · + λ n .
Theorem 2 If y
b it and y c itjs follow additive probability distributions, P (y
where
The proof of the theorem is given in Appendix A. Using the additive probability distributions, the conditional probability distribution of Y t 0 :T , given N t 0 :T , also has a analytic form,
Stability condition
The stability condition for our model is derived as follows. Assume the process started a long time before (t 0 → −∞) and has reached a stationary state. The stationarity assumption gives E[λ it ] = λ i as a constant. The expectation of Eq. (10) leads to
Eq. (12) can be rewritten in the vector form as λ = µ + Aλ. The rate under the stationarity condition is, thus, obtained as
Thus, for the stationary rate λ to be finite, the spectral radius of A, defined by the maximum of the absolute value of the eigenvalues of A, must be smaller than unity.
Additive probability distributions
We provide two additive probability distributions that can be used in our modeling framework.
Poisson distribution
It is well known that Poisson distribution has the additive property. The probability mass function (PMF) of a Poisson distribution is
The mean and variance are given by E(y) = Var(y) = λ; the equality of the mean and variance is an important property of the Poisson distribution. The conditional probability distribution (11) is derived as a product of multinomial distributions,
whereμ it = µ it /λ it andψ itjs = ψ itjs /λ it . The conditional mean and variance of each element of Y t 0 :T are, respectively, given by
and
2.3.2. Negative binomial distribution We consider negative binomial (NB) distribution, whose PMF has the following form,
where Γ(·) is the Gamma function. The properties of the NB distribution are summarized in Appendix B. The NB distribution has the additive property. The mean and variance are given by E(y) = λ and Var(y) = (1 + φ)λ, respectively. Note that the variance is greater in value to that of the mean; the extra variability is controlled by φ. The NB distribution converges to a Poisson distribution as φ → 0. The conditional probability distribution (11) using the NB distribution is derived as a product of Dirichlet-multinomial (DM) distributions,
The conditional mean and variance of each element of Y t 0 :T are, respectively, given by
Comparing those with Eqs. (16) and (17), we see that the variance of the DM distribution is greater than that of the multinomial distribution. The DM distribution (19) converges to the multinomial distribution (15) as φ → 0. The properties of the DM distribution are summarized in Appendix C.
Inference of event cascades
We consider a situation in which only the event counts, N 1:T , are given for the data, and Y 1:T is treated as latent variables. Thus, we wish to estimate Y 1:T from N 1:T . We express the parameter dependency of the probability distributions as P (N 1:T ; Θ, φ) and P (Y 1:T |N 1:T ; Θ, φ), where Θ := {µ, A} is the set of parameters in λ it (Eq. (10)). The estimation method consists of two steps: (i) estimate the parameters Θ and φ, and (ii) estimate the latent variables, Y 1:T , using the estimated parameters,Θ andφ. The parameters are estimated from the data based on the conventional maximum likelihood (ML) principle. The log-likelihood function of the parameters is expressed using the additive probability distribution as l(Θ, φ; N 1:T ) = log P (N 1:T ; Θ, φ)
and its derivatives are derived as
The optimal parameters,Θ andφ, are determined by maxinizing the log-likelihood function with the constraint of non-negativity of Θ and φ. This optimization can be performed by standard numerical techniques [23] .
With the estimated parameters, the latent variables are estimated based on the conditional probability distribution, P (Y 1:T |N 1:T ;Θ,φ). The conditional expectation, Y 1:T = E(Y 1:T |N 1:T ;Θ,φ), provides the estimate with minimum squared error [3] .
Simulation study
We applied our method to synthetic data to examine the extent to which our method can extract the event cascades. We generated data from the probability distribution (5) with K = 10 components, using the NB distribution. We used an exponential function for the kernel, h(t) = ce −t/τ (c = 1/ ∞ t=1 e −t/τ ), with the time constant τ = 2. The background rates were set to be µ i = 5 for i = 1, . . . , K. The elements a ij of the matrix A were generated from a gamma distribution whose mean and shape parameters were 0.05 and 0.4, respectively (Figure 2a) .
The simulation study was conducted via the following steps. First, the model was simulated across a time interval of t = 1 to T , to generate samples of Y 1:T and N 1:T (Figure 2b ). We then estimated the parameters, φ, τ , µ and A by the ML method, and the latent variable Y 1:T from N 1:T (Figure 2cd ). We repeated these steps, varying the simulation interval T and the dispersion parameter φ.
To quantify the estimation performance, we computed the mean-square errors (MSEs) between the true and estimated parameters, and the MSEs were decomposed into the bias and variance. The results are summarized in Figure 3 . We see that both the bias and variance decrease as T increases. The bias is an order of magnitude smaller than the variance inμ andÂ; those are comparable inφ. However, the bias inτ is greater than the variance; this indicates that the estimate of the time constant is relatively less accurate. Once we determine the optimal parameter values, we can compute the conditional expectation,Ŷ 1:T , of the latent variables, from which the detailed statistical characteristics of the event cascades can be extracted. The total number of triggered events is estimated aŝ Figure 4 shows a scatter plot ofŷ c against the true value, in which we confirm that the number of triggered events is estimated reasonably well.
We may define the "size of event cascades" aŝ
which represents the expected number of events that the events at (j, s) trigger. Figure 5 top depicts an empirical cumulative distribution function of {ŷ c js : j = 1, . . . , K, s = 1, . . . , T }, together with that of the true values. These two empirical distributions can be compared visually by a quantile-quantile (Q-Q) plot (Figure 5 bottom) ; we see that the points approximately lie on a line.
Discussion
In this study, we proposed a statistical model for networks of event count sequences built on the cascade structure. The key to our modeling framework is the use of additive probability distributions as the building blocks. Their convolution property allows the marginal distribution of the count sequences and the conditional distribution of the event cascades to have analytic forms. We presented our method with the two probability distributions that possess the additive property: the Poisson and NB distributions. Using these two distributions, the conditional distributions of the event cascades are obtained as the multinomial and Dirichlet-multinomial distributions, respectively.
The data, or measurement, we considered forms the count sequences in discrete time units. Such measurements may be obtained via "coarse graining" of the underlying event sequences in continuous time (Figure 1) . Note that our model with the Poisson distributions becomes the Hawkes process in the continuous time limit. The Hawkes process is known to exhibit "bursting" when the self-exciting effect is strong [18, 19] , resulting that the variance of the event count in the finite interval becomes greater than the mean. Thus, our model using the NB distributions would be more adequate for a discrete time counterpart than that using the Poisson distributions, when the underlying process has strong self-excitations.
Further development may be required to apply to real data analysis. First, for large scale networks, it is necessary to develop statistical methods to estimate the matrix A with sparsity, because the conventional ML method may fail [5] . Second, we assumed that the background rate is constant in time, but such an assumption may not be valid in a situation where nonstationary effects (e.g., seasonality and trend) are not negligible [17] . Including a time-dependent background rate will pose a challenging problem.
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Appendix A. Proof of Theorem 2
Notice that P (Y t |Y t 0 :t−1 ) depends only on N t 0 :t−1 though ψ itjs ; thus it can be expressed as P (Y t |Y t 0 :t−1 ) = P (Y t |N t 0 :t−1 ). Using Eqs. (6) and (7), Eq. (8) is caluculated as
Using the additive probability distributions and their convolution property leads to
where n it and λ it are given by Eqs. (2) and (10) 
Appendix B. Negative binomial distribution
We summarize the properties of the NB distribution used in this paper. For a comprehensive review, see [8, 9] . The PMF of NB distribution is usually expressed in the following form,
which is conventionally interpreted as the probability of the number of successes before r failures occurs in a series of independent Bernoulli trials, with the success probability p. Note that r is taken as a real number greater than 0 despite this interpretation. The NB distribution is also derived from a Poisson-gamma mixture distribution. The cumulant generating function (CGF) of Eq. (B.1) is given by
from which the mean and variance are directly derived as E(y) = rp/(1 − p) and Var(y) = rp/(1 − p) 2 , respectively. By changing the parameters from (r, p) to (λ, φ) with
we obtain Eq. (18) . Accordingly, the CGF is expressed as
The additivity of the NB distribution is easily confirmed using Eq. (B.4) as follows. Suppose that y 1 , . . . , y n are independent and identically distributed with f (y i ; λ i , φ). Then the CGF of y = y 1 + · · · + y n is given by
which is the CGF of f (y; n i=1 λ i , φ). Expanding Eq. (B.4) up to the leading order of φ yields
Thus, we obtain the CGF, K(s) = λ(e s − 1), of the Poisson distribution (14) for φ → 0.
Appendix C. Dirichlet-multinomial distribution
In this appendix, we summarize several properties of the Dirichlet-multinomial (DM) distribution, and provide an additional insight. The PMF of the DM distribution is expressed as The DM distribution is conventionally derived as a compound distribution of Dirichlet and multinomial distributions [15] ; Here, we provide another derivation. Let y 1 , . . . , y n be independent and identically distributed with additive probability distributions f (y i ; λ i ). From the additivity, y = y 1 + · · · + y n follows f (y; λ) with λ = λ 1 + · · · + λ n . Given that y = y 1 + · · · + y n , the conditional distribution of
is, then, obtained as
. which is the DM distribution (C.1) with α i = λ i /φ. Therefore, the DM distribution is the conditional distribution derived from the NB distribution. Note that if we use the Poisson distribution (14) for f (y; λ), the conditional distribution (C.3) becomes a multinomial distribution,
(C.5)
Thus, it follows from the convergence of the NB distribution to the Poisson distribution that the DM distribution (C.4) converges to the multinomial distribution (C.5) for φ → 0. Table C1 summarizes the relation between the four distributions.
Additive distribution Conditional distribution f (y; λ) P ({y i } n i=1 |y) Poisson (14) ⇒ Multinomial (C.5) ⇑ (φ → 0) ⇑ (φ → 0) Negative binomial (18) ⇒ Dirichlet-multinomial (C.4) Table C1 . Relation between four distributions.
