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V proizvodnji se pogosto srečujemo z razvrščanjem in ločevanjem različnih izdelkov in
sestavnih delov. Zaradi monotonosti, hitrosti in potrebe po maksimalni zanesljivosti teh
procesov mora biti sistem avtomatiziran. To dosežemo s pomočjo strojnega vida, algoritma
za odločanje in manipulatorja za izvajanje premikov izdelkov oz. sestavnih delov.
Namen diplomskega dela je razviti sistem algoritmov (strojni vid, krmiljenje robotske roke
in odločitveni algoritem), ki prepoznajo oblike delov in glede na postavitev že obstoječih
delov določijo pozicijo naslednjega dela.
Za preizkus algoritma smo izdelali preizkuševališče s fiksno digitalno kamero za
zajemanje pozicije delov in uArm robotom za manipulacijo. Preizkuševališče je posnemalo
delovanje igre Križci in krožci, ki vsebuje vse elemente, ki se pojavijo pri razvrščanju
delov s strojnim vidom (identifikacija in lokacija delov, odločitveni algoritem in
manipulacija). S kamero in algoritmom strojnega vida smo zaznavali objekte in jih ločili
glede na velikost njihove površine. Robotska roka uArm je objekte postavila na mesto, ki





Shape recognition and sorting of parts according to their features
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In production we often come across operations as positioning and sorting of assembly
parts. Due to monotony, speed and need reliability of this processes the goal is to automate
them. This can be achieved by using machine vision, an algorithm and a manipulator that
moves the parts and components around.
This work's aim is to develop a system of algorithms (machine vision, control of a robotic
arm and a decision algorithm) that can recognize certain shapes, and, depending on the
position of preplaced shapes, decide the placement of the next one.
To test the developed algorithm, we made a testing rig, which consists of a fixated digital
camera that captures the positions of parts, and a uArm robotic manipulator for
manipulation of detected parts. The system is based on the game known as 'tic-tac-toe',
which contains all the elements used in real-life applications of sorting using machine
vision (identification and placement of parts, decision algorithm and physical manipulation
of parts). The camera and machine vision algorithm were used to recognize objects and
distinguish them according to their surface area. The uArm robotic arm was used to place
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RGB Red Blue Green
YUV Slikovni format
ISO International standards organization
USB Universal serial buss
PLA Polylactic acid
BLOB Binary large object
ASM Avtomatizacija strege in montaže
11. Uvod
1.1. Ozadje problema
V industriji stremimo k čim večji avtomatizaciji montaže, da proizvedemo čim večje
število izdelkov v čim krajšem času. V ta namen se v industriji že vrsto let uporabljajo
manipulatorji in roboti. Avtomatizirati je potrebno tudi analizo kvalitete izdelkov, po
možnosti med posameznimi fazami proizvodnje. Za analizo kvalitete oz. iskanje napak na
izdelkih se v zadnjem času uporablja predvsem strojni vid. Sama aplikacija robota in
strojnega vida je lahko preprosta, kot na primer enostavno premikanje kosov, ali
zahtevnejša, kot na primer kontrola toleranc, sestavljanje naključno orientiranih
kompleksnih sestavnih delov in podobno.
Pri kompleksnih sistemih za pozicioniranje in natančno sestavljanje izdelkov ni več dovolj
le pred pripravljeno togo montažno mesto, saj je postopek orientacije in pozicioniranja
sestavnih delov lahko zelo kompleksen. To lahko rešimo z robotskim manipulatorjem in
strojnim vidom. S tem in z uporabo različnih algoritmov lahko opravimo analizo sestavnih
delov oz. izdelkov, jim določimo orientacijo in jih nato obrnemo in sestavimo.
1.2. Cilji
Osnovni cilj naloge je narediti algoritem, ki na osnovi značilnosti prepozna objekt in ga s
pomočjo robota postavi na zahtevano mesto. Aplikacija algoritma in upravljanje robota
bosta izvedena na primeru igre Križci in krožci.
Program bo na podlagi zajete slike prepoznal objekte na igralni plošči in postavil svojo
obliko na določeno mesto. V nadaljevanju so predstavljene osnove strojnega vida in
različne metode zaznavanja objektov ter robotski manipulator. Razložen je tudi postopek
izvajanja algoritma in njegovih podprogramov.
22. Teoretične osnove
2.1. Industrija 4.0
Ko želimo doseči čim višjo zanesljivost pri kontroli in manipulaciji izdelkov, je sistem
kombinacije manipulatorja in stojnega vida največkrat uporabljen v industriji, vendar ima
svoje pomanjkljivosti. V primeru, da želimo izdelek, na katerem izvajamo kontrolo,
zamenjati in na isti liniji izvajati kontrolo povsem drugačnega izdelka, je to lahko zelo
zamudno, včasih zaradi same konstrukcije linije tudi nemogoče.
Zamudno je predvsem nastavljanje strojnega vida in vsakokratno spreminjanje programa
za zajem želenih lastnosti. Problem ustreznosti manipulatorja lahko rešimo z uvedbo
robotske roke. S konceptom interneta stvari lahko dosežemo, da algoritem sam prebere
zahteve za kontrolo izdelkov iz ustrezne dokumentacije (npr. toleranca izvrtine idr.). Prav
tako prek dodatnih zaznaval robotska roka lahko prepozna izdelek in si ustvari pot gibanja,
tako da izdelek obrne/ premakne/ odstrani. Sistem za kontrolo se torej lahko sam prilagodi
kontroliranim izdelkom, brez ročnega nastavljanja s strani inženirja.
2.2. Robotika
ISO 8373 robota definira kot povratno-zančno voden, reprogramabilen in večnamenski
sistem. Lahko je fiksen ali mobilen. Programabilen je v treh ali več prostostnih stopnjah.
Uporabljamo ga v procesih industrijske avtomatizacije. Robotika je tehnična smer, ki se
ukvarja z izdelavo robotov, krmiljenjem in nadzorom raznih procesov ter vključevanjem
obeh disciplin v praktično uporabo robotov in razvoju novih, boljših rešitev.
2.2.1. Vrste robotov
Robote lahko delimo na več različnih načinov. Delitev glede na način programiranja jih
razvrsti na manipulatorje in robote. Manipulatorji so lahko ročni ali avtomatizirani.
Njihova funkcija je pomagati človeku bodisi s podajanjem sestavnih delov ali držanjem
bodisi s premikanjem velikih in težkih predmetov. Avtomatizirani manipulatorji lahko
delajo samostojno, neodvisno od človeka, vendar sledijo v naprej določenemu programu.
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Roboti še vedno delujejo po predpisanem programu, ki ga lahko spreminjamo. Premiki so
krmiljeni v zaprti krmilni zanki. Inteligentni roboti imajo sposobnost opazovanja okolice in
beleženja oddaljenosti predmetov, tako da si gibe formirajo na podlagi informacij iz
okolice.
2.2.2. Zgradba robotov
Roboti so zgrajeni iz togih elementov, ki so med seboj povezani s členki. Te v grobem
delimo na translacijske in rotacijske. Z uporabo le treh elementov s translacijskimi in
rotacijskimi členki, lahko sestavimo osem različnih robotov. Sestavi so prikazani na sliki
2.1. Zaradi nepraktičnosti nekaterih izvedb se v industriji ne uporabljajo vsi.
Slika 2.1: Različne konfiguracije robotov z uporabo rotacijskih in translacijskih elementov [1]
Območje, ki ga robot lahko doseže, imenujemo delovni prostor. Oblika le-tega je odvisna
od konfiguracije robota. Če hočemo doseči 3D prostor, potrebuje robot tri ali več
prostostnih stopenj. Delovni prostor je lahko v obliki kocke pri kartezičnem robotu, v
obliki valja pri cilindričnem ali krogle pri členkastem robotu. Posebne izvedbe, kot je
SCARA robot imajo tudi delovni prostor specifične oblike. Delovni prostor, glede na
konstrukcijo robota, nam prikazuje slika 2.2.
Teoretične osnove
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Slika 2.2: Kinematske strukture industrijskih robotov, kartezični, cilindričen, sferičen, SCARA,
členkasti [1]
Robotu lahko na zadnji členek dodamo še zapestje (slika 2.3), kar mu doda še tri dodatne
prostostne stopnje.
Slika 2.3: Prikaz zapestja robota z enim rotacijskim in dvema nihajnima zgloboma [1]
2.2.3. Aplikacija robota
Uporaba robotov se je razširila praktično povsod. Vidimo jih lahko v industriji in v
vsakdanjem življenju (slika 2.4), uporabljamo jih kot pripomočke za zabavo ter pri
raziskovanju na človeku nevarnih ali težko dostopnih področjih.
Teoretične osnove
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Slika 2.4: Prikaz industrijskih robotov levo [2] in raziskovalnega robota desno [1]
2.3. Strojni vid
V strojni vid štejemo tehnologijo in metode za avtomatsko slikovno analizo pri procesih
kot so vodenje robotov, pregledovanje in sortiranje izdelkov v industrijskih procesih in
optična kontrola toleranc [3].
Vse vrste podjetij se v različnih industrijskih panogah srečujejo z zahtevo po zagotavljanju
kvalitetnih in predvsem enakih izdelkov. Ker so izdelki lahko razmeroma kompleksni,
zahtevajo kontrolo toleranc, oblike in barve. Če želimo čas in zanesljivost enostavnih
kontrolnih mest čim bolj zmanjšati, je optična kontrola, s pomočjo stojnega vida,
nepogrešljiv del današnjih proizvodnih linij [4].
Slika 2.5: Naprava za pregled kvalitete zrn pistacije [5]
Teoretične osnove
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Ko v industrijski proces vpeljemo strojni vid, moramo aplikaciji določiti kakšno funkcijo
izvaja[6]. Preverjamo na primer konstrukcijske napake, vizualne nepravilnosti, pravilnost
oznak/nalepk na izdelkih, kvaliteto hrane (slika 2.5), ipd. Ker lahko te podatke
shranjujemo, lahko zagotovimo sledljivost izdelkov in v primeru napak le-te lažje
odstranimo na celotni seriji izdelkov.
Strojni vid nam pove informacijo o kontroliranem izdelku. Za ukrepanje na podlagi
informacije, potrebujemo v proces dodati še manipulator (robotska roka, pnevmatski
cilinder, pnevmatsko šobo, ipd.), ki bo neustrezne produkte ločil od ustreznih (slika
2.6).Tako dobimo neko merilno mesto, z možnostjo manipulacije zaznanih delov glede na
zahteve postavljene s strani algoritma, ki ga sistemu določi človek.
Slika 2.6: Linija z dvema izmetnima mestoma (kontrola s kamero, izmet s pomočjo stisnjenega
zraka) [7]
Pri zajemu slike moramo  paziti predvsem na osvetlitev objekta. Način osvetlitve izberemo
glede na opazovane značilnosti objekta. V primeru opazovanja oblike lahko uporabimo
način presvetlitve, kar pomeni, da se svetlobno telo nahaja na drugi strani objekta kot
kamera. Kadar hočemo opazovati značilnosti kot so nepravilnost na površin ali barva, je
boljša odbojna metoda, kjer se svetilo nahaja na isti strani objekta kot kamera.Za









Za obdelavo zajete slike je na voljo več programov. Pri izdelavi zaključne naloge smo se
odločili za uporabo programskega orodja MATLAB, ker omogoča izdelavo odločitvenih
algoritmov, krmiljenje robotov preko serijske povezave in vsebuje knjižnice za analizo
slik. MATLAB ponuja svoj vmesnik za zajem slike, ki se imenuje »Image Aquisition
Tool« (slika 2.7). Znotraj programa lahko izbiramo napravo za zajem slike(1) in
nastavljamo parametre (3) kot so kontrast, osvetljenost, število zajetih slik na sekundo,
polje zajema itd. Na sredini zaslona imamo okno(2) za predogled nastavljenih parametrov,
desno spodaj (4) se nam izpisuje koda nastavitve zajema. Le-to kopiramo v algoritem, ki
nam sliko analizira.
Slika 2.7: Zaslonska slika vmesnika za zajem slike v programu MATLAB R2013a
Ko sliko zajamemo, jo je potrebno še obdelati, tako da z nje lahko razberemo želene
informacije. V ta namen uporabimo MATLAB-ovo orodje »Image Processing Toolbox«. Z
aplikacijami znotraj tega orodja lahko avtomatiziramo potek procesiranja slike do mere,
kjer lahko iz nje preberemo potrebno informacijo. Interaktivno lahko segmentiramo
podatke s slike, primerjamo tehnike zajema in brez interakcije procesiramo velike skupine
podatkov. Omogoča nam obdelavo slik, 3D objektov in video posnetkov, prilagajanje




3.1. Preizkuševališče za testiranje razvitega algoritma
3.1.1. Robotska roka uArm
Za potrebe diplomskega dela smo uporabili robotsko roko uArm Metal (slika 3.1). To je
majhen štiri osni namizni robot, proizvajalca uFactory. Roko krmilimo preko krmilnika
imenovanega »uArm control board«, ki je podoben znanemu Arduino mikrokrmilniku.
Slika 3.1: Robot uArm
Metodologija raziskave
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Robot je sestavljen iz aluminijaste roke (4), servo motorjev za premik roke(1), priseska za
prijemanje (2), zračne črpalke za zagotavljanje prijemalnega tlaka(3) in aluminijastega
ohišja. Deluje v območju med 160 in 300mm od središča podstavka, tehta le 900g in lahko
premika objekte težke do 500g. Natančnost robota je odvisna od teže objekta, ki ga želimo
manipulirati, natančnost pozicije gibov je v območju 5mm okrog želene pozicije.
3.1.1.1. Delovno območje
Delovno območje robota je območje, v katerem  robot s premikanjem lahko doseže neko
točko. Popišemo ga z rotacijo in translacijo togih delov robota, tako da zavzema različne
oblike.
Za lažji nadzor se premike robota lahko transformira v kartezični oz. v našem primeru
cilindrični koordinatni sistem (sliki 3.2 in 3.3), kar pomeni, da ne rabimo robotu pošiljati
vrednosti premikov za vsak sklep, vendar to naredi program. Preračuna jih iz podanih
vrednost koordinat φ,r in z[8].
Slika 3.2: Delovno območje na ravnini x,y [8]




Vezje robota je zasnovano na osnovi Arduino mikrokrmilnika, kar pomeni, da ga lahko
upravljamo prek različnih vmesnikov. Krmiljenje robota je odprtozančno, zato nimamo
prave kontrole nad tem ali robot gib izvede ali ne.
Komunikacija z uArm robotom je možna prek računalnika ali mikrokrmilnika (lahko tudi
še en Arduino). Povežemo ga lahko z USB priključkom ali prek vtičnika s štirimi
priključki, označenega »BT« na vezju robota. V primeru povezave prek USB moramo na
računalnik naložiti ustrezne gonilnike, ki nam prikažejo krmilnik robota kot serijski vhod
na računalniku. Druga možnost povezave je prek »BT« priključka, namenjenega za
vzpostavitev povezave prek »Bluetooth« oddajnika. Omogoča nam brezžično povezavo z
računalnikom ali neposredno povezavo z drugim mikrokrmilnikom[9].
uArm uporablja 8-bitno povezavo brez paritetnega bita in enim bitom, ki nam pove kje je
konec ukaza. Hitrost povezave je 9600 bitov na sekundo. Ta način kodiranja je dokaj
pogost in je po navadi zapisan kot 9600 Baud, 8N1 kodiranje, kar pomeni, da potrebujemo
9 bitov, da zapišemo en Byte informacije[9].
Pozicijo robotske roke moramo kontrolniku pošiljati v posebnem formatu znotraj bloka
informacij imenovanega »data frame«. Vsak blok vsebuje vrednosti hitrosti in zasukov
določenih komponent robota. Velikost posameznega bloka je 11 bytov. Pozicije, zasuke in
hitrosti lahko zapišemo v tekstovno datoteko (slika 3.4), v kateri je vsaka vrstica svoj blok
podatkov[9].
Slika 3.4: Tekstovna datoteka z vrednostmi premikov robota
Vrednosti v prvih treh stolpcih pomenijo premike po koordinatah r, φ in z, v cilindričnem
koordinatnem sistemu, četrti stolpec nam poda zasuk prijemala v kotnih stopinjah, peti





Ker na sliki prepoznavamo samo velikosti površine črnih pack, zadošča uporaba digitalne
spletne kamere za osebni računalnik (slika 3.5).
Slika 3.5: Genius spletna kamera »FaceCam 1000X«[10]
Genius spletna kamera »FaceCam 1000X«[10]:
 Video resolucija720P HD do 30fps
 Slikovni senzor 720p HD pixel CMOS
 Priključek USB 2.0
 Ročno ostrenje slike
 Maksimalna slikovna resolucija 1280×720pix






Robot in kamera sta zaradi togosti programa in zajema slike fiksno pritrjena na ploščo z
igralnim poljem, saj program ne omogoča prepoznavanja rotacije in pozicije polja ter
spreminjanja poti robotu. Vse poti in koordinate so nastavljene ročno pri umerjanju igre.
Slika 3.6: Igralna plošča s pritrjenim robotom
Na sliki 3.6 je prikazano preizkuševalno mesto, ki sestoji iz uArm robota (1), digitalne
kamere (2), gumba za podajanje ukazov (3), igralne mreže (4) in računalnika (5), ki nam
prikazuje grafični vmesnik igre ter izvaja algoritem celotnega sistema.
3.1.3.2. Sestav kamere
Nosilec je sestavljen iz aluminijastih profilov velikosti 45x45 mm in prek pravokotne
ploščice pritrjen na podlago z vijaki. Nastavljiv je po višini in zasuku. Za optimalen zajem
slike, mora biti kamera pozicionirana nad sredino igralnega polja in obrnjena pravokotno
na igralno površino. S tako pozicijo izničimo perspektivno popačenost polj zaradi različne




Ena od zahtev izvajanja programa je odsotnost računalnika oz. tipkovnice in miške. V ta
namen je sestavu dodan gumb za nadaljevanje programa po potezi igralca in zagon novega
cikla (igre). Pavza je v program vstavljena z ukazom, ki čaka na pritisk gumba bodisi na
miški ali na tipkovnici.
Ker je celoten algoritem zasnovan za ciklično delovanje, je na ploščo dodan samo gumb
miške, ki nam omogoča nadaljevanje programa. Igralcu s tem odvzamemo možnost
prekinitve delovanja sistema. V primeru, da igro želimo zaključiti pred začetkom nove
igre, pritisnemo poljuben gumb na tipkovnici in program se zapre. Elektronika v ohišju
gumba je vezje miške, ohišje je natisnjeno na 3D tiskalniku in je narejeno iz PLA plastike.
3.2. Strojni vid
3.2.1. Zajemanje in obdelava slike
Za zajem slike smo uporabil MATLAB-ovo funkcijo »Image aquisition tool box«.
Aplikacija omogoča  delo z napravami za zajem slik in videa ter ponuja aktivno
konfiguriranje nastavitev naprave. Spreminjamo lahko ločljivost zajema, osvetljenost in
svetlobno nasičenost slike, sliko lahko rotiramo in obrežemo z izbiro polja zajema (ROI
»region ofinterest«). Znotraj vmesnika imamo odprto okno, na katerem se prikazuje slika v
realnem času, tako da pri spreminjanju nastavitev takoj vidimo, kakšen učinek ima določen
parameter na zajeto sliko [11].
Med izvajanjem programa lahko zajem slike teče tudi v ozadju, saj program sam skrbi za
obdelavo in shranjevanje zajete vsebine. Hitrost zajema nam poda strojna oprema (kamera
in zmogljivost računalnika).
Sliko lahko zajemamo v različnih podatkovnih formatih, od 8 do 32 bitov, zajemamo lahko
tudi različne barvne formate kot so YUV, RGB in sivinski. V primeru, da želimo zajeti
sliko samo v določenem trenutku, lahko enkraten zajem slike sprožimo z dejanskimi stikali
ali z logičnim aktivatorjem znotraj MATLAB kode.
V obeh primerih moramo v kodo vstaviti dodaten ukaz za zajem slike. Razlika je le v tem
ali je pogoj nek signal, ki ga dobimo prek fizičnega stikala, ali vrednost neke
spremenljivke, ki nam jo preračuna algoritem.
V našem primeru je pogoj za zajem kombinacija obeh, saj sliko zajamemo le takrat, ko je




V programskem okolju MATLAB-a imamo na voljo več različnih funkcij popisa oblik kot
so ACR(»Automatic Character Recognition«) - avtomatsko prepoznavanje črk, »Blob
Analisys« - prepoznavanje oblik [12] idr.
Metodo prepoznavanja pack(»Blob Analisiys«) smo izbrali zaradi preprostosti same
aplikacije, saj nam ponuja dovolj dobro analizo za ločevanje dveh poznanih oblik.
»Blob Analysis« je MATLAB-ova funkcija, ki nam omogoča analizirati območja enakih
barv na dvobitni sliki. Funkcija nam na zajeti sliki popiše velikost površine pack, določi
nam koordinate njihovih težišč, območja nam lahko oriše s poljubno obliko ter nam izmeri
velikost packe v x in y smeri. Vse vrednosti so podane v slikovnih pikah. Zaporedje ukazov
za obdelavo slike v našem sistemu je predstavljeno v diagramu na sliki 3.7. [13].
Slika 3.7: Blokovna shema programa zajema slike v MATLAB-u
Metodologija raziskave
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Preden lahko sliko (slika 3.8) analiziramo, jo moramo pretvoriti v sivinsko in nato v
dvobitno (samo bela in črna, slika 3.9).Prag črnine določimo z vrednostjo nasičenja piksla
med 0 (bela) in 1 (črna).Odstraniti moramo tudi majhne packe, ki se lahko pojavijo zaradi
različnih pogojev osvetlitve izvirne slike. To storimo tako, da v programu vstavimo filter
velikosti pack, ki nam packe manjše ali večje od nastavljene velikosti izbriše iz slike.
Optimalno nastavitev dobimo šele s poskušanjem [14].
Slika 3.8: RGB slika dveh objektov
Slika 3.9: Dvobitna slika objektov z vrisano značilko, določeno glede na velikost bele površine
Metodologija raziskave
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3.3. Razvoj sistema odločanja
3.3.1. Igra
Križci in krožci ali angleško »tic-tac-toe« je igra, kjer dva igralca izmenično vrisujeta vsak
svoj znak na mrežo velikosti 3x3 polja. Cilj igre je postaviti tri iste oblike v ravno linijo, ki
je lahko navpična horizontalna ali diagonalna.
Če upoštevamo različne kombinacije znakov na plošči, z izjemo rotacij in zrcaljenja
enakega vzorca, je možnih  138 različnih končnih izidov igre. V primeru da igro vedno
začne X obstaja 91 različnih pozicij kjer zmaga X, 44 pozicij kjer zmaga O ter tri variante,
kjer je igra neodločena.
Če hočemo odigrati popolno igro, moramo slediti naslednjim možnostim za izvršitev
poteze. Preden postavimo obliko, gremo skozi možnosti po vrstnem redu in izberemo prvo,
ki ustreza dani situaciji. Kadar oba igralca igrata po tem kriteriju, je edini rezultat lahko
neodločena igra.
Seznam potez:
1. Zmaga: Ko ima igralec dve obliki v vrsti in lahko postavi tretjo tako, da ima v vrsti
tri.
2. Blok: Ko ima nasprotnik dve obliki v vrsti, moramo svojo postaviti tako, da je tretja
oblika v tej vrsti, drugače nasprotnik zmaga.
3. Križišče: Ustvarimo možnost zmagati z dvema različnima potezama (obe vrsti sta
neblokirani).
4. Blokada križišča:
 možnost 1: Ko ima nasprotnik možnost postaviti križišče, moramo postaviti
svoji obliki v vrsto tako, da ga prisilimo v blok, v kolikor ta blok ne postavi
križišča. Npr., če ima X zasedena nasprotna kota O pa sredino, O ne sme
igrati v kotu ampak na robu oz. stranici. Drugače X ustvari dve opciji za
zmago.
 možnost 2: Če ima nasprotnik možnost postaviti križišče, postavimo svojo
obliko na to polje in mu s tem preprečimo izvedbo križišča.
5. Center: Igralec postavi obliko na sredino mreže. Če je to prva poteza v igri, igranje
na kotu ponudi nasprotniku več možnosti za napako, ne predstavlja nobene razlike
pri igri dveh nezmotljivih igralcev (npr. algoritem).
6. Nasprotni kot: Če soigralec zasede kot, zasedemo kot naproti njegovega.
7. Prazen kot: Igramo prazen kot.




Če želimo zagnati igro, moramo pritisniti gumb modre barve(slika 3.10), ki se nahaja v
kotu igralne mize. Algoritem določi začetnega igralca in nas o odločitvi obvesti na zaslonu.
V kolikor je to robot, se prva poteza izvrši takoj. Ko robot konča potezo, se nam na zaslonu
izpiše, da je na vrsti igralec. Ta položi svojo obliko (»O«) na igralno polje in potrdi konec
poteze s pritiskom na gumb.
Slika 3.10: Gumb na robu plošče
V primeru, da položimo več objektov ali prekrijemo nasprotnikovo polje, robot našo
potezo pospravi (slika 3.12).Zaslon od nas zahteva novo, tokrat veljavno potezo. Izpis
grafičnega vmesnika je na sliki 3.11 .
Slika 3.11: Primer izpisa navodil na zaslonu pri neveljavnih potezah
Metodologija raziskave
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V primeru neveljavne poteze s strani igralca (postavljenih več oblik ali prekritje
nasprotnikove oblike) algoritem potezo razveljavi in ukaže robotu, naj dodane oblike
pospravi. Ob končanem pospravljanju je igralec zopet na potezi. V kolikor je poteza
veljavna, se igra nadaljuje, v nasprotnem primeru robot odmika neveljavno potezo toliko
časa, dokler ni ta veljavna.





Algoritem iz stanja matrike z oblikami razbere lokacijo oblik na igralni mizi, nato se odloči
ali lahko naredi zmagovalno potezo ali mora blokirati nasprotnika. V primeru, da ne more
izpolniti enega od teh pogojev, si izbere naključno prazno polje kot prikazuje diagram na
sliki 3.14.
Slika 3.14: Blokovni diagram procesa odločitvenega algoritma
Metodologija raziskave
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3.3.2.2. Algoritem za krmiljenje robota uArm
Robot je z računalnikom povezan prek USB kabla, ima tudi zunanje napajanje za
premikanje motorjev in zračne črpalke. Robota upravljamo v načinu PTP (»point to
point«), tako da mu MATLAB-ov program pošlje vrednosti zasuka in translacije v
cilindričnem koordinatnem sistemu. Pošljemo mu tudi vrednost hitrosti, s katero se premik
izvede, in aktivacijo oz. izklop zračne črpalke za aktivacijo prijemala. Po vsakem uspešno
končanem premiku robotu pošljemo nov ukaz. Nizi ponavljajočih točk so bili zapisni v
različnih tekstovnih datotekah, kjer vsaka vrstica predstavlja svojo točko v prostoru. Glede
na odločitev algoritma, katero izmed manipulacij mora robot izvesti, je krmilni algoritem
robota izbral ustrezne pred programirane trajektorije in jih poslal v izvedbo robotski roki
(slika3.15).
Slika 3.15: Blokovni diagram izvršitve gibov robota
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4. Rezultati
Delovanje in robustnost celotnega sistema smo preizkusili z igranjem igre proti algoritmu.
Igra je zahtevala upoštevanje navodil na računalniškem zaslonu. V primeru neupoštevanja
navodil (postavljanje oblik ob ne pravem času), se je pokazala napaka algoritma saj oblika
bodisi ni bila zaznana bodisi je na zajeti sliki zaznana silhueta roke, kar se v nekaterih
primerih zapiše kot postavitev več oblik, tako da program robotu naroči pospravljanje
pravilno postavljenih oblik. Do napak je prišlo tudi ob ponavljanju igre skozi večje število
ciklov, saj se oblike niso več popolnoma poravnale z želenim poljem. Preizkus se je
vrednotil z rezultatom desetih iger, ki so jih odigrali štirje različni igralci. Prikaz izida iger
vidimo v grafu na sliki 4.1.
Slika 4.1: Graf prikazuje izide desetih iger štirih različnih igralcev
Izstopal je igralec s številko tri. Do napak je prišlo zaradi namernega prehitevanja navodil





















Operacije razvrščanja in pozicioniranja v industriji zahtevajo natančnost, hitrost in
ponovljivost, kar smo z izdelanim preizkuševališčem tudi dosegli. Za uspešno delovanje
algoritma je igralec moral slediti navodilom na zaslonu računalnika. Ob neupoštevanju le-
teh (prehitevanje potez) je prišlo do napačnih podatkov pri obdelavi zajete slike, saj zajem
poteka le ob koncu poteze algoritma in neposredno po izvedbi poteze človeka, ki jo
potrdimo s pritiskom na gumb v kotu plošče. Algoritem je sprožil izvajanje neželenih
gibov robotskega manipulatorja, rezultat katerih je bilo drugačno fizično stanje oblik na
plošči kot v spominu algoritma, prikazanem na računalniškem zaslonu. V tem primeru je
bilo potrebno preizkus ponastaviti in začeti znova.
V primeru da med nobeno igro ni prišlo do napake in se je algoritem izvajal skozi večje
število ciklov, so se začela pojavljati odstopanja v pozicijah postavljenih oblik s strani
robotskega manipulatorja. To lahko pripišemo konstrukcijski ohlapnosti robotske roke in
tudi sami resoluciji premikov in zasukov. Ker nismo želeli, da to vpliva na rezultat
preizkusa samega algoritma, smo preizkus s posameznim igralcem omejili na deset ciklov
(zaporednih iger).
Algoritem odločanja postavitve oblik je bil programiran po logiki igre Križci in krožci,
vendar ne kot popolni igralec, kar pomeni, da je pri igranju lahko zmagal tudi človek. V




1) Zasnovali smo preizkuševališče, ki omogoča testiranje razvitih algoritmov povezanih
v sistem (stojni vid za zaznavanje, odločitveni algoritem in algoritem za krmiljenje
robota).
2) Naredili smo algoritem za prepoznavanje oblik in določitev njihove pozicije.
3) Oblike po prepoznavi s pomočjo razvitega algoritma logično postavljamo na polja, s
ciljem doseči tri enake oblike v vrsti.
4) Zagotovili smo ponovljivost delovanja z dodatnim finim nastavljanjem.
5) Aplikacijo smo predstavili na ASM konferenci 2016.
Glede na rezultate diplomskega dela smo ugotovili, da je izdelava sistema prepoznavanja
in manipulacije (robotski manipulator v kombinaciji s strojnim vidom in algoritmom
odločanja) za preproste operacije razvrščanja (operacije z nizko toleranco in brez potrebe
po kompleksni manipulaciji objekta v 3D okolju) enostavna in deluje brez napak.
Odločitveni algoritem razvrščanja lahko zamenjamo, pri tem pa fizični sistem ostane enak.
Zanesljivost in natančnost celotnega sistema je odvisna od natančnosti nastavitve in
kvalitete elementov (tako fizičnih, kot so: robot, kamera, objekti, kot tudi programskih:
kvaliteta algoritma).
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