Abstract
Introduction
Given a pair of stereo images, the aim of stereo matching algorithms is to determine the disparity values of the pixels belonging to the image selected as reference view. Scharstein and Szelinski [23] provided a valuable taxonomy and evaluation of dense stereo matching algorithms for rectified image pairs, arguing that most algorithms perform four steps: matching cost computation, cost aggregation, disparity computation/optimization and disparity refinement. This paper focuses on the cost aggregation step and addresses methods that perform cost aggregation on a variable support. The idea at the basis of the variable support concept is to determine the best set of pixels on which to compute the matching cost (i.e. the support) at each pair of candidates under evaluation (i.e. the correspondence). Hence, unlike the basic approach that relies on a fixed static support (typically a squared window or a single point), these methods deploy a support which varies along the potential correspondences in order to adapt itself to the local characteristics of each correspondence. This allows for obtaining higher accuracy along depth borders and lower matching ambiguity, especially within low textured regions.
Although works dealing with cost aggregation on a variable support date back to the 70s, 80s and early 90s [19, 2, 21, 11] , only in the last years a broad research activity has provided effective ideas allowing local algorithms based on a variable support to yield an accuracy comparable to that of many global methods. Moreover, though typically performed by local algorithms, cost aggregation on a variable support proved to be very effective in improving the performance of global algorithms such as based on Belief Propagation (BP) [31] , Dynamic Programming (DP) [28] , Scanline Optimization (SO) [20] .
We believe that the variety of approaches, as well as the excellent results achieved, deserve a specific classification, highlighting similarities and differences between the main cost aggregation strategies, together with a comparative performance evaluation of the different methods. Recent surveys on stereo matching [23, 6, 16, 14] do not address the above topics since they consider the whole class of stereo methods [23] , review advances in computational stereo with particular emphasis on occlusion detection and real-time methods [6] , focus on matching functions robust to photometric distortions and noise [16] or address only those cost aggregation methods that are suited to real-time implementation on a GPU [14] . Differently, this paper is specifically focused on classifying the main variable support-based cost aggregation strategies and comparing them experimentally within a plain vanilla Winner-Take-All (WTA) framework.
In particular, we firstly compare the considered strategies in terms of accuracy of the retrieved disparity maps based on the methodology proposed in [23] . Then, we extend the evaluation methodology in [23] by comparing strategies also in terms of computational complexity. Moreover, by evaluating jointly the two parameters of comparison we highlight the methods that better trade-off between accuracy and computational complexity.
Classification of cost aggregation strategies
Although several methods concerning the idea of variable support constrain the cost aggregation step to rely on rectangular windows with fixed weights only, alternatives to this basic idea aimed at improving accuracy and mainly based on either two different approaches, have been proposed. The former generalizes the concept of variable support by allowing the support to have any shape instead of being built upon rectangular windows only. The latter assigns adaptive -rather than fixed -weights to the points belonging to the support. While these approaches aim at improved accuracy, on the other hand the irregularity of the support hardly allows for deployment of incremental calculation schemes, thus yielding potentially higher computational costs. It is also worth to point out that, with a few exceptions, most of the cost aggregation strategies determine the support on the basis of a symmetric scheme deploying information from both images.
As for the matching (or error) function employed, this is typically based on the L p distance between the two vectors representing the supports in the stereo images, such as the Sum of Absolute Differences (SAD) or Sum of Squared Differences (SSD). Often M-estimators are used to achieve better robustness toward outliers. The basic one simply truncates the values of the matching measure up to a threshold (e.g. Truncated SAD [30, 25] ), while sometimes other more complex M-estimators are used [12] . Another popular solution regards the use of a measure insensitive to image sampling [3] (e.g. used in [27] ). Moreover, a promising similarity function based on point distinctiveness has been recently proposed in [32] .
Finally, it is worth pointing out that this work addresses aggregation strategies based on fronto-parallel variable supports only, thus not considering proposals that account for three-dimensional supports (e.g. [33] ).
Cost aggregation based on rectangular windows
Let I r and I t be respectively the reference and target image of a rectified stereo pair. Let p, the point at coordinate (x, y) in I r , and q, the point at coordinate (x + d, y) in I t , be the two points for which stereo correspondence is currently being evaluated, and let w r n (i, j), w t n (i, j) denote two squared windows of side n centered on (i, j) respectively in I r , I t . We also denote as W n (i, j, d) the pair of windows w
A first category of variable support methods relies on a fixed set of rectangular window pairs, S(p, q), symmetrically defined on I r and I t . When evaluating correspondence (p, q) a subset of S(p, q), determined according to a specific criterion and referred to hereinafter as S V (p, q) represents the current support. Since S V (p, q) varies at each correspondence under evaluation, it should adapt itself to the local characteristics of p and q, thus enabling better handling of depth borders and low-textured areas with respect to the use of a fixed static support. The local matching cost is then obtained by computing an error function over S V (p, q).
It is worth observing that within this category the support at each correspondence depends on both I r and I t , since its determination is typically based on the error function itself, whose value depends on both images. Moreover, each weight assigned to the points in the various windows is fixed and does not depend on the image content. Finally, an important advantage of the methods based on this idea is that, since they deploy rectangular windows, they can often exploit incremental schemes in order to achieve significant computational efficiency.
Varying window size and/or offset
One of the first algorithms exploiting the idea of using a set of windows to improve the accuracy of stereo correspondence is Shiftable windows [23] . In this case, the set of windows S(p, q) is defined as:
(1) where n is a parameter of the algorithm representing the chosen window size. The support at each correspondence, S V (p, q), is given by the window minimizing the error function over S(p, q). This approach is useful along depth borders, since it aims at determining the most appropriate displacement with respect to p on which to center the window in order to aggregate points lying at the same depth plane as p. A variation of this basic strategy concerns including in S(p, q) only 9 squared windows in symmetrical positions with respect to the central point [4, 10] .
An alternative approach [21, 1] is to vary the size of the window rather than its displacement by properly selecting n between a minimum value N min and a maximum value N max :
This allows, e.g., to employ bigger windows within lowtextured regions.
These schemes can be generalized by selecting the best support between a set of window pairs having different sizes and different displacements. In [17] the best displacement is selected by means of a shiftable window approach, while, to determine the size of the support, starting from n = N min the window is iteratively enlarged until a given minimum variance of the error function is reached.
A slightly more general approach is represented by the method proposed in [27] , which selects as support the window minimizing a matching cost over a set of windows S(p, q) defined as:
The 3 criteria on which the matching cost is based include minimization of the error function and its variance, plus the use of a biasing weight to favor the choice of large windows within low-textured regions, where the error function and its variance might not vary significantly along the evaluated window sizes. Moreover, this method explicitly proposes an incremental scheme aimed at efficiently computing (3) at each new correspondence. An analogous approach was proposed in [7] . As for this method, the best displacement is selected out of 9 using the shiftable windows approach. Then, the window size is iteratively decreased until either the error function gets worse or the minimum window size is reached.
In [9] the displacements considered at each correspondence are 4, disposed on the four window corners. As for the window size, starting from an initial value, the window horizontal and vertical sides are iteratively increased until either the error variance on a direction gets higher than a certain threshold or the error function gets worse. Differently from previous approaches, this allows to obtain rectangular supports.
Selecting more than one window
All previous schemes select, for each correspondence, one window on each image representing the best support over S(p, q). A generalization of this approach is represented by S V (p, q) being not one single window pair, but a subset of window pairs. In [22] , S(p, q) is the same as in (1) and the outcome of the error measure computation on the various window pairs is used to assess whether each point is close or not to a depth edge. Based on that, a variable support strategy is deployed on all points detected as close to a depth edge, where the final matching cost assigned to each correspondence is obtained by averaging the error function along those displacement positions detected as lying on the same border side as p and q.
In one version of method [15] , S(p, q) is defined as a set of 5 squared windows
At each correspondence the variable support is obtained as the union of 3 best supporting windows (i.e., on I r , the one centered on p plus those 2 out of the 4 windows around p scoring the lowest error function, and symmetrically on I t ). Variations of this scheme employ variable supports of a total of either 5 or 13 best supporting windows out of a set including, respectively, 9 and 25 windows.
Associating different weights to window points
It is worth pointing out that with the methods described in Section 2.1.2 the resulting shape of the support is no longer constrained to a rectangle. Moreover, getting a support made out of several partially overlapping windows having uniform weights is equivalent to getting a support made out of a single rectangular window where each point is weighted differently. This latter strategy concerns the explicit assignment of different weights to the points of each window belonging to S(p, q). In method [18] , the aggregation stage defines S(p, q) as a set of 108 rod-shaped windows. Each window is characterized by a specific orientation and weight set, and the support at each correspondence is determined by the window minimizing the error function. Each point is then classified as homogeneous or heterogeneous based on the outcome of the application of a LoG filter, and on those points denoted as homogeneous the minimum error score determined on S(p, q) is also compared to that yielded by a basic shiftable windows approach.
In the strategy proposed in [13] , S(p, q) is defined as a set of 5 × 5 window pairs centered on (p, q), each window point being characterized by a weight belonging to the set {0, 1, 2, 4}. For each correspondence a window pair is selected according to the local structure of I r , which is extracted by means of either edge detection or segmentation. The authors propose also to iterate the process k times, and suggest to use k = 4 or k = 2 respectively in a local or global framework.
Cost aggregation based on unconstrained shapes
An important generalization to the idea of determining S(p, q) as a set of rectangular windows is to allow supports to have any shape. This potentially allows supports to better adapt to the local characteristics of the data, though sometimes this approach does not translate into computationally efficient algorithms.
The first method exploiting this idea was proposed in [5] . At each correspondence (p, q), each pixel p i on I r is classified either as plausible or not-plausible based on an estimation of the photometric relation between p i and its correspondent on I q at the same disparity as (p, q). The best disparity for p is simply selected as that yielding the largest set of connected plausible pixels. This allows to have variable supports which can ideally extend to all pixels of the image. Differently, in [26] the support shape at each correspondence is represented by a polygonal line around p, which is extracted by applying the minimum ratio cycle technique.
Finally, in [12] the support shape is represented by the intersection between the segment on which p lies, G p , and a squared window centered on p, w r n (x, y). This approach is intrinsically based on the assumption, introduced by [24] , that disparity is constant over each segment obtained from a segmentation process. Moreover, this approach relies only on segmentation information concerning I r (i.e. it is not symmetrical). Those points belonging to w r n (x, y) and not to G p are included in the error function by means of a small constant weight.
Use of adaptive weights
Another important generalization of the variable support concept refers to the assignment of different and variable weights to the points surrounding p and q. The concept of support and shape are more controversial in this case: since every point receives a weight, the distinction between points belonging or not to the support is seamless. Moreover, since the whole set of weights has to be re-computed at each new correspondence, the variable support typically does not include the whole image but only a subset of points represented by a squared or a round window centered on p and q, with the assumption that points lying farther than a certain distance are uncorrelated. Once the weights are determined, the error function is typically computed by weighting each pixel-wise error measurement with the corresponding coefficient.
The method proposed in [29] can be regarded as the first proposal for stereo exploiting this idea. It was inspired by [8] , which proposed a method to segment a foreground object from its background in an image based on the radial propagation of similarity starting from a foreground point. In [29] 3 different cues are deployed to determine the support weights for points belonging to the reference view I r . The first one (the certainty) is based on the variance of the error function: since weights are propagated radially starting from p, each point weight depends from the error variance of previous points along its ray. With increasing variances, the assigned weight is lower since it corresponds to a low certainty. The two other cues are color and disparity distribution correlation: the weight assigned to a point p i increases as the difference in the color space between p i and p decreases and as the correlation between p i and p disparity distribution increases. Each cue is weighted by means of a gaussian function in the final weight formulation, the 3 gaussian variances being 3 parameters of the method.
In [30] this approach is enhanced by symmetrically extending the weight computation to points on I t . Weights are computed based on the two cues of distance in the color space and distance in the coordinate space (proximity) by means of gaussian functions, this approach being motivated by the Gestalt principles of similarity. Then, a final weighted error function is proposed including normalization by means of the weight coefficients. Points farther than a certain distance from p and q are not evaluated. An efficient though simplified asymmetric version of this method is proposed within a Dynamic Programming framework in [28] , so to allow a GPU implementation with real-time capabilities.
Finally, the method proposed in [25] improves [30] by demonstrating that the cue of proximity can lead to incorrect weight assignments along depth borders as well as in presence of low-textured regions, high-textured regions and repetitive patterns. Hence, instead of this cue, the output of a segmentation process is exploited so as to embody more effectively information about color-spatial connectivity between points.
Experimental evaluation and comparison
In this section an extensive performance evaluation and comparison between different cost aggregation strategies based on a variable support is proposed. Since the aim is to specifically evaluate the effectiveness and efficiency of the various aggregation methods, all the considered strategies have been embodied into the same plain WTA framework. The two criteria used for the evaluation are accuracy and computational cost. Evaluation according to the first criterion is accomplished by using the Middlebury Stereo Evaluation Dataset 1 [23] . Computational cost is assessed by measuring for each method the execution time needed to process a reference stereo pair on the same machine (Intel Core Duo 2.14 GHz CPU, 2 GB RAM).
The selected approaches are those that represent the state-of-the-art for the different classes of cost aggregation strategies identified in Section 2. In particular, 14 methods are compared, which are now listed together with the nickname used hereinafter to refer them to. The basic method that uses a fixed square window is referred to as Fixed window. As for the approaches based on a selection over a set of windows, we evaluated Shiftable window [4] , Reliability [17] , Variable windows [27] , Recursive adaptive [7] , Multiple adaptive [9] , Multiple windows [15] (tested in the 3 versions based respectively on 5, 9 and 25 supporting windows), Oriented rod [18] , Gradient guided [13] . With regards to the approaches that allow for unconstrained support shapes we evaluated Max connected [5] and Segmentation based [12] . Finally, within the methods based on adaptive weights we considered Radial adaptive [29] , Adaptive weight [30] and Segment support [25] .
In order to carry out an as fair as possible comparison, all method were implemented using the same criteria, except in the case of Adaptive weight [30] for which the authors' source code is publicly available. For each method, only the proposed aggregation stage was implemented and tested. In particular, neither pre-processing stages nor typical post-processing stages, such as median filtering and left-right consistency check, were applied. In order to better assess the performance of Oriented rod and Multiple windows, where the proposed pre-processing stage is intrinsically connected with the aggregation stage, for both methods we considered two versions, that is with and without pre-processing. Those versions where pre-processing was excluded will be denoted hereinafter with the symbol * . Since for Oriented rod pre-processing served as a way to discriminate between homogeneous and heterogeneous points, in the version without pre-processing all points are considered homogeneous and thus compared with the result of a shiftable filter. This generally implies higher computation times and in some case better accuracy. Moreover, for the sake of fairness the cost function is the same for all methods. In particular, since many aggregation strategies rely on colour information [13, 12, 29, 30, 25] , the selected cost function is the Sum of Absolute Differences (SAD) on RGB pixels, exception made for method Max connected, which was implemented as originally proposed by the authors since it is not explicitly based on a cost function. Finally, for each method which was not originally proposed with this cost function or where parameter values were not explicitly specified by authors, parameter values were selected by means of a tuning process ran on the considered dataset.
As far as execution times are concerned, in our implementations we took into account all the guidelines and details originally proposed by the authors, including e.g. the use of incremental schemes for a more efficient implementation (e.g. Variable windows [27] ). Our implementations of the basic Fixed window and of Shiftable windows also deploy incremental schemes. When implementation details were not explicitly provided by the authors we adopted the same plain criteria across the considered algorithm, so as to the render the comparison of execution times as fair as possible. However, it is clear that by extensively optimising each algorithm according to its own structure one would get different and perhaps much faster execution times. Therefore, the reported measurements should be interpreted only as useful indicators aimed at comparing the computational costs of the considered methods. Fig. 1 allows for a qualitative evaluation and comparison of the variable supports extracted by the considered methods on 6 representative hand-chosen points of the stereo pair Teddy. The selected points, highlighted in the top picture of Fig. 1 , refer to regions where stereo methods based on fixed or variable support are often ambiguous due to one or more of the following causes: presence of depth borders (points 1, 2, 4, 6), low-textured areas (points 2, 5), highly textured areas (point 3). For those methods associating weights to points belonging to the support, higher weights are represented by brighter grayscale values. Furthermore, since method Max connected can have supports extending to the whole image area, only for this method, for each of the evaluated point, each extracted support is shown on a different picture (indicated in brackets in the figure). Moreover, for the sake of simplicity the supports displayed for [13] are relative to k = 1 (although in our implementation we use k = 4, as originally proposed in [13] , to obtain the experimental results shown in Subsection 3.2).
Analysis of extracted supports
From a qualitative point of view, it is worth noticing how aggregation strategies deploying sets of window pairs are generally able to adapt their supports according to the position of the depth border (points 1, 2, 4, 6 ), though it seems clear that supports made out of rectangular windows lack in flexibility. For instance, this can be clearly seen at point 4 for methods Shiftable windows, Reliability, Multiple window (25W).For what regards low-textured regions (points 2, 5), only a subset of methods which allow the support windows to vary their size (i.e. Multiple Adaptive, Reliability and, to some extent, Variable windows) succeeds in correctly expanding over these regions.
As for methods deploying supports characterized by unconstrained shapes, method Segmentation based seems to adapt very well its supports along depth borders as well as in presence of low-textured regions. As for method Max connected, though generally it correctly limits the support shape when approaching a depth border, it often annexes points at different disparities causing ambiguities in the disparity retrieval stage. Moreover, this causes the extracted supports for points 4 and 5 to coincide, even though these two points lie at a different disparity.
Finally, all methods deploying adaptive weights seem to extract the supports with notable accuracy. Together with Segmentation based, they outperform other aggregation schemes, leading to the best variable supports. Moreover, since they evaluate a high number of points surrounding the correspondence currently evaluated, this often allows them to include within the same support a high number of points lying at the same disparity: this turns out to be effective especially in presence of depth borders and lowtextured regions. Between these methods, Segment support and Radial adaptive seem more effective than Adaptive weight within low-textured regions (points 2, 5), while Segment support also handles better the considered hightextured region (point 3) compared to the other two approaches which, conversely, at this point retrieve very small supports.
Accuracy and computational cost
For what concerns accuracy we rely on a testbed and evaluation methodology analogous to that adopted on the Middlebury Stereo Evaluation site. In particular, as it can be seen from points except for occluded areas) and Disc (only points along depth discontinuities, not including occluded areas). Each single error rate is also denoted by its respective ranking along the considered methods. Error rates on all image points including occlusions have not been taken into account since the tested algorithms do not explicitly handle disparity retrieval for occluded points due to the adopted WTA framework. Besides, an overall accuracy ranking obtained by averaging the single rankings of each method along the dataset is shown in the second column.
As for computational costs, Table 1 reports for each method the measured execution time on the stereo pair Teddy. Similarly to the evaluation of accuracy, the Table shows the ranking of methods according to the measured execution times. Finally, the Table reports in the rightmost column the ranking obtained by averaging the overall accuracy ranking and the time ranking, so as to highlight the methods that better trade-off between accuracy and computational efficiency.
Coherently with the qualitative analysis based on Fig. 1 , the Table shows that the most accurate methods are those deploying adaptive weights. In particular, Segment support [25] and Adaptive weight [30] outperform the other methods almost on the whole dataset, followed by Variable Windows [27] . Conversely, the fastest methods are those based on the evaluation of the support over a set of windows or based on unconstrained shapes. It is worth observing that, apart from the basic Fixed window approach, methods such as Segmentation based [12] , Gradient guided [13] , Multiple window [15] , Shiftable window [4] and Variable windows [27] can run in seconds or tens of seconds, while some methods, i.e. Max connected [5] and Radial adaptive [29] may require hours. As regards the accuracy/efficiency trade-off, the best method turned out to be Segmentation based [12] , with similar rankings obtained by Shiftable Windows [4] and Gradient guided [13] .
The disparity maps obtained by the various methods on the Middlebury dataset as well as the qualitative comparison of the extracted supports concerning the Tsukuba and Teddy stereo pairs can be found on-line 2 . In addition, this web site includes the results dealing with other cost measures (Truncated SAD, SSD) and the program used for generating the supports depicted in Fig. 1. 
Conclusions
A survey and evaluation of stereo matching methods based on a variable support has been proposed. The first part, concerning classification, illustrated a categorization of the approaches proposed in literature. Then, in the second part, a vast experimental comparison between variable support-based methods within a WTA framework has been presented. The evaluation work has been aimed at assess-ing both accuracy and computational complexity of the considered methods. This allowed us to determine also which methods provide better trade-offs between accuracy and computational complexity. Future work will be aimed at extending this comparison by including other cost aggregation methods not considered in this paper, such as e.g. [26] and [22] , as well as at evaluating variable support-based method on images affected by photometric distortions and noise using stereo pairs with ground-truth. 
