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Abstract.
We formulate and prove in this report some sufficient conditions for exponential
tightness (ET) of a family of independent identical distributed (i.i.d.) random fields
(r.f.) (processes) in the space of continuous functions defined on certain metric
compact set.
We will use the entropic method as well as too modern approach through the
majorizing measures (generic chaining).
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1 Introduction. Statement of the problem. No-
tations. Definitions.
Let (Ω, F,P) be a probability space, (T = {t}, d) be compact metric space relative
the semi - distance function d = d(t, s), t, s ∈ T, C(T, d) be the Banach space of all
continuous functions: f : T → R with ordinary uniform norm
||f || = max
t∈T
|f(t)|,
1
ξ = ξ(t), t ∈ T be separable random process (field), ξi(t), i = 1, 2, . . . be
independent copies of ξ(t),
Sn(t) = n
−1
n∑
i=1
ξi(t).
Definition 1.1. Exponential Tightness. We will say as usually that the
family {Sn(t)} satisfies the exponential tightness condition (ETC) in the Banach
space C(T, d), briefly: {Sn(·)} ∈ ETC, if the r.f. ξ(·) and following all the r.f. Sn(·)
are d − continuous with probability one, and if for each v = const > 0 there exists
a compact set K = K(v) in the space C(T, d) such that
lim sup
n→∞
1
n
logP(Sn(·) /∈ K(v)) ≤ −v. (1.1)
This notion play a very important role in the theory of Large Deviations (LD) in
the Banach space, see [1] - [4], [6], [7], [12], [11], [14], [31], [33], [36], [40] and following
in Statistics [6], [8], [9], [10], [22], [27], [32]; in the theory of Random Processes [31],
[4]; in Insurance and Finance [17]; and still in Philology [27].
Our purpose in this report is to formulate and prove some sufficient
conditions for exponential tightness in the Banach space of continuous
functions.
Some previous results in this direction may be found in the articles [1] - [3], [24],
[31], [34], [36], [35], [37].
Note that it is written in the name of the article [36] ”Criteria for exponential
tightness in path spaces”, but in fact it is formulated and proved only sufficient
conditions for exponential tightness in path space.
Roughly speaking, we will prove that ”almost everywhere”, i.e. under simple
natural additional conditions, when the sequence of r.f. n1/2Sn(·) satisfies the Central
Limit Theorem (CLT) in the space C(T, d), then it satisfies also the Exponential
Tightness (ET) in this space.
2 Entropy conditions for exponential tightness.
We can and will suppose without loss of generality that the r.f. ξ = ξ(t) is non-zero,
centered: Eξ(t) = 0, t ∈ T.
We suppose also that ξ(t) satisfies the uniformly in t ∈ T the following strength-
ening of Cramer’s condition:
∀µ = const > 0 ∃x0 > 0 ∀x > x0 ⇒ sup
t∈T
P(|ξ(t)| > x) ≤ exp(−µx). (2.1)
Introduce the following important function:
φ(λ)
def
= sup
t∈T
max
±
logE exp(±λξ(t)). (2.2)
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It follows from condition (2.1) that the function φ(λ) is finite for all the values
λ, λ ∈ R, and is even, is logarithmical convex and such that
φ(0) = 0, φ′(0) = 0, |λ| ≤ 1 ⇒ C1λ2 ≤ φ(λ) ≤ C2λ2 (2.3)
for some finite positive constants C1, C2.
Define on the basis of the function φ(·) the next function
χ(λ)
def
= sup
n
[n · φ(λ/√n)]. (2.4)
This function obeys at the same properties as the source function φ(·); for instance,
the finiteness of the function χ(λ) for all the values λ ∈ R follows immediately from
the finiteness of the function φ and from the relations (2.3).
The function χ = χ(λ) generated the so-called Banach space B(χ) = B(χ; Ω)
as follows. We say that the centered random variable (r.v) η belongs to the space
B(χ), if there exists some non-negative constant τ ≥ 0 such that
∀λ ∈ R ⇒ E exp(λη) ≤ exp[χ(λ τ)]. (2.5).
The minimal value τ satisfying (2.5) is called a B(χ) norm of the variable ξ, write
||η||B(χ) = inf{τ, τ > 0 : ∀λ ⇒ E exp(λη) ≤ exp(χ(λ τ))}. (2.6)
These spaces are Banach spaces and are very convenient for the investigation of
the r.v. having an exponential decreasing tail of distribution, for instance, for in-
vestigation of the limit theorem, the exponential bounds of distribution for sums
of random variables, non-asymptotical properties, problem of continuous of random
fields, study of Central Limit Theorem in the Banach space etc.
The detail investigation of these spaces see in [19], [25], chapter 1.
Note that both the functions φ, χ, as well as the norm || · ||B(χ) are natural, i.e.
generated only by the values of ξ(t), t ∈ T.We can define by means of these functions
and norm define the following variable σ := supt∈T ||ξ(t)||B(χ) and distance (more
exactly, semi-distance):
dφ(t, s) := ||ξ(t)− ξ(s)||B(φ), (2.7)
which is also natural.
Notice that the norms || · ||B(φ) and || · ||B(χ) are in general case not equivalent,
but if supt∈T ||ξ(t)||B(φ) <∞, then σ <∞.
For example, if the r.f. ξ(t) is centered and Gaussian with maxt∈T Var(ξ(t)) = 1,
then
σ = 1, φ(λ) = χ(λ) = λ2/2
and correspondingly
dχ(t, s) = [Var(ξ(t)− ξ(s))]1/2 . (2.8)
The distance dχ(t, s) in (2.8) is called Dudley, or Dudley - Fernique distance, see
[15], chapter 2,3; [16].
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We denote as ordinary by N(T, dχ, ǫ) the minimal amount of dχ − balls of a
radii ǫ > 0 which cover all the set T. Recall that it follows from Hausdorff’s theorem
that the set T relative the distance dχ is compact iff it is bounded, closed and for
arbitrary ǫ > 0 ⇒ N(T, dχ, ǫ) <∞.
The function
H(T, dχ, ǫ) = lnN(T, dχ, ǫ)
is called an entropy of the set T relative the semi-distance dχ.
Introduce also the following functions and variables.
χ∗(x) = sup
λ∈R
(λ|x| − χ(λ))
the Young - Fenchel, or Legendre transform of the function χ(·);
Y (z) := exp (χ∗(z))− 1
be a Young - Orlicz function generated by χ(·);
J :=
∫ σ
0
Y −1 (N(T, dχ, ǫ)) dǫ. (2.9)
The integral J is called entropy integral; the condition J < ∞ is said to be
entropy condition.
Theorem 2.1. Assume J < ∞. Then the sequence Sn(·) is exponentially tight
in the Banach space C(T, dφ).
Proof.
0. We will use hereafter the following famous result belonging to Alejandro de
Acosta [1] - [3] on sums of Banach space-valued random variables. Let E be a
Banach space with a norm || · || , and let η1, η2, . . . be independent and identically
distributed E − valued random variables satisfying the condition
∀λ = const ≥ 0 ⇒ E exp(λ||η1||) <∞.
Define
Xn =
1
n
n∑
j=1
ηj .
A. de Acosta proved that {Xn} is exponentially tight.
2. We can and will suppose
lim
λ→∞
φ(λ)/λ = lim
λ→∞
χ(λ)/λ =∞,
since the opposite case is trivial: for some finite constant C
P(sup
t∈T
|ξ(t)| ≤ C) = 1.
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Further, let us consider the random field, more exactly, the family of random
fields
ζn(t) = n
1/2Sn(t) = n
−1/2
n∑
i=1
ξi(t). (2.10)
We have:
sup
n
sup
t∈T
||ζn(t)||B(χ) = σ <∞; (2.11a)
sup
n
sup
t6=s
∣∣∣∣∣
∣∣∣∣∣ζn(t)− ζn(s)dφ(t, s)
∣∣∣∣∣
∣∣∣∣∣B(χ) =: C3 <∞. (2.11b)
Since the entropy condition J < ∞ is satisfied, there exists a new continuous
relative the semi-distance dφ semi-distance ρ = ρ(t, s) such that
P
{
sup
t6=s
∣∣∣∣∣ζn(t)− ζn(s)ρ(t, s)
∣∣∣∣∣ > u
}
≤ exp (−χ∗(Cu)) , (2.12)
see [13] or [25], chapter 4, section 4.3.
Therefore
P
{
sup
t6=s
∣∣∣∣∣Sn(t)− Sn(s)ρ(t, s)
∣∣∣∣∣ > u
}
≤ exp
(
−χ∗(Cu√n)
)
. (2.13)
This completes the proof of theorem 2.1.
3 Majorizing measure conditions for exponential
tightness.
Let m(·) be probabilistic Borelian measure defined on the set T, and let Φ =
Φ(u), u ≥ 0 be the strictly increasing continuous non-negative Young-Orlicz func-
tion such that
Φ(u) = 0 ⇒ u = 0; ∀λ > 0 ⇒ lim
u→∞
Φ(u)
exp(λu)
=∞. (3.1)
Let us define also the following important distance function: w(x1, x2) =
w(x1, x2;V ) = w(x1, x2;V,m) = w(x1, x2;V,m,Φ) = w(x1, x2;V,m,Φ, d)
def
=
6
∫ d(x1,x2)
0
{
Φ−1
[
4V
m2(Bd(r, x1))
]
+ Φ−1
[
4V
m2(Bd(r, x2))
]}
dr, (3.2)
where Bd(x, r) is d − ball in the set X :
Bd(x, r) = {y, y ∈ X, d(x, y) ≤ r}, r ≤ D := sup
x,y
d(x, y).
The triangle inequality and other properties of the distance function w =
w(x1, x2) are proved in [20].
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Definition 3.1. (See [20]). The measure m is said to be minorizing mea-
sure relative the distance d = d(x1, x2), if for each values x1, x2 ∈ X, V ∈ (0,∞)
w(x1, x2;V ) <∞.
Definition 3.2. (See [20]). The measure m is said to be majorizing measure
relative the distance d = d(x1, x2), if
sup
x,y∈X
w(x1, x2;D) <∞.
We will denote the Orlicz norm constructed by means of the function Φ of a
random variable κ defined on our probabilistic space (Ω,P) as |||κ|||L(Ω,Φ) or for
simplicity |||κ|||Φ.
We introduce the so-called natural distance ρΦ(x1, x2) as follows:
dΦ = dΦ(x1, x2) := |||ξ(x1)− ξ(x2)|||L(Ω,Φ), x1, x2 ∈ X. (3.3)
Theorem 3.1. Suppose for some described above Young - Orlicz function Φ(·)
inf
t∈T
|||ξ(t)|||L(Ω,Φ) <∞, (3.4)
and that there exists the probabilistic Borelian majorizing measure m(·) on the set
X relative the distance dΦ(·, ·).
Then the sequence Sn(·) is exponentially tight in the Banach space C(T, dΦ).
Proof. Fix arbitrary point t0 ∈ T for which ||ξ(t0)|||L(Ω,Φ) < ∞. Further,
there exists a non-negative random variable θ belonging to the space L(Ω,Φ) and
continuous relative the distance dΦ (and bounded) a new non-random distance w =
w(t1, t2) for which
|ξ(t1)− ξ(t2)| ≤ θ · w(t1, t2), (3.5)
[30]; see also [28], [29]. Following, the r.f. ξ = ξ(t), t ∈ T is dΦ − continuous with
probability one.
Further, it follows from the expression
ξ(t) = ξ(t0) + (ξ(t)− ξ(t0)),
and from the inequality (3.5), properties of the point t0 that
sup
t∈T
|ξ(t)| ∈ L(Ω,Φ).
We conclude taking into account the properties of the function Φ (3.1) that
∀λ ≥ 0 ⇒ E exp
(
λ sup
t∈T
|ξ(t)|
)
<∞. (3.6)
The proposition of our theorem (3.1) follows now from one of the main results of an
articles Alejandro de Acosta [1] - [3].
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4 Exponential tightness in Ho¨lder spaces.
Let ω = ω(t, s) be another continuous non-random semi-distance on the set T. The
Ho¨lder’s space H(T, ω) = H(ω) is defined as a set of all functions f, f : T ∈ R with
finite norm
||f ||H(ω) def= |f(t0)|+ sup
t,s:t6=s
[ |f(t)− f(s)|
ω(t, s)
]
, (4.1)
where t0 is certain fixed non-random point of the set T.
We derive in this section some sufficient conditions for Exponential Tightness in
Ho¨lder spaces.
Theorem 4.1. We retain all the notations and conditions of theorem 2.1, in
particular, the condition J <∞.
Let ρ = ρ(t, s) be a continuous relative dΦ semi-distance defined in the second
section.
The sequence Sn(·) is exponentially tight in the Banach space H(T, ρ).
Proof is very simple. It follows from relations (2.12) and (2.13) that
∀λ ≥ 0 ⇒ sup
n
E exp (λ||ζn(·)||H(ρ)) <∞. (4.2)
It remains to refer the famous cited result of A.de Acosta [1].
Analogously may pe grounded the following proposition.
Theorem 4.2. We retain all the notations and conditions of theorem 3.1. Let
w = w(t, s) be the semi-distance defined in the third section. We claim that the
sequence Sn(·) is exponentially tight in the Banach space H(T, w).
Another exponential estimates for distribution of maximum for continuous ran-
dom fields may be found in the article [28].
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