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Abstract
Identity transformations, used as skip-connections in residual networks, directly
connect convolutional layers close to the input and those close to the output in
deep neural networks, improving information flow and thus easing the training.
In this paper, we introduce two alternative linear transforms, orthogonal transfor-
mation and idempotent transformation. According to the definition and property
of orthogonal and idempotent matrices, the product of multiple orthogonal (same
idempotent) matrices, used to form linear transformations, is equal to a single
orthogonal (idempotent) matrix, resulting in that information flow is improved and
the training is eased. One interesting point is that the success essentially stems
from feature reuse and gradient reuse in forward and backward propagation for
maintaining the information during flow and eliminating the gradient vanishing
problem because of the express way through skip-connections. We empirically
demonstrate the effectiveness of the proposed two transformations: similar perfor-
mance in single-branch networks and even superior in multi-branch networks in
comparison to identity transformations.
1 Introduction
Training convolution neural networks becomes more difficult with the depth increasing and even the
training accuracy deceases for very deep networks. Identity mappings or transformations, which are
adopted as skip-connections in deep residual networks [7], ease the training of very deep networks
and make the accuracy improved.
Identity transformations lead to shorter connections between layers close to the input and those close
to the output. It is shown that identity transformations improve information flow in both forward
propagation and back-propagation because the product of identity matrices is still an identity matrix,
in other words, multiple skip-connections is essentially like a single skip-connection no matter how
many skip-connections there are.
In this paper, we introduce two linear transformations and use them as skip-connections for improving
information flow. The first one is an orthogonal transformation. Multiplying several orthogonal
matrices, used to form the orthogonal transformations, yields an orthogonal matrix. The benefit is
that information attenuation and explosion is avoided because the absolute values of the eigenvalues
of an orthogonal matrix are always 1. The second one is an idempotent transformation, whose
transformation matrix is an idempotent matrix which, when multiplied by itself, yields itself. A
sequence of idempotent transformations with the same idempotent matrices is equivalent to a single
idempotent transformation. We show that the success essentially comes from feature reuse and
gradient reuse in forward and backward propagation for maintaining the information and eliminating
the gradient vanishing problem because of the express way through skip-connections.
The empirical results show that single-branch deep neural networks with idempotent and orthogonal
transformations as skip-connections achieve perform similarly to those with identity transformations
and that the performances are superior when applied to multi-branch networks.
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Figure 1: (a) A building block with a linear transformation P; (b) An equivalent form for an orthog-
onal transformation; Q1 and Q2 correspond to pre-orthogonal transformation and post-orthogonal
transformation. (c) An equivalent form for an idempotent transformation. (d) The regular connection
with two branches converted from an orthogonal or idempotent transformation, where T1 and T2
are pre-linear transformation and post-linear transformation. (e) Two separate branches, where T11
(T12) and T21 (T22) are pre-linear transformation and post-linear transformation. The network in
(d) cannot be converted to that in (e) for general pre- and post-transformations.
2 Related Works
In general, deeper convolutional neural networks leads to superior classification accuracy. An example
is the improvement on the ImageNet classification from AlexNet [13] (7 layers) to VGGNet [21]
(19 layers). However, going deeper increases the training difficulty. Techniques to ease the training
include optimization techniques [18, 6, 4, 11, 5, 17, 19] and network architecture design. In the
following, we discuss representative works on network architecture design.
GoogLeNet [23] is one of the first works, designing network architectures to deal with the difficulty
of training deep networks. It is built by repeating Inception blocks each of which contains short and
long branches, and thus there are both short and long paths between layers close to the input layer
and those close to the output layer, i.e., information flow is improved.
Inspired by Long Short-Term Memory recurrent networks, highway networks [22] adopt identity
transformations together with adaptive gating mechanism, allowing computation paths along which
information can flow across many layers without attenuation. It indeed eases the training of very
deep networks, e.g., 100 layers. Residual networks [7] also adopt identity transformations as skip-
connections, but without including gating units, making training networks of thousands of layers
easier. In this paper, we introduce two alternative transformations, orthogonal and idempotent
transformations, which also improve information flow. We do not find that they learn residuals as
claimed in [7] and but find that features and gradients are reused through the express way composed
of skip-connections.
FractalNets [14], deeply-fused nets [26], and DenseNets [9] present various multi-branch structures,
leading to short and long paths between layers close to the input layer and those close to the output
layer. Consequently, the effective depth [14] or the average depth [26] is reduced a lot though the
nominal depth is great and accordingly information flow is improved.
Deep supervision [15] associates a companion local output and accordingly a loss function with each
hidden layer, which results in shorter paths from hidden layers to the loss layers. Its success provides
an evidence that effective depth is crucial. FitNets [20], a student-teacher paradigm, train a thinner
and deeper student network such that the intermediate representations approach the intermediate
representations of a wider and shallower (but still deep) teacher network that is relatively easy to be
trained, which is in some sense a kind of deep supervision, also reducing the effective depth.
3 Orthogonal and Idempotent Transformations
A building block with a linear transformation used as the skip-connection is written as:
y = Px + F(x,W). (1)
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Here, x and y are the input and output features. Px is the skip-connection, and P is the transformation
matrix. F is the regular connection, e.g., two convolutional layers with each followed by a ReLU
activation function, andW is the parameters of the function F . Following residual networks [7],
we design the networks by starting with a convolutional layer, repeating such building blocks, and
appending a global pooling layer and a fully-connected layer. Figure 1(a) illustrates such a block.
The recursive equations below show how the features are forward-propagated through building blocks
and the gradients are backward-propagated.
Forward propagation. The transformation function, transferring the feature xm, the input of the
mth building block to xn, the input of the nth building block, is given as follows,
xn = P
n−mxm +
∑n−1
i=m
Pn−i−1x′i+1, (2)
where x′i+1 = F(xi,Wi), and xi andWi are the input and the parameters of the ith block.
Backward propagation. The gradient is backward-prorogated from xn to xm as below,
∂L
∂xm
= (Pn−m)>
∂L
∂xn
+
∑n−1
i=m
∂x′i+1
∂xm
(Pn−i−1)>
∂L
∂xn
, (3)
where L is the loss function.
In the following, we show that the feature xm is reused in any later feature xn instead of only
xm+1 and the gradient ∂L∂xn is reused in any early gradient
∂L
∂xm
such that the signal (information)
is maintained and the vanishing problem is eliminated, for identity transformations, orthogonal
transformations and idempotent transformations.
3.1 Identity transformations
Identity transformations, i.e., P = I, are adopted in residual networks [7]. The forward and backward
processes are rewritten as below,
xn = xm +
∑n−1
i=m
x′i+1, (4)
∂L
∂xm
=
∂L
∂xn
+
∑n−1
i=m
∂x′i+1
∂xm
∂L
∂xn
. (5)
It is obvious that there is a path along skip-connections, where (1) xm directly flows to xn though
there are (n −m) blocks; and (2) the gradient with respect to xn is directly backward sent to the
gradient with respect to xm along the same path (both correspond to the first term of the right-hand
side of the above two equations).
3.2 Orthogonal transformations
An orthogonal transformation is a linear transformation, where the transformation matrix is orthogonal.
Mathematically, a matrix Q is orthogonal if Q>Q = QQ> = I. We have the following property:
Property 1. The product of an arbitrary number of orthogonal matrices is orthogonal:
∏K
k=1 Qk is
orthogonal, if Q1, Qk, . . . , QK are orthogonal.
Thus, the forward process (Equation 2) is rewritten as follows,
xn = Qn−mxm +
∑n−1
i=m
Qn−i−1x′i+1, (6)
where Qn−m = Qn−m and Qn−i−1 = Qn−i−1. We can see that xm is sent to xn via a single
orthogonal transformation (corresponding to the first term of the right-hand side) One notable property
is that any orthogonal transformation Q preserves the length of vectors: ‖Qx‖2 = ‖x‖2. This means
that through the path formed by skip-connections, the norm of the vector is maintained.
The backward process (Equation 3) becomes
∂L
∂xm
= Q>n−m
∂L
∂xn
+
∑n−1
i=m
∂x′i+1
∂xm
Q>n−i−1
∂L
∂xn
. (7)
3
Again, there is a path, formed by skip-connections and behaving like a single orthogonal transforma-
tion layer, where the gradient with respect to xn is sent to the gradient with respect to xm no matter
how many building blocks there are between xm and xn, and the norm of the gradient is maintained.
Conversion to identity transformations. We show that the orthogonal transformation can be
absorbed into the regular connection and the skip-connection is reduced to an identity transformation,
which is illustrated in Figure 1(b).
Theorem 1. For a network, which is formed with orthogonal transformations as skip-connections,
there exists another network,which is formed with identity transformations as skip-connections, such
that, given an arbitrary input x0, the final outputs of the two networks are the same.
Proof. We prove the theorem by considering the networks where the number of channels are not
changed). For the networks with the number of channels changed, the proof is a little complex but
similar.
The network with orthogonal transformations (L building blocks) is mathematically formed as below,
xq1 = W
q
0x0, (8)
xqi+1 = Qx
q
i + Fq(xqi ,Wqi ), i = 1, 2, . . . , L. (9)
We construct a network with identity transformations,
x1 = W0x0, (10)
xi+1 = xi + F(xi,Wi), i = 1, 2, . . . , L, (11)
satisfying
W0 = Q
LWq0, (12)
F(xi,Wi) = QL−iFq(xqi ,Wqi )Qi−L−1. (13)
It can be easily verified that given an arbitrary input x0, the final outputs of the two networks are the
same: xpL+1 = xL.
Thus, the theorem holds.
3.3 Idempotent transformations
An idempotent transformation is a linear transformation in which the transformation matrix is an
idempotent matrix. An idempotent matrix is a matrix which, when multiplied by itself, yields itself.
Defnition 1 (Idempotent matrix). The matrix P is idempotent if and only if PP = P, or equivalently
Pk = P, where k is a positive integer.
The forward process (Equation 2) becomes
xn = Pxm +
∑n−1
i=m
Pn−i−1x′i+1, (14)
where Pn−i−1 = I when n = i + 1, and P otherwise. This implies that xm is directly sent to xn
through skip-connections that behave like a single skip-connection.
Similarly, the backward process (Equation 3) becomes
∂L
∂xm
= P>
∂L
∂xn
+
∑n−1
i=m
∂x′i+1
∂xl
(Pn−i−1)>
∂L
∂xn
, (15)
which again implies that the gradient with respect to xn is directly sent to the gradient with respect to
xm through the skip-connections.
Information maintenance. Different from identity transformations and orthogonal transformations,
idempotent transformations maintain the vector lying in the column space of P:
Pv = v, (16)
where v = Px and x is an arbitrary d-dimensional vector.
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Apparently, when a vector v¯ lies in the null space of the column space, i.e., Pv¯ = 0, it looks that the
skip connections do not help to improve information flow. Considering another term in the right-hand
side of Equation 14,
Pn−m−1x′m+1 = P
n−m−1F(xm,Wm) = v′, (17)
we can findW , if F is formed by convolutional layers and ReLU layers, such that
Pv′ = v′ 6= 0, (18)
which means that there is a path along which the information does not vanish. Vanishing is still
possible though rare, e.g., in the case Px + F(x,W) lies in the null space of P. There is similar
analysis for gradient maintenance.
Diagonalization. It is known that an idempotent matrix is diagonalizable: P = U−1ΛU, where Λ is
a diagonal matrix whose diagonal entries are 0 or 1 and U is invertible. We illustrate it in Figure 1(c).
A network containing L blocks formed with idempotent transformations written as follows,
xp1 = W
p
0x0, (19)
xpi+1 = Px
p
i + Fp(xpi ,Wpi ), i = 1, 2, . . . , L, (20)
can be transferred to a network with skip connections formed by linear transformations whose
transformation matrix is a diagonal matrix Λ composed of 0 and 1:
x1 = UW
p
0x0, (21)
xi+1 = Λxi + UF(xi,Wi)U−1, i = 1, 2, . . . , L− 1, (22)
xL+1 = U
−1(ΛxL + UF(xL,WL)U−1). (23)
3.4 Discussions
We can easily show that identity transformations are idempotent and orthogonal transformations as
Ik = I (idempotent) and I>I = I (orthogonal). Here we discuss a bit more on feature reuse, gradient
back-propagation, and extensions.
Feature reuse. We have generalized identity transformations to orthogonal transformations and
idempotent transformations, to eliminate information vanishing and explosion. One point we want
to make clearer is that Equations 4, 6 and 14 (for forward propagation) hold for any xm, m =
1, 2, . . . , n − 1. In other words, xn reuses all the previous features: x1,x2, . . . ,xn−1 rather than
only xn−1. We have similar observation on gradient reuse.
Gradient back-propagation. Considering the network without skip-connections, back-propagating
the gradient g through L regular connections yields the gradient g1 with respect to x1: g1 =
(
∏L
i=1
∂F(xi,W)
∂xi
)g. With linear transformations as skip-connections, g1 =
∏L
i=1(P
>+ ∂F(xi,W)∂xi )g.
One reason for gradient vanishing (g1 ≈ 0) means that g lies in the null space of
∏L
i=1
∂F(xi,W)
∂xi
≈ 0.
Adding a proper P> to each ∂F(xi,W)∂xi in some sense shrinks the null space, and reduces the chance
of gradient vanishing. It is as expected that a transformation with higher-rank P leads to lower chance
of gradient vanishing. We empirically justify it in Figure 2.
Extension of idempotent transformations. We extend idempotent transformations: P = U−1ΛU,
by relaxing the diagonal entries (eigenvalues) in Λ. The relaxed conditions are (i) the absolute values
of diagonal entries are not larger than 1 and (ii) there is as least one diagonal entry whose absolute
value is 1. Considering a special case that the absolute values of eigenvalues are only 0 or 1, the
absolute vector in the column space of P is maintained is: |Pkv| = |v|. A typical example is a
periodic matrix: PN+1 = P, where N is a positive integer.
3.5 Multi-branch networks
The multi-branch networks have been studied in many recent works [2, 24, 27, 28]. We study the
application of the two linear transformations to multi-branch structures.
Orthogonal transformations. Theorem 1 shows how orthogonal transformations are transformed to
identity transformations. and still holds for multi-branch structures. Figure 1(d) depicts the regular
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connection in the block converted from a block with an orthogonal transformation for multiple
branches. We can see that the converted regular connection cannot be separated into multiple
branches (as shown in Figure 1(e)) because of two extra transformations: pre-transformation Qi−L−1
(shortened as T1 in Figure 1(d)) and post-transformation QL−i (shortened as T2 in Figure 1(d)). The
two transformations are essentially 1× 1 convolutions, which exchange the information across the
branches. Without the two transformations (e.g., in residual networks using identity transformation),
there is no interaction across these branches.
Idempotent transformations. We have shown that idempotent transformations can be transformed to
diagonalized idempotent transformations. There are two extra transformations in regular connections:
pre-transformation U−1 and post-transformation U (see Figure 1(c)). But the diagonal entries of the
diagonal idempotent matrix are 0 and 1. Compared to identity transformations, the regular connection
contains two extra 1× 1 convolutions, which is similar to orthogonal transformations and results in
information exchange across the branches.
4 Experiments
4.1 Datasets
CIFAR. CIFAR-10 and CIFAR-100 [12] are subsets of the 80 million tiny image database [25].
Both datasets contain 60, 000 32× 32 color images with 50, 000 training images and 10, 000 testing
images. The CIFAR-10 dataset includes 10 classes, each containing 6, 000 images, 5, 000 for training
and 1, 000 for testing. The CIFAR-100 dataset includes 100 classes, each containing 600 images,
500 for training and 100 for testing. We follow a standard data augmentation scheme widely used
for this dataset [7, 9, 10, 15, 16, 27]: We first zero-pad the images with 4 pixels on each side, and
then randomly crop them to produce 32× 32 images, followed by horizontally mirroring half of the
images. We normalize the images by using the channel means and standard deviations.
SVHN. The Street View House Numbers (SVHN) dataset is obtained from house numbers in
Google Street View images. It contains 73, 257 training images, 26, 032 testing images and 531, 131
additional training images. Following [10, 15, 16], we select out 400 samples per class from the
training set and 200 samples from the additional set, and use the remaining images as the training set
without any data augmentation.
4.2 Setup
Networks. The network starts with a 3× 3 convolutional layer, 3 stages, where each stage contains
K building blocks and there are two downsampling layers, and a global pooling layer followed by a
fully-connected layer outputting the classification result.
In our experiments, we consider 3 kinds of regular connections forming building blocks: (a) single
branch, (b) 4 branches, and (c) depthwise convolution (an extreme multi-branch connection, each
branch contains one channel). Each branch consists of batch normalization, convolution, batch
normalization, ReLU and convolution (BN ), which is similar to the pre-activation residual connec-
tion [8]. We empirically study two idempotent transformations and two orthogonal transformations
and compare them with identity transformations.
Idempotent transformations: The first one is a merge-and-run style [28, 3], denoted by Idempotent-
MR
PMR =
1
B
I · · · I... ...
I · · · I
 , (24)
which is a block matrix containing B ×B blocks with B being the number of branches, and each
block is an identity matrix. The second one is obtained by subtracting PMR from the identity matrix:
PMR = I−PMR, (25)
which is named as Idempotent-CMR (c=complement). The ranks of the two matrices are RB and
R− RB , where R is the size of the matrix or the total number of channels.
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Table 1: Comparing classification accuracies of identity transformations, idempotent transformations,
and orthogonal transformations for single-branch regular connections. a+b: a is the average accuracy
over five runs and b is the standard deviation.
Depth Mapping Width
Accuracy
CIFAR-10 CIFAR-100 SVHN
20
Identity 16,32,64 92.468± 0.171 69.118± 0.341 97.574± 0.109
Idempotent-CMR 16,32,64 92.580± 0.088 69.048± 0.545 97.570± 0.056
Orthogonal-TP 16,32,64 92.628± 0.158 69.016± 0.509 97.616± 0.068
Orthogonal-Random 16,32,64 92.598± 0.097 68.716± 0.305 97.548± 0.087
56
Identity 16,32,64 94.396± 0.200 73.410± 0.350 97.794± 0.083
Idempotent-CMR 16,32,64 94.452± 0.267 73.058± 0.210 97.794± 0.075
Orthogonal-TP 16,32,64 94.316± 0.299 73.352± 0.312 97.778± 0.081
Orthogonal-Random 16,32,64 94.400± 0.206 73.288± 0.209 97.774± 0.059
Orthogonal transformations: The first one is built from Kronecker product: P = M⊗M · · · ⊗M,
where ⊗ is the Kronecker product operation, and
M =
1√
2
[
1 −1
1 1
]
. (26)
We name it Orthogonal-TP. The second one is a random orthogonal transformation, named Orthogonal-
Random, also constructed using Kronecker product. In each block, we generate different orthogonal
transformations.
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Figure 2: Illustrating how the CIFAR-
100 classification accuracy changes
when changing the rank of the idem-
potent matrix over a 20-layer network.
(changing B when designing PMR). 0
corresponds to that there is no skip-
connection.
Training. We use the SGD algorithm with the Nesterov
momentum to train all the networks for 300 epochs on
CIFAR-10/CIFAR-100 and 40 epochs on SVHN, both
with a total mini-batch size 64. The initial learning rate
is set to 0.1, and is divided by 10 at 1/2 and 3/4 of the
total number of training epochs. Following residual net-
works [6], the weight decay is 0.0001, the momentum
is 0.9, and the weights are initialized as in residual net-
works [6]. Our implementation is based on Keras and
TensorFlow [1].
4.3 Results
Single-branch. We compare four skip-connections: Iden-
tity transformation, Idempotent-CMR, Orthogonal-TP and
Orthogonal-Random. To form the idempotent matrix for
Idempotent-CMR, we set B to be the number of the chan-
nels, i.e., PMR is a matrix with all entries being 1B . We do
not evaluate Idempotent-MR because in this case its rank
is only 1, whose performance is expected to be low. In gen-
eral, idempotent transformations with lower ranks perform
worse than those with higher ranks. This is empirically
verified in Figure 2.
Table 1 shows the results over networks of depth 20 and 56, containing 9 and 27 building blocks,
respectively. One can see that the results with idempotent transformations and orthogonal transforma-
tions are similar to those with identity transformations: empirically demonstrating that idempotent
transformations and orthogonal transformations improve information flow.
Four-branch. We compare the results over the networks, where each regular connection consists of
four branches. The results are shown in Table 2. One can see that the idempotent and orthogonal
transformations perform better than identity transformations. The reason is that compared to identity
transformations, the designed idempotent and orthogonal transformations introduce interactions
across the four branches.
Depth-wise. We evaluate the performance over extreme multi-branch networks: depth-wise networks,
where each branch only contains a single channel. Table 3 shows the results. One can see that the
comparison is consistent to the 4-branch case.
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Table 2: Comparing classification accuracies for multiple-branch regular connections. The width of
each branch is the same and the total width is described in the table.
Depth Mapping Width
Accuracy
CIFAR-10 CIFAR-100 SVHN
20
Identity 32,64,128 91.416± 0.308 67.002± 0.153 97.454± 0.095
Idempotent-CMR 32,64,128 92.186± 0.238 68.520± 0.328 97.542± 0.040
Idempotent-MR 32,64,128 92.454± 0.101 69.067± 0.242 97.594± 0.051
Orthogonal-TP 32,64,128 92.538± 0.256 69.044± 0.439 97.546± 0.058
Orthogonal-Random 32,64,128 92.526± 0.147 68.668± 0.432 97.568± 0.025
32
Identity 32,64,128 − 68.158± 0.119 −
Idempotent-CMR 32,64,128 − 70.372± 0.419 −
Idempotent-MR 32,64,128 − 70.942± 0.331 −
Orthogonal-TP 32,64,128 − 70.786± 0.370 −
Orthogonal-Random 32,64,128 − 70.926± 0.307 −
56
Identity 32,64,128 92.502± 0.224 69.524± 0.346 97.616± 0.102
Idempotent-CMR 32,64,128 93.724∓ 0.135 72.192± 0.304 97.766± 0.102
Idempotent-MR 32,64,128 93.858± 0.136 72.444± 0.143 97.816± 0.069
Orthogonal-TP 32,64,128 93.780± 0.289 72.716± 0.314 97.724± 0.079
Orthogonal-Random 32,64,128 93.886± 0.125 72.476± 0.264 97.784± 0.052
110
Identity 32,64,128 − 71.112± 0.375 −
Idempotent-CMR 32,64,128 − 73.822± 0.483 −
Idempotent-MR 32,64,128 − 73.584± 0.039 −
Orthogonal-TP 32,64,128 − 74.086± 0.333 −
Orthogonal-Random 32,64,128 − 74.010± 0.299 −
Table 3: Comparing classification accuracies for depth-wise networks.
Depth Mapping Width
Accuracy
CIFAR-10 CIFAR-100 SVHN
20
Identity 64, 128,256 83.306± 0.243 58.388± 0.303 93.938± 0.138
Idempotent-CMR 64,128,256 84.990± 0.389 60.360± 0.260 95.488± 0.261
Orthogonal-TP 64,128,256 85.456± 0.270 58.828± 0.225 95.870± 0.065
Orthogonal-Random 64,128,256 84.800± 0.555 58.262± 0.415 95.816± 0.079
56
Identity 64,128,256 85.048± 0.354 60.242± 0.443 94.938± 0.099
Idempotent-CMR 64,128,256 87.658± 0.217 63.068± 0.396 96.818± 0.026
Orthogonal-TP 64,128,256 87.932± 0.246 62.836± 0.465 97.134± 0.027
Orthogonal-Random 64,128,256 88.218± 0.207 62.152± 0.312 97.058± 0.055
5 Conclusions
We introduce two linear transformations, orthogonal and idempotent transformations, which, we
show theoretically and empirically, behave like identity transformations, improving information flow
and easing the training. One interesting point is that the success stems from feature and gradient
reuse through the express way composed of skip-connections, for maintaining the information during
flow and eliminating the gradient vanishing problem.
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