Abstract: This article describes an optimization methodology based on a model of competitiveness between different metaheuristic methods. The main contribution is a strategy to dynamically find the algorithm that obtains the best result based on the competitiveness of methods to solve a specific problem using different performance metrics depending on the problem. The algorithms used in the preliminary tests are: the firefly algorithm (FA), which is inspired by blinking fireflies; wind-driven optimization (WDO), which is inspired by the movement of the wind in the atmosphere, and in which the positions and velocities of the wind packages are updated; and finally, drone squadron optimization (DSO)-the inspiration for this method is new and interesting-based on artifacts, where drones have a command center that sends information to individual drones and updates their software to optimize the objective function. The proposed model helps discover the best method to solve a specific problem, and also reduces the time that it takes to search for methods before finding the one that obtains the most satisfactory results. The main idea is that with this competitiveness approach, methods are tested at the same time until the best one to solve the problem in question is found. As preliminary tests of the model, the optimization of the benchmark mathematical functions and membership functions of a fuzzy controller of an autonomous mobile robot was used.
Introduction
Metaheuristics, fuzzy logic, and artificial neural networks are models that are related to artificial intelligence and are currently used to carry out optimization processes, solve control problems with uncertainty, and perform predictions, among other problems found in industry, medicine, scientific areas, etc. For example, in [1], a model for the development of a human resources portfolio that uses a neuro-fuzzy approach is presented. Meanwhile, systems that are created using type-2 adaptive neural networks for processing parameters are developed in [2] . Some other applications describe the development of models based on fuzzy logic and artificial neural networks for prediction as in [3] . Also, in [4] , neuro-fuzzy adaptive inference systems are used for modeling complex systems. In addition, [5] developed an adaptive neuro-fuzzy inference guidance system that provides instructions to drivers based on optimal route solutions. These neuro-fuzzy applications are being applied more and more as is the case of [6] , where a neuro-fuzzy inference system is constructed for the evaluation of costs and risks in the selection of multiple objectives of transport routes of hazardous materials in a road network. Finally, Pamučar et al. [7] mentioned the use of fuzzy logic for modeling approaches for railroad administration support. Most metaheuristics are inspired by nature, where they take the main characteristics of survival of some individuals and become a new method, which is developed to solve real problems that a simple heuristic sometimes cannot solve. As an example, the ant colony algorithm in [8, 9] , and Dorigo et al. [10] also describes applications of this method, giving good results to solve optimization problems, finding routes or paths that lead to find the best solution in a specific search space, which is based on how the ants find the shortest path from their anthill to their food. Another example is the genetic algorithm, which is also a widely used metaheuristic and is inspired by the biological evolution developed by John Henry Holland in [11, 12] , where the algorithm is based on the idea of the survival of the fittest, going from generation in generation. In this case, each generation has a best individual, which is considered the one that has a better performance to find a good solution to a problem. Some examples of the use of the aforementioned algorithms are the following. In [13] , a new hybrid Gravitational Search Algorithm-Genetic Algorithm (GSA-GA) algorithm is presented for the restriction of nonlinear optimization problems with mixed variables. A hydrothermal system is also developed for storage by pumping that incorporates solar units using particle swarm optimization as described in [14] . Another example of the use of metaheuristics is the hybrid technique called Particle Swarm Optimization-Genetic Algorithm PSO-GA to solve restricted optimization problems [15] ; for multi-objective problems, particle swarm optimization has been used as explained in [16] . In addition, Garg [17] illustrates a problem of structural engineering design optimization with limitations of nonlinear resources using the artificial bee colony algorithm. In addition, in the control area, metaheuristics are combined with fuzzy logic to solve optimization problems, such as the optimization of membership functions to improve the behavior of a fuzzy controller. For example, in [18] , the firefly algorithm is used for the optimization of a fuzzy controller of a standalone mobile robot, which performs dynamic adjustment of the randomness parameter of the method. Also in [19] , fuzzy dynamic adjustment is performed for optimization using galactic swarm optimization, among others, and [20] [21] [22] also describe applications of the method. This article proposes the development of a multi-metaheuristic competitive model using the firefly algorithm (FA), the wind-driven particle optimization algorithm (WDO), and the drone squad optimization (DSO) algorithm, where each of them competes with each other to demonstrate which of them is the best at solving optimization problems. The question to answer in this work is: could a multi-metaheuristic competitive method improve the performance of a fuzzy control? The algorithms chosen for this model were selected because they proved to give good results in optimization problems according to the state of the art and experimentation. The main contribution in this work is the development of a competitive model that will serve as a methodology to solve optimization problems. The motivation in this work arises with the concern to solve the need that exists regarding having an optimization methodology that helps us evaluate different optimization algorithms by means of competitiveness between methods, and thus solve the problems of optimization that arise in an application area. The objective is to find the method that provides the best results in a particular optimization problem. Preliminary tests were performed with unimodal, multimodal, multimodal benchmark functions of fixed dimension, in addition to the optimization of a fuzzy controller of a robot that follows the line. This paper is organized as follows: Section 2 describes the background of the methods used, Section 3 presents the proposed methodology and shows the problems to be solved, Section 4 describes the results, Section 5 describes the discussion, and finally Section 6 show the conclusions.
Background on FA, WDO, DSO, and Fuzzy Logic
This section describes the characteristics and behavior of the selected methods for the development of the proposed model. These methods were chosen from among many existing optimization algorithms, because these have been shown to provide good results in solving optimization problems, in addition to being relatively new and innovative. For this reason, this paper also intends to give them the opportunity to test their potential in optimization performance.
Firefly Algorithm (FA)
The firefly algorithm (FA) is inspired on the flickering fireflies, and was developed by Yang in 2008 in [23] , and in [24] , and applications of the method are presented in [25] . This method is a metaheuristic that is developed based on three important rules.
1. All fireflies are the same. 2. Less bright fireflies will move toward the more bright fireflies. 3. The search space is given by the objective function. In Equation (1), the attractiveness of a firefly is proportional to other fireflies, and the variation of β and the distance r are given as follows.
where β 0 is the initial attractiveness at r = 0, e represents the basis of the natural logarithms, γ determines the variation of attractiveness as the distance between the fireflies increases, and r is the distance between each two fireflies. The movement of a firefly i that is attracted by another more attractive firefly is determined by Equation (2):
The current position is represented by the term x t i , the second term determines the initial attraction of the firefly β 0 , γ is the absorption coefficient, and r is the Euclidean distance between the positions of the firefly i and the firefly j. The last term handles the exploration, where α is the parameter that controls how much randomness the firefly is allowed to have in its movement, and is a vector containing random numbers drawn from a Gaussian distribution or uniform distribution at time t.
In Equation (3), the r variable represents the distance between two fireflies, i and j.
where x i,k is the kth component of the spatial coordinate, x i is the position of a firefly, and r ij is the Euclidean distance between two fireflies i and j.
Wind-Driven Optimization (WDO)
WDO is relatively new a metaheuristic inspired by the movement of the wind in the atmosphere, and has been used to solve multidimensional problems. It was developed by [26, 27] . In this case, air packages represent the population in which the position and speed of their movement are updated in each iteration.
Equation (4) represents the new velocity that consists of a first term where one is the maximum pressure, α is the coefficient of friction, and u i t is the current velocity. The second term is composed by g, which corresponds to the gravity, while x i t is the current position, RT represents the universal gas constant and temperature respectively, r represents the range of the air pack where all the air particles are classified in descending order with respect to their pressure, and x opt is the best global position, where the Coriolis constant is c.
and Equation (5) represents the next position in the WDO. 
Drone Squadron Optimization (DSO)
In the DSO algorithm, the drones can navigate autonomously, and this method was originally developed in [28] and [29] , and Yalcin et al. [30] describes some applications of the method. The sensors in DSO can communicate over long distances and use solar energy, and one of the most important features is that they can be updated not only regarding hardware, but also when changing their software.
The DSO algorithm consists of the simulation of a drone squadron with different equipment and a command center. The command center uses information collected by the drones to perform two operations:
1.-Maintain partial control of the search. 2.-Develop new control software for drones.
In general, the DSO consists of:
• Coordinates: representing a numerical solution.
• Scan the landscape: calculate the objective function and obtain the fitness value.
• Firmware: distinct rules/configurations to evolve the population.
•
Team: group of agents that share a firmware, but operate on possibly different data.
• Squadron: group of teams with different firmware.
The following Figure 1 shows the DSO search cycle.
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Next position
Better experience
Fuzzy Logic
Fuzzy logic was originally proposed by Zadeh in [34, 35] , and Zadeh [36] also describes recent applications of the method. It is a tool that makes life more comfortable today, because it solves problems that previously seemed to have no satisfactory solution. This is thanks to the use of linguistic variables that can model human ways of thinking, and it is much easier to program artifacts that can be manipulated using the logic of human reasoning. Fuzzy logic is combined with other artificial intelligence techniques, and this combination is able to achieve something that once seemed very distant: autonomous mobile robots. These include those robots that currently help with home duties, and even open heart operations in hospitals, but that's not all: in the world of industry, robots also play a very important role in the manufacturing processes. In order for these robots to have that efficiency in their work environment, it is very important that their software and hardware are constantly being updated and optimized, as argued in [37] .
We propose a fuzzy logic controller that is applied to create a soft response instead of a traditional hard logical response. Other combinations and metaheuristics have been also used in conjunction with fuzzy logic in robotics as in [38, 39] , and El Ferik et al. [40] also describes applications of the method.
Proposed Methodology
The methodology consists of creating a competitive model based on a set of metaheuristics, and the motivation for this proposal was born with the aim of streamlining the search processes for optimization methods, because many times in research when it comes to optimizing a specific problem, time is lost experimenting with one metaheuristic after another, until finding the one that adapts better to the problem to have an optimization with a satisfactory result. The general idea of this proposal is to have a series of optimization methods, which receive an input (specific problem) to be processed, and thus optimized. The method that produces a better result than the others in the competition will show that it is the best to optimize that problem, and a metric is used to evaluate the particular results of the problem. The motivation is to develop an optimization methodology where several metaheuristics are used, thus evaluating their performance in optimizing and solving a particular problem. Figure 2 shows the data flow of the proposed methodology.
Step 1 is the input of the problem that will be optimized, which is processed by the methods in steps 2-5. Then, in step 6, the simulation to obtain the results is performed; in step 7, we show the ranking of errors.
Step 8 illustrates the best obtained error, in this case of minimization using the mean square error (MSE), where important data is obtained by the method, such as time, iteration, and error. In step 9, the best error is compared with the stopping criterion. If the results meet the stopping criterion, the methodology ends as shown in steps 10 and 11. If this is not the case, an improvement is made to the method that produced the worst result, in order to continue generating competitiveness with the methods, and depending on the method, the adjustment or improvement is made as shown in step 12, and step 13 begins a new cycle until finding the method that meets the stopping criterion.
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Search space x j ∈ [−100, 100] and f (x * ) = 0
Search space x j ∈ [−100, 100]and f (x * ) = 0 f 4 (x) = max i {|x i |, , 1 ≤ i ≤ n} Search space x j ∈ [−100, 100] and f (x * ) = 0
Search space x j ∈ [−30, 30] and f (x * ) = 0
Search space x j ∈ [−100, 100] and f (x * ) = 0 Search space x j ∈ [−600, 600] and f (x * ) = 0 Table 4 . Fixed-dimension multimodal benchmark functions.
Benchmark functions f15-f18
Case 2 Fuzzy Controller
In this case, we propose the optimization for a fuzzy controller of an autonomous mobile robot, using the multi-metaheuristic competitiveness model to find out which is the satisfactory optimization algorithm for this specific problem; below, the fuzzy controller is explained in more detail.
This autonomous robot mobile controller is presented in [42, 43] ; in [44] , some applications of the method are described. The controller aims at accurately tracking a given desired trajectory, and it has nine rules that allow it to create a relationship between the linguistic variables of the fuzzy system. The linguistic variables are as follows: in the first input, it is the linear velocity (ev); in the second and last input, it is the angular velocity (ew). The two inputs have the same linguistic values: positive (P), zero (Z), and negative (N), with the same membership functions in each one. The outputs are two: torque 1 (t1) and torque 2 (t2) represent the movement of the wheels when the robot rotates, and each of these outputs has three triangular functions. Figure 3 shows the desired trajectory that the robot has to follow; this figure has the Y axis of the desired displacement line, and the X axis shows the displacement time.
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If then Rules

Results
This section is presented in two parts. The first is for case 1, which describes the results obtained by the optimization of benchmark functions using the three methods proposed for the methodology. The second part, for case 2, shows the results of the fuzzy controller optimization for the autonomous mobile robot. For this optimization, the method that optimizes generates a vector of data which goes to the parameters of the membership functions being optimized. Table 6 shows the parameters used for the benchmark functions. Column 1 of Table 7 shows the number that represents the particular function; column 2 shows the minimum of the function; columns 3 and 4 show the averages and standard deviations respectively obtained with the WDO; finally, columns 5 and 6 shows the results of DSO. Each of these functions was evaluated 30 times with the same parameters to obtain the averages and standard deviations. The parameters used in the WDO, DSO, and FA methods are presented in Table 8 . Table 6 . Parameters used in the experiments.
Case 1 Results: Benchmark Functions
Population
Iterations Dimensions 30 500 30 Table 9 above shows the optimization results of benchmark functions where the minimum of functions f15, f16, f17, and f18 is different from zero. With the evaluation of functions with different minima, the performance of the optimization in the functions with the WDO and DSO can be better observed. Table 10 shows the parameters used in the above-mentioned methods. These parameters are the same for each of these algorithms as a fair form of competition is aimed. Table 10 . Population, iterations, and dimensions.
Iterations Dimensions 30 500 128 Table 11 shows the results of 30 experiments, where the performance of the WDO and DSO method is compared, using 128 dimensions for the search evaluation of the objective function, which is in this case the minimum of each function; these are shown in column 1 of the table.
The following Tables 12 and 13 show the results obtained with the FA for the optimization of the f1 and f2 function with 30, 64, and 128 dimensions, respectively, where it can be noted that the results are very far from the global minima of the functions. Previously, we have been experimenting with this FA method, where we can note that in order to obtain a good result with it, it is necessary to increase the iterations and maintain a population of 30 to 50 fireflies. Therefore, as future work in this methodology, an adjustment will be made to the method to improve its behavior in the optimization of benchmark functions, remembering that this methodology is proposed just for that: to find which method is good for a specific problem and in competitiveness with others. For the method with which a worse result is obtained, we can make an improvement to help its behavior. Table 14 shows the parameters used in the FA, WDO, and DSO methods, and Table 15 shows the 30 experiments performed to obtain the best optimized fuzzy system, using as metric the MSE, where it can be observed that the best error found is of 0.00169, and in general, the values only varied from 10 −02 to 10 −03 . In Figures 9 and 10 , the variation that was made in the parameters of the membership functions of the two inputs of the fuzzy controller is observed, where the uncertainty that exists between each of them can be observed, and with this, the error that generates the fuzzy controller in the simulation is considerably improved. Figures 11 and 12 show the outputs of the controller optimized by the FA, respectively. As can be noted in Table 16 , the results obtained with the WDO method were very far from each other, since it has the best MSE of 0.000019, but as the worst is 0.057094. For this reason, on average, this method cannot be the best at optimizing this specific problem. As can be noted in Table 16 , the results obtained with the WDO method were very far from each other, since it has the best MSE of 0.000019, but as the worst is 0.057094. For this reason, on average, this method cannot be the best at optimizing this specific problem. DSO on average gives a better result than the FA and WDO. As can be noted in column 2 in Table 17 , it appears that this is not the case, since the WDO method gives much lower values, but they are very separated from each other, and the DSO remains consistent with the delivered results of the MSE. DSO on average gives a better result than the FA and WDO. As can be noted in column 2 in Table 17 , it appears that this is not the case, since the WDO method gives much lower values, but they are very separated from each other, and the DSO remains consistent with the delivered results of the MSE. As can be noted from Figures 17-20 , the overlap between existing functions helps the robot to have a better tracking of the desired trajectory, in comparison with the other methods used in this methodology. Table 18 summarized the results of the optimization methods. The equation for the Z test is as follows: Table 19 shows the statistical data used in the z test, and Table 20 the results of the test. The equation for the Z test is as follows: Table 19 shows the statistical data used in the z test, and Table 20 the results of the test. 
Case 2 Results of the Fuzzy Controller Optimization
Z = (x 1 − x 2 ) − (µ 1 − µ 2 ) σ x 1 −x 2 (9)= ( ̅ − ̅ ) − ( − ) ̅ ̅(9)
Discussion
The methodology proposes competitiveness among optimization metaheuristics to improve overall performance, and this is aimed at reducing the search time from one method to another when one of them does not give the expected results. In addition to the search time, the superior method is also obtained with more certainty for each type of problem optimization, since the competitiveness that exists between them delivers only the best result. With this methodology, the method that generates the worst result is also helped, also assisting other scientists regarding the cases for which the used methods are good and for which they are not. Therefore, with the obtained results in the optimization of unimodal, multimodal, and fixed-dimension multimodal benchmark functions, it can be said that the WDO in general gives, on average, better results for this type of function, while the DSO algorithm gives more results that are far from the minimum of the function. However, in terms of the parameter optimization of the membership functions of a fuzzy controller in particular, as can noted in Table 18 , the method that on average produces better results is DSO. The method that can be said to be the worst regarding these results of competitiveness is the FA, since this method did not show good results with any of the two previous cases of minimization. For this reason, as future work, it is proposed to make an improvement to this method, depending on the previous research that has its disadvantages in these cases.
Conclusions
The proposed methodology was created to optimize problems, and was tested with the unimodal and multimodal benchmark functions with the WDO, DSO, and FA methods. Each of them was put into competition with the same parameters for a fair competition, with 30 experiments as the limitation. Under these parameters, it was obtained that WSO was better for benchmark functions. On the other hand, for the optimization of the parameters of the membership functions, the DSO method was better, and it was the metaheuristic that found the data vector that managed to optimize the functions of the fuzzy controller in such a way that the robot in simulation approached the desired trajectory. The proposed methodology showed which method in the competition was the best to solve a specific case, and was expected to improve the method with which good results were not obtained. As future work, we plan to perform more experimentation with other optimization problems. In addition, it is worth mentioning that other methods for the required optimization can be added in this methodology. The proposed methodology for optimization problems is the main contribution of this work, resulting in the best method among the competition.
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