The singularities of analytic functions are of great interest to physics. In the theory of elementary particles for instance boundstates and resonances and their masses resp. widths are closely associated with poles of the scattering amplitude which, therefore, bear more information than only limiting the radius of convergence of a local Taylor expansion. Besides poles, there are the cuts in the scattering amplitude which characterize the physical system. An inelastic threshold, e.g. announcing the possibility of particle production is mathematically equivalent to a cut starting at the threshold energy.
In contrast to poles some singular points on a cut can be chosen as expansiOn centers of a formal Taylor series with strongly**) increasing coefficients so that the series converges only for at most one value of the variable, i.e. has radius of convergence equal to zero. ***l This situation may be encountered when one tries to solve a problem involving analytic functions by a perturbation approach: All expansion coefficients can be calculated but the resulting power series does not converge at all or converges at most for only one value of the argument. *l Work supported by the Stiftung Volkswagenwerk. **l That means: faster than power like increasing···. ***l Consider for instance the function f(z) = f~e-tdt/(1 +zt) which is analytic in the whole complex z-plane except a cut along the negative real axis starting at z=O. The formal power expansion around z=O yields the alternating divergent series the coefficients an o£ which are given by at (1· 2)
1.e. at an alternating series which converges only for (AD) = 0. A similar result is obtained by the perturbation theoretic calculation of the S-matrix in the Peres model, 
(1·4)
The structure of these series suggests that they should be looked upon as asymptotic expansions 3 ) because they are both alternating and have products of gamma-functions as their coefficients. Therefore it is obvious to try an ansatz similar to Borel summation 3 ) to obtain from such a formal expression a function with the same asymptotic expansion. As a consequence of the fact that there *) We use the sign "'"""" because there is no real equality between the r.h.s. and the l.h.s. of (1·2) but only a correspondence as the r.h.s. is divergent as it stands. Note further that "=" is a special case of "'"""'"· are functions with asymptotic expansion identical to zero,*l this connection of the formal series and the function is, of course, not one-to-one. But we can state it as a definition. Then a whole equivalence class of functions which only differ by expressions with asymptotic expansion identical to zero is represented by one formal series and in this sense the connection is unambiguous.
In ~ 2 we give explicit results for the VEV s of operators of the type exp 
where D is a {~·-number (DE C), and I a) and I b) are eigenstates of aud B
w·ith the eigenvalues a and b, respectively. By virtue of the following relation which is valid for any two operators :
where we have chosen the notation
as a consequence of (2·la). [n/2] Is defined as usual
For n cvcu , for n odd.
*l For instance f(z) =e-llz has asymptotic expansion identical to zero at z=O. **l As far as we consider only VEV s and no higher matrix elements we may replace In this case we obtain 2m1-1 
where x"l 2 for negative x is defined as ein-J.xf1
2 for v odd:
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Comparison of (3 · 6) with (2 ·11) shows that the r.h.s. of both formulae are identical for (3. 7) and for v even: Although the integral representation of the VEV s gives their exact analytic structure, in many cases it is desirable to have a systematic approximation procedure which converges rapidly and which allows one to find upper and lower bounds to the exact function at any step of approximation.
Thus in reference 5) the usual Pade approximation is used to calculate approximants to the matrix elements Snm (go (t) x 2 y) from their perturbation expansion. In the framework of generalized Pade approximants (GPAs), however, a rigorous proof 4 l garantees the convergence of the GPAs constructed from the perturbation expansion of the VEV s.
Let us, therefore, write (2 · 9) and (2 ·12 
Further on (again proven 111 reference 5)) it holds 6) for all real, non-negative t; and t, and j c= 0, 1, .. ·. Inspection of ( 4 · 3) shows that for v == 4, e.g. D must be pure imaginary in order that ( 4 ·G) holds.
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Generali.zcd Borel sum mat ion ( G BS)
We consider series of the type 
r=i r=i which we will call generalized Stieltjes series (GSS) *l (a£, Pi real and positive).
If
(A·3) then the r.h.s. of (A ·1) converges in the whole complex z-plane and defines an analytic function which only in a few cases can be computed (A ·1) in a closed form, the asymptotic behaviour of which, however, is well known. We shall give an integral representation for a function whose asymptotic expansion is given by (A ·1) and from which representation one can get information on its analyticity, singularities, asymptotic behaviour, etc.
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We define now the function F 2 ,,q (z) belonging to the expansiOn (A ·1) by the (A· G) represents, of course, only one function out of a whole class of functions with asymptotic expansion given by (A ·1).
