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Abstract
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evaluated in order to give a clear view of the topic to the reader.
 2003 Elsevier Inc. All rights reserved.
Keywords: Information retrieval; Evolutionary algorithms; Automatic indexing; Doc-
ument clustering; Query deﬁnition; User proﬁles; Internet search agents; Image
retrieval; Similarity functions; Web pages
qThis research has been supported by CICYT under project TIC2002-03276 and by the
University of Granada under project ‘‘Mejora de Metaheurısticas mediante Hibridacion y sus
Aplicaciones’’.
*
Corresponding author. Tel.: +34-958-246143; fax: +34-958-243317.
E-mail address: ocordon@decsai.ugr.es (O. Cordon).
0888-613X/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2003.07.010
www.elsevier.com/locate/ijar
International Journal of Approximate Reasoning 34 (2003) 241–264
1. Introduction
We are actually living in the information age. This leads to the fact that any
media organization has a computer system endowed with data bases, which
can structure diﬀerent information kinds in a correct way, and with hardware
which allows it to eﬃciently store and access to this information. Unfortu-
nately, the large size of these data bases has made the required eﬀort to retrieve
useful information increase signiﬁcantly in the last few years.
Information retrieval (IR) tries to make a suitable use of these data bases,
allowing the users to access to the information which is really relevant in an
appropriate time interval [47]. Unfortunately, commercial IRSs, usually based
on the Boolean IR model [53], have provided unsatisfactory results. Vector
space, probabilistic and fuzzy models, which have been developed to extend the
Boolean model [2], as well as the application of knowledge-based techniques,
have solved some of these problems, but there are still some lacks [11]. In the
last few years, an increasing interest on the application of artiﬁcial intelligence
(AI)-based techniques to IR has been shown with the aim of solving some of
those lacks.
One of the AI (or, more speciﬁcally, computational intelligence) areas with a
considerable growth in the last decades is evolutionary computation (EC) [1],
based on the use of models of evolutionary process for the design and imple-
mentation of computer-based problem solving systems. The diﬀerent models
which have been proposed within this philosophy are named in a generic way
as evolutionary algorithms (EAs) [1].
In this paper, we review the application of EC to IR, analyzing the diﬀerent
kinds of IR problems that have been solved by EAs, describing some of the
speciﬁc approaches proposed and critically evaluating the outcomes obtained.
To do so, the paper is structured as follows. In Section 2, some preliminaries
are introduced by reviewing the basis of IR and EAs. Then, the diﬀerent ap-
plications of EAs to IR are classiﬁed into diﬀerent groups in Section 3. Sections
4–11 respectively show a review of the diﬀerent proposals made in each of these
groups, namely, automatic document indexing, document and term clustering,
query deﬁnition, similarity function learning, image retrieval, user proﬁle de-
sign, web page classiﬁcation and Internet search agent design. Finally, Section
12 summarizes several concluding remarks.
2. Preliminaries
2.1. Information retrieval
IR may be deﬁned, in general, as the problem of the selection of docu-
mentary information from storage in response to search questions provided by
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a user [2]. Information retrieval systems (IRSs) deal with documentary bases
containing textual, pictorial or vocal information and process user queries
trying to allow the user to access to relevant information in an appropriate time
interval. Nowadays, the diﬀerent world wide web search engines such as
Google constitute the main examples of IRSs.
The next three subsections respectively introduce the components of an IRS,
the diﬀerent existing retrieval models and some topics on IRS evaluation.
2.1.1. Components of an information retrieval system
An IRS is basically constituted by three main components (see Fig. 1);
whose composition is introduced as follows [2,47].
(1) The documentary data base. This component stores the documents and the
representation of their information contents. It is associated with the indexer
module, which automatically generates a representation for each document
by extracting the document contents. Textual document representation is
typically based on index terms (that can be either single terms or sequences),
which are the content identiﬁers of the documents.
(2) The query subsystem. It allows the users to formulate their queries and pre-
sents the relevant documents retrieved by the system to them. To do so, it
includes a query language, that collects the rules to generate legitimate que-
ries and procedures to select the relevant documents.
(3) The matching mechanism. It evaluates the degree to which the document
representations satisfy the requirements expressed in the query, the re-
trieval status value (RSV), and retrieves those documents that are judged
to be relevant to it.
2.1.2. Information retrieval models
Several retrieval models have been studied and developed in the IR area.
Next, we analyze some of these models.
USER QUERY SUBSYSTEM
MATCHING MECHANISM DOCUMENTARY
DATA BASE
RSV
QUERY
Information
needs
Retrieved
documents
RETRIEVAL SYSTEM
INFORMATION
Fig. 1. Graphical representation of an information retrieval system.
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Boolean model [53]. In the Boolean retrieval model, the indexer module
performs a binary indexing in the sense that a term in a document repre-
sentation is either signiﬁcant (appears at least once in it) or not (it does not
appear in it at all). User queries in this model are expressed using a query
language that is based on these terms and allows combinations of simple user
requirements with the logical operators AND, OR and NOT [47,53]. The
result obtained from the processing of a query is a set of documents that
totally match with it, i.e., only two possibilities are considered for each
document: to be or not to be relevant for the user’s needs, represented by the
user query.
Vector space model [47]. In this model, a document is viewed as a vector in
an n-dimensional document space, where n is the number of distinguishing
terms used to describe contents of the documents in a collection, and each term
represents one dimension in the document space. A query is also treated in the
same way and constructed from the terms and weights provided in the user
request. Document retrieval is based on the measurement of the similarity
between the query and the documents. This means that documents with a
higher similarity to the query are judged to be more relevant to it and should be
retrieved by the IRS in a higher position in the list of retrieved documents. This
way, the retrieved documents can be orderly presented to the user with respect
to their relevance to the query.
Probabilistic model [4,26]. This model tries to use the probability theory to
build the search function and its operation mode. The information used to
compose the search function is obtained from the distribution of the index
terms throughout the collection of documents or a subset of it. This infor-
mation is used to set the values of some parameters of the search function,
which is composed of a set of weights associated to the index terms.
Fuzzy model [5]. Let D be a set of documents and T be a set of unique and
signiﬁcant terms existing in them. An indexing function F : D T ! ½0; 1 is
deﬁned as a fuzzy relation mapping the degree to which document d belongs to
the set of documents ‘‘about’’ the concept(s) represented by term t. Fuzzy
queries are expressed using a query language that is based on weighted terms,
where the numerical or linguistic weights represent the ‘‘subjective importance’’
of the selection requirements. In Fuzzy IRSs, the query subsystem aﬀords a
fuzzy set q deﬁned on the document domain specifying the degree of relevance
(the RSV) of each document in the data base with respect to the processed
query. There are three diﬀerent interpretations for the query term weights:
importance, threshold and perfect document. When using the importance in-
terpretation, the query weights represent the relative importance of each term
in the query. In the threshold interpretation, the weights represent minimum
values that have to be overcome by the document weights. Finally, in the
perfect document interpretation, the term weights represent the preferred user
description of an ideal document.
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2.1.3. Evaluation of information retrieval systems
There are several ways to measure the quality of an IRS, such as the system
eﬃciency and eﬀectiveness, and several subjective aspects related to the user
satisfaction (see, for example, [2, chapter 3]). Traditionally, the retrieval ef-
fectiveness––usually based on the document relevance with respect to the user’s
needs––is the most considered. There are diﬀerent criteria to measure this as-
pect, with the precision and the recall being the most used.
Precision is the rate between the relevant documents retrieved by the IRS in
response to a query and the total number of documents retrieved, whilst recall
is the rate between the number of relevant documents retrieved and the total
number of relevant documents to the query existing in the data base [53]. The
mathematical expression of each of them is showed as follows:
P ¼
P
d rd  fdP
d fd
; R ¼
P
d rd  fdP
d rd
with rd 2 f0; 1g being the relevance of document d for the user and fd 2 f0; 1g
being the retrieval of document d in the processing of the current query. Notice
that both measures are deﬁned in ½0; 1, with 1 being the optimal value.
On the other hand, a usual measure in vector space IRSs is the averaged
precision at a number of recall levels. An increasing set of p equidistant recall
values is ﬁxed, considering them as marks in the retrieved document set and
then the precision is calculated in each level ðP1; P2; . . . ; PjÞ. The ﬁnal measure
value is the average of these values:
P ¼ 1
j

Xj
i¼1
Pi
Typical choices for j are 3 (0.25, 0.5 and 0.75) and 11 (0, 0.1, 0.2, . . ., 0.9, 1).
2.2. Evolutionary algorithms
EC [1] uses computational models of evolutionary processes as key elements
in the design and implementation of computer-based problem solving systems.
There is a variety of evolutionary computational models that have been pro-
posed and studied, which are referred as EAs [1]. There have been four well-
deﬁned EAs which have served as the basis for much of the activity in the ﬁeld:
genetic algorithms (GAs) [41], evolution strategies [27], genetic programming
(GP) [32] and evolutionary programming [24].
An EA maintains a population of trial solutions, imposes random changes
to these solutions, and incorporates selection to determine which ones are
going to be maintained in future generations and which will be removed from
the pool of trials. There are some important diﬀerences between the existing
EAs. GAs [41] emphasize models of genetic operators as observed in nature,
such as crossover (recombination) and mutation, and apply these to abstracted
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chromosomes with diﬀerent representation schemes according to the prob-
lem being solved. Evolution strategies and evolutionary programming
only apply to real-valued problems and emphasize mutational transforma-
tions that maintain the behavioural linkage between each parent and its oﬀ-
spring.
As regards GP [32], it constitutes a variant of GAs, based on evolving
structures encoding programs such as expression trees. Apart from adapting
the crossover and mutation operators to deal with the speciﬁc coding scheme
considered, the remaining algorithm components remain the same.
3. Applications of evolutionary algorithms to information retrieval
There has been an increasing interest in the application of AI tools to IR in
the last few years. Concretely, the machine learning paradigm [42], whose aim
is the design of system able to automatically acquire knowledge by themselves,
seems to be interesting in this topic [11].
EAs are not speciﬁcally learning algorithms but they oﬀer a powerful and
domain independent search ability that can be used in many learning tasks,
since learning and self-organization can be considered as optimization prob-
lems in many cases. Due to this reason, the application of EAs to IR has in-
creased in the last decade. Among others, EAs have been applied to solve the
following IR problems:
(1) automatic document indexing,
(2) document and term clustering,
(3) query deﬁnition,
(4) matching function learning,
(5) image retrieval,
(6) design of user proﬁles for IR on the Internet,
(7) web page classiﬁcation,
(8) design of agents for Internet searching.
Next sections show a review of the diﬀerent proposals made in these areas in
the last few years.
4. Automatic document indexing
The applications in this area are targeted to the learning––by means
of adaptation––of the descriptions of the documents in the documentary
base with the aim of facilitating document retrieval in the face of relevant
queries.
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4.1. Gordon’s proposal
The ﬁrst approach to document indexing by means of GAs was developed by
Gordon. In [28], the author proposes to associate more than a single description
to each document and to adapt them throughout time as a good solution to the
problem of the diﬀerent forms that diﬀerent users’ queries searching for the same
documents can present.With this idea inmind, the systemmatches the querywith
all the document descriptions to analyze the relevance of a document to a par-
ticular query, andmakes a decision based on the average of the partial matching.
Gordon proposes a GA to derive the document descriptions. He chooses a
binary coding scheme where each description is a ﬁxed length, binary vector. The
genetic population is composed of diﬀerent descriptions for the same document.
The ﬁtness function is based on calculating the similarity between the cur-
rent document description and each of the queries (for which the document is
relevant and non-relevant) by means of the Jaccard’s index, and then com-
puting the average adaptation values of the description to the set of relevant
and non-relevant queries.
The GA considered is quite unusual as there is no mutation operator and the
crossover probability is equal to 1. With regards to the selection scheme, the
number of copies of each chromosome in the new population is calculated
dividing its adaptation value by the population average.
Gordon validates the system in a real-world environment. He uses a set of 18
documents, with 17 descriptions (provided by users) and two sets of relevant
and non-relevant queries for each one. He obtains promising results: after 40
generations, the descriptions are a 19.09% more similar to relevant queries and
a 24.81% less similar to irrelevant queries. However, the problem is that an
independent run of the GA is needed to obtain the description for each doc-
ument in the data base, thus reducing the practical application of the proposal
in large documentary bases.
4.2. Vrajitoru’s proposal
In [54], Vrajitoru presents a diﬀerent approach for the same problem. On the
one hand, she works with the vector space model, and thus document de-
scriptions are real vectors in the ½0; 1 interval which represent the weights as-
sociated to each term. On the other hand, each document has associated just one
description which leads to encode the whole collection in a single chromosome.
The main features of the proposed GA are:
(1) A new, speciﬁc crossover operator, called dissociated crossover.
(2) Two mechanisms to generate initial document descriptions considering: (a)
the content of the diﬀerent document sections and (b) the relevance of these
documents in relation to a set of queries (query learn).
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(3) Two ways of operation based on: (a) a priori knowing the relevance of the
documents and (b) using relevance feedback (see Section 6).
The main problem of this model is that the ﬁtness function only con-
siders one query, and thus the document descriptions are adapted to
match with this single query and not with a set of queries as in Gordon’s
model.
The experiments developed use two of the usual test collections, CACM and
CISI (see [2]), and compare two variants of the proposed GA (using two dif-
ferent crossover operators: the classical two-point crossover and the dissoci-
ated crossover). The latter variant achieves the best performance and they both
obtain better precision than initial descriptions.
4.3. Fan, Gordon and Pathak’s proposal
Fan et al. [21] propose an algorithm for indexing function learning based on
GP, whose aim is to obtain an indexing function for the key term weighting of
a documentary collection to improve the IR process.
To do so, they consider a GP algorithm with the following characteris-
tics:
(1) A term weighting formula is represented by a tree, where the leaf nodes are
the terminals (term frequency, document frequency, etc.) and the inner
nodes are arithmetical operators.
(2) The ﬁtness function is the averaged precision at eleven recall levels (see Sec-
tion 2.1.3).
(3) It only uses crossover operator, the classical GP crossover. The parents in-
volved in the crossover are chosen by tournament selection.
(4) The algorithm is based on a generational scheme with elitism.
(5) The evaluation scheme matches the representation of each query
against each document, to obtain its retrieval status value (RSV). The
similarity between a query and a document is calculated by the
product.
The algorithm is tested using one of the TREC collections (AP) [2] and the
obtained results are very promising.
5. Clustering of documents and terms
In the next two subsections, two diﬀerent approaches included in this group
are described. The ﬁrst of them looks for groups of terms appearing with
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similar frequencies in the documents of a collection while the other deals with
the problem of obtaining user-oriented document clusters.
5.1. Robertson and Willet’s proposal
The main idea of [45] is to look for groups of terms appearing with similar
frequencies in the documents of a collection. To do so, the authors consider a
GA grouping the terms without maintaining their initial order. The main
features of the GA are:
(1) Representation scheme. Two diﬀerent coding schemes are considered: sepa-
rator method and division-assignment method.
(2) Initial population. The generation of the ﬁrst chromosome depends on the
chosen coding; the rest of individuals are randomly generated.
(3) Operators. Each operator has an application probability associated and it
is selected spinning the roulette. Diﬀerent crossover and mutation opera-
tors are used:
Mutation operator: inversion, random sublist and position.
Crossover operator: order-based, position-based, one-point and two-point
crossovers.
(4) Fitness function. There are two proposals: (a) a measure of the relative en-
tropy and (b) Pratt’s measure.
They run their proposals with ﬁve diﬀerent data sets. The obtained results
are good, but similar to those of another algorithm for the same problem which
has a lower run time.
5.2. Gordon’s proposal
In [29], Gordon designs a philosophy according to which it is possible to
make a user-oriented clustering of documents using any classical clustering
technique. The basic idea is that the system adapts document descriptions
throughout time. In this way, documents being relevant to a query ﬁnally have
similar descriptions and the system periodically clusters the new adapted de-
scriptions. In order to carry out this, the author proposes to use his GA (see
Section 4.1).
Gordon works with the data base used in [28] (Section 4.1) and considers the
relative density of the cluster as goodness measure. The obtained results are
satisfactory enough: after 40 generations, the relative density value decreased
to 0.336 when the number of documents per cluster is 4, and to 0.455 when
clusters have six documents.
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6. Query deﬁnition
This is the most extended group of applications of EAs to IR. Every pro-
posal in this group use EAs either like a relevance feedback technique or like an
Inductive Query by Example (IQBE) algorithm.
The basis of relevance feedback lie in the fact that either users normally
formulate queries composed of terms that do not match the terms used to index
the relevant documents to their needs, or they do not provide the appropriate
weights for the query terms. The operation mode involving modifying the
previous query––adding and removing terms or changing the weights of
the existing query terms––taking into account the relevance judgements of the
documents retrieved by it, constitutes a good way to solve the latter two
problems and to improve the precision, and especially the recall, of the pre-
vious query [53].
IQBE was proposed in [11] as ‘‘a process in which searchers provide sample
documents (examples) and the algorithms induce (or learn) the key concepts in
order to ﬁnd other relevant documents’’. This way, IQBE is a process for as-
sisting the users in the query formulation process performed by machine
learning methods. It works by taking a set of relevant (and optionally, non-
relevant documents) provided by a user and applying an oﬀ-line learning
process to automatically generate a query describing the user’s needs.
We can distinguish between three subgroups depending on the query com-
ponents under adaptation: terms [11], weights [30,37–39,44,48,57] or the whole
query [6–8,15–19,23,33,51].
6.1. Term learning: Chen et al.’s proposal
In [11], Chen et al. use a GA as an IQBE technique to learn the query terms
that better represent a relevant document set provided by an user. They con-
sider an IRS based on the vector space model. The components of the GA are
as follows:
(1) Each chromosome is a ﬁxed size, binary vector where each position is as-
sociated to an existing term in the initial relevant document set.
(2) The used operators are one-point crossover, uniform mutation and rou-
lette-wheel selection.
(3) The ﬁtness function measures the degree of similarity between the system––
suggested set of documents and the initial searcher––identiﬁed set of rele-
vant documents; the Jaccard’s score is used.
The authors compare their proposal with an other tree techniques: a clas-
sical relevance feedback technique, simulated annealing and the ID3 algorithm.
They use a documentary base with 8000 documents indexed by means of the
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key concepts provided by the data base, and propose a benchmark experiment
and a user-evaluation experiment. In both cases, the GA achieves the best
results.
6.2. Weight learning
6.2.1. Roberton and Willet’s proposal
In [44], Robertson and Willet propose a GA to investigate an upperbound
for relevance feedback techniques in vector space IRSs and compare its results
with Robertson and Spark Jones’s F4 [46] retrospective relevance weights
technique. The main characteristics of the GA are as follows:
(1) The authors consider two diﬀerent coding schemes: real and Gray [41]. The
initial population is randomly generated.
(2) The steady-state evolution model is applied [41].
(3) Two crossover and two mutation operators are used, one-point and two-
point crossover, and random and creep mutation, respectively.
(4) The ﬁtness function measures the degree in which the weight vector main-
tains the optimal order of documents in the retrieval process.
The experiments involve seven well-known documentary test collections:
CRANFIELD, KEEN, HARDING, EVANS, LISA, SMART and UKCIS. The
authors use the Cranﬁeld collection for an extensive series of initial trials, with
the best combination of parameters then being used for the remaining collec-
tions. They run the best obtained query and measure the recall of the 10, 20
and 50 ﬁrst retrieved documents to evaluate the method goodness.
The results are very good, overcoming the performance of the F4 method in
most of the cases. Only with HARDING, the results of both methods are
similar. To solve this problem, they propose to work with negative weights.
6.2.2. Yang and Korfaghe’s proposal
Yang and Korfaghe propose a similar GA to that of Robertson and Willet’s
in [57]. They use a real coding, and the two-point crossover and random
mutation operators (besides, crossover and mutation probabilities are changed
throughout the GA run). The selection is based on a classic generational
scheme where the chromosomes with a ﬁtness value below the average of the
population are eliminated, and the reproduction is performed by Baker’s
mechanism.
They propose three diﬀerent ﬁtness functions, one where the relevant doc-
uments are known and other two where this set is not known. All of them are
based on the precision and recall measures.
The test document collection used for the experiments is the Cranﬁeld col-
lection. Sixteen diﬀerent population sizes, ranging from 10 to 40 in steps of
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two, were used for the 225 queries. For each one of these queries, they measure
the precision and recall levels, in each 0.1 size interval and compare them with
the ﬁgures associated to the initial queries without weights.
The results are very satisfactory. However, while the average precision for
some levels of recall increases after this process, the same behaviour is not
noticed in the average recall for some levels of precision.
6.2.3. Sanchez, Miyano and Brachet’s proposal
In [48], Sanchez et al. propose a GA to learn the term weights of extended
Boolean queries for fuzzy IRS in a relevance feedback process.
Binary-coded chromosomes encode the n term weights as well as the simi-
larity threshold considered in the document retrieval (stored in the nþ 1th
gene). The genetic operators are the classic ones and the ﬁtness function is
based on a linear combination of precision and recall.
The behaviour of the system is studied on a 479 document collection about
patents. Unfortunately, they do not show the obtained results in the paper.
6.2.4. Horng and Yeh’s proposal
In [30], the authors use a GA to adapt the query term weights in order to get
the closest query vector to the optimal one. Firstly, they combine the Bigram’s
model and a Pat-tree approach to retrieve Chinese documents. The features of
the system are:
(1) It is based on the vector space model, and both documents and queries are
represented as real number vectors. The initial population is randomly gen-
erated.
(2) The used objective function is the non-interpolated average precision [9,34]
which takes into account the order of appearance of the documents as well
as the number of relevant and non-relevant documents retrieved.
(3) The GA uses two kinds of crossovers (weight-selection and natural cross-
over) and the mutation operator is deﬁned as the inversion of a weight.
(4) The system applies a local search to ﬁnd better solutions.
The experiments use Chinese documents extracted from the web (http://
vita.fju.edu.tw and http://tw.yahoo.com/headlines). In both cases, the collec-
tions are divided in training and test data. Each experiment considers 45 dif-
ferent queries to retrieve documents.
The conventional measures, recall and precision, are used in the evaluation.
They are combined in two diﬀerent forms. The authors compare their proposal
with Yang and Korfhage’s GA [57], and the new genetic approach outper-
forms it.
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6.2.5. Lopez-Pujalte, Guerrero and Moya’s proposals
In [37–39], Lopez-Pujalte et al. evaluate the eﬃcacy of a GA with diﬀerent
ﬁtness functions for relevance feedback in the vector space model and compare
the results with the classic Ide dec-hi method. The common characteristics of
the GA used in the three works are:
(1) The chromosomes have the same number of genes as there are terms
with non-zero weights in the query and in the documents of the feedback.
(2) The initial population is generated taking into account the available infor-
mation. The original query is ﬁrst run on the IRS and the ﬁrst 15 docu-
ments retrieved are evaluated. Then, the initial population is built from
the vectors of:
(a) the initial query,
(b) the relevant documents,
(c) the non-relevant documents,
(d) the non-relevant documents with the weights negated.
This way, the population size will depend on the retrieval eﬃcacy of the
original query.
(3) The GA uses simple random sampling as selection mechanism.
(4) The authors use the simple one-point crossover and random mutation.
(5) The GA returns as the solution both the best chromosome (query) found
during the process and the centroid of all the best chromosomes found
in the ﬁnal population.
Hence, the only diﬀerence between the diﬀerent GAs run in the three papers
is the ﬁtness function. In [37,38], the authors run the GA with diﬀerent, pre-
viously proposed ﬁtness functions in the vector space model. From these two
studies, they determine that the best performance is obtained with those taking
into account the document ranking. Hence, in [39], they run the GA with three
diﬀerent order-based ﬁtness functions, a function given in [30] and two new
proposals.
To perform their experiments, they generate a experimental testbed from the
Cranﬁeld collection [37,39] or from the Cranﬁeld, CISI, Medline and NPL
collections [38]. Around 30 queries are selected from each collection for the
evaluation, those having at least three relevant documents retrieved among the
ﬁrst 15, and at least ﬁve relevant documents yet to be retrieved.
The retrieval eﬃcacy is evaluated by means of the averaged precision at
eleven and three recall values (see Section 2.1.3). They also use the residual
collection method [10], based on not considering previously seen documents
to measure the IRS eﬃcacy. The results are very good; all the proposed
GAs improve the obtained results with the classical Ide dec-hi method and
those GAs with order-based ﬁtness functions get better results than the re-
mainder.
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6.3. Query learning
6.3.1. Smith and Smith’s proposal
Smith and Smith propose a GP-based algorithm for learning queries for
Boolean IRSs in [51]. Although they introduce it as a relevance feedback al-
gorithm, the experimentation developed in the paper is actually closer to the
IQBE framework. The algorithm components are described next:
(1) The Boolean queries are encoded in expression trees, whose terminal nodes
are query terms and whose inner nodes are the Boolean operators AND,
OR and NOT.
(2) Each generation is based on selecting two parents, with the best ﬁtted hav-
ing a larger chance to be chosen, and generating two oﬀspring from them.
Both oﬀspring are added to the current population which increments its
size in this way.
(3) The usual GP crossover is considered [32]. No mutation operator is ap-
plied.
(4) The initial population is generated by randomly selecting the terms in-
cluded in the set of relevant documents provided by the user, having those
present in more documents a higher probability of being selected.
(5) The ﬁtness function gives a composite retrieval evaluation encompassing
the two main retrieval parameters (precision and recall).
To perform the experiments, the authors use the Cranﬁeld collection. In
practice, the algorithm only was able to generate perfect queries when the
initial collection of relevant documents is small.
6.3.2. Cordon, Herrera-Viedma and Luque’s proposal
In [15], Cordon et al. propose an extension of Smith and Smith’s algorithm,
based on incorporating the multiobjective approach to the latter.
The diﬀerences between both proposals are:
(1) Cordon et al. consider a classical generational scheme where the selection
probabilities are assigned by the proportional scheme instead of a steady-
state evolution model.
(2) Cordon et al. use mutation operators which change a randomly selected
term or operator by a random one, or a randomly selected subtree by a
randomly generated one.
(3) The Pareto-based multiobjective EA incorporated to the basic Smith and
Smith’s GP algorithm is Fonseca and Fleming’s MOGA [25]. In addition,
a double niching scheme is applied in the genotypic and the phenotypic
spaces to better cover the Pareto front deriving a large number of queries
with a diﬀerent composition and a diﬀerent precision-recall tradeoﬀ.
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The performance of the new technique is very signiﬁcant since it overcomes
the basic Smith and Smith’s algorithm in all cases as the results of the latter
when considering typical values for the weighted combination are dominated
by the solutions in the Pareto front of the former. Furthermore, the Pareto
fronts obtained are very well distributed, including a high number of solutions
in them.
6.3.3. Fernandez-Villaca~nas and Shackleton’s proposal
In [23], Fernandez-Villaca~nas and Shackleton propose two evolutionary
IQBE techniques for Boolean query learning and compare their behaviour. The
ﬁrst algorithm (BTGP, British Telecom Genetic Programming) is very similar
to Smith and Smith’s GP proposal. It is composed of a roulette-wheel selection,
an usual GP crossover and a mutation operator based on swapping subtrees.
Two ﬁtness functions are investigated, a classic linear combination of precision
and recall, and a new variant (coming from the ﬁeld of classiﬁcation systems
design in machine learning) where both the number of missed positives (non-
retrieved relevant documents) and the number of false positives (retrieved non-
relevant documents) are minimized.
The other algorithm, MGA (Mapping Genetic Algorithm) is a classic binary
GA which adapts query trees. The coding scheme allows to represent expres-
sion trees as binary strings; each node is encoded in a binary substring and a
chromosome is obtained linking together node representations. It is composed
of roulette-wheel selection, one-point crossover and random mutation, but the
authors do not use the crossover operator in the experimentation developed as
they mention that it causes premature convergence.
To perform the experiments, the authors consider two documentary bases
which are divided into training and test document sets. In the ﬁrst base, the
results obtained are very bad; the ﬁrst function generates queries that do not
appropriately summarize the information needs of the set of documents and
the use of the second function produces an overlearning when the generated
queries are run against the test document set. In the second base, good results
are obtained, in training and test, with MGA improving to BTGP in both
cases.
6.3.4. Kraft, Petry, Buckes and Sadasivan’s proposal
In [33], Kraft et al. propose an IQBE technique to learn the whole com-
position of extended Boolean queries for Fuzzy IRSs. The algorithm is based
on GP and its components are described next:
(1) The fuzzy queries are encoded in expression trees, whose terminal nodes
are query terms with their respective weights and whose inner nodes are
the Boolean operators.
(2) A classical generational scheme is applied.
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(3) The usual GP crossover is considered and three possibilities are randomly
selected for the GP mutation: change of an operator, negation of a term or
change of negative term into a positive term.
(4) Two diﬀerent ﬁtness functions are considered based on the classical preci-
sion and recall measures. While one of them only considers the recall value,
the other also takes the precision into account.
For the experiments, the authors use a collection consisting of 483 abstracts
taken from consecutive issues of the ACM. The preliminary results indicate
that randomly selecting terms from the set of all terms to populate queries does
not work eﬃciently; to solve this drawback the terms are selected from the
predetermined documents speciﬁed as relevant.
6.3.5. Cordon, Moya and Zarco’s proposals
Although Kraft et al.’s algorithm obtains good results, it suﬀers from one of
the main limitations of the GP paradigm: the learning of the weights consid-
ered in the encoded structure can only be performed by mutation. Hence, it is
very diﬃcult for the algorithm to obtain the term weights, which constitutes an
important drawback due to their importance in the query. In order to solve this
drawback, Cordon et al. propose some new approaches aiming at improving
Kraft et al.’s algorithm performance.
In the ﬁrst proposal, they make use of the GA-P paradigm [17] based on
combining traditional GAs with the GP technique. While the GP part evolves
the expressions, the GA part concurrently evolves the coeﬃcients used in them.
The expressional part (GP part) encodes the query composition––terms and
logical operators––and the coeﬃcient string (GA part) represents the term
weights.
This proposal uses a selection based on the steady-state approach and in-
duces niches in the GA-P population [49]. Two diﬀerent kinds of crossover are
considered, intra-niche crossover and inter-niche crossover, depending whether
the parents to be crossed are encoding the same query tree or not. The GA part
is crossed using the BLX-a crossover and Michalewicz’s non-uniform operator
is considered to perform mutation. The classical GP operators are applied in
the GP part.
On the other hand, in [18], a hybrid simulated annealing-genetic program-
ming EA is considered to extend Kraft et al.’s proposal. The coding scheme is
the same that in the previous proposal. The neighbourhood operator macro-
mutation generates a neighbour query to the current one by changing the ex-
pressional part or the value string.
In both proposals, an extension to adapt the retrieval threshold (as done in
[48], Section 6.2.3) is proposed. In every case, the obtained results are signiﬁ-
cantly good, outperforming Kraft et al.’s proposal to a large degree in the test
collections considered (Cranﬁeld among them).
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In [16,19], a new IQBE process is developed to being able to simultaneously
generate several extended Boolean queries with a diﬀerent precision-recall
tradeoﬀ in a single run. It is based on an adaptation of the GA-P algorithm,
specially designed to tackle with multiobjective problems by means of a Pareto-
based multiobjective technique.
The performance of the algorithm is tested on the usual Cranﬁeld collection,
but while [19] uses the classical experimental setup, a training-test opera-
tion model is used in [16]. Training and test sets are used to validate if the
derived queries are able to retrieve new relevant documents when are applied to
a diﬀerent documentary collection. The results are very promising in both
cases.
6.3.6. Boughanem, Chrisment and Tamine’s proposals
All Boughanem et al.’s proposals [6–8] are based on the use of genetic
techniques for solving multimodal problems. The main characteristics of these
models are the use of knowledge-based genetic operators, instead of the usual
blind operators, and of niching techniques.
In [6], they deﬁne a speciﬁc GA for IR based on knowledge-based opera-
tors and guided by a heuristic for relevance multimodal problem solving.
They measure the eﬀects of Pc and Pm probabilities and the population
size, and then they the knowledge-based operators versus blind operators. The
goal is to ﬁnd an optimal set of documents which best match the user’s
needs.
In [7,8], a genetic approach combining the results from multiple query
evaluations is copared. The GA’s components are described next:
(1) The genetic individual is a query formulation and each gene is an index
term o concept. The population is organized into several niches.
(2) The ﬁtness function measures the eﬀectiveness of a query during the re-
trieval stage.
(3) The selection scheme is based on a variant of the usual roulette-wheel se-
lection. The crossover operator is based on term-weight and the mutation
operator explores the terms occurring in the relevant documents to expand
and/or reweight the query.
Furthermore, the GA in [6] uses blind operators and term co-occurrence
based crossover; while those in [7,8] use merging methods.
Several experiments of diﬀerent kind are carried out on TREC collections to
validate the proposed approaches. In the three works, the presented results
demonstrate the eﬀectiveness of the genetic approaches in performing multiple
query evaluation and the interesting use of knowledge domain to develop ge-
netic operators and of the niching methods to improve the retrieval eﬀective-
ness.
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7. Matching function learning
The aim is to use an EA to generate a similarity measure for a vector space
IRS to improve its retrieval eﬃcacy for an speciﬁc user. This constitutes a new
relevance feedback philosophy since matching functions are adapted instead of
queries.
Two diﬀerent variants have been proposed in the specialized literature:
(1) Linear combination of existing similarity functions. In [43], Pathak et al.
propose a new weighted matching function, which is the linear combina-
tion of diﬀerent existing similarity functions. The weighting parameters
are estimated by a GA based on relevance feedback from users. They use
real coding, a classical generational scheme, two-point crossover and
Gaussian noise mutation. The algorithm is tested on the Cranﬁeld collec-
tion and the results look very encouraging.
(2) Automatic similarity measure learning. A GP algorithm to automatically
learn a matching function with relevance feedback is introduced in
[20,22]. The similarity functions are represented as trees, and a classical
generational scheme and the usual GP crossover are considered. However,
no experiments are showed.
8. Image retrieval
There are diﬀerent proposals combining EAs and image retrieval. Some of
them are summarized below.
Cho and Lee [14] develop an image retrieval system based on human
preferences and emotions by using an interactive genetic algorithm (IGA)
with the purpose of supplementing the lack of the user’s expression capa-
bility. The system extracts the features from images by wavelet transform,
and uses the IGA to search the image that the user has in mind adopting
the user’s choice as ﬁtness when the ﬁtness function cannot be explicitly de-
ﬁned.
In [31], Kato and Iisaku describe an image retrieval system also based on a
GA with an interactive mechanism that dynamically reﬂects the subjectivity of
the individual user in the retrieval results and propose a novel method for
enhancing circumstantial dependence.
In [52], a new method for computing image similarity is proposed, called
local similarity pattern. It is based on the idea that distinguishing diﬀerent
objects in the image requires diﬀerent similarity criteria for each object. In
addition, a GA-based method is proposed for ﬁnding an optimal assignment of
similarity criteria to image regions, and incorporated in the relevance feedback
mechanism.
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9. Design of user proﬁles for information retrieval on the Internet
IRSs are limited by the lack of personalization in the representation of the
user’s needs. An important issue in this situation is the construction of user
proﬁles which maintain previously retrieved information associated with pre-
vious user’s needs. Next paragraphs show three proposals involving on user
proﬁles and GAs.
In [40], an agent is proposed to model the user’s information needs for
searches in the web by an adaptative process based on a GA with fuzzy genes.
The GA keeps the knowledge about the user’s preferences and gets the feed-
back from the user. Fuzzy set theory is considered to handle the imprecision of
the user’s preferences and the user’s evaluation of the retrieved documents. It
constitutes a viable approach to a system that can learn the information needs
of the user, and keep up with the evolution of these needs, utilizing only rel-
evance feedback from the user.
In [35], Larsen et al. present a scheme for maintaining experience-based
knowledge on user preferences in a user proﬁle. The user proﬁle is generated
from a ﬁltering process instead of a retrieval process where no information
about the user is considered. In this way, the authors ﬁlter the document
collection using the information retrieved in the ﬁrst query. In order to generate
the proﬁle, the proposed system uses a GA to ﬁnd the most discriminatory
terms, i.e., those allowing the system to discern between relevant and non-
relevant documents, which are selected and stored as a part of the user’s proﬁle
to be used in future queries to the system.
In [13], Chen and Shahabi propose an adaptative soft query (ASQ) system
to improve the accuracy of user proﬁles. ASQ consists of two main compo-
nents: an on-line soft query system and an oﬀ-line GA-based learning mech-
anism. The former system provides personalized query results by integrating
image information and user proﬁles with a fuzzy-logic based aggregation
technique. The GA is then used to improve the user proﬁles through user’s
feedback. The experimental results indicate that the retrieval accuracy is sig-
niﬁcantly increased.
10. Web page classiﬁcation
Catalogues play an important role in most of the current web search en-
gines. In [36], Loia and Luengo present an evolutionary approach useful to
automatically construct a catalogue as well as to perform the classiﬁcation of
web documents. The proposal faces the two fundamental problems of web
clustering: the high dimensionality of the feature space and the knowledge of
the entire document. The ﬁrst problem is tackled with genetic computation
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while the authors perform a clustering based on the analysis of context in order
to face the second one.
The genome is deﬁned as a tree-based structure and two diﬀerent evaluation
functions are used (clustering ﬁtness and quality of distribution). As genetic
operators, the one-point crossover and ﬁve diﬀerent mutation operators (Cut-
ting, Merging, Specialization Grade, Exchange Parent and Change Parent) are
deﬁned.
The system is veriﬁed taking the Open Directory Project (http://dmoz.org) as
target and the results show that it allowed the authors to classify a web doc-
ument with a precision comparable to a directory approach and with a di-
mensionality and updating speed comparable to those of the existing indexing
techniques.
11. Design of agents for Internet searching
While the Internet services are popular and appealing to many on-line users,
diﬃculties with search are expected to worsen as the amount of on-line in-
formation increases. Therefore, it is necessary to improve the existing search
agents. Next paragraphs show diﬀerent proposals that uses EAs in Internet
search with this aim.
In [3], Bergstr€om et al. present a method to ﬁnd textual relations in elec-
tronic documents using GP and semantic networks. The system aims at en-
hancing IR by automatically extracting relations from text. This technique
could be an important countermeasure against information overload and can
also be used to enable feasible user interfaces on small screens. The GP uses
tournament selection and the classical GP crossover. The experiments are
performed on pre-processed texts from the web and the initial results conﬁrm
the feasibility of the method.
In [12], an intelligent personal spider approach for Internet searching is
proposed. Chen et al. implement Internet personal spiders based on best ﬁrst
search and GA techniques. The used GA applies stochastic selection based on
Jaccard’s ﬁtness, with heuristic-based crossover and mutation operators. These
personal spiders dynamically take a set of user’s selected starting homepages
and search for the most closely related homepages in the web, based on the
existing links and keyword indexing. In benchmarking experiments, both al-
gorithms are compared. The GA spider does not outperform the best ﬁrst
search spider, but both results are comparable and complementary.
In [50], Shih proposes a theoretical computation model for mobile agent
evolution on the Internet which is based on ‘‘food web’’, the law of natural
balancing. As working model, Shih deﬁnes a logical network for agent con-
nections/communications, called Agent Communication Network. In order to
simulate agent evolution, he develops a set of algorithms for the distributed
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computing of agent programs. Finally, a simulation environment based on
JATLite is designed to support the proposed theory.
In [55,56], diﬀerent search strategies behind the current search engines for
the world wide web are studied to determine the applicability of a GP model
for the diversity set of web documents. Walker uses GP to search in the web. In
addition, in [56] he also uses a parallel implementation. In both works, he
studies the reﬁnement of the database indexers over a period of 8 days. The
results show that the databases for the distinct search engines stabilized after
the completion of the initial search, that is, the user can optimize the initial
results by repeating the search over a period of time.
12. Concluding remarks
In this paper, we have reviewed the diﬀerent applications of EC to IR,
analyzing the diﬀerent kinds of IR problems that have been solved by EAs.
EAs has been applied, among other problems, to: automatic document indexing,
document and term clustering, query deﬁnition, matching function learning,
image retrieval, design of user proﬁles for IR on the Internet, web page classi-
ﬁcation and design of agents for Internet searching. In several cases, the ob-
tained results are very promising. Hence, EAs can be useful in the future to: (1)
information fusion and text extraction, (2) multimedia retrieval and (3) ranking
and web mining.
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