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Abstract
Inthispaper we address the problem ofsegmentingfore-
ground regions corresponding to a group of people given
models of their appearance that were initialized before oc-
clusion. We present a general framework that uses maxi-
mumlikelihoodestimationtoestimatethe best arrangement
for people in terms of 2D translation that yields a segmen-
tation for the foreground region. Given the segmentation
result we conduct occlusion reasoning to recover relative
depth informationand we show how to utilize this depth in-
formation in the same segmentation framework. We also
present amore practicalsolutionforthesegmentationprob-
lem that is online to avoid searching an exponential space
ofhypothesis. The person modelis basedon segmentingthe
bodyintoregions inorder tospatiallylocalizethecolor fea-
tures corresponding to the way people are dressed. Model-
ingtheseregionsinvolves modelingtheirappearance(color
distributions) as well as their spatial distribution with re-
spect to the body. We use a non-parametricapproachbased
on kernel density estimationto represent the color distribu-
tionofeachregionandtherefore wedonotrestrictthecloth-
ing to be of uniform color. Instead, it can be any mixture of
colors and/or patterns. We also present a method to auto-
matically initialize these models and learn them before the
occlusion.
1 Introduction
It is desirable for visual surveillance systems to know
whatpeopleare doingwhileinteractingwitheach other. Vi-
sual surveillance systems are required to keep track of tar-
gets as they move throughthe scene even when they are oc-
cluded by or interacting with other people in the scene. It
is highly undesirable to lose track of the targets when they
are in a group. It is even more importantto track the targets
when they are interacting than when they are isolated.
The problem that we address in this paper is how to
builda representationfor people when they are isolatedthat
enables their segmentation when they are interacting as a
group, as well as reasoning about the occlusion. This prob-
lem is important not only for visual surveillance, but also
for other video analysis application such as video indexing,
video archival and retrieval system.
The assumption we make about the scenario is that tar-
getsarevisuallyisolatedbeforeocclusionsothatwecan ini-
tialize theirmodels. Our approach is based on modeling the
major color regions of the body such as head, torso, bottom
part(legs)whichcorrespondsbasicallytodifferentpieces of
clothing that a person is wearing. Modeling these regions
involves modeling their appearance (color distributions) as
wellas theirspatialdistributionwithrespect tothebody. We
use a non-parametric approach based on kernel density es-
timation to represent the color distribution of each region
and therefore we do not restrict clothing to be of uniform
color. Instead, it can be any mixture of colors and/or pat-
terns. Buildingthese models is performed while targets are
isolatedbysegmentingthebodyintoblobscorrespondingto
their clothes; this segmentation is initializedbased on train-
ing data.
Given a foreground region corresponding to a group of
people we search for the arrangement that maximizes the
likelihood of the appearance of this region given the mod-
els that we have built for the individuals. As a result, we
obtain a segmentation of the region. The segmentation re-
sultis thenusedtodetermine therelativedepthofeach indi-
vidualby evaluatingdifferent hypothesisabout the people’s
arrangement. This allows us toconstruct a model for occlu-
sionthatcan be used inthe same probabilisticframework to
segment foregroundregions in subsequent frames.
The problem of tracking groups of people has been ad-
dressed recently in the literature. The Hydra [2] systems
tracks people ingroups by trackingtheir heads based on the
silhouette of the foreground regions corresponding to the
group. TheHydrasystemisabletocountthenumberofpeo-
ple in the groups as long as their heads appear as part of the
outer silhouette of the group; it would fail otherwise. The
Hydra system was not intended to accurately segment the
groupintoindividualsnordoesitrecoverdepthinformation.
McKenna et al. [6] segment groups of people based on theindividualscolor distribution. They represent the color dis-
tributionof the whole person by a histogram and use this to
segment the group. The color features are represented glob-
ally and are not spatiallylocalized; therefore their approach
loses the spatial information about the color distributions
which is essential discriminant information. The notion of
blobs has been used to model humans as a way to spatially
localize the color information [10] in the context of track-
ing individuals. We will brieﬂy mention related work that
addressed problems such as representing color regions and
occlusion reasoning throughoutthe paper.
The outline of the paper is as follow: Section 2.1 intro-
ducesthecolormodel. Section2.2explainshowtousethese
models to segment a foreground region corresponding to a
groupof people. Section 3 shows how we do occlusion rea-
soning, construct a model for that occlusion and utilize that
model for the segmentation. Sections 4, 5 explain how we
automatically initialize the target model.
2 Segmentation under Occlusion
2.1 Representation
Peoplecan be dressed inmany differentways, butgener-
ally the way people are dressed leads to a set of major color
regions aligned vertically (shirt, T-shirt, jacket etc., on the
top and pants, shorts, skirts etc., on the bottom) for people
inuprightpose. Ourapproachisbasedonrepresentingaper-
sonas a setofblobsrepresentingthe majorpartsofthebody
asthetorso,bottomandhead. Eachblobisrepresentedbyits
color distributionas well as its spatial location with respect
to the whole body. Generally, a person in an upright pose
is modeled as a set of vertically aligned blobs
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calaxisoftheperson. We havetwobasic assumptionsabout
theblobstructure: First, each blobhas thesame colordistri-
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H
A is the conditional probability that a pixel has a
color
c given its 2D image location
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y. This color-spatial
independence assumption is applicable to the majority of
clothing people wear and has been used previously in [10].
Notice that the restriction that each blob has a single color
distribution does not imply that the blob is uniformaly col-
ored.
The second assumption is that the vertical location of a
blobwithrespecttothepersonisindependentofitshorizon-
tal location. This can be expressed as :
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where
G
A is theconditionaldensityforthe verticallocation
of blob
A given the horizontal location.
From the previousassumptions itfollows thata blob can
be represented by three independent density functions:
￿ Color density function
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Furthermore, since our blobs are aligned vertically, we can
assume that all the blobs share the same horizontal density
function
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Thisformalizationgivesus a way tosegment foreground
regions corresponding to a person into blobs as well as ob-
taining a probability estimate for a given pixel being part
of that person. The following subsection will discuss how
to use such estimates to segment foreground regions corre-
sponding to groups of people. Section 5 discusses how to
automatically initialize this blob model and how to obtain
estimates for the density functions while tracking isolated
people. One drawback of this representation is its inability
tomodelhighlyarticulatedpartssuchashands;butsinceour
mainobjectiveistosegment peopleunderocclusion, we are
principally concerned with the mass of the body. Correctly
locatingthemajor blobsofthebodywillenforceconstraints
on the locationof the hands which could then be used to lo-
cate and segment them.
2.2 Likelihood Maximization
For simplicity and without loss of generality we will fo-
cus on the the two people case. Given a person model
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This deﬁnes the conditional density as a function of the
model origin
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) is a parameter for the
density and it is the only degrees of freedom allowed.
Given two people in occlusion with models
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sional hypothesis for the models’ origins. We will call
h an arrangement hypothesis. For a foreground region
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Notice thatthe segmentation
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) is a functionof the ori-
ginhypothesis
hforthetwomodels. i.e., each choiceforthe
targets’ originsdeﬁned a different segmentationof the fore-
groundregion. The bestchoice forthe targets’ originsisthe
one thatmaximizes thelikelihoodofthe data over the entire
foreground region. Therefore, the optimal choice for
h can
be deﬁned in terms of a log-likelihoodfunction
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For each new frame at time
t, searching for the optimal
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t solvesboththeforegroundsegmentationas
well as person tracking problems simultaneously. This for-
malizationextendsinastraightforwardwaytothecase of
N
peopleinagroup. Inthiscase, wehave
N differerentclasses
and an arrangement hypothesis is a
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2.3 Origin Detection Solution
Finding the optimal hypothesis for
N people is a search
problem in
2
N dimension space and exhaustive search
for this solution would require
O
(
w
2
N
), where
w is 1-
Dimensional window for each parameter (i.e., the diameter
of the search region in pixel). So, ﬁnding the optimal solu-
tion this way is exponential in the number of people in the
group,whichisnon-practical. Instead, sincewearetracking
the targets throughoutthe occlussion and targets are not ex-
pected to move much between consecutive frames, we can
develop a more practical solution based on direct detection
of an approximate solution
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expected to be visible throughout the occlusion and can be
detected ina robustway. Forexample, ifweassume thatthe
tops of the heads are visible throughout the occlusion, we
can use them as origins for the spatial densities. Moreover
the topof thehead isa shape feature thatcan be detected ro-
bustly given our segmentation. Given the model origin lo-
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3. Detection: Detect new origins (top of heads)
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Conductingrepetitive segmentation-detectionmightlead to
a better solution in the sense of maximizing the likelihood
of the data, i.e, we can write an iterative version of this al-
gorithmwhere ateach segmentationstep thenewsolutionis
evaluated based on the likelihoodfunctionand another iter-
ation is performed as long as we improve the likelihood. In
practice, we found that one step is enough to reach a good
segmentation as will be shown in section 6.
3 Modeling Occlusion
a b c d e
Figure 1. a- Original image. b- Foreground re-
gion. c-Segmentation result. d,e-Occlusion
model hypothese.s
By occlusion modeling we mean assigning a relative
depthtoeach personinthegroupbased onthesegmentation
result. Several approaches have been suggested in the liter-
ature tosolve thisproblem. In [3] a groundplane constraint
was used to reason about occlusion between cars. The as-
sumption that object motion is constrained to the ground
planeisvalidforpeopleandcars butwouldfailifthecontactpoint on the ground plane is not visible because of partial
occlusionbyotherobjects, or because contactpointsare out
of the ﬁeld of view (for example, see ﬁgure 1). McKenna et
al [6] deﬁne the visibilityindex to be the ratio between the
number of pixel visible of each person during occlusion to
theexpected numberofpixelsforthatpersonwhen isolated.
They use this visibility index to measure the depth (higher
visibilityindex indicates that the person is in front). While
thiscan be used toidentifytheperson infront,we can easily
constructexamples toshowthatthevisibilityindexdoesnot
correspond todepth for more than two people. The solution
wepresentheredoesnotusethegroundplaneconstraintand
generalizes to the case of
N people in a group.
3.1 Occlusion Reasoning
Given a hypothesis
h about the 3D arrangement of peo-
ple along with their projected locations in the image plane
and a model of their shape, we can construct an occlusion
model
O
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) thatmappes each pixel
x to one ofthe tracked
targets or the scene background. Let us consider the case of
two targets as shown in ﬁgure 1. The foreground region is
segmented as was shown in section 2.2, which yields a la-
beling
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) for each pixel (ﬁgure 1-c) as well as the best
location for the model origins. There are two possible hy-
potheses about the depth arrangement of these two people
and the corresponding occlusion models are shown in parts
d and e of the ﬁgure assuming an ellipse as a shape model
for the targets. We can evaluate these two hypotheses (or
generally
N hypotheses) by minimizing the error in the la-
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foregroundpixels1. We use an ellipse withmajor and minor
axes set to the expected height and width of each person es-
timated before the occlusion. Figures 5,6 show some exam-
ples of the constructed occlusion model for some occlusion
situations.
3.2 Utilizing depth information
Consider the situation where two targets are being
tracked through an occlusion and we are able to determine
thedepthindexforeach target, andthereforewe have anoc-
clusion model similar to the one in ﬁgure 2 where
R
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;
R
2
represents targets 1,2 respectively and
R
0 represents the
scene background. Clearly, pixels in region
R
1 are more
likely to be part of the ﬁrst target. In the following we dis-
cuss howtoutilizethisinformationinthesegmentationpro-
cess.
Generally, if we have
m targets, we would have
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regions (layers) similar to those in ﬁgure 2 where region
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1In the two person case an efﬁcient implementation for this error for-
mula can be achievedby consideringonlythe intersectionregion andﬁnd-
ingthetarget whichappearsmostinthis region;thatcorrespondstotheone
in front
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Figure 2. Occlusion model example.
represents the visible parts of target
i. Let the layer proba-
bility
￿
(
x
)
=
(
￿
o
(
x
)
;
:
:
:
;
￿
m
(
x
)
) be an
m
+
1probability
vector where
￿
i
(
x
) is the probabilitythatpixel
x belongsto
layer
i and
P
m
i
=
0
￿
i
(
x
)
=
1 In other words,
￿
i
(
x
) is the
probabilitythattheray frompixel
x throughtheopticalcen-
ter will hit target
i ﬁrst. Any target arrangement hypothesis
h would deﬁne different layer probabilities so we will use
thenotation
￿
h
(
x
) todenotethelayerprobabilitydeﬁned by
such hypothesis. The likelihoodprobabilityofa pixelgiven
target
i would be
P
h
(
x
j target
i
)
=
P
(
x
j
M
i
(
h
)
)
￿
￿
i
h
(
x
)
Therefore we can use the same framework as in section 2.2
to ﬁnd the hypothesis that maximizes the likelihood of the
foreground region. This way we extend the notion of ar-
rangementhypothesistoincludebothtarget2Dlocationand
relative depth.
The question is how we can obtain an estimate for
￿
h.
Here we present a heuristicmethod to obtainsuch estimates
for each new frame
t based on the previous frame,
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) is the occlusion model deﬁned by hypothesis
h and
￿ is a parameter representing the uncertainty in the
process resultingfrom usinginaccurate shape models. Note
that if
￿ is set to 1 all the layer will be equiprobable.4 Blob Modeling
Theframeworkpresentedinsection2forsegmentationis
applicable toany method toestimate the colordensity func-
tion and the spatial density function(s) for each blob. A va-
rietyofparametricandnon-parametricstatisticaltechniques
have been used to model the color and the spatial proper-
tiesof coloredregions. In [10] thecolor propertiesofa blob
were modeled using a single Gaussian in the three dimen-
sion
Y
U
Vspace. Thespatialpropertiesofablobweremod-
eled using pixel support maps. Fitting a mixture of Gaus-
sian using the EM algorithmprovides a way to model blobs
with a mixture of colors. This technique was used in [7, 8]
for color based tracking of a single blob and was applied
to tracking faces. Mixture of Gaussian techniques face the
problem of choosing the right number of Gaussian for the
model. Non-parametric techniques using histograms have
also been used in [6]. In this work they used 3-dimensional
adaptive histogramsin RGB space tomodel the colorof the
wholepersonandthereforenocolor-spatiallocalizationwas
usedintheirmodel. Colorhistogramshavealsobeenusedin
[5] for tracking hands. The major drawback with color his-
togram is the lack of convergence to the right density func-
tion if the data set is small.
4.1 Blob Color Model
Our approach is to model the color density of a blob us-
ingnon-parametric kernel density estimation. Given a sam-
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We represent the color of each pixel as a 3-dimensional
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with different bandwidth in
each dimension.
Theoretically, kernel density estimators can converge to
any density shape with enough samples [9]. Unlike his-
tograms, even withsmall numberofsamples, kerneldensity
estimationleads toa smoothcontinuousdensityestimate. If
the underlying distribution is a mixture of Gaussians, ker-
nel density estimation converges to the right density with
a small number of samples. Unlike parametric ﬁtting of a
mixture of Gaussians, kernel density estimation is a more
general approach that does not require the selection of the
right number of Gaussian to ﬁt. One other important ad-
vantage of using kernel density estimation is that the adap-
tation of the model is trivial by adding new samples. The
majordraw back ofnon-parametrickerneldensityestimator
is it’s computationalcost, which becomes less of a problem
with the available computational power and efﬁcient com-
putationalmethods that have been developed recently [4]
The separation of chromaticity from lightness in the
r
g
s
space allows the use of a much wider kernel withthe
s vari-
able to cope with the variablityin this variable due to shad-
ingeffects aswellas smallchangesinlightingconditiondue
to target motion. On the other hand, the chromaticity vari-
ables
r
;
gare invarianttoshadingeffects andthereforemuch
narrowerkernelscanbeusedinthesedimensions,whichen-
ables more powerful chromaticity discrimination. We can-
not discard the lightness informationsince it is essential for
discriminatingnoncoloredobjects(objectsonthegrayline)
The estimationof appropriate bandwidthsis done ofﬂine
by consideringbatches of singlecolored regionstaken from
images of people’s clothing and estimating the variance in
each color dimension. Theoretically, for the Gaussian case
the bandwidth can be estimated as
h
￿
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:
0
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where
^
￿istheestimatedstandarddeviationand
nisthesam-
ple size.
4.2 Blob Spatial Model
Estimates for the blob vertical density
g
A
(
y
) and hori-
zontal density
f
(
x
) are learned while trackingthe target be-
fore occlusion. Each blob vertical density
g
A
(
y
) is repre-
sented non-parametrically by a histogram as will be shown
insection5. The horizontaldensityisassumed tobeaGaus-
sian whose parameters are determined by ﬁtting a Gaussian
to the vertical projectionof target pixels centered at the me-
dian.
5 Blob Extraction
The blob extraction process is performed when people
are isolated before occlusion. Generally, the way people
dress leads to three or four color regions along the vertical
axis for upright pose. We consider here the case where the
personmodelconsistsof threeblobscorrespondingtoa per-
son’s head, torso and bottom. We denote the horizontalline
that roughly separates two consecutive blobs as “ blob sep-
arator ”. A set of training data2 is used to learn the location
2The training data consists of 90 samples of different people from both
genders dressed in top-bottom manner in different orientations in upright
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Figure 3. a- Blob separator histogram from
training data. b- Conﬁdence bands. c - Blob
segmentation. d- Detected blob separators
of blob separators (head-torso, torso-bottom) with respect
to the body for a set of people in upright pose. Figure 3-a
shows a histogram of the locations of head-torso (left peak)
and torso-bottom(rightpeak) in the trainingdata. Based on
theseseparatorlocationestimates, wecandetermineregions
proportionalto the height (conﬁdence bands) where we are
conﬁdent that they belong to head, torso and bottom.
The initialization is done automatically by taking three
samples
S
=
f
S
H
;
S
T
;
S
B
g of pixels from the three con-
ﬁdence bands corresponding to head, torso and bottom.
Given a set of samples
S
=
f
S
A
i
g corresponding to
each blob and initial estimates for the position of each blob
y
A
i, each pixel is classiﬁed to one of the three blobs based
on maximum likelihood classiﬁcation (equation 2) where
g
A
i
(
y
)
=
N
(
y
A
i
;
￿
A
i
) and
h
A
i
(
c
) is estimated using ker-
nel density estimator as described in section 4.1 .
The actual blob separators are then detected by ﬁnding
the horizontalline that minimizes the error in classiﬁcation.
Let
A and
B be two blobswhere
A isabove
B. Let
L
(
X
i
)
:
X
i
!
f
A
;
B
g be the classiﬁcation result of pixel
X
i.A
horizontal separator
y
A
B between the two blobs is deﬁned
by
y
A
B
=
a
r
g
y
m
i
n
X
i
1
￿
￿
(
L
(
X
i
)
;
M
y
(
X
i
)
)
where
M
y
(
X
i
)
=
￿
A
X
i above
y
B
X
i below
y
and
￿
(
a
;
b
)
=
￿
1
a
=
b
0 otherwise
Giventhedetected blobseparators, thecolormodel isre-
captured be sampling pixels from each blob. Blob segmen-
tation is performed and blob separators are detected at each
newframeaslongasthetargetisisolatedandtracked. Ahis-
togramofverticallocationofdetectedblobpixels
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Figure 4. Example results for blob segmenta-
tion
Figure 3-b shows initial bands used for initialization
where the segmentation result is shown in 3-c and the de-
tectedseparatorsareshownin 3-d. Figure4illustratessome
blobsegmentationexamples for variouspeople. Notice that
the segmentation and separator detection is robust even un-
der partial occlusion of the target as in the rightmost result.
Also in some of these examples the clothes are not of a uni-
form color.
6 Experimental Results
The input to the algorithmare foreground regions corre-
sponding to the moving objects which were extracted from
the scene background. Background subtraction is used to
extract these regions as a preprocessing step that we do not
discuss in this paper, details can be found in [1].
Figure 5 shows some results for segmenting two people
in different occlusionsituations. The foregroundsegmenta-
tion between the two people is shown as well as blob seg-
mentation. Pixels with low likelihood probabilities are not
labeled. In most of the cases, hands and feet are not la-
beled or are miss-classiﬁed because they are not part of the
blob representation. The constructed occlusion model for
each case is also shown. Notice that in the third and forth
examples, the two people are dressed in similarly colored
pants. Therefore, only the torso blobs are discriminating
in color. This was sufﬁcient to locate each person’s spa-
tial model parameters and therefore similarly colored blobs
(head and bottom) were segmented correctly based mainly
on their spatial densities. Still,some miss-classiﬁcation can
be noticed around the boundaries between the two pants
which is very hard even for human to segment accurately3.
3Full video clips showing these results and others can be downloaded
from ftp://www.umiacs.umd.edu/users/pub/elgammal/video/occlusionFigure 5. Example results: Top left: Original
image. Top right: people segmentation. Bot-
tom left: blob segmentation. Bottom right:
Constructed occlusion model
Figure 6 illustrates several frames from a sequence
for two targets being tracked throughout occlusion. The
blob segmentation results are shown as well as the con-
structed occlusion model. This result is obtained using the
segmentation-detectionsolution(section2.3)withthetopof
the head used as a reference pointfor the spatial densities.
Inorder toevaluate thealgorithmswe compared the seg-
mentation results with ground truth data that we obtained
by manual segmentation at certain key frames. We measure
the cross classiﬁcation error which is deﬁned for each class
as number of incorrectly classiﬁed pixel / number of fore-
ground pixels for that class. The ﬁrst result, shown in ﬁg-
ure 7, is a comparison between the two methods described
insections2.2and 2.3, i.e., a search forthe optimalhypoth-
esis thatmaximize thelikelihoodversus origindetectionso-
154 158 160 162 164 168
Figure 6. Example results: Top: Original im-
age. Middle: Blob segmentation. Bottom:
Occlusion model
lution. For the ﬁrst method an exhaustive search for the op-
timal target model parameter hypothesis was performed at
each new frame with a window of size 9 pixels in each di-
mension around the previous frame solution. For the sec-
ond method the solution was obtained at each new frame
by detecting the top of the head based on segmentation us-
ing previous frame solution as a hypothesis for the spatial
model parameters. The error rates for each target as well
as the overall miss-classiﬁcation rate are shown in ﬁgure 7
which also shows (top plot) the ground truth visibilityratio
of the occluded person as a measure for the occlusion. As
can be seen, the origin detection solution gives similar re-
sults to the search solutionin most of the evaluation frames
except frames 162,164. This isbecause the heads of thetwo
people were against each other and that caused signiﬁcant
confusion between them. Therefore the tops of the heads
were notdetected accurately. The segmentationresultusing
the origin detection solutionis shown in ﬁgure 6.
Figure8shows theeffect ofutilizingthe recovered depth
information (layer probability) in the segmentation as was
described in section 3.2. We compared the error rates that
we obtained by utilizing the layer probability in segmenta-
tion to the error rates obtained using color-spatial informa-
tion only(section 2.2). In both cases we search for the opti-
mal target origin hypothesis. The results show that a slight
improvement can be achieved by utilizing layer probabili-
ties with a simple shape model. Further improvement is ex-
pected by utilizinga more accurate shape model.150 154 158 162 166 170
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Figure 7. Evaluation: Exhaustive search vs.
direct solution. From top to bottom: Visibil-
ity ratio of occluded target as a measure for
occlusion, Error in occluding target, Error in
occluded target, Overall cross classiﬁcation.
7 Conclusion
We can summarize our contribution as follows: We in-
troduced a representation of people that spatially localizes
color properties in a meaningful way. We presented a gen-
eral probabilisticframework that uses maximum likelihood
estimation to estimate the best arrangement for people in
a group in order to segment the foreground regions corre-
spondingtothisgroup. Theframeworkcanbeusedwithany
densityestimationmethodforcolordensityand spatialden-
sities for each blob. We presented a method to reason about
occlusionso we can constructa model ofthat occlusionand
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Figure 8. Evaluation: Error rates for segmen-
tation without layer probabilities vs. segmen-
tation with layer probabilities
showedhow we can utilizesuch modelinthe same segmen-
tation framework.
Currently, the automatic initialization of a person’s
modelisrestrictedtopeopledressed inatop-bottommanner
which yields three color blobs. Immediate future extension
is to be able to do automatic initialization in a general way
based on pre-trained cloth model specially that our frame
work is not restricted to a certain cloth model.
Future work includes also segmenting groups of peoples
withoutpre-captured models of their appearance, i.e., build
these models simultaneously while solving the occlusion
segmentation program.
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