Abstract. The purpose of this paper is twofold. We introduce a general maximal function on the Gaussian setting which dominates the Ornstein-Uhlenbeck maximal operator and prove its weak type (1, 1) by using a covering lemma which is halfway between Besicovitch and Wiener. On the other hand, by taking as a starting point the generalized Cauchy-Riemann equations, we introduce a new class of Gaussian Riesz Transforms. We prove, using the maximal function defined in the first part of the paper, that unlike the ones already studied, these new Riesz Transforms are weak type (1, 1) independently of their orders.
Introduction and main results
Hermite polynomials play a central role in the context of Gaussian Harmonic Analysis. They are also the building blocks for the eigenfuctions of the harmonic oscillator in Quantum Mechanics. In this context (see [16] ), let us denote by P the one-dimensional momentum operator defined on a test function u as Pu = −i ∂u ∂x and by Q the position operator defined by Qu = xu. When solving the harmonic oscillator the underlying Hamiltonian is essentially given by 1 2 (P 2 + Q 2 ), the quantum mechanical problem is then to find all the eigenvalues and eigenfunctions of the differential operator
Its eigenfunctions are e −x 2 /2 H k , where H k denotes the Hermite polynomial of degree k. They can be defined through the Rodrigues formula as
for x ∈ R and k = 0, 1, . . .. They are also the eigenfunctions of the differential operator 1 2
The n-dimensional Hermite polynomial of order α = (α 1 , . . . , α n ) ∈ N n 0 and degree |α| = n j=1 α j , denoted by H α , is defined as the tensor product of the onedimensional ones,
with x ∈ R n . They are orthogonal with respect to the Gaussian measure dγ(x) = e −|x| 2 
dx.
Let us consider the normalization h α of H α given by h α (x) = H α (x) ( √ πα!2 |α| ) 1/2 , then the set F = {h α } α∈N n 0 turns out to be an orthonormal basis in L 2 (dγ). Let f ∈ L 2 (dγ), then f = α a α h α with a α = fh α dγ . It can be proved that Abel's expansion α e −|α|t a α h α converges absolutely to the Ornstein-Uhlenbeck semigroup M (t, x, y) is called the Mehler kernel (see [14] ). By writing u(x, t) = T t f (x), u turns out to be the solution of the parabolic partial differential equation If we reparametrize T t with r = e −t and use the same notation for the reparametrized operator, then we have
In 1969, C. Calderón [1] proved that the multiparametric maximal operator follows. It is worth mentioning that this result also follows from the general theory of symmetric diffusion semigroups and in this case the L p constant obtained is independent of dimension. It is known that, for n > 1, T * is not weak type (1,1) with respect to the Gaussian measure. The same question for T * , with n > 1, was an open problem until 1984, when P. Sjögren [22] , proved that T * is γ-weak type (1,1). Sjögren's proof does not give pointwise estimates by means of average maximal operators on the global part; covering results, such as Besicovitch or Wiener Lemmas, are not used either. These are the basic classical tools used on the approximations of the identity with the Lebesgue measure and with doubling measures.
The ad hoc method developed by Sjögren is very useful and was used by other people in order to prove weak type inequalities of certain singular integral operators associated with this semigroup. But there are operators which cannot be handled likewise since their kernels exceed the bounds necessary to apply his "forbidden region" technique.
S. Pérez in [19] , whose goal was to study the operators which could not be handled by Sjögren's technique, came back to the Ornstein-Uhlenbeck semigroup and gave an explicit formula for the maximal kernel of this semigroup and with that she associated the right geometry to get the weak type inequality.
Later on, P. Sjögren, with this explicit formula of the maximal kernel, gave a very simple and elegant proof of the weak-type (1, 1) of T * which can be found in [24] .
In 1988 C. Gutiérrez and W. Urbina [13] came back to the problem of pointwise estimates for T * and proved that , r) ) B(x,r) |f | dγ is the centered Gaussian Hardy-Littlewood maximal function. By using Besicovitch's covering lemma, the γ-weak type (1,1) of M γ follows. Nevertheless, this estimate does not give the weak type (1,1) inequality with respect to the Gaussian measure for T * except for n = 1. Since for r and x fixed, the maximum of the kernel of the operator T r is attained at y = x/r, the centered maximal operator does not seem to be the best average maximal function to be used in order to get the γ-weak type (1,1) inequality.
We can estimate T * by the non-centered Gaussian Hardy-Littlewood maximal function, but P. Sjögren proved in [23] that this maximal function is not weak type (1, 1) . The main difficulty with this maximal operator is that we cannot use Wiener's covering lemma since γ is far from being a doubling measure.
The first of the two basic goals of this article is to prove the weak type (1,1) inequality for T * with respect to the Gaussian measure by using a covering lemma which is halfway between Besicovitch and Wiener and whose origin goes back to the Doctoral Dissertation of L. Forzani in [3] . We will prove something stronger than the weak type (1, 1) inequality for T * . First let us define
where Φ :
Now by taking Φ(t) = 1 π n/2 exp (−t 2 ), it will be proved that
(see the proof of Corollary 1.1 in §4).
In §2 we will prove the following theorem and its corollary in §4.
Theorem 1.1. There exists a constant C depending only on S and n
.
This result relies strongly on the following subtle covering lemma which will be proved in §4, where a polynomial growth for the overlapping of a special family of dilations for the covering balls is obtained.
with ν ≥ 1 and ρ j = 1 − r j , and
Then there exist a positive constant C, depending only on n, and a subset
On the other hand, the proof of Corollary 1.1 is based on the following lemma where we compute explicitly the Gaussian measure of a ball.
Lemma 1.2.
There exists a constant C depending on n such that for all x ∈ R n \ {0}, r ∈ (1/2, 1) and s ∈ (0, 1/2) the following inequality holds:
Let us now introduce the second problem of this paper. At the end of the last century great efforts have been made in order to get a general singular integral theory in the context of the Ornstein-Uhlenbeck differential operator L. By analogy with the classical harmonic analysis the Gaussian Riesz Potentials were defined as I η = (−L) −η with η > 0 over the orthogonal complement of the eigenspace associated with the eigenvalue 0. Formally,
These operators turned out to be not weak type (1, 1) (see [8] ). They are indeed bounded on L p (dγ) for 1 < p < ∞ but, unlike the classical Riesz Potentials, these do not improve integrability on the L p scale. They do though on the L p LogL scale (see [6] ).
By following [25] it is possible to define the higher order Riesz Transforms as
. These operators were proved to be bounded on L p (dγ) by several people from different points of view; see [17] , [10] , [21] , [26] , [11] , [12] , [19] , and [7] . But surprisingly the weak type (1, 1) case of these operators need not be true for all α. These operators are weak type (1, 1) if and only if |α| ≤ 2; see [18] , [5] , [2] , [19] , [9] , and [4] .
Let us go back and review the relationship between L, the infinitesimal generator of T t , and the derivative operator d which defines the higher order Riesz Transforms R α through the potentials I |α| 2 . B. Muckenhoupt in [18] defined in this context the Poisson integral u and its conjugate function v in L 2 through Hermite expansions, and as integral operators otherwise, so that they satisfy the following generalized Cauchy-Riemann equations
with u verifying the following second order elliptic differential equation If in the construction of the Gaussian Riesz Transforms we use δ instead of d andL instead of L, we obtain an awesome result: the Riesz transforms associated with these new operators are all weak type (1, 1) independently of their orders.
For 1 < p < ∞, the L p (dγ) boundedness of these new operators follows from P. A. Meyer's Multiplier Theorem in [17] , which cannot be applied to prove the weak type (1, 1) inequality.
If in R n we use the gradient
and the Riesz potentials associated withL, then these new singular integral operators are defined byR
The action of one of these operators over a Hermite polynomial is as follows:
On the first line we use that
The singular integral operatorsR α are weak type (1, 1) for all α. More precisely, in §3 we will prove the following theorem.
Theorem 1.2. There exists a constant C depending only on n and α
i.e.,R α f is γ-weak type (1, 1).
The main feature, in order to prove this theorem, will be to apply Theorem 1.1 with a special Φ.
A new maximal function M Φ
In this section we will prove the γ-weak type of the operator
Proof of Theorem 1.1. We consider only r > 3 4 , since the maximal operator is trivially γ-weak type (1,1) for 0 < r ≤ 3 4 (see [3] ). Let us denote with the same letter M Φ the maximal operator restricted to the interval First we will prove that for |x| ≤ 2ζ,
, where M γ is the centered Gaussian Hardy-Littlewood maximal function and which is known to be γ-weak type (1, 1). Indeed, let us denote R x,r = |x| r (1−r)+min{
and the γ-weak type (1, 1) of M Φ will follow once we prove that both M 
with the constant C independent of N and f , where
For every x ∈ E 1,λ N , we have that |x| 1−r r is bounded above and below by positive numbers, and the centers x r are a bounded subset of R n . Hence, there exists > 0 such that for all 0 < α < 1,
which is a maximal set with the property |x −x| > 2 for x =x, x ∈ A,x ∈ A. Since E 1,λ N is bounded, A is a finite set A = {y 1 , . . . , y L }. If we apply Lemma 1.1 to the set A, we get a family of balls B j = B(
such that A ⊂ j∈J (1 + δ j )B j and ii) of Lemma 1.1 also holds. Thus,
From (2.1), since Φ is a non-increasing function such that
we have, using ii) of Lemma 1.1, that
Now, we will prove that M 
|y−x|<2
with M T the truncated non-centered Gaussian maximal function defined by
where ω n is the volume of the unit ball in R n . The first inequality follows from the fact that Φ is bounded and |ry − x| ≥ r|y − x| − (1 − r)|x| ≥ r 2 |y − x|. The second inequality follows from the fact that Φ is a Lebesgue integrable, non-increasing function and hence, it is a good approximation of the identity.
The truncated non-centered Gaussian maximal function is bounded by the centered Gaussian Hardy-Littlewood maximal function and therefore is γ-weak type (1,1) .
For the second region, we have that |ry − x| > C|y − x|. Therefore,
So, inequality (2.2) follows.
New higher order Gaussian Riesz Transforms
The new higher order Gaussian Riesz Transforms are defined as
dr.
FormallyK α is obtained by differentiating with the dual derivative the kernel corresponding to the Riesz potentials associated withL,
Proof of Theorem 1.2. For each x ∈ R n we view this operator as the sum of two operators which are obtained, as is usual in this context, by splitting R n into a local part, B x , the Euclidean ball centered at x and radius min (1, 1 |x| ), and its complement called the global part. Thus,
We will prove that these two operators are γ-weak type (1,1) and so will beR α .
In order to prove thatR α,l is γ-weak type (1,1) we state the following theorem whose proof can be found in either [6] or [20] . 
dr and, therefore,
In the following two claims we will show that the hypotheses of Theorem 3.1 are fulfilled for this operator. we get
Therefore, by combining all the above remarks, on B x we have
From the action ofR α over Hermite polynomials (1.1),
and, therefore,
Now if we apply these two claims to Theorem 3.1, the γ-weak type (1,1) ofR α,l follows.
In order to prove thatR α,g is also γ-weak type (1,1) we will prove
This together with Theorem 1.1 give the weak type (1,1) inequality forR α,g .
Proof of Claim 3.
where the inequality is obtained by annihilating the and |x − ry| ≥c|x − y|, and on the last two intervals − log r/(1 − r 2 ) is bounded by a constant.
Thus, by using the definition of kernelsK 
