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Abstract—In this paper, we evaluate and compare the perfor-
mance of two approaches, namely self-stabilization and rollback,
to handling consistency violating faults (cvf ) that occur when a
self-stabilizing distributed graph-based program is executed on
an eventually consistent key-value store. Consistency violating
faults are caused by reading wrong values due to weaker level
of consistency provided by the key-value store. One way to deal
with these faults is to utilize rollback whereas another way is
to rely on the property of self-stabilization that is expected to
provide recovery from arbitrary states. We evaluate both these
approaches in different case studies –planar graph coloring,
arbitrary graph coloring, and maximal matching– as well as for
different problem dimensions such as input data characteristics,
workload partition, and network latency. We also consider the
effect of executing non-stabilizing algorithm with rollback with
a similar stabilizing algorithm that does not utilize rollback.
I. INTRODUCTION
Consider a computation problem on a large graph (for
example matching, coloring, clustering, triangle/truss enumer-
ation, etc. [1], [2]) where the task is to identify properties
of graph structural elements (e.g. nodes, edges) that satisfy
some constraints. For example, in the graph coloring prob-
lem, the goal is to find a color assignment for every graph
node such that neighboring nodes have different colors and
the number of colors used should be as small as possible.
These problems have a wide range of immediate applications
in practice such as scheduling, resource allocation, college
student placement [3], or could be used as sub-procedures in
other tasks such as complex network analysis [4].
To improve performance when processing large graphs, the
task is partitioned among multiple clients (workers). Coordi-
nation among clients could be message passing [5] or shared
memory [6], [7]. In the latter paradigm, the state of the
whole graph can be saved in a key-value data store and the
clients operate on it [8]. Specifically, a typical client step to
process a node includes reading the state of that node (and
its neighbors) and updating the node state. For example, in
graph coloring problem the client reads the colors of the
This work is supported by NSF XPS 1533802.
node and its neighbors, selects a new color distinct from
all the neighbors, and updates the node with the new color.
(To reduce communication overhead, the client may process
multiple nodes in one step.) For the algorithm to be correct,
it is critical that the values read by the clients are up-to-
date. This requirement stipulates that: (1) the clients use some
mechanisms such as locking to ensure action atomicity [9]
and (2) the data store is sequentially consistent [10]. The first
property helps clients avoid reading unreliable values which
could lead to incorrect results. For example, without action
atomicity, two clients may simultaneously update the color
values of two neighboring nodes from 0 to 1 and the resultant
coloring are invalid. The second property provides the clients
with a consistent view of every data item. Without it, two
clients may observe, for example, the status of a shared lock
differently and access the critical section simultaneously.
The second property is automatically achieved if the data
store contains only one copy (replica) of the data. However,
most data stores in practice [11]–[14] consist of multiple repli-
cas for reasons of fault-tolerance, improved access time, and
availability of data. Enforcing sequential consistency across
multiple replicas, especially in the presence of transient faults
(which is a norm in large distributed systems), results in signif-
icant delay from the client perspective. This poor performance
makes sequential consistency inadequate for many applica-
tions [11]. A weaker consistency protocol such as eventual
consistency [15] substantially improves the throughput but at
the risk of faults where clients update the data erroneously
because they read stale values. This kind of error is denoted
as consistency violating fault (cvf ) [16]. Preventing cvfs, i.e.,
preventing access to stale data, essentially requires sequential
consistency and thereby retards the performance.
One approach to handle cvf is to have a monitor running
concurrently with the program to detect instances of cvf at
runtime. When a violation (cvf ) is detected, the program is
restored to a previous state that is correct and continues its
execution thereafter. In [17], the authors demonstrated that for
some graph-based applications the detect-rollback approach
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(or rollback for brevity) works since cvfs are not frequent
and the detection and recovery could be done efficiently. An
alternate approach is to use self-stabilization [18] (or stabi-
lization for brevity). A self-stabilizing (stabilizing) program is
guaranteed to recover from an arbitrary state to a legitimate
state. Thus, if a client ends up executing a cvf (updating the
information of some node based on stale information), the cvf
can be treated as if a fault caused the state of that node to be
perturbed. A stabilizing program is designed to recover from
such a fault as long as such faults do not occur frequently.
(We refer the reader to Sections II-C and II-E for more details
about stabilization and rollback.)
Summary of the main results. In this paper, we investigate
the benefits of the two approaches for handling cvfs. Clearly,
if the underlying program is not stabilizing then we must
rely on the rollback approach. Hence, we focus on stabilizing
programs where both approaches are applicable. Specifically,
we consider three stabilizing graph-based problems/programs:
planar graph coloring, arbitrary graph coloring, and maximal
matching. We run experiments on LinkedIn’s Voldemort key-
value store on our local network and Amazon Web Service
(AWS) network (source code and experimental results are
available at [19]) and obtain the following observations:
• Stabilization approach provides higher benefits than the
rollback approach in the case studies used in this paper.
Using sequential consistency as the base-line for com-
parison, stabilization improves the convergence time of
the programs by 25 % to 35 %, whereas the rollback
approach improves the convergence time by 30 % in the
best case and potentially causes performance to suffer.
• We observe a sizeable proportion of the computation time
is spent on obtaining locks by the clients to ensure the
action atomicity requirement is satisfied (clients do not
update the states of neighboring nodes simultaneously–
cf. Section II-A). In stabilization, we take a further step
removing such locks from the clients and treats violations
of action atomicity as additional cvfs. This aggressive
stabilization approach eliminates the locking overhead at
the cost of extra cvfs. Experimental results show that the
convergence time of the programs speeds up by 2 to 15
times with aggressive stabilization, which suggests that
the stabilization cost for the extra cvfs is outweighed by
the benefits of no locking overhead.
• We analyze the cvfs caused by the absence of locks
and find that many of those cvfs resolve favorably by
themselves (they do not result in erroneous computation),
thus reducing the actual stabilization cost. In contrast,
the removal of locks would require rollback approach to
utilize more complicated mechanisms to detect atomicity
violation instances. The overhead of such a mechanism
is expensive, thus preventing an aggressive rollback ap-
proach.
• Although being more beneficial, aggressive stabilization
could suffer from some cvfs that prevent the programs
to converge. We propose some heuristics to improve the
performance of stabilization in such cases.
• We analyze the performance of both approaches under
different dimensions such as types of problems, charac-
teristics of input graphs, partitioning schemes, and net-
work latency. We observe that for most of these factors,
the impact of a factor on stabilization and rollback is
different.
Contributions of the paper. To the best of our knowledge,
our paper is the first to compare the benefits of stabilization
and rollback in handling cvfs that occur during the execution
of graph-based programs on eventually consistent key-value
stores. We find that when the stabilization option is available,
it usually provides better benefits than the rollback option.
Moreover, stabilization yields its best performance if we
aggressively disable mechanisms for action atomicity and treat
the violations as additional cvfs. However, for some problems
stabilizing algorithms do not exist. In such circumstances, the
rollback approach may be the choice. We also analyze different
factors that affect the performance of both approaches. This
analysis may be informative for designers to obtain a better
decision for their problems.
Organization of the paper. In Section II, we present the
system models/architecture, the definition of cvf , and briefly
recall the stabilization and rollback approaches. Section III
describes the experiment setup. In Section IV, we compare
and analyze the performance of stabilization and rollback.
Section V analyzes the experiment results and their impli-
cations. Section VI is related work. We conclude the paper
in Section VII. Due to reason of space, we are only able to
briefly discuss some contents in the main paper and provide
more detailed discussion in the Appendix.
II. SYSTEM MODEL/ARCHITECTURE
In this section, we recall some important notions used in this
paper that have been introduced in [16], [17]. Section II-A
relates the graph algorithms from Introduction to model of
distributed programs. Specifically, the passive-node model in
Section II-A is related to graph algorithms in a straightforward
manner. We also discuss the active-node model that is typically
used in distributed programs and identify the relation between
them. In Section II-B, we describe the architecture of the
Voldemort key-value store and how it implements the passive-
node model. Next, we describe consistency violating faults
(cvf ) which are caused by data anomalies in eventual consis-
tency. Section II-D and II-E respectively recalls the notion of
stabilization and detection-rollback for handling cvf .
A. Distributed Programs: Active and Passive Node Model
A program p consists of a set of nodes Vp and a set of edges
Ep. We assume that ∀i ∈ Vp, (i, i) ∈ Ep. Each node, say j,
in Vp is associated with a set of variables varj . The union
of all node variables is the set of variables of the program p,
denoted by varp. A state of p is obtained by assigning each
variable in varp a value from its domain. State space of p,
denoted by Sp, is the set of all possible states of p.
Each node j in program p is also associated with a set of
actions acj . An action in acj is of the form g −→ st, where
the guard g is a predicate involving {vark : (j, k) ∈ Ep}
and st updates one or more variables in varj . We say that
an action ac (of the form g −→ st) is enabled in state s if
and only if g evaluates to true in state s. A node j is said
to be enabled at state st if any action in acj is enabled in
st. The transitions of action ac (of the form g −→ st) are
given by {(s0, s1)| s0, s1 ∈ Sp, g is true in s0 and s1 is
obtained by execution st in state s0}. Transitions of node j
(respectively, program p) is the union of the transitions of
its actions (respectively, its nodes). We use δac, δj and δp to
denote the transitions corresponding to action ac, node j and
program p respectively.
Computation in traditional/active node model. In the
traditional/active-node model, the computation program p is
of the form 〈s0, s1, · · · 〉 where
• ∀l : l ≥ 0 : sl is a state of p,
• ∀l : l ≥ 0 : (sl, sl+1) is a transition of p or ((sl = sl+1)
and no action of p is enabled in state sl), and
• If some action ac of p (of the form g −→ st) is
continuously enabled (i.e., there exists l such that g is
true in every state in the sequence after sl) then ac is
eventually executed (i.e., for some x ≥ l, (sx, sx+1)
corresponds to execution of st.)
The above active-node model assumes that there is one
process residing at each graph node to execute that node’s
actions, thus this model is likely not suitable for large graphs.
The graph algorithms discussed in Section I correspond to the
passive-node model [16]. Intuitively, the nodes in the graph
algorithms correspond to the nodes in the distributed system
(Vp). The variables associated with nodes are stored in a key-
value store. Specifically, variables of node k are stored as a
pair 〈k, v〉, where v denotes variables of node k.
The actions associated with nodes are executed by clients.
Specifically, in passive-node model, the system contains a
set of clients. Each client is assigned (either statically or
dynamically) a subset/partition of the whole set of nodes Vp.
Each client is responsible for the execution of the actions of
enabled nodes assigned to it.
To execute an action of node k, a client (responsible for
node k) reads the relevant values of variables required to
perform the action and updates the relevant variables of node
k. As an illustration, a graph coloring algorithm would read
the colors of k and its neighbors and update color of k if the
current color of k conflicts with any of the neighbors.
Computation in the passive node model. The notion
of computation in passive-node model is identical to that of
active-node model given above; the only difference is that we
require clients to execute actions of each node assigned to
them in a fair manner, where each node –that has an action
enabled– is executed infinitely often.
(Implicit) Atomicity requirement in active-node and
passive-node model. Both the active and the passive node
model (implicitly) assume atomicity requirements [9], [20]
which are captured by ‘(sl, sl+1) is a transition of p’. To exe-
cute this transition, the program needs to atomically read/write
the relevant variables involved in that transition. In active-node
model, one way to achieve this is via local mutual exclusion
so that when one node is executing its action its neighbors
are not executing their actions. In passive-node model, the
atomicity is achieved if it is ensured that (1) two clients are
not updating state of neighboring nodes simultaneously, and
(2) each client receives the most updated values of nodes
it operates on. The first requirement can be realized by
locks to avoid simultaneous client updates and we denote the
time the clients spend to ensure this requirement as locking
coordination overhead (or locking overhead). (We refer to
Appendix Section C for details of lock implementation in this
paper.) The second requirement is fulfilled when the key-value
store is sequentially consistent.
B. Voldemort Key-Value Store
As discussed in Section II-A, in the passive-node model the
variables of all nodes are stored in a key-value store. In this
paper, we use Voldemort –an open-source implementation of
Amazon Dynamo [11]– to implement the passive-node model.
While more details of Voldemort operation is provided
in Appendix Section A, essentially Voldemort is an active-
replication-based key-value store. The key parameters of active
replication are the number of replicas (N ), the number of
required replies for read request (R), and the number of
required confirmations for write request (W ). By adjusting the
values of W,R, and N , the consistency model of the key-value
store is changed. For example, if W + R > N and W > N2
then the consistency is sequential. If W + R ≤ N then it is
eventual consistency.
C. Consistency Violating Faults (cvf )
In sequential consistency, clients always obtain the fresh
data whereas in eventual consistency, clients may read a stale
value due to transient faults. As a result of such violation
in eventual consistency, the computation of the given pro-
gram p is a sequence 〈s0, s1, · · · 〉 such that most transitions
(sl, sl+1), l ≥ 0 in this sequence belong to δp (the set
of transitions of p) and some transitions correspond to the
scenario where some client working on node j reads a stale
value of some variable and (incorrectly) updates one or more
variables of j. This faulty transition is effectively the same as
perturbing one or more variables of node j. We denote such
transitions as consistency violating faults (cvfp) and, by the
above discussion, cvfp is a subset of {(s0, s1)|s0, s1 ∈ Sp and
s0, s1 differ only in the variables of some node j of p}.
Remark 1. Whenever program p is clear from the context,
we use cvf instead of cvfp.
Remark 2. If the clients do not utilize a mechanism
to guarantee atomicity, they may read unreliable values that
are not supposed to be read (values being updated by other
clients), and incorrectly calculate values for some variables
of some node, e.g. node j. When these incorrect values are
updated to the store, that update has the same effect as
perturbing the variables of node j. In other words, the incorrect
transitions caused by violations of atomicity requirements can
also be treated as cvfs.
For brevity reason, we omit some discussion and examples
of cvfs and refer reader to Appendix Section D for those
contents.
D. Stabilization
In this section, we recall the definition of self-stabilization
(or stabilization) from [18]. Using the definition of compu-
tation from the previous section, stabilization is defined as
follows:
Stabilization. Let p be a program. Let I be a subset of state
space of p. We say that p is stabilizing with state predicate I
(I is denoted as the invariant of p) iff
• Closure: If program p executes a transition in a state in
I then the resulting state is in I , i.e., for any transition
(s0, s1) ∈ δp, s0 ∈ I ⇒ s1 ∈ I , and
• Convergence: Any computation of p eventually reaches a
state in I , i.e., for any 〈s0, s1, · · · 〉 that is a computation
of p, there exists l such that sl ∈ I .
A special case of stabilization is silent stabilization where
once the program reaches I , it has no enabled actions, and
thus, the program will remain in that state forever (unless
perturbed by faults). This paper focuses only on such silent
stabilizing programs. We refer the reader to [16] for discussion
of non-silent stabilizing programs.
Silent Stabilization. Let p be a program. Let I be a subset
of state space of p. We say that p is silent stabilizing with
state predicate I iff
• Closure: Program p has no transitions that can execute
in I , i.e., for any s0 ∈ I , (s0, s1) 6∈ δp for any state s1,
and
• Convergence: Any computation of p eventually reaches a
state in I , i.e., for any 〈s0, s1, · · · 〉 that is a computation
of p, there exists l such that sl ∈ I .
Stabilization of programs in the presence of cvf . As
discussed in Section II-C, the effect of a cvf is the same
as perturbing one or more variables of a node. Moreover,
cvfs are by design not deliberate and not frequent [11]. Thus,
a stabilizing program is likely to have the opportunity to
execute several valid transitions between two cvfs. Although
some specific cvf perturbations may significantly prolong the
convergence of the program, the likelihood of such pertur-
bations is small. Therefore, it is expected that a program
in eventually consistent passive-node model still stabilizes
despite the additional overhead of correcting cvfs in exchange
for the higher performance of a weaker consistency.
E. Detect Rollback Approach
In this section, we briefly recall the detect-rollback approach
(or rollback for brevity) to handle cvf . In the rollback ap-
proach, the user provides a correctness property Φ that the
computation should always satisfy. We note that Φ can be the
conjunction of smaller correctness properties, i.e. Φ =
⋂
i Φi.
TABLE I
FOUR CLIENT EXECUTION MODES
Execution
mode
Consis-
tency
Atomicity
mechanisms
Monitors Note
SEQ Sequential Yes No No cvf . Standard
approach.
EVE-S Eventual Yes No Infrequent cvf ex-
pected.
EVE-AS Eventual No No More cvf
expected.
Rollback Eventual Yes Yes Rollback when vi-
olation is detected.
The user runs the program on eventually consistent passive-
node model as well as the monitors. During the execution of
program p, if property Φ is violated (any Φi = false) due to
the occurrence of cvf , the monitors will detect such violations
and inform the computation to roll back to the most recent
state where Φ is satisfied, and the computation is resumed
from there. In the problem associated with violation of cvfs,
the monitory for detecting predicate Φi is semi-linear and
we use the algorithm in [21]. We note that a cvf involves
the reading of stale information of a node by at most two
clients. This locality property allows the program to undo the
effect of the cvf by just restarting a few actions by the clients
involved in the cvf rather than requiring all clients to rollback
in a coordinated fashion. A more detailed description of the
monitor algorithm and rollback approach is provided in [17].
III. EXPERIMENT SETUP
A. System Configuration
We ran experiments in two environments: local lab network
and Amazon Web Service (AWS) network. In the local lab
network, we are able to control the network latency between
the clients and servers by using proxies. On the other hand, the
AWS network provides an environment similar to a realistic
network and the network latency is determined by actual
network conditions. More details of the machine and proxy
configuration are provided in the Appendix, Section B.
In our experiments, the distributed system consisted of 3
regions (clusters). Each region had 1 server machine (which
hosted 1 replica) and 2 client machines (a client machine
hosted 5 client processes). Thus, there were 3 servers and
30 clients. We chose the configuration N3R1W1 (number
of replicas N=3, number of required reads R=1, number of
required writes W=1) for eventual consistency, and N3R1W3
for sequential consistency (in our experiments, N3R1W3 per-
formed better than another sequential consistency configura-
tion N3R2W2).
B. Client Execution Modes.
The clients were configured to run in four different modes
(cf. Table I) corresponding to four different ways of executing
the computation. In sequential mode (SEQ), the clients run on
sequentially consistent key-value store and use mechanisms
(e.g. locks) to guarantee atomicity. No cvfs occur in SEQ
mode. This is the standard approach for executing the com-
putation [5], [6] and is used as the baseline for comparison.
In eventual with stabilization mode (EVE-S), the clients also
employ mechanisms for atomicity but run on eventually con-
sistent data store. This mode allows cvf to occur due to even-
tual consistency. However, cvf is expected to be infrequent
so that between two instances of cvf , the clients can execute
several transitions to stabilize the computation. Eventual with
aggressive stabilization mode (EVE-AS) is similar to EVE-S
except that the clients do not use mechanisms for atomicity.
Consequently, in EVE-AS more cvfs are expected (Remark 2)
but the locking overhead is avoided. Lastly, in Rollback mode,
the clients run on eventually consistent data store and also use
atomicity mechanisms. Hence, cvf occurs in rollback mode.
However, instead of relying on the stabilizing transitions of the
program to correct cvf , the monitors are deployed to detect
violations and the computation is then rolled back to undo the
effect of cvf .
To compare the performance of different execution modes,
we use convergence time as the measurement. We note that for
a silently stabilizing program, convergence time is the time it
terminates. We refer to Appendix Section E for the description
of termination detection algorithm.
C. Case Study Problems
We used three stabilization problems/programs as our case
studies: arbitrary/general graph coloring (COLOR), planar
graph coloring (P-COLOR), and maximal matching (MAX-
MATCH). For COLOR, we used the stabilizing algorithm in
[22] (the first of three variations) and noted that a perturbed
state of a node (caused by cvf ) in COLOR can be corrected by
just one action. For P-COLOR, we implemented the algorithm
in [23] that uses at most 6 colors. Unlike COLOR algorithm,
P-COLOR algorithm consists of two steps (which can run
simultaneously): constructing a directed acyclic graph (DAG)
and coloring the nodes based on that DAG. We used the
algorithm in [24] to find the maximal matching of a graph. In
MAX-MATCH, a cvf may require several actions to correct.
D. Input Graphs
We used three types of input graphs in the experiments: pla-
nar graphs, social graphs, and random regular graphs. A planar
graph is a graph that can be drawn on a plane such that its
edges do not cross with each other. We used the algorithm and
program in [25] to generate planar graphs of approximately
10,000 nodes (and roughly 24,000 edges). In a social graph,
node degrees follow the power-law distribution and nodes form
clusters within the graph. In a random regular graph, nodes
have the same degree and are randomly connected. We used
the tool networkx [26] to generate social and random regular
graphs. These graphs had 10,000 to 50,000 nodes.
E. Workload Partitioning Schemes.
In the passive-node model, each client is responsible for a
(roughly equal) partition of the graph. We used three schemes
to construct the clients’ partitions. In the normal partitioning
(or straight partitioning), each client is responsible for a trunk
of consecutive nodes. For example, with 10,000 nodes and
10 clients, client 0 is assigned nodes 0 to 999, ..., client 9 is
assigned nodes 9,000 to 9,999. In the Metis partitioning, we
used graph partitioning tool Metis [27] to partition the graphs.
Metis partitioning algorithm aims to minimize the edge-cut
partitioning objective, i.e. the number of graph edges bridging
different partitions, and thus increases the locality within the
partitions. In the random partitioning, each client is assigned a
distinct set with roughly the same number of nodes randomly
selected from the graph. Random partitioning distributes the
workload more evenly between clients but could have negative
effect on the locality of partitions.
IV. BENEFITS OF STABILIZATION VERSUS ROLLBACK:
COMPARISON AND ANALYSIS
A. Stabilization vs. Rollback: Comparison and Analysis
Overall comparison. Table II shows the experiment
results of running four execution modes (cf. Section III-B)
on different case study problems and input graphs. Input
graphs are partitioned with normal partitioning scheme. We
ran experiments in local lab network where the average latency
was 20 ms (using proxy) and each measurement is the average
of several runs. The sequential mode (SEQ) is used as the
baseline of comparison.
In general, stabilization performed better than rollback in
our case studies. Specifically, stabilization EVE-S improved the
convergence time by 25%–35% whereas Rollback improved
the convergence time by 29% in the best case but potentially
caused the performance to suffer. Remarkably, aggressive
stabilization EVE-AS improved the performance 2–15 times.
Impact of input graph structure. The structure of input
graph affects the computation in two ways: (1) it changes the
work balance between clients and (2) it determines the locking
overhead among the clients.
In skewed graphs such as social graphs and planar graphs
where there are a few nodes with very high connectivity
degrees, some clients will be assigned graph partitions with
more work (the number of nodes is roughly the same but the
number of edges in these partitions is higher). In contrast, the
workload can be evenly distributed in random regular graph
due to its regularity structure.
The locking overhead also depends on the connectivity
structure of input graphs. For example, Figures 1 (a-c) mea-
sures the average throughput of MAX-MATCH running on
4 execution modes and in different graphs. In social graphs
(cf. Figure 1a), the throughput in EVE-S (4996 ops) was
about 5 times higher than that in EVE-AS (953 ops). In
regular graphs (cf. Figure 1b), this difference was about 2
times (2192 and 972 ops). Lastly, the two throughputs were
comparable in planar graph (881 and 972 ops, cf. Figure
1c). Since the key difference between EVE-S and EVE-AS
is whether an atomicity mechanism is used or not (with or
without locking overhead), these results indicated that the
locking overhead was highest in social graphs due to their
complex structure (power-law degree distribution, clustering)
TABLE II
STABILIZATION VS. ROLLBACK. GRAPHS ARE PARTITIONED IN NORMAL SCHEME. NETWORK LATENCY WAS 20 ms. SEQ IS BASELINE FOR COMPARISON.
ROWS 7-10 ARE CONVERGENCE TIME BENEFITS, SHOWN IN PERCENTAGE INCREASE OR IN SPEEDUP (E.G. ×5.2 MEANS 5.2 TIMES FASTER).
Problem
Planar Graph Col-
oring (P-COLOR)
Arbitrary Graph
Coloring (COLOR)
Maximal Matching
(MAX-MATCH)
Input graph Planar 10K Social 50K Regular 50K Social 10K Regular 10K Planar 10K
Convergence
time
(seconds)
SEQ 3,887 27,995 6,518 31,581 14,859 8,545
EVE-S 2,658 18,229 4,270 23,246 11,028 6,173
EVE-AS 754 1,885 3,547 2,892 1,866 2,590
Rollback 3,860 32,165 4,624 32,238 12,496 8,660
Benefit
EVE-S vs. SEQ 31.6% 34.9% 34.5% 26.4% 25.8% 27.8%
EVE-AS vs. EVE-S ×3.5 ×9.7 ×1.2 ×8 ×5.9 ×2.4
EVE-AS vs. SEQ ×5.2 ×14.9 ×1.8 ×10.9 ×8 ×3.3
Rollback vs. SEQ 0.7% -14.9% 29% -2.1% 15.9% -1.4%
and lowest in planar graphs due to their locality property. (We
can partition a planar graph into non-overlapping partitions
with a small number of border nodes– nodes connected to
other partitions.)
Due to the amount of locking overhead, computation was
slowest on social graphs and (often) fastest on planar graphs.
We note that MAX-MATCH (on EVE-AS mode) converged
faster on random regular graphs (1,866 s) than on planar
graphs (2,590 s) because some clients converged slower than
others in planar graphs (due to skewed partitioning results),
which increased the overall time of the program.
The graph structure also affects the benefits of stabilization
and rollback. Specifically, the benefits of aggressive stabi-
lization EVE-AS were highest (lowest, respectively) in social
graphs (planar graphs, respectively) since the locking over-
head was high (low, respectively) and EVE-AS avoided such
overhead. In contrast, the performance of Rollback suffered
on social graphs because the chance of conflicts (two clients
updated neighboring nodes simultaneously) was high and roll-
back was more frequent. Rollback performed well on random
regular graphs since the chance of conflicts was low. We note
that for MAX-MATCH on planar graphs, Rollback was slightly
slower than SEQ because of the skewed workload. When
planar graphs were partitioned using the random scheme,
Rollback was 22% faster than SEQ (we discuss the impact of
partitioning schemes later in this section). Finally, the benefits
of EVE-S were fairly stable across different settings (25%–
35%) because these benefits stemmed from the performance
difference between eventual and sequential consistency.
Impact of case study problems. The effect of cvf is not
the same for different problems. In COLOR, a cvf can cause
a client to update a node with color similar to one of its
neighbors but this error can be fixed by one valid transition
(update the node with a different color). Nodes that are more
than one hop away are not affected by the cvf . In contrast, in
MAX-MATCH a cvf can have cascading effect that requires
updates at distant nodes. As an illustration, suppose four nodes
v1, v2, v3, and v4 are on a straight line in that order. Nodes v1
and v3 are matched with v2 (due to cvf ). To correct this error,
we can un-match v2 from v3. Since v3 is now free, it can be
matched with v4, thus updating the states of both v3 and v4.
Therefore, the cost to correct cvfs in MAX-MATCH is higher
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Fig. 1. Measurement of client throughput (ops – operations per seconds) of
MAX-MATCH with different input graphs. Normal partitioning. Latency was
20 ms.
and the benefits of EVE-AS are smaller in MAX-MATCH than
in COLOR (×10.9 and ×14.9 speedup on social graphs) since
EVE-AS introduces more cvfs.
We notice an exception: on regular graphs, the benefit of
EVE-AS in COLOR is unusually low (×1.8 speedup whereas
the benefits of MAX-MATCH is ×8 speedup). We examined
the execution of COLOR and found that eliminating atomicity
mechanisms (in EVE-AS) introduced some cvfs that were
difficult to recover. This happened when only a small number
of nodes had inconsistent colors and cvfs caused clients to re-
visit those nodes again and again. We only observed these cvfs
in regular graphs as the workload was split very evenly across
clients, thereby leading to a livelock. One way to address
this problem is using random coloring. For more detailed
descriptions of these cvfs and related experiment results, we
refer to Appendix Section F.
Impact of partitioning scheme. A normal partitioning of
skewed graphs (social or planar) causes workload imbalance
among clients and high connectivity among partitions (low
locality), which increases the computation time as well as
affects the benefits of stabilization and rollback. Efficient
partitioning schemes can address these issues. We consider
two alternatives: random partitioning and Metis partitioning.
The former helps distribute the workload more evenly whereas
the later improves the locality.
As shown in Table III, Rollback was not better than SEQ
when normal partitioning scheme was used in MAX-MATCH
and P-COLOR because of the uneven workload. However,
when random partitioning was employed, the benefits of both
rollback and stabilization were significantly improved (cf.
Table III). However, the convergence time often increases
with random partitioning because this partitioning disturbs the
locality of planar graphs. For a detailed examination of the
effects of normal and random partitioning schemes, we refer
to Appendix Section G.
Metis partitioning [27] reduces the number of external edges
bridging between partitions, and thus improves the locality
within partitions. Consequently, the locking overhead was
reduced and the convergence time of all execution modes was
improved when compared to normal partitioning (cf. Table
IV). Since the locking overhead was reduced, the benefits of
aggressive stabilization EVE-AS decreased.
Impact of network latency. Network latency characterizes
the geographical distribution of replicas. As shown in Table V,
when network latency increased (from 20 ms to 50 ms),
the benefits of stabilization (EVE-AS) slightly increased. We
attribute this result to the fact that the benefits of eventual
consistency compared to sequential consistency increase when
network latency increases [17]. On the other hand, the effect
of network latency on the benefits of rollback was mixed.
We anticipate that the different interaction patterns of rollback
with the underlying stabilizing programs is the reason for this
variation.
TABLE III
EFFECT OF RANDOM PARTITIONING ON STABILIZATION AND ROLLBACK.
ROWS 2-5 ARE CONVERGENCE TIME. ROWS 6-8 ARE BENEFITS, IN
PERCENTAGE INCREASE OR IN SPEEDUP (E.G. ×3 MEANS 3 TIMES
FASTER). NETWORK LATENCY WAS 20 ms
Execution
mode
MAX-MATCH P-COLOR
Normal
partition
Random
partition
Normal
partition
Random
partition
Conver-
gence
time
(seconds)
SEQ 8,545 10,736 3,887 8,686
EVE-S 6,173 7,026 2,658 5,315
EVE-AS 2,590 1,448 754 655
Rollback 8,660 8,341 3,860 7,242
Benefit
EVE-S vs.
SEQ
27.8% 34.6% 31.6% 38.8%
EVE-AS
vs. SEQ
×3.3 ×9.4 ×5.2 ×13.3
Rollback
vs. SEQ
-1.4% 22.3% 0.7% 16.6%
TABLE IV
IMPACT OF METIS PARTITIONING SCHEME. LATENCY WAS 20 ms.
Problem MAX-MATCH
Input graph Planar Planar
Partition scheme Normal Metis
Convergence
time
(seconds)
SEQ 8,545 2,585
EVE-S 6,173 2,389
EVE-AS 2,590 2,154
Rollback 8,660 2,635
Benefit
EVE-S vs. SEQ 27.8% 7.6%
EVE-AS vs. SEQ ×3.3 ×1.2
Rollback vs. SEQ -1.4% -1.9%
B. Experiments on Amazon AWS
To confirm the results in a more realistic deployment, we
ran experiments on Amazon Web Services (AWS) network.
As shown in Table VI, the AWS results agree with the
experimental results on the local lab network (cf. Table II).
C. Overall/Key Observation
Although the performance of each specific execution mode
depends on several factors, in general, EVE-AS is notice-
ably efficient, EVE-S consistently yields substantial benefits
whereas Rollback could provide comparable benefits as EVE-
S but also potentially causes performance to suffer.
The above observation poses some questions: (1) what
is the reason that makes stabilization, especially aggressive
TABLE V
IMPACT OF NETWORK LATENCY. ROWS 4-6 ARE CONVERGENCE TIME (IN
SECONDS). ROWS 7-8 ARE THE BENEFITS, SHOWN IN PERCENTAGE
INCREASE OR IN SPEEDUP (E.G. ×4.3 MEANS 4.3 TIMES FASTER).
Program MAX-MATCH COLOR P-COLOR
Input
graph
Regular 10K,
normal partition
Regular 10K,
normal partition
Planar 10K, nor-
mal partition
Latency 20 ms 50 ms 20 ms 50 ms 20 ms 50 ms
SEQ 14,859 35,653 6,518 15,535 3,887 9,415
EVE-AS 1,866 3,985 1,615 3,607 754 1,814
Rollback 12,496 38,657 4,742 14,113 3,860 9,057
EVE-AS
vs. SEQ
×8.0 ×8.9 ×4.0 ×4.3 ×5.16 ×5.19
Rollback
vs. SEQ
15.9% -8.4% 28.3% 9.2% 0.7% 3.8%
TABLE VI
EXPERIMENT RESULTS ON AMAZON AWS NETWORK.
Problem P-COLOR COLOR MAX-MATCH
Input graph Planar 10K Social 10K Regular 10K
Partition scheme Random Normal Normal
Conver-
gence
time
(seconds)
SEQ 10,211 21,265 6,816
EVE-S 6,586 13,630 4,038
EVE-AS 797 2,430 413
Rollback 9,575 21,718 7,625
Benefit
EVE-S vs.
SEQ
35.5% 35.9% 41.7%
EVE-AS
vs. SEQ
×12.8 ×8.8 ×16.5
Rollback
vs. SEQ
6.2% -2.1% -11.9%
stabilization, more efficient than rollback? And (2) when one
already has a non-stabilization algorithm for a problem at
hand, and there exists another stabilizing algorithm which
is (relatively) less efficient (on sequential consistency), is
it worth considering the stabilizing option? This question
can also be extended for handling the case where adding
stabilization to a non-stabilizing program leads to an increase
in overhead/computation time. We discuss these questions in
Section V.
V. ANALYSIS OF RESULTS AND THEIR IMPLICATIONS IN
THE DESIGN
A. Insight into Comparison of Stabilization vs Rollback
We observe from Table II that the performance of self-
stabilization is generally better than rollback, particularly in
COLOR with social graphs. We anticipate the reason is that the
effect of cvfs is resolved differently in the two approaches. As
an illustration, consider the COLOR program for social graphs.
A cvf corresponds to the case when the possession time inter-
vals of two clients for a lock overlapped. (This scenario occurs
in eventual consistency when a client obtains the lock from one
replica while the other client obtains that lock from another
replica, cf. Appendix Section D.) However, overlapping lock
intervals do not necessarily mean the two clients accessed the
shared data (protected by the lock) simultaneously because
a client might want to obtain several locks before it started
accessing the data. Furthermore, even if the clients accessed
the data simultaneously, that does not necessarily mean the
computed results would be wrong (the colors of neighboring
nodes might still be different).
We validated this hypothesis with experiments where we
ran the COLOR program for social graphs in Rollback mode.
We also added instrumentation to record information about
the cvfs such as the time intervals when the clients accessed
shared variables and the colors of graph nodes computed by
the clients. We analyzed the recorded data after the experi-
ments had finished and found that among 116 cvfs detected
in the experiments, the client access intervals did not overlap
in 35 of them. In the 81 cvfs where the clients could have
accessed shared variables simultaneously, only in 6 cvfs that
the computed colors were conflicting. (The reason the colors of
two conflicting neighbors were still different even two clients
were updating them simultaneously is that the color of a node
was influenced by the colors of all of its neighbors, not just
only the neighbor where the access conflict occurred.) So in
most of the cvfs we observed, the conflicts were resolved
favorably. These results imply that in rollback approach the
program was inherently required to rollback more often than
necessary (each detected cvf caused a rollback) whereas in
stabilization approach the program only had to handle a few
actual faulty cvfs. We believe this is one of the reasons why
stabilization performed better than rollback in our experiments.
We note that the overhead of the above analysis is expensive
and currently not suitable to be used with runtime rollback. It
is an open problem to find efficient mechanisms to do it.
B. Results with Non-Stabilizing Algorithm
A natural question could be that what options should we
choose if both stabilization and non-stabilization algorithms
are available? We note that in general, when the algorithms
are different, it is hard to fairly compare the two approaches
since the performance is also affected by other factors such as
optimization and implementation techniques. However, if the
algorithms are closely similar, the comparison is useful. In this
paper, we also compare the stabilization and non-stabilization
algorithms for graph coloring since the algorithms are fairly
similar. (Our non-stabilization graph coloring algorithm is
based on [28].)
Table VII shows experiment results when running those
algorithms on a regular random graph with 50,000 nodes,
using normal partitioning scheme, in our local lab network
with 20 ms latency. A key observation from this analysis is
that the stabilizing algorithm is less efficient than the non-
stabilizing counterpart on sequential consistency. However, it
is the overall winner when used with eventual consistency, as
it can benefit from tolerating cvfs. By contrast, non-stabilizing
algorithm cannot benefit from tolerating cvfs thereby resulting
in lower performance even with rollback. For example, for
d = 10 (d is the average node degree), time taken by the non-
stabilizing algorithm was 7,021 s in sequential consistency
and it improved to 5,456 s with eventual consistency and
rollback. By contrast, the cost of the stabilizing algorithm
under sequential consistency was 11,146 s. It improved to
1,717 s under EVE-AS model.
This implies that while there may be some cost associated
with making the protocol stabilizing, it is recovered by tol-
erating cvfs. In this context, we also want to remind the
reader that non-stabilizing algorithms cannot ignore cvfs, as a
cvf may perturb the program to a state from where recovery
is not guaranteed. Only stabilizing programs can choose to
ignore cvfs as they are designed to recover from them. Non-
stabilizing programs can only use the detect-rollback approach
to deal with cvfs.
VI. RELATED WORK
Distributed graph computation and consistency. The
availability of large-scale real-world graphs (social, biological,
TABLE VII
COMPUTATION TIME (IN SECONDS) OF STABILIZING AND
NON-STABILIZING ALGORITHMS FOR GRAPH COLORING. THE AVERAGE
OF NODE DEGREE (d) VARIES BETWEEN 2 AND 10. THE BASELINE FOR
CALCULATING BENEFIT IS SEQ
Average node degree d=2 d=3 d=6 d=10
Stabilizing
graph
coloring
SEQ 2,325 3,378 6,518 11,146
Rollback 1,559 2,279 4,742.3 10,150
EVE-AS 1,321 1,376 1,615 1,717
EVE-AS benefit ×1.8 ×2.5 ×4.0 ×6.5
Non-stab.
graph
coloring
SEQ 1,653 2,291 4,246 7,021
Rollback 1,213 1,681 3,192 5,456
Rollback benefit 26.6% 26.6% 24.8% 22.3%
collaborative, etc.) facilitates the development of various graph
computation engines [5]. These frameworks rely on sequential
consistency to guarantee result correctness [6]. However, due
to CAP theorem [29], [30], the performance of a fault-
tolerating application will suffer if sequential consistency is
maintained (given that fault tolerance is a must). Weaker
consistency models such as causal, FIFO, etc. [31] improve
performance by relaxing the consistency requirement. Among
them, eventual consistency [15] only guarantees that the repli-
cas will eventually convergence once faults stop, and let the
applications choose how to resolve data anomalies.
Predicate detection and rollback. The overall predicate
detection framework is presented in [32]. Although the prob-
lem of predicate detection is NP-hard in general, efficient
detection algorithms exist for some classes of predicates [21],
[33], [34]. Once a violation is detected, the application is
recovered to a previous state. Besides the typical snapshot-
based rollback [35], [36], it is possible to undo a violation by
rolling back only those clients involved in the conflicts [17].
Stabilization. The notion of stabilization appeared in Di-
jkstra’s seminal paper [18], and consists of two properties:
convergence and closure [9], [37]. Furthermore, most of them
are silent stabilization [38]. Also, there exist variants of stabi-
lization such as weak, probabilistic, active, fault-containment
stabilization [39]–[43].
Our work contributes to the existing literature by a compara-
tive study and analysis of the performance of stabilization and
rollback in handling cvfs – data anomalies that occur when
a stabilizing graph application runs on eventually consistent
key-value store.
VII. CONCLUSION
In this paper, we considered the passive node model intro-
duced in [16] and two approaches to reduce the time for execu-
tion of graph algorithms in it. Since the use of eventual consis-
tency has the potential to reduce execution time, we focused on
managing (rather than eliminating) the inconsistency (denoted
by consistency violating faults (cvfs) in this model). The
first approach relied on detecting cvfs and rolling back. The
second, applicable only to stabilizing programs, was to observe
that cvfs are a subset of transient faults and, hence, are already
tolerated although at the cost of increased computation time for
convergence. Our analysis shows that for stabilizing programs,
the second approach provides substantial benefits compared
with the first one. Specifically, the second approach provides a
25%–35% improvement for different programs. Furthermore,
the aggressive stabilization (that introduces additional cvfs
at the cost of efficiency) reduces the convergence time 2–
15 times. By contrast, the rollback based approach provides
limited benefits and potentially causes performance to suffer
when compared with sequential consistency.
We also considered another approach to reduce the time for
execution. It relied on heuristics to allow clients to keep track
of nodes that may have enabled actions. Experimental results
show that the heuristics can improve convergence time about
44% by reducing tail latency where the state of a very few
nodes is inconsistent.
We also find that the stabilization based approach can
benefit even more if the program can use other techniques
to reduce overall time. Specifically, we considered the use of
graph partitioning to reduce cvfs. In this case, both approaches
showed benefits but the benefit of stabilization was higher.
Another key insight in this work is that the benefits that
apply for stabilizing algorithms can make them attractive in
eventually consistent data stores even if they are (relatively)
inefficient under sequential consistency. For example, in Sec-
tion V-B, we showed that under sequential consistency, the
stabilizing program had 58% lower performance than a similar
non-stabilizing program (11,146 s to 7,072 s). However, its
performance was 3.2 times better under eventual consistency
(1,717 s vs 5,456 s). This happened because the non-stabilizing
algorithm could not tolerate cvfs in the same manner that a
stabilizing program could. This indicates that there may be
a substantial benefit in revising an existing algorithm for the
problem at hand to make it stabilizing and reduce the overall
runtime under eventual consistency. We note that there are
several algorithms to add stabilization to a non-stabilizing
program [44]. These could be used in this context. However,
an approach that optimizes the addition of stabilization using
specific insight into the problem at hand may be more desirable
as it is likely to provide the most benefit.
As another demonstration, consider the task of analyzing
large-scale real-life networks (e.g. social networks) which are
challenging to deal with. One of the challenges is that their
complex structure imposes a significant locking coordination
overhead for atomicity assurance, which retards the overall
performance. Most of existing work tried to reduce this over-
head by efficient partitioning schemes [5] but the improvement
was limited due to the inherent complex graph structure and
required a preprocessing step. In this paper, we observed that
aggressive stabilization (EVE-AS) performed particularly well
in social graphs (an order of magnitude improvement) without
additional preprocessing overhead. This observation suggests
that eventual consistency and stabilization is a promising can-
didate to efficiently tackle the complexity in social networks.
From the analysis of this work, we find that stabilization-
based approach provides a substantial benefit compared with
rollback-based approach. However, in both cases, the time
required for convergence of the last few nodes is still quite
high. One of the future work in this area is to reduce this
overhead. Another future work is to generalize the results in
this paper specifically to determine which options one should
choose if both stabilizing and non-stabilizing algorithms are
available. Another question for investigation is whether the
analysis holds for other models of distributed computation.
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APPENDIX
In this Appendix, we provide a more detailed description of
some issues that we are only able to briefly discuss in the main
paper due to space constraints. Specifically, in Section A, we
describe the operation of Voldemort key-value store. Section B
details the machine configuration and proxy implementation
for the experiments. Next, we describe how a client executes
a node action and how locks are used to avoid simultaneous
updates by clients. Then we explain the notion of cvf both at
abstract level as well as in concrete examples in Section D. The
termination detection algorithm used to measure convergence
time of case study programs is described in Section E. We
present the heuristics for improving the convergence time of
stabilizing programs in Section F. Finally, Section G compares
the normal partitioning scheme with its random counterpart.
A. Voldemort Key-Value Store Operation
Voldemort is an open-source implementation of Amazon
Dynamo key-value store [11]. In this section, we describe the
operation of Voldemort.
Every data entry in Voldemort is stored as a pair < k, v >
where k is the key (unique name) and v is the corresponding
value of the key k. When using Voldemort to implement
the passive-node model for graph computation discussed in
Sections I and II, the key is a node identifier and the value
is the values of variables associated with that node (we
concatenate the variable values as a single string delimited by
separators). Every client access to Voldemort key-value store
is performed through two operations: the GET(k) operation
returns the current value of key k, and the PUT(k, v) operation
updates the key k with new value v.
When a client wants to execute an action of the form
g −→ st, it identifies all the variables required to execute
this action. It issues a GET (i.e. read) request to all replicas
(denoted by N , henceforth). It waits for receiving replies from
at least R –a configurable parameter in Voldemort– replicas. If
at least R replicas reply before the timeout, the GET request
is considered successful. If not, the client issues a second
round of GET requests to the replicas. After the second, if
replies are received from at least R replicas in total (including
the first round), the GET request is successful. Otherwise, it
is not successful. If all reads are successful and the guard
evaluates to true, the client identifies all variables that need to
be changed. It then issues a PUT (i.e. write) request to all N
replicas. Similar to GET request, a PUT request is considered
successful only if the client receives replies from at least W
–another configurable parameter in Voldemort– replicas before
timeout after at most two rounds. When the write is successful,
action execution is complete. In the passive-node model, the
client does not have to retry an unsuccessful action.
The clients learn the parameters N , R, and W from the
replicas at the time of startup. The above replication scheme
employed by Voldemort is the active replication where the
clients are in charge of data replication. The clients can also
tune the values of N , R, W if needed. By adjusting the value
of W , R, and N , the consistency model of the key-value store
is changed. For example, if W + R > N and W > N2 for
every client of the same program, then the program is running
on sequential consistency. If W + R ≤ N then it is eventual
consistency.
B. System Configurations in the Experiments
The local lab computer system consisted of 9 commodity
PCs whose hardware configurations are specified in Table VIII
and the machines were in the same local network. Three of
the PCs were dedicated to the Voldemort servers (replicas) and
six other PCs were shared by the clients (each client machine
hosted multiple Voldemort client programs). The number of
servers was 3 and the number of clients was 30. With three
servers, we chose N3R1W1 (the number of replicas N=3, the
number of required reads R = 1 and the number of required
writes W = 1) for eventual consistency, and N3R1W3 for
sequential consistency since in our experiments N3R1W3 had
better performance than N3R2W2. Hereafter, for brevity, we
use R1W1 and R1W3 instead of N3R1W1 and N3R1W3
respectively.
We deployed the experiments on our local lab since we
could control some parameters such as network latency be-
tween the clients and servers. To adjust the network latency,
we place a proxy process within each client machine. The
proxy will relay all communication between the clients and
the servers. The proxy for client C runs in parallel with client
C on the same machine. When C sends a message to server
S, the message is routed through the proxy. The proxy buffers
the message for the required delay before forwarding it to
S. Responses from S to C is also handled by the proxy in
the same manner. This allows us to evaluate the protocols in
different network delay scenarios. A more detailed description
of proxy implementation is provided in [17].
Besides the experiments on the local lab network, we also
ran experiments on Amazon Web Services (AWS) network
to confirm the results in a more realistic environment. In
AWS experiments, we used three EC2 M5.xlarge instances
for the servers and six EC2 M5.large instances for the clients
(cf. Table VIII). The AWS machines are distributed in three
regions (clusters): US East Ohio, US West Oregon, and Canada
Central. The one-way latency among the AWS regions in our
experiments (measured using ping command) were: US West
Oregon and US East Ohio: 26 ms US West Oregon and Canada
Central: 32 ms Canada Central and US East Ohio: 15 ms The
average latency between AWS regions is about 24 ms.
C. Executing a Node Action by Client
The procedure for a client C to process a node i assigned
to its partition is as follows:
(1) Obtain exclusive update privilege for the state of node
i and read privilege for neighbors of i (i.e. no other
client should read the state of i or update the state of
i neighbors).
(2) Read the state of i (variables of i) and its neighbors.
(3) Compute the new values for i’s variables.
TABLE VIII
CONFIGURATIONS OF MACHINES USED IN THE EXPERIMENTS
Environment Machine CPU RAM Storage
Local lab
3 server ma-
chines
8 Intel Core i7-
4770T 2.50 GHz
8 GB SSD
5 client ma-
chines
4 Intel Core i5 660
3.33 GHz
4 GB HDD
1 client ma-
chine
4 Intel Core i5-
2500T 2.30GHz
4 GB HDD
AWS 3 server ma-chines (EC2
M5.xlarge)
4 vCPUs 16 GB SSD
6 client ma-
chines (EC2
M5.large)
2 vCPUs 6 GB SSD
(4) Write the new state of i to the store (this step can be
omitted if all of i’s variables are unchanged), and
(5) Release the privileges it holds for i and its neighbors.
In order to support client C in obtaining necessary priv-
ileges, we designate one Peterson lock [45] associated with
each graph edge. To read the state of node i, client C just
needs to obtain a lock associated with any edge incident on
i. To update the state of node i, however, client C needs to
obtain the locks associated with all edges incident on i. Once
such locks are obtained by C, other clients can read state of
i’s neighbors but they cannot update any of them (since they
have to wait for one of the locks being hold by C).
For deadlock avoidance, client C obtains the required locks
in lexicographical order. Suppose i < j then the lock for edge
(i, j) is L i j. As an illustration, in Figure 2, if client C
wants to update node 6, it has to obtain these locks in the
following order L 1 6, L 5 6, L 6 9.
Once C has had the update privilege for node 6, no other
client can update any neighbor of 6 (says 5) since that client
will have to wait for C to release the lock L 5 6.
We note that the above locking scheme only works if
the shared data is sequentially consistent. If it is eventually
consistent, simultaneous updates could happen as explained
in Section D.
Since obtaining locks constitutes a sizeable proportion of
client computation time (waiting for other clients to release
the required locks) and many nodes shared neighbors, a client
usually does not process each node individually but processes
a batch of nodes at the same time. This batch processing
reduces the number of locks the client needs to obtain. For
example, suppose nodes 5 and 6 are assigned to a client.
If the client processes 5 and 6 individually, it will have to
obtain 5 locks, namely L 1 5, L 5 9, L 5 20 (for node 5)
and L 1 6, L 6 9 (for node 6). Note that there is no need for
obtaining lock L 5 6 if both nodes are assigned to the same
client. On the other hand, if the client processes node 5 and
6 together, it only has to obtain 3 locks, namely either L 1 6
or L 1 6, L 5 20, and either L 5 9 or L 6 9.
Fig. 2. Illustration of locks. To update node 6, a client has to obtain these
locks in following order: L 1 6, L 5 6, L 6 9
D. Consistency Violating Faults (cvf )
In the passive-node model, the program state is stored at the
replicas. The protocol for synchronizing replicas can be pas-
sive replication or active replication (the case of Voldemort).
In passive-replication-based sequential consistency, the pro-
tocol enforces that all replicas are strictly synchronized. A
replica will not provide the new value unless that value has
been committed by other replicas. A client reading from any
of the replicas will always obtain the fresh data. However,
for eventual consistency, the protocol is relaxed and allows
replicas to return the current values they know, which may be
not up-to-date.
In active-replication-based sequential consistency, the pro-
tocol requires each update to be committed by a majority of
replicas and the client reads from at least one of them, thus
obtains the fresh data. For eventual consistency, however, the
protocol is relaxed where the read and write quorums do not
overlap. Thus, some replicas may have not received the latest
updates due to transient faults, and if a client reads from those
replicas, it obtains a stale value.
In short, a client always obtains the fresh data with se-
quential consistency and may obtain a stale data with eventual
consistency. Reading stale information could lead the clients
to incorrect computation steps/transitions.
Abstract description of cvf . For each variable x of node
j, each replica i maintains a value of x.j as a key-value pair.
For the purpose of illustration, assume that there are three
replicas and the values of x.j at these replicas are r1, r2 and
r3. Denote f(r1, r2, r3) as the abstract value of x.j where
f is some resolution function that chooses a value among
r1, r2, r3 in a deterministic manner. For example, function
f chooses the latest value of x.j (assume that each value
is also associated with a logical or physical timestamp). In
sequential consistency where the replication protocol provides
the impression that all the replicas work as if there is only a
single replica, access (read/write) to variable x.j by any client
always returns the same abstract value of x.j. In eventual
consistency, however, this property may be violated when
different clients observe different values of x.j (e.g. client c1
observes value r1 while client c2 observes value r2). Only one
of those values is up-to-date and the other is stale. We also
note that reading stale data is possible in eventual consistency
but such anomalies are expected to be not frequent [11] and
they are usually associated with transient faults.
Fig. 3. Illustration of cvf in Voldemort. Clients run on eventual consistency
R1W1
Reading stale values due to eventual consistency in
Voldemort. Figure 3 illustrates how a cvf occurs in Volde-
mort key-value store where the clients are running on eventual
consistency R1W1. Suppose x = 0 initially. Client 1 updates
the value of x to 1 by sending PUT(x, 1) request to all
replicas/servers. Due to a temporary network failure, the
request does not reach server 3. However, the PUT request still
succeeds since client 1 receives replies from two servers (PUT
request is successful if client receives at least W=1 replies).
If client 3 reads the value of x, it will obtain the stale value
x = 0 from server 3 (this read succeeds since client 3 just
needs R=1 response). In contrast, any client served by server
1 and server 2 will see the new value x = 1.
Reading stale values can lead to erroneous transitions. For
example, in the arbitrary graph coloring problem (COLOR)
suppose client 1 wants to work on node 5 while client 3 wants
to work on node 20 (cf. Figure 2). If variable x in Figure 3
is the shared lock L 5 20, then client 1 will think that it has
obtained the lock while client 3 observes the lock is still vacant
and tries to obtain it (it will succeed since one confirmation
from server 3 is sufficient). As a result, both clients enter
a critical section simultaneously. Suppose the initial color of
each node is color 0 and the two clients read these values.
Then the clients will likely update the colors of both node 20
and node 5 to color 1, resulting in a new invalid coloring. We
note that if locks are not used to guarantee atomicity (such
as in EVE-AS mode), client 1 and client 3 may also read and
update the color of node 5 and node 20 simultaneously without
knowing so, and produce invalid coloring results in a similar
manner.
Computation in the presence of cvf . With the intro-
duction of cvf , the computation of program p in a eventu-
ally consistent replicated passive-node model is of the form
〈s0, s1, · · · 〉 where
• ∀l : l ≥ 0 :, sl is a state of p,
• ∀l : l ≥ 0 : (sl, sl+1) ∈ δp ∪ cvfp or
(sl = sl+1) and no action of p is enabled in state sl, and
• If some action ac of p (of the form g −→ st) is
continuously enabled (i.e., there exists l such that g is
true in every state in the sequence after sl) then ac is
eventually executed (i.e., for some x ≥ l, (sx, sx+1)
corresponds to execution of st.)
E. Termination Detection Algorithms.
Our termination detection algorithm to determine whether a
program has reached a fixed point in the computation is based
on the algorithm in [46]. We briefly describe the termination
detection algorithm. Basically, the termination detector is also
a Voldemort client program running a detection algorithm
consisting of two rounds. In the first round, the algorithm reads
the state of all nodes (including modification timestamps) and
determines if every node has become disabled (i.e., all of its
actions have the guards be evaluated to false). If that is true,
it moves to the second round; otherwise, it restarts the first
round. In the second round, the algorithm checks if the state
and modification timestamp of every node is unchanged since
the most recent successful first-round check. If there is any
change, the algorithm restarts from the first round; otherwise,
it reports the termination of computation. The termination
detector runs in the consistency mode where R = N (the
number of required reads equals the number of replicas) to
ensure reliability. Since the termination detector only reads
from and does not write to the key-value store, it minimally
affects the stabilization time of the computation.
F. Improving the convergence time in stabilization approach
Heuristics to reduce tail latency. In the passive node
model, clients are responsible for checking which nodes have
enabled actions and execute those actions. The results in Table
II correspond to the case where clients evaluated the guards of
nodes assigned to them in a round-robin manner. One of the
issues with round-robin is that some nodes whose actions are
enabled may not be considered while the client is evaluating
other nodes assigned to it but having no enabled actions.
Note that this issue is ignored in the active node model, as,
generally, it is assumed that the scheduler will choose some
active node for execution. The time required for the scheduler
to determine this node is ignored.
In the programs under consideration, if no action of j is
enabled in the current state then this information is stable
until a neighbor of j executes. Thus, if a node could tell
the client that its actions are unlikely to be enabled then the
client can save on reading the states of its neighbors. For
such an approach to work, for node j, we need to know (1)
nd change.j the last time the client checked that no actions
are enabled at j, and (2) nbr change.j the last time one of
its neighbors was updated.
Thus, when client reads the state of j and finds that
nd change.j > nbr change.j, it does not need to read
the state of its neighbors to determine if some action of j
is enabled. Since clocks of all computers involved may not
be identical, we change the condition to nd change.j >
nbr change.j + ∆.j +  where ∆.j is the length of the
last execution of j and  is the upper bound for clock
synchronization error. In other words, if nd change.j >
TABLE IX
EFFECTIVENESS OF THE RANDOM COLORING AND THE OPTIMIZATION
FOR STABILIZATION APPROACH IN THE ARBITRARY GRAPH COLORING
PROBLEM (COLOR). CONVERGENCE TIME IS MEASURED IN SECONDS.
NORMAL PARTITION. LATENCY = 20 ms
Execution
mode
Track update
timestamp
Color selec-
tion scheme
Regular
graph 50K
Social
graph 50K
EVE-AS Yes Deterministic 1,972 4,805
EVE-AS Yes Random 1,941 4,807
EVE-AS No Deterministic 3,547 1,885
EVE-AS No Random 1,431 1,883
EVE-S No Deterministic 4,270 18,229
EVE-S Yes Deterministic 5,136 >20,000
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Fig. 4. The convergence pattern of different execution modes in COLOR.
Normal partitioning. Latency was 20 ms.
nbr change.j + ∆.j +  is true then the client can save time
by not issuing GET requests to neighbors of j.
Table IX considers execution with this optimization. We
find that this optimization is useful only when the convergence
pattern exhibits a long tail at the end (cf. EVE-AS mode in
Figure 4). The overhead of the optimization (for reading and
writing additional variables) caused EVE-AS (optimized) to
converge slower than EVE-AS at first. However, the optimiza-
tion significantly reduced the tail of convergence graph and
thus improved the overall convergence time by 44%. If the
convergence pattern did not have the long tail characteristic
(such as EVE-S mode in Figure 4, or EVE-AS mode with
random coloring), this optimization increased the convergence
time because of the extra overhead (cf. Table IX).
Randomization. As discussed in Section IV-A, we ob-
served some cvfs when running COLOR in aggressive stabi-
lization mode on regular graphs that prevented the program
to converge. For example, suppose two clients C1 and C2 are
working on two nodes v1 and v2 at the same time. Suppose
the original color of both nodes is 0. Because no mutual
exclusion is used in EVE-AS, both clients may assign the same
new colors 1 for both nodes, resulting in invalid/inconsistent
coloring. This error is usually resolved when one of the clients
visits its node in the next round and change its node to a
different color. However, if both C1 and C2 re-visit v1 and
v2 at the same time, the problem persists. We observed this
problem occurred only in regular graphs where the workload
was split very evenly among the clients and there were only
a few nodes with inconsistent colors that needed to be fixed.
The problem did not happen in social graphs since the client
workload was not even. In other words, running COLOR in
EVE-AS mode does not guarantee convergence.
One possibility to address this problem is to modify the col-
oring algorithm so that the client would choose a random value
among available colors for its nodes. With this modification,
EVE-AS is probabilistic self-stabilizing. In our experiments
with the random coloring scheme, the convergence time of
coloring the same regular graph in EVE-AS improved from
3.547 seconds to 1.431 seconds. On the other hand, the con-
vergence time for social graph stayed almost the same (1,885
ms and 1,883 ms, cf. Table IX).
We also note that the performance of sequential mode (SEQ)
is unaffected by whether deterministic coloring or random
coloring is used (6,518 ms and 6,544 ms, not shown in
Table IX). Thus, for the COLOR program on random regular
graphs, random coloring improves the benefits of EVE-AS
when compared to deterministic coloring (×4.6 speedup vs.
×1.8 speedup).
G. Comparing Normal and Random Partitioning
In Section IV-A, we mentioned the benefits of random
partitioning in evenly distributing the workload among clients.
To quantitatively justify this argument, we partitioned a planar
graph using normal and random partitioning schemes, and
measured some properties of the resultants partitions (cf.
Table X).
TABLE X
COMPARISON BETWEEN NORMAL PARTITIONING SCHEME AND RANDOM
PARTITIONING SCHEME OF A PLANAR GRAPH. FOR EACH PROPERTY, THE
AVERAGE (AVG) AND STANDARD DEVIATION (STDEV) AMONG THE
PARTITIONS ARE CALCULATED.
Properties Normal partition Random partitionAVG STDEV AVG STDEV
Max degree 15.3 5.0 17.1 2.7
Min degree 2.7 0.6 1.0 0.0
Total degree 1622.2 508.5 1622.2 59.9
Node count 367.8 4.7 367.8 4.7
Average degree 4.4 1.4 4.4 0.1
External edges 585.7 148.9 1568.1 54.4
Internal edges 1036.5 508.7 54.1 13.6
We observed that properties related to nodes’ degrees were
more evenly distributed with random partitioning. Since a
node’s degree reflects the cost of obtaining locks and reading
state of neighbors, which constitutes a significant chunk of
work, an even degree distribution implies more balanced
workload among partitions/clients. Consequently, we avoided
slow clients that were assigned too much work.
On the other hand, random partitioning potentially breaks
the locality characteristics of planar graphs. We observed with
random partitioning, the number of external edges that crossed
between partitions increased whereas the number of internal
edges that connected nodes within a partition decreased. This
implies random partitioning increased the locking overhead.
Consequently, computation time often increased with random
partitioning (cf. Table III).
