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1. Introduction
Problems concerning the classiﬁcation of ﬁnite reﬂection groups are traditional in the theory of
ﬁnite groups. Reﬂection groups over real Euclidean spaces are treated in, for example, references
[3,4,6,12]. G.C. Shephard and J.A. Todd classiﬁed the complex reﬂection groups in reference [11] but
A.M. Cohen gave an independent treatment in reference [1] and he also discussed quaternionic reﬂec-
tion groups in reference [2]. The papers [13–15] enumerate all ﬁnite irreducible reﬂection groups
over a ﬁeld of ﬁnite characteristic p > 2. The papers [8–10] study the reﬂection groups of ref-
erences [13–15] in the context of regular polytopes over ﬁnite ﬁelds. Irreducible groups of linear
transformations generated by transvections over Z2, the integers module 2, have been classiﬁed by
J.E. McLaughlin in reference [7], by mainly using geometrical methods. In the present paper, by using
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ators and relations, and up to conjugacy in the general linear group GLm(Z2), we give a complete
classiﬁcation of the ﬁnite n-generator transvection groups over Z2. In the end of this paper, as an
example, we indicate how to ﬁnd explicit generators of all the irreducible n-generator transvection
groups.
Let K be an arbitrary ﬁeld and V a ﬁnite-dimensional vector space of dimension m 2 over K . Let
σ ∈ GL(V ) be such that rank(σ − I) = 1 and σ 2 = I , where I is the identity matrix. In other words,
there should exist a vector α ∈ V and a linear map ϕ ∈ V ∗ , both non-zero, such that σ(x) = x+ϕ(x)α,
for any x ∈ V . The matrix σ is called a transvection if ϕ(α) = 0, and a reﬂection if ϕ(α) = −2 and the
characteristic of K is not 2. The vector α is called a root of σ .
Over Z2, we must always have ϕ(α) = 0 or ϕ(α) = 1. But if ϕ(α) = 1, then necessarily σ(α) =
α +α = 0, so σ would not be invertible. Hence we must have ϕ(α) = 0. Thus there are no reﬂections
in GLm(Z2).
A T -group is a subgroup of GL(V ) generated by transvections. Suppose W is a T -group, and G is
the generating set, we also write (W ,G) as the T -group.
Let τ ∈ GLm(Z2) be an involution, by reference [5] there exists a positive integer p such that τ is
conjugate in GLm(Z2) to
( I(p) I(p) 0
0 I(p) 0
0 0 I(n−2p)
)
.
In particular, then τ is a transvection if and only if p = 1.
2. The structure of the irreducible T -groups
For the time being V is a vector space over Z2 and we suppose only that dim V =m 2, (W ,G) ⊆
GL(V ) is a T -group and G is a minimal generating set of W . This hypothesis will always be in force.
Others will be explicitly stated when used. The order of an element σ in GL(V ) is denoted by |σ |.
Let e1 = (1,0, . . . ,0), e2 = (0,1,0, . . . ,0), . . . , em = (0, . . . ,0,1) be the standard basis vectors of V .
Ei, j is the matrix with the element 1 in the (i, j) position and the remaining elements equal to 0.
We work with row vectors and that multiplication by matrices on the right. If σ ∈ GL(V ) is a
transvection, and α is a root of σ , σ(x) = x+ϕ(x)α, for any x ∈ V . Then ϕ(ei) is 0 or 1, so necessarily
σ(ei) = ei or σ(ei) = ei + α. This clariﬁes the matrix representation for σ , namely the i-th row is
simply ei or ei + root.
Theorem 2.1. Let S1 , S2 ∈ GL(V ) be two transvections, αi the root of Si , and ϕi ∈ V ∗ , Si(x) = x + ϕi(x)αi ,
for all x ∈ V , i = 1,2. Then S1S2 = S2S1 if and only if ϕ1(α2) = ϕ2(α1) = 0.
Proof. Suppose
S1 =
⎛
⎝ 1 10 1
I(m−2)
⎞
⎠ and α1 = e2.
If S1S2 = S2S1, then S2 is of the form
(1 a P
0 1 0
0 R Q
)
,
where a ∈ Z2, Q ∈ GLm−2(Z2), P is a 1 × (m − 2) matrix and R an (m − 2) × 1 matrix. Suppose
α2 = ei1 + · · · + eik (i1 < · · · < ik, 1 km), then we have i1 = 1. Hence ϕ1(α2) = ϕ2(α1) = 0.
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represented by the matrix (1 a P
0 1 0
0 R Q
)
,
a ∈ Z2, Q ∈ GLm−2(Z2), P is a 1× (m − 2) matrix and R an (m − 2) × 1 matrix. 
Theorem 2.2. Let S1 , S2 be two distinct transvections in GL(V ). Then |S1S2| can only take the values 2, 3
or 4.
Proof. Suppose
S1 =
⎛
⎝ 1 10 1
I(m−2)
⎞
⎠ ,
α1 = e2 is a root of S1, and the root α2 of S2 has the form α2 = ei1 +· · ·+eik , where i1 < i2 < · · · < ik ,
1 km.
We ﬁrst assume that k is odd and k  3. Then there exists j (1  j  k), such that S2(ei j ) = ei j .
There are two cases to consider.
(a) Suppose there exists il = 2 (1 l  k), such that S2(eil ) = eil + α2. Let T1 = I + Eil,i j , then the
root of T1S2T1 does not contain ei j and T1S1T1 = S1. So we may assume that ei j does not appear
in α2.
(b) S2(eip ) = eip , for all ip = 2 (1 p  k). Then we must have S2(eir ) = eir , for all 1 r  k, and
S2(e2) = e2 +α2. In view of case (a) we may assume without loss of generality that k = 1 and i1 = 2.
We now assume that k ( 4) is even and S2(ei j ) = ei j + α2, for every j (1  j  k). Let T2 =
I + Eik,ik−1 , then T2S2T2(eik ) = eik and T2S1T2 = S1. By the above arguments, we may assume that
α2 = ei1 + ei2 . If there exists l (= 2), such that el does not appear in α2, and S2(el) = el + α2. Let
T2 = I + El,i2 , then T3S2T3(el) = el and T3S1T3 = S1. In particular, if l = 2, we may assume that S2 is
of the form
Sˆ2 =
⎛
⎜⎜⎝
0 0 1
1 1 1
1 0 0
I(m−3)
⎞
⎟⎟⎠ or Sˇ2 =
⎛
⎜⎜⎜⎜⎝
1
1 1 1
0 0 1
0 1 0
I(m−4)
⎞
⎟⎟⎟⎟⎠ .
If S2 = Sˆ2, and
T4 =
⎛
⎜⎜⎝
1
1 0
1 1
I(m−3)
⎞
⎟⎟⎠ , T5 =
⎛
⎜⎜⎝
1 0 1
0 1 0
0 0 1
I(m−3)
⎞
⎟⎟⎠ ,
then
T5T4S2T4T5 =
⎛
⎝ 0 11 0
I(m−2)
⎞
⎠
and T5T4S1T4T5 = S1. In this case, |S1S2| = 3.
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T6 =
⎛
⎜⎜⎝
1
1 0
1 1
I(m−3)
⎞
⎟⎟⎠ , T7 =
⎛
⎜⎜⎜⎜⎝
1
1 0 0
0 1 0
1 0 1
I(m−4)
⎞
⎟⎟⎟⎟⎠ , T8 =
⎛
⎜⎜⎝
I(2)
1 1
0 1
I(m−4)
⎞
⎟⎟⎠ ,
then
T8T7T6S2T6T7T8 =
⎛
⎜⎜⎝
1
1 1
0 1
I(m−3)
⎞
⎟⎟⎠
and T8T7T6S1T6T7T8 = S1. In this case, |S1S2| = 4.
From now on, we may always assume that α2 is either
(a) ei1 + ei2 , and S2(ei1) = ei2 , S2(ei2) = ei1 , S2(e j) = e j for all j (1  j  m) where e j does not
appear in α2;
or
(b) ei1 and there is one and only one l (1 lm) such that S2(el) = el + α2.
In order to compute |S1S2|, we have to consider the following cases.
Case 1. α2 = ei1 and i1 = 2. Then
S2 =
⎛
⎜⎜⎝
1
1 0
1 1
I(m−3)
⎞
⎟⎟⎠ ,
so necessarily |S1S2| = 2.
Case 2. α2 = ei1 and i1 = 1. If S2(e2) = e2, then we may assume that
S2 =
⎛
⎜⎜⎝
1
0 1
1 0 1
I(m−3)
⎞
⎟⎟⎠ , so |S1S2| = 4.
If S2(e2) = e2 + α2, then
S2 =
⎛
⎝ 1 01 1
I(m−2)
⎞
⎠ , so |S1S2| = 3.
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S2 =
⎛
⎜⎜⎝
I(2)
1 0
1 1
I(m−4)
⎞
⎟⎟⎠ , then |S1S2| = 2.
If S2(e1) = e1 + α2 and S2(e2) = e2. Then
S2 =
⎛
⎜⎜⎝
1 0 1
0 1 0
0 0 1
I(m−3)
⎞
⎟⎟⎠ .
It is clear that |S1S2| = 2.
If S2(e1) = e1 and S2(e2) = e2 + α2. Assume that
S2 =
⎛
⎜⎜⎝
1
1 1
0 1
I(m−3)
⎞
⎟⎟⎠ , then |S1S2| = 4.
Case 4. α2 = ei1 + ei2 and i1 = 1, i2 = 2. Then
S2 =
⎛
⎝ 0 11 0
I(m−2)
⎞
⎠ .
It is now easily veriﬁed that |S1S2| = 3.
Case 5. α2 = ei1 + ei2 , i1 = 1 and i2 > 2. Assume that
S2 =
⎛
⎜⎜⎝
0 0 1
0 1 0
1 0 0
I(m−3)
⎞
⎟⎟⎠ ,
then |S1S2| = 4.
Case 6. α2 = ei1 + ei2 , i1 = 2. Assume that
S2 =
⎛
⎜⎜⎝
1
0 1
1 0
I(m−3)
⎞
⎟⎟⎠ ,
then we have |S1S2| = 4. 
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respectively, S1(x) = x+ϕ1(x)α1 , S2(x) = x+ϕ2(x)α2 , for all x ∈ V , where ϕ1 and ϕ2 are linear maps in V ∗ .
Then
(i) |S1S2| = 3 if and only if ϕ1(α2) = ϕ2(α1) = 1.
(ii) |S1S2| = 4 if and only if one and only one of ϕ1(α2) and ϕ2(α1) is 0.
Proof. This follows immediately from Theorem 2.2. 
Deﬁnition 2.1. Let (W ,G) be a T -group, where G = {Si, i ∈ J }, αi ∈ V the root of Si , and ϕi ∈ V ∗ ,
Si(x) = x+ϕi(x)αi , for all x ∈ V , i ∈ J . The matrix C = (ϕi(α j)) (indexed by i, j ∈ J ) is called a Cartan
matrix for (W ,G) (with respect to the speciﬁed generating transvections Si, i ∈ J ).
Deﬁnition 2.2. Let (W ,G) be a T -group, if there exist two proper T -subgroups (W1,G1) and (W2,G2)
of (W ,G), such that W = W1 × W2 (as an internal direct product), then W is called reducible, and it
is irreducible, otherwise.
Here is a simple example to illustrate Deﬁnition 2.2.
Example 1. The T -groups W1 = 〈S1, S2〉 and W2 = 〈T1, T2〉 are all reducible, where
S1 =
(1 1 0
0 1 0
0 0 1
)
, S2 =
(1 0 1
0 1 0
0 0 1
)
, T1 =
⎛
⎜⎝
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠ , T2 =
⎛
⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞
⎟⎠ ,
but W3 = 〈U1,U2〉 is irreducible, where
U1 =
(1 1 0
0 1 0
0 0 1
)
, U2 =
(1 0 0
0 1 1
0 0 1
)
.
Theorem 2.4. Let (W ,G) be an n-generator transvection group, and C = (ϕi(α j)) = (aij) is the Cartan matrix
for (W ,G). Then (W ,G) is reducible if and only if there exist 1  i1 < · · · < ik  n, 1  k < n, such that
ail, j = a j,il = 0, for all j = i1, . . . , ik , 1 l k.
Proof. If the matrix C = (aij) is the Cartan matrix for (W ,G) and there exists 1  i1 < · · · < ik  n
such that ail, j = a j,il = 0, for all j = i1, . . . , ik , 1  l  k. Then Sr is commute with Sh for all Sr ∈{Si1 , . . . , Sik }, Sh ∈ G \ {Si1 , . . . , Sik }. Let W1 = 〈Si1 , . . . , Sik 〉, W2 = 〈G \ {Si1 , . . . , Sik }〉, then W2 is non-
trivial (a group is always non-empty) and W = W1 × W2. So (W ,G) is reducible.
Conversely, if (W ,G) is reducible, it is easy to show that the Cartan matrix has the required
property. 
Example 2. Let
S1 =
(1 1 0
0 1 0
)
, S2 =
(1 0 1
0 1 0
)
, S3 =
(1 0 0
0 1 0
)
,0 0 1 0 0 1 0 1 1
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C =
(0 0 0
0 0 0
0 1 0
)
.
Let W1 = 〈S1〉, W2 = 〈S2, S3〉, then W = W1 × W2, so W is reducible.
Theorem 2.5. Suppose that (W ,G) ⊆ GL(V ) is a ﬁnite irreducible T -group, where G = {S1, S2, . . . , Sn},
dim V = m  n, the Cartan matrix C for (W ,G) is invertible (etc. det(C) = 1). Then W ∼= GLn(Z2) (up to
conjugacy in GL(V )).
Proof. We proceed by induction on n. If n = 2, it is clear that W ∼= GL2(Z2). Assume that n > 2. There
are two cases to consider.
(a) If there exists an (n − 1)-th principal minor of C is 1. Then by induction, we may assume that
〈S1, . . . , Sn−1〉 ∼= GLn−1(Z2),
S1 =
⎛
⎝ 1 10 1
I(m−2)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(m−2)
⎞
⎠ , S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(m−3)
⎞
⎟⎟⎠ , . . . ,
Sn−1 =
⎛
⎜⎜⎝
I(n−3)
0 1
1 0
I(m−n+1)
⎞
⎟⎟⎠ and Sn =
⎛
⎜⎝ A
(n−1)
11 A12
A21 A22
I(m−n)
⎞
⎟⎠ .
We must distinguish between cases.
A22 equals 0. Then en appears in αn (the root of Sn) and Sn(en) = en +αn . We may now repeat the
argument used in the proof of Theorem 2.3 and assume that
Sn =
⎛
⎜⎜⎝
I(n−2)
0 1
1 0
I(m−n)
⎞
⎟⎟⎠ .
So 〈S1, . . . , Sn〉 = GLn(Z2).
A22 equals 1. In this case, if en does not appear in αn , then necessarily A12 = 0 and Sn(en) =
en + αn . Now using the argument concerning the ﬁrst case one paragraph earlier, it follows that we
may take
Sn =
⎛
⎜⎜⎝
I(n−2)
1 0
1 1
I(m−n)
⎞
⎟⎟⎠ .
Then |Si Sn| = 2 or 4, for all i (1  i  n − 1), so det(C) = 0. This contradicts our assumption that
det(C) = 1.
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assume that
Sn =
⎛
⎜⎜⎝
I(n−2)
1 1
0 1
I(m−n)
⎞
⎟⎟⎠ .
This also contradicts to our assumption that det(C) = 1.
(b) If every (n − 1)-th principal minor of C is 0. Suppose that c21 = c32 = · · · = cn,n−1 = c1n = 1,
hence, if there exists ci j = 1 in the Cartan matrix, then ci j cannot be other elements except
c12, c23, . . . , cn−1,n, cn1.
If the elements of c12, c23, . . . , cn−1,n, cn1 are all non-zero, without loss of generality we may
assume that c12 = 0. Let T = S3S2S3, then 〈S1, S2, S3, S4, . . . , Sn〉 = 〈S1, T , S3, S4, . . . , Sn〉 and the
Cartan matrix for the T -group W with respect to the generators S1, T , S3, S4, . . . , Sn has an (n − 1)-th
principal minor (the determinant of the Cartan matrix for the T -group which is generated by
S1, T , S4, . . . , Sn) that is not zero.
So suppose that there is one and only one non-zero element in every row and every column of C .
We use induction on n to prove that W ∼= GLn(Z2). If n = 2, it is trivial. So suppose that n  3, and
the Cartan matrix is
C =
(
0 1
I(n−1) 0
)
.
Let
R1 =
⎛
⎝ 1 10 1
I(n−2)
⎞
⎠ , R2 =
⎛
⎜⎜⎝
1
0 1
1 0
I(n−3)
⎞
⎟⎟⎠ , R3 =
⎛
⎜⎜⎝
I(2)
1 1
0 1
I(n−4)
⎞
⎟⎟⎠ ,
R4 =
⎛
⎜⎜⎝
I(3)
0 1
1 0
I(n−5)
⎞
⎟⎟⎠ , . . . , Rn =
⎛
⎜⎝
1
I(n−2)
1 1
⎞
⎟⎠ ,
G¯ = {R1, R2, . . . , Rn}, and W1 = 〈R1, R2, . . . , Rn〉 = GLn(Z2). Then the Cartan matrix for (W ,G) is the
same with (W1, G¯), so W ∼= GLn(Z2). 
In Theorem 2.5, we require that dim V =m n. However, this is not prerequisite. We can conclude
from the proof of the theorem that dim V = n is enough. Furthermore, if a T -group (W ; S1, S2, . . . , Sk)
in V is generated by k transvections with k < dim(V ) = m, then W must be reducible. In fact, each
Si ﬁxes pointwise a hyperplane in V , so W ﬁxes pointwise the intersection of these hyperplanes; this
intersection is non-trivial because k < m. Then it is immediately clear that irreducible transvection
groups must be generated by at least m transvections, moreover we shall see later that there exist
n-generator transvection groups with n >m. So we may suppose dim(V ) =m n.
Deﬁnition 2.3. Suppose (W ,G) is a transvection group. For σ ∈ W , set Vσ = {x ∈ V | σ(x) = x}. More-
over, deﬁne V0 = V0(W ) =⋂{Vσ | σ ∈ W }. Then (W ,G) is called effective if V0 = 0.
In fact, suppose Si(x) = x+ ϕi(x)α, for any x ∈ V , then V0 =⋂ker(ϕi).
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the generating transvections, and V0 ⊆ Φ . Then (W ,G) is effective if and only if there does not exist i (1 
i  n) such that c1i = c2i = · · · = cni = 0 in the Cartan matrix C = (ci j).
Proof. If (W ,G) is effective, then for every root αi , there exists S j ∈ G , such that S j(αi) = αi . So
there does not exist i (1 i  n) such that c1i = c2i = · · · = cni = 0.
Conversely, suppose (W ,G) is not effective, then there exists i such that S j(αi) = αi , for every j.
So c1i = c2i = · · · = cni = 0, which is a contradiction. 
Theorem 2.7. Suppose (W ,G) is an irreducible T -group and |T1T2| = 3, for any transvections T1 , T2 ∈ W .
Then W is not effective.
Proof. Assume that the generating set is G = {S1, S2, . . . , Sn} and C = (ci j) (1 i, j  n) is the Cartan
matrix with respect to the generating set G . We proceed by induction on n. If n = 2, it is triv-
ial. Of course, we can suppose that n  3. Let W1 = 〈S1, S2, . . . , Sn−1〉, then by induction W1 is
not effective, this means that there is at least one column of the Cartan matrix of W1 (with re-
spect to the generators S1, S2, . . . , Sn−1) is zero, without loss of generality we assume that it is
the ﬁrst column. If cn1 = 1, then consider the subgroup W1 = 〈S2, S3, . . . , Sn〉, and there exists at
least one column of the Cartan matrix of W2 (with respect to the generators S2, S3, . . . , Sn) is zero.
We can proceed as before and ﬁnally get there exists a k-th (2  k  n) principal minor of C that
is not zero, contrary to the assumption that for any two transvections T1, T2 in W , |T1T2| = 3.
So cn1 = 0 and the ﬁrst column of the Cartan matrix C is zero. By Theorem 2.6 W is not effec-
tive. 
We shall consider the classiﬁcation of the ﬁnite effective irreducible T -groups. Let
S(i)1 =
⎛
⎜⎜⎝
I(i−1)
1 1
0 1
I(m−i−1)
⎞
⎟⎟⎠ , S j =
⎛
⎜⎜⎝
I( j−2)
0 1
1 0
I(m− j)
⎞
⎟⎟⎠ ,
T (i)p =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
I(p−1)
1
0 1
...
...
. . .
1 0 · · · 1
I(m−p−i)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
i = 1,2, . . . ,m − 1, p = 1,2, . . . ,m − 1, j = 2,3, . . . ,m. Hk = {S(1)1 , S2, . . . , Sk}, Hql = {S(l)1+1, Sl+1, . . . ,
Sl+q−1}, k = 2, . . . ,m, 1 l q = 1, . . . ,m − 1.
Theorem 2.8. Suppose that n  2, W ⊆ GL(V ) is an effective irreducible T -group that is generated by n
transvections, dim V =m n, and C = (ci j) (1 i, j  n) is the Cartan matrix with respect to the generators
R1, R2, . . . , Rn. Then, up to conjugacy in the general linear group GL(V ),
W = 〈Hμ1 ∪ {T (1)μ1 }∪ Hl2+1μ1 ∪ {T (1)μ2+1}∪ · · · ∪ Hlt+1μt+t−1 ∪ M〉,
194 J. Nan, J. Zhao / Advances in Applied Mathematics 44 (2010) 185–202where
M = {T (1)μt+t−1, . . . , T (1)μt+t+s−2, T (s+1)μt+t−1, . . . , T (s+ν1)μt+t−1, . . . , T (s+ν1)μt+t , . . . , T (s+ν2−1)μt+t , . . . ,
T (νs+1)μt+t+s−2, T
(μt+νs+s)
μ1 , . . . , T
(μt+νs+1+s−1)
μ1 , T
(μt−l2+νs+1+ms+1+s−2)
μ2+1 , . . . ,
T
(μt−l2+νs+2+ms+1+s−3)
μ2+1 , . . . , T
(μt−1+νs+t−2+ms+1+s−t+1)
μt+t−2 , . . . , T
(μt−1+νs+t−1+ms+1+s−t)
μt+t−2
}
,
μk =∑kj=1 l j , νk =∑kj=1mj, l1 = max{p | there exists a p-th principal minor of C is 1}, C1 = (ci j) (l1 +1
i, j  n), l2 + 1 = max{p | there exists a p-th principal minor of C1 is 1}, . . . ,Ct−1 = (ci j) (l1 + · · · + lt−1 +
t − 2  i, j  n), lt + 1 = max{p | there exists a p-th principal minor of Ct−1 is 1}, 1  lt  · · ·  l2 < l1 ,
t  1, m j  0, s 0, and l1 + · · · + lt +m1 + · · · +ms+t−1 + 2(t − 1) + s = n.
If a T -group W has the form as the above, we say that it is of the type (l1, . . . , lt;m1, . . . ,ms+t−1; s).
In particular, if s = 0 and t = 1, then necessarily l1 = n and W = 〈Hn〉, so W = GLn(Z2) and we say
that W is of the type (n;0) (because s + t − 1 = 0). If s = 1 and t = 1, then we have l1 = n − 1, and
W = 〈Hn−1 ∪ {T (1)n−1}〉 and it’s type is (n − 1;0;1).
So the number of the effective irreducible T -groups that are generated by n transvections equals
θ(n), where θ(n) is the cardinal number of the set U = {(l1, l2, . . . , lt;m1, . . . ,ms+t−1; s) | l1 +· · ·+ lt +
m1 + · · · +ms+t−1 + 2(t − 1) + s = n, 2 l1  n, l1 > l2  · · · lt  1, mj  0, t  1, s 0}.
Next, we shall prove Theorem 2.8.
Proof. Suppose that C = (ci j) is the Cartan matrix for W with respect to the generating transvections
R1, R2, . . . , Rn .
If the Cartan matrix C is invertible, by Theorem 2.5, we have W ∼= GLn(Z2), so we can suppose
that R1 = S(1)1 , R2 = S2, . . . , Rn = Sn , W = 〈R1, R2, . . . , Rn〉.
Next we deal with the case that det(C) = 0. Assume that l1 = max{p | there exists a p-th principal
minor of C is 1}. Let C ′ = (ci j) (1 i, j  l1) be the l1-th principal submatrix that is the inverse of C .
It follows then from Theorem 2.5 that we may suppose 〈R1, . . . , Rl1 〉 ∼= GLl1 (Z2) and R1 = S(1)1 , R2 =
S2, . . . , Rl1 = Sl1 .
We shall show that we may suppose Ri are of the form
(
I(l1−1) 0
0 Ai
)
where Ai ∈ GLm−l1+1(Z2) are transvections, for all i (l1 + 1 i  n).
We may now repeat the argument used in the proof of Theorem 2.3 and assume that αi (the root
of Ri) are of the form αi = el1 , el1 + el1+1 or el1+1. Moreover, we may assume that in all the former
two cases, Ri(ek) = ek , for all k (1  k  l1), and if αi = el1+1, then Ri(el1 ) = el1 + el1+1, l1 < i  n.
Assume the contrary, we have to consider the following cases:
(a) αi = el1 . If there exists k (1  k  l1) such that Ri(ek) = ek + el1 , then there must exist q
(l1 < q  n) such that Ri(eq) = eq + el1 , since Ri is not contained in 〈R1, . . . , Rl1 〉 = GLl1 (Z2).
Let T = I + Ek,l1 ∈ 〈R1, . . . , Rl1 〉 = GLl1 (Z2), then T Ri is also a transvection, 〈R1, . . . , Rl1 , Ri〉 =〈R1, . . . , Rl1 , T Ri〉, and T Ri(ek) = ek . So we can suppose that Ri(ek) = ek for all k (1 k l1).
(b) αi = el1+1. The assertion is obvious.
(c) αi = el1 + el1+1. It is easily to check that Ri(el1) = el1 and Ri(el1+1) = el1+1. If there exists k
(1 k  l1) such that Ri(ek) = ek + el1 + el1+1, we can suppose that k = l1 − 1, then |Ri Rl1 | = 3,
by Theorem 2.10 there exists an (l1 + 2)-th principal submatrix that is the inverse of C , which is
in contradiction with the fact that l1 = max{p | there exists a p-th principal minor of C is 1}.
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(
I(l1−1) 0
0 Ai
)
where Ai ∈ GLm−l1+1(Z2) are transvections, for all i (l1 + 1 i  n).
Let C1 = (ci j) (l1 + 1 i, j  n), l2 + 1 = max{p | there exists a p-th principal minor of C1 is 1}.
If l2 + 1 = 0, then |Rl1 R j | = 2 or 4, for all j (l1 < j  n), and |K1K2| = 3, for any two transvections
K1, K2 ∈ W1 = 〈Rl1 , Rl1+1, . . . , Rn〉. Since W is irreducible, then there exists k (l1 < k  n), such that|Rl1 Rk| = 4, without loss of generality we may suppose k = l1 + 1. By Theorem 2.6 there exists i
(l1  i  n) such that R j(αi) = αi , where αi is a root of Ri , for all l1  j  n. If i > l1, since Ri has the
form
(
I(l1−1) 0
0 A
)
where A ∈ GLm−l1+1(Z2) is a transvection, then the vectors e1, . . . , el1 cannot appear in αi . So there
exists a vector β ∈ SpanZ2 {el1+1 , . . . , em}, such that w(β) = β , for any w ∈ W . In fact this case cannot
arise, since W is effective. So R j(αl1 ) = αl1 , for all j (l1  j  n).
Let B1 = (ci j) (l1  i, j  n) be the (n − l1 + 1)-th principal submatrix of C . Then it is easily to
check that there are at least (n − l1) non-zero elements in C . Suppose that the Cartan matrix C has
the following form.
The ﬁrst row: c1,1 = c1,3 = · · · = c1,n = 0, c1,2 = 1.
The second row: c2,2 = c2,4 = · · · = c2,n = 0, c2,1 = c2,3 = 1.
The third row: c3,3 = c3,5 = · · · = c3,n = 0, c3,1 = c3,2 = c3,4 = 1.
The forth row: c4,1 = c4,2 = c4,4 = · · · = c4,n = 0, c4,3 = c4,5 = 1.
· · · · · ·
The l1-th row: cl1,l1−1, cl1,l1+1, cl1,l1+s+1, cl1,l1+s+2, . . . , cl1,l1+s+m1 are the non-zero elements of this
row.
The (l1 + 1)-th row: cl1+1,l1+2, cl1+1,l1+m1+s+1, cl1+1,l1+m1+s+1, . . . , cl1+1,l1+ν2+s are the non-zero
elements of this row.
· · · · · ·
The (l1 + s − 1)-th row: cl1+s−1,l1+s+1, cl1+s−1,l1+νs−1+s, . . . , cl1+s−1,l1+νs+s are the non-zero ele-
ments of this row.
All other rows are zero, and s 1, l1 +νs + s = n, mi  0, for all i. In fact, if there exist l1  i, j,k
l1 + s − 1 such that ci j = ckj = 1, then we have, for example, n − l1 + 1 = 5, and the Cartan matrix C1
is
C1 =
⎛
⎜⎜⎜⎝
0 1 0 0 1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
⎞
⎟⎟⎟⎠ ,
then 〈Rl1+1 , . . . , Rn〉 ∼= 〈T (1)1 , T (1)2 , T (1)3 , T (1)4 , T 〉, where
T =
⎛
⎜⎜⎜⎝
1
0 1
0 0 I(2)
0 0 0 1
⎞
⎟⎟⎟⎠ .0 1 0 1 1
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the T -group with respect to the generators {T (1)1 , T (1)2 , T (1)3 , T (1)4 , T (1)5 } is
⎛
⎜⎜⎜⎝
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
⎞
⎟⎟⎟⎠ .
So we can suppose the Cartan matrix has the given form as the above.
So W is conjugate in GL(V ) to 〈Hl1 ∪{T (1)l1 , T
(1)
l1+1, . . . , T
(1)
l1+s−1}∪{T
(s+1)
l1
, . . . , T (s+m1)l1 }∪{T
(s+m1)
l1+1 , . . . ,
T (s+ν2−1)l1+1 } ∪ · · · ∪ {T
(νs−1+1)
l1+s , . . . , T
(νs)
l1+s}〉. In particular, if s = 1, then l1 = n − 1, W ∼= 〈Hl1 ∪ {T
(1)
l1
}〉.
If l2 + 1 > 0, since W is irreducible, then there exists i (l1 < i  n), such that |Rl1 Ri | = 4,
let i = l1 + 1, this means |Rl1 Rl1+1| = 4. We may now repeat the argument used in the proof
of Theorem 2.3 and assume that Rl1+1 = T (1)l1 . Let C ′′ = (ci j) (l1 + 2  i, j  l1 + l2 + 2) be the
(l2 + 1)-th principal submatrix that is the inverse of C1. Then applying Theorem 2.10, we may sup-
pose 〈Rl1+2, . . . , Rl1+l2+2〉 = GLl2+1(Z2). If el1 appears in αi (the root of Ri) or Ri(el1) = el1 + αi
(l1 + 2 i  l1 + l2 + 2), since 〈Rl1+2, . . . , Rl1+l2+2〉 = GLl2+1(Z2), then we can choose the transvection
⎛
⎜⎜⎜⎜⎝
I(l1−1)
0 0 1
0 1 0
1 0 0
I(m−l1−2)
⎞
⎟⎟⎟⎟⎠
as a generator of 〈Rl1+2, . . . , Rl1+l2+2〉, so there exists an (l1 + 2)-th principal submatrix that is the
inverse of C , contradicting our maximality assumption on l1. So we may take
Ri =
(
I(l1) 0
0 Ai
)
,
where Ai ∈ GLm−l1 (Z2) are transvections, for all i (l1 + 2  i  l1 + l2 + 2). Furthermore, we may
suppose Rl1+2 = S(l1+1)1 , Rl1+3 = Sl1+2, . . . , Rl1+l2+2 = Sl1+l2+1.
Let C2 = (ci j) (l1+ l2+1 i, j  n), l3+1 = max{p | there exists a p-th principal minor of C2 is 1}.
If l3 + 1 = 0, without loss of generality we may assume that the Cartan matrix C has the following
form.
The ﬁrst row: c1,1 = c1,3 = · · · = c1,n = 0, c1,2 = 1.
The second row: c2,2 = c2,4 = · · · = c2,n = 0, c2,1 = c2,3 = 1.
The third row: c3,3 = c3,5 = · · · = c3,n = 0, c3,1 = c3,2 = c3,4 = 1.
· · · · · ·
The (l1 − 1)-th row: cl1−1,1 = · · · = cl1−1,l1−1 = cl1,l1+1 = · · · = cl1−1,n = 0, cl1−1,l1 = 1.
The (l1 + 1)-th row: cl1+1,1 = · · · = cl1+1,l1+2 = cl1+1,l1+4 = · · · = cl1+1,n = 0, cl1+1,l1+3 = 1.
The (l1 + 2)-th row: cl1+2,1 = · · · = cl1+2,l1+2 = cl1+2,l1+4 = · · · = cl1+2,n = 0, cl1+2,l1+3 = 1.
The (l1 + 3)-th row: cl1+3,1 = · · · = cl1+3,l1+1 = cl1+3,l1+3 = · · · = cl1+3,n = 0, cl1+3,l1+2 = 1.· · · · · ·
The (μ2 + 1)-th row: cμ2+1,1 = · · · = cμ2+1,μ2+1 = cμ2+1,μ2+3 = · · · = cμ2+1,n = 0, cμ2+1,μ2+2 = 1.
The (μ2 + 2)-th row: cμ2+2,μ2+1, cμ2+2,μ2+3, cμ2+2,μ2+s+3, . . . , cμ2+2,μ2+s+m1+2 are the non-zero
elements of this row.
The (μ2 +3)-th row: cμ2+3,μ2+4, cμ2+3,μ2+m1+s+4, . . . , cμ2+3,μ2+ν2+s+3 are the non-zero elements
of this row.
· · · · · ·
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ments of this row.
The l1-th row: cl1,l1−1, cl1,l1+1, cl1,μ2+νs−1+s+2, . . . , cl1,μ2+νs+s+1 are the non-zero elements of this
row.
All other rows are zero, where s 1, μ2 + νs + s + 2 = n, mi  0, for all 1 i  s.
So W is conjugate in GL(V ) to 〈Hμ1 ∪ {T (1)μ1 } ∪ Hl2+1μ1 ∪ {T (1)μ2+1, . . . , T
(1)
μ2+s−1} ∪ {T
(s)
μ2+1, . . . ,
T (s+ν1−1)μ2+1 } ∪ {T
(s+ν1−1)
μ2+2 , . . . , T
(s+ν2−2)
μ2+2 } ∪ · · · ∪ {T
(νs−2+2)
μ2+s−1 , . . . , T
(νs−1+1)
μ2+s−1 } ∪ {T
(μ2+νs−1+s−1)
μ1 , . . . ,
T (μ2+νs+s−2)μ1 }〉. In particular, if s = 1, then l1 + l2 + 2 = n, in this case, W ∼= 〈Hl1 ∪ {T (1)l1 } ∪ H
l2+1
l1
〉.
If s = 2, then l1 + l2 + 3 = n, and W ∼= 〈Hl1 ∪ {T (1)l1 } ∪ H
l2+1
l1
∪ {T (1)l1+l2+1}〉.
If l3 + 1 > 0, since W is irreducible, then there exists i (μ2 + 2 < i  n), such that |Rμ2+2Ri | = 4.
Let i = μ2 + 3, then |Rμ2+2Rμ2+3| = 4. By a well-known argument (see for example the proof of
Theorem 2.3) we may assume that Rμ2+3 = T (1)μ2+1. Let C ′′′ = (ci j) (μ2 + 4  i, j  μ3 + 4) be the
(l3 + 1)-th principal submatrix that is the inverse of C1. Then, applying Theorem 2.5, we may assume
that 〈Rμ2+4, . . . , Rμ3+4〉 = GLl3+1(Z2).
Repeating the arguments as above, ﬁnitely many times, we prove the claim. 
The proof of Theorem 2.8 implies that we may just choose m = dim V = n − (t − 1), and all the
parameters l1, . . . , lt ,m1, . . . ,ms+t−1, t, s are determined by the Cartan matrix. On the other hand,
it is also true that for every choice of parameters l1, . . . , lt ,m1, . . . ,ms+t−1, t, s (with the required
conditions) there is a corresponding T -group with these parameters.
Here is an example to illustrate how to determine the structure of all the irreducible effective
T -groups that are generated by n transvections.
Example 3. Suppose that W is an irreducible effective T -group that is generated by six transvections,
and is of the type (l1, l2, . . . , lt;m1, . . . ,ms+t−1; s), where l1+· · ·+lt +m1+· · ·+ms+t−1+2(t−1)+ s =
6,2 l1  6, l1 > l2  · · · lt  1,mj  0, t  1, s 0. Then we must have s = 0,1,2,3 or 4.
Case 1. s = 0. Then we have l1 + · · ·+ lt +m1 + · · ·+ms+t−1 + 2(t − 1) = 6. Since l1  2, l1 > l2  · · ·
lt  1, mj  0, t  1, then either t is 1 or 2.
(a) t = 1. In this case, s + t − 1 = 0, so mi disappear. l1 = lt = 6, and W is of the type (6;0), so
W ∼= GL6(Z2).
(b) t = 2. We have t + s − 1 = 1 and l1 + l2 +m1 = 4, so m1 = 0 or 1. In this case, if m1 = 0, then
necessarily l1 = 3 and l2 = 1. So W is of the type (3,1;0;0) and W ∼= 〈S(1)1 , S2, S3, T (1)3 , S(4)1 , S5〉,
where
S(1)1 =
⎛
⎝ 1 10 1
I(3)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(3)
⎞
⎠ , S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(2)
⎞
⎟⎟⎠ ,
T (1)3 =
⎛
⎜⎜⎝
I(2)
1 0
1 1
1
⎞
⎟⎟⎠ , S(4)1 =
⎛
⎝ I(3) 1 1
0 1
⎞
⎠ , S5 =
⎛
⎝ I(3) 0 1
1 0
⎞
⎠ .
If m1 = 1, then it readily follows that l1 = 2, l2 = 1. So W is of the type (2,1;1;0) and W ∼=
〈S(1)1 , S2, T (1)2 , S(3)1 , S4, T (1)4 〉, where
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⎛
⎜⎜⎝
1 0 0
0 1 0
0 1 1
I(2)
⎞
⎟⎟⎠ , S4 =
⎛
⎜⎜⎝
I(2)
0 1
1 0
1
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎝ I(3) 1 0
1 1
⎞
⎠ .
Case 2. s = 1. Then we have l1 + · · ·+ lt +m1 + · · ·+ms+t−1 + 2(t − 1) = 5. Since l1  2, l1 > l2  · · ·
lt  1, mj  0, t  1, then t = 1 or 2.
(a) t = 1. We have t + s − 1 = 1 and l1 +m1 = 5.
If l1 = 2, m1 = 3, then W is of the type (2;3;1) and W ∼= 〈S(1)1 , S2, T (1)2 , T (2)2 , T (3)2 , T (4)2 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , T (1)2 =
⎛
⎜⎜⎝
1
1 0
1 1
I(3)
⎞
⎟⎟⎠ ,
T (2)2 =
⎛
⎜⎜⎜⎜⎝
1
1
0 1
1 0 1
I(2)
⎞
⎟⎟⎟⎟⎠ , T (3)2 =
⎛
⎜⎜⎜⎜⎝
1
1
0 I(2)
1 0 1
1
⎞
⎟⎟⎟⎟⎠ , T (4)2 =
⎛
⎜⎜⎝
1
1
0 I(3)
1 0 1
⎞
⎟⎟⎠ .
If l1 = 3, m1 = 2, then W is of the type (3;2;1) and W ∼= 〈S(1)1 , S2, S3, T (1)3 , T (2)3 , T (3)3 〉, where
S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(3)
⎞
⎟⎟⎠ , T (1)3 =
⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (2)3 =
⎛
⎜⎜⎜⎜⎝
I(2)
1
0 1
1 0 1
1
⎞
⎟⎟⎟⎟⎠ ,
T (3)3 =
⎛
⎜⎜⎝
I(2)
1
0 I(2)
1 0 1
⎞
⎟⎟⎠ .
If l1 = 4, m1 = 1, then necessarily W is of the type (4;1;1) and W ∼= 〈S(1)1 , S2, S3, S4, T (1)4 , T (2)4 〉,
where
S4 =
⎛
⎜⎜⎝
I(2)
0 1
1 0
I(2)
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎜⎜⎝
I(3)
1
1 1
1
⎞
⎟⎟⎠ , T (2)4 =
⎛
⎜⎜⎝
I(3)
1
0 1
1 0 1
⎞
⎟⎟⎠ .
If l1 = 5, m1 = 0, then we have W is of the type (5;0;1) and W ∼= 〈S(1)1 , S2, S3, S4, S5, T (1)5 〉, where
S5 =
⎛
⎜⎜⎝
I(3)
0 1
1 0
1
⎞
⎟⎟⎠ , T (1)5 =
⎛
⎝ I(4) 1
1 1
⎞
⎠ .
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case, W is of the type (2,1;0,0;1) and W ∼= 〈S(1)1 , S2, T (1)2 , S(3)1 , S4, T (1)4 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(3)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(3)
⎞
⎠ , T (1)2 =
⎛
⎜⎜⎝
1
1
1 1
I(2)
⎞
⎟⎟⎠ ,
S(3)1 =
⎛
⎜⎜⎝
I(2)
1 1
0 1
1
⎞
⎟⎟⎠ , S4 =
⎛
⎜⎜⎝
I(2)
0 1
1 0
1
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎝ I(3) 1
1 1
⎞
⎠ .
Case 3. s = 2. We must have t = 1, then t + s − 1 = 2 and l1 +m1 +m2 = 4. Then l1 = 2,3 or 4.
(a) l1 = 2. If m1 = 2,m2 = 0, then W is of the type (2;2,0;2) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 ,
T (3)2 , T
(4)
2 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , T (1)2 =
⎛
⎜⎜⎝
1
1 0
1 1
I(3)
⎞
⎟⎟⎠ ,
T (1)3 =
⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (3)2 =
⎛
⎜⎜⎜⎜⎝
1
1
0 I(2)
1 0 1
1
⎞
⎟⎟⎟⎟⎠ , T (4)2 =
⎛
⎜⎜⎝
1
1
0 I(3)
1 0 1
⎞
⎟⎟⎠ .
If m1 = 0,m2 = 2, we have W is of the type (2;0,2;2) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 , T (2)3 , T (3)3 〉,
where
T (2)3 =
⎛
⎜⎜⎜⎜⎝
I(2)
1
0 1
1 0 1
1
⎞
⎟⎟⎟⎟⎠ , T (3)3 =
⎛
⎜⎜⎝
I(2)
1
0 I(2)
1 0 1
⎞
⎟⎟⎠ .
If m1 =m2 = 1, we have W is of the type (2;1,1;2), and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 , T (3)2 , T (3)3 〉.
(b) l1 = 3. If m1 = 1,m2 = 0, we have W is of the type (3;1,0;2) and W ∼= 〈S(1)1 , S2, S3, T (1)3 ,
T (2)4 , T
(2)
3 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(3)
⎞
⎟⎟⎠ ,
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⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (2)4 =
⎛
⎜⎜⎝
I(3)
1
0 1
1 0 1
⎞
⎟⎟⎠ , T (2)3 =
⎛
⎜⎜⎜⎜⎝
I(2)
1
0 1
1 0 1
1
⎞
⎟⎟⎟⎟⎠ .
If m1 = 0, m2 = 1, we have W is of the type (3;0,1;2) and W ∼= 〈S(1)1 , S2, S3, T (1)3 , T (1)4 , T (2)4 〉,
where
T (1)4 =
⎛
⎜⎜⎝
I(3)
1
1 1
1
⎞
⎟⎟⎠ .
(c) l1 = 4. Then necessarily m1 =m2 = 0. So W is of the type (4;0,0;2) and W ∼= 〈S(1)1 , S2, S3, S4,
T (1)4 , T
(1)
5 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(3)
⎞
⎟⎟⎠ ,
S4 =
⎛
⎜⎜⎝
I(2)
0 1
1 0
I(2)
⎞
⎟⎟⎠ , T (1)5 =
⎛
⎝ I(4) 1
1 1
⎞
⎠ .
Case 4. s = 3. Then necessarily t = 1, t + s − 1 = 3 and l1 +m1 +m2 +m3 = 3. So l1 = 2 or 3.
(a) l1 = 3. We have m1 = m2 = m3 = 0. So W is of the type (3;0,0,0;3) and W ∼= 〈S(1)1 , S2, S3,
T (1)3 , T
(1)
4 , T
(1)
5 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , S3 =
⎛
⎜⎜⎝
1
0 1
1 0
I(3)
⎞
⎟⎟⎠ ,
T (1)3 =
⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎜⎜⎝
I(3)
1
1 1
1
⎞
⎟⎟⎠ , T (1)5 =
⎛
⎝ I(4) 1
1 1
⎞
⎠ .
(b) l1 = 2. If m1 = 1,m2 =m3 = 0, then W is of the type (2;1,0,0;3) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 ,
T (1)4 , T
(3)
2 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , T (1)2 =
⎛
⎜⎜⎝
1
1 0
1 1
I(3)
⎞
⎟⎟⎠ ,
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⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎜⎜⎝
I(3)
1
1 1
1
⎞
⎟⎟⎠ , T (3)2 =
⎛
⎜⎜⎝
1
1
0 I(3)
1 0 1
⎞
⎟⎟⎠ .
If m2 = 1,m1 =m3 = 0, then W is of the type (2;0,1,0;3) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 , T (1)4 , T (2)3 〉,
where
T (2)3 =
⎛
⎜⎜⎝
I(2)
1
0 I(2)
1 0 1
⎞
⎟⎟⎠ .
If m3 = 1,m1 =m2 = 0, then W is of the type (2;0,0,1;3) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 , T (1)4 , T (2)4 〉,
where
T (2)4 =
⎛
⎜⎜⎝
I(3)
1
0 1
1 0 1
⎞
⎟⎟⎠ .
Case 5. s = 4. We must have t = 1, t + s − 1 = 4, and l1 = 2,m1 =m2 =m3 =m4 = 0. So W is of the
type (2;0,0,0,0;4) and W ∼= 〈S(1)1 , S2, T (1)2 , T (1)3 , T (1)4 , T (1)5 〉, where
S(1)1 =
⎛
⎝ 1 10 1
I(4)
⎞
⎠ , S2 =
⎛
⎝ 0 11 0
I(4)
⎞
⎠ , T (1)2 =
⎛
⎜⎜⎝
1
1 0
1 1
I(3)
⎞
⎟⎟⎠ ,
T (1)3 =
⎛
⎜⎜⎝
I(2)
1
1 1
I(2)
⎞
⎟⎟⎠ , T (1)4 =
⎛
⎜⎜⎝
I(3)
1
1 1
1
⎞
⎟⎟⎠ , T (1)5 =
⎛
⎝ I(4) 1
1 1
⎞
⎠ .
It is clear that all the T -groups above are not conjugate to each other.
Suppose that the ﬁnite T -group W is of the type (l1, . . . , lt;m1, . . . ,ms+t−1; s) and W = 〈Hl1 ∪
{T (1)l1 } ∪ M1〉, where M1 = H
l2+1
μ1 ∪ {T (1)μ2+1} ∪ · · · ∪ H
lt+1
μt+t−1 ∪ M (see Theorem 2.8). Then W is not
simple, but we have:
(a) If l1 > 2, then W1 = 〈{T (l1)1 } ∪ {T (l1−1)2 } ∪ · · · ∪ {T (1)l1 } ∪ M1〉 is a normal subgroup of W , and
W /W1 ∼= SLl1 (Z2) is a simple group.
(b) If l1 = 2, then W1 = 〈R ∪ {T (l1)1 } ∪ {T (l1−1)2 } ∪ · · · ∪ {T (1)l1 } ∪ M1〉 is a normal subgroup of W , and
W /W1 ∼= A3 is a simple group, where
R =
(
0 1
1 1
)
.
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