Abstract-This article proposes a method to quantify the structure of a bipartite graph using a network entropy per link. Collective behavior of participants' quotes and trades in the foreign exchange market is quantified by applying the proposed method to high frequency data. The network entropy per link corresponded to the macroeconomic situation. A finite mixture of Gumbel distributions is used to fit the empirical distribution for the minimum values of network entropy per link in each week. The mixture of Gumbel distributions with parameter estimates by segmentation procedure was verified by the Kolmogorov-Smirnov test. The finite mixture of Gumbel distributions that extrapolate the empirical probability of extreme events has explanatory power at a statistically significant level. These findings provide insight into how to manage collective behavior in the foreign exchange market.
I. INTRODUCTION
Data generated from financial markets show high volatility and high velocity. Thus, a method to automatically detect financial markets' change points from observations is desirable. This paper proposes a method to quantify conditions of financial markets by using temporally evolutionary bipartite network. In order to confirm the ability of the proposed method empirically, the proposed method is applied to data of trading activity collected in the foreign exchange market and quantified trading activity of the foreign exchange market from a comprehensive point of view.
The network structure of various kinds of physical and social systems has attracted considerable research attention. A many-body system can be described as a network, and the nature of growing networks has been thoroughly examined [1] , [2] . Power-law properties can be found in these growing networks, which are called complex networks. These properties are related to the growth of elements and preferential attachment [1] .
A network consists of several nodes and links that connect those nodes. In literature on the physics of socioeconomic systems [3] , nodes are assumed to represent agents, goods, and computers, while links express the relationships between nodes [4] , [5] . Network structure is perceived in many cases through the conveyance of information, knowledge, and energy, among others.
In statistical physics, the number of possible combinations for a configuration under a given energy constraint is related to "entropy." Entropy is a measure that quantifies the states of thermodynamic systems. In physical systems, entropy naturally increases because of elements' thermal fluctuations. Boltzmann proposed that entropy S is computed from the possible number of ensembles g by S = ln g. For a system that consists of two sub-systems whose respective entropies are S 1 and S 2 , the total entropy S is calculated as the sum of two subsystems S 1 + S 2 . This case is attributed to the possible number of ensembles g 1 g 2 . Entropy in statistical physics is also related to the degree of complexity of a physical system. If the entropy is low (high), then the physical configuration is rarely (often) realized. Energy injection or work into an observed system may be assumed to represent rare situations. "Shannon entropy" measures the uncertainty of time series [6] .
The concept of statistical-physical entropy was applied by Bianconi [7] to measure network structure. She considered that the complexity of a network is related to the number of possible configurations of nodes and links under some observable constraints. She calculated the network entropy of the arbitrary network for several cases of constraints.
Researchers have used a methodology to characterize network structure with information-theoretic entropy [8] , [9] , [10] , [11] , [12] , [13] . Several graph invariants such as the number of vertices, vertex degree sequence, and extended degree sequences have been used in the construction of entropy-based measures [8] , [12] .
II. AN ENTROPY MEASURE OF A BIPARTITE NETWORK
The number of elements in socioeconomic systems is usually very large, and several restrictions or finite observations can be found. Therefore, any developed method must infer or quantify the affairs of the entire network structure based on partial observations. Specifically, many affiliation relationships of socioeconomic systems can be expressed as a bipartite network. Describing the network structure of complex systems that consist of two types of nodes by using a bipartite network is important. A bipartite graph model can also be used as a general model for complex networks [14] , [15] , [16] . Tumminello et al. proposed a statistical method to validate the heterogeneity of bipartite networks [16] .
Suppose an undirected binary two-mode network can be constructed by linking K groups (A node) and M participants (B node), if the participants belong to the groups.
Assume that the number of participants in each group can be counted within the time window [tδ, (t + 1)δ] (t = 1, 2, 3, . . .), which is defined as m i (t) (i = 1, 2, . . . , K).
Assume a bipartite graph consisting of A nodes and B nodes, of which the structure at time t is described as an adjacency matrix C ij (t). Assume also that A nodes are observable and B nodes are unobservable. That is, only know the number of participants (B node) belonging to A nodes m i (t) is known. While the correct number of B nodes is unknown, it can be assumed to be M . In this setting, how is the complexity of the bipartite graph from m i (t) at each observation time t measured?
Network entropy is defined as a logarithmic form of the number of possible configurations of a network under a constraint [7] . The network entropy at time t can be introduced as a measure to quantify the complexity of a bipartite network structure. The number of possible configurations under the constraint m i (t) = M j=1 C ij (t) may be counted as
Then, the network entropy is defined as Σ(t) = ln N (t).
Inserting (1) into this definition produces the following:
Note that, because 0! = 1,
A lower number of combinations produces a lower value of Σ(t). To eliminate a difference in the number of links, consider the network entropy per link to be defined as
This quantity shows the degree of complexity of the bipartite network structure. The temporal development of the network structure may be captured from the value of σ(t). The network entropy per link σ(t) is also an approximation of the ratio of the entropy rate for m i (t) to its mean so that
where the entropy rate and the mean are, respectively, defined as
The ratio of the entropy rate to the mean illustrates the uncertainty of the mean from a different point of view from the coefficient of variation (C.V. = standard deviation/mean).
III. EMPIRICAL ANALYSIS
Applying network analysis to financial time series has continued to be developed. Several researchers have investigated the network structure of financial markets [17] , [18] , [19] , [20] . Bonanno et al. examined the topological characterization of the correlation-based minimum spanning tree (MST) of real data [17] . Gworek et al. analyzed the exchange rate returns of 38 currencies (including gold) and computed the characteristic path length and average weighted clustering coefficient of the MST topology of the graph extracted from the cross-correlations for several base currencies [18] . Podnik et al. [19] examined the crosscorrelations between volume changes and price changes for the New York Stock Exchange, Standard and Poor's 500 index, and 28 worldwide financial indices. Iori et al. [20] analyzed the network topology of the Italian segment of the European overnight money market. These studies collectively aimed to detect the susceptibility of network structures to macroeconomic situations.
Data collected from the ICAP EBS platform were used in this study. The data period spanned from The proposed method based on statistical-physical entropy was applied to measure the states of the foreign exchange market. The relationship between a bipartite network structure and macroeconomic shocks or crises was investigated, and the occurrence probabilities of extreme synchrony were inferred. A statistical-physical entropy per link was computed from m X,i (t)(X ∈ {P, D}) with (2) and (3) at K = 94 and M = 2, 000, which are denoted as σ P (t) and σ D (t), respectively.
Since small values of σ X (t) correspond to a concentration of links at a few nodes and thus a dense network structure, consider the minimum value of σ X (t) every week:
where W (s) (s = 1, . . . , T ) represents a set of times included in the s-th week. A total of 288 weeks were included in the data set (T = 288). According to the extreme value theorem, the probability density for minimum values can be assumed to be the Gumbel density:
where μ X and ρ X are the location and scale parameters, respectively. Assuming Gumbel density, these parameters are estimated with the maximum likelihood procedure. The log-likelihood function for T observations v X (s ) (s = 1, . . . , T ) under (8) is defined as
Partially differentiating l(μ X , ρ X ) in terms of μ X and ρ X and setting those values to zero yields its maximum likelihood estimators as
The parameter estimates are computed asμ P = −4.865382, (10) and (11). The Kolmogorov-Smirnov (KS) test was conducted to determine the statistical significance of the estimated distributions. The KS test is a popular statistical method of assessing the difference between observations and their assumed distribution by p-value, which is a measure of probability where a difference between the two distributions happens by chance. Large p-values imply that the observations are sampled from the assumed distribution in the null hypothesis with high significance. Let w X (s) (s = 1, . . . , T ) be T observations, and let K T be a test statistic 
. , T ).
The p-value is computed from the KS distribution. The KS test is conducted for the Gumbel distribution for the minimum values corresponding to (8) :
The p-value of the distribution is shown in Table I . The stationary Gumbel assumption cannot completely explain the synchronizations observed in both quotes and transactions with a significance level of 5%. The stationary Gumbel assumption is rejected because there is a stationary assumption to derive the extreme value distribution. If this assumption can be weakened, then the goodness of fit may improve. IV. PROBABILITY OF EXTREME SYNCHRONY
The literature detecting structural breaks or change points in an economic time series [22] , [23] , [24] , [25] , [26] points out that nonstationary time series are constructed from locally stationary segments sampled from different distributions. Goldfeld and Quandt conducted pioneering work on the separation of stationary segments [22] . Recently, a hierarchical segmentation procedure was also proposed by Choeng et al. under the Gaussian assumption [25] . This concept was applied to define the segments for v X (s ) (s = 1, . .
Consider the null model L 1 , which assumes that all the observations v X (s ) (s = 1, . . . , T ) are sampled from a stationary Gumbel density parameterized as μ and ρ. An alternative model L 2 (s) assumes that the left observations v X (s ) (s = 1, . . . , s) are sampled from a stationary Gumbel density parameterized as μ L and ρ L and that the right observations v X (s ) (s = s + 1, . . . , T ) are sampled from a stationary Gumbel density parameterized as μ R and ρ R .
Denoting likelihood functions as
, the difference between the log-likelihood functions can be defined as
Δ(s) can be approximated by the Shannon entropy
Since the Shannon entropy of the Gumbel density expressed in (8) is calculated as
where γ E represents Euler's constant, which is defined as
the following is obtained:
In the context of model selection, several information criteria are proposed. The information criterion provides both goodness of fit of the model to the data and model complexity. For simplicity, the Akaike information criterion (AIC) was used to determine the adequate model. The AIC for a model with the number of parameters K and the maximum likelihood of L is defined as AIC = −2 ln L + 2K. The difference in AIC between model L 1 and model L 2 (s) can be computed as
since the number of parameters of L 1 and L 2 (s) are 2 and 4, respectively, and the maximum likelihood is obtained by using their maximum likelihood estimators calculated from
assumes a maximal value. This spectrum has a maximum at some time s * , which is denoted as
The segmentation can be used recursively to further separate the time series into smaller segments. This can be done iteratively until all segment boundaries have converged into their optimal segment, defined by a stopping (termination) condition. Several termination conditions have been discussed in previous studies [25] , [26] . Assuming that Δ 0 > 0, the iteration is terminated if Δ * AIC is less than a typical conservative threshold of Δ 0 = 10, while the procedure is recursively conducted if Δ * AIC is larger than Δ 0 . The robustness of this segmentation procedure was checked for Δ 0 . Δ 0 gives a statistically significant level of termination. The value of Δ 0 is related to statistical significance. According to Wilks theorem, −2Δ(s) follows a chi-squared distribution with a degree of freedom r, where r is given by the difference between the number of parameters assumed in the null hypothesis and the number of parameters in the alternative hypothesis. In this case, r = 2. Hence, the cumulative distribution function of Δ * AIC may follow
where γ(x, a) is the regularized incomplete gamma function defined as
Therefore, setting the threshold Δ 0 = 10 implies that the segmentation procedure is tuned to a statistical significance level of 4.928%. Let the number of segments be L X , the parameter estimates be {μ X,j , ρ X,j } at the j-th segment, and the length of the j-th segment be τ X,j , where
The cumulative probability distribution for v X (s) (s = 1, . . . , T ) may be assumed to be a finite mixture of Gumbel distributions: Jul-07 Jan-08 Jul-08 Jan-09 Jul-09 Jan-10 Jul-10 Jan-11 Jul-11 Jan-12 Jul-12 Jul-07 Jan-08 Jul-08 Jan-09 Jul-09 Jan-10 Jul-10 Jan-11 Jul-11 Jan-12 Jul-12 Tables II and III show parameter estimates of v P (s) and v D (s) using the recursive segmentation procedure. The KS test was conducted to verify that the estimated cumulative distributions fit with (26) with parameter estimates. The distribution estimated by the finite mixture of Gumbel distributions for quotes is fitted well, as shown in Table  IV . From the p-values, the mixture of Gumbel distributions for quotations accepts the null hypothesis that v P (s) is sampled from the mixing distribution with a 5% significance level. The mixture of Gumbel distributions for transactions also accepts the null hypothesis that v D (s) is sampled from the mixing distribution with a 5% significance level. Extrapolation of the cumulative distribution function also provides a guideline for the future probability of extreme events. Finite mixture Gumbel distributions with parameter estimates may be used to infer probable extreme synchrony. 
V. CONCLUSION
A method based on the concept of "entropy" in statistical physics was proposed to quantify states of a bipartite network under constraints. The statistical-physical network entropy of a bipartite network was derived under those constraints for the number of links at each group node. The proposed method was applied to measure the structure of bipartite networks consisting of currency pairs and participants in the foreign exchange market.
An empirical investigation of the total number of quotes and transactions was conducted. The nonstationarity of the number of quotes and transactions strongly affected the extreme value distributions. The empirical investigation confirmed that the entropy per link decreased before and after recent global shocks that have influenced the world economy. A method was proposed to determine segments with recursive segmentation based on the AIC between Gumbel distributions with different parameters. Under the assumption of a finite mixture of Gumbel distributions, the estimated distributions were verified by the KS test. The finite mixture of Gumbel distributions can estimate the occurrence probabilities of extreme synchrony of a nonstationary system extracted as a bipartite network. The extrapolation of the extreme synchrony can be done based on the estimated mixture of Gumbel distributions.
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