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Abstract
This paper investigates the consensus problem of general linear multi-agent systems under the
framework of optimization. A novel distributed receding horizon control (RHC) strategy for consensus
is proposed. We show that the consensus protocol generated by the unconstrained distributed RHC can
be expressed in an explicit form. Based on the resulting consensus protocol the necessary and sufficient
conditions for ensuring consensus are developed. Furthermore, we specify more detailed consensus
conditions for multi-agent system with general and one-dimensional linear dynamics depending on the
difference Riccati equations (DREs), respectively. Finally, two case studies verify the proposed scheme
and the corresponding theoretical results.
Index Terms
Consensus, receding horizon control (RHC), multi-agent systems, general linear systems, optimiza-
tion, diagraph.
I. INTRODUCTION
In last two decades, the cooperative control of networked multi-agent systems has received a
lot of attention due to its wide applications. In particular, the consensus problem is of significant
importance, and has inspired much progress, e.g., [1]–[3]. In this paper, we are interested in
solving the consensus problem of multi-agent systems from the distributed optimal control
perspective. The multi-agent system under study is of fixed directed network topology and general
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2linear time invariant (LTI) dynamics associated with each agent. The objective of this paper is
to design a locally optimal consensus strategy for each agent, and further to investigate under
what conditions the closed loop system can achieve consensus by the designed strategy.
The optimality of control protocols brings many desired properties such as phase and gain
margin, leading to robustness of the closed loop systems. The core difficulty of the cooperative
optimal control for multi-agent systems lies in the fact that the centralized optimization problem
cannot generally be distributed among agents, with few exceptions [4], [5]. As a result, the best
way of circumventing the difficulty is to utilize the locally optimal control strategy and further
combine it with regional information exchange scheme to address the system-level interaction
and coupling, approximately achieving some global or cooperative behaviors.
In the literature, one approach to the optimal cooperative control is the linear quadratic
regulation (LQR) scheme. For example, the distributed LQR problem of multi-agent systems
with LTI dynamics is studied in [6], showing that the overall stability can be guaranteed by
appropriately designing the local LQR and using information exchange among network topology.
The consensus problem with optimal Laplacian matrix for multi-agent systems of first-order
dynamics is investigated in [4], where it is shown that the design of globally optimal Laplacian
matrix can only be achieved by properly choosing the global cost function coupled with the
network topology. Recently, the LQR-based consensus problem of multi-agent systems with LTI
dynamics and fixed directed topology is addressed in [5], indicating that the globally optimal
consensus performance can be achieved by using locally optimal consensus protocol if and only
if the overall performance index is selected in a special form depending on the graph structure.
Another way of achieving the (sub-)optimal cooperative control of multi-agent systems is the
distributed receding horizon control (RHC) strategy, also known as distributed model predic-
tive control. Based on this approach, there have been many results developed for cooperative
stabilization, formation control, and its applications. For example, the distributed RHC-based
scheme for cooperative stabilization is proposed in [7], [8], and the formation stabilization is
addressed in [9] and its application is reported in [10]. Furthermore, the robust distributed RHC
problems that can be used for cooperative stabilization are studied in [11] for linear systems
with coupled constraints and in [12] for nonlinear systems. To further attack the unreliability
of the communication networks, the cooperative stabilization problem of multi-agent nonlinear
systems with communication delays are investigated in [13]–[15]. Note that all of these results
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3use cost functions as Lyapunov functions to prove stability.
Even though it is very desirable to achieve optimal consensus by distributed RHC scheme,
there have been few results for the consensus problem of multi-agent systems due to the difficulty
that the cost function may not be directly used as Lyapunov function. In [16], Ferrari-Trecate et
al. study the consensus problem of multi-agent systems of first-order and second-order dynamics,
and the sufficient conditions for achieving consensus are developed by exploiting the geometry
properties of the optimal path. Zhan et al. investigate the consensus problem of first-order
sampled-data multi-agent systems in [17], where state and control input information needs to
be exchanged. Note that these two results are only focused on special type of linear systems,
which is of limited use. In [18] Johansson et al. propose to use the negotiation to reach the
optimal consensus value by implementing the primal decomposition and incremental sub-gradient
algorithm, but the effect of the network topology is not explicitly considered.
It can seen that the receding horizon control -based consensus scheme for multi-agent systems
with general LTI dynamics has not been solved, and the relationship between consensus and the
interplay between the network topology and the RHC design is still unclear, which motivates
this study. The main contribution of this paper is two-fold.
• A novel distributed RHC strategy is proposed for designing the consensus protocol. In this
strategy, each agent at each time instant only needs to obtain its neighbors’s state once
via communication network, which is more efficient than the work in [7], [12] (where the
state and its predicted trajectory need to be transmitted) and [8], [17] (where the neighbors’
information needs to be exchanged for many times at each time instant). In addition, we show
that the consensus protocol generated by the RHC is a feedback of the linear combination
of each agent’s state and its neighbors’ states, and the feedback gains depend on a set of
difference matrix equations. We believe our results partially extend the results in [16], [17]
to multi-agent systems with LTI dynamics.
• Given the proposed distributed RHC strategy, a necessary and sufficient condition for
ensuring consensus is developed. We show that the consensus can be reached if and only
if the network topology contains a spanning tree and a simultaneous stabilization problem
can be solved. Furthermore, more specifical sufficient consensus conditions depending on
one Reccati difference equation for the multi-agent with LTI dynamics and one-dimensional
linear dynamics are also developed, respectively.
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4The remainder of this paper is organized as follows. Section II introduces some well-known
results from graph theory and formulates the problem to be studied. Section III presents the
novel distributed RHC scheme, and develops a detailed consensus protocol. The necessary and
sufficient conditions for enuring consensus are proposed in Section IV, and more specifical
sufficient consensus conditions for multi-agent systems with LTI dynamics and one-dimensional
linear dynamics are also reported in this section. The case studies are demonstrated in Section
V. Finally, the conclusion remarks are summarized in Section VI.
For the ease of presentation, the following notations are adopted in this paper. The symbol R
represents the real space. For a real matrix A, its transposition and inverse (if the inverse exists)
are denoted as “AT” and “A−1”, respectively. If A is a complex matrix, then the transposition is
denoted by AH. Given a real (or complex) number λ, the absolute value (modulus) is defined as
|λ|. Given a matrix (or a column vector) X and another matrix P with appropriate dimension,
the 2-induced norm (or the Euclidean norm) of X is denoted by ‖X‖ and the P -weighted norm
of X is denoted by ‖X‖P ,
√
XTPX. Given matrix Q, Q > 0 (Q > 0) stands for the matrix Q
being positive definite (semi-positive definite). Define the column operation col{x1, x2, · · · , xn}
as [xT1 , x
T
2 , · · · , xTn ]T, where x1, x2, · · · , xn are column vectors. In stands for the identity matrix
of dimension n, and 1n represents an n-dimensional column vector [1, · · · , 1]T. The symbol ⊗
stands for the Kronect product.
II. PROBLEM FORMULATION
Consider a multi-agent system of M linear agents. For each agent i, the dynamics is described
as
xi(k + 1) = Axi(k) +Bui(k), (1)
where xi(k + 1) ∈ Rn is the system state, and ui(k) ∈ Rm is the control input of agent i.
There exists a communication network among the M-agent system, and the network topology
is described as a directional graph (diagraph) G , {V, E ,A}. Here, V = {i, i = 1, · · · ,M}
is the collection of the nodes of the digraph representing each agent i, E ⊂ V × V denotes
the edges of paired agents, and A = [aij ] ∈ RM×M is the adjacency matrix with aij > 0. If
there is a connection from agent i to j, then aij = 1; otherwise, aij = 0. We assume there
is no self-circle in the diagraph G, i.e., aii = 0. For each agent i, its neighbors are denoted
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5by the agents from which it can obtain information, and the index set for agent i’s neighbors
is denoted as Ni , {j|(i, j) ⊂ E}. The number of agents in Ni is denoted as |Ni|. The
in-degree of agent i is denoted as Degin(i) =
∑M
i=j aij , and the degree matrix is denoted as
D = diag{Deg(1), · · · , Deg(M)}. The Laplacian matrix of G is denoted as L = D−A. Arrange
the eigenvalues of L as |λ1| 6 |λ2| 6 · · · 6 |λM |. Assume that the diagraph G is fixed. Firstly,
we recall some standing results from the graph theory [1], [3], [19].
Lemma 1: The digraph G contains a spanning tree if and only if zero is a simple eigenvalue
of the Laplacian matrix L, i.e., 0 < |λ2| 6 · · · 6 |λM |, and the corresponding right eigenvector
is 1.
For the linear system in (1), a standing assumption is made: The pair [A,B] is controllable.
We assume that at each time instant k, over the given communication network, agent i can get
state information xj(k), j ∈ Ni from its neighbors. The communication network is reliable and
the information can be transmitted instantaneously without time consumption.
Definition 1: [19] The discrete-time multi-agent system in (1) with a given network topology
G, and under a distributed control protocol ui(k) = f(xi(k), x−i(k)), is said to achieve consensus
if,
lim
k→∞
‖xi(k)− xj(k)‖ = 0, j = 1, · · · ,M,
where x−i(k) are the collection of agent i’s neighbors’ states, i.e., x−i(k) , {xj , j ∈ Ni} and
f : Rn × · · · × Rn︸ ︷︷ ︸
|Ni|+1
→ Rm.
In this paper, we are interested in designing ui(k) = f(xi(k), x−i(k)) using the distributed RHC
strategy for each agent i to achieve consensus.
III. DISTRIBUTED RHC BASED CONSENSUS PROTOCOL
This section first presents the distributed RHC based consensus strategy, and then develops
the detailed consensus protocols for each agent.
A. Distributed RHC Scheme
For each agent i, we propose to utilize the following optimization problem to generate the
consensus protocol.
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6Problem 1:
U∗i (k) = arg min
Uˆi(k)
Ji(xˆi(k), Uˆi(k), x−i(k))
subject to
xˆi(k + n + 1|k) = Axˆi(k + n|k) +Buˆi(k + n|k),
where n = 0, · · · , N − 1. Here, xˆi(k|k) = xi(k), Uˆi(k) = {uˆi(k|k), · · · , uˆi(k + N − 1|k)} and
Ji(xˆi(k), Uˆi(k), x−i(k) is defined as
Ji(xˆi(k), Uˆi(k), x−i(k))
=
N−1∑
n=0
(
‖uˆi(k + n|k)‖2Ri +
∑
j∈Ni
aij‖xˆi(k + n|k)− xj(k)‖2Qi
)
+
∑
j∈Ni
aij‖xˆi(k +N |k)− xj(k)‖2QiN , (2)
where Ri > 0, Qi > 0 and QiN > 0 are symmetric matrices, and N > 0 is a positive integer
which is called the prediction horizon.
At each time instant k, each agent gets its neighbors’ state information xj(k), j ∈ Ni, solves
Problem 1 and then uses u∗i (k|k) as the control input to achieve consensus.
Remark 1 In Problem 1, we use the term
∑
j∈Ni
aij‖xˆi(k+n|k)−xj(k)‖2Qi to achieve consensus.
Note that the consensus term can be rewritten as |Ni|‖xˆi(k + n|k) − ave(x−i(k))‖2Qi, where
ave(x−i(k)) is the average of agent i’s neighboring states, which is consistent with the consensus
term in [16]. However, Problem 1 generates the first-order and second-order cases in [16] to
general linear systems. In addition, the solve of Problem 1 only requires the exchange of agent
i neighbors’ state for one time, which results in less communication load in comparison with
these in [8], [17], where more information is needed to exchange for consensus.
B. Specific Consensus Protocol
This subsection shows that the consensus protocol generated by solving Problem 1 is can be
expressed in an explicit form. By using the convex optimization approach, the result is reported
in the following theorem.
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7Theorem 1: For the system in (1) with network topology G and the optimization problem 1,
the optimal solution is given as:
uˆ∗i (k + n|k) =
M∑
j
aij[Ki(n)xˆi(k + n|k) +Gi(n)xj(k)],
Here, n = 0, · · · , N − 1, Ki(n) = −R−1i BT[I +
∑M
j=1 aijPi(n+ 1)BR
−1
i B
T]−1Pi(n+1)A, and
Gi(n) = −R−1i BT[I +
∑M
j=1 aijPi(n+1)BR
−1
i B
T]−1∆i(n+1), where Pi(n+1) and ∆i(n+1)
satisfy the following matrix equations, respectively:
Pi(n) =A
T[I +
M∑
j=1
aijPi(n+ 1)BR
−1
i B
T]−1Pi(n+ 1)A+Qi, (3)
∆i(n) =A
T[I +
M∑
j=1
aijPi(n+ 1)BR
−1
i B
T]−1∆i(n+ 1)−Qi, (4)
with the initial conditions Pi(N) = QiN and ∆i(N) = −QiN . Furthermore, the consensus
protocol for each agent i is given as:
ui(k) = u
∗
i (k|k). (5)
Proof: By introducing the lagrange multipliers λi(n+1) ∈ Rn, n = 0, · · · , N −1, construct
a lagrange function as
L(Uˆi(k), Xˆi(k)) ,
1
2
Ji(xˆi(k), Uˆi(k), x−i(k))
+
N−1∑
n=0
λTi (n + 1)[Axˆi(k + n|k)
+Buˆi(k + n|k)− xˆi(k + n+ 1|k)],
where Xˆi(k) , {xˆi(k|k), · · · , xˆi(k+N−1|k)}. Since Qi > 0, QiN > 0 and Ri > 0, the objective
function is strictly convex. According to the the Karush-Kuhn-Tucker (KKT) conditions [20],
there exists a unique global minima for Problem 1, which satisfies the following conditions:
∂L
∂xˆ∗i (k + n|k)
=
M∑
j=1
Qiaij[xˆ
∗
i (k + n|k)− xj(k)] + ATλi(n+ 1)− λ(n) = 0, (6)
∂L
∂xˆ∗i (k +N |k)
=
M∑
j=1
QiNaij[xˆ
∗
i (k +N |k)− xj(k)]− λi(N) = 0, (7)
∂L
∂uˆ∗i (k + n|k)
= Riuˆ
∗
i (k + n|k) +BTλi(n + 1) = 0, (8)
Axˆ∗i (k + n|k) +Buˆ∗i (k + n|k)− xˆ∗i (k + n + 1|k) = 0, (9)
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8where n = 0, · · · , N − 1.
In what follows, we first show an equation to evaluate λi(n), by mathematical induction as
follows:
λi(n) =
M∑
j=1
[Pi(n)xˆ
∗
i (k + n|k) + ∆i(n)xj(k)], (10)
where, n = N, · · · , 0. Using (8), we can get
uˆ∗i (k + n|k) = −R−1i BTλi(n+ 1). (11)
When n = N , from (7), we can obtain that
λi(N) =
M∑
j=1
aijQiN [xˆ
∗
i (k +N |k)− xj(k)]
=
M∑
j=1
aij [Pi(N)xˆ
∗
i (k +N |k) + ∆i(N)xj(k)].
Assume that (10) holds for some n = l+1 with l 6 N − 1. When n = l, by combining (6), (9)
and (11), we have
λi(l) =A
T[I +
M∑
j=1
aijPi(n+ 1)BR
−1
i B
T]−1
× [
M∑
j=1
aij(Pi(l + 1)Axˆ
∗
i (k + n|k) + ∆i(l + 1)xj(k))]
+
M∑
j=1
aijQi(xˆ
∗
i (k + n|k)− xj(k))
=
M∑
j=1
aij[Pi(l)xˆi(k + n|k) + ∆i(l)xj(k)].
Therefore, using the mathematical induction, (10) has been proven. Finally, the result in Theorem
1 follows by plugging (10) into (11). This completes the proof.
Note that Pi(n) satisfies a modified Reccati difference equation in (3), which depends on the
network topology. In order to decouple (3) from the network topology, we design Ri such that
R1/|N1| = · · · = RM/|NM | = R, (12)
where R > 0. Using (12), (3) and (4) become
Pi(n) = A
T[I + Pi(n + 1)BR
−1BT]−1Pi(n+ 1)A+Qi, (13)
∆i(n) = A
T[I + Pi(n + 1)BR
−1BT]−1∆i(n+ 1)−Qi. (14)
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9Therefore, Pi(n) follows a standard RDE in (13).
IV. CONSENSUS ANALYSIS
This sections first develops a necessary and sufficient condition for achieving consensus of
general linear agent systems, then further propose the sufficient conditions for multi-agent system
of general LTI and one-dimensional dynamics, respectively.
A. Necessary and Sufficient Condition
The necessary and sufficient condition for reaching consensus is as follows.
Theorem 2: For the system in (1) with the network topology G and the consensus protocol in
(5), assume that Ri is designed as in (12). Then the consensus can be reached if and only if (a)
G contains a spanning tree, and (b) A−BKi + (λi − 1)BGi is stable for all λi, i = 2, · · · ,M ,
where λi are the nonzero eigenvalues of Γ defined as Γ = diag(1/|N1|, · · · , 1/|NM |)L, and
Ki ,− R−1BT[I + Pi(1)BR−1BT]−1Pi(1)A
Gi ,− R−1BT[I + Pi(1)BR−1BT]−1∆i(1).
Before proving Theorem 2, a lemma is first needed.
Lemma 2: If the graph G contains a spanning tree, then a new graph G˜ , {V, E , A˜} also
contains a panning tree, with
∑M
j=1 a˜ij = 1 for all i, and the corresponding Laplacian matrix is
Γ, where A˜ = diag(1/|N1|, · · · , 1/|NM |)A.
The proof of lemma 2 is straightforward, so it is omitted here.
Proof: For each agent i, plugging the consensus law in (5) into (1), and doing some algebraic
operations, we have
xi(k + 1) = Axi(k)−
M∑
j=1
a˜ij(BKixi(k) +BGixj(k)),
where a˜ij is the element in A˜. Define δi(k) = xi(k)− x1(k), and we have
δi(k) = (A−BKi)δi(k)−
M∑
j=1
(a˜ij − a˜1j)BGiδj(k),
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where i = 2, · · · ,M . By writing the above equations in an augmented form, one gets
δ(k + 1) = (IM−1 ⊗ (A− BKi))δ(k)
−




a˜22 − a˜12 . . . a˜2M − a˜1M
.
.
.
.
.
.
.
.
.
a˜M2 − a˜12 . . . a˜MM − a˜1M

⊗ (BGi)

 δ(k),
where δ(k) = col(δ2(k), · · · , δM(k)). The above equation can be further written as
δ(k + 1) = Aδδ(k) (15)
where Aδ = (IM−1 ⊗ (A − BKi)) + (L˜p + 1M−1a˜T1 ⊗ BGi) − (IM−1 ⊗ BGi), and L˜p =

1 −a˜22 . . . a˜2M
−a˜32 1 . . . −a˜3M
.
.
.
.
.
.
.
.
.
.
.
.
−a˜M2 −a˜M3 . . . 1

 and a˜1 = [a˜12, · · · , a˜1M ]
T
. From (15), it can be seen that
the consensus can be reached if and only if all the eigenvalues of Aδ are in the unit circle.
Next, we need to analyze the properties of the eigenvalues of Aδ. According to Lemma 2 and
Lemma 1, Γ has exactly one zero eigenvalue. Put the nonzero eigenvalues of Γ in order as
|λ2| 6 · · · 6 |λM |. Since S−1ΓS =

 0 −a˜1
0 L˜p + 1M−1a˜T1

, the eigenvalues of L˜p + 1M−1a˜T1 are
λ2, · · · , λM . Therefore, there exists a nonsingular matrix T , such that
T−1(L˜p + 1M−1a˜T1 )T = J = diag(J1, · · · , Js),
where Jk, k = 1, · · · , s are upper triangular Jordan blocks and the principle diagonal elements
are λ2, · · · , λM . As a result, we have
(T ⊗ In)−1Aδ(T ⊗ In)
=IM−1 ⊗ (A− BKi) + J ⊗BGi − IM−1BGi.
Thus, the eigenvalues of Aδ are A − BKi + (λi − 1)BGi, for all i = 2, · · · ,M . That is, the
consensus can be reached if and only if A−BKi+(λi−1)BGi are stable. The proof is completed.
Note that Ki and Gi depends on the matrix equations in (13) and (14), respectively. In
particular, the (14) is not a RDE, and thus might be of complex properties. In the following, we
develop more detailed sufficient conditions to facilitate design.
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B. Sufficient Conditions for General Linear Systems
In this section, we develop sufficient conditions for ensuring consensus, which are reported
as follows.
Theorem 3: For the system in (1) with the network topology G, assume that G contains a
spanning tree, and Ri is designed as in (12). If QiN and Qi are designed such that
QiN − Pi(N − 1) > 0, (16)
Qi − Ξi − ‖λj − 1‖2
× ‖I +B(R +BTPB)−1BT‖2
[ρ¯N−1
i
QiN+
∑
N−2
l=1 ρ¯
l
i
Qi]
> 0, (17)
where Ξi , ‖B(R+BTPi(1)B)−1BTPi(1)A¯i‖2, A¯i = A−BKi, ρ¯i = ρ(AT(I+Pi(1)BR−1B)−1)
and λj , j = 2, · · · ,M , are the eigenvalues of L˜.
Before developing the proof of Theorem 3, three lemmas are needed.
Lemma 3: For the RDE in (13), if QiN − Pi(N − 1) > 0, then Pi(N) > · · · , > Pi(1), and
uˆ∗i (k+n|k) = BKi(k+n|k) is a stabilizing controller law for the system in (1), n = N−1, · · · , 0.
The proof can be directly followed using Theorem 1 and Lemma 1 in [21] by considering Qi > 0.
Lemma 4: For the RDE in (13) and all the eigenvalues λ2, · · · , λM of L˜, the following holds:
Pi(1)− (A− λiBKi)HPi(1)(A− λiBKi)
>(1− λ¯i)Pi(1) + (λ¯i − 1)ATPi(1)A+ λ¯Qi, (18)
where λ¯i = λHi + λi − ‖λi‖2.
Proof: According to [22], Ki can also been written as
Ki = (R +B
TPi(1)B)
−1BTPi(1)A. (19)
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Using (19), we have
Pi(1)− (A− λiBKi)HPi(1)(A− λiBKi)
=Pi(1)− ATPi(1)A+ (λHi + λi)ATPi(1)
× B(R +BTPi(1)B)−1BTPi(1)A
− ‖λi‖2ATPi(1)B(R +BTPi(1)B)−1
× BTPi(1)B(R +BTPi(1)B)−1BTPi(1)A
>Pi(1)− ATPi(1)A
+ λ¯iA
TPi(1)B(R +B
TPi(1)B)
−1BTPi(1)A.
The DRE in (13) can also be written as
Pi(n) =Qi + A
TPi(n+ 1)A− ATPi(n+ 1)B
× (R +BTPi(n+ 1)B)−1BTPi(n+ 1)A.
Therefore, we further have
Pi(1)− (A− λiBKi)HPi(1)(A− λiBKi)
>Pi(1)−ATPi(1)A+ λ¯i(Qi + ATPi(1)− Pi(0)).
According to Lemma 3, it can be derived that Pi(0) < Pi(1). As a result, (18) follows. This
completes the proof.
The following lemma gives a bound of the sequence {∆i(n)}.
Lemma 5: For any positive definite matrix Π ∈ Rn×n, the following holds:
‖Π‖2∆i(n) 6 ‖Π‖2ρ¯N−n
i
QiN+
∑N−(n+1)
l=1 ρ¯
l
i
Qi
,
where n = N, · · · , 0.
Proof: Construct an auxiliary series {∆˜i(n)} as follows:
∆˜i(n) = ρ¯i∆˜i(n+ 1) +Qi,
where n = N−1, · · · , 0, and ∆˜i(N) = QiN . Using Lemma 3, it can be seen that ∆˜i(n)+∆i(n) >
0. On the other hand, we have
∆˜i(n) = ρ¯
N−n
i QiN +
N−(n+1)∑
l=1
ρ¯liQi.
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Thus, the result in Lemma 5 holds.
Proof of Theorem 3: By direct calculation, we have
Pi(1)− [A− BKi + (λi − 1)BGi]H
× Pi(1)[A− BKi + (λi − 1)BGi]
=Pi(1)− A¯Ti Pi(1)A¯i − (λi − 1)H∆i(1)T
× B(R +BTPi(1)B)−1BTPi(1)A¯i
− (λi − 1)A¯Ti Pi(1)B(R +BTPi(1)B)−1BT∆i(1)
− ‖λi − 1‖2∆i(1)TB(R +BTPi(1)B)−1
× BTPi(1)B(R +BTPi(1)B)−1BT∆i(1),
where Gi = (R + BTPi(1)B)−1BT∆i(1) has been used. According to Lemma 5, we further
have
Pi(1)− [A− BKi + (λi − 1)BGi]H
× Pi(1)[A− BKi + (λi − 1)BGi]
>Pi(1)− A¯Ti Pi(1)A¯i − ‖λi − 1‖2∆i(1)T
× (I +B(R +BTPi(1)B)−1BT)∆i(1)− Πi.
Using Lemma 4 with λi = 1, we get
Pi(1)− [A− BKi + (λi − 1)BGi]H
× Pi(1)[A− BKi + (λi − 1)BGi]
>Qi + ‖λi − 1‖2∆i(1)T
× (I +B(R +BTPi(1)B)−1BT)∆i(1)− Πi.
Finally, applying the result in Lemma 5 and using the condition in (17), we obtain that Pi(1)−
[A−BKi+(λi−1)BGi]HPi(1)[A−BKi+(λi−1)BGi] > 0. That is, A−BKi+(λi−1)BGi is
stable for all λ2, · · · , λM . According to Theorem 2, the consensus can be reached. This completes
the proof.
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C. Sufficient Conditions for One-dimensional Systems
For each agent i of one-dimensional linear dynamics, the system equation becomes
xi(k + 1) = axi(k) + bui(k). (20)
For one-dimensional systems, the corresponding parameters R,Qi, QiN , Pi(n),∆i(n) reduce to
scalars r, qi, qNi , pi(n), δi(n). The result for ensuring consensus is reported in the following
corollary.
Corollary 1: For system in (20) with the network topology G, assume that ri is designed as
in (12) and the G contains a panning tree. If qi, qNi and r are designed such that
pi(N)− pi(N − 1) > 0, (21)
|αi|N−1qNi +
N−2∑
l=1
|αi|lqi < θ¯min, (22)
then all the states of each agent can reach consensus. Here, αi , rar+b2pi(1) , θ¯min = mini{θi},
θi = |ar|
√
(1−a2
ci
)b2
i
+(1−ai)2a2ci−(|1−ai|a
2
c)
(1−ai)2a2ci+b
2
i
, aci =
ar
r+b2pi(1)
, ai = Re(λi), bi = Imag(λi), and λi
i = 2, · · · ,M are the eigenvalues of L˜.
Proof: By plugging Ki = abpi(1)r+b2pi(1) and Gi =
bδi(1)
r+b2pi(1)
into A − BKi + (λi − 1)BGi, we
have
A− BKi + (λi − 1)BGi = ar + (1− λi)b
2δi(1)
r + b2pi(1)
.
To achieve consensus, we need to develop conditions to ensure that |ar+(1−λi)b2δi(1)
r+b2pi(1)
| < 1 for
λ2, · · · , λM . To that need, we consider the term T , |ar + (1 − λi)b2δi(1)|2 − |r + b2pi(1)|2.
Firstly, we derive an upper bound of δi(1). Define a sequence {δ˜i(n), n = N − 1, · · · , 0} as
δ˜i(n) =
arδ˜i(n+ 1)
r + b2pi(1)
+ qi, (23)
where δ˜i(N) = qiN . Because of (21), Lemma 3 can be used, implying pi(1) < · · · < pi(N). As
a result, |δ˜i(n)| > |δi(n)|. Therefore, a sufficient condition for guaranteeing T < 0 is
(|ar|+ |1− ai|b2|δ˜i(1)|)2 + b2i b2|δ˜i(1)|2 − (r + b2pi(1))2 < 0. (24)
By some algebraic operations, (24) reduces to
(|ci|2 + |di|2)(δ˜i(1))2 + 2|ac||ci||δ˜i(1)|+ |ac|2 − 1 < 0, (25)
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where ci = |1−ai|b
2|ac|
ar
and di = b
2bi
ar
.
On the other hand, from (23), we can obtain that |δ˜i(1)| 6 |αi|N−1qiN +
∑N−2
l=1 |αi|lqi. Using
the condition in (22), we have |δ˜i(1)| 6 θ¯min, which ensures (25) holds. This completes the
proof.
V. SIMULATION STUDIES
In this section, two examples are provided to verify the theoretical results.
A. One-dimensional Case
Consider a multi-agent system with 5 agents, and the model for each agent is given as
xi(k + 1) = 2xi(k) + ui(k).
The adjacency matrix A of G is given as A =


0 1 0 0 1
0 0 1 0 0
0 0 0 1 0
1 0 1 0 0
1 1 1 0 0


. The Laplacian matrix L˜ of
G˜ can be figured out as L˜ =


1 −1
2
0 0 −1
2
0 1 −1 0 0
0 0 1 −1 0
−1
2
0 −1
2
1 0
−1
3
−1
3
−1
3
0 1


. It can be seen that G contains a
panning tree. The parameters qi, qiN are designed as qi = 2, and qiN = 6, i = 1, · · · , 5. The
parameter r is designed as r = 1, and thus, the corresponding ri, i = 1, · · · , 5, are r1 = 12 ,
r2 = 1, r3 = 1, r4 =
1
2
, and r5 = 13 . The horizon is chosen as N = 3. By checking the condition
in (21), we have pi(3)− pi(2) = 0.5714 > 0. Furthermore, θ¯min is calculated as 3.3391, and the
term |αi|2qiN + |αi|qi = 1.2186. Thus, (22) verifies. According to Corollary 1, the multi-agent
system will achieve consensus. We plot the simulated trajectories of the five agents in Fig. 1,
showing that the system can reach consensus.
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Fig. 1. Trajectories for 5 agents with 1D system dynamics.
B. General Linear Systems Case
Consider a multi-agent system with 3 agents, and each of a general LTI dynamics. The system
matrices are A =

 2 0
1.2 −1

, B =

 1
1


. The diagraph G contains a spanning tree, and it ad-
jacency matrix A is A =


0 1 1
0 0 1
1 1 0

. Thus, the corresponding matrix L˜ =


1 −1
2
−1
2
0 1 −1
−1
2
−1
2
1

.
The matrices Qi and QiN are designed as Qi = diag(2, 2) and QiN = diag(15, 20), i = 1, 2, 3.
The matrices Ri are designed as R1 = 12 , R2 = 1 and R3 =
1
2
, respectively, which satisfies (12)
with R = 1. The prediction horizon is chosen as N = 10.
Calculate Pi(10)− Pi(9) =

 5.2 −6
−6 9.111

 > 0. Thus, the condition in (16) is verified. The
eigenvalues of L˜ are λ1 = 0, λ2 = 1.5 + j0.5, and λ3 = 1.5− j0.5. When λ2 = 1.5± j0.5, the
left-hand side of (17) is [0.7045−0.0621;−0.06210.7089], which is positive definite. Therefore,
the condition in (17) is satisfied. The simulated system trajectories are plotted in Fig. 2 and Fig.
3, respectively. From these two figures, it can be seen that the consensus is reached.
VI. CONCLUSIONS
In this paper, we have proposed a novel consensus scheme by using the distributed RHC for
general LTI multi-agent systems. The necessary and sufficient conditions for ensuring consensus
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have been developed. Furthermore, we have developed more easily solvable conditions for multi-
agent systems of general LTI and one-dimensional system dynamics, respectively. The developed
theoretical results have been verified by two numerical studies.
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