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Abstract 
In this paper, we show that for most classical Runge-Kutta methods, there exist diagonally implicit schemes that 
are convergent for the class of dissipative problems. For singly implicit methods, it is shown that the iteration of 
van der Houwen and Sommeijer (1991) is also convergent in this context. However, numerical results indicate that the 
schemes obtained for the Gauss and Radau IIA methods are far less efficient han those obtained in van der Houwen and 
Sommeijer (1991). (E) 1997 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
We are concerned here by the numerical solution of stiff systems of ordinary differential equations 
of the form 
y'(x) = f(x, y(x))e Nm, 
y(xo)=Yo,  xE[xo,X] ,  (1)  
by  an implicit Runge-Kut ta  method .~ = (A,b,c)  defined by 
Y ,=yo+hf ia i4 f (x+c jh ,  Yy), i= l  . . . . .  s, 
j=l 
fi Y, = Yo + h b j f (x  + cjh, Yj), 
./=1 
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where A is a nonsingular matrix of ~,×s and b a weight vector of ~'. Using tensor notations, one 
step of ~ may as well be written as 
Y = (e ~ Yo) + h(A ®Im)F(Y), (2) 
Y~ = Yo + h(b T ®Im)F(Y), (3) 
where In is the identity matrix of size m, Y = (YT . . . . .  Y,7)T and 
F(Y)  = ( f (x  + clh, Y, )t, . . .  , f (x  + c,h, ys)T) T. 
Eq. (2) is a nonlinear system of dimension s × m and thus represents the main part of computa- 
tions. Generally speaking, it is solved by modified Newton iterations which require in particular the 
LU-decomposition of the Jacobian matrix of f .  Unless A has a special structure, this necessitates 
an order of (sm) 3 floating-point operations. In the case of singly implicit collocation methods [2, 8], 
this cost is reduced to sm 3 as  soon as the cost of linear transformations becomes negligible. Other 
methods such as diagonally implicit methods [1] are not suitable for stiff systems owing to their 
low stage-order (see, for example, [6]) and will not be considered here. 
In an attempt to lower this cost to a level comparable to linear multistep methods, van der Houwen 
and Sommeijer have introduced Parallel Diagonally Iterated Runge-Kutta (PDIRK) methods based 
on Gauss or Radau methods. Diagonal iterations for the method ~ may be described by the equations 
y(O) = (e ® Yo), (4) 
y(k) _ h (DQim)F(y (k ) )=e~yo ÷ h((A - D)~Im)F(Y(k-I)),  k>~ 1, (5) 
where D is assumed to be diagonal and where (5) is iterated either until convergence or a fixed 
number of times. Although nonlinear, (5) can be decoupled into s full)' independent systems of 
dimension m and solved in parallel, provided that s processors are available. Note that (4) may be 
replaced by a more accurate or more stable prediction (it seems for instance that taking y(0) as 
the solution of y(0)_ h(D®i,,)F(y(O))= e® Yo enlarges the stability domain for a fixed number of 
iterations). 
In [9], the convergence of this process is studied for linear problems of the form 
y'(x) = py(x) E ~, 
y(xo) = Y0, x E [x0,X] 
and it is shown therein that D should be taken as a solution of p(D-~A - I )=  0. On the other hand, 
the case of systems atisfying a one-sided Lipschitz condition 
V(U, V) E (~m)2, ( f (v )  - f (u ) ,  u - V)s <~ v l lu  - (6) 
for some scalar product (.,.)s defined on (Nm)2 by (u,v)s :=uXSv and its associated norm II'[[s, has 
been studied in a more general settings by Gonzfilez-Pinto et al. [5]. Let the scalar product on Ns×,, 
be defined by 
V(U = (uT, T u,)  , v=(v~, .  T . . . . . . .  /)s) )E([~sxrn) 2, U.V:=UT(A@S)  w 
= £ A~,j(.~, vj)s. 
i,j= I 
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and let the associated norm be denoted H" [[A®S. Besides, let us denote 
Ay<k> := y~k) _ y, 
AF ~k) :=F(Y  <k)) - F( Y). 
From (5), we immediately get 
(D-1 ®Im )A y<k) _ hAF<t) = h((D-I(A _ D) ® Im )AF tk- 1). 
Taking the norm of  both sides, it follows that 
[[(D-' ® Im)AY (k> - hAF<k)[[~® s = h2II((D-'(A - D) ® ImaAF (*-1)112 ] IIAQS~ 
i.e. 
h2llAF<k>ll2A®S = h211((D-,A _ I~)®I,,,)AF<k-,) 2A®S - -  I I (O- '  ®Im)AY<k)II2A®S 
+ 2h(AF<t)). ((D-l ® Im )A y(k)). 
75 
(7) 
Now, if A is assumed to be diagonal, we obtain 
( AF(k>).((D -1 ® Im)AY (~)) = ~ AiidiT' (AF~ k), A Y,(k)}s 
i=1  
~ Aiidi71vllAYi(k)112 
i= l  
= vii(D-'/2 ®Im)AY<k)ll2+s 
and eventually 
IIAF<k)IIA®S ~ II((D-IA - L)®I,.)AF<k-')IIA® s 
~< I I ( (D- 'A  - Is)®I,.)llA®sllAF<k-'~llA®S 
for all h such that 2hv~ min+=L.,sd+7 I. Since 
t I (W-'A = I~) ®Im)IIA®s ---- [ID-'A - I~llA 
= IIA'/2D-'(A _ D)A-'/2II2, 
we have the following result. 
Theorem 1 (Gonzfilez-Pinto et al. [5]). The iterative process (5) is convergent for all systems at- 
isfyin9 a one-sided Lipschitz condition of the form (6) /f  there exists a positive diagonal matrix 
A such that 
[[A~/2D-~(A - D)A-'/2112 < 1 and min d+7' >~2hv. (8) 
i= l , . . . , s  
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This condition is obviously not necessary. Let us now assume, for instance, that in addition to (6), 
f also satisfies a Lipschitz condition 
V(u ,v )e~ m, Ilf(u) - f(v)l]s<~Lllu - vlls, (9) 
with L~> ]v]. This corresponds to a middly stiff problem. In this case, (7) implies that 
Il Agk llAOS <~ o~llO -~ A - Is llA®s llAF k- ~ IIA®s, 
where ~= maxi=l ...... (diiLh/v/1- 2vdiih + h2L2d2). For positive values of v, ~ can be bounded 
by dLh/(1 -dLh)  with d= maxidii, while for negative values of v, this bound becomes 
(dLh/v/1 + (dLh) 2) < 1. It can be noticed that in both cases, d should be as small as possible 
in order to improve the convergence of (5). 
2. Diagonal iterations for Gauss and Radau IIA methods 
Although the following lemma is directly applicable to Radau IA and Lobatto IIIC methods as 
well, we will focus here on Gauss and Radau IIA methods, which are the basis of the most successful 
codes. 
Lemma 2. Let A be a nonsingular matrix and suppose that there exists two positive diagonal 
matrices A, and Az such that 
ATA~A =ATA2 + A2A. (10) 
Then, for A=A~2A~ and D=ItA~2A2, one has 
--D)IIA=~/1 ( i t -  1)o" [[D-'(A It2 <~ l for It~>l, ( l l )  
¥ 
where o->0 is the smallest singular value of A1AAjA~ 1. 
Proof. We first notice that 
I ID-I(A - D)II  = p(I + A-1/Z(ATD-' AD-'A - AVD-' A - AD-'A)A-'/2). 
Now, for #>0,  let A=A~ZA~ and D=#A~ZA2. From D- 'AD -j =(1/itZ)A~ and D- IA=AD -~= 
(1/#)A2, we get 
AT D-'  AD- 'A -  AV D-'  A -  AD-' A= ~AT A~A- I (AT A2 + A2A) - - (~  2~) AT 
With this choice of D and A, we thus obtain 
],D-'(A - D)]]Z= p (I + ~5~ SvS) 
2(1 - It) 
= max 1 + It2 ' 2CSp(SrS) 
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where S -- A I A A 1 A 21. Note that 1 + (2( 1 - 11)/112 ) is always positive, since by definition, I + (( 1 - p)/ 
112)sTs is also a symmetric positive matrix. Besides, S is nonsingular, so that o- is strictly positive. 
This completes the proof. [] 
of  Remark. The minimum - ~ 11 (1 - 11)/112 is reached for 11 = 2. For this value of 11 we have 
[[D-I(A --D)[IA = 1 4' 
with A= A~2A~ and D=2A{2A2. 
2.1. Gauss methods 
Theorem 3. For the s-stage Gauss method ~ = (A, b,c), the diagonal iteration (5) with D = p(C-  
C2), C=diag(c )  is convergent for 11>1. Moreover, for A=B( I -  C) 2, B=diag(b),  p ~> 1, the 
following inequalities hold: 
s =2, 1 >~ [ID-~(A - D)[[A ~> ½, 
s=3,  I~>IID-~(A-D)IIA ~>~2,  
s=4,  I~>IID-~(A --D)IIA >1 ~/23 
V 
Sz5 ,  
Sz6 ,  
48 ' 
~163+ 
1 ~ tID-I(A -- D)IIA >~ 240 
1 >>. [[D-~(A - D)[[A i> 0.95928. 
Proof. According to the proof of Theorem 14.5 from [6], one has 
B(C-I _ I)A-1 q_ (B(C-1 _ i)A-I  )f =BC-2. 
Hence, relation (10) from Lemma 2 holds with A~ =BC -2 and A2 =B(C -1 - I ) .  Since A is non- 
singular, we can apply Lemma 2 and get 
[]D-'(A - D)IIA---- 51 (1 -- #)a 
V #2 
2 2 IC2B2(C-1 for D=pA~A2 =11B-1CZB(C -1 - I )=11(C-  C2), A= A~A  =B-  _•)2 =B(I  - C) 2 and 
11 > 1, where o- is the smallest eigenvalue of 
M = (I - C)-IB-I/ZATC-IBC-1ABI/2(I - C) -1. 
In particular, (5) is convergent. Moreover, v is an eigenvalue of M if and only if 
det(ATC-2BA - vB(1 - C) 2) = O, 
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which is equivalent to 
det( VrA v C-2BA V - v VrB(I - C)2 V) = 0, 
where V is the Vandermonde matrix [e,c,c 2 .... ,cS-I]. If we denote by W the matrix [c,c 2 . . . .  ,c '~] 
and by F the matrix diag(1, ½,..., l/s), we have AV = WE, C - IAV  = VF and hence, for i+ j  <<. 2s- l ,  
( VTA x C-2BA V - v VVB(1 - C)2 V)i•j = F v V vB VF - v( VVB V - 2 VvBC V + VvBC 2 V)i.j 
The (s, s )-element is equal to 
1 bTci+J -2 _ v(bTci+J -2 _ 2bTci+J -I  + bT¢ i+j) 
t . J  
1 2v 
i . j . ( i+ j - -  1) (i + j - -  1)(i + j ) ( i  + j  + 1)" 
1 ( lS /o ) (2s -  1)s z v (2ss i )s  + (xS -  Q(x))x~dx ' 
where Q(x) is the shifted Legendre polynomial (s!/(2s)!) (dS/dx s) (xS(x - 1 )2). Computing 
det( VTATC-ZBA V - vVTB(I - C) 2 V) 
from these formulae gives the polynomials 
s=2:  (v -3 )  z=0,  
s=3:  (v -4 ) (3v -5)  2=0,  
s = 4: (35 - 50v + 12v 2)2 = 0, 
s=5:  (v -4 ) (63-  154v+60v2)2=0, 
s=6:  ( -77+329v-294v  2+60v 3)z=0 
from which the values given here are obtained• [] 
The optimal matrix D with respect o a linear analysis is such that p(D-IA - I )=0 (see [9])• 
For instance, in the case s = 2, one gets 
D= l or D= . 
It can be shown in this case, that the minimum over the set of positive diagonal matrices A of 
I ID- I (A-  D)IIA is 1, respectively, for 
[; 0] [9 0 1 
A= (2v~-  3) 2 and A= . o (2v5-3 /  
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Although condition (8) is not satisfied, for all problems which are dissipative but of  finite stiff- 
ness, (5) is convergent since ~<1.  We do not know if this is also the case for higher values 
of s. 
2.2. Radau I IA methods 
Theorem 4. For the s-stage Radau 11,4 method ~ = (A, b, c), the diagonal iteration (5) with D = #C 
(I - (s2/(s 2 + 1 ))e,e~ v), C = diag(c) is convergent for  l~ > 1. Moreover, for  A = B - (1/(s 2 + 1 ) )ese~, 
B = diag(b), /t ~> 1, the fol lowing equalities hold: 
1 s = 2, 1 >/IID-~(A - D)IIA > av/6, 
5=3,  I> I ID- ' (A -D) I IA  > l x / l l4 ,  
s=4,  I>I ID- ' (A-D) I IA  > ¼vq3, 
s = 5, 1 > IIO-l(A - O)ll~ > ,+or/12°9° + 30 4vq3~, 
s = 6, 1 i> I IO - l (A  - O)ll~ > 0.99500. 
Proof. According to the proof of  Theorem 14.5 from [6], one has 
BC- JA -1 + (BC-1A- I )  T =BC -2 + e,e~, 
where e~ is the last vector of the canonical basis. Hence, we can proceed as for the previous theorem. 
The only difference is that we now have to compute 
1 ese s) ) det (VVAT(BC-Z+e,  e r~)AV-vVV(  B s2+l  • 
From e,rA = b v and esT V = e ~ := ( 1 . . . .  ,1 )7, it comes 
vTAT(BC -2 + eseTs )AV - vV v B sz + ~e,e Ts V 
=FVTBVF + V'r(bbV)V - v (V'rBV 
and the ( i , j )-element of  this matrix is simply 
1 ( 1 bTci+j_ 2 q- V bYe i+j-2 
t d t.J 
' ) 
1 + s 2 eeT 
1 ) _  i+ j  
1 -{- S 2 i.j.(i + j - 1 ) 
v(2 +s  2 - i - j )  
(1 + 52)(i + j  -- 1)" 
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The estimations given above can then be obtained from the polynomials in v: 
s=2:  (2V-- 5)2 = 0, 
s=3:  (v -4 ) (6v -5)  2=0,  
s=4:  (4v -  1)2(6v - 17) 2 =0,  
s=5:  (v -  4)(13 - 154v + 120v2) 2= 0, 
s = 6 : ( -37  + 1024v - 2484v 2+ 720v3) 2= 0. [] 
As in the case of Gauss methods, an interesting question is whether the D matrices that satisfy 
p(D-1A - I )  = 0 may also satisfy condition (8) for some matrix A. For s = 2, D is either equal to 
2 + ~x/6  or to 2 _ • 
0 0 
the set of positive diagonal matrices A of [[D-~A- I[[ A is obtained, In fact, the minimum over 
respectively, for 
I' °1 A= 0 (½+2v/6)2  1 0 and 0 (4 - 2v/-6)2 
and is equal to 3x/~.  In particular, we can not assert hat (5) is convergent for dissipative problems 
with this choice of  D. 
2.3. Numerical experiments 
In an attempt o compare the convergence for the matrices obtained from a linear analysis and a 
nonlinear analysis, we have tested (5) on several problems from the literature. These tests all show 
that the convergence is faster, if it occurs, with the matrices realizing p(D-1A - I )  = 0 obtained in 
[9, 7]. We now present some results for two simple examples. 
First problem: 
y',(x) = -y2(x)  - 3eye(x) + ~ cos(x), 
yz(X) = yl(x) + y3(x) - eye(x) + e sin(x), (12) 
j3 (x ) - - -yz (x ) -  ~00eY3(X), 
with initial values Yl (0) = 1.493891941080872, y2(0) = -0.1782184248739289 and y3(0) = 0.04207 
853101895552. For these values and e= 1000, the solution is a smooth limit cycle of period 2re and 
the use of  constant stepsizes is possible (Figs. 1 and 2). It can be easily shown that the logarithmic 
norm of the Jacobian matrix of (12) is negative, implying that it is dissipative (see Tables 1 and 2). 
Second problem "The Brusselator'" [6]: 
Ot + u2U - -  (B + 1)u + (~x2 , (13) 
•v ~2v 
~t  --  Bu  - u2v + ~-~x 2, 
0.1. 
0.05 
o 
-0.05. 
-0.1 
1.5 
1.5 
y2 -1.5 -1.5 
yl 
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Fig. 1. Limit cycle of (12) for ~ = 1000. 
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" "~ + = Radau I IA  
~"~ o = Gauss  '°'f 
1~0 12 10  , i  10-1o 10-9 104  10-7 lO-S 10 s 104  103 
Gk Jba l  Error 
. . . . . . . .  , . . . . . . .  , . . . . . . .  , . . . . . .  , . . . . . . .  , . . . . . . .  , . . . .  
o=Radau ~lA NLA 
+=Radau l lA  LA 
t 
i 
10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
10 - I I  10 -~° tO -°  10  - I  10  -r 10 s lO-S 10  4 
Globa l  error 
Fig. 2. Work-precision diagrams for the two matrices D (LA: linear case, NLA: nonlinear case) for the first (left) and 
second (right) problems. 
with 0 ~< x ~< 1, A = 1, B = 3, fl = 1 and boundary conditions 
u(O,t) =u(1 , t )  = 1, v(O, t )=v(1 , t )=3,  
u(x, 0) = 1 + sin(27r.x), v(x, O) = 3. 
(14)  
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Table 1 
Number of right-hand side evaluations (Nbfcn) versus number of correct digits (A) for 
the two matrices D (left: linear case, right: nonlinear case) of the Gauss method 
n 5 10 20 40 80 n 5 10 20 40 80 
A 4.10 6.97 8.11 10.00 11.56 A 4.10 6.80 8.10 10.00 11.55 
Nbfcn 195 402 723 1446 3174 Nbfcn 348 720 1611 3246 5115 
Table 2 
Number of right-hand side evaluations (Nbfcn) versus number of correct digits (A) for 
the two matrices D (left: linear case, right: nonlinear case) of the Radau IIA method 
n 5 10 20 40 80 n 5 10 20 40 80 
A 3.98 5.69 7.49 9.38 11.02 A 3.82 5.65 7.41 9.17 11.01 
Nbfcn 150 360 585 1155 2784 Nbfcn 432 1032 2259 4422 7872 
Table 3 
Number of right-hand side evaluations (Nbfcn) versus number of correct digits (A) for 
the two matrices D (left: linear case, right: nonlinear case) of the Gauss method 
n 5 10 20 40 80 n 5 10 20 40 80 
A 5.61 7.20 8.98 10.29 10.32 A * 7.18 8.97 10.27 10.32 
Nbfcn 411 744 1287 1944 3897 Nbfcn * 2073 3510 4383 6801 
Table 4 
Number of right-hand side evaluations (Nbfcn) versus number of correct digits (A) 
for the two matrices D (left: linear case, right: nonlinear case) of the Radau I1A 
method 
n 5 10 20 40 80 n 5 10 20 40 80 
A 3.98 5.65 7.18 8.60 10.16 A * 5.62 7.18 8.58 10.17 
Nbfen 282 456 900 1293 2361 Nbfcn * 1296 2535 3363 5820 
Us ing  f inite d i f ferences on a gr id  o f  N po ints  X i = i / (N  + 1 ), we  obta in  
u~(t) = 1 + ui(t)2vi(t) - 4ui(t)  + ~(u i - l ( t )  - 2ui(t) + Ui+l(t)), 
v~(t) = 3ui(t) - u~(t)vi(t) + ~(v i _ l ( t )  - 2vi(t) + vi+l(t)), 
Uo(t) = UN+I(t) = 1, 
Vo(t) = VU+l(t) = 3, 
ui(O) = 1 + s in(2r tx i ) ,  
vi(O) = 3, 
where  Ax = 1/(N + 1) (see Tab les  3 and 4).  
(15)  
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3. Singly implicit collocation methods 
Lemma 5. Let A be the matrix o f  a singly implicit collocation method and let D = (2/r)I, where 
2 is the one-point spectrum of  A. Then, for  any 0 < r < 1 there exists a positive diagonal matrix 
A such that 
[[D-I(A - D)II 2 = max 1(1 - r) 2 + r 2 + r(1 - r)l~i(J -xe~e[)[[, 
i=l,. . . ,s 
with x = r/( 1 - r), K = (6i,:_ j )is j= 1, J = K + K T and where the ~i denote the eigenvalues o f  J - xese~ 
in decreasing order. 
Proof. By assumption, there exist an orthonormal matrix V and a positive diagonal matrix A such 
that [3] 
VTAI/2AA -1/2 V = 2(1 - K). 
Taking A = A, we thus have 
I ID - ' (A  - D)II~ = [1 V(r( I  - K )  - i)VTIl  
= [l(1 - r) I  + rgll  
= p((1 - r)2I + r(1 - r ) (K  T + K)  + r2KTK) 
v [] and the result follows from KV K = I - ese s. 
Lemma 6. Suppose that J is o f  dimension s >>- 1 and let Jx = J - xese T. For any x in •*, the 
following inequalities hoM 
( ( i+ l ) r t )  ( i s~ l  ) 2COS <~l~i(Jx)~<2cos i= l  . . , s -1  
s+ l  ' '" " 
Furthermore, there exists m, 0 <<. m <. 1 such that 
/~s(Jx) = -2  cos - mx. 
Proof. It is a well-known fact that J has the eigenvalues # i ( J )=  2cos(irt/(s + 1)). Besides, J being 
symmetric and es of  unit 2-norm, we have (see, for example, [4, Theorem 8.1.5]) 
Iti(Jx)E [lti+,(J),#i(J)], i=  1 , . . . , s  - 1 
and 
3m, O <. m <. 1, I~s(Jx)= ~s(J) - mx. [] 
Theorem 7. Let us consider a singly implicit collocation method of  order s. Then the nonlinear 
iterative process (5) is convergent for  D = (2/r)I, where 2 is the s-fold eigenvalue o f  A and r a 
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real parameter such that 0 < r < I. Furthermore, for  r = ½, there exists a positive diagonal matrix 
A such that 
1 + cos(x/(s + 1)) 
I ID-'(A - D)II  -<< 
2 
Proof. For all i in [1 ,s -  1], we have 
2r (1 - r )cos  s~ l  ~<r(1 - r )u i ( Jx )<,2r (1 - r )cos  s~ l  " 
As (1 - - r )  2 + r 2 q -2r (1  - r )cos (sx / (s  + 1))/> 0, it comes 
max I(1 - r) 2 + r 2 + r(1 - r)~i(~)[ I ~< (1 - r) 2 + r 2 + 2r(1 - r )cos ~ . 
i=l,s--1 
As for the last eigenvalue of  J~, we have 
[ ( l - r )  2+r  2+r(1 - r )#~(&) [= - r )  2+r  2+2r (1 - r )cos  s -~ - mr2 
= -- r) 2 + (1 -- m)r 2 -- 2r(1 -- r )cos 
~(1 - r )  2+r  2+2r (1 - r )cos  ~ . 
Now, it is easy to see that (1 - r) 2 + r 2 + 2r( 1 - r) cos(x/(s + 1 )) < 1 for 0 < r < 1 so that the iteration 
is convergent. The minimum value of f~(r) = (1 - r) 2 + r 2 + 2r(1 - r) cos(~/(s + 1 )) is obtained for 
r=~l  and is ~+~1 I cos(~/(s + 1)). [] 
It was proved in [9] that for linear systems the optimal choice for D is the matrix that satisfies 
p(D-~A - I )=  0. For singly implicit collocation methods, this is simply D= 2/. Hence, the previous 
theorem is somehow unsatisfactory since it gives 112-1A--ILIA = 1, preventing any definite conclusion 
about the convergence of (5) in this case. However, a simple random search in the neighbourhood 
of A = A leads in a seemingly systematic way to values of ]]2-1A - Ilia smaller than 1. Using a 
simulated annealin9 algorithm gives the following results for the first values of s: 
s A II2-'A - I l i a  
1 2 ,.~ diag(1/cl, 1) ,/5 
3 ,,~ diag(3.750, 0.738, 0.096) < 0.80 
4 ~ diag(6.404, 1.866, 0.373, 0.032) < 0.85 
5 ~ dia#( 5.821, 2.849, 0.903, 0.143, 0.009) < 0.90 
6 ,.~ dia9(4.484, 3.343, 1.511,0.399, 0.056, 0.003 ) < 0.95 
7 ,,~ diag(4.666,3.685, 1.984,0.669, 0.139,0.015,0.0006) <0.962 
8 ~ dia#(4.539,4.069,2.399,0.945,0.250,O.042,0.O04,0.O001) < .973 
As a consequence, we can confidently assert hat (5) is convergent for D=2/ for  the first eight values 
of s. This means that singly implicit collocation methods may have a surprisingly good potential for 
parallelism. 
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4. Concluding remarks 
In this paper, we have exhibited iagonal matrices uitable for iterative schemes of the form (5), 
with a parallel implementation i  mind. These matrices are constructed so as to satisfy a certain 
criterion obtained in [5], which ensures that (5) is convergent. However, numerical tests clearly 
prove the better convergence of the scheme (5) when one uses the matrices from [9]. Moreover, 
we have been unable to exhibit any example which would prevent (5) to fail in cases where it 
fails for the matrices obtained in [9]. As a matter of fact, each iteration of (5) requires the solution 
of a nonlinear system and this is actually the bottleneck of the method. Another reason for these 
disappointing results may lie in the use of the criterion itself, which is not a necessary condition 
and may consequently be too stringent. 
Nevertheless, one can hope for better esults for different matrices. Nothing is said here about the 
optimality in terms of convergence of the matrices obtained. 
As for the case of singly implicit methods, the situation is completly different, since the matrix 
)d satisfies the criterions from both [9, 5]. The use of (5) to solve the nonlinear system encountered 
at each step could happen to be an attractive alternative to the usual linear transformations 
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