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Kurzzusammenfassung
Diese Arbeit zeigt, dass mit Hilfe eines bistatischen Dopplerradars raumlich und zeitlich
hochaufgeloste horizontale Windvektorfelder in stratiformen und konvektiven Niederschlag
sowie wahrend clear{air Situationen gemessen werden konnen. Die Vertikalgeschwindigkeit
wird uber eine Variationsanalyse bestimmt.
Eine ausfuhrliche Diskussion ist der optimalen Positionierung der bistatischen Emp-
fanger bezuglich der raumlichen Auosung und der Genauigkeit der Windfeldmessung,
technologischen Veranderungen innerhalb des bistatischen Netzwerkes sowie der Bewertung
der Datenqualitat gewidmet. Ein Qualitatskontrollschema wurde entwickelt, das nicht nur
die Genauigkeit der Windfeldmessung, sondern auch die Signalstarke und die Wahrschein-
lichkeit von internen (z.B. Nebenkeulenkontamination, Storungen bei Empfangersynchro-
nisation) oder externen (z.B. Vogel) Storungen berucksichtigt. Die horizontalen Wind-
vektorfelder gemessen mit dem bistatischen Dopplerradar wurden mit Hilfe von in{situ
Flugzeugmessungen und mit Messungen von einem unabhangigen Dopplerradar evaluiert.
Die Arbeit umfasst eine theoretische Studie uber zukunftige Anwendungsgebiete bistatis-
cher Radarsysteme, z.B im Flughafennahbereich, fur Assimilation in numerische Wetter-
vorhersagemodelle und fur Windmessungen innerhalb des Radarverbundes des Deutschen
Wetterdienstes.
Bistatic radar, Doppler, network, wind{vector, variational analysis method
Determination of three{dimensional wind{vector elds using a bistatic
Doppler radar network
Short Abstract
This thesis shows that a bistatic Doppler radar is capable of measuring temporal and spatial
high{resolution horizontal wind{vector elds within stratiform and convective precipitation
and clear{air. The vertical velocity is estimated using a variational analysis method.
The setup of bistatic receivers arranged optimally in terms of resolution and accuracy of
the horizontal wind, technological advancements of the bistatic system, and determinating
the data quality are discussed. A quality-control scheme is developed, which considers not
only the accuracy of the horizontal wind-eld determination, but also signal quality and
the probability of contamination due to external (e.g. birds) or internal (e.g. sidelobe,
receiver synchronization) eects. The horizontal wind{vector elds measured by a bistatic
Doppler radar are evaluated using in{situ ight measurements and measurements from
an independent monostatic Doppler radar. This thesis concludes with a theoretical study
on how bistatic Doppler radar measurements can be utilized in future, e.g. for warning
of severe weather, now{casting in the vicinity of airports, or for assimilating wind{vector
elds into numerical weather prediction models.
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Zusammenfassung
Die Kenntnis des 3{dimensionalen Windvektorfeldes hat f

ur die Forschung und f

ur die
operationelle Wettervorhersage eine essentielle Bedeutung, z.B. f

ur die Untersuchung von
Transportprozessen in Gewittern, f

ur Wetter

uberwachung und -vorhersage.
Diese Arbeit zeigt, dass mit Hilfe eines bistatischen Dopplerradars r

aumlich und zeit-
lich hochaufgel

oste horizontale Windvektorfelder in stratiformen und konvektiven Nieder-
schlag sowie w

ahrend clear{air Situationen gemessen werden k

onnen. Das bistatische
Dopplerradar{Netzwerk am DLR ist das erste weltweit, das mit einem C{band Doppler-
radar und mit einem Magnetronsender betrieben wird. Die Vertikalgeschwindigkeit wird

uber eine Variationsanalyse bestimmt. Der Einuss von Datendichteschwankungen und
der Integrationstechnik auf die Qualit

at des abgeleiteten Vertikalwindes wurde anhand von
simulierten Radardaten untersucht.
Eine ausf

uhrliche Diskussion ist der optimalen Positionierung der bistatischen Emp-
f

anger bez

uglich der r

aumlichen Au

osung und der Genauigkeit der Windfeldmessung,
technologischen Ver

anderungen innerhalb des bistatischen Netzwerkes sowie der Bewertung
der Datenqualit

at gewidmet.
Windfeldmessungen mit einer r

aumlichen Au

osung von 150 m { 700 m und einer Ge-
nauigkeit von 2 m s
 1
{ 3 m s
 1
k

onnen innerhalb eines Streuwinkelsbereichs von 50

bis
140

durchgef

uhrt werden. Die F

ahigkeit des Empf

angers, schwache Signale zu detek-
tieren, erh

oht sich, wenn die gesendete elektromagnetische Welle sowie die Empfangsan-
tenne am Boden vertikal polarisiert sind. Ab einer H

ohe von 9 km sollte eine 45

bzw.
135

polarisierte Welle ausgesendet werden.
In

Ubereinstimmung mit der optimalen Positionierung von Empf

anger zu Sender wurde
das bistatische multiple Dopplerradar{Netzwerk, bestehend aus drei bistatischen Empf

angern,
in Oberpfaenhofen installiert. Neben den konventionellen Antennen f

ur die Messungen in-
nerhalb der Grenzschicht wurden zus

atzlich zwei Prototypantennen f

ur Gewittermessungen
entwickelt.
Ein Qualit

atskontrollschema wurde entwickelt, das nicht nur die Genauigkeit der Wind-
feldmessung, sondern auch die Signalst

arke und die Wahrscheinlichkeit von internen (z.B.
Nebenkeulenkontamination, St

orungen bei Empf

angersynchronisation) oder externen (z.B.
V

ogel) St

orungen ber

ucksichtigt. In diesem Schema werden die verrauschten Messungen
verworfen und die Qualit

at der

ubrigen anhand einzelner Qualit

atsindices, die zwischen null
und eins variieren, analysiert. Diese Qualit

atsfelder werden gemittelt und stehen neben den
Windfeldmessungen dem Nutzer zur Verf

ugung.
Die horizontalen Windvektorfelder, gemessen mit dem bistatischen Dopplerradar, wur-
den mit Hilfe von in{situ Flugzeugmessungen und mit Messungen von einem unabh

angigen
Dopplerradar evaluiert. Die Dierenzen schwanken zwischen 1 m s
 1
bis 2 m s
 1
.
Die Arbeit umfasst auerdem eine theoretische Studie

uber zuk

unftige Anwendungsge-
biete bistatischer Radarsysteme, z.B im Flughafennahbereich, f

ur Assimilation in numeri-
sche Wettervorhersagemodelle und f

ur Windmessungen innerhalb des Radarverbundes des
Deutschen Wetterdienstes.
vii
Abstract
A knowledge of wind{vector components throughout the atmosphere is extremely desir-
able for both meteorological research and operational meteorology, e.g. diagnostic research
study, hazard warning, regional weather surveillance, nowcasting of meteorological phenom-
ena, and assimilation into numerical weather prediction models.
This thesis shows that a bistatic Doppler radar is capable of measuring temporally
and spatially high{resolution horizontal wind{vector elds within stratiform and convective
precipitation and in clear{air. The bistatic Doppler radar network at the DLR is the
rst worldwide operating with a monostatic C{band Doppler radar and with a magnetron
transmitter. The vertical velocity is estimated using a variational analysis method. The
impact of the integration technique and the inuence of irregular data density on the quality
of vertical{velocity retrieval is investigated also.
The setup of bistatic receivers arranged optimally in terms of resolution and accuracy
of the horizontal wind, technological advancements of the bistatic system, and the deter-
mination of the data quality are discussed.
Wind{eld measurements can be achieved with a spatial resolution ranging from 150 m
to 700 m and a standard deviation margin varying between 2 m s
 1
and 3 m s
 1
within
a scattering{angle limit of 50

to 140

. Investigations on how the transmitted wave and
the receiver have to be polarized indicate that vertically{polarized transmitted wave and
vertically{polarized receiver are optimal at lower altitudes. At higher altitudes (above a
height of 9 km), a transmitted wave with slanted 45

/135

polarization and a receiver
polarized vertically give a higher sensitivity.
In accordance with bistatic receivers arranged optimally, the bistatic multiple{Doppler
radar network consisting of three bistatic receivers was installed around Oberpfaenhofen.
Besides the conventional bistatic antennas for measurements within the boundary layer,
two prototype antennas were developed in the context of this thesis.
A quality-control scheme is developed, which considers not only the accuracy of the
horizontal wind-eld determination, but also signal quality and the probability of contam-
ination due to external (e.g. birds) or internal (e.g. sidelobe, receiver synchronization)
eects. In this quality{control scheme, the algorithms either reject noisy data or the qual-
ity of the measurements is analyzed by means of quality{index elds with values ranging
from zero to one. These elds can be merged into an average quality{control eld which is
available together with the wind{vector eld to the user.
The horizontal wind{vector elds measured by a bistatic Doppler radar are evaluated us-
ing in{situ ight measurements and measurements from an independent monostatic Doppler
radar. The dierences range between  2 m s
 1
.
This thesis concludes with a theoretical study on how bistatic Doppler radar measure-
ments can be utilized in future, e.g. for warning of severe weather, now{casting in the
vicinity of airports, or for assimilating wind{vector elds into numerical weather prediction
models.
viii
1 Introduction
1.1 Motivation
A knowledge of wind{vector components throughout the atmosphere is extremely de-
sirable for both meteorological research and operational meteorology, e.g. diagnostic
research study, hazard warning, regional weather surveillance, nowcasting of meteo-
rological phenomena, and assimilation into numerical weather prediction models. Di-
agnosing and predicting storms is specially important in regional weather forecasts.
Dynamic processes in the atmospheric boundary layer, e.g. transport processes in
thunderstorms, can be identied, characterized and understood with a knowledge of
the wind{vector. The observed wind{vector elds can be used for weather forecast
or applied directly to severe weather warning systems, for example, in the vicinity
of airports or around populated areas. Wind{vector elds are desirable for assimila-
tion into numerical weather prediction models to adjust the model initial state more
realistically to the meteorological situation at the time of the observation. Hence,
the continuous observation of wind{vector elds in time and space is a great challenge.
A Doppler radar system is an instrument capable of sampling Doppler velocity
and reectivity over a horizontal range of up to 250 km, with a spatial resolution of a
hundred meters and a temporal resolution within minutes. With a traditional mono-
static Doppler radar system, only one wind component out of three can be measured.
Various techniques for scientic and operational usage can be applied to retrieve
wind{vector elds from Doppler velocity and reectivity measurements. If two or
more Doppler radar systems are monitoring the same region, the Doppler velocities
can be combined to form a wind{vector eld. The major limitation when combining
monostatic radar systems is the expense incurred for installation, transport, and op-
erational usage. Furthermore, Doppler velocities are not measured simultaneously by
a multiple{Doppler radar network. Rather, each individual radar system has its own
scan algorithm, scan time, and scans in a spherical coordinate system centered round
the radar. All Doppler velocities have to be merged into a reference time and onto a
common coordinate system before a wind synthesis can be applied. The interpolation
of each measurement in time and space can cause diculties, especially in the case
where weather systems evolve rapidly.
High costs can be avoided and the interpolation discrepancies of each Doppler
velocity measurements in time and space can be made negligible when employing a
bistatic multiple-Doppler radar system. The latter consists of a traditional transmit-
ting/receiving Doppler radar system and one or more passive, non{transmitting re-
ceivers with broad-beam antennas located at remote sites. In a bistatic Doppler radar
system, transmitter and receiver are spatially separated, whereas in a monostatic
radar system transmitter and receiver are collocated. In a bistatic multiple{Doppler
network, several bistatic receivers are grouped around one monostatic radar system.
The advantage when compared to monostatic multiple-Doppler radar networks is the
easy implementation of bistatic receivers to an already existing transmitting Doppler
1
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radar system. A bistatic receiver costs less than 5% of a typical weather radar system.
The reason that enables Doppler velocity measurements to be carried out simultane-
ously is owing to the fact that these measurements are based on just a single source
of illumination.
1.2 State of the art
The rst radar systems were constructed in the United States, United Kingdom,
France, Italy, Russia, Germany, and Japan in the late 1930s with separate transmit-
ter and receiver for technical reasons, e.g. to avoid transmitter/receiver switching
(a duplexer
1
had not yet been developed), and to be able to use continuous waves.
The main application at that time was in aircraft{ and ship{detection. At that time,
radar systems attained a distance of up to 40 km. For reasons of economy and oper-
ational eciency, monostatic radar systems had been dominated the scene ever since
the invention of duplexer and pulsed transmission. However, because the demands on
military radar systems had become increasingly severe in the Seventies, multistatic
radar systems were rediscovered, which resulted also in new progress on radar tech-
nology (antennas, processing capabilities, computer control). Bistatic radar systems
were applied primarily to military use. These systems usually employ a ground{based
transmitter and a receiver carried by missile or aircraft for the purpose of processing
the reected signals. Because only the emission can be detected, the bistatic receiver
remains undetected. Therefore, bistatic radar systems were used for aircraft{, missile{
and ground{target detection and also to protect aircraft at the ground level. These
systems, for instance, have an airborne or ground{based transmitter and inexpensive
ground{based receivers. Non{military applications were, e.g., planetary explorations
such as mapping the surfaces of the moon and Venus and inferring the thickness
of Saturn's rings. Bistatic methods were also used to observe the long{wavelength
directional ocean{wave spectra [for more historical detail, see Glaser (1986); Hanle
(1986)].
Early meteorological experiments with bistatic radar systems
2
concentrated only
on power data. To detect the melting layer and approximate values for the layer
thickness, for example, Doviak & Weil (1972) gave methods for interpreting data
measured by a bistatic system. Doviak (1972) also showed how one could detect
targets within non{precipitating situations with a bistatic radar system.
Shupyatsky (1974) was able to trace large particles in a cumulonimbus with the
help of computations indicating that depolarization measurements at various scat-
tering angles do indeed provide information about the presence of large particles and
particle{distribution parameters. He used reectivity measured by a bistatic receiver
in order to evaluate scattering models for dierent frequencies. The use of polarimet-
ric parameters in scattering models was also investigated by Crane (1974); Awaka &
1
A device in the waveguide which protects the sensitive receiver from the full power of the trans-
mitter [cited from the glossary by Rinehart (1999)].
2
At the beginning, two monostatic radar facilities were used for bistatic measurements.
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Oguchi (1982); Dibbern (1987).
Only after frequency and time coherence measurements between transmitter and
receiver had been achieved, however, measuring Doppler velocities bistatically with
a conventional radar systems was made possible. Since Wurman et al. (1993); Wur-
man (1994a,b); Wurman et al. (1994) developed a bistatic receiver for meteorological
applications in 1993, however it is now possible to measure both Doppler{velocity
and power with bistatic Doppler radar systems. To determine wind{vectors Wurman
et al. (1993); Wurman (1994a,b); Wurman et al. (1994) presented a detailed descrip-
tion of the design and the advantages of a bistatic Doppler radar system as compared
to a monostatic one.
Investigations on measurement characteristics within a bistatic Doppler radar sys-
tem and wind{vector eld analysis had already been initiated, e.g., for supercell hail-
storms and convective systems by Skolnik (1990); Satoh & Wurman (1999); de Elia &
Zawadzki (2000); de Elia (2000); Friedrich et al. (2000); Takaya & Nakazato (2002).
Furthermore, Doppler velocities, measured by a bistatic Doppler radar, were used
as input data for a constraining model using a variational analysis method in order
to derive thermodynamical parameters in addition to the wind components
3
, u; v; w,
(Protat & Zawadzki, 2000; Montmerle et al., 2001). Montmerle et al. (2001) devel-
oped an analysis scheme to initialize a cloud{resolving model from kinematic and
thermodynamic elds. These elds were retrieved from Doppler velocities, measured
by a bistatic multiple{Doppler radar system, using a constraining model.
Ever since the bistatic receivers have been constructed, they have been developing
as an alternative to the monostatic multiple{Doppler radar system. They can be
applied in addition to existing monostatic radar systems.
As part of a collaboration between the University of Oklahoma and the National
Center for Atmospheric Research (NCAR) in the United States, and McGill Univer-
sity in Montreal, Canada, two bistatic receivers have been operating together using
the McGill S{band Doppler radar around Montreal since 1996. The NCAR has used
its bistatic network for several research experiments, e.g. in Colorado, Florida, Kansas
(CASES97), and Washington (IMPROVE 2001). In 1998, one bistatic receiver was
installed at the Deutsches Zentrum fur Luft{ und Raumfahrt (DLR) in Oberpfaen-
hofen (OP), close to Munich in southern Germany. It was the rst bistatic radar
system operating at C{band with a magnetron transmitter
4
. Since then, the network
has been augmented by two receiver systems and four bistatic antennas. Recently,
at the Communication Research Laboratory (CRL) in Okinawa and at Hokkaido
University, the Japanese have installed a bistatic Doppler radar network.
The bistatic Doppler radar network in Oberpfaenhofen consists now of the mono-
3
The wind vector at each point in the three{dimensional space consists of the west{wind com-
ponent u, south{wind component v, and the updraft w. The horizontal wind{vector consists of the
west- and south{wind components u and v.
4
A self{exciting oscillator tube used to produce the transmitted pulse. In comparison to a
klystron, where the phase of the transmitted pulse is exceptionally stable over long periods of
transmission, in a magnetron the phase is random and has to be measured for each transmission
(Rinehart, 1999).
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static polarimetric Doppler radar system, POLDIRAD (Schroth et al., 1988), and
three bistatic receivers at remote sites each containing both at least one antenna and
a signal processor. In Fig. 1, the location of the three bistatic receivers and the re-
spective look angles of the bistatic antennas are illustrated. The investigation area,
indicated schematically, is restricted by the received power pattern of the bistatic
antenna, which has a horizontal angular aperture covering about  30

to 30

(hence-
forth horizontal antenna aperture). The horizontal antenna aperture together with
range arcs are exhibited in Fig. 1 for each bistatic antenna.
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Figure 1: Map of the bistatic multiple-Doppler radar network at the DLR in OP consisting
of POLDIRAD and three bistatic receivers located at Lichtenau, Lagerlechfeld, and Ried.
The investigation area is restricted by the horizontal antenna aperture of the bistatic anten-
nas. The equation system to calculated the horizontal wind{eld is exactly determined in
the dual-Doppler areas (hatched) and overdetermined in the triple- or quadruple{Doppler
areas (cross-hatched). An additional monostatic Doppler radar system, operated by the
German Weather service (DWD) is located at Hohenpeienberg. A meteorological surface
observation station is placed in Dieen.
Both receiver systems at Lagerlechfeld and Lichtenau are equipped with two an-
tennas each, which have a vertical angular aperture covering 1

to 9

and 1

to 23

,
respectively. At Ried, one antenna having a vertical aperture of 8

has been installed
(more details in Sec. 3.2). At the moment, the bistatic radar network at OP covers
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an area of about 50 km  50 km. Within this area, horizontal wind{elds are deter-
mined exactly in the dual{Doppler area (in Fig. 1 hatched) and overdetermined in
triple{/quadruple{Doppler areas (in Fig. 1 cross{hatched).
Due to a limited vertical antenna aperture of 8

oriented close to the ground, the
measured wind components are dominated by the horizontal components u; v. As
a result, these measurements are used only to determine the horizontal wind{vector
eld directly. The vertical component, w, is retrieved by means of a variational
analysis method. Over the years, a great eort has been made to retrieve the three
components of the wind{vector from Doppler velocity and reectivity measurements
using variational analysis methods (Miller & Strauch, 1974; Bohne & Srivastava,
1976; Ray et al., 1978, 1980; Ray & Sangren, 1983). Alternatively, variational analysis
methods have been expanded to use dual{/multiple{Doppler radar data to retrieve
the three components of the wind{vector (Gao et al., 1999; Protat & Zawadzki, 1999;
Shapiro & Mewes, 1999). The variational analysis methods are being continually
improved for monostatic (Shapiro & Mewes, 1999) as well as for multiple-Doppler
analysis (Chong et al., 1983; Chong & Testud, 1983; Gao et al., 1999; Protat &
Zawadzki, 2000). Protat & Zawadzki (1999) expended a constraining model based
on a variational analysis method, developed by Laroche & Zawadzki (1994), for using
Doppler velocity data measured by bistatic -Doppler radar, to retrieve u; v; w. They
rened the constraining model by, e.g. using the results of both vertical up{ and
downward integration of the continuity equation or interpolating data linearly to
a single reference time. The retrieval of the wind{vector eld was presented using
data, which were collected during a shallow supercell hailstorm, by the McGill bistatic
Doppler radar network. The network includes a monostatic S{band Doppler radar
located 30 km west of Montreal.
1.3 Aims and strategy
The main aim of this thesis is to determine temporally and spatially high{resolution,
quality{controlled horizontal wind{vector elds by using the bistatic multiple{Doppler
radar network at OP. This is the rst network operating with a monostatic C{band
Doppler radar and with a magnetron transmitter. Another aim is to determine also
the vertical velocity which has been done by means of the constraining model us-
ing variational methods. The requirement on a bistatic radar system is to achieve
measurements within the same weather situations as those obtained by a monos-
tatic radar, e.g. within stratiform and convective precipitation and within non{
precipitating situations (clear{air situation
5
).
To achieve these aims, an optimal arrangement of the transmitter and several re-
ceivers are obtained to measure within the boundary layer as well as during thunder-
storms. Furthermore, fast, exible, and individual data acquisition and processing al-
5
Within non{precipitating air, the radar echo can be scattered from insects, dust, cha, and other
particulates in the atmosphere. Small{scale uctuations of the refractive index of the atmosphere
can also return some of the incident power (Rinehart, 1999).
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gorithms are developed, which will be applicable for each individual multiple{Doppler
radar network.
To attain quality{controlled wind{vector elds, algorithms are developed and
tested to quantify the condence of the measurement determined by the bistatic
Doppler radar network. The nal aim is to process the high{resolution wind{vector
elds, so that they are available operationally to further application. This data pro-
cessing must include an automatic quality control, dealiasing, and retrieval of the
wind{vector elds.
In Sec. 2, the optimal arrangement in terms of spatial resolution and accuracy in
wind{eld determination is derived for a bistatic radar system. Knowing the spatial
distribution of the radar properties (such as range resolution, velocity projection,
Nyquist velocity, and scattering characteristics of Rayleigh particles) which are dis-
cussed in Sec. 2, an optimal receiver arrangement can be found. Furthermore, this
section deals with determinating the horizontal wind{vector eld and calculating its
accuracy for several monostatic and/or bistatic receivers.
Section 3 introduces the bistatic multiple{Doppler radar network at OP. Technical
specications and technical improvements of the bistatic radar system as well as data
acquisition are explained. Section 4 discusses data{processing algorithms, including
dealiasing of the Doppler velocity, interpolating radar data onto a Cartesian grid
and to reference time, and analyzing data quality. The quality{controlled Doppler{
velocity data can be used to compose a horizontal wind{vector eld or, alternatively,
to retrieve also the vertical{wind component using a constraining model. This model
is presented in Sec. 5. This section also investigates the impact of the integration
technique and the inuence of irregular data density on the quality of vertical{velocity
retrieval. Sec. 6 demonstrates how to process Doppler velocities and how to determine
a quality{controlled high{resolution wind{vector eld. The methodology is applied
to bistatic Doppler radar measurements obtained during stratiform precipitation in a
frontal system, during precipitation within a convection system, and during a clear{
air situation. In Sec. 7, an attempt is made to test the condence of wind{vector
elds determined by a bistatic Doppler radar. The horizontal wind{eld is evaluated
using in{situ ight measurements and measurements from an independent monostatic
Doppler radar system. The evaluation is performed during stratiform precipitation
events. This thesis concludes with a theoretical study on how bistatic Doppler radar
measurements can be utilized in future, e.g. for warning of severe weather and now-
casting in the vicinity of airports or for assimilating wind{vector elds into numerical
weather prediction models. A recommendation on how to install bistatic receivers
in addition to the already existing operationally working monostatic radar systems
operated by the German Weather Service (DWD) is presented in Sec. 8.
2 Monostatic versus bistatic Doppler radar
2.1 Geometry and radar properties
The principle of a bistatic Doppler radar network is explained in Fig. 2.1: The mono-
static Doppler radar system transmits an electro{magnetic wave (thick line) which is
scattered by a target in all directions. Reectivity and Doppler velocity are measured
by bistatic receivers each located at a remote site and by the monostatic Doppler radar
system (thin lines). The Doppler velocities, measured simultaneously by each receiver
(gray arrows), represent the components of the wind vector. These wind components
can then be combined to a wind{vector.
          
       
Figure 2.1: Principle of a bistatic multiple-Doppler radar system consisting of one mono-
static Doppler radar system and two bistatic receivers located at remote sites.
In the monostatic case, the target location is dened by the propagation of the
electro{magnetic wave to the target and returning to the radar at a given time after
the pulse has been emitted. The total distance traveled by the pulse (traveling with
the speed of light) is denoted by 2r
0
t
.
The geometrical properties of a bistatic radar network are given in Fig. 2.2. In the
bistatic case, where transmitter and receiver are not collocated, the signal travels two
dierent paths. The propagation time measured by the bistatic receiver represents
the distance from the transmitter to the target and from the target to the receiver,
given by r
0
t
+r
0
b
. The scattering plane is dened by the bistatic triangle (Skolnik (1990)
p. 25.13), which connects transmitter, target, and receiver. Because the scattering
process is formulated according to the backscatter alignment convention following
van Zyl & Ulaby (1990), the scattering plane is characterized by the scattering angle,
, enclosed by r
0
b
and r
0
t
. The baseline between transmitter and receiver is denoted
by b. The angle between the distance transmitter{target and transmitter{bistatic
receiver is given by , while the angle between the distance bistatic receiver{target
and receiver{transmitter is given by . The scattering plane, projected onto the
horizontal plane, is dened by the respective angles extended by the index h and the
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respective distances, r
t
; r
b
. With respect to the earth's surface, the direction of the
transmitted beam is given by the azimuth angle, 
t
(pointing to North 
t
= 0

and
it increases clockwise), and by the elevation angle, 
t
(with 
t
= 0

at ground level
and it increases upward). The azimuth and elevation angle of the bistatic antenna
are denoted by 
b
and 
b
, respectively, with the same convention as that for the
monostatic radar. Note that the non{rotating bistatic antennas have a wide antenna
aperture. Therefore, the position of the target related to bistatic receiver is derived
from the propagation time and 
t
, 
t
.

	 
	 
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Figure 2.2: Denition of geometrical parameters in a bistatic radar system. Hereafter, the
monostatic transmitting and receiving radar is denoted by T/R and the bistatic receiver
by R. The scattering angle  spans the incident ray, traveling along r
0
t
, and the scattered
ray, traveling along r
0
b
. The position and size of the scattering plane is dened by the
angles ; ; , and the distances r
0
t
; r
0
b
; b, respectively. When projecting the scattering plane
onto the horizontal plane, the angles are named as 
h
; 
h
; 
h
, and the distances as r
t
; r
b
; b,
respectively.
Certain radar parameters such as range{resolution, Doppler velocity measure-
ment, Nyquist velocity, and scattered power depend on the scattering angle . An
overview of the radar parameters of a bistatic Doppler radar system as well as the
major dierences between monostatic and bistatic radar characteristics are pointed
out in Tab. 2.1. Each characteristic is explained in greater detail further in this
chapter. Technical specications for the DLR transmitter and receiver system can be
found in Sec. 3.
The scattering angle  spans the incident wave and the scattered wave. Figure 2.3
exhibits the spatial distribution of =2 within a bistatic dual{Doppler radar system.
When   160

, that part of the electro{magnetic wave scattered in a forward
direction, is measured by the bistatic receiver (Fig. 2.3, cross{hatched area). The
sideward scattered region is the angular region between 20

<  < 160

(Fig. 2.3,
plain area). While  < 20

, the directions of transmission and reception, however,
are almost identical (hatched area in Fig. 2.3).
Range determination with radar is achieved by measuring the time delay between
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Table 2.1: An overview of the radar parameters of a monostatic and a bistatic Doppler
radar system. Each characteristic is explained in more detail in the following text.
monostatic bistatic
radar radar
Scattering angle  = 0

0

   180

Surface of constant delay Sphere Ellipsoid
Sample volume length a
t
=
c
2
a
b
=
c
2 cos
2
(=2)
Velocity component v
t
? Sphere v
e
? Ellipsoid
Nyquist interval v
nt
= 

4 T
S
v
ne
= 

8T
S
cos(=2)
Received power P
r


b
(s;i)
r
0
2
t
P
r


b
(s;i)
r
0
2
b
cos
2
(=2)
Scattering cross{section 
b?
(s; i) =  sin
2
('
t
) 
b?
(s; i) =  sin
2
()
(Rayleigh scattering) 
bk
(s; i) =  cos
2
('
t
) 
bk
(s; i) =  cos
2
() cos
2
()
  
Figure 2.3: Spatial distribution of =2 within a bistatic dual{Doppler radar system. The
two{dimensional cross{section is obtained along the scattering plane. In the cross{hatched
area, the forward scattered part of the electro{magnetic wave is measured by the bistatic
receiver. The backward or sideward scattered parts are measured by the bistatic receiver
if the targets are located in the hatched or plain area, respectively.
transmitted and received radar pulse. Within the bistatic radar system, surfaces of
constant delay are ellipsoids, with transmitter and receiver at the foci. The geometry
of the transmission and reception process in a monostatic radar is a special case of
the bistatic geometry. In the monostatic case,  = 0, transmitter and receiver are
collocated and the surfaces of constant delay are spheres centered in the monostatic
radar system.
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Figure 2.4: A two{dimensional cross{section the surfaces of constant delay and the sample
volumes obtained along the scattering plane. In the monostatic case, surfaces of constant
delay are spheres and the shape of the sample volume is illustrated in the cross{hatched
area, with a length a
t
. Within the bistatic radar system, surfaces of constant delay are
ellipsoids and the shape of the sample volume is hatched, with a length of a
b
. The 3 dB
beam-width is indicated. The lines of constant delay are separated by a distance of (c)=2.
Each pulse generated by a transmitter is emitted within the duration time,  .
This corresponds to a pulse{length c , with c being the speed of light. The size
and shape of the sample volume is dened by the length of the transmitted pulse
and the two{way transmission beam{width
6
as seen in Fig. 2.4. Whereas the length
of sample volume in monostatic radar, a
t
, is constant for a given pulse{length, the
length of bistatic sample volume, a
b
, depends in addition on  [Tab. 2.1, de Elia &
Zawadzki (2000)]. A cross{section of the size and shape of a monostatic (dened by
spheres) as opposed to a bistatic sample volume (dened by ellipsoids) is illustrated
in Fig. 2.4. The spatial distribution of the length of the bistatic resolution volume
as a multiple of a
t
is shown in Fig. 2.5. The resolution achieved with the bistatic
receiver is always poorer than that achieved by monostatic measurements, ranging
between 1:1a
t
 a
b
 6a
t
(plain area), or equal (hatched area). Close to the baseline
(cross{hatched area), the length of the sample volume increases from 12a
t
up to the
baseline length (a
b
= b).
2.2 Velocity components and Nyquist velocity
Measuring velocity with radar means measuring the displacement of particles within
a certain time interval. Only displacements which change the distance transmitter{
target{receiver can be considered. Therefore, in the case of monostatic radar, only
those motions perpendicular to the spheres of constant delay can be observed (Doviak
& Zrnic (1984), pp. 35). For bistatic radar systems, however, these motions have to be
perpendicular to the ellipsoids of constant delay [Fig. 2.6; for more details, see Protat
& Zawadzki (1999)]. Movements along the sphere or ellipsoid cannot be detected.
6
Due to the extension of the transmitted beam, the sample volume enlarges when the distance
r
0
t
increases.
2.2 Velocity components and Nyquist velocity 11
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Figure 2.5: Spatial distribution of the bistatic sample volume lengths as a multiple of
the monostatic one within a bistatic radar system. The two{dimensional cross{section
is obtained along the scattering plane. The resolutions achieved by both bistatic and
monostatic radar are nearly equal in the hatched area, while in the cross{hatched area
the length of the resolution obtained by a bistatic receiver increases by a factor of 12 up
to a
b
= b. In the plain area, the length of the sample volume is always larger than that
achieved using the monostatic radar.
  
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Figure 2.6: The decomposition of the wind velocity V in a bistatic Doppler radar system,
with the unit vectors t; e, and b pointing in the radial direction away from the monostatic
receiver, perpendicular to the ellipsoid, and in the radial direction away from the bistatic
receiver, respectively. The two{dimensional cross{section is obtained along the scattering
plane.
In a Cartesian{coordinate system x; y; z (east-, north-, upward), u, v, and w are
the orthogonal components of the wind{vector V, oriented along x, y, and z.
A bistatic receiver measures the phase shift between two successive pulses, which
is caused by the dierence in path length. The measured dierence in path{length
within a certain time interval consists of a displacement in the radial direction des-
ignated by the unit vector t, and in the receiver direction denoted by the unit vector
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b. Then this 'apparent' velocity, v
a
, has to be projected onto the direction e, which
is the unit vector of the direction perpendicular to the ellipsoid of constant delay
(Protat & Zawadzki, 1999), leading to
v
e
= V  e =
v
a
cos(=2)
, where v
a
=
1
2
V  (b + t): (2.1)
The Doppler velocity, v
e
, measured by the bistatic receiver is perpendicular to the
ellipsoid of constant delay and can be written as
v
e
= u
sin(
b
) cos(
b
) + sin(
t
) cos(
t
)
2 cos(=2)
+ v
cos(
b
) cos(
b
) + cos(
t
) cos(
t
)
2 cos(=2)
+
(w   w
T
)
sin(
b
) + sin(
t
)
2 cos(=2)
: (2.2)
The terminal fall velocity of scattering particles is represented by w
T
.
For monostatic radar systems ( = 0; 
b
= 
t
; 
b
= 
t
), Eq. (2.2) can be simplied
and the radial velocity v
t
can be written as
v
t
= V  t = u sin(
t
) cos(
t
) + v cos(
t
) cos(
t
) + (w   w
T
) sin(
t
) :
(2.3)
For pulsed Doppler radar systems, velocity measurements are unambiguous only in-
sofar as they lie within the Nyquist velocity interval. In the case where the wind
velocities exceed the Nyquist velocity, measurements become folded into the Nyquist
interval and then have to be unfolded to enable further analysis. The Nyquist ve-
locity interval (cf. Tab. 2.1) depends on the wavelength  and the sample time T
s
(Doviak & Zrnic, 1984). The Nyquist interval for monostatic radar, v
n
t
, is constant,
whereas the Nyquist interval for bistatic reception, v
n
e
, depends on . As a result,
since v
n
e
 v
n
t
, the bistatic Doppler velocity is folded less frequently (this topic is
enlarged upon Sec. 4.1.1).
2.3 Radar equation
2.3.1 General derivations
The radar equation describes how power measured by a receiver is related to the
transmitted signal and to the scattering properties at a target. As a consequence,
the process of transmission, reradiation of the target's energy, and reception are
expressed in this equation. Following the detailed description by Doviak & Zrnic
(1984), the echo power from an electro{magnetic wave scattered by a target and then
measured by a receiver is
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P
r
= S
i

b
(s; i)
4r
0
2
b
A
e
= S
r
A
e
(2.4)
where S
i
is the incident radiation power density and S
r
is the power density reradiated
isotropically by a target and measured by a receiver. Losses of power in the system
and because of attenuation along the propagation path will be neglected. The power
intercepted by an apparent area of the target is S
i

b
(s; i). Because the physical size
of a target is in general dierent from the target size apparent to the radar, a new
parameter called the bistatic scattering cross{section of the target
7
, 
b
(s; i), needs to
be dened. The bistatic scattering cross{section depends not only on the properties
of the particles, but also on the polarization of the incident electro{magnetic wave
and the direction in which the scattered wave is received. The unit vectors of the
incident and scattered direction of the wave are denoted as i and s, respectively. A
e
is the eective aperture area of the antenna. According to Doviak & Zrnic (1984)
[pp. 26] S
i
and A
e
are
S
i
=
P
t
G
t
4r
0
2
r
and (2.5)
A
e
=
G
b

2
4
: (2.6)
Here, P
t
is the transmitted power, G
t
is the antenna gain of the transmitting radar,
r
0
r
is the distance between transmitter and target,  is the wavelength, and G
b
the
antenna gain of the receiving antenna. Substituting Eqs. (2.5) and (2.6) into Eq. (2.4),
the radar equation for a discrete target is
P
r
=
P
t
G
t
G
b

2

b
(s; i)
(4)
3
r
0
2
t
r
0
2
b
: (2.7)
If the transmitting antenna is used for echo reception (monostatic case), G
b
transfers
to G
t
and r
0
b
is r
0
t
. The bistatic scattering cross{section, 
b
, of targets within the
radar sample volume can be obtained by knowing the transmitted and received power,
the antenna specications, and the propagation distance (r
0
t
+ r
0
b
).
2.3.2 Detection of spherical targets
A single radar sample volume can contain targets of dierent shapes, sizes (e.g. pro-
late or oblate spheroid), and dielectric constants. Many forms are so complex that no
analytical solutions can be found to describe the scattering process. Therefore, the fo-
cus is solely on the scattering of those spherical particles whose radii are smaller than
7
For monostatic radars measuring only information from the backscattering process, 
b
(s; i) is
called backscattering cross{section.
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0.07 of the radar wavelength
8
(Rayleigh approximation). Furthermore, only electric{
eld vectors polarized linearly having a horizontal, vertical, 45

, or 135

orientation
will be considered.
The spherical particle behaves like a Hertz dipole oscillating synchronously and in
the same direction as electric eld vector after being induced by the polarized electro{
magnetic wave. For Rayleigh scattering, the scattered radiation will be polarized in
the same way as the dipole, i.e. if the transmitted wave is vertically{polarized then
the scattered wave is also vertically polarized. The scattered intensity of a vertically{
polarized transmitted electro{magnetic wave can then be described by a radiation
pattern as shown in Fig. 2.7.




  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Figure 2.7: A vertical cross{section along the baseline of the radiation diagram of a Hertz
oscillator (Rayleigh scattering) for vertically{polarized transmission. The radiation diagram
is rotationally symmetric along the axis of the dipole. E
t
indicates the electric eld vector
of the transmitted wave, while E
b
is the electric eld vector of the emitted wave. The
elevation angles of the monostatic transmitter and bistatic receiver are 
t
, 
b
, respectively.
The geometrical view of the scattering process in a Cartesian{coordinate system
9
xyz at ground level is illustrated in Fig. 2.8: The linearly polarized incident wave
propagating along the positive y{axis has its electric eld vector E (induced dipole)
oriented in the xz plane. The polarization of the incident wave with respect to the xy{
plane is expressed by the angle . The scattering plane is the xy plane for scattering
at ground level (Fig. 2.8). If the target hit by the electro{magnetic wave is located
above ground level (
t
> 0, ! 6= 0), the scattering plane is no longer at the xy plane.
In fact, it has to be rotated from the xy plane to the plane which faces towards the
bistatic receiver. The rotation axis is y. In both cases, the scattering plane spans
both the continuing incident ray and the ray scattered towards the receiver. The
direction of scatter is then dened by the forward scattering angle
10
, , as
 =     =    cos
 1

b
2
  r
0
2
t
  r
0
2
b
 2 r
0
t
r
0
b

: (2.8)
8
Battan (1973), p. 40
9
This coordinate system is independent from the one introduced in Sec. 2.2.
10
Note that the scattering matrix is formulated in the forward scatter alignment convention for-
mulated by van Zyl & Ulaby (1990).
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Figure 2.8: Geometry for Rayleigh scattering of electro{magnetic waves at ground level,
! = 0, (Kerker, 1969). The horizontal and vertical components related to E of induced
dipole are P
h
and P
v
. A detailed explanation is given in the text.
The distance between transmitter{target, target{receiver, and receiver{transmitter
are indicated by r
0
t
; r
0
b
; b, respectively.
For a periodic eld such as the electro{magnetic waves, a ux of energy crossing
a unit area per unit time is given by the Poynting vector S = EH (Kerker, 1969).
Since the magnetic and electric eld vectors, H and E, and the direction of prop-
agation are orthogonal to each other, the Poynting vector is along the propagation
direction and represents the intensity of the wave, I (Kerker, 1969). In studies of
electro{magnetic wave propagation in radar meteorology, the power ux is studied
usually in terms of the electric{eld intensity, E (Battan, 1973). By taking the ap-
propriate time average of the Poynting vector, the ow of energy (intensity) crossing
a unit area along the direction of propagation is denoted as
I =
jEj
2
2Z
0
: (2.9)
The quantity Z
0
is called the intrinsic impedance of the medium for plane waves
(Kerker, 1969) and jEj is the amplitude of the electric eld.
The electro{magnetic wave, intercepted by the target, is reradiated according to
the size and shape of the particle as well as according to the polarization of the
transmitted wave.
For an incident linearly polarized electro{magnetic wave of unit intensity, the wave
scattered at a spherical target consist of two linearly polarized components (described
for the two{dimensional case by Kerker (1969), pp. 35) and can be written as
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I
?
() =

4
D
6
4 r
0
2
b

4

m
2
  1
m
2
+ 2

2
sin
2
() (2.10)
I
k
() =

4
D
6
4 r
0
2
b

4

m
2
  1
m
2
+ 2

2
cos
2
() cos
2
() : (2.11)
Herein,  is the wavelength, D the diameter of the sphere, r
0
b
the distance between
target and receiver, and m the relative refractive index. The intensities I
?
and I
k
refer to the scattering plane and not to the coordinate system of a xed bistatic
antenna on the earth's surface. At low elevation angles, the resulting dierences are
negligible.

Figure 2.9: Radiation diagram for Rayleigh scattering in the scattering plane. The ra-
dius vector to each curve is proportional to the intensity scattered at the corresponding
forward scattering angle, . The solid line signies the radiation pattern for polarization
transmitted vertically, the dashed line stands for transmitted horizontal polarization, and
the dotted{dashed line represents linear 45

/135

transmitted polarization. The incident
wave propagates from the left to the right. The particle is depicted in the center.
For bistatic three{dimensional scattering, the polarization angle  as dened by
the polarization of the electro{magnetic wave '
t
('
t
= 0 for horizontal; '
t
= =2 for
vertical polarization) and the angle of rotation ! between the scattering plane and
the plane facing towards the receiver, are denoted as
 = '
t
+ ! (2.12)
! = =2  arccos
 
tan(
t
) cos(
h
)
p
1 + cos
2
(
h
) [tan
2
(
t
)  1]
!
: (2.13)
The elevation angle of the transmitting antenna is 
t
and 
h
represents the angle
between the distance transmitter{target and transmitter{receiver projected onto the
horizontal plane (cf. Fig. 2.2).
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For Rayleigh{approximation, the scattering cross{section of a sphere can be ex-
pressed (Rinehart (1999), p. 70) by
 =

5
D
6

4

m
2
  1
m
2
+ 2

: (2.14)
Substituting Eq. (2.14) into Eqs. (2.10) and (2.11), the received intensity can be
derived into a part perpendicular to the scattering plane (
b?
) and a part parallel
to the scattering plane (
bk
). Close to the ground Eq. (2.10) and Eq. (2.11) can be
approximated as
I
?
() =
 sin
2
()
4r
0
2
b
=

b?
(s; i)
4r
0
2
b
(2.15)
I
k
() =
 cos
2
() cos
2
()
4r
0
2
b
=

bk
(s; i)
4r
0
2
b
: (2.16)
When probing the atmosphere, many raindrops and cloud particles exist within
the radar beam at the same time. To determine the bistatic scattering cross{section
of targets within a radar sample, the scattering cross{section of an unit volume can
be multiplied by the total sample volume, leading to the bistatic total cross{section

t
= V
X
vol

b
(s; i) : (2.17)
For narrow{beam antennas, a Gaussian shape can be used to approximate the
radiation pattern. Probert-Jones (1962) found the volume of a radar pulse to be
(Rinehart & Tuttle (1981), p. 86)
V =

t

t
8 ln(2)
r
0
2
t
a
b
: (2.18)
The fractional term in Eq. (2.18) denotes the Gaussian shape of the radiation pattern
and a factor 2 ln(2) in the denominator accounts for the real beam shape. 
t
and

t
represent the horizontal and vertical beam{width of the transmitting radar, and
a
b
signies the length of the sample volume (for  = 0, a
b
= a
t
).
Substituting Eqs. (2.17) and (2.18) into the radar equation for a point target
enables Eq. (2.7) to give the radar equation of a beam{lling meteorological target
as
P
r
=
P
t
G
t
G
b
(
b
; 
b
)
2

t

t
a
b
P
vol

b
(s; i)
512
2
ln(2)r
0
2
b
: (2.19)
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Because in the bistatic case, the received power depends on the polarization of the
receiving antenna (due to the angle{dependency of the scattering process), the radar
equation has to be used according to the polarization of the receiving antenna. For a
vertically{polarized receiving antenna measuring close to the ground, Eq. (2.19) can
be written as
P
r
=
P
t
G
t
G
b
(
b
; 
b
)
2

t

t
c sin
2
()
P
vol

1024
2
ln(2)r
0
2
b
cos
2
(=2)
; (2.20)
while for a horizontally{polarized receiving antenna it would be
P
r
=
P
t
G
t
G
b
(
b
; 
b
)
2

t

t
c cos
2
() cos
2
()
P
vol

1024
2
ln(2)r
0
2
b
cos
2
(=2)
: (2.21)
If transmitter and receiver are collocated (monostatic case), the receiving antenna
polarized vertically, and a
b
= a
t
= (c)=2, Eqs. (2.20) and (2.21) reduce to the radar
equation for monostatic radar systems:
P
r
=
P
t
G
2
t

2

t

t
c sin
2
('
t
)
P
vol

1024
2
ln(2)r
0
2
t
(2.22)
and for horizontally{polarized reception to
P
r
=
P
t
G
2
t

2

t

t
c cos
2
('
t
)
P
vol

1024
2
ln(2)r
0
2
t
: (2.23)
First, vertical polarized transmission ( = '
t
= =2) at ground level where ! = 0
is considered. For both monostatic and bistatic radar systems, no intensity is mea-
sured by the receiver equipped with a horizontally polarized antenna, as shown in
Eqs. (2.20) and (2.21). Receiving with vertical polarization causes a maximum of
intensity in all directions, independent of  as illustrated in the radiation diagram in
Fig. 2.9 (solid line).
Equation (2.20) and Eq. (2.21) show that, if the transmitted wave is polarized
horizontally ( = '
t
= 0, ! = 0), no voltage (and as a result no Doppler shift)
will be received at the bistatic receiver equipped with a vertically polarized antenna,
while the intensity received with horizontal polarization depends on  as exhibited in
Fig. 2.9 (dashed line). No intensity is scattered at the angle  = 90

(as indicated in
Fig. 2.9).
Above ground level (! 6= 0), the intensity ofE scattered towards a bistatic receiver
is always lower than the intensity scattered backwards to the monostatic receiver
(de Elia & Zawadzki, 2000). This intensity reduction is negligible for transmitting
and receiving both with vertical polarization at lower elevations.
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Weather radars without polarization diversity are usually equipped to transmit a
linear horizontally{polarized wave (Gekat, 1998), because the backscattering cross{
section of raindrops is larger for a horizontal than for vertical polarized transmission,
while the backscattering cross{section for hail is independent of the transmitted po-
larization. Since a electro{magnetic wave is transmitted with a certain polarization,
and the bistatic antenna, usually a slotted wave guide, can receive only one polar-
ization, the electro{magnetic wave should be transmitted using vertical polarization.
For measurements with non{collocated transmitter and receiver, the receiving an-
tenna should always be constructed to receive vertical polarization.
2.4 Normalized power
In radar meteorology, the measurements of Doppler shift are related to the particle
velocity, while the measured power is used to obtain information about the scattering
properties of the particles within the sample volume.
Reectivity, , is the general radar terminology for the scattering cross{section
with  =
P
vol

b
(s; i) (Doviak & Zrnic (1984), p. 58). The radar equation for
a beam{lling meteorological target coupled with a vertically{polarized receiving
antenna [Eq. (2.20)] is transposed to reectivity as
X
vol

b
(s; i) = c
1
P
r
r
0
2
b
cos
2
(=2)
G
b
(
b
; 
b
) sin
2
()
with (2.24)
c
1
=
1024
2
ln(2)
P
t
G
t

2

t

t
c
;
where c
1
is the radar constant including the xed parameters of the transmitting radar
system and P
r
is the power measured by the bistatic receiver. For most weather radar
systems (  3 cm), almost all raindrops can be considered small compared to the
transmitted wavelength, thus the Rayleigh approximation holds (Rinehart, 1999).
The scattering cross{section of spheres within the sample volume is given by
X
vol

b
(s; i) =

5
jKj
2
P
vol
D
6

4
; (2.25)
where jKj is the magnitude of the parameter related to the complex index of re-
fraction, depending on the particle material, its temperature, and the transmitted
wavelength (Battan, 1973). While temperature and wavelength dependency is not
very great, dependency on the material is. For water jKj
2
is usually taken at a value
of 0.93, and for ice jKj
2
= 0.179 (Battan, 1973).
The reectivity factor, z, in mm
6
m
 3
is dened as z =
P
vol
D
6
. Substituting z
and Eq. (2.25) into Eq. (2.24) leads to
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z = c
2
P
r
r
0
2
b
cos
2
(=2)
G
b
(
b
; 
b
) sin
2
()
with (2.26)
c
2
= c
1

4

5
jKj
2
;
where c
2
is a constant.
The radar signal is transmitted towards the reector (e.g. Cassegrain antenna
with a parabolic reector) and then reected and directed away from the radar. The
pulse shape and the shape of the reector determine the shape of the antenna{beam
pattern. The antenna gain
11
, G(; ), can be formularized as being a product of
the antenna gain along the beam axis, G
0
, and the normalized antenna{gain pattern
function, f
2
(; ), describing the one{way radiation pattern, as
G(; ) = G
0
f
2
(; ) : (2.27)
In the monostatic case, G(; ) can be assumed to be constant because the signal
is transmitted and received through the same antenna pattern.
In the bistatic case, the receiving antenna is xed with a broad azimuthal aper-
ture, while the narrow{beam transmitting antenna rotates. The antenna patterns are
dierent. Because a pencil{beam with a beam{width of 3 dB is used for transmission,
the dependency on the transmitted antenna pattern is less pronounced. The received
power depends more on the antenna pattern of the bistatic antenna at 
b
and 
b
.
Therefore, the exact knowledge of the received power pattern is required. Measure-
ments of f
2
(
b
; 
b
) at dierent elevations obtained at the DLR antenna range are
presented in Sec. 3.2, Fig. 3.3, but the three{dimensional pattern is not available.
Correction of the received power with an approximated antenna pattern will produce
unrealistic features (de Elia, 2000). As a result, as long as the three{dimensional
power pattern of the bistatic antenna is unknown, the product between reectivity
factor and receive antenna pattern is dened as the normalized power, z
b
, and can
be written as
z
b
= z G
b
(
b
; 
b
) = c
2
P
r
r
0
2
b
cos
2
(=2)
sin
2
()
: (2.28)
Because the reectivity factor ranges from very low values in fog (perhaps 0.001 mm
6
m
 3
)
to very large values in hailstorms (perhaps 1 000 000 mm
6
m
 3
), logarithmic values
are used to replace linear values. The logarithmic normalized power in dBZ, Z
b
, is
called bistatic reectivity factor and is given as
11
The gain of an antenna is the ratio of the power received at a specic point in space at the center
of the beam axis with the radar reector in place to the power that would be received at the same
point from an isotropic antenna [cited from the glossary by (Rinehart, 1999)].
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Z
b
= 10 log

z
b
1 mm
6
m
 3

: (2.29)
2.4.1 Minimum detectable equivalent reectivity factor
The power measured by a vertically{polarized bistatic antenna depends on the tech-
nical specications of the radar systems, the bistatic scattering cross{section of the
target, and the locations of transmitter, target, and receiver [cf. Eq. (2.20) and
Eq. (2.21)]. In this section, the impact of the transmitted polarization on the re-
ceived bistatic reectivity factor Z
b
is investigated. The minimum detectable signal
strength of the bistatic receiver is 10
 14
W. By substituting P
r
= 10
 14
W into
Eq. (2.28), the minimum detectable reectivity factor, Z
b
min
, can then be calculated
using Eqs. (2.28) and (2.29) as well as the technical specications of the DLR system
(Appendix A).
Wurman et al. (1993) showed the spatial distribution of Z
b
min
at dierent elevations
using vertically{ and horizontally{polarized transmission and vertically{polarized re-
ception. The horizontal distribution of the power, measured by the bistatic receiver,
was also investigated by de Elia (2000) for a uniform reectivity eld for linear
horizontally and vertically polarized transmission and vertically{polarized reception.
Wurman et al. (1993) and de Elia (2000) showed that vertically{transmitted and
received polarization is optimal at lower elevations.
Here, it is investigated if a vertically{polarized antenna slanted linear polarization
oriented at 45

/135

, which can be transmitted by POLDIRAD, will reduce Z
b
min
compared to vertical transmission.
As a result, at low elevations, the lowest values of Z
b
min
will be achieved with a
vertically{polarized transmitting and receiving antenna. At higher elevations, how-
ever, slanted linear polarization oriented at 45

/135

is favorable to achieve low values
of Z
b
min
.
Figure 2.10 exhibited the horizontal distribution of Z
b
min
measured by the bistatic
receiver at an elevation of 9 km for vertically{ and 45

/ 135

{polarized transmission.
For those regions where 
b
is high and for measurements close to the bistatic
receiver, slanted linear polarization oriented at 45

/135

gives an improvement in
sensitivity of about 5 dBZ { 10 dBZ, when compared to a transmitted wave vertically
polarized. This advantage when using slanted linear polarization should always be
taken into account when measuring at high elevations (e.g., with 
b
= 20 { 25

{
antennas) in either light rain or clear{air conditions. Note that the antenna gain
reduces as the antenna aperture increases. Therefore for the sensitivity of the receiver,
the polarization of the transmitted electro{magnetic wave plays an important role.
2.5 Sidelobe contamination
Most antennas installed at weather radar systems are directional; which means, they
focus the energy into a particular direction and not sending radiation equally in
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Figure 2.10: Horizontal cross{section at 9 km height of the Z
b
min
{distribution in dBZ mea-
sured by the vertically{polarized bistatic receiver for (a) vertically{polarized transmission
and (b) 45

/135

transmitted polarization.
all directions like antennas with an isotropic antenna power pattern. The directional
transmission and reception lead to a higher antenna gain (Sec. 2.4) and make locating
targets in space possible. As already addressed in Sec. 2.4, the radar signal is send
towards the reector, then reected and send away from the radar. The shape of the
reector determines the shape of the antenna beam pattern (Rinehart, 1999). In an
ideal transmitting antenna{pattern all energy would be focused into a single direction
and none of it would go anywhere else. This is physically impossible. Real radar
antennas will also transmit and receive energy o to the side of the mainlobe which
are called sidelobes. The sidelobes exist in all directions away from the mainlobe and
are dierent from one direction to another.
The oset fed paraboloid antenna installed at POLDIRAD has an antenna beam
pattern as illustrated in Fig. 2.11. The main power is sent in the direction the antenna
is pointing. A secondary maximum of power appears at an angle of about 1.7

in
azimuthal and about 4.5

in vertical direction from the rst power maximum, with a
reduction of about 32 dB and 37 dB, respectively, compared to the main power. For
a monostatic radar system, the scattered power is received with the same antenna
power pattern, while in the bistatic case, the signal is received at a remote site by
antennas with a wide angular aperture (i.a. 
b
= 60

, 
b
= 8

, or 
b
= 22

).
The wide angular aperture is necessary to sample along the transmitted beam and,
therewith, cover a large spatial area. Because the pulse travels with the speed of
light, the antenna cannot be rotated along the propagation path. The power pattern
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of a vertically{polarized bistatic receiving antenna is given in Fig. 3.3.
For a monostatic radar system the eect of sidelobe contamination is illustrated in
Fig. 2.12(a), using a narrow{beam transmitting and receiving antenna. Figure 2.12(b)
exhibits sidelobe contamination in a bistatic radar system using a narrow{beam trans-
mitting and a wide{beam receiving antenna. The power pattern of the transmitting
antenna is indicated schematically by the main lobe and the rst sidelobe.
     
 	
(a)
     
   
(b)
Figure 2.11: One{way power{pattern of the POLDIRAD antenna in dB for transmitted
vertical polarization. (a) Receiving power-pattern sampled in an azimuthal direction with
receiving vertical (Co{polar) and horizontal (X{polar) polarization. (b) Receiving power{
pattern sampled in vertical direction with received vertical (Co{polar) polarization (Schroth
et al., 1988).
All signals arriving at the receiver at the same time (propagation is indicated by
dotted lines in Fig. 2.12) are located at the same surfaces of constant delay (sphere
or ellipsoid), because they have the same propagation length which is 2r
0
t
for the
monostatic and r
0
t
+ r
0
b
for the bistatic reception. These signal are assigned to the
area, where the main beam points and to the corresponding sample time (signal
processing is described in more detail in Appendix B). Therefore, if an area is hit by
a sidelobe of the transmitted power pattern (illustrated as light gray area in Fig. 2.12),
the receiver measures the power scattered by targets, which are illuminated by the
main beam, plus the power scattered by targets, which are illuminated by sidelobe,
because both signals have the same propagation time. All signals arriving at the
receiver at a given time are assigned to an area where the main beam is pointing
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(
t
; 
t
) and to the corresponding surface of constant delay for that time (hatched
area in Fig. 2.12). In radar systems using narrow-beam antennas, the contamination
due to sidelobes is normally negligible, because the signal sent through the weak
sidelobe is received by that same weak sidelobe. POLDIRAD receives a signal from
a target, illuminated by the sidelobe, with the same power as a target, illuminated
by the mainlobe, which reectivity is 60 dB weaker. In contrast to the monostatic
case, in bistatic systems sidelobe contamination cannot be ignored. In the bistatic
case, the signal send through the sidelobe can be received within the mainlobe of the
bistatic antenna.
  
   
(a)
  
   
(b)
Figure 2.12: Schematic view of the eect of sidelobe contamination at a (a) monostatic
radar (T/R) and (b) bistatic receiver (R). The degree of contamination depends on the
power pattern of the transmitting and receiving antennas. All signals arriving at the re-
ceiver at a given time are assigned to an area where the main beam is pointing and to
the corresponding surface of constant delay for that time (hatched area). The 3 dB beam{
width of the monostatic radar and the angular aperture of 60

of the bistatic antenna are
indicated.
The degree of contamination in the data measured by the bistatic receiver depends
strongly on the weather conditions, the beam pattern of the transmitting radar, and
the power pattern of the receiving antenna. The problems involved in data contamina-
tion, which arose due to the transmission of sidelobes by the transmitting radar, were
investigated by de Elia & Zawadzki (2000) using the bistatic radar system at McGill
University, Montreal, Canada. They constructed a model to simulate reectivity that
was measured by the bistatic receiver. The simulated reectivity elds were used as
a tool to discriminate between non-contaminated data (simulated) and contaminated
data (measured) which was demonstrated by reectivity as well as Doppler velocity
measurements during dierent weather situations. Heavy contamination was found
in areas where a strong reectivity gradient was present, e.g. around a core of a
convective storm. In a stratiform case, contamination appeared in regions above the
melting layer, indicated by the bright band. The degree of contamination was calcu-
lated. It was then used as a weight in the cost function of the constraining model (cf.
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Sec. 5) so that Doppler velocities in regions where high contamination exists have a
small impact on the retrieved wind{eld.
The transmitted beam pattern of the McGill S-band radar has the rst sidelobe
as being about 22 dB below the mainlobe in 1.5

azimuthal direction [Fig. 4 in
de Elia & Zawadzki (2000)], while POLDIRAD has a suppression in the sidelobes
of about 32 dB, at an azimuth angle of about 1.7

(Fig. 2.11). Therefore, assuming
an uniform receiving power pattern, the bistatic antenna receives a signal from a
target illuminated by the sidelobe with the same power as a target illuminated by
the mainlobe, if the reectivity dierences exceed 32 dB per about 1.7

in azimuthal
direction. In general, sidelobe appearances can be suppressed in the rst place if a
transmitted power pattern is constructed with a very low sidelobe suppression.
With the help of the reectivity measured by the monostatic receiver, the power
eld measured by the bistatic receiver could be corrected (cf. Sec. 4.4.3). No cor-
rection can be done for the Doppler velocity (de Elia & Zawadzki, 2000) because
each receiver measures only one component of the wind{vector. As long as the true
wind{vector is unknown, the Doppler velocity cannot be corrected or reconstructed.
2.6 Determination of the horizontal wind{eld
Estimates of the wind{vector eld by monostatic multiple{Doppler radar systems
have been performed for more than 30 years, e.g. by Bohne & Srivastava (1976);
Ray et al. (1978, 1980); Ray & Sangren (1983). The fundamental early works were
summarized during a workshop about monostatic multiple{Doppler radar systems
(Carbone et al., 1980).
To estimate the three components of the wind{vector, independent measurements
by three Doppler radar systems are necessary. These can be either monostatic or
bistatic radar systems. As shown by Wurman et al. (1993), the direct determination
of the vertical wind{component, w, is very inaccurate at low elevations, because
the part of the vertical component of the wind velocity is small in the measured
Doppler velocity for 1

 
b
 8

, corresponding to 0.02w  sin(
b
)w  0.14w
[cf. Eq. (2.2)]. It seems more appropriate to integrate the vertical velocity from
the horizontal wind{eld. Recent studies using variational analysis [e.g. Protat &
Zawadzki (1999); Montmerle et al. (2001); Nissen et al. (2001)] show reliable results.
Therefore, the direct determination of the wind{eld is limited to the horizontal
wind{vector eld. The vertical component will be retrieved in Sec. 5 using a con-
straining model based on a variational analysis method (Protat & Zawadzki, 1999).
The measured Doppler velocities v
e
and v
t
can be separated into the horizontal
wind{components u; v, as demonstrated in Eqs. (2.2) and (2.3), disregarding w.
Here, a general version of the horizontal wind{vector eld determination is pre-
sented for all kinds of multiple{Doppler velocity{processing, i.e. dual{Doppler, triple{
Doppler and so on. For horizontal wind{eld determination, one transmitting source
and at least two receivers are necessary. With two measured Doppler velocities, the
equation system to calculate the horizontal wind{vector eld is exactly determined
(Eq. (2.2) and Eq. (2.3), disregarding w).
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A bistatic Doppler radar system consists usually of one monostatic transmitting
and receiving radar system and several bistatic receivers. In a bistatic network con-
sisting of n receivers (n  2), n Doppler velocities, v
m
n
, are measured. This leads to
an overdetermined equation system that can be written as
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with 
b
i
; 
b
i
being azimuth and elevation angles at the i
0
th bistatic receiver. The
azimuth and elevation angle of the transmitting radar are 
t
; 
t
, respectively. The
scattering angle at the respective bistatic Doppler radar system related to the i
0
th
bistatic receiver is denoted by 
i
.
This overdetermined equation system can be solved in a least square sense. There-
fore, the normal equations are solved as
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where
a
11
=
n
X
i=1

sin(
b
i
) cos(
b
i
) + sin(
t
) cos(
t
)
2 cos(
i
=2)

2
a
12
= a
21
=
n
X
i=1

cos(
b
i
) cos(
b
i
) + cos(
t
) cos(
t
)
2 cos(
i
=2)
sin(
b
i
) cos(
b
i
) + sin(
t
) cos(
t
)
2 cos(
i
=2)

a
22
=
n
X
i=1

cos(
b
i
) cos(
b
i
) + cos(
t
) cos(
t
)
2 cos(
i
=2)

2
b
1
=
n
X
i=1
v
m
i
sin(
b
i
) cos(
b
i
) + sin(
t
) cos(
t
)
2 cos(
i
=2)
b
2
=
n
X
i=1
v
m
i
cos(
b
i
) cos(
b
i
) + cos(
t
) cos(
t
)
2 cos(
i
=2)
:
The solution of Eq. (2.30) is given as

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=
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; (2.32)
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where
det(A) = a
11
a
22
  a
2
12
: (2.33)
The horizontal wind{eld can be calculated with
u =
1
det(A)
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(2.34)
v =
1
det(A)
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
: (2.35)
The Doppler velocities can be measured by both monostatic and/or bistatic re-
ceivers. If the Doppler velocity measurement is achieved by a monostatic Doppler
radar, the geometrical parameters change to 
b
= 
t
; 
b
= 
t
, and  = 0 as demon-
strated in Eq. (2.3).
Generally, wind{vector elds can be estimated either from at least two monostatic
receivers (Case 1), from one monostatic and at least one bistatic receiver (Case 2),
or from at least two bistatic receivers (Case 3). For more than two receivers, the
equation system to calculate the horizontal wind{vector eld is overdetermined.
Case 1: Here, the horizontal wind{eld is determined by the Doppler velocities
measured by n
t
monostatic Doppler radar systems (v
m
i
= v
t
j
). Therefore, azimuth
and elevation angles of transmitter and receiver are identical (
b
i
= 
t
j
, 
b
i
= 
t
j
)
and  = 0. Using, v
t
j
, measured with the jth monostatic Doppler radar system, the
horizontal wind can be calculated from Eq. (2.34) and Eq. (2.35) as
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Case 2: A bistatic multiple{Doppler radar network consists of only one monos-
tatic transmitting/receiving Doppler radar system and n  1 bistatic receivers. The
radial velocity measured by the monostatic receiver is set to be v
m
1
= v
t
and i = 1,
while all Doppler velocities measured by the i
0
th bistatic receiver, with v
m
i
= v
e
i
, are
counted with i  2. This has to be considered when using Eq. (2.34) and Eq. (2.35)
to calculate u and v.
Case 3: Here, the monostatic radar system acts only as a transmitting source.
The horizontal wind{eld can be determined with at least two bistatic receivers.
Hereby, the number of bistatic receivers is n (n  2) and the Doppler velocity mea-
sured by the i
0
th bistatic receiver is set to v
m
i
= v
e
i
. This aords an opportunity
to derive wind{vector elds even when the transmitting radar system can not mea-
sure the phase of the received wave (only the phase of the transmitted wave has to
be measured). This is a cheap and easy solution to measure horizontal wind{elds,
without having to replace existing radar by a Doppler radar.
2.7 Accuracy of the wind{eld determination
Apart from the inuence of instrumentation eects and meteorological parameters
on the accuracy of the wind{eld determination, the accuracy of the wind{eld is
also aected by the location of transmitter, receiver, and target (dened by ) and
the number of Doppler velocity measurements, v
m
n
, achieved in the same area by
n receivers. The inuences of instrumentation eects, signal processing, and meteo-
rological parameters on the quality of the wind{eld are similar for bistatic and for
monostatic Doppler radar systems and will not be discussed in detail in this section.
In this work, only the inuence of  and n on the standard deviation of the hori-
zontal wind{eld is discussed. Hereafter, the standard deviations of the horizontal
wind{eld refer exclusively to the geometrical impact.
In the following discussion, the velocity variance of the horizontal wind{eld,

2
jV
h
j
, determined by the bistatic multiple{Doppler radar network at Oberpfaen-
hofen, is compared to the velocity variance achieved by the monostatic dual{Doppler
wind{eld processing. The latter is performed with POLDIRAD and the operational
C-band Doppler radar of the German Weather Service (DWD) on Mount Hohen-
peienberg about 37 km south{west of OP (hereafter 'radar HP'). In addition, it
is shown how an overdetermination of the equation system to calculate the wind{
eld reduces 
2
jV
h
j
compared to dual{Doppler wind{eld processing for the bistatic
Doppler radar network in OP.
The variance of the estimates of (u; v) independent of the wind{velocity can be
expressed by taking the second power of Eq. (2.34) and Eq. (2.35).
It is assumed that monostatic and bistatic receivers have the same variance in the
Doppler velocity measurement (only instrumental error), 
2
v
m
1
= 
2
v
m
2
= ::: = 
2
v
m
n
.
Within a bistatic network, the measured apparent velocity, v
a
, has to be projected
onto the direction e. Therefore, the variance of the i
0
th Doppler velocity has to be
projected as well, which leads to 
2
v
m
i
= 
2
v
e
i
= 
2
v
a
i
cos
 2
(
i
=2).
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In the following, the horizontal distribution of the standard deviation of the hor-
izontal wind{velocity is discussed for Cases 1 { 3. Figure 2.13 illustrates the stan-
dard deviation for all three cases normalized by the radial velocity standard deviation
which is for most weather radar systems 1 m s
 1
.
The following discussion is focused on the bistatic Doppler radar network at OP.
The standard deviation of the Doppler velocity measurement using POLDIRAD can
be assumed to be 0.8 m s
 1
, a value which is applied to the following discussion.
Case 1: In monostatic multiple{Doppler installation, the radial velocities, v
t
j
,
measured by each individual monostatic Doppler radar are combined [cf. Eq. (2.37)
and Eq. (2.38)] to a wind{vector. The unit vectors of two v
t
j
's intersect at an angle
called the intersection angle. This angle is identical to the angle .
For monostatic dual{Doppler radar processing consisting of POLDIRAD and
radar HP, the distribution of the standard deviation
12
of 
0
jV
h
j
at ground level is
illustrated in Figure 2.13(a). The horizontal wind{eld can be measured with a stan-
dard deviation of 1.2 m s
 1
{ 1.6 m s
 1
within the monostatic dual{Doppler radar
network. This range corresponds to an intersection angle ranging between 50

and
140

. The minimum value of 
0
jV
h
j
is at an intersection angle of 90

. If the intersection
angle approaches 180

or 0

, 
0
jV
h
j
becomes innite [cf. Fig. 2.13(a)].
Case 2: Here we discuss the accuracy of the horizontal wind{eld using bistatic
dual{Doppler processing consisting of POLDIRAD and the bistatic receiver system
Lagerlechfeld [cf. Fig. 2.13(b)]; and bistatic quadruple{Doppler processing consist-
ing of POLDIRAD and the three bistatic receivers at Lichtenau, Lagerlechfeld, and
Ried [cf. Fig. 2.13(c)]. Within a bistatic multiple{Doppler radar system, v
e
and v
t
are combined. The intersection angle between these two vectors is identical to =2
(Fig. 2.3).
For a bistatic dual{Doppler radar system, the distribution of 
0
jV
h
j
is illustrated
in Fig. 2.13(b). A minimum of 
0
jV
h
j
within the bistatic dual{Doppler network is
reached at an intersection angle of about 100

. 
0
jV
h
j
ranges at ground level between
1.9 m s
 1
and 3.2 m s
 1
which is within 25

 =2  70

. If the intersection angle,
=2, approaches 90

or 0

, 
0
jV
h
j
becomes innite [cf. Fig. 2.13(b)].
Additional receivers result in overdetermination of the horizontal wind{eld. For
bistatic quadruple{Doppler processing, 
0
jV
h
j
ranges from 1.2 m s
 1
to 2.0 m s
 1
at
ground level [Fig. 2.13(c)]. These values are comparable to the standard deviation of
monostatic dual{Doppler processing [Fig. 2.13(a)]. As a result, the standard deviation
can be reduced by about 1 m s
 1
in bistatic quadruple{Doppler compared to a bistatic
dual{Doppler processing [cf. Figs. 2.13(b) and 2.13(c)]. The eect of an innite 
0
jV
h
j
at  = 0

or 90

in a dual{Doppler system is reduced in a quadruple{Doppler system
because the transmitter{receiver baseline is covered by the additional receivers.
Case 3: Here, the monostatic radar acts as a transmitting source only insofar as
the bistatic Doppler velocity measurements are used to determine horizontal wind{
eld [Fig. 2.13(d)]. Within the observation area, 
0
jV
h
j
ranges between 1.3 m s
 1
and
12
To avoid confusion with the standard deviation of the horizontal wind{velocity, denoted as

jV
h
j
, the standard deviation at a certain grid{point is symbolized by 
0
jV
h
j
.
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(a) (b)
(c) (d)
Figure 2.13: Spatial distribution of the 
0
jV
h
j
normalized by the radial velocity standard
deviation of 1m s
 1
for (a) monostatic dual{Doppler processing; (b) bistatic dual{Doppler
processing; (c) bistatic quadruple{Doppler processing and; (d) bistatic triple{Doppler pro-
cessing with only bistatic receivers. Note that the maximum contour line is set at a value
of ten.
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2 m s
 1
. Within a triple{Doppler area (consisting of bistatic receivers only) 
0
jV
h
j
can be reduced by 0.5 m s
 1
{ 1.2 m s
 1
compared to a dual{Doppler radar system
[cf. Figs. 2.13(b) and 2.13(d)].
2.8 Optimal arrangement for the bistatic receiver
If the sideward scattered part of the electro{magnetic wave is measured, the posi-
tion of transmitter, target, and receiver in space, indicated by the scattering angle,
inuences the spatial resolution, the values of 
0
v
e
and 
0
jV
h
j
, and the intensity of the
received power. The area, which can be observed by a bistatic receiver, is restricted
by the receiving power pattern of the bistatic antenna (more explanation in Sec. 3.2,
Fig. 3.3). The main power can be received with a bistatic antenna within a horizontal
aperture of about 60

. Therefore, not only the position of the receiver, but rather
the bistatic antenna's view angle has to be arranged to achieve (1) high spatial reso-
lution of the measurement; (2) high accuracy of the Doppler velocity measurement;
(3) a low minimum detectable reectivity factor, Z
b
min
, measurable by the bistatic re-
ceiver; and (4) high accuracy of the horizontal wind{eld determination based on the
combination of v
e
and v
t
. Figure 2.14 illustrates the dependency of both the spatial
resolution and the accuracy of v
e
and jV
h
j on the scattering angle. All these four
properties are discussed separately in the previous sections and are now combined to
nd an optimal arrangement of the bistatic receiver within a bistatic dual{Doppler
radar system. The observation area can be divided into three areas with the following
characteristics:
(1) Baseline area. In this area, the forward{scattered part of electro{magnetic
wave is detected by the bistatic receiver (Fig. 2.3, cross{hatched area, =2 > 80

).
The length of resolution volume a
b
ranges from 12a
t
up to the length of the base-
line (cf. Fig. 2.5, cross{hatched area). Both standard deviations 
v
e
; 
0
jV
h
j
reach
values higher than 5 m s
 1
close to the baseline [cf. Fig. 2.13(b)]. No Doppler
velocity can be measured along the baseline because of signal interferences.
(2) Quasi{monostatic area. This area (Fig. 2.3, hatched area, =2 < 10

)
extends the baseline beyond the monostatic radar and the bistatic receiver.
The backward scattered part of the electro{magnetic wave is measured by
the bistatic receiver. The spatial resolution and the standard deviation of the
Doppler velocity measurement reach their minimum (with 
2
v
e
 
2
v
a
) and have
almost the same values as in the monostatic case [cf. Fig. 2.5]. Values of
Z
b
min
 0 dBZ at ground level and Z
b
min
 5 dBZ at 9 km for an electro{
magnetic wave transmitted vertically{polarized are required for this area to
exceed the noise level of the bistatic receiver (cf. Appendix A). The wind ve-
locity components v
e
and v
t
are almost identical, the intersection angle is close
to 0

, and the determination of the horizontal wind vector{eld is impossible
due to the large error in jV
h
j [cf. Fig. 2.13(b)].
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(3) Bistatic area. In this area, the sideward scattered part of the electro{magnetic
wave is detected by the bistatic receiver (Fig. 2.3, plain area, 10

 =2  80

).
The length of the resolution volume varies between 200 m and 1800 m (cf.
Fig. 2.5) for transmitting a pulse with a length of 300 m. In this area, the
bistatic resolution volume is always larger than the monostatic one. Received
power depends on the distance r
0
2
b
, the size of the resolution volume [ cos
 2
(=2)],
and on the three{dimensional scattering process of the transmitted wave [I
?
() 
sin
2
()], as described in Sec. 2.3.2, Eq. (2.20). The minimum requirements to
measure a signal by the bistatic receivers are values of Z
b
min
 5 dBZ at ground
and Z
b
min
 5 dBZ at 9 km height for a vertically{polarized transmitted wave.
Low standard deviation of the Doppler velocity when measured by the bistatic
receiver is achieved far away from the baseline due to 
2
v
e
= 
2
v
a
cos
 2
(=2)
(cf. Fig. 2.14). For horizontal wind eld determination, 
0
jV
h
j
varies between
2 m s
 1
{ 3 m s
 1
, with a minimum at =2  50

[cf. Fig. 2.13(b)].
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Figure 2.14: Illustration of the dependency of the resolution volume length, a
b
, the
standard deviations, 
v
e
, and 
0
jV
h
j
on the scattering angle. The parameters are nor-
malized to the respective parameter at a monostatic radar. The scattering{angle limit
of 50

   140

is indicated by the vertical lines.
The area with =2 ranging between 25

and 70

provides measurements with
standard deviation of the horizontal wind{eld ranging between 2 m s
 1
{ 3 m s
 1
(for

v
m
i
= 0.8 m s
 1
) and a resolution ranging between 180 m { 1200 m (for c = 300 m).
As a result, the bistatic antenna should be positioned to observe this area. As shown
in Fig. 2.14, the observation area can be extended by setting the lower limit to
=2 = 20

or 15

. On the other hand, the bistatic antenna's view angle should not
be rotated closer to the baseline.
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A functional relationship is derived by de Elia & Zawadzki (2001) between the
distribution of parameters such as size of the resolution volume and standard devia-
tion of the determinated wind{eld. This relationship can be used to nd the optimal
layout of bistatic networks.
Beside the view angle of the bistatic antenna, the size of the observation area
is dened by the size of the maximum sample ellipsoid together with the distance
between receiver and transmitter. The maximum sample ellipsoid is a function of the
sample spacing, 
s
, and the number of range{gates
13
, n
rb
(more information on signal
processing can be found in Appendix B).
The signal, measured by the bistatic receiver at a given time, is referred to an
ellipsoid of constant delay, which includes all signals with the same propagation time.
Since the receiver measures only every 
s
, the main axis of the maximum ellipsoid
has a length of 
s
c n
rb
. If data sampling starts 5 s (four range{gates) before the
rst pulse reaches the receiver, the maximum ellipsoid has a main axis length of

s
c (n
rb
  4) + b. In addition, the size of the observation area varies with changing
the baseline distances.
   
   
Figure 2.15: Horizontal cross{section of the maximum sample areas corresponding to a
baseline length of 60 km (upper part) and to a baseline length of 30 km (lower part). This
estimation is limited for both applications by a scattering{angle limit of 50

{ 140

(solid
line). The maximum sampled ellipses for b = 30 km and b = 60 km are signied by dotted
lines. The resulting observation areas are hatched.
A horizontal cross{section of the spatial coverage depending on the baseline length
is illustrated in Fig. 2.15. Here, the main axis of the maximum sample ellipsoid
has a length of b + 45.75 km. The maximum sample ellipsoid is indicated by the
dotted line in Fig. 2.15 (radar parameters are related to the DLR system with 
s
= 1.25 s, n
rb
= 126, cf. Sec. 3 and Appendix A). The scattering angle limit of
50

   140

is marked by dark lines. Therefore, the investigation area is either
restricted by the scattering angle limit (Fig. 2.15, lower part) or, with increasing b, by
the maximum ellipsoid (Fig. 2.15, upper part). On the other hand, with increasing

s
, the maximum ellipsoid can be enlarged. The totally{covered area at b = 60 km
13
This can be limited by the bandwidth of the data transfer.
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is larger than the areas achieved with b = 30 km. It includes also the area with a
high accuracy in the horizontal wind{eld determination where  = 100

at the outer
edge. Note that for b = 60 km measurements are only possible above a height of
0.8 km above ground level (for r
t
= 50 km) and z = 1.4 km (for r
t
= 80 km) for
1

elevation. Furthermore, the size of the sample volume increases with increasing r
0
t
,
due to the 1

beam{width. The wind{eld close to the ground can give important
information about the weather development. When this wind{eld is not available,
the accuracy of the weather forecast becomes critical (e.g. for nowcasting of weather
events, warning of severe weather, data assimilation into numerical weather prediction
models) and for vertical integration of the continuity equation (boundary eects).
3 The bistatic Doppler radar network
3.1 Bistatic network design
The bistatic Doppler radar network at Oberpfaenhofen consists of the transmitting
and receiving monostatic polarimetric Doppler radar system, POLDIRAD (Schroth
et al., 1988), a receiver at POLDIRAD, a central bistatic hub computer for data{
processing, and several bistatic remote receiver systems as well, as illustrated in
Fig. 3.1.
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Figure 3.1: Block diagram of the bistatic multiple-Doppler radar network consisting of a
transmitting source (POLDIRAD system) and remote bistatic receivers. For compatibility,
a receiver independent of POLDIRAD is installed at the transmitting radar site. Real{
time wind synthesis is performed by a central bistatic hub computer. The communication
between each computer is achieved via a TCP/IP network based on ISDN (The illustration
was kindly provided by Martin Hagen).
POLDIRAD is a C{band radar system operating at a frequency of 5.5 GHz
( = 5.45 cm). The transmitter is a magnetron, and peak power at the antenna
is 250 kW having a horizontal and vertical beam{width of 1

. For Doppler velocity
measurements, the pulse length is typically chosen to be 1 s, i.e. 300 m, with a
pulse{repetition frequency (PRF) of 1200 Hz. With this conguration, the Nyquist
velocity, v
nt
, is calculated as 16.35 m s
 1
.
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Since a magnetron is used as the transmitting source, the phase angle of each
transmitted pulse is random and has to be measured. Frequency and timing/gating
synchronization between the transmitter and receiver with sub-microsecond accuracy
is achieved by using stable local oscillators at each site controlled by GPS signals.
Each bistatic remote receiver consists of an autonomous signal processor and a
bistatic antenna (for more details, see Sec. 3.2). At the remote bistatic receivers, 126
range gates are sampled with a gate spacing of 
s
= 1:25 s for each ray (cf. Sec. B).
Data sampling at each passive bistatic receiver starts 5 s (4 range gates) before the
transmit pulse reaches the receiver directly via the baseline b (cf. Fig. 2.2). With
126 range gates separated by 1.25 s and starting 5 s before the pulse reaches the
receiver, a maximum elliptical area with a main axis of b+45.75 km can be covered.
Communication between the remote receiver and the central bistatic hub computer
is achieved via a TCP/IP network based on ISDN communication.
For compatibility between the monostatic radar and bistatic receivers, a receiver
independent of the basic POLDIRAD system is installed at the radar site. This
receiver detects the phase of the transmitted pulse, obtains azimuth and elevation
angles from the POLDIRAD system, and measures reectivity and Doppler velocity
through the monostatic antenna. It transfers to the remote sites azimuth, elevation,
phase angles, and time for the transmitted pulse via ISDN.
Doppler velocity, power, and Normalized Coherent Power (NCP)
14
are computed
from 64 samples at each bistatic remote receiver and subsequently sent to the central
bistatic hub computer (cf. Sec. 3.3). Doppler velocities measured by each bistatic
receiver as well as radial velocity measured by the receiver at the radar site are com-
bined to give a horizontal wind{eld at the central bistatic hub computer. Because
Doppler velocity is collected simultaneously by each receiver, the wind{vector de-
termination can be immediately computed and displayed online in spherical radar
coordinates.
3.2 Bistatic antennas
A bistatic radar system with scanning parabolic antennas, as used for monostatic
radar systems, would be too expensive to install and too dicult to handle. Therefore,
inexpensive and easily constructed slotted waveguides can be used as bistatic antennas
(for more details, see Wurman et al. (1993); Skolnik (1990)). Using a transmitting C{
band Doppler radar system, the slotted waveguide has a length of 1.5 m surrounded
by a triangular reector having an edge length of 30 cm (Fig. 3.2).
Bistatic antennas are designed to receive only vertical polarization owing to low
intensity{reduction for Rayleigh scattering at lower elevations (as investigated in
Sec. 2.3.2). The receiving power pattern of all bistatic antennas was measured at
an antenna range at the DLR. This was achieved by feeding a weak signal into the
bistatic antenna, while an independent receiver measured the beam{pattern of the
14
Index related inversely to the spectral width ranging from zero to one. For further explanation,
see App. B.
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slotted waveguide 180

horizontally as well as at dierent elevations. The three{
dimensional power pattern, G
b
(
b
; 
b
), in spherical coordinates, is necessary in order
to convert the received power into reectivity according Eq. (2.20) and Eq. (2.21).
Figure 3.2: Photograph of a
bistatic antenna consisting of a slot-
ted waveguide in the center sur-
rounded by a triangular reector
(front panel removed).
During a weather situations with uniform re-
ectivity, de Elia (2000) measured the bistatic
antenna pattern of the antennas operating within
the bistatic Doppler radar network at the McGill
University Montreal, Canada. He discovered that
one antenna had a pattern with two maxima and
assumed that this can be caused by waveguide
shift while handling. Irregularities in the antenna
pattern of the bistatic antennas operating in the
bistatic Doppler radar network at the DLR were
not found as illustrated in Fig. 3.3.
The power pattern of all bistatic antennas
used in the bistatic Doppler radar network at the
DLR were designed to receive the main power
with a horizontal angular aperture covering -
30

to 30

with a maximum in the principal axis.
A horizontal cross{section of the receiving power
pattern of a bistatic antenna at 2.5

, 12

, and 20

elevation is shown in Fig. 3.3(a).
The antenna aperture is inversely propor-
tional to the antenna gain. Wide{beam antennas with low antenna gain require
high reectivity values which can be observed during thunderstorms. Therefore a
compromise has to be found between the aperture angle and the applications, e.g.,
thunderstorm probing or investigations within the boundary layer.
To measure wind{elds during thunderstorms (high reectivities), only antennas
that receive the main power between 1

{ 23

vertically and 60

horizontally are used.
A vertical cross{section of the antenna power pattern is exhibited in Fig. 3.3(b). The
inuence of the antenna's front panel (cf. Fig. 3.4(b) and Fig. 3.2) on the power
pattern was also investigated. The impact of the front panel on the antenna pattern
is negligible.
To measure wind{elds within the surface layer or to receive weak echoes, an-
tennas receiving the main power between 1

{ 9

vertically and 60

horizontally were
installed. A vertical cross{section of the power pattern of a receiving antenna is shown
in Fig. 3.3(c). With the sharp power gradient between 0

and 1

, ground{clutter con-
tamination should be suppressed. This vertical antenna aperture assures measure-
ments up to a maximum height of about 4.7 km { 6.2 km (for 30 km  r
0
t
 40 km).
The experimental setup is illustrated in Fig. 1 with POLDIRAD and three bistatic
receiver systems located at Lichtenau, Lagerlechfeld, and Ried. A photograph of the
antennas installed at the three location is given Fig. 3.4. Each bistatic antenna covers
an area of 60

horizontally (as indicated by the hatched area in Fig. 1) and diers
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Figure 3.3: One{way receiving power{pattern in dB of vertically polarized bistatic anten-
nas measured in azimuthal direction and for dierent elevations at an DLR antenna range.
(a) The receive power{pattern sampled in azimuthal direction ( 90

 
b
 90

) for
2.5

, 12

, and 20

elevation. The angular aperture covering  30

 
b
 30

is signied
by the vertical lines. (b) The receive power{pattern is measured in a vertical direction
( 90

 
b
 90

) for an azimuth angle of 0

, with and without the front panel. The
vertical angular aperture covering 1

 
b
 23

is symbolized by the vertical lines. (c)
As (b), but for an antenna with a vertical antenna aperture of about 8

.
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(a) (b) (c)
Figure 3.4: An illustration of the bistatic antennas at the three remote sites (a) Lichtenau,
(b) Lagerlechfeld (22

{antenna left, 8

{antenna right), and (c) Ried. A GPS antenna for
exact timing is seen at the rear at Lagerlechfeld.
only in the vertical antenna aperture. The bistatic receiver systems at Lichtenau
and Lagerlechfeld are each equipped with two antennas receiving the main power
between 1

{ 9

and 1

{ 23

vertically. Depending on the weather condition, the
vertical antenna aperture can be selected via a remote switch. At Lichtenau the
antenna with a vertical aperture of 8

is north{facing, while the antenna with a
vertical aperture of 22

faces eastwards. At Lagerlechfeld the two antennas are both
south{facing. The receiver at Ried is equipped with a south-facing antenna with a
vertical antenna aperture of 8

.
3.3 Real{time wind synthesis at the central hub computer
To achieve a wind synthesis in real{time, it is important to merge the Doppler veloc-
ities to a horizontal wind{eld rapidly. The wind synthesis is achieved immediately
after the signal is received. At that time the volume{scan is not nished, so that in-
terpolation onto a Cartesian grid, to a reference time, and the quality{control scheme
cannot be applied. To assure the quality of the horizontal wind{eld, Doppler veloc-
ities with NCP value larger than 0.3 (chosen empirically) are used for the wind{eld
determination. The real{time display being established immediately after the signal
was received is very important to give warnings of severe weather events. To ap-
ply wind{elds for nowcasting of weather events or for assimilation into numerical
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weather prediction models, the Doppler velocities are processed more substantially
afterwards (this topic is enlarged upon Sec. 4).
At the remote receiver, data is sampled in an elliptical coordinate system and
interpolated onto a spherical one. The horizontal wind{vector determination at
the bistatic hub is obtained in the spherical monostatic radar coordinate system
(r
0
t
; 
t
; 
t
) without any interpolation of the whole scan to a reference time.
The wind{vector at the central hub computer is always determined with the radial
velocity, v
t
, and Doppler velocity measured by a bistatic receiver, v
e
, as demonstrated
in Sec. 2.6 [Eq. (2.34) and Eq. (2.35)]. The horizontal wind{eld determination
with dual{Doppler processing is exhibited in Fig. 3.5. A PPI
15
at 1

elevation is
shown taken during a stratiform precipitation event on 19 June 2001 at 0731 UTC.
The radial velocity [color{coded in Fig. 3.5(a)] and the respective Doppler velocity
measured by the bistatic receivers Lagerlechfeld, Lichtenau, and Ried [color{coded in
Figs. 3.5(b) { (d)] are combined to a horizontal wind{vector eld (indicated by arrows
in Figs. 3.5(b) { (d) and superimposed on the respective Doppler velocity eld).
Each horizontal wind{vector eld determined by the dual{Doppler analysis has to
be merged into one average wind{eld. Therefore, each velocity component u
i
, and v
i
,
determined by the i
0
th bistatic dual{Doppler radar system consisting of POLDIRAD
and one bistatic receiver, is averaged over the number of bistatic dual{Doppler radar
systems, n, covering the same area. In the bistatic multiple{Doppler radar network
at Oberpfaenhofen (Fig. 1), there are areas which are covered by one (n = 1), two
(n = 2), and three (n = 3) dual{Doppler radar systems. In the case of n  2, the
wind{components are weighted according to the respective scattering angle of the i
0
th
bistatic dual{Doppler radar system. W
(i)

is the weight of the velocity component de-
termined by the i
0
th bistatic dual{Doppler radar. The averaged velocity components
u and v can be calculated as
u =
1
n
n
X
i=1
W
(i)

u
i
, and (3.1)
v =
1
n
n
X
i=1
W
(i)

v
i
, (3.2)
with
W
(i)

=
180

  
i
180

: (3.3)
For the stratiform precipitation event on 19 June 2001, the three horizontal wind{
vector elds [Figs. 3.5(b) { 3.5(d)] are merged according to Eq. (3.1) and Eq. (3.3)
to one average horizontal wind{vector eld [Fig. 3.5(a)].
15
PPI (plan{position{indicator) is an intensity{modulated display on which echo signals are shown
in plan position with range and azimuth angle displayed in polar coordinates [cited from the glossary
by Rinehart (1999)].
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Figure 3.5: PPI of the Doppler velocity superimposed on the horizontal wind{vector eld
at 1

elevation for a stratiform precipitation event on 19 June 2001 at 0731 UTC. The radial
velocity (a) of POLDIRAD and the Doppler velocities of (b) Lagerlechfeld, (c) Lichtenau,
and (d) Ried are color{coded. Negative values indicate a movement towards the receiver
and positive away from the receiver. Horizontal wind{vector elds determined by v
t
and
v
e
of (b) Lagerlechfeld, (c) Lichtenau, and (d) Ried are superimposed on the respective
Doppler velocity eld. These three vector{wind elds are averaged into one wind{vector
eld indicated by arrows in (a).
4 Wind synthesis and quality control
For further usage of radar data, e.g. for nowcasting of weather events or for assimila-
tion into numerical weather prediction models, the measured data is processed more
extensively to ensure higher data{quality. To achieve a substantial quality{control the
information on the whole volume{scan or additionally the successive volume{scans
must be available.
In this section, data{processing algorithms are described in the same sequence as
they are applied to the measured data: Section 4.1 describes, how aliasing errors are
removed from the Doppler velocity elds in order, rst, to interpolate the sampled
data of the entire volume{scan onto a Cartesian coordinate system and, second, to
interpolate two successive volume{scans to a reference time. Section 4.2 shows, how
noisy Doppler velocity data is removed. Furthermore, a weighting factor is dened
before the horizontal wind{vector eld can be determined. The weighting factor is
related to the accuracy of the Doppler velocity measurement and its spatial resolution.
As described in Sec. 4.3, the quality of each horizontal wind{vector is analyzed by
means of normalized coherent power (NCP), Doppler velocity, and power. A quality
eld is determined, which is available together with the measured wind{vector eld
to the user. Depending on the application of the wind{vector eld, each data point
can then be chosen or weighted for further processing according to the quality{index
eld. Furthermore, the entire wind-vector eld undergoes a persistence check in time
and space and an internal check for data consistency. A suggested method to check
the probability of contamination due to the transmitted sidelobes is also presented
(Sec. 4.4).
Horizontal wind{vector elds are determined in three dierent ways depending on
the application:
(1) After the data is sampled and processed at the bistatic receiver, it is then
transferred to the central bistatic hub computer. There, the horizontal wind{
vector eld is determined and shown immediately on the real{time display (cf.
Sec. 3.3). Because the volume scan is not yet nished at that time, dealiasing
of Doppler velocities and interpolation in time and space cannot be applied.
Noisy data is removed and, for the horizontal wind{vector eld determination,
each measured Doppler velocity is weighted according to its scattering angle (cf.
Sec. 3.3, Sec. 4.2). With the horizontal wind{vector eld displayed in real{time,
areas of severe weather can be identied and warnings can be given immediately
for these areas.
(2) After the volume{scan is nished, data is processed in the same temporal se-
quence as described in this section to determine a horizontal wind{eld from
measured Doppler velocities and the quality{index eld of the horizontal wind{
eld. After the quality of the measurements is analyzed by means of the quality{
control scheme, quality{controlled horizontal wind{vector elds together with
a quality{index eld are available for further applications.
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(3) To understand atmospheric phenomena, a knowledge of the three wind{vector
components is of signicant value. Vertical velocity can be retrieved with a con-
straining model as explained in more detail in Sec. 5. All algorithms discussed
in this section can be applied to determine the wind{vector eld. Modications
have to be applied, as discussed in Sec. 4.2. Here, noisy data is removed. The
weights are not applied to determine u; v, but to the minimization procedure
[Eq. (5.3)].
4.1 Data{processing
4.1.1 Dealiasing of Doppler velocity
There is a limit to the extent to which velocity can be measured unambiguously by
a radar system. The phase of the electro{magnetic wave is measured only when the
wave is transmitted or received. The Doppler velocity can be derived from the dif-
ference in phase shift between two successive pulses. The phase shift at a monostatic
radar is expressed as

t
=
4T
s
v
t

; (4.1)
where  is the radar wavelength, T
s
is the sample time (T
s
= 1=PRF ), and v
t
is the
radial component of the target's velocity. The phase shift at a bistatic receiver is
given as

b
=
8T
s
v
e
cos(=2)

; (4.2)
where v
e
is the component of the target's velocity perpendicular to the ellipsoid and
 is the scattering angle. The velocity can only be determined unambiguously if the
dierence in the phase shift caused by a moving particle lies between       .
Otherwise it is not clear if the true phase dierence is the measured dierence plus a
multiple of  2. Aliasing occurs when the sample frequency 1/T
s
of the transmitting
radar is too high to resolve the phase shift  that occurs between successive pulses
reected by moving particles (cf. Fig. 4.1). Sampling at a rate of, i.e. 1200 Hz
will preserve all frequencies up to 600 Hz (f
N
= PRF=2 = 600 Hz) in the sampled
function. The maximum frequency that will produce no aliasing is called Nyquist
frequency and is given by
f
N
=
2v
N

: (4.3)
The maximum target velocity guaranteed to produce no aliasing is called the
Nyquist velocity and is given for both monostatic and bistatic radar in Tab. 2.1,
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(a) (b)
Figure 4.1: Schematic view of (a) sine wave with a frequency lower than the Nyquist
frequency and (b) sine wave with a frequency higher than the Nyquist frequency, showing
the ctitious frequency.
Sec. 2. When the Doppler velocity measured by a monostatic or bistatic receiver, v
t
and v
e
, falls outside the respective Nyquist interval [ v
nt
; v
nt
], [ v
ne
; v
ne
], the velocity
is aliased into that interval. The non-aliased Doppler velocity, for a monostatic
receiver, v^
t
, and for a bistatic receiver, v^
e
, can be expressed, respectively, as
v^
t
= v
t
+ 2i v
nt
; i 2 Z; and (4.4)
v^
e
= v
e
+ 2i v
ne
; (4.5)
where i is the aliasing interval (positive or negative). The dierences between the
monostatic and bistatic Nyquist intervals are discussed in Sec. 2.2 and have to be
adapted to Eqs. (4.4) and (4.5), respectively.
A number of dealiasing algorithms have already been developed to recover v^
t
from
v
t
for a monostatic radar system, e.g. Yamada & Chong (1999); James et al. (2000);
James & Houze (2001). In operational meteorology and eld research, dealiasing
must be achieved automatically because of the vast quantity of radar data received
at a given time interval. The eciency of a dealiasing algorithm depends on both the
characteristics of the radar, and the amount and distribution of observational data
within the PPI.
To unfold Doppler velocities measured by a bistatic system, the Nyquist velocity
interval has to be calculated for each data point due to the variable  (cf. Tab. 2.1).
Alternatively, v
a
, which has a constant Nyquist interval, can be unfolded and then
transformed into v
e
(cf. Eq. 2.1). The apparent velocity, v
a
can then be unfolded with
the existing algorithms for monostatic radar data, e.g. the 4D dealiasing algorithm
developed by James & Houze (2001).
A very ecient dealiasing algorithm was developed in order to dealiase Doppler
velocities within an uniform wind{eld. It dealiases Doppler velocities by compar-
ing each measured wind component with a wind component from a reference eld
and adjusting i so that the dierence between v^
t
(v^
e
) and the reference wind{eld
is less than v
nt
(v
ne
). The horizontal reference wind{vector eld is determined using
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(a) (b)
Figure 4.2: A horizontal cross{section at 750 m above MSL of (a) the radial velocity eld
in m s
 1
measured by POLDIRAD for a stratiform precipitation event on 10 April 2001,
1317 UTC and (b) the radial velocity reference eld in m s
 1
(positive values indicate a
direction away from the receiver, negative towards the receiver). Oberpfaenhofen is located
at the center.
the wind{information from a sounding or a vertical prole of the horizontal wind
using the VAD analysis (Lhermitte & Atlas, 1961; Browning & Wexler, 1968). This
horizontal reference wind{eld is then projected onto the respective velocity compo-
nent of each individual receiver system. As an example, both the measured and the
reference radial velocity{eld are shown in Fig. 4.2 during a stratiform precipitation
event
16
on 10 April 2001. If the resulting velocity dierence between the reference and
measured wind components is smaller than 0.5v
nt
and 0.5v
ne
(Hagen & Stockinger,
1991), respectively, then the velocity is assumed to be not folded. Alternatively,
the Doppler velocity is recalculated from Eq. (4.4) and Eq. (4.5), adjusting i until
the resulting velocity dierence is smaller than 0.5v
nt
and 0.5v
ne
, respectively. On
10 April 2001 at 2.8 km above MSL the measured radial velocity was folded, as illus-
trated in Fig. 4.3(a). The folded area occurs west of OP with rapid changes in the
velocity values (skip in color). On this wind{eld, the dealiasing algorithm is applied.
The aliasing interval is i =  1. The resulting unfolded velocity eld is shown in
Fig. 4.3(b).
16
The event is discussed in more detail in Sec. 6.2.1.
46 Wind synthesis and quality control
(a) (b)
Figure 4.3: Horizontal cross{section at 2.8 km above MSL (a) before and (b) after dealias-
ing of the radial velocity in m s
 1
measured by POLDIRAD on 10 April 2001, 1317 UTC
during a stratiform precipitation event. Positive values indicate a direction away from the
receiver, negative towards the receiver. Aliasing of the wind{eld can be seen in the rapid
change of wind{velocity west of OP (decrease of negative values and increase in velocity
values).
4.1.2 Interpolation onto a Cartesian grid and to a reference time
Monostatic radar systems sample data on a spherical coordinate system [cf. Fig. 4.4(a)],
while the data measured by bistatic receivers is sampled on an elliptical coordinate
system [cf. Fig. 4.4(b)]. The size and shape of the sample volume vary according to
r
0
t
for a monostatic radar or r
0
t
+ r
0
b
and  for a bistatic radar system (cf. Sec. 2.1).
Therefore, for further data{processing, the measured data must be interpolated
onto a common Cartesian coordinate system with a uniform grid{spacing. This can
be achieved using a linear interpolation method based on the use of a sphere of
inuence (Protat & Zawadzki, 1999). Here, at each Cartesian grid{point, a sphere of
inuence is dened in which all measured data points are weighted by their distance
to the Cartesian grid{point and averaged to a single value which represents this grid{
point. The sphere of inuence has a minimum diameter of
p
2x, with x being
the horizontal grid{interval (usually x = 500 m). The diameter of the sphere is
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   
(b)
Figure 4.4: Horizontal cross{section of the coordinate system on which the data is sampled
by (a) a monostatic and by (b) a bistatic radar system. The two{dimensional cross{section
is obtained along the scattering plane. The 3dB beam{width and the surfaces of constant
delay are indicated.
adaptively increased to ensure that at least two points are contained within a sphere
of inuence. The maximum diameter is always less than 3 km.
The local evolution of a weather situation during the time the volume{scan is
made (e.g. for 360

{scans, POLDIRAD needs about ve minutes for eight elevations)
can be very important especially for rapidly moving weather systems. It can also
have a great impact on the retrieval quality of the three wind components, u; v; w
(Sec. 5). For considering the local evolution, the measurements of two volume{scans
are interpolated to a single reference time (Protat & Zawadzki, 1999). A linear
temporal evolution of the components measured is assumed. For an eective temporal
interpolation, a moving frame of reference is applied [for more detail, see Protat &
Zawadzki (1999)].
4.2 Synthesis of the horizontal wind{vector eld
First, noisy Doppler velocity data is removed. Then, the horizontal wind is esti-
mated according to Eqs. (2.34) and (2.35), while each Doppler velocity measurement
is weighted according to the scattering angle. Both are applied to the measured
Doppler velocity on a Cartesian grid as well as on the elliptical/spherical grid, i.e.
for the real{time display generated at the central bistatic hub computer.
The signal quality{index (SQI) is used typically in the signal{processing as a
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threshold for Doppler velocity measurements. It helps to eliminate signals which are
either too weak (high SNR
17
) to be useful or which have NCP (normalized coherent
power, see Appendix B) values too small to justify further analysis.
The SQI is applied via the relation between NCP and reectivity factor within
the resolution volume. NCP is a measure of the combined eects of wind shear and
turbulence, and reectivity is indirectly a measure of the signal{to{noise ratio.
The idea of the SQI is to consider data with large velocity dispersion (e.g.
NCP  0.3, empirically chosen) only if the reectivity factor exceeds a certain thresh-
old, e.g. during thunderstorms, and to reject data with large velocity dispersion and
low reectivity factors as illustrated in Fig. 4.5. Each data point is considered only
when its reectivity factor is larger than the reectivity factor horizontally averaged
over the respective level minus 5 dBZ (empirically chosen). If the reectivity factor
is less than 5 dBZ below the horizontal average, the NCP must exceed a value of
0.3 to be considered for further data{processing. Both thresholds are chosen empir-
ically. For an application on the spherical or elliptical coordinate system (e.g. at
the real{time display), only Doppler velocities are used for the horizontal wind{eld
determination when their NCP value exceeds 0.3.
      
    
 
        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#  
Figure 4.5: Schematic view of the decision criterion combining the reectivity factor and
NCP value. Each data point is considered for further processing (hatched area) when either
NCP  0.3 or Z 

Z   5 dBZ, or both criteria, are fullled.
As an example of the application of the SQI criterion to measured data, Fig. 4.6
presents a horizontal cross{section at 1.6 km above MSL of the horizontal wind{
vector eld superimposed on the bistatic reectivity factor, Z
b
, measured by the
bistatic receiver Lagerlechfeld. In Figure 4.6(a) the SQI criterion is not applied,
while in Fig. 4.6(b) noisy data is removed using the SQI criterion. The horizontal
wind{vector eld is determined by using the Doppler velocities measured by receivers
at Oberpfaenhofen and Lagerlechfeld.
17
Signal to noise ratio { a ratio that measures the comprehensibility of data, usually expressed as
the signal power divided by the noise power [cited from the glossary by (Rinehart, 1999)].
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(a) (b)
Figure 4.6: Horizontal cross{section at 1.6 km above MSL of the horizontal wind in
m s
 1
(arrows) underlaid by the bistatic reectivity factor eld, Z
b
, in dBZ measured by
the receiver Lagerlechfeld on 2 February 2000 at 1708 UTC (a) without applying the SQI
criterion and (b) with the SQI criterion applied on the measured data. The horizontal wind{
vector is determined by using the Doppler velocity sampled by receivers at Lagerlechfeld
and OP. For clarity of display, only every third wind{vector is plotted.
As shown in Fig. 2.14, within a bistatic system the spatial resolution and the
accuracy of the Doppler velocity measurement depend on the scattering angle, .
Both, the length of the resolution volume and 
v
e
increase with increasing  as a
b

cos
 2
(=2); 
v
e
 cos
 2
(=2). In a bistatic dual{Doppler radar system, high accuracy
of the Doppler measurement within small sample volumes is achieved with small 
in the quasi{monostatic area, while low accuracy within large sample volumes occurs
close to the baseline b (cf. Fig. 2.14). The dependency of spatial resolution and
accuracy of the Doppler measurements is given by the weighting factor W

and can
be calculated from the formula:
W

=
180

  
180

: (4.6)
As an example, the distribution of the weighting factor at ground level is exhibited
in Fig. 4.7 within the bistatic dual{Doppler radar system consisting of POLDIRAD
and the receiver at Lagerlechfeld (based on the distribution of  in Fig. 2.3).
Note that both the SQI and the weighting factor can be applied immediately to
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Figure 4.7: Horizontal cross{section at ground level of theW

{distribution for the bistatic
Doppler radar consisting of Lagerlechfeld and OP.
the measurements independent of the coordinate system (e.g. wind synthesis at the
bistatic hub computer see Sec. 3.3). In summary, using the Doppler velocity that
passed the SQI criterion, the horizontal wind{eld can be determined either with the
dual{Doppler processing always using v
t
and v
e
[cf. Eqs. (2.2) and (2.3)] or, in the
case of an overdetermined equation system [Eq. (2.30], in a least square sense [cf.
Eqs. (2.34) and (2.35)].
At the central hub computer, the horizontal wind{vector eld is determined in the
dual{Doppler sense for real{time display. In the case where more than two Doppler
velocities are measured at a certain point, the wind components are weighted and
averaged according to Eqs. (3.1) and (3.3). Because radial velocity is used for each
dual{Doppler{processed horizontal wind, v
t
has a much higher weight/priority in the
dual{Doppler processing compared to multiple{Doppler precessing if there are more
than two receivers available.
In the post{processing discussed here, the horizontal wind{vector eld is deter-
mined in a least square sense. The weights are applied to the equation system. Here,
the variables b
1
and b
2
have to be modied to solve Eqs. (2.34) and (2.35) as
b
1
=
n
X
i=1
W
(i)

v
m
i
sin(
b
i
) cos(
b
i
) + sin(
t
) cos(
t
)
2 cos(
i
=2)
(4.7)
b
2
=
n
X
i=1
W
(i)

v
m
i
cos(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) cos(
b
i
) + cos(
t
) cos(
t
)
2 cos(
i
=2)
: (4.8)
4.3 Quality{control scheme for horizontal wind{vector elds 51
If the bistatic radar system consists of only one bistatic receiver, W

= 1 for all
scattering angles. For small numbers of bistatic receivers, the dierence between the
two methods is negligible.
4.3 Quality{control scheme for horizontal wind{vector elds
Creating a quality{control scheme is a very dicult task. If the scheme is too strict,
too much data, even higher quality data, will be rejected. If the scheme is not strict
enough, errors can pass. The choice for a tight or a loose quality{control scheme will
depend on the weather conditions and the number of measurements required.
Most schemes are based on the setting of thresholds which are chosen mostly
empirically. Fixed tresholds give problems when applied to dierent weather situa-
tions and for dierent scientic purposes. The balance between the quality and the
number of measurements must be found according to the scientic question to be
investigated.
Furthermore, quality{control schemes will usually succeed when set to accomplish
a specic purpose but will fail when applied to other purposes. This being the case,
it is impossible to devise an all{purpose quality{control scheme that satises the
demands of all scientists.
The quality{control scheme dened in this section is divided into four algorithms.
First, the signal quality of each range gate is controlled based on power and NCP
measurements (Sec. 4.2). Second, inuences of xed parameters, e.g. accuracy of the
Doppler velocity measurement or the geometrically induced accuracy of the Doppler
velocity measurement are analyzed (Sec. 4.3.1). Third, the inuence of weather con-
ditions on the Doppler velocity measurement itself, and therefore, the probability
of external contamination are taken into account. For instance, contamination due
to sidelobes only becomes critical during weather events having sharp gradients of
the reectivity factor (Sec. 4.3.2, Sec. 4.3.3). Fourth, the measured wind{eld can
be compared to a 'wind{eld model' reproducing the respective weather situation
(Sec. 4.4). For instance, wind{shear during a frontal passage or a thunderstorm gives
a strong structure in the horizontal wind{eld, which can then be tracked in time
and space. All structures, including high wind{shear, that cannot be tracked in time
and space are then rejected, because only data containing clear meteorological sig-
nals should pass the quality{control scheme. The algorithms presented in this section
are only a rst attempt at a quality{control scheme. They can be supplemented or
expanded. The quality{control scheme can be applied immediately after the volume{
scan has been completed. Note that always both raw data and data that has passed
the quality{control scheme are stored.
In this quality{control scheme, certain algorithms are applied so as to reject or
pass data, i.e. SQI criterion, check on temporal and spatial persistence. Others are
applied in the fuzzy logic sense with the quality weighted with values ranging from
zero to one. The results of each weighting algorithm can be merged to achieve an
average quality{control eld. All thresholds are set empirically.
In the following sections, three quality{index elds are dened according to: (1)
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the accuracy of the horizontal wind{eld depending on the conguration of trans-
mitter, target, and receiver, denoted as F (
0
jV
h
j
); (2) the probability of sidelobe con-
tamination, denoted as F (rZ); and (3) the fractional uncertainty of the wind{eld
measurement, denoted as F (
0
jV
h
j
=jV
h
j). Note that the standard deviation of the hor-
izontal wind{eld, depending on the conguration of transmitter, target, and receiver,
is xed for a chosen experimental setup. By the same token, those quality{index elds,
dened by the measured parameters of NCP, power, and Doppler velocity, have to
be calculated for each volume{scan.
The inuence of each quality{index eld on the average quality{index eld can be
chosen according to the application of those quality{controlled wind{vectors and the
weather situation with the respective weights W
F (
0
jV
h
j
)
;W
F (rZ)
, and W
F (
0
jV
h
j
=jV
h
j)
.
The quality elds can then be averaged to a single quality eld using

F =
1
C

W
F (
0
jV
h
j
)
F (
0
jV
h
j
) +W
F (rZ)
F (rZ) +
W
F (
0
jV
h
j
=jV
h
j)
F (
0
jV
h
j
=jV
h
j)

; (4.9)
where
C =W
F (
0
jV
h
j
)
+W
F (rZ)
+W
F (
0
jV
h
j
=jV
h
j)
:
Each quality{index eld and the average index eld range between zero and one.
Quality{index elds versus the respective parameter are illustrated in Fig. 4.8 and
will be discussed in more detail in the following sections.
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Figure 4.8: Quality{index eld versus (a) 
0
jV
h
j
, (b) rZ measured by the monostatic
receiver, and (c) 
0
jV
h
j
=jV
h
j.
4.3.1 Utilizing geometrical accuracy
The horizontal wind{eld is determined by the velocity components v
t
and v
e
, mea-
sured by the monostatic and bistatic receiver, respectively. The standard deviation
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of the horizontal wind{eld can be expressed by the quality{index eld F (
0
jV
h
j
).
It depends only on the geometrical location of transmitter, receiver, and target (cf.
Sec. 2.7),
For a dual{Doppler radar system, the highest accuracy in the horizontal wind{
eld determination is expressed by F (
0
jV
h
j
) = 1 at min(
0
jV
h
j
) and lowest accuracy
by F (
0
jV
h
j
) = 0. Due to the large values of 
0
jV
h
j
close to the baseline, the upper
limit of 
0
jV
h
j
(max(
0
jV
h
j
) has to be chosen empirically. For a bistatic dual{Doppler
radar system, the standard deviation reaches its minimum at a scattering angle of
about 100

with min(
0
jV
h
j
) = 2.42, and max(
0
jV
h
j
) set empirically to 5.0 [covering
an area with a scattering angle limit of 20

to 75

, see Fig. 2.14]. The denition of
F (
0
jV
h
j
) [Fig. 4.8(a)] is given by
F (
0
jV
h
j
) =
max(
0
jV
h
j
)  
0
jV
h
j
max(
0
jV
h
j
) min(
0
jV
h
j
)
: (4.10)
A horizontal cross{section of the distribution of the quality{index eld F (
0
jV
h
j
)
for the bistatic dual{Doppler radar system (POLDIRAD + Lagerlechfeld) is shown
in Fig. 4.9(a).
Since W

and F (
0
jV
h
j
) are xed for a chosen experimental setup, they can be
averaged also to one eld. In this case, the averaged eld consists of the accuracies of

0
jV
h
j
and 
v
e
which are xed for an experimental setup. Note that only the inuence
of the conguration of transmitter, target, and receiver on the accuracy is considered
(cf. Sec. 2.7). In Fig. 4.9(b), the average between W

and F (
0
jV
h
j
) is shown for the
dual{Doppler conguration POLDIRAD and the receiver at Lagerlechfeld. Within
the area where this average eld exceeds the value of 0.5 (being at 50

   140

)
wind{velocity measurements are provided with the accuracy of the Doppler velocity
measurement ranging between 
0
jV
h
j
= 2 m s
 1
{ 3 m s
 1
and spatial resolution varying
between 200 m and 700 m (cf. Sec. 2.8). This averaged eld can be applied to the
real{time display.
4.3.2 Utilizing signal quality based on the reectivity gradient
In this section, the inuence of the weather situation on the measurements is investi-
gated. The investigation focuses on the gradient of the reectivity factor which gives
information about the probability of sidelobe contamination. For a better illustra-
tion, the reectivity factor eld of the simulated idealized supercell storm is used
Klemp & Wilhelmson (1978), the storm is described in more detail in Sec. 5.3.1). A
horizontal cross{section of the reectivity factor eld at 2 km above MSL is shown
in Fig. 4.10(a).
The probability that data measured by the bistatic receiver is contaminated by
sidelobes of the transmitted antenna pattern can be expressed by the gradient of the
reectivity factor, rZ = (
@Z
@x
;
@Z
@y
;
@Z
@z
). The absolute value of the reectivity factor
gradient can be expressed by the quality{eld F (rZ), as seen in Fig. 4.8(b) with
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(a) (b)
Figure 4.9: Horizontal cross{section at ground level of the quality{index eld (a) F (
0
jV
h
j
)
and (b) the average eld between W

and F (
0
jV
h
j
) (solid line) and the scattering angle
(dashed line) for the bistatic dual{Doppler radar system consisting of OP and Lagerlechfeld.
F (rZ) =
 
30 dBZ/km 
s

Z
2x

2
+

Z
2y

2
+

Z
2z

2
!
=
 
30 dBZ/km
!
: (4.11)
The gradient is calculated from the reectivity factor eld measured by the mono-
static receiver. For narrow{beam antennas, sidelobe contamination can be ignored,
because the signal transmitted through the weak sidelobe is also received by the
weak sidelobe (cf. Sec. 2.5). As a result, the reectivity factor eld measured by the
monostatic radar can be used as reference. The upper{limit value of 30 dBZ/km is
derived from the beam pattern of the transmitting antenna (Fig. 2.11). Here, the
rst sidelobe of the transmitted beam pattern occurs at about 1.7

away from the
main beam, with a reduction of about 32 dB when compared to the mainlobe. Thus,
assuming a uniform receiving beam pattern of the bistatic antenna, the gradient of
the reectivity factor has to be about 30 dBZ per 1.7

in order to measure the same
signal intensity from the sidelobe as that obtained from the mainlobe by the bistatic
receiver.
On a Cartesian grid, the gradient is calculated with centered dierences. With
a horizontal grid{spacing of about 500 m and a vertical one of about 250 m, the
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quality{index eld related to the gradient of the reectivity factor ranges between
0 dBZ/km and 30 dBZ/km. At F (rZ) = 0, the probability of sidelobe contamina-
tion is very high, while at F (rZ) = 1, sidelobe contamination hardly occurs. As
an example, the horizontal distribution of F (rZ) is analyzed in Fig. 4.10(b) for the
reectivity factor eld of the convective cell [Fig. 4.10(a)]. It should be emphasized
again that contamination from sidelobes does not appear in the area of highest reec-
tivity factor, but within the area of highest rZ. Only in this area, the mainlobe of
the transmitting antenna points towards weak reectivity factor, whereas the sidelobe
of the transmitting antenna indicates to an area of high reectivity factor. In case of
high sidelobe contamination, the measurements should be dismissed. The impact of
F (rZ) on the averaged quality{index eld is set by the weighting matrix W
F (rZ)
.
(a) (b)
Figure 4.10: Horizontal cross{section at 2 km above MSL of (a) the reectivity factor eld
in dBZ for a simulated idealized supercell storm and (b) of F (rZ) (color{coded) calculated
from the reectivity factor eld in (a). The isolines indicating the gradient of reectivity
factor are plotted every 5 dBZ starting at the outside of the cell with the 5 dBZ{isoline.
4.3.3 Utilizing signal quality based on fractional uncertainty
The fractional uncertainty eld, 
0
jV
h
j
=jV
h
j, is used to give information about the
percentage accuracy of the horizontal wind{eld measurement. The quality{index
eld F (
0
jV
h
j
=jV
h
j), related to the wind{eld variability, is derived linearly from

0
jV
h
j
=jV
h
j, as exhibited in Fig. 4.8(c) using
F (
0
jV
h
j
=jV
h
j) =
(
1 

0
jV
h
j
jV
h
j
for 
0
jV
h
j
< jV
h
j
0 for 
0
jV
h
j
 jV
h
j
: (4.12)
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For 
0
jV
h
j
 jV
h
j, F (
0
jV
h
j
=jV
h
j) approaches a the value of one. Figure 4.11 shows the
horizontal distribution of F (
0
jV
h
j
=jV
h
j) for the simulated convective cell. The hori-
zontal wind{eld of the simulated supercell storm at 2 km above MSL [Fig. 4.11(a)]
is used to calculate F (
0
jV
h
j
=jV
h
j) for the dual{Doppler conguration consisting of
POLDIRAD and the receiver at Lagerlechfeld. Because the wind{velocity measure-
ment is an absolute measurement, low wind-speeds lead to low values of F (
0
jV
h
j
=jV
h
j).
In addition, high standard deviations, e.g. close to the baseline or in the quasi{
monostatic area, cause low values of F (
0
jV
h
j
=jV
h
j). The inuence of F (
0
jV
h
j
=jV
h
j)
on the average quality{control eld is controlled by the weight of W
F (
0
jV
h
j
=jV
h
j)
.
The weight of this quality{index eld on the average quality{index eld should
be set low within those weather conditions having high wind{shear. For example, as
illustrated in Fig. 4.11(b) at an azimuth angle of 200

 
t
 225

and at a range
of r
0
t
= 20 km { 25 km, the wind{speed is very weak and causes F (
0
jV
h
j
=jV
h
j) to be
close to zero, even though 
0
jV
h
j
is low and the wind represents realistic conditions
within this area. To avoid a wrong interpretation of F (
0
jV
h
j
=jV
h
j), W
F (
0
jV
h
j
=jV
h
j)
should be set high during stratiform precipitation with wind{speed values larger than
5 m s
 1
and low during situations with high wind{shear, e.g. convective situations.
The fractional uncertainty can be applied also to the direction of the horizontal
wind.
(a) (b)
Figure 4.11: Horizontal cross{section at 2 km above MSL of (a) the horizontal wind{vector
of the simulated convective cell and (b) the respective quality{index eld F (
0
jV
h
j
=jV
h
j).
The 5 dBZ{isoline indicating the shape of the supercell storm is marked.
4.4 Utilizing data consistency
Radar measurements can be contaminated by echoes related to permanent clutter,
anomalous propagation above land and sea, aluminum akes (cha) used by military
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to distract enemy radars, ocks of birds, or swarms of insects (Alberoni et al., 2000).
Due to the short scan distance of 50 km used in the bistatic Doppler radar network,
contamination due to anomalous propagation can be ignored. Data achieved from
the closest 5 km to the radar is always ignored in order to avoid contamination due
to ground{clutter in the measured data. Cha, birds, and insects, however, can
contaminate radar data much more heavily. WSR{88D
18
S{band radars have ob-
served reectivity factors from swarms of insects ranging from  5 dBZ to 20 dBZ in
the warm season and from birds even up to 35 dBZ during heavy migration events
(Seran & Wilson, 2000; Gauthreaux & Belser, 1998). Since insects follow air ow
and, therefore, can be an aid in measuring wind in the boundary layer, migration of
birds, on the other hand, create reectivity factors and Doppler velocity values which
do not represent meteorological processes. Therefore, the quality{control scheme n-
ishes with both an identication and evaluation of perturbations within the horizontal
wind{eld and their persistence in time and space. A general control proves an error-
less operation of each receiver, e.g. ensure the synchronization between transmitter
and receiver. To apply the algorithm, information about the entire wind{eld of the
successive volume{scans is necessary.
4.4.1 Utilizing data consistency based on a persistence check
The persistence check algorithm should help in identifying regions where wind{shear
is higher than the mean ow. The regions identied are then tracked in space by
means of wind{elds at dierent elevations and at dierent time steps (e.g. successive
volume{scans). When high wind{shear is identied at dierent levels and/or in the
successive volume{scans, the wind{shear can be related to atmospherical processes.
Otherwise, the perturbation is removed.
The persistence check is carried out as follows. The standard deviation in the
horizontal wind{velocity, 
jV
h
j
, and direction are calculated. The area is marked,
when the dierence between the vector mean value, V
h
, minus the i
0
th measured
horizontal wind{vector, V
i
is larger than the vector standard deviation, 
V
h
. For the
horizontal wind{velocity this is given as

jV
h
j
  jV
h
 V
i
j  0 : (4.13)
Figure 4.12 shows an example of how this algorithm is applied using the horizontal
wind{eld of the idealized supercell storm. The shape of the supercell storm is
indicated by the 5 dBZ{isoline. The wind{shear within the storm is much higher
than the surrounding air ow. Therefore, the area having high wind{shear is marked.
Note that if the area marked gray is present in the successive volume scans as well
as at neighboring levels, the marked area can then be identied as a signal which is
18
'WSR' is Weather Surveillance Radar; commissioned in 1988; 'D' is Doppler capability used by
the National Weather Service, the FAA, and the Department of Defense in the USA [cited from the
glossary by Rinehart (1999)]. They are also called NEXRAD.
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related to meteorological processes. Otherwise, wind{vectors within this area will be
removed. In the case of the supercell storm in Figure 4.12, this convective cell was
also visible at neighboring levels and in the volume{scan at the next time step.
Figure 4.12: Horizontal cross{section of the horizontal wind{vector in m s
 1
at 2 km
above MSL of an idealized supercell storm. The area with wind{shear (direction and
absolute value) higher than mean ow is marked. The 5 dBZ{isoline indicating the shape
of the supercell storm is marked.
4.4.2 Utilizing data consistency based on an internal check
By means of an internal consistency check, contamination caused by the sidelobe
of transmitting beam pattern, migration of birds, and internal hardware problems,
e.g. receiver synchronization, can be detected. However, there is a limitation to this
control because contamination can only be identied within these areas where the
equation system to determine a horizontal wind{eld is overdetermined. Checking
internally for consistency of data is shown for the wind-vector elds measured during
a stratiform precipitation event in the morning hours of 19 June 2001. The Doppler
velocities measured by the receivers at Oberpfaenhofen, Lagerlechfeld, Lichtenau,
and Ried as well as the horizontal wind{vector elds are illustrated in Fig. 3.5.
The horizontal wind{eld was determined with Doppler velocities measured by
two receivers (e.g. receiver #1, receiver #2). From this horizontal wind{eld, the
Doppler velocities, which should be measured by the two remaining receivers (e.g.
receiver #3, receiver#4) were reconstructed [according to Eqs. (2.2) and (2.3)]. The
reconstructed and the actual observed Doppler velocities of receiver #3 and receiver
#4 were then compared. All six possible combinations were used employing bistatic
dual{Doppler processing with Doppler velocities measured by four dierent receivers.
Figure 4.13 shows the dierence between the Doppler velocity measured by Licht-
enau and that reconstructed from the bistatic dual{Doppler analysis (OP and Lager-
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Figure 4.13: Horizontal cross{section at ground level showing dierences in m s
 1
be-
tween the Doppler velocity, v
e
, when measured by the receiver Lichtenau and reconstructed
Doppler velocity for a stratiform precipitation event on 19 June 2001 at 0730 UTC. The
reconstructed Doppler velocity is determined from the horizontal wind{eld (OP + Lager-
lechfeld) which is then projected onto the direction of v
e
{Lichtenau.
lechfeld). The dierence was on the order of 0.5 m s
 1
. Other combinations of received
Doppler velocities gave similar dierences for that stratiform precipitation event. The
dierences were in the same order for combinations using only bistatic receivers.
The consistency check succeeds when the dierences for the whole volume{scan
are below  2 m s
 1
, which is the same order of magnitude as the accuracy of the
wind{eld measurements. When major dierences occur, for example, when the
receivers are not synchronized. Sidelobe contamination can also cause the internal
check to fail.
According to de Elia (2000), sidelobe contamination will be present in the radar
data of all bistatic receivers when they cover the same area. As a result, it may
not be possible to identify which receiver is aected by sidelobe contamination. It is
possible only to indicate that sidelobe contamination has occurred when comparing
measured and estimated Doppler velocities.
In order to identify n incorrectly{working receivers with this internal check, there
has to be n + 3 number of receivers covering the same area. Assuming only one re-
ceiver fails in a quadruple{Doppler network, the receiver incorrectly operating can be
identied by an 'exclusion procedure', as illustrated in Fig. 4.14. First, the internal
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Figure 4.14: Schematic view of the possible results achieved with an 'exclusive procedure'
for the four receivers, Oberpfaenhofen (OP), Lichtenau (Li), Lagerlechfeld (La), and Ried
(Ri). The horizontal wind{eld is estimated by the two receivers marked by a 'x' and
is then reconstructed to the respective component of the two remaining receivers. When
the consistency check fails it is marked by 0, while when it succeeds it is denoted by 1.
The names of the correctly working receivers are colored in black, while the not{correctly
working one is colored in gray. More explanation in the text.
check has to be carried out in all possible combinations (in this example there are
six combinations for four receivers). If the dierences between the reconstructed and
measured velocities are smaller than  2 m s
 1
, they are considered to be consistent
and designated by 1 in Fig. 4.14. Otherwise, they are considered to be inconsistent
(designated by a zero). The complete list of results achieved by the internal check
must then be compared to the tables shown in Fig. 4.14. In the case of one receiver
failure, the result should agree with one of those tables. The names of those re-
ceivers correctly working are marked in black, while the name of the receiver working
incorrectly is colored gray (in the receiver column no success is designated).
This internal consistency check can be applied also when at least two receiving
antennas cover the same area. If this is not the case, in a bistatic Doppler radar
network, some antennas could be equipped with a motor, which enables them to
be rotated once or twice a day to the area where at least three components of the
wind eld can be measured. During that time, it is possible to check for receiver
synchronization and contamination due to the transmitting sidelobes. Note that
while in this case a failure can be detected, the corresponding receiver cannot be
identied.
4.4.3 Utilizing data consistency based on a sidelobe contamination check
Targets illuminated by transmitting sidelobes can bias reectivity, Doppler veloc-
ity, and NCP when measured by a bistatic receiver (cf. Sec. 2.5). One source of
contamination at low elevations is ground{clutter, which is characterized by having
high reectivity values and zero Doppler velocity. This type of contamination can be
reduced by proper ltering (Lee et al., 1995; Hagen, 1997; Seltmann, 2000). If the
sidelobes hit those moving targets having intense reectivity cores, the contamination
in the data measured by the bistatic receiver is neither easy to detect nor to lter
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out. By reducing the sidelobes of the transmitting antenna pattern in comparison to
the mainlobe by about 32 dB per 1.7

(e.g. at POLDIRAD), sidelobe contamination
can become critical if gradients of the reectivity factor exceed about 32 dB per 1.7

.
This is the case in situations having strong bright band or during thunderstorms (cf.
Sec. 2.5).
To apply the detection algorithms suggested here to a bistatic radar system, it
is assumed that the monostatic reectivity factor is not contaminated by sidelobe
eects (see explanations see Sec. 2.5) and, therefore, it is used as a reference eld. To
detect sidelobe contamination within a bistatic Doppler radar system, however, two
solutions are suggested:
(1) Comparing power elds: One way to detect sidelobe contamination is
to subtract the reference power eld measured by the monostatic receiver from that
achieved by a bistatic receiver. The dierence can then be linked, for instance, to
sidelobe contamination
19
. Before applying a direct comparison, however, monostatic
and bistatic receivers have to be adjusted. The rst step is to correct the power mea-
surements for the receiver{target distance and for the Rayleigh scattering process.
According to Eq. (2.20), the range{ and scattering{normalized power at a bistatic
receiver is calculated as P
r
r
0
2
b
cos
2
(=2) sin
2
() for vertical transmission and re-
ception. For a monostatic receiver, the range{normalized power is given as P
r
r
0
2
t
.
Second, dierences between the upper and lower limits in the dynamic range
20
of
the two receiver systems have to be taken into account in weather situations reach-
ing those limits. POLDIRAD has a much larger dynamic range than the bistatic
receiver. Third, considering other sources, e.g. the transmitting and receiving an-
tenna pattern, G
t
(
t
; 
t
); G
b
(
b
; 
b
), power measured by the monostatic and bistatic
receivers has to be adjusted directly. Therefore, an autark bistatic system consist-
ing of a receiver and a bistatic antenna has to be installed at the monostatic radar
site in order to compare the range{ and backscattered{normalized power data. This
adjustment is best carried out during weather situations having a low probability of
sidelobe contamination, e.g. during stratiform precipitation.
When isolated cells of strong reectivity factor are present as, e.g. during thun-
derstorms, sidelobe contamination can be easily detected. In the case where the
mainlobe of the transmitting power pattern points outside of the cell while the side-
lobe hits the main cell, no power can be measured at the monostatic radar system,
while power is received by the bistatic site. The ellipsoid of the respective time sample
is contaminated. However, these areas can be detected by comparing the normalized
power measured by the monostatic and bistatic receiver. One example of sidelobe
contamination during a convective situation is given in Fig. 9 and Fig. 10 by de Elia
& Zawadzki (2000). The reectivity factor measured by the monostatic radar system
is assumed not to be contaminated (cf. Sec 2.5). Strong contamination is detected
at the bistatic receivers along the ellipsoid of constant delay.
19
Receiver synchronization must be guaranteed for this conclusion.
20
The ratio, usually expressed in decibels, of the maximum to the minimum signal that a system
can handle. Used to describe limits of receivers [cited from the glossary by Rinehart (1999)].
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(2) Simulation of measured power: By means of the monostatic radar equa-
tion, the backscattering cross{section can be derived from power measured by the
monostatic receiver. For most weather radar systems (  3 cm) almost all raindrops
can be considered small when compared to the wavelength, enabling the Rayleigh
approximation to be applied (Rinehart, 1999). The bistatic scattering cross{section
can be calculated according to Eqs. (2.10) and (2.11). With this information plus a
knowledge of the three{dimensional antenna pattern for both monostatic and bistatic
antennas, the power that would have been measured by the bistatic receiver can be
calculated according to Eq. (2.20). This calculated power eld can then be compared
to the measured one and sidelobe contamination can be detected. An example of a
sidelobe detection algorithm based on a simulation of the reectivity eld achieved
by a bistatic receiver was given by de Elia & Zawadzki (2000).
5 A variational analysis method to determine the
vertical velocity
5.1 State of the art
The Doppler velocity when measured by a bistatic receiver consisting of an antenna
with a narrow vertical aperture angle (1

 
b
 8

or 1

 
b
 22

) is dominated
by the horizontal wind{components u; v. The vertical component of the measured
Doppler velocity is very small close to the ground because of low elevations. As
a result, the horizontal wind{eld can be directly determined from the measured
Doppler velocities, while the vertical wind cannot be estimated with sucient ac-
curacy. Vertical velocities can be determined by integrating the continuity equation
vertically.
The idea of combining physical constraints and radar observations to a constrain-
ing model is explored to avoid problems associated with the simple vertical integration
of the continuity equation. By using a constraining model, it is possible to determine
the three components of the wind{vector.
Constraining models were rst developed using monostatic single{Doppler radar
measurements to retrieve the wind{vector (Tuttle & Foote, 1990; Sun et al., 1991;
Qiu & Xu, 1992; Xu et al., 1994; Laroche & Zawadzki, 1994, 1995; Lazarus et al.,
1999). Therein, observations of reectivity and radial velocity were combined with
physical constraints. Vertical proles of the horizontal wind can be used as additional
constraints in order to nd the absolute minimum of the cost function in the wind
retrieval. The wind proles can be determined from analytical methods, e.g. velocity
azimuth display, VAD (Lhermitte & Atlas, 1961; Browning & Wexler, 1968; Orr &
Kropi, 1999), volume velocity processing, VVP (Easterbrook, 1975; Waldteufel &
Corbin, 1979), tracking of radial velocity pattern (Smythe & Zrnic, 1983), uniform
wind (Persson & Andersson, 1987; Hagen, 1989), and tracking algorithm, TREC
(Zawadzki, 1973; Tuttle & Foote, 1990). The constraining models are being constantly
improved, e.g. by adding noise ltering techniques (Wuest et al., 2001) or improving
vertical integration of the continuity equation (Protat & Zawadzki, 1999).
Notable deciencies in the results of constraining model are apparent, neverthe-
less, including uncertainties in the wind{vector determination due to spatial and tem-
poral interpolation errors as well as due to contamination caused by side{lobe and
ground{clutter eects. The temporal variations of weather during the volume scan
can inuence the quality of the wind retrieval also. In the case of monostatic measure-
ments, some of these deciencies were discussed and solutions were suggested (e.g.
ltering, interpolating) in more detail by O'Brien (1970); Miller & Strauch (1974);
Doviak et al. (1976); Gal-Chen (1982); Chong et al. (1983); Chong & Testud (1983);
Testud & Chong (1983); Shapiro & Mewes (1999).
The most pronounced sources of error aecting the vertical{velocity retrieval are
the choice of upper and lower boundary{condition when integrating the continuity
equation and the irregular data density due to the scanning character of the mono-
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static radar in a spherical coordinate system. Irregular data density can yield un-
realistic boundary conditions for the vertical integration of the continuity equation.
Usually weather radar systems start scanning at an elevation of 0.5

in order to avoid
echos induced by ground{clutter. At 0.5

elevation, for instance, the rst radar echo
can be expected at a height of 870 m above the radar and at a distance of 50 km.
The measured velocities represent the partical velocity with a terminal fall velocity
of w
T
[Eqs. (2.2) and (2.3)]. The calculation of w
T
when derived from reectivity
values Z may introduce an additional error, e.g. in a severe storm where hail is
present, but is not diagnosed as such (Bohne & Srivastava, 1976). Table 5.1 gives an
example of the calculation of w
T
using the linear radar reectivity factor z for dierent
weather situations. The variance in the vertical velocityW is given by 
2
W
= 
2
w
+
2
w
T
,
with 
w
T
{values of about 2 m s
 1
{ 3 m s
 1
for raindrops (Atlas et al., 1973) and
about 0.5 m s
 1
for snow (Bohne & Srivastava, 1976). In the following constraining
model, the relation between the fall{velocity and the reectivity{factor is given by
(Joss & Waldvogel, 1970; Heymseld, 1977) as
w
T
=

 0:33  10  log
10
(z)
p

0
= for z < 10
1:2
 2:6z
0:107
p

0
= else .
: (5.1)
The second term is the density correction with height, where 
0
is the air density
at ground level. Furthermore, when the dynamic range of the radar receiver is low
it causes problems in measuring strong reectivity close to the radar (saturation) or
low reectivity far away (low signal-noise ratio).
Table 5.1: An example of the choice of variables for the relation between fall{velocity and
reectivity{factor w
T
=   az
b
with w
T
in m s
 1
and z in mm
6
m
 3
by Miller & Strauch
(1974)
Precipitation type Source a b 
w
T
[m s
 1
]
Stratiform rain Rogers (1964) 3.8 0.071 1
Thunderstorm Sekhon & Srivastava (1971) 4.32 0.052
Widespread rain Lhermitte (1971) 2.0 0.087 0.3
Rain (av. of severe storms) Joss & Waldvogel (1970) 2.6 0.107 1
5.2 Methodology
Laroche & Zawadzki (1994) developed a constraining model for the purpose of re-
trieving all three components of the wind{vector using monostatic single{Doppler
radar observations. Protat & Zawadzki (1999) extended this constraining model for
the use of multiple{Doppler data and bistatic Doppler radar data.
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The principle in the constraining model is to combine observations with certain
physical constraints, as explained by Laroche & Zawadzki (1994, 1995). If the con-
straint is applied as a strong one, it must satisfy exactly the dened constraining
model. Otherwise, if observational errors, assumptions or approximations are al-
lowed, the constraint is set as weak one. In constraining model discussed here, the
continuity equation is applied as a strong constraint, while the velocity measurements
are used as weak constraints. Observational errors are allowed. The sum of the weak
constraints is minimized in the model using the method of conjugate gradients.
5.2.1 The minimization procedure
Here, a sequence for the minimization procedure is given. A detailed description of
the constraining model can be found in Laroche & Zawadzki (1994) and Protat &
Zawadzki (1999). Those variables u; v; w to be retrieved are called 'control variables'.
1. The control variables u; v are initialized. They can be either set to zero or the
translation velocity obtained by the retrieval at the previous time step can be
applied as the rst guess.
2. The anelastic form of the continuity equation is used to calculate the vertical
wind{component w from the retrieved 'control variables' u; v
@u
@x
+
@v
@y
+
1

@
@z
(w) = 0 (5.2)
with  as the mean air density as a function of z. The retrieved variable w has
to satisfy the equation of continuity exactly due to its application as a strong
constraint.
3. The dierences between the measured Doppler velocities (with a monostatic
and bistatic receiver) and the respective Doppler velocities calculated from the
control variables are computed by the cost function J
v
as
J
v
= (V
t
 V
0
t
)
T
W
t
(V
t
 V
0
t
) +
n
X
p=1
(V
e
p
 V
0
e
p
)
T
W
b
(p)(V
e
p
 V
0
e
p
) : (5.3)
Here V
t
is a vector containing all the radial components of the wind{eld,
dened at a given grid{point i by v
t
i
, and V
0
t
contains the corresponding ob-
servations. The vector containing all the Doppler velocities, measured by the
p
0
th bistatic receiver, is V
e
p
, dened at a given grid{point i by v
e
i
p
, and V
0
e
p
contains the corresponding observations. Herein, n is the number of bistatic
receivers and W
t
, W
b
(p) are the weighting matrices for monostatic and bistatic
data, respectively. If all the quality criteria are fullled according to Sec. 4.3,
the weights for the monostatic Doppler velocity observations are set to one. The
Doppler velocities measured by the bistatic receiver are weighted according to
the scattering angle  [W
b
(p) = W
(i)

in Eq. (3.3)]. The transposed matrix is
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denoted by an upper{case T . Moreover, a horizontal smoothness penalty func-
tion is applied to prevent the retrieved wind{eld from being too noisy. The
smoothness constraint, suggested by Wahba & Wendelberger (1980)
21
, is given
by
J
s
= 
X

X
xyz
"

@
2

@x
2
x
2

2
+

@
2

@y
2
y
2

2
+ 2

@
2

@x@y
xy

2
#
; (5.4)
where  presents the control variable (u; v) and  is the weighting factor.
Smoothing is applied as a weak constraint.
Retrieval of the three wind components is then performed by minimizing the
following cost function:
J = J
v
+ J
s
(5.5)
4. The minimization procedure is iterated until the convergence criterion is met.
For setting the convergence criterion, balance has to be found between computa-
tion time (number of iterations) and a reasonably converged solution. The opti-
mal number of iterations is case dependent. An appropriate number is estimated
by examining the behavior of the cost function. To obtain a reasonably con-
verged solution, 200 iterations are used in the following tests on the vertical inte-
gration using simulated radar data. The minimization procedure is terminated
when the change in the cost function becomes small ([(J
i 1
 J
i
)=J
i
] < 110
 20
)
or the number of iterations is reached. If these predened convergence criteria
have not been met, a new estimate of the control variables u; v is calculated
with the conjugate{gradient method for a new iteration (Powell, 1977). The
gradient of the cost function is used to determine the search direction.
5.2.2 Vertical integration of the equation of continuity
On a non-staggered grid, the vertical component can be estimated by discretizing the
continuity equation with a trapezoidal scheme starting at ground level:
w
x;y;z
=
X
xyz
h
 
1 +
z
H

w
x;y;z 1
 
z
4x
(u
x+1;y;z
  u
x 1;y;z
+ u
x+1;y;z 1
  u
x 1;y;z 1
)
 
z
4y
(v
x;y+1;z
  v
x;y 1;z
+ v
x;y+1;z 1
  v
x;y 1;z 1
)
i
; (5.6)
where H
 1
= (ln )=z. The lower boundary condition is given by
w
x;y;1
=  
z
2x
(u
x+1;y;1
  u
x 1;y;1
) 
z
2y
(v
x;y+1;1
  v
x;y 1;1
) : (5.7)
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For more details see also Laroche & Zawadzki (1995) and Wuest et al. (2001).
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The main diculty lies in specifying the upper and lower boundary conditions of w.
Zero vertical velocity at the ground is the most natural physical condition (Miller &
Strauch (1974); Doviak et al. (1976)). Ray et al. (1980) demonstrated that upward
integration of vertical velocity is unreliable because the bias error in the divergence
eld increases exponentially with height. To reduce the accumulation error, Ziegler
(1978) suggested setting w = 0 at z = 0 and w =  w
T
at the upper data boundary
[fall{velocity can be derived from the reectivity factor see Eq. (5.1)]. Note that
for radar observations, the lower data boundary often lies hundreds of meters above
ground level. Horizontal divergence can be strong near the ground (e.g. for shallow
low{level inows into thunderstorms), which makes it critical to extrapolate analyzed
velocities down to ground level.
At lower altitudes the airow follows the underlying terrain. This has to be
considered when calculating w at ground. Topography can be implemented when
using the following formula
w = u
@h
@x
+ v
@h
@y
; (5.8)
with h being the terrain height (Georgis et al., 2001).
5.3 Testing vertical integration with simulated radar data
In the following section, the impact of the integration technique and the inuence
of irregular data density on the quality of the vertical{velocity retrieval is investi-
gated. Doppler radar data, simulated by a numerical model, were utilized in order to
evaluate ve dierent methods for integrating the continuity equation vertically. In
a rst experiment, integration methods were evaluated by using simulated Doppler
radar data at each point over the entire 3D model domain in order to recover all
three components of the wind{vector using the constraining model. In the second
experiment, the amount (density) of the simulated Doppler radar data was restricted
to both the vertical and horizontal antenna apertures of a bistatic antenna.
5.3.1 Experimental design
A well{documented life cycle of an idealized supercell storm (Klemp & Wilhelmson,
1978) was simulated with the French Meso-NH model
22
(Lafore et al., 1998; Stein
et al., 2000) in a high{resolution domain of 40 km  40 km  10 km. The model
output was interpolated onto a Cartesian grid with a uniform grid interval of 1 km
horizontally and 0.5 km vertically. The simulation was performed over a at ter-
rain and with open lateral boundary conditions. The convection was initiated by a
low{level thermal bubble which was superimposed on an unstable homogeneous en-
vironment with high CAPE and 2D wind shear, as given by Klemp & Wilhelmson
22
The simulation data were kindly provided by Evelyne Richard and Jean{Pierre Pinty, Labora-
toire d'Aerologie in Toulouse, France.
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(1978). This type of sounding is very favorable for the development of a severe long-
lived storm which moves, splits, and regenerates several times. The microphysical
scheme (Stein et al., 2000) simulated the multiple interactions between water vapor,
cloud droplets, small ice crystals, raindrops, snowakes, and graupel.
After 1 h into the simulation, the initial storm attained a structure typical of an
intensifying supercell storm. Figure 5.1 shows horizontal and vertical cross{sections
of the storm{relative wind, vertical velocity [vertical section is plotted through the
line in Fig. 5.1(a)] and reectivity at 1 h. A strong updraft associated with a low{
level downdraft was evident near the center of the domain. High shear in direction
and absolute value of the horizontal wind was present in the whole domain.
(a) (b)
Figure 5.1: The simulated horizontal wind{vectors, u; v, and vertical motion, u;w, in
m s
 1
underlaid by the simulated reectivity eld (color{coded) in dBZ of the supercell
storm at 1 h. (a) Horizontal cross{section at z = 3 km. (b) Vertical cross{section at
y = 19 km through line in (a).
Two sets of retrieval experiments were carried out each with a dierent data
density. One set of retrieval experiments assumed no limited horizontal and vertical
aperture of the bistatic antennas. Here, the Doppler velocity information at each grid
point for the entire 40 km  40 km  10 km model domain was used for the retrieval.
The second set of retrieval experiments which was related to realistic conditions within
a bistatic Doppler radar network, covered a horizontal area having a scattering angle
limit, , lying between 50

   140

. The vertical antenna aperture, 
b
, was
chosen to be 0

 
b
 8

. Note that to avoiding contamination due to ground{
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clutter, the power pattern of the bistatic antenna is constructed to receive the main
power between 1

and 9

vertically. In this experiment, the vertical antenna aperture
ranged between 0

and 8

in order to have data close to the ground.
For statistical analysis, the experiment was named according to the integration
technique, while the results relating to the second set of experiments were addition-
ally denoted by the index 'bi'. To distinguish between the results achieved by the
numerical model and those accomplished by the constraining model, the former was
specied by 'simulated' and the latter by 'retrieved'.
It was assumed that the simulated u; v; w{components at 1 h were sampled by the
bistatic multiple{Doppler radar network at OP, located as illustrated in Fig. 5.1(a).
The wind{components u; v, and w   w
T
from the model output were transformed
according to Eqs. (2.2) and (2.3) into the Doppler velocities v
t
and v
ei
of the i
0
th
receiver. The Doppler velocities were used as input data for the constraining model.
Afterwards, the retrieved vertical wind, the absolute value of the velocity, and the
direction of the horizontal wind were compared to the respective parameters of the
numerical simulation. The elapsed time for the volume scan of the pseudo monostatic
radar was neglected and simultaneous measurements for all Doppler velocities were
assumed. For both sets of experiments, w was set to be zero at the lower and upper{
level boundary. The lower boundary was at z = 0, while the upper one was located
at z
top
+z, which was at 10.5 km above MSL with z = 500 m.
Dierent integration techniques were compared to study the integration of the
continuity equation:
Upward integration (SUPI): The vertical component was calculated for each
grid{column from horizontal divergence elds by integrating the continuity equa-
tion upward starting from at ground level using the lower{level boundary condition
(w = 0). In this case, errors in estimating u; v accumulated upward. Evaluation
using this techniques was referred to as SUPI.
Downward integration (SIDO): The continuity equation was integrated down-
ward from the storm top level using the upper{level boundary condition (w = 0).
Horizontal divergences were calculated when the rst radar echo was reached from
the top. Errors in the estimation of u; v accumulated downward. When downward
integration was used in the constraining model, it was referred to as SIDO.
Averaged integration (AVUDO): This integration technique took advantage of
both upward and downward integration using the ground{level and the upper{level
boundary conditions (w = 0). The results of the separate up- and downward inte-
gration at each level were averaged, henceforth AVUDO. The error accumulation was
reduced by combining data having a high bias error with data having a lower error.
With this technique, the continuity equation was not satised exactly.
Weighted up- and downward integration (WUDO): A weighted average of
both up{ and downward integration was implemented by Protat & Zawadzki (1999)
in order to reduce accumulated errors. A linear weight from one at ground and zero
at the upper{level boundary height was given for the upward integration (vertical
velocity is denoted as w
"
). For the downward integration (vertical velocity is denoted
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as w
#
), the weight increased linearly from zero at ground level to one at the highest
level. In this way, a strong weighting is given to the integration with the least error
for each retrieval height:
w =

1 
z
z
top

w
"
+

z
z
top

w
#
: (5.9)
The simulation using this integration methods was called WUDO.
Note that WUDO and AVUDO, do not satisfy the continuity equation exactly
[see Eq. (5.2)] although, the continuity equation was applied as a strong constraint
in the constraining model. The dierences between the up{ and downward integra-
tion create a residual. Montmerle et al. (2001) found that, although the results were
consistent and realistic while using radar data, this method led to some non{realistic
features in the case where the areas without measurements were supplemented with
a background eld. Especially at the border between the sampled domain and the
background wind{eld in a clear{air environment, a non{negligible residual was ob-
tained.
Minimization of up{ and downward integration (FUDI): To satisfy the con-
tinuity equation exactly, the results of the separate up{ and downward integration
were minimized within the cost function. The equation of continuity was modied
by adding a new weak constraint to the retrieval process (Montmerle et al., 2001).
The dierences between the up{ and downward integration was therefore minimized
leading to
J
w
=
X
xyz
[(w
"
 w
#
)
T
W
w
(w
"
 w
#
)]; (5.10)
where W
w
is the weighting factor for the vertical velocity. The vector w
"
contains all
vertical components of the wind{eld achieved by the upward integration, while w
#
includes all vertical components of the wind{eld achieved by the downward integra-
tion dened at a given grid{point. J
w
has to be added to the cost function [Eq. (5.5)]
leading to J = J
v
+ J
s
+ J
w
. Wind{velocity retrieval based on the minimization of
up{ and downward integration was referred to as FUDI (forced up{ and downward
integration).
5.3.2 Results of the retrieval
The results from the two sets of experiments outlined in the previous section are pre-
sented below. The statistical analysis is based on the dierences between the retrieved
and simulated w and the horizontal wind, which were averaged horizontally over each
integration level (Figs. 5.2, 5.5) and averaged over the entire domain (Tabs. 5.2, 5.3).
The root mean square error (rms), the relative root mean square error (rerms), and
the correlation coecient (cc) were calculated. For statistical analysis, the vertical
velocity and the horizontal wind can be assumed to be Gaussian{distributed.
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The retrieved wind{eld must fulll the continuity equation and must represent
the observations. The continuity equation is a diagnostic equation from which ver-
tical motion is retrieved only. Therefore, it is not a very eective constraint on the
horizontal wind. On the other hand, a larger impact on the wind{vector is expected
by the minimization procedure using the whole wind{vector. The large dierences
between the results of the rst iteration and the absolute minimum of the cost func-
tion (optimally analyzed) can imply a large temporal and computational expense (a
large number of iterations) in order to nd the global minimum for the cost function.
To begin with, the results of the rst set of experiments, horizontally aver-
aged over each integration level, are discussed (Fig. 5.2). The choice of the integration
technique hardly inuenced the horizontal wind [cf. Figs. 5.2(a) { 5.2(c)]. Excep-
tions were found at the boundary{levels, which can be related to the upper and
lower boundary{level conditions chosen for the vertical integration of the continuity
equation. Figure 5.3 exhibits the simulated vertical velocity at the upper and lower
boundary{level. In the constraining model, w was set to zero at z = 0 and at 500 m
above the echo top of the supercell storm (upper and lower boundary{level condi-
tions). As approved in Fig. 5.3(a), w can be set to zero at the lower boundary{level.
The assumption of w = 0, at z = 10.5 km was not the right choice as exhibited in
Fig. 5.3(b). Here, the vertical velocity, obtained by the numerical simulation, ranged
between  5m s
 1
at a height of 10 km. Therefore, the dierences between the re-
sults from the simulation and from the retrieval at the 10 km height level were larger
for all integration techniques. At the boundaries, the horizontal wind was compara-
tively well retrieved by the two{way{integration techniques, AVUDO, WUDO, and
FUDI. Large dierences between the retrieved and simulated horizontal wind were
achieved with the one{way{integration techniques, SUPI, SIDO, i.a. at 8 km height
cc
SIDO
V
h
= 0.6 [Fig. 5.2(a)]; between a height of 8 km to 10 km rms
SUPI
V
h
= 3 m s
 1
{
6 m s
 1
[not completely shown in Fig. 5.2(b)]. At lower levels (2 km { 8 km), V
h
was
retrieved suciently by all integration techniques with cc ranging between 0.8 and 1
[Fig. 5.2(a)], and with a rms increasing from 0.5 m s
 1
to 2 m s
 1
[Fig. 5.2(b)].
The statistical analysis of the retrieved and simulated vertical velocities for this
supercell storm evidenced that one{way{integration techniques SUPI and SIDO, did
not solve the continuity equation suciently. The error accumulations for SUPI and
SUDI were clearly demonstrated by the correlation coecients seen in Fig. 5.2(d) with
cc below 0.6 for SIDO, and a cc decreasing from 0.7 to zero for SUPI. The highest
error accumulation in the vertical wind estimation resulted from the upward integra-
tion as already proposed by Ray et al. (1980). The bias of w using classical up{ or
downward integration was also evident in the vertical prole of the rms (Fig. 5.2(e);
1 m s
 1
 rms
SIDO
w
 2.5 m s
 1
; rms
SUPI
w
increased in height from 0.5 m s
 1
to
12 m s
 1
) and in the rerms (Fig. 5.2(f); 1  rerms
SIDO
w
 3; rerms
SUPI
w
increases
in height from 0.5 to 9). The vertical velocity was well retrieved using AVUDO
between a height of 2 km to 7 km (Figs. 5.2(d) { 5.2(f); 0.7  cc
AVUDO
w
 0.8,
rms
AVUDO
w
 1 m s
 1
, rerms
AVUDO
w
 0.5). At the upper and lower boundaries, w was
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Figure 5.2: Vertical prole of the statistical analysis consisting of the dierences between
the retrieved and the simulated horizontal wind (a){(c) and the vertical velocity (d){(f)
averaged over each level height. The simulated Doppler velocities of the entire 3D numerical
model domain (40 km  40 km  10 km) were used as input data for the constraining
model. The dierences between the simulated and the retrieved results were quantied by
the correlation coecient, cc, [(a), (d)], the root mean square error, rms, [(b), (e)], and the
relative root mean square error, rerms, [(c), (f)]. The respective integration technique used
in the constraining model was signed by FUDI, AVUDO, SUPI, SIDO, and WUDO. More
explanations in the text.
retrieved not suciently by AVUDO due to the high error accumulation of SUPI at
upper levels and SIDO at lower levels. The best results were achieved at all levels with
the integration techniques FUDI and WUDO (0.7  cc
w
 0.8, rms
w
 1.5 m s
 1
and
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rerms
w
 1.5).
(a) (b)
Figure 5.3: Horizontal cross{section of the simulated vertical velocity superimposed on
the simulated horizontal wind{vector at (a) z = 0.5 km and (b) z = 10 km. Downdraft is
indicated by negative values and updraft by positive values.
The statistical analysis generated over the entire 3D model domain (Tab. 5.2)
showed similar results as the analysis for each level height. The dierences between
the simulated and retrieved horizontal wind using SIDO, AVUDI, WUDO, and FUDI
were small over the whole domain (Tab. 5.2, rerms
V
h
 0.11 { 0.16). Although, they
were not small for the vertical velocities (rerms
w
= 0.6 { 1.12; cc
w
= 0.6 { 0.78), the
general ow structure at each level height correlated well with the results from the
numerical simulation (gures not shown). The vertical velocities, calculated with the
one{way{integration technique, SUPI (Tab. 5.2; cc
SUPI
w
= 0.23, rms
SUPI
w
= 5.8 m s
 1
),
were not suciently retrieved. Again, the vertical velocities were determined well by
using the integration techniques WUDO and FUDI (0.72  cc
w
 0.78).
In the second set of experiments, the impact of a reduced data density on
the quality of the wind retrieval was analyzed. In general, owing to the transmission
and reception in spherical coordinates, the data density is reduced, especially, when
either close to the ground and far away from the receiver, or at high altitudes and
close to the receiver.
Although, the supercell storm was located in the center of the observation domain,
it could only be completely observed up to a vertical extension of 2.5 km. Figure 5.4
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Table 5.2: The results of the statistical analysis averaged over the entire 3D numerical
model domain (40 km  40 km  10 km). The dierences between the simulated and
the retrieved horizontal wind (V
h
, left) and vertical velocity (w, right) were quantied by
the correlation coecient, cc, the root mean square error, rms, and the relative root mean
square error, rerms. The respective integration techniques, used in the constraining model,
were signed by SUPI, SIDO, AVUDO, WUDO, and FUDI. More explanation in the text.
V
h
/w SUPI SIDO AVUDO WUDO FUDI SUPI SIDO AVUDO WUDO FUDI
cc 0.97 0.98 0.99 0.99 0.99 0.23 0.61 0.67 0.78 0.72
rms 2.12 1.47 1.39 1.42 1.40 5.78 1.89 1.47 1.08 1.30
[ms
 1
]
rerms 0.16 0.11 0.18 0.11 0.11 3.41 1.12 0.87 0.64 0.77
illustrates a horizontal cross{section at 3 km height of the vertical velocity super-
imposed on the horizontal wind{vector. The simulated supercell storm [Fig. 5.4(a)]
could not be covered completely by the vertical aperture of the bistatic antenna as
seen in Fig. 5.4(b). At a height of 3 km and 3.5 km, the southern updraft and the
main downdraft areas were partly covered by the bistatic receivers, while the northern
updraft region was totally out of the observation area [for z = 3 km see Fig. 5.4(b)].
For z  4 km, the supercell storm could not be covered by the bistatic Doppler radar
network. Therefore, the integration height was set to 5.5 km. The statistical analysis
was limited to the lower ve levels (0.5 km { 2.5 km).
The correlation between the results obtained by the numerical simulation and by
the constraining model in the second set of experiments was similar to the rst set
[cf. Figs. 5.4(a) { 5.4(f), Figs. 5.5(a) { 5.5(f)]. Again, the horizontal wind{eld was
almost unaected by the integration technique. The vertical proles of the cc, the
rms, and the rerms of the horizontally averaged wind speed resembled to the rst set
of experiments. Dierences between the two sets were to be expected at the upper
boundary{level, because of the unrealistic condition of w = 0 at 5.5 km height.
The impact of the reduced data density on the vertical integration is clearly seen by
the cc exhibited in Fig. 5.5(d). It shows that with the one{way{integration technique,
SIDO, w cannot be reproduced (0  cc
SIDO
w
 0.2). The downward integration started
at a height of 5.5 km with w set to zero. At that height, strong divergence was present
within the simulated horizontal wind{eld. On the other hand, the vertical velocities
could be retrieved much better using the upward integration technique, SUPI, with
cc
SUPI
w
ranging between 0.8 and 0.9. In this case, the boundary condition for w was
more realistically adjusted than for SIDO. Therefore, the retrieved vertical velocity
correlated much better with the simulation results.
The low correlation of the downward integration technique had a large impact on
the results achieved with AVUDO (0.4  cc
AVUDO
w
 0.8). Again, high correlation
between the results of the retrieval and the numerical simulation were obtained by
using WUDO and FUDI (0.8  cc
w
 0.9).
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(a) (b)
Figure 5.4: Horizontal cross{section at 3 km above MSL of vertical velocity in m s
 1
su-
perimposed on the horizontal wind{vector eld in m s
 1
obtained by (a) the numerical
simulation and (b) the constraining model using FUDI. Upward motion is indicated by
positive values and downward motion by negative values. The amount of data, applied in
the constraining model, was limited by the aperture of the bistatic antenna with 40

  
140

horizontally and 0

 
b
 8

vertically.
The comparison between the retrieved and simulated vertical wind{eld at each
level (gures not presented) showed that both the up{ and downdraft motions were
overestimated in magnitude using SUPI. But the structure of the northern and south-
ern updraft, and the downdraft area in the center of the domain was well obtained.
In stark contrast, the one{way downward integration techniques, SIDO, could hardly
give the structure of the three cells. There was no correlation, however, between the
simulated and retrieved vertical wind{elds. Using AVUDO, WUDO, and FUDI, the
size of the updraft region was larger than in the simulation, while the values of down-
draft were overestimated. The vertical wind{eld was well represented by WUDO
and FUDI.
Comparing the statistical parameters generated over the whole 3D domain of the
rst set of experiments to the second, the impact of the upper boundary conditions on
the quality of the vertical{velocity retrieval was only clearly evident by the downward
integration (Tab. 5.3, cc
SIDO
w
= 0.47, cc
SIDO
bi
w
= 0.20). In all other cases, the cc, the
rms, and the rerms of the whole domain were similar. The retrieval of the wind
components was less sensitive to the limited amount of data than expected. The
results achieved with lower data density in Tab. 5.3 (denoted by bi) should not be
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Figure 5.5: As Fig. 5.2, but the amount of data used in the constraining model was
reduced. The observation area of the three bistatic receivers was restricted by 40

  
140

horizontally and 0

 
b
 8

vertically.
overestimated. The dierences in the cc between the rst and the second set of
experiments can be related to the dierent numbers of samples.
5.3.3 Assessment and discussion
Sampling up to the echo top of a convective cell can become critical for a bistatic
antenna receiving the main power within 1

to 9

vertically. But the knowledge of the
echo top height is essential for choosing the right integration technique with realistic
boundary conditions. For measurements in convective situations, it is suggested
5.3 Testing vertical integration with simulated radar data 77
Table 5.3: The results of the statistical analysis for the lower ve levels (0.5 km - 2.5 km).
The simulated w was averaged over 40 km  40 km  2.5 km (5240 samples) and the
retrieved w, denoted by bi, was averaged over the area, which was restricted by the aper-
ture of a bistatic antenna (5024 samples). The dierences were quantied by the correla-
tion coecient, cc, the root mean square, rms, and the relative root mean square, rerms.
The integration techniques applied in the constraining model were signed by SUPI, SIDO,
AVUDO, WUDO, and FUDI, respectively. More explanations the text.
w SUPI SUPI
bi
SIDO SIDO
bi
AVUDO AVUDO
bi
WUDO WUDO
bi
FUDI FUDI
bi
cc 0.71 0.91 0.47 0.20 0.65 0.73 0.85 0.90 0.79 0.86
rms 1.12 0.64 2.32 1.56 1.23 1.02 0.75 0.74 0.87 0.83
[ms
 1
]
rerms 0.79 0.44 1.63 1.08 0.86 0.70 0.53 0.51 0.61 0.58
that the echo top height be determined with an RHI measurement
23
or a complete
volume scan. If the echo top cannot be reached for sure due to the limited vertical
antenna aperture of the bistatic antenna, and sampling nishes within an area of high
reectivity and high convergences in the horizontal wind{eld, the upward integration
technique has to be used to calculate w. Otherwise, minimizing the results of the
up{ and downward integration is favorable. Here, the ground{level and upper{level
boundary conditions are taken into consideration.
Setting w = 0 at the upper and lower boundary conditions is easy to accomplish
and sucient for this case. Even though the condition w = 0 at the upper{level
boundary is not met in the second set of experiments, only the quality of the wind
retrieval using the one{way integration technique, SIDO, was inuenced by starting
with a very high gradient in the vertical velocity at the upper boundary{level (at a
height of 3 km w = 0, and at a height of 2.5 km w =  5 m s
 1
).
The assumption of w =  w
T
as upper boundary condition as suggested by Ziegler
(1978) could not be applied in this case study because w
T
is zero at the upper bound-
ary. At the highest level containing reectivity (9 km), the terminal velocity w
T
is
about 1 m s
 1
(gure not shown) within the downdraft area in Fig. 5.3(b) (x = 20 km,
y = 24 km with a radius of 5 km). At a height of 8.5 km, the downdraft of this area
reaches values of about 1 m s
 1
to 4 m s
 1
(gure not shown). At that height (8.5 km),
w =  w
T
represents the realistic upper{level boundary condition (Fig. 5.3). Since
the true vertical velocity is unknown, this shows the diculties of setting w =  w
T
.
For a more precise statement on the impact of data density and boundary con-
ditions on the quality of the retrieved wind{vector, these experiments have to be
extended for a large number of dierent weather situations.
23
'Range-Height Indicator - An intensity{modulated display with height as the vertical axis and
range as the horizontal axis. A cross{section in a vertical plane passing through the radar [cited
from the glossary by Rinehart (1999)].'
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6 Retrieval of wind{elds
6.1 Stratiform precipitation in a frontal system:
2 February 2000
6.1.1 Meteorological situation and data analysis
On the afternoon of 2 February 2000, a cold frontal system passed over southern
Germany from the northwest. The pre{frontal wind was mainly from southwesterly
and westerly directions, ranging from between 10 m s
 1
{ 15 m s
 1
and increasing
and veering more to a westerly ow as the cold front approached. As recorded by
three meteorological surface observation stations (Oberpfaenhofen, Lagerlechfeld,
Dieen; for their location see Fig. 1), the surface front passed the investigation area
between 1630 UTC { 1830 UTC, reaching Lagerlechfeld at 1630 UTC, passing Ober-
pfaenhofen (OP) between 1715 UTC { 1725 UTC, and reaching Dieen between
1720 UTC { 1745 UTC (Fig. 1). Precipitation started within the warm sector of the
frontal system at 1435 UTC in Lagerlechfeld, 1530 UTC in Oberpfaenhofen, and
1600 UTC in Dieen.
Volume scans were performed every ten minutes by POLDIRAD and the receiver
system at Lagerlechfeld, during a time period of seven hours (1200 UTC { 1900 UTC).
Wind synthesis was performed, as described in Sec. 4.1 and in Sec. 4.2. Radar data
were interpolated onto a Cartesian grid with a horizontal resolution of 500 m and
a vertical resolution of 250 m, starting at 600 m above MSL, i.e. at the height
of POLDIRAD, up to a height of 2.85 km above MSL. The measured velocities,
v
t
and v
e
, were used as input data for the constraining model in order to retrieve
the three components, u; v; w of the wind{vector (Sec. 5). The vertical integration
was achieved with the FUDI{technique because with this two{way{integration, the
continuity equation is satised exactly and the technique considers both ground{level
and upper{level boundary conditions (cf. Sec. 5.3). The quality control scheme was
applied to the horizontal wind{vector and the averaged quality index eld (Sec. 4.3)
was calculated.
6.1.2 Assessment and discussion
During the whole investigation period, up{ and downward motion with values of up
to 1.5 m s
 1
were observed. Pre{frontal (between 1200 UTC { 1700 UTC), the
vertical motion was dominated by ascending air, with w about 0.6 m s
 1
(gure
not shown), while shortly after the front passed, downward motions were dominant
within the observation area. Figures 6.1(a) and 6.2(a) show the horizontal wind{
vector underlaid by the vertical velocity during the frontal passage at 1708 UTC
and after the frontal passage at 1758 UTC, respectively. At 1708 UTC, the frontal
system was located SW of OP (between 220

 
t
 230

), heading southeast. In
Fig. 6.1(a), a perturbation can be detected SW of OP with a slight change in wind
direction (from SW to W), with pre{frontal upwinds and post{frontal downwinds.
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(a) (b)
(c) (d)
Figure 6.1: Horizontal cross{section at a height of 1.6 km above MSL of the (a) retrieved
horizontal wind{vector underlaid by vertical velocity in m s
 1
, (b) the respective quality
index eld of the horizontal wind, (c) the reectivity factor eld measured by POLDIRAD
in dBZ, and (d) the bistatic reectivity factor eld in dBZ measured by the receiver Lager-
lechfeld on 2 February 2000 at 1708 UTC. Updraft motions are indicated by positive values,
and downdraft by negative values. For clarity of display, only every third wind vector is
plotted.
80 Retrieval of wind{elds
At 1758 UTC, the direction of the horizontal wind{vectors changed to NW, and the
wind velocity increased up to 20 m s
 1
. Downward motions, indicated by negative
values, dominated. The averaged quality index elds of the horizontal wind{vector at
1708 UTC and at 1758 UTC are exhibited in Fig. 6.1(b) and Fig. 6.2(b), respectively.
In this case, which shows a weather situation with a relatively homogeneous ow,
the average quality{index eld,

F , is dominated by the accuracy of the horizontal
wind{eld, F (
0
jV
h
j
) [cf. Sec. 4.3.1 and Fig. 4.9(a)]. The quality{index elds F (rZ)
and F (
0
jV
h
j
=jV
h
j) are very small. Only wind{vector and values of reectivity factor
where the average quality index eld exceeded a value of 0.6 (empirically chosen)
were plotted. Within this area, the condence in the Doppler velocity measurements
was high (cf. Sec. 2.8), and a large number of data points was available.
The bistatic reectivity factor eld, Z
b
, measured by the bistatic receiver Lager-
lechfeld (cf. Sec. 2.4), and the reectivity factor eld measured by POLDIRAD, are
shown in Figs. 6.1(c) and 6.1(d) for 1708 UTC and in Figs. 6.2(c) and 6.2(d) for
1758 UTC, respectively. By means of the reectivity factor eld, the vertical motion
of microphysical processes can be derived. As a simple approach, higher reectivity
factors are expected more in updraft regions as compared to downdraft areas. Within
stratiform precipitation this approach cannot be applied within the bright band. At
1708 UTC, a downdraft [Fig. 6.1(a)] was related to low reectivity factors ranging
between 16 dBZ and 18 dBZ, while an updraft was visible in the region SSW of OP
having higher reectivity factors ranging between 20 dBZ and 24 dBZ. As downward
motion dominated the area after the frontal passage at 1758 UTC, the reectivity
was weaker than at 1708 UTC. The upward motion to the south of OP [Fig. 6.2(a)]
was still linked with the area of higher reectivity at 1758 UTC.
The bistatic reectivity factor eld measured by the bistatic receiver Lagerlechfeld
can only illustrate the received power{pattern of its antenna. Comparing Fig. 6.1(d)
and Fig. 6.2(d) with the measured antenna power{pattern in Fig. 3.3(a), the mainlobe
and the secondary lobes of the bistatic antenna were visible in the bistatic reectivity
factor eld measured on 2 February 2000.
In order to show that the vertical velocity{eld has a clear meteorological signal,
several sensitivity studies on the impact of observation errors on the retrieved compo-
nents, u; v; w were carried out. This investigation showed that the retrieval algorithm
including smoothing as a constraint (Sec. 5) is not susceptible to random measure-
ment errors. Therefore, prior to starting the wind retrieval, a random number was
added to the measured velocities v
t
and v
e
after the interpolation onto a Cartesian
grid. Smoothing was applied only in the minimization procedure [Eq. (5.4)]. The
retrieved components, u; v; w at 1758 UTC, with an articially added error ranging
between -2 m s
 1
to 2 m s
 1
onto v
t
and v
e
, can be seen in Fig. 6.3. The comparison
between this wind{vector eld (Fig. 6.3) and the wind{eld at 1758 UTC without
an added error [Fig. 6.2(a)] shows that the retrieval has a low sensitivity to measure-
ment errors. Even when allowing for a margin of error of between -5 m s
 1
to 5 m s
 1
(which corresponds to 25 % for 20 m s
 1
; gure not shown) up{ and down{draft
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(a) (b)
(c) (d)
Figure 6.2: As Fig. 6.1, but at 1758 UTC.
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structures, as in Fig. 6.2(a), are visible.
Figure 6.3: As Fig. 6.2a, but before starting the retrieval procedure, a random number
ranging from between -2 m s
 1
to 2 m s
 1
was added onto each v
t
and v
e
.
As a result, clear meteorological structures in the vertical velocity were visible
within the observation area. The overall structure of the vertical motion associated
with a frontal passage can be veried.
6.2 Stratiform precipitation in a frontal system:
10 April 2001
6.2.1 Meteorological situation and data analysis
In the second case, a weak cold front with stratiform precipitation passed the investi-
gation area in the afternoon of 10 April 2001 between about 1600 UTC { 1700 UTC.
Because precipitation was mainly within the warm sector of the frontal system, ve-
locity measurements with the bistatic Doppler radar network could only be obtained
until 1530 UTC.
Before the frontal system reached the investigation area, the wind was character-
ized by a relatively homogeneous southwesterly ow, with velocities ranging between
10 m s
 1
and 15 m s
 1
. With the front's approach, the horizontal wind varied between
westerly and northwesterly directions but did not change in magnitude.
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Volume scans were performed every ten minutes by POLDIRAD and the re-
ceiver system Lichtenau and Lagerlechfeld during a time period of about three hours
(1230 UTC { 1530 UTC). Wind synthesis was performed as for the rst case (cf.
Sec. 6.1.1). The Doppler velocities measured by the receivers Oberpfaenhofen, Licht-
enau, and Lagerlechfeld were used as input data for the constraining model. Note
that with two bistatic receivers, the equation system to determine the horizontal
wind{eld was mainly overdetermined within the observation area. The vertical ve-
locity was retrieved using the FUDI technique (cf. Sec. 5.3.1). The time levels of the
retrieval were at 1327 UTC, 1427 UTC, and 1447 UTC before the frontal passage.
6.2.2 Assessment and discussion
The vertical wind{eld superimposed on the horizontal wind{vector eld, and the
corresponding average quality index eld of the horizontal wind between 1327 UTC
and 1447 UTC are illustrated in Fig. 6.4 and Fig. 6.5, respectively. The inuence
of an overdetermined equation system for the horizontal wind{eld calculation on
the averaged quality index eld can be seen clearly when comparing Fig. 6.1(b) and
Fig. 6.4(b). According to the quality index eld [Figs. 6.4(b) and 6.4(d); Fig. 6.5(b)],
the condence in the horizontal wind{eld is high within the whole observation area
with values ranging between 0.7 and 0.8.
At all three time levels, the retrieved vertical velocity was characterized by rela-
tively small up{ and downward motions due to the low values of horizontal conver-
gence. At 1327 UTC, the wind came mainly from westerly and southwesterly direc-
tion, with velocities ranging from 10 m s
 1
to 15 m s
 1
[Fig. 6.4(a)]. A horizontal
convergence in the wind{eld was observed in the northern and southern parts which
could be linked to upward motion with values of w up to 1 m s
 1
. This convergence
occurred at all height levels (gures not shown). When the wind changed to a more
westerly direction, at 1437 UTC [Fig. 6.4(c)] and at 1447 UTC [Fig. 6.5(a)], the most
southern region of convergence disappeared and the upward motion reduced. The
most northern region of convergence was still present at 1437 UTC and 1447 UTC.
Generally, very low subsidence occurred over the whole observation area.
6.3 Wind{vectors within a convective system: 3 May 2000
6.3.1 Meteorological situation and data analysis
On the afternoon of the 3 May 2000, two convective systems formed southwest and
later northwest of Oberpfaenhofen. The cell located within the investigation area
started developing around 1400 UTC and stayed within the observation area for
one hour. At about 1445 UTC, a second cell located northwest of Oberpfaenhofen
formed. The 1

elevation PPI of the reectivity factor eld measured by POLDIRAD
at 1435 UTC and the lightning observations between 1330 UTC and 1530 UTC shown
in Fig. 6.6 illustrate the position of the convective system. The most active part of
the system located southwest of OP (i.e. related to the maximum of the reectivity
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(a) (b)
(c) (d)
Figure 6.4: Horizontal cross{section at a height of 1.6 km above MSL of the retrieved
horizontal wind{vector underlaid by vertical velocity in m s
 1
(left column) and the respec-
tive quality index eld (right column) of the horizontal wind measured on 10 April 2001
at (a), (b) 1327 UTC and (c), (d) 1427 UTC. Data were sampled by the receivers Ober-
pfaenhofen, Lichtenau, and Lagerlechfeld. Upwinds are indicated by positive values, while
negative values are downwinds. For clarity of display, only every third wind vector is
plotted.
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(a) (b)
Figure 6.5: As Fig. 6.4, but at 1447 UTC.
factor) consisted of a stationary cell located between 225

 
t
 280

at a range
of 15 km  r
0
t
 30 km.
To observe the temporal evolution of the convection, volume scans were performed
by POLDIRAD every ten minutes. With a scanning rate of about 40 seconds per
revolution, eight antenna elevations were scanned starting at 1

and running up to an
elevation of 20

with smaller elevation intervals near ground level and larger intervals
with increasing height. Due to a maximum scanning elevation of 20

and a limited
vertical aperture of the bistatic antenna of about 1

to 9

, data were only sampled
up to a height of 7.5 km to 11 km above MSL located at r
0
t
= 20 km { 30 km.
Contamination due to the secondary lobes of the transmitting power pattern
(cf. Sec. 2.5) did not occur during this convective situation. Figure 6.7 shows the
bistatic reectivity factor eld measured by the receiver Lagerlechfeld at 1.6 km
above MSL at 1455 UTC. If the data measured by the bistatic receiver were found
to be contaminated by the transmitted secondary lobe, the bistatic reectivity factor
would be extended in the direction of the ellipsoid of the respective range gate (cf.
Sec. 2.5). As illustrated in Fig. 6.7, the maximum reectivity factor expands in the
radial direction from the bistatic receiver according to the received power{pattern and
not along the ellipsoid. An example of a sidelobe{contaminated bistatic reectivity
factor eld measured by a bistatic receiver is given in Fig. 9 and Fig. 10 in de Elia &
Zawadzki (2000). In addition to the conclusion drawn from the reectivity factor eld,
no contamination can be found in the Doppler velocity eld (Figure not shown). The
comparison between the Doppler velocity measured by the monostatic and bistatic
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(a) (b)
Figure 6.6: PPI at 1

elevation of the reectivity factor eld in dBZ measured by POLDI-
RAD at 1435 UTC. (b) Position and color{coded time of the observed lighting between
1330 UTC and 1529 UTC.
Figure 6.7: Horizontal cross{section of the bistatic reectivity factor eld in dBZ measured
by the bistatic receiver Lagerlechfeld at 1455 UTC at a height of 1.8 km above MSL. Spheres
and ellipsoids of constant delay are indicated.
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receivers in the area where both unit vectors, e; t, were pointing in the same direction
(  10

) showed dierences of less than about 0.5 m s
 1
. These values were of
the same order of magnitude as the accuracy of the Doppler velocity measurement.
The wind{eld retrieval was performed in a 40 km  40 km  10 km domain
and interpolated onto a Cartesian grid with a horizontal and vertical resolution of
500 m. The retrieval domain consisted of 20 height levels, beginning at 600 m above
MSL and reaching up to a height of 10.6 km above MSL. Interpolation to a reference
time was applied. The vertical velocity was retrieved by the scheme that minimizes
the up{ and downward integration (FUDI). Owing to the high variability in wind
direction and speed, the weights for the quality index related to F (
0
jV
h
j
=jV
h
j) were
set to zero. Furthermore, the probability of sidelobe contamination was investigated
separately. Therefore only data with a scattering angle limit, , varying between
50

and 140

were considered in this case study.
6.3.2 Assessment and discussion
The temporal development of the convective system is shown in the horizontal wind{
vector underlaid by the vertical velocity for the earlier state (1401 UTC { 1422 UTC)
and for the full development of the convection (1445 UTC { 1505 UTC). Figure 6.8
shows the retrieved vertical velocity eld superimposed on the horizontal wind{
vectors at a height of 1.8 km above MSL for the earlier states and at 3.8 km above
MSL for the later states.
At ground level [Figs. 6.8(a) { 6.8(c)], strong convergence was observed with an
inow from the north into the northern part of the storm and from the south into
the southern part of the storm. The horizontal convergence increased with time.
The northern part consisted of an alternating band of up{ and downdrafts, while the
southern part of the storm was dominated by subsidence.
At higher altitudes and as time progressed [cf. Fig. 6.8(d) { 6.8(f)], the direction
of the inow turned to northwest towards the main cell, while in the southern part
westerly winds dominated. Up{ and downdraft intensied with the temporal devel-
opment in the convective system. The main cell was fully developed at 1455 UTC.
It was located at 225

 
t
 280

and at a range of 15 km  r
0
t
 30 km with a
maximum of updraft of about 8 m s
 1
.
Figure 6.9 shows the retrieved horizontal wind{vector underlaid by the vertical ve-
locity at 1455 UTC at a height of (a) 1.35 km, (b) 2.85 km, (c) 4.35 km and (d) 5.35 km
above MSL. The horizontal wind{vector in the lower troposphere showed strong di-
vergence and convergence with an easterly and westerly ow at 1.35 km above MSL
including the existence of a cyclonic circulation at 2.85 km above MSL [Fig. 6.10(a)].
Aloft, northwesterly to westerly winds dominated [Figs. 6.9(c) and 6.9(d)], with a
noticeable conuence of the outow on the southern part of the most active part of
the system [Fig. 6.10(b)]. The vertical velocity elds [cf. Figs. 6.9(a) { 6.9(d)] were
characterized by a well{dened region of ascent located at 230

 
t
 270

at a
range of 15 km  r
t
 25 km and a downdraft area south of it. Maximum values of
6 m s
 1
at a height of 5.35 km above MSL were reached in the updraft region and val-
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(a) (b) (c)
(d) (e) (f)
Figure 6.8: Temporal development of a convective system formed within the investigation
area on 3 May 2000 between 1400 UTC and 1500 UTC as observed by POLDIRAD and
receiver Lagerlechfeld. The horizontal wind{vector is underlaid by the vertical velocity in
m s
 1
(a){(c) at a height of 1.8 km above MSL representing the earlier state and (d){(f)
at 3.8 km above MSL to show the full development. Ascent is indicated by positive values,
decent by negative values. For clarity of display, only every third wind{vector is plotted.
ues of -5 m s
 1
at 5.35 km above MSL in the southern downdraft region [Fig. 6.9(d)].
Both positive and negative values of horizontal divergence were observed in the main
updraft area [Fig. 6.10(b)].
Isotachs of the vertical velocity underlaid by the reectivity factor measured by
POLDIRAD are shown in Fig. 6.11. Here, a east{west vertical cross{section is shown
through the downdraft region 13 km south of OP, while another one is through
the region with the main updraft (5 km south of OP). In Fig. 6.11(a), the maximum
downdraft was found at high altitudes (1.85 km and 2.85 km above MSL). The updraft
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(a) (b)
(c) (d)
Figure 6.9: Horizontal cross{section of the horizontal wind{vector in m s
 1
at a height of
(a) 1.35 km, (b) 2.85 km, (c) 4.35 km, and (d) 5.35 km above MSL underlaid by the vertical
velocity in m s
 1
for 3 May 2000, at 1455 UTC. The horizontal wind was determined by
the Doppler measurements of the receivers Oberpfaenhofen and Lagerlechfeld. Ascent is
indicated by positive values, while negative values indicate descent. For clarity of display,
only every third wind{vector is plotted.
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core was linked to the maximum of reectivity factor. The successive changes between
updraft and downdraft can be forced by the downward pressure perturbation force
found on either side of a buoyant element (Houze, 1993). As shown in Fig. 6.11(b),
the updraft increases with height up to values of 8 m s
 1
to 10 m s
 1
. Beside the
upper{level downdraft at 10 km west of OP, no downdraft appeared in this cross{
section.
(a) (b)
Figure 6.10: Horizontal cross{section of the (a) relative vorticity [10
 3
s
 1
] at 2.85 km
above MSL and (b) divergence [10
 3
s
 1
] at 4.35 km above MSL for 3 May 2000, 1455 UTC.
The horizontal wind{vectors (arrows) and the vertical velocities (lines) in m s
 1
are super-
imposed. Updraft is indicated by solid lines while downdraft by dashed lines every 2 ms
 1
.
Thick lines indicate the velocity value of 2, 4, respectively.
6.4 Wind{elds within non{precipitating situations:
18 August 1998
On 18 August 1998, subtropical warm air with maximum temperatures around 30

C
were dominant over southern Germany. Radar measurements showed clear{air echos
with reectivity factors around 0 dBZ. The wind{velocities were very weak and uni-
form having values of about 2 m s
 1
- 3 m s
 1
at ground level and of about 3 m s
 1
-
5 m s
 1
at a height of 1 km. The horizontal wind varied between easterly and south-
easterly directions.
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(a) (b)
Figure 6.11: Vertical cross{section from the west to the east through (a) the downdraft
region 13 km south of OP and (b) the updraft region 5 km south of OP on 3 May 2000, at
1455 UTC. Isotachs of the vertical velocity in m s
 1
are underlaid by the reectivity factor,
measured by POLDIRAD, in dBZ. Solid lines indicate downdraft and dashed lines updraft.
The zero isotach is indicated by the dotted line.
During this clear{air situation, Doppler velocities close to Lichtenau were ob-
served. Data was sampled by the receiver Oberpfaenhofen and Lichtenau over an
area of about 12 km x 8 km x 2 km. At that time, the bistatic antenna at the receiver
Lichtenau with a vertical aperture of 8

faced eastwards. Due to the high relative
error at low wind{velocities and the small amount of data, the interpolation onto the
Cartesian grid and the wind retrieval were not performed. The main focus of this
case study is to show that horizontal wind{elds are also measurable by a bistatic
receiver even within non{precipitating air.
Volume scans were performed every 15 minutes with vertical elevations of 1

{
4

and 6

by POLDIRAD. Figure 6.12 exhibits the horizontal wind{vector underlaid
by the power eld measured by the bistatic receiver Lichtenau at 1

elevation and
3

elevation. The inuence of ground friction within the boundary{layer can be seen
at 1

elevation indicated by southeasterly winds having values of about 2m s
 1
, and
at 3

elevation indicated by values of 3m s
 1
{ 5m s
 1
with easterly ow. With
increasing height, the wind speed increased from 2 m s
 1
{ 3 m s
 1
to 3 m s
 1
{
5 m s
 1
, while the direction changed from 40

- 60

to about 90

.
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(a) (b)
Figure 6.12: PPI of the horizontal wind{vector in m s
 1
underlaid by the power eld in
dBm measured by the receiver Lichtenau during a clear{air situation on 18 August 1998
at 1055 UTC at (a) 1

elevation and (b) 3

elevation. The horizontal wind{eld was
determined by the Doppler velocity measurements achieved by receivers Oberpfaenhofen
and Lichtenau. The range rings are centered at Oberpfaenhofen.
6.5 Assessment and discussion
One of the aims of this work was to show that all three wind{components could
be determined for dierent weather situations. This was achieved by showing the
performance of data{processing, wind synthesis, quality control, and wind retrieval
for stratiform precipitation during a frontal passage, for convective precipitation, and
within a clear{air situation.
Data{processing (Sec. 4.1) included dealiasing of Doppler velocities (necessary
only for data measured on 10 April 2001), interpolation onto a Cartesian grid, and
to a reference time (applied to data measured on 2 February 2000, 10 April 2001,
3 May 2000).
Wind synthesis (Sec. 4.2) was applied to the measurements obtained during all
four cases. All four algorithms (Sec. 4.3, Sec. 4.4.1 { Sec. 4.4.3) of the quality{
control scheme were applied to the data measured during stratiform and convective
precipitation. However, the comprehensiveness and the emphasis to the quality{
control scheme varied according to the weather situations.
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During the stratiform precipitation event, for instance, the average quality{index
eld was determined according to Eq. (4.9) setting all weights to one. In this case,
the quality of horizontal wind is dominated by the accuracy of 
v
e
and 
0
jV
h
j
, which
are both xed for an experimental setup. A separate investigation on sidelobe con-
tamination was not performed, because of the low values of F (rZ).
The emphasis on the quality control was set dierently by the convective case.
For instance, F (
0
jV
h
j
=jV
h
j) could not be applied owing to the high wind{shear. On
the other hand, the control for data consistency, such as the persistence check in time
and space and investigation on sidelobe contamination, was more important.
The cases discussed here show clearly that quality{control algorithms must be
exibly and separately applicable.
For the stratiform and convective cases, all three wind{components were retrieved
using the constraining model and the integration scheme FUDO. Clear meteorological
structures in the vertical velocity were visible. The overall structure of the vertical
motion according to the frontal passage and the development of convective cells could
be veried.
Although the specic case studies could be validated only by ground{based obser-
vations and reectivity data, the estimated wind{vector eld represented signicant
characteristics of the respective weather situations.
As a result, the wind{vector elds measured by the bistatic Doppler radar network
or retrieved by the constraining model are utilizable for meteorological purpose such
as regional surveillance application, hazard warning, nowcasting of weather phenom-
ena, or assimilation into numerical weather prediction models. They are available
either quality{controlled by the decision procedure (Sec. 4.2, Sec. 4.4) or together
with the averaged quality{index eld (Sec. 4.3).
Further case studies have to show how data{processing, wind{synthesis, quality
control, and wind retrieval have to be applied for operational usage.
7 Evaluation of horizontal wind{elds
7.1 Intercomparison to monostatic Doppler radar measure-
ments
A reliable evaluation of horizontal wind{elds can only be achieved with an inde-
pendent monostatic Doppler radar system. Advantages using monostatic Doppler
radar systems for evaluating bistatic Doppler radar measurements arise from their
ability to sample both data in time and space with a resolution of a hundred me-
ters and to measure wind{elds during the same weather conditions. However, these
advantages are not necessarily given when comparing radar data with point measure-
ments (e.g. in{situ ight measurements, radiosoundings) or with spatially covered
measurements (e.g. lidar observations).
(a) (b)
Figure 7.1: Horizontal cross{section of (a) the reconstructed radial velocity in m s
 1
and
(b) the radial velocity measured by the monostatic radar Hohenpeienberg (denoted as HP)
during stratiform precipitation on 10 April 2001 at 1300 UTC. The reconstructed radial
velocity was achieved by calculating the radial component from the horizontal wind{vector
at 1.6 km above MSL. The horizontal wind{vector was estimated from measurements taken
by receivers POLDIRAD and Lagerlechfeld (Laglech).
To illustrate the superior reliability of bistatic Doppler radar measurements, this
intercomparison was performed for a weather situation with low wind{shear. On
10 April 2001, between 1200 UTC and 1530 UTC, stratiform precipitation was present
within the observation area
24
. The wind came mainly from the southwest, with
24
Note that this case was discussed in detail in Sec. 6.2.1.
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Figure 7.2: Horizontal cross{section of the dierence between measured and reconstructed
radial velocity (m s
 1
) related to the monostatic Doppler radar HP. Doppler velocities were
observed during a case of stratiform precipitation on 10 April 2001 at 1300 UTC. Horizontal
wind vectors measured by the bistatic Doppler radar are overlaid for the respective time
and height. For clarity of display, only every third wind{vector is plotted. Within the white
marked core at 
t
= 210

and 215

, r
0
t
= 20 km { 25 km, the dierences exceed the value
of -4 m s
 1
.
velocities ranging between 10 m s
 1
to 14 m s
 1
. A wind{velocity gradient in an
east{west direction over a length of 30 km occurred having values of 14 m s
 1
in the
west and 6 m s
 1
east of the observation area. The mean wind direction was about
260

, varying from 240

  265

.
First, the horizontal wind{eld was determined from the Doppler velocities mea-
sured by the receivers Lagerlechfeld and POLDIRAD. From this wind{vector, the
radial wind component as measured by the independent monostatic Doppler radar
HP, ~v
tHP
, was reconstructed according to Eq. (2.3). Figure 7.1(a) illustrates a hor-
izontal cross{section of ~v
tHP
at a height of 1.6 km above MSL. The reconstructed
radial velocities were then compared to those velocities measured by the monostatic
Doppler radar at HP [Fig. 7.1(b)]. The dierences between the reconstructed and
the observed radial velocities, illustrated in Figure 7.2 (color{coded), were mainly in
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the same order of magnitude as the accuracy of the wind{eld measurements ranging
between about  1.5 m s
 1
. Larger dierences were observed at 
t
= 200

{ 220

at
a distance between 20 km and 25 km (Fig. 7.2). In the reconstructed radial velocities
displayed in Fig. 7.1(a), the zero{velocity isoline formed a bulge between 
t
= 210

{
225

and at a range of 15 km to 25 km. On the other hand, this bulge was less
pronounced by the radial velocity measurements taken by radar HP [Fig. 7.1(b)]. In
this area, higher radial velocities with values of 4 m s
 1
to 8 m s
 1
were measured by
the radar HP. One reason for the great dierences can be the time delay of four min-
utes between the radial velocity measurements taken by HP and the measurements
obtained by the bistatic multiple{Doppler radar network. Similar dierences were
observed at various other heights.
Summarizing, beside the area SSW of OP, the dierences in radial velocity were
about 1 m s
 1
to 2 m s
 1
at all levels. The bistatic multiple{Doppler radar network
achieved mainly realistic results in this stratiform precipitation case.
Beside the inuence of instrumentation specications (e.g. data{processing) and
meteorological parameters (e.g. high degree of turbulence within the resolution vol-
ume) on the quality of the wind{eld, interpolating data onto a Cartesian grid and to
a reference time can also modify the wind{eld. While this impact is relatively low
in the case of stratiform precipitation, it can be critical in weather situations when
there is a high wind{speed or a fast developing precipitation system.
The comparison of Doppler velocity measurements to external observational data
can also be used to indicate regions where the Doppler velocities (measured by bistatic
receivers) are contaminated by sidelobes of the transmitting power pattern. A com-
parison will show the contaminated areas directly, because the Doppler velocity mea-
sured by a monostatic radar is less susceptible to sidelobe eects (cf. Sec 2.5). It
would be premature at this time to make a statement about the reliability of the
bistatic wind{eld measurement, until further comparisons have been accomplished,
especially during weather situations having a high wind shear.
7.2 Intercomparison to in{situ ight measurements
Evaluating spatially high{resolution horizontal wind{elds with point measurements
is less meaningful when compared to those achieved with a monostatic Doppler radar
system. But the in{situ ight measurements taken on 11 April 2001 can be used as an
additional independent measurement to evaluate horizontal wind{elds determined
by the bistatic Doppler radar network.
The in{situ measurements were performed with the DLR research aircraft, Falcon.
The wind{speed at the position of the aircraft, measured by a ve{hole gust probe
on the tip of the nose boom, is derived from the dierential and the static pressure
at the ve holes of the half{spherical probe tip. The wind components, u; v; w, in
an earth{xed coordinate system, can be derived from the dierences between the
airow at the probe, velocity of the aircraft, and orientation of the sensor relative
to the ground, which is given by an internal reference system (IRS). The absolute
accuracy of the mean horizontal components is  1m s
 1
(for more detail, see Boegel
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& Baumann (1991); Quante et al. (1996)).
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Figure 7.3: PPI of the south{wind component in m s
 1
(color{coded) at 4

elevation taken
on 11 April 2001 between 10:13:09 UTC and 10:13:11 UTC, overlaid by the ight path of
the aircraft (red line) and the horizontal wind{vector eld (arrows). The labels on the ight
path indicate the UTC time (HH:MM:SS), pressure in hPa, and altitude above MSL in km.
The horizontal wind{vectors, V
h
, were determined from the Doppler velocities measured
by the receivers POLDIRAD, Lichtenau, and Lagerlechfeld.
The aircraft passed the investigation area ying between 10:14:15 { 10:15:15 UTC
from the southeast to the northwest at an altitude of 1.8 km above MSL. Fig. 7.3
exhibits the ight path through the investigation area. The respective elements of
UTC time, pressure, and altitude are labeled. The sensor signals were recorded with
100 Hz corresponding to a sampling interval of typically 1.5 m. The measured data
was averaged to an interval of 1 s, which represents a length of about 150 m, assuming
the aircraft speed to be about 300 kt.
In{situ ight measurements of u; v were compared to the velocity components
determined by the bistatic multiple{Doppler radar network at 2

elevation (sampled
between 10:12:29 UTC and 10:12:32 UTC) and at 4

elevation (10:13:09 UTC and
10:13:11 UTC). The horizontal wind{vector, V
h
, was estimated in spherical coor-
dinates at 2

and 4

elevation from the Doppler velocities measured by receivers
POLDIRAD, Lichtenau, and Lagerlechfeld. The horizontal wind{vector eld at
4

elevation underlaid by its south{wind component of each sample volume is il-
lustrated in Fig. 7.3.
At 2

elevation, the observation height varied between 1.30 km above MSL (at
r
t
= 19 km) and 1.44 km above MSL (at r
t
= 24 km). While at 4

elevation it
ranged between 2.0 km (at r
t
= 19 km) and 2.3 km above MSL (at r
t
= 24 km).
The ight path was located at a height of 1.8 km above MSL. The west{ and south{
wind components, measured by the radar at each aircraft sample point, were averaged
vertically. At a distance of 20 km from the radar, the sample volume of the monostatic
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(a)
(b)
Figure 7.4: (a) The values of u; v and (b) its dierences in m s
 1
achieved during in{
situ ight measurements (denoted as Falcon) and measured by the bistatic Doppler radar
(denoted as Radar) along the ight path for a stratiform precipitation case on 11 April 2001.
The aircraft passed the observation area between 10:14:23 UTC and 10:15:11 UTC. For the
west{wind component, the linear regression line is given by y =   0:015x + 0:68, while
for the south{wind{component it is y = 0:026x + 0:65.
radar had a diameter of about 300 m and a length of 150 m (with a 1

antenna beam{
width and a 1{s pulse length). Therefore, the spatial resolution of the aircraft
measurements was higher than this achieved by the radar. An interpolation in time
of both data sets was not performed due to a lack of synchronization between time
measurements in the aircraft and at the radar. Furthermore, coupled GPS and IRS
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measurements achieved the positioning of the aircraft with an error ranging from
100 m to 200 m per two to three minutes. The error results mainly from the IRS
measurements.
Figure 7.4(a) illustrates time series of the west{ and south{wind components
when measured by the bistatic Doppler radar network and by the in{situ ight mea-
surements. The dierences of u; v between the radar and in{situ measurements are
presented in Fig. 7.4(b). The dierence of u; v ranged mainly between  2 m s
 1
.
The horizontal wind{components measured by the aircraft were mostly 1 m s
 1
to
2 m s
 1
higher than the radar measurements, even though the Doppler velocities
were sampled at a higher elevation, e.g. only considering data measured at an el-
evation of 4

(not explicitly shown). The observed dierences between radar and
the in{situ measurements were slightly wider than the degree of the accuracy in the
wind{eld measurements. These dierences in the horizontal wind{eld components
can be related mainly to the low values of u; v when compared to the absolute error
of the velocity measurement. Due to a low temporal evolution of this system, having
weak precipitation and low wind{velocity, the impact of the temporal displacement
between the aircraft and radar measurements can be neglected.
For a broader evaluation, ight measurements have to be obtained over a longer
time period, a larger spatial coverage, and in weather situations, for example with
higher wind{shear or with higher wind velocities.
8 Future applications
8.1 Wind{vector elds throughout Germany
A knowledge of the wind{vector eld is essential to the understanding of weather
phenomena. With a bistatic Doppler radar, wind{vector elds can be sampled in time
and space within precipitating clouds, but also within certain clear{air situations.
This information can be used operationally in real{time to give warnings of severe
weather or for nowcasting of weather events. Together with reectivity and radial
velocity data measured by the monostatic radar, horizontal wind{vectors can be
assimilated operationally into numerical weather prediction (NWP) models in order
to adjust the model initial state more realistically to the meteorological situation (for
more details, see Sec. 8.3).
The German Weather Service (DWD) has built up a radar network consisting of
16 C{band weather radar systems covering an area with an average radius of 240 km.
Reectivity and, in some cases, Doppler velocity and spectral width are sampled
operationally every 15 minutes. For a wider spatial coverage, the network can be
extended by the Doppler radar system located at the observatory Hohenpeienberg
and by the radar operated by the Forschungszentrum Karlsruhe.
If each monostatic radar system were equipped with three bistatic receivers, hor-
izontal wind{vector elds could be estimated for large parts of Germany, as illus-
trated in Fig. 8.1. Gray circles having a radius of about 50 km indicate the areas
w here horizontal wind{vector elds could be estimated using a bistatic radar net-
work. Those weather radars within the network which cannot measure the phase of
the transmitted and received wave need not be replaced to have bistatic receivers
installed. They need only to be altered for purposes of measuring the phase of the
transmitted wave. Weather radar systems without polarization diversity transmit a
horizontally{polarized wave. For wind{vector eld determination using bistatic re-
ceivers, the monostatic transmitting radar system has to be reconstructed to be able
to transmit a vertically{polarized wave (cf. Sec. 2.3).
Three bistatic receivers grouped around one monostatic radar give optimal usage
when considering a minimum number of receivers to achieve a maximum spatial
coverage in horizontal wind{eld estimation.
Within this conguration, the horizontal wind{vector elds can be determined
within a radius of about 50 km around the transmitting radar, as illustrated in
Fig. 8.2(a). The area is restricted by a scattering{angle limit of 50

to 140

(gray{
marked area). The horizontal wind{vector elds are processed with a dual{Doppler
analysis with an absolute accuracy of the horizontal wind within the range of 2 to
3 m s
 1
.
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1 Emden (D)
2 Hamburg
3 Rostock (D)
4 Hannover (D)
5 Berlin (D)
6 Essen
7 Flechtdorf (D)
8 Ummendorf (D)
9 Frankfurt
10 Neuhaus (D)
11 Dresden (D)
12 Neuheilenbach (D)
13 Turkheim (D)
14 Eisberg (D)
15 Feldberg (D)
16 Munchen
17 Hohenpeienberg (D)
18 Karlsruhe (D)
Figure 8.1: Map of the coverage of horizontal wind{vector elds throughout Germany.
Each operationally working radar system is equipped with three bistatic receivers. An area
with a radius of about 50 km can be covered by measurements of the horizontal wind{vector
eld. Radar systems with Doppler capability are signied by (D).
The accuracy of the horizontal wind retrieval can be increased to values ranging
between 1.5 { 2 m s
 1
if an additional antenna is installed at each bistatic receiver
site, as demonstrated in Fig. 8.2 (b). Both antennas sharing one bistatic receiver
can be automatically selected according to the azimuth angle of the transmitting
radar beam. Each antenna has to be positioned to cover the scattering{angle limit
of 25

to 70

on both sides of the transmitter{receiver{baseline. A scattering{angle
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(a) (b)
Figure 8.2: The horizontal coverage of a dual{Doppler or (b) dual{/triple{Doppler
(hatched/cross{hatched area) processed horizontal wind{eld. This estimation is limited
for both applications by a scattering{angle limit of 50

to 140

. Each receiver is equipped
with two antennas (color{coded according to the bistatic receiver).
limit of 50

to 140

is indicated. With this conguration, wind measurements along
the transmitter{receiver baseline can be guaranteed through measurements taken
by the two neighboring receivers. Moreover, the equation system to determine the
horizontal wind{eld components is overdetermined in the cross{hatched areas and
exactly determined in the hatched areas. Within the overlapping areas, the entire
quality{control scheme can be applied, including the algorithm dealing with irregular-
ities during measurement, e.g. sidelobe contamination and synchronization problems
between transmitter and receiver.
8.2 Wind{vector elds in the vicinity of airports
To avoid aviation accidents, severe weather{warning systems and nowcasting of
weather events are especially important in the vicinity of airports and especially dur-
ing holding patterns. Identication and analysis of severe weather can be supported
with the knowledge of temporally and spatially high{resolution wind{vector elds.
With a real{time display of the horizontal wind{eld, warnings of severe weather,
e.g., wind shear, can be given immediately after the signal is received. Further-
more, the processed wind{vector eld in the vicinity of airports can be assimilated
into high{resolution regional NWP models to improve weather forecasting around
airports.
Figure 8.3 shows a possible conguration of four bistatic receivers installed around
the weather radar located at Frankfurt Main Airport. In this study, each bistatic
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receiver is equipped with two antennas, each covering a side of the baseline. One
advantage of installing four receivers is to increase the accuracy of the horizontal
wind{eld determination arising from the overdetermination of the equation system
used for the wind{eld calculation. A second advantage is that, the area between
the transmitter and receiver baseline plus the area beyond the bistatic receiver is
always covered by one of the other receivers. For a conguration with four bistatic
receivers, the spatial distribution of standard deviation in the horizontal wind{eld,

0
jV
h
j
, is illustrated Fig. 8.3(a). Assuming a standard deviation of 1 m s
 1
for the
radial velocity measurement, the horizontal wind can be derived in the vicinity of
the airport with an accuracy of 1.4 { 2 m s
 1
over an area of about 60 km  60 km
[Fig. 8.3(a)]. The spatial distribution of the minimum detectable reectivity factor,
Z
b
min
, (cf. Sec. 2.4.1) is shown in Fig. 8.3(b). The spatial distribution of Z
b
min
for
conguration of four receivers, in Fig. 8.3(b) indicates that wind{elds can indeed be
observed when the reectivity values are larger than -5 dBZ close to the receiver and
larger than 5 dBZ in an area within a radius of about 30 km around the transmitting
radar. As a result measurements can be obtained, for instance, in the presence of
light rain, stratiform and convective precipitation, and in some clear{air situations.
(a) (b)
Figure 8.3: Spatial distribution of (a) 
0
jV
h
j
in m s
 1
and (b) Z
b
min
in dBZ at ground level
for an installation of four bistatic receivers grouped around the transmitting weather radar
at Frankfurt Main Airport. The lines close to the monostatic radar mark the two parallel
runways 20

/200

, and the runway 180

/360

at the airport.
8.3 Assimilation of wind{vector elds
Observations assimilated into numerical models are used to adjust the model initial
state more realistically to the meteorological situation at the time of the observation.
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A great variety of observations can be assimilated (e.g. temperature and humid-
ity proles, cloud height, cloud classication, wind, precipitation data) which are
measured by dierent instruments (e.g. radar, lidar, satellite, mesonet station, ra-
diosonde). The use of radar observations in hydrological and NWP models is a topic
for the European COST
25
action 717 (Rossa, 2000).
Radial{velocity data has been assimilated into the HIRLAM (High{resolution
limited{area model) forecasting system using dierent assimilation schemes. Vertical
proles of the horizontal wind are presently being assimilated into an operational
mesoscale assimilation and forecasting system at the UK Met. Oce (see Lindskog
et al. (2002), personal communication with Bruce McPherson).
Before starting data assimilation, the requirements of the spatial and temporal
resolution and the accuracy on radar observations have to be dened. The capabilities
and the limitations of weather radar systems and bistatic radar systems have to be
analyzed. Meischner et al. (1997), Seran & Wilson (2000), Fulton et al. (1998),
and Alberoni et al. (2002) give an overview of the capabilities and limitations of
operational weather radar systems and processing techniques. Section 2 investigates
the spatial resolution and accuracy of Doppler velocities when measured by a bistatic
radar system. Section 4 presents a scheme to process Doppler velocities which also
includes a quality{control scheme.
Furthermore, it is important to identify which meteorological phenomena are of
interest for a particular application and which can be resolved by a numerical model.
For instance, the bistatic radar resolves the wind{eld with a length of resolution
volume of 200 m to 500 m, thereby taking into account structures which might not
be represented by a numerical model. Therefore, the question arises: how does radar
data have to be processed in order to give optimal information on a weather situation
which can be then handled by the numerical model?
In this section, an attempt is made to answer certain aspects of this question by
comparing simulation data with radar observations achieved by the bistatic Doppler
radar network at Oberpfaenhofen. The simulations were performed by the mesoscale
numerical model MM5 (Grell et al., 1994).
The monostatic Doppler radar POLDIRAD measures radial velocity and reec-
tivity within precipitating clouds. In addition, wind{vector elds are also available
from measurements by the bistatic multiple{Doppler radar network. Vertical pro-
les of the horizontal wind can be obtained in both a clear{ and precipitation{lled
atmosphere using the VAD analysis (Lhermitte & Atlas, 1961; Browning & Wexler,
1968).
During the aircraft wake{vortex forecasting and measuring campaign WakeOP
(Gerz, 2001) carried out between 29 March and 4 May 2001 in Oberpfaenhofen, the
MM5 model ran in a quasi{operational mode providing an hourly output for 24 hours
in advance. At the same time, radar measurements were obtained by POLDIRAD
and three bistatic receivers located at Lagerlechfeld, Lichtenau, and at the aireld at
Furstenfeldbruck.
25
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The observed and forecasted horizontal wind{vector elds at 0700 UTC were
compared for a stratiform precipitation event on 26 April 2001. Figure 8.4 exhibits a
horizontal cross{section of the horizontal wind{vector eld at a height of 850 m above
MSL, simulated with the MM5 model and measured by the bistatic Doppler radar
network. The simulation results are underlaid by orography (shading). The retrieved
vertical velocities (color{coded) are superimposed on the observed horizontal wind{
vector eld. Additionally, VAD scans performed over the whole day by POLDIRAD
provided vertical proles of the horizontal wind [Fig. 8.4(c)].
Both observation and forecast showed variable winds coming mainly from a west-
erly and southwesterly directions and having velocities ranging between about 5 m s
 1
to 15 m s
 1
. As a rst approximation, model results [Fig. 8.4(a)] and observations
[Fig. 8.4(b)] showed similar wind velocities and wind{directions.
The simulation was performed for a horizontal domain of 100 km  100 km having
a uniform grid{interval of 2.1 km horizontally. The vertical resolution of the model
varied between 20 m close to the ground and 500 m at about 5 km. The top of the
domain was located at 200 mb. About 38 levels were below 4 km and 14 levels were
above.
The measured Doppler velocities were processed as described in Sec. 4: Doppler
velocities were dealiased according to Sec. 4.1.1. Furthermore, the observed data
was interpolated onto a Cartesian grid with a uniform grid{interval of 500 m hori-
zontally and 250 m vertically (Sec. 4.1.2). The condence of each wind{vector was
quantied using the quality{control scheme described in Sec. 4.3. The vertical veloc-
ity was retrieved using the constraining model (Sec. 5.2). The continuity equation
was integrated vertically using the minimization of up{ and downward integration
(FUDO).
Observations and forecasts were performed on grids having dierent horizontal
and vertical resolution. Figure 8.5 exhibits a vertical cross{section through the
observation{grid of the radar data and simulation{grid of the MM5 model. The ob-
servations were interpolated onto a Cartesian grid (thick straight lines). The model
results were available on terrain{following coordinates (thin lines).
The simulated horizontal wind{vectors were compared point by point to the near-
est wind{vector of the measured eld. No distance{weight nor averaging was applied.
The distance between model and observation grid{point can reach maximal 125 m
vertically and 250 m horizontally. Horizontal cross{sections of the dierences in hor-
izontal wind{speed and direction at about 850 m above MSL are given in Fig. 8.6.
Large areas were well represented by the simulation, with dierences of only up
to 2 m s
 1
in wind{speed and up to 10

in wind{direction. In some areas, however,
the dierences in wind{speed ranged between 2.5 m s
 1
up to values of 10 m s
 1
; in
wind{direction, dierences of about 20

appeared. For instance, the area dominated
by westerly winds located at 225

 
t
 245

and at a range of r
0
t
 40 km was not
captured by the model and, therefore, large dierences in direction and speed appear.
The simulation results showed higher wind{velocities than the observations. Those
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(a)
(b)
(c)
Figure 8.4: Horizontal cross{section at about 850 m above MSL of (a) the forecasted
horizontal wind{vector eld in kt performed with the MM5 underlaid by orography (the
gure was kindly provided by Arnold Taerner) and (b) the observed horizontal wind{
vector in m s
 1
measured by the bistatic Doppler radar network underlaid by the retrieved
vertical velocity in m s
 1
. Both simulation and observation were obtained during stratiform
precipitation on 26 April 2001 at 0700 UTC. The blue box marks the observation area.
The position of the receivers is denoted as LN for Lichtenau, LL for Lagerlechfeld, 858
for Furstenfeldbruck, and EDMO for Oberpfaenhofen. Updraft is indicated by positive
values, while negative values signify downdraft. For clarity of display, only every third wind{
vector is plotted. (c) Vertical prole of the horizontal wind{vector taken above POLDIRAD
measured between 0500 UTC { 1600 UTC by POLDIRAD (the gure was kindly provided
by Martin Hagen).
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Figure 8.5: Vertical cross{section through the model and the observation domain. While
the numerical model uses terrain{following coordinates (thin lines), the observational data
is interpolated onto a grid with a xed vertical spacing of 250 m, starting at a height of
600 m above MSL (straight thick lines).
dierences were similar at all levels (not shown). Note that the higher{resolution
observational data showed much more detail and a higher variability.
The high variability of the measured data when compared to the simulation is
illustrated in the scatter diagram in Fig. 8.7. In the observations, the horizontal
wind{speed varied mainly from 7 to 14 m s
 1
and in wind{direction from 230

to
270

. The simulated wind{vector elds showed a smaller variability in wind{speed,
having a range of 6 to 9 m s
 1
and an average wind{speed of 8 m s
 1
. The horizontal
wind{direction ranged between 240

and 260

. The observed variances cannot be
represented by the mesoscale model. Indeed, the scatter diagram shows little (b) to
almost (a) no correlation.
In order to assimilate only those structures that can be resolved with the grid{
resolution of the model (in this case x = 2 km), the observational data has to
be interpolated onto the model grid. The original characteristics and structures of
the raw wind observations have to be presented as well as possible after smoothing
is applied. For instance, Albers (1995) described the box averaging methodology
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(a) (b)
Figure 8.6: Horizontal cross{section at a height of 850 m above MSL of the dierence
in (a) speed [m s
 1
] and (b) direction [

] of the horizontal wind{vector eld between the
observation time and the 7{h forecast, during stratiform precipitation on 26 April 2001
at 0700 UTC. The horizontal wind{vector eld measured by the bistatic Doppler radar
network is superimposed.
(a) (b)
Figure 8.7: Scatter plot of observed and forecasted (a) speed in m s
 1
and (b) direc-
tion [

] of the horizontal wind{vector eld at about 850 m above MSL for the stratiform
precipitation case on 26 April 2001, 0700 UTC.
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used for the Local Analysis and Prediction System (LAPS). Here, the radial velocity
was averaged for each LAPS grid{box. For the assimilating of radial winds into
the HIRLAM model, the raw volume data was averaged horizontally in polar space
(Lindskog et al., 2002).
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9 Summary and Conclusion
Wind{vector elds have been estimated during dierent weather situations using a
bistatic Doppler radar network. This system is the rst worldwide to operate with
a magnetron transmitter, where the phase of each transmitted pulse is random and
must be measured and then transferred to each bistatic receiver for data processing
(cf. Sec. B). This thesis has examined procedures for determinating the wind{vector
eld and its quality. The optimal conguration of the bistatic receivers is analyzed
in order to have low spatial resolution, high accuracy, and high spatial coverage of
the horizontal wind{vector eld. Technological advancements of the bistatic system
are discussed also.
The spatial resolution, accuracy of wind{eld measurements, and the ability to
detect weak signals depend largely on how the bistatic receivers are arranged. The
investigation showed that, within a bistatic Doppler radar network, wind{vector elds
can be most reliably determined within a scattering{angle limit of between 50

and
140

(cf. Fig. 2.14). Within this area, the spatial resolution ranges from 150 m to
700 m and the standard deviation margin varies between 2 m s
 1
and 3 m s
 1
. In
addition, the minimum detectable reectivity factor ranges between -5 dBZ to 10 dBZ
within the area of the limited scattering{angle (all numerical values based on the
DLR system). Investigations on how the transmitted wave and the receiver have to
be polarized indicated that vertically transmitted and received polarization is optimal
at lower altitudes. At higher altitudes (above a height of 9 km), a transmitted wave
with slanted 45

/135

polarization and a receiver polarized vertically give a higher
sensitivity.
In order to set up a bistatic system having the same degree of accuracy as a
monostatic network, a set of bistatic receivers double in number compared to the
radars in the monostatic network has to be installed [cf. Figs. 2.13(a) and 2.13(c)].
Reducing the number of receivers within this bistatic network (starting from twice
the number of receivers) results in a standard deviation increase of 0.5 m s
 1
{ 1 m s
 1
per missing receiver [cf. Figs. 2.13(a), 2.13(b)]. If the number of receivers are equal
in a monostatic network compared to a bistatic one, the standard deviation of the
monostatic Doppler velocity measurement is indeed lower than the one achieved by
the bistatic system by 1 { 2 m s
 1
[cf. Figs. 2.13(a) and 2.13(b)]. Nevertheless, the
main advantage of the bistatic system lies in the low costs involved and the simulta-
neous measurement of each velocity component.
In accordance with the optimal conguration of bistatic receivers, the bistatic
multiple{Doppler radar network consisting of three bistatic receivers was installed
around OP. Conventional bistatic antennas were constructed for measurements within
the boundary layer having a vertical aperture of 8

. For measurements during thun-
derstorms, two prototype antennas with vertical apertures of 22

were developed in
the context of this thesis. These two antennas were installed in addition to the con-
ventional antennas at Lagerlechfeld and Lichtenau, respectively, sharing one bistatic
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receiver. An antenna{switch was constructed so that each antenna can be selected
according to the azimuth angle of the transmitted radar beam. Since the power,
measured by a bistatic receiver has to be corrected by the antenna power pattern
in order to determine the reectivity factor, the antenna power pattern of several
bistatic antennas were measured at an antenna range at the DLR in OP.
High{quality and rapidly updated wind{vector elds are required for most appli-
cations, especially for regional weather surveillance, for the nowcasting of weather
events, or warnings of severe weather at airports or around populated areas, and for
assimilating wind{vector elds into numerical prediction models. A quality{control
scheme was developed to quantify the condence of the Doppler velocity measure-
ments. For the rst time, not only was the geometrically induced accuracy of the
wind{eld determination using a bistatic Doppler radar system considered, but also
signal quality and the eects of external (e.g. birds) or internal (e.g. side{lobe,
receiver synchronization) contamination were taken into account in analyzing the
quality of the measurements. Furthermore, the wind{eld structures at each level
were tracked both in time and space.
In this quality{control scheme, the algorithms either reject noisy data (i.e. SQI
algorithm and persistence check) or the quality of the measurements is analyzed by
means of quality{index elds with values ranging from zero to one. These elds can
be merged into an average quality{control eld which is available together with the
wind{vector eld to the user.
To choose between a strict quality{control scheme which probably rejects too
much data, and a scheme where some errors can slip through, is a dicult decision.
It would be almost impossible if the requirements of the scheme were the same under
dierent weather conditions. Therefore, the quality{control scheme needed to be de-
veloped in such a way, so that each algorithm could be exibly and separately applied
according to the weather situation or to the scientic/operational requirements.
The three components of the wind{vector eld were derived using Doppler ve-
locities together with a constraining model. The performance of the constraining
model was examined. The impact of the integration technique and the inuence of
the irregular data density on the quality of the vertical{velocity retrieval was investi-
gated also. As a result, dierent one{way and two{way{integration techniques were
applied in order to validate the derived vertical velocities with simulated radar data.
In general, minimization of up{ and downward integration was favored because it
used both ground{level and upper{level boundary conditions.
Furthermore, the impact of the data density on the quality of the wind{eld re-
trieval was investigated. Using a bistatic antenna with a vertical aperture ranging
from between 1

to 9

, the choice of the integration technique depends on whether
the echo top of the weather phenomena was reached or not. It is suggested that the
echo top be determined with an RHI measurement or a complete volume scan. If
the sampling using a bistatic receiver terminates far below the echo top, an upward
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integration should be favored. Otherwise, minimizing the results from the up{ and
downward integration should be used.
One of the aims of this thesis was to show that all three wind{components could
be determined for dierent weather situations. This was achieved by performing wind
synthesis and wind retrieval during a frontal passage with stratiform precipitation,
during convective precipitation, and within a clear{air situation. Although the spe-
cic case studies could be validated only by ground{based observations, the estimated
wind{eld represented signicant characteristics of the respective weather situations.
Horizontal wind{elds determined by the bistatic Doppler radar network at Ober-
pfaenhofen were veried using measurements from an independent Doppler radar
and in{situ ight measurements during stratiform precipitation. The dierences for
both applications were less than  2 m s
 1
and in many cases less than  1 m s
 1
.
These values are on the same order of magnitude as the accuracy of the wind{eld
measurements.
In conclusion, the bistatic Doppler radar system is an inexpensive alternative to
an additional monostatic radar for the purpose of providing areas with horizontal
wind{eld measurements. It can be implemented also in existing monostatic radar
systems. However at present, the usage of the bistatic Doppler radar system for
the horizontal wind{eld determination is not as well established as, e.g. the use of
monostatic Doppler radar. Therefore, more investigations using the bistatic Doppler
radar network in dierent weather situations must be conducted and more validations
performed.
The impact of side{lobe contaminations is denoted to be critical by de Elia &
Zawadzki (2000) for the bistatic network operated at McGill University, in Montreal,
Canada. In this thesis, the investigation of side{lobe contamination during the case
studies under discussion showed no impact on the measured data. Therefore, the
possibility of side{lobe contamination induced by POLDIRAD should be investigated
in future as precisely as by de Elia & Zawadzki (2000). According to the rst results,
the reduction in the secondary lobes of the transmitting power pattern plays the
main impact on the possibility and degree of contamination. Within this context,
power measured by the bistatic receivers would have to be adjusted to the reectivity
measured by POLDIRAD.
There are plans to install a vertically{pointing bistatic antenna to validate the
estimation of w within the constraining model.
A quasi{operational test run assimilating horizontal wind{elds into the mesoscale
model MM5 is expected to show if the quality{control algorithms are sucient for
operational applications. Further, it should also clarify how data should be presented
for the operational assimilation into numerical weather prediction models.
As a next step, a bistatic Doppler radar network could be installed within the
vicinity of airports, e.g. Frankfurt Main Airport, or as an additional component to
the existing radar network operated by the DWD.
A Technical specications
A.1 Transmitting radar, POLDIRAD
Frequency [GHz] 5.5027
Wavelength [cm] 5.45
Horiz./vert. beam{width [

] 1
Transmitted power [kW] 250
PRF [Hz] Variable from 160 to 1200
Pulse width [s] 0.5, 1, 2
Range resolution [m] any multiple of 75
75: unambiguous range 60 km
150: unambiguous range 120 km
300: unambiguous range 300 km
Minimum detectable signal [dBm]  108, for 0.5 s pulse width
Dynamic range [dBm] linear 52 dB, logarithmic 80 dB
Number of samples 32, 64, or 128
Antenna diameter [m] ca. 5
Antenna gain [dB] 44.5
sidelobe level [dB] <  32 (for linear polarization)
Polarizations Variable (linear, circular, elliptic)
128 amplitude and phase settings
A.1.1 Receiver at the radar
Longitude 11

16'45"
Latitude 48

05'12"
Height above MSL [m] 600
Number of range-bins 295
Gate separation [s] Any multiple of 0.25
Maximum coverage [km] Any multiple of 22.1
Processed parameters Reectivity [dBZ]
(available in real{time) Doppler velocity [m s
 1
]
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A.2 Bistatic receivers at remote sites
Antenna gain [dB] 15.6, for 
b
= 8

11, for 
b
= 22

Minimum detectable signal strength [W] 10
 14
Noise gure[dB] 2.8
Dynamic range [dBm] 58.6 ( 118 to  59)
Number of range bins 126
Gate separation [m] Any multiple of 37.5
Processed parameters Power [dBm]
(available in real{time) Doppler velocity [m s
 1
]
NCP
Lichtenau Lagerlechfeld Ried
Longitude 11

04'52" 10

50'59" 11

2'27"
Latitude 47

52'50" 48

11'04" 48

17'21"
Baseline distance [km] 27.1 33.97 28.74
Height above MSL [m] 607 550 535
Orientation from POLDIRAD [

] 212 290 318
Delay time [s] 87.5 109.1 90.8
Number of antennas 2 2 1
Horizontal antenna aperture[

] 60 60 60
Vertical antenna aperture [

] 8, 22 8, 22 8
Orientation of antenna [

] 0, 90 142, 142 170
(based on the receive beam axis)
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B Signal Processing
This section describes the acquisition of Doppler time series data, and the processing
of such data to obtain a velocity power{spectrum and related Doppler parameters
(moments), such as mean velocity and normalized coherent power (inversly propor-
tional to the spectral width).
The frequency measurement of each single pulse is technically very expensive
(Steinhagen & Lehmann, 1998) because typical wind velocities create small values
in the Doppler shift. Furthermore, in case of weather echos, single sample estimates
have a too large statistical uncertainty to yield meaningful data interpretation. Thus,
large number of echos samples must be processed to provide the required accuracy
which depends on both system characteristics and meteorlogical conditions (Zrnic,
1979).
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Figure B.1: Schematical view of the transmision and reception cycle of a radar system
[modied from Czechowsky (1994)].
A transmision and reception cycle of a radar system for one ray (antenna does not
tranverse) is schematically illustrated in Fig. B.1. At the time t
0
, the rst pulse is
transmitted and propagates in space. The receiver starts sampling at t
1
and proceeds
sampling after each time interval 
s
(sample spacing).
Each receiver can only sample a certain number of echos which is limited by
the number of range gates. The limit is set, because the power received from a
meteorological target decreases with distance and the distatnce between radar beam
and ground level increases with increasing distance.
The next pulse is send out after a time T
s
(pulse repetition time). A radar
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transmits many pulses each second. The maximum range a radar signal can travel
and return before the next pulse is send out is given by
r
max
=
cT
s
2
; (B.1)
where c is the speed of light. A time series is created from each received pulse
corresponding to a certain range gate.
At the receiver the in{phase and quadrature position of the Doppler video signal
is sampled (more details by Gekat (1998)). The simultaneous samples of 'I' and
'Q' of the k-th pulse are combined in a single complex number as A
k
= I
k
+ jQ
k
,
where j is the square root of  1. From this time series, a velocity power spectrum
is computed by an autocorrelation technique, which is usually either a Fast Fourier
Transformation (FFT
26
) or pulse pair estimation algorithms.
At the remote bistatic receiver, 126 gates of the in{phase and quadrature position
of the Doppler video signal (I and Q) are sampled for the usual dwell
27
time of 64
transmitted pulses. Here, the velocity{power spectrum is obtained using a pulse pair
estimation algorithm. Detailed explanations to pulse pair estimation algorithms and
signal processing at the bistatic receiver can be found by Keeler & Passarelli (1990);
Wurman et al. (1994). The same processing is applied to the data measured by the
receiver at POLDIRAD, except that 295 gates are processed.
The time series consists of 64 successive pulse signals measured by the remote
receiver for each range gate. After combining the samples to A
k
, the data collec-
tion pauses and a pulse pair estimation algorithm calculates the real and imaginary
components of the lag one and lag two autocorrelations of I and Q.
The received signal can be characterized by the rst three Doppler spectral mo-
ments (Keeler & Passarelli, 1990). The inverse transform of the Doppler power spec-
trum is taken to obtain the circular autocorrelation function R
n
= R(nT
s
), where
T
s
= 1=PRF and n is the number of Doppler spectral moments.
The total receiver power (zeroth moment), corrected by the noise power, P
0
is
P
r
= R
0
  P
0
. (B.2)
The next two lags areR
1
= jR
1
je
j
1
and R
2
= jR
2
je
j
2
. For a Doppler power spectrum
that is symmetric about the mean velocity, the velocity is obtained directly from the
argument of the autocorrelation at the rst lag, i.e.
^
V =

4T
s

1
; (B.3)
with 
1
= argR
1
being the angle between the positive real axis and the above vector.
26
FFT algorithms are explained in detail by Passarelli & Siggia (1983); Keeler & Passarelli (1990);
Meischner et al. (2001).
27
Time over which a signal estimate is made. Usually, the time required for the antenna to traverse
one degree [cited from the glossary by Rinehart (1999)].
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Assuming that the Doppler spectrum is Gaussian and the signal{to{noise ratio is
large, the spectral variance is given by

2
= 2 ln
R
0
jR
1
j
(B.4)
For scientic purposes, the spectrum width is more physically meaningful than the
variance, since it scales linearly with the severity of wind shear and turbulence. The
spectral width is normalized to the Nyquist interval by  to  1. The spectrum width
is then given by W = v
nt
=.
As a measure of the signal quality, the normalized coherent power, NCP, is cal-
culated at the bistatic receivers as
NCP =
jR
1
j
R
0
(B.5)
NCP is inverse to 
2
and varies between zero for an uncorrelated signal to one for
a noise{free zero{width signal. It is introduced by BINET Inc. and a measure of the
uncertainty in the velocity estimates.
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