Introduction
Internetworking with wired and wireless links in a heterogeneous environment offers a way to support mobile computing. In the heterogeneous network, the packet loss which dose not result from congestion but occurs frequently due to degradation of radio environment such as fading and handoff [1] . The Transmission control Protocol (TCP) performance degrades greatly in the heterogeneous environment. * The work is supported by City University of Hong Kong strategic grants 7001709 and 7001587.
The approached to improving TCP performance can be classified into (1) link-layer protocols, (2) split-connection protocols, and (3) end-to-end protocols [2] .
Section 2.1 presents a new effective method using packet loss distinguishing. Section 2.2 presents a new available bandwidth detection mechanism in wireless setting. Section 2.3 presents the method of estimating the available bandwidth used as setting up the parameters of congestion control. In section 3 we describe the transport control algorithm using the bandwidth estimation and the packet loss discrimination for improving the transport over heterogeneous networks. Performance evaluation is presented in Section 4 and Section 5 concludes the paper.
Improved transport control procedure
In order to prevent too much decrease of throughput when fast retransmission or timeout occurs, the algorithm distinguishes congestion error losses from wireless transmission error losses. When there is no congestion and the packet loss is mainly caused by the wireless link, we estimating the wireless available bandwidth. When the wireless channel has not enough unutilized bandwidth, the algorithm rejects new traffic communication.
Distinguishing the cause of packet loss
In this section, we present our scheme and measure its ability to distinguish congestion error losses from wireless transmission error losses in details. 
Where
∑ is the amount of data that have been reported delivered by the jth ACK during the previous RTT. We employ a constant-gain ( β =0.6) filter to calculate the recent throughput as:
From the character of throughput and parameter cwin, it can be known that if TH estimated (k) × RTT is larger than the current cwin value, a path is not congested.
Estimating wireless bandwidth
In a wireless setting, a fairly accurate knowledge of available bandwidth has the additional advantage that it can be combined with loss rate information to help to distinguish channel and congestion errors.
We define the available bandwidth over one link as the link bandwidth minus the unutilized bandwidth.
Typical method of end-to-end probe measurement algorithms for available bandwidth is the packet pair approach [3] . Several enhancements such as Pathload [4] and TOPP [5] have been proposed to estimate the bandwidth available along a path. Here we propose an approach to dynamically estimate the wireless link bandwidth using signal-to-noise ratio (SNR) information.
The signal-to-noise ratio (SNR) γ is a variable 
For example in DPSK without fading, the bit error rate is expressed in [7] as
Then, in DPSK with Rayleigh fading, the average bit error rate can be denoted as
The relationship between packet error rate (PER) and bit error rate (BER) depends on the channel coding scheme. Assume that two samples of the process are almost independent (fast fading), or in other words, there is no error-correction coding applied and the number of bits in a packet n.
Assume that tp and ta are the times to transmit a packet and an ACK respectively. Furthermore, tproc and tprop are the packet processing time at the end hosts and the packet propagation time across the channel, respectively. Let to denote the timeout value of the timer and Tw be the time that spending during binary exponential backoff in CSMA/CA MAC protocol. Assume the capacity of the wireless link is C. The channel efficiency expressed in [7] can be written as: 
Thus, we can estimate the available bandwidth with
Eq.(8) as
Avai_bandwidth_ave= effi_link× C
The estimation scheme is passive measurement, not using any probing messages that may interfere with the networks. The method need not wait too long for data convergence.
2.3Estimate the available bandwidth
In this section, we aim to use the information of available bandwidth for setting up the parameters cwin and threshold (ssthresh). We consider the constant-bit-rate traffic (CBR) source and its idle time and busy time are exponentially distributed with mean 0.1 sec. When we set the time interval T k over which the bandwidth sample is calculated, the value should not exceed 0.1 sec. Moreover, the value should exceed the ACK inter-arrival time.
Let BW sample (k) be the bandwidth sample, and Otherwise, because the interval between the consecutive acknowledgements k t ∆ are likely to wary between the smallest the bottleneck capacity, α k should be larger than RTT. From the discussion above, the filter parameter α k is set as
The value of N should be positive integer.
Improved transport control algorithm
In this section we describe how the improving 
Performance Evaluations
In this section, we derived simulation results by introducing some extensions to ns-2 [7] . The TCP transmitter and the the Base station (BS) are connected through two-step wired links representing the fixed portion of the network. The wireless link is assumed to connect the base station to a destination mobile terminal.
We compare the performance of our proposed algorithm to that of Reno and Vegas. We ran simulation with the wired portion propagation time varying from 0 to 200ms. We assume that the wireless portion of the network is a very short 2Mbps wireless link with a propagation of propagation time of 0.01ms.
As showed in the result in Figure 2 , when the propagation time is small, all algorithms are equally effective. But the proposed algorithm improves the performance of transport greatly at time 98ms. As the propagation time increased continually, the throughput of all the algorithms decreased.
We ran simulation with the wireless portion transmission speed of the bottleneck link varying from 2 mbps to 8 mbps and with the wired portion 10 mbps.
Simulation results in Figure 3 show that the throughput of all algorithms increases significantly as the bottleneck link transmission speed increases. But as the increase of transmission speed of the bottleneck link, the proposed algorithm is more effective than Reno and Vegas.
Conclusions
In this paper, we have described a new bandwidth estimation technique and a method that distinguishing the congestion error losses from wireless transmission error losses method. But with the link layer recovery fair sharing being enforced, the algorithm performs poorly when random packet loss rate exceeds some percent. The above mentioned bound shows that the throughput degradation in noisy channels is unavoidable and that the main factor limiting performance is random packet loss. 
