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The topic of protein folding can be studied from two different points of view. The first is concerned
with the question of how the biologically relevant three-dimensional structure can be determined from
a given amino acid sequence. This is of great practical interest as experimental determination of protein
structure is difficult and costly, whereas sequencing is relatively simple and cheap. The second question is
that of the physical process of folding where often knowledge of the biologically active (native) structure
is assumed. As protein misfolding is the cause of several diseases, this is of bio-medical importance as
well. Moreover, it is also of fundamental interest as a mesoscopic system displaying cooperative effects.
This thesis covers these two aspects of protein folding. To this end so-called structural profiles are
defined which may act as a link between protein sequence and structure for the task of structure pre-
diction. On the other hand they contain structure information in a compressed form which, as will be
shown, also encodes the folding process.
A severe bottleneck in protein structure prediction is the transition from a coarse-grained to a more
detailed structure description and the refinement of structure candidates that are already close to the
target structure. As refinement is very computation-intensive it is advisable to concentrate on a selection
of promising candidates. This is where structural profiles predicted from sequence prove to be advanta-
geous. Their usefulness in filtering is at least on par to established methods and they are clearly superior
if the structure set is of only moderate quality or if the criterion is especially strict on what is to be
considered a good structure.
An important question regarding the folding process is in how far the structure of the native state
dictates the folding pathway, thus allowing to abstract from the chemical details of the amino acid se-
quence. One class of such native-centric models are so-called Go¯-models which additionally rely on the
principle of minimum frustration, meaning that only those amino acids that are in contact in the native
state attract each other. In contrast, the model presented here, which is based on structural profiles, al-
lows non-native interactions. Applying adapted sampling schemes to both native-centric models and to
three well-studied example proteins shows that experimental results and behaviour observed in detailed
all-atom simulations can be better explained in the profile-based model than in the Go¯-model. In partic-
ular, the profile-based model shows a cooperative folding transition and existence of secondary structure
in the unfolded state. Thus, while a simple model based on pairwise contacts cannot adequately describe
folding behaviour, the profile-based model, which is native-centric as well, can reproduce fundamental
experimental observations.
Zusammenfassung
Der Themenkomplex der Proteinfaltung kann aus zwei verschiedenen Blickwinkeln betrachtet werden.
Zum einen stellt sich die Frage, wie bei gegebener Aminosäuresequenz die für die biologische Funktion
maßgebliche dreidimensionale Struktur bestimmt werden kann. Dies ist von enormem praktischen Inter-
esse, da die experimentelle Strukturaufklärung von Proteinen zeitaufwändig und teuer ist, während die
Sequenzierung vergleichsweise einfach und günstig möglich ist. Der zweite Aspekt ist der physikalische
Vorgang der Faltung. Hierbei wird die native, biologisch aktive Struktur vielfach als bekannt voraus-
gesetzt. Auch dies ist von biologisch-medizinischer Bedeutung, da die Falschfaltung von Proteinen zu
verschiedenen Krankheiten führen kann. Darüber hinaus ist der Faltungsvorgang als mesoskopisches
System mit kooperativen Effekten auch von fundamentalem Interesse.
Die vorliegende Doktorarbeit beleuchtet diese beiden Fragestellungen der Proteinfaltung. Zu Beginn
werden sogenannte Strukturprofile definiert, die einerseits als Bindeglied zwischen Sequenz und Struk-
tur in der Strukturvorhersage fungieren können, und andererseits Strukturinformation und, wie gezeigt
wird, Faltungsinformation in komprimierter Form enthalten.
Ein Engpass in der Strukturvorhersage ist der Übergang von grobkörniger zu detaillierter Strukturbe-
schreibung und die weitere Optimierung von Strukturen, deren generelle Faltung bereits der Zielstruktur
entspricht. Da dieser Schritt sehr viel Rechenleistung in Anspruch nimmt, empfiehlt es sich, eine Vor-
auswahl der Strukturkandidaten zu treffen. An dieser Stelle kommen vorhergesagte Strukturprofile zum
Tragen, die, wie in dieser Arbeit gezeigt wird, mit herkömmlichen Auswahlmethoden mindestens gleich-
wertig und unter bestimmten Bedingungen sogar deutlich überlegen sind. Dies ist insbesondere dann der
Fall, wenn die Ursprungsmenge der Strukturkandidaten von nur mäßiger Qualität ist oder ein besonders
striktes Kriterium an die Qualität der ausgewählten Strukturen angelegt wird.
Eine wichtige Frage zum Faltungsprozess ist, inwiefern die gefaltete Struktur den Faltungsweg vor-
gibt und daher von chemischen Details der Aminosäuresequenz abstrahiert werden kann. Eine solche
nativ-zentrierte Modellklasse sind sogenannte Go¯-Modelle, die zusätzlich auf dem Prinzip der minima-
len Frustration beruhen und nur solche Kontakte zwischen Aminosäuren anziehend gestalten, die auch
in der nativen Struktur bestehen. Im Gegensatz dazu können in dem hier vorgestellten Modell, wel-
ches auf Strukturprofilen beruht, auch nicht-native Wechselwirkungen auftreten. Anhand angepasster
Sampling-Methoden wird dann für drei gut untersuchte Beispielproteine gezeigt, dass das Faltungsver-
halten profilbasierter Modelle besser mit experimentell beobachtetem Verhalten und dem atomar aufge-
löster Simulationen übereinstimmt als dies für das Go¯-Modell der Fall ist. Dies bezieht sich insbesondere
auf die Kooperativität des Faltungsübergangs und das Vorhandensein von Sekundärstruktur im ungefalte-
ten Zustand. Während ein einfaches auf paarweisen Kontakten basierendes Modell das Faltungsverhalten
also nicht adäquat beschreiben kann, ist es dennoch möglich mit nativ-zentrierten Modellen, wie dem
profilbasierten Modell, grundlegende Beobachtungen zu reproduzieren.
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Proteins carry out a variety of vital functions in every living organism, ranging from enzyme proteins
regulating biochemical reactions to motor proteins causing the contraction and movement of muscles.
For the vast majority of proteins the three-dimensional shape is crucial for biological function [1].
While the amino acid sequence constituting the protein defines the three-dimensional form at physio-
logical conditions (usually uniquely) [2] it is not at all clear how this mapping from sequence to structure
should be performed. Experimental structure determination by X-ray or NMR studies on the other hand
is very costly compared to the relatively simple sequencing. Therefore, there are a host of protein se-
quences available while only a much smaller number of structures are known [3, 4]. Thus, prediction of
protein structure from sequence poses a formidable challenge with great impact on protein engineering
and medical applications.
Not only the final biologically active form, the so-called native state of a protein, is of scientific interest
but also the folding process that may take microseconds for the fastest folders or up to several minutes
for more complex proteins [1]. Proteins in living organisms occasionally fold into “wrong” shapes that
cannot fulfill the biological function and, although these misfolded proteins are usually quickly degraded,
they are connected to diseases such as BSE or Alzheimer’s [1].
The two parts, protein structure prediction and folding dynamics, thus approach the problem of how a
chain of amino acids folds into a specific structure from two different angles. While the former focuses on
the final structure, i.e. the outcome of folding, the latter elucidates the physical process itself. Successful
methods of structure prediction usually ignore the physical process, whereas investigations on folding
behaviour often incorporate information on the native structure. Although these methods differ, both
cases can gain from the use of structural profiles, as will be shown in this thesis.
Protein structures can be represented as so-called structural profiles [5, 6] (see Section 1.3). Such a
profile is an array of the same length as the protein’s amino acid sequence and contains information on
each position’s connectivity, or propensity to have contacts with other parts of the sequence. As such it
is strongly correlated to the hydrophobicity of the amino acid at the position in question [7].
Prediction of the unknown structure of a protein can principally follow one of two routes: Either the
sequence is found to be highly similar to that of one or more proteins of known structure, then a template
can be created from the known structure(s) and used as a basis for structure prediction. This method is
known as homology modelling which today gives very acceptable results [8]. If this is not the case and
no sufficiently similar structure can be found, the structure has to be predicted ab initio and only local
similarities to known structures can be exploited. A common method then is to proceed in two steps, the
first of which consists in creating a large number of coarse-grained candidate structures. The second step
is to refine these first guesses to a higher level of detail. As refinement is computationally very costly, it is
very important to limit this task to the most promising candidates. The first part of this thesis, Chapter 2,
addresses this problem of candidate identification and selection.
In this context of ab initio structure prediction the use of the exact profile derived from the structure
will be discussed as a proof of principle for the selection of good candidate structures. As these exact
profiles, however, are not available for real predictions, the true challenge is to use profiles in the selec-
tion step that have been predicted from sequence. Filtering by either exact or predicted profiles is tested
on two different sets of proteins and compared to the more established methods of filtering by low-
resolution energy [9] and structure selection by clustering [10, 11]. The influence of profile prediction
quality on the performance of filtering is investigated, as are size of proteins and quality of candidate
sets.
1
Simulations of protein folding can give insight into intermediate structures or long-lived metastable
states as well as elucidate the folding mechanism. Such simulations range from highly simplified models
on two- or three-dimensional lattices [12, 13], beads-on-a-string models with only hydrophobic inter-
actions [14, 15] or Go¯-models based on the principle of minimum frustration [12, 16] to molecular
dynamics (MD) simulations of varying complexity. For a protein in an aquaeous solution the effects of
water can be taken into account implicitly via solvation models (implicit water, e.g. Ref. [17]). The
more exact approach is to simulate a few layers of molecular water along with the protein itself (explicit
water) [18]. This, however, dramatically increases computational costs as it not only increases the sys-
tem size but at the same time decreases the possible integration time step. Likewise, an all-atom force
field [19] or an effective force field with so-called united residues [20, 21] can be used. Of course these
methods all have different advantages and short-comings. While lattice proteins in their discrete con-
formation space can be exhaustively enumerated, and are especially useful if generic folding behaviour
is investigated [13, 22], they are not realistic enough to study specific proteins. Highly sophisticated
MD force fields on the other hand can capture a high level of details close to a protein’s native state but
are not well-suited to investigate entire folding trajectories. This is due to the high computational cost
and, more importantly, to today’s force fields, which are optimised for fully folded structures and small
molecules only [23] so that their behaviour is not necessarily realistic for unfolded conformations. There
are also a number of purely theoretical models [24–26] that make predictions on heat capacity curves
and the like but not on folding pathways.
In the second part of this thesis, Chapter 3, I study the dynamics of proteins by means of Monte Carlo
simulations in a coarse-grained model biased towards the native structure. This approach is similar in
spirit to Go¯-models which also rely on the knowlegde of the native state but it differs in so far as it
does not assume that only those amino acids that interact in the native state interact during folding
(i.e. the principle of minimal frustration). In the context of folding dynamics the structural profile
is computed from the known three-dimensional structure and used to create a potential favouring the
native structure. This thesis shows that the model based on the structural profile allows the successful
reconstruction of three-dimensional protein structures, and investigates the folding behaviour by means
of folding trajectories and free energy landscapes. Adapted sampling schemes to create free energy
landscapes are presented and discussed. Some specific example proteins, for which experimental data or
molecular dynamics simulations are available, are examined in more detail. These results are compared
to those obtained by Go¯-models and it is shown that by adding only a little more complexity to the model
considerably more realistic behaviour can be observed.
1.2 Protein Structure
Naturally occurring proteins mostly consist of 20 standard (so-called canonical) amino acids as build-
ing blocks. These amino acids form linear (unbranched) chains or sequences which subsequently fold
into highly specific three-dimensional structures. Each amino acid has an amino(N)-terminus and a
carboxyl(C)-terminus (see Fig. 1.1 (a)) and a side chain R (“residue” or simply “rest”) that determines
the amino acid’s identity. The carbon atom to which the side chain is attached is the Cα-atom. A list
of canonical amino acids is given in Table 1.1 where they are loosely grouped according to their po-
larity and charge, following Ref. [27]. These properties are important to account for an amino acid’s
hydrophobicity or hydrophilicity and therefore its tendency to be part of the protein core or part of the
solvent-exposed surface.
Another important property is sheer size – while small side chains (such as the single hydrogen atom
of glycine, see Fig. 1.1 (b)) can be packed into tight turns, large side chains (e.g. that of tryptophan)
are too bulky. There are two amino acids that can be marked as special for their structural properties:
Proline’s side chain closes back in on its backbone’s nitrogen atom making proline particularly rigid.












































Figure 1.1: Amino acids and peptide bond. Part (a) shows a generic amino acid with R denoting the side
chain that distinguishes the amino acid, the red α indicates the position of the α-carbon or Cα.
Some specific amino acids are given in (b), glycine (GLY) is the simplest amino acid where the
entire side chain consists of a single hydrogen atom, whereas tryptophan (TRP) is particularly
bulky and aromatic. Proline (PRO) is special in that its side chain closes back in on the nitrogen
atom and cysteine (CYS) can form very stable disulphide bonds with other cysteines in the
protein. Part (c) shows the formation of a peptide bond between two amino acids. For those
amino acids where the Cα-atom is a chiral centre the naturally abundant enantiomer is given.
Drawings of chemical structures are courtesy of C. Wolff.
impact on tertiary (or quaternary) structure by forming very stable disulphide bonds with other cysteines
that can be far away in the sequence or even located on another chain within a protein complex.
In protein sequences amino acids are usually abbreviated to either a three- or a one-letter code. These
abbreviations are also reported in Table 1.1. There are more abbreviations for unknown or unclear
amino acids (e.g. if the amino acid is leucine or isoleucine but the exact kind could not be determined
this is indicated by the three-letter code XLE and one-letter code J). One relatively frequent non-standard
amino acid is selenomethionine (MSE) which is incorporated by the organism instead of methionine in-
discriminately, the sole difference between the two being that selenomethionine contains a selenium
atom instead of the sulphur atom. Because of this property it is sometimes substituted for methion-
ine and used in X-ray structure determination as its larger mass helps with the crystallography phase
problem [28].
The amino acids in a protein’s sequence, or primary structure, form peptide bonds (see Fig. 1.1 (c)
and Fig. 1.2 (a)): One amino acid’s NH2-group reacts with an other’s COOH-group, the two amino acids
become linked and one molecule of water is released. In the rigid peptide bond, consecutive Cα-, C-,
N- and Cα-atoms are restrained to lie in a plane with a fixed distance between Cα-atoms of 3.8 Å in
the predominant trans configuration (2.8Å in the much rarer cis configuration). This is equivalent to
the statement that the dihedral angle ω between planes defined by Cα-C-N and C-N-Cα is restricted to
values of 180◦ (trans) or 0◦ (cis). The dihedral angles between the plane defined by C-N-Cα and the
plane defined by N-Cα-C is called Φ and the dihedral angle between the plane defined by N-Cα-C and the
plane defined by Cα-C-N Ψ. These angles, Φ and Ψ, are not restricted by the peptide bond but make up
the backbone’s degrees of freedom.
To form a compact folded structure and squeeze out water from the interior, proteins form secondary
structure elements [29] such as α-helices and β -sheets (see Fig. 1.2 (b)). This results in values of Φ and
Ψ clustering around typical regions in so-called Ramachandran plots [30] corresponding to α-helices or
β -sheets. These secondary structure elements are additionally stabilised by hydrogen bonds between
strands of β -sheets or turns in helices [31]. Chirality of amino acids (see Fig. 1.1 (b)) results in a pre-
ferred chirality of α-helices but the cause of their homochirality (as well as that of the ribose of RNA)
is still puzzling [32]. Secondary structure elements are then assembled into tertiary structures (see
Fig. 1.2 (c)) often with recurring motifs such as β -α-β (not shown). Quite often the biologically func-
tional unit consists of several proteins forming complexes. These protein assemblies are then referred to
as quaternary structures. They can either contain repeating identical subunits or heterogenous substruc-
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amino acid three-letter code one-letter code side-chain polarity
glycine GLY G nonpolar
alanine ALA A nonpolar
valine VAL V nonpolar
leucine LEU L nonpolar
isoleucine ILE I nonpolar
phenylalanine PHE F nonpolar
proline PRO P nonpolar
methionine MET M nonpolar
tryptophan TRP W nonpolar
aspartic acid ASP D charged
glutamic acid GLU E charged
lysine LYS K charged
arginine ARG R charged
serine SER S polar
threonine THR T polar
tyrosine TYR Y polar
histidine HIS H polar
cysteine CYS C polar
asparagine ASN N polar
glutamine GLN Q polar
Table 1.1: The 20 canonical proteinogenic amino acids, the first three columns contain full name and
three- and one-letter codes. The last column groups amino acids into three classes: Nonpolar,
charged and polar, respectively. Source: Ref. [27].
tures. Although structure determination proceeds at a much slower pace than sequencing of proteins,
the first sequence (of insulin [33], 1955) and structure (of myoglobin [34], 1958) were determined at
roughly the same time.
A protein’s sequence thus determines the native three-dimensional structure which, according to Anfin-
sen’s famous paradigm [2], lies in the free energy minimum and is thus stable at physiological conditions.
Specifically, this means that a protein will refold to its native state after denaturation, once physiological
conditions are restored. This paradigm holds at least for small proteins. Larger and more complex poteins
may require assistance of chaperones for folding [27] and a couple of proteins have been observed for
which the biologically active (native) state is not the most stable conformation. These proteins degrade
after minutes to hours and become inactive [36–38]. Folding is also influenced by confinement and
molecular crowding [39, 40]. Notwithstanding these few (but notable) exceptions, Anfinsen’s paradigm
is usually assumed in protein folding which is also the case for this thesis. The structures discussed for
folding in this thesis are rather small (up to 45 amino acids) and domains of larger proteins. They fold,
however, autonomously if excised from the large protein and independently from other domains if part
of the large proteins which themselves fold in a modular fashion [1].
In 1968 Levinthal noted that even a protein of moderate size would require astronomic times for
folding by a random search of conformations, whereas in fact proteins may fold very quickly. He resolved
what seemed to be a paradox by postulating pathways of folding that were followed by the protein [41,
42]. Today this view has been replaced by the notion of a funnel in energy leading towards the native
structure [16, 43], thus no clear-cut pathway or sequence of intermediate conformations has to be
adhered to but instead multiple routes are allowed that finally reach the bottom of the funnel. While
potential energy is funnelled towards the native states (with some possible roughness), loss of entropy
almost compensates for the gain in energy during folding and free energy has to overcome a (at least












Figure 1.2: Protein sequence and protein structure illustrated on ubiquitin (PDB [35] id. 1ubq). (a) Amino
acid sequence or primary structure, (b) secondary structure elements – helix, anti-parallel and
parallel β -sheet – (c) and tertiary structure.
for a real protein is currently intensely debated [44–46] (see also the discussion of example protein BBL
in section 3.4.5). Levinthal’s paradox, however, is still of importance when designing potentials, mainly
for structure prediction. Conformation space is too vast to be exhaustively sampled and energy potentials
have to be designed to be funnelled towards the native structure if near-native structures are to be found
within reasonable times.
Proteins are classified into folds and families based on their structures [47, 48] and it appears that
the number of possible folds is limited. New folds for single-domain proteins are rarely encountered and
new territory is mostly due to new assemblies of different domains [49]. From this follows that many se-
quences map onto very similar structures, meaning that structure information is evolutionarily stronger
conserved than sequence information [50]. There also exist exceptions from this rule and proteins
could be designed to more than 80% sequence identity but folding into very different structures [51]
and naturally occurring proteins of different folds but 40% sequence identity were observed [52]. Usu-
ally, however, sequence similarity infers even stronger structural similarity and a good way to predict
structures is by searching for, even remotely, similar sequences of known structure [8].
1.3 Contact Maps and Structural Profiles
Protein structures can be simplified to different levels of coarse-graining (see Fig. 1.3). The very first step
of coarse-graining is to not treat proteins in a quantum chemical description, ignore electron correlations
and instead employ interatomic potentials [27] (Fig. 1.3 (a)). This will result in the empirical potentials
used in all-atom force fields such as CHARMM [53], AMBER [54] or GROMACS [55], to name a few.
The next level of simplification usually is to omit the side chains that are specific for every amino acid
and consider only the backbone consisting of repeating [NCCO]-units (Fig. 1.3 (b)). The inverse step,
to include side chains into a given backbone or recover the full information, involves optimising rotamer
positions from a side chain library [56] and, although complicated, can be viewed as basically solved.
Further simplifying the backbone results in a Cα-trace. Because of the rigid peptide bond this rep-
resentation is essentially equivalent to the backbone of [NCCO]-units and the full all-atom description
can be similarly recovered [57]. The next level of simplification would consider elements of secondary
structure as basic units [58] (see Fig. 1.3 (c)), however, in this thesis we will stay at the abstraction level
of representative Cα-atoms (with one exception in Section 3.4.7). Working with secondary structure ele-
ments as building blocks also makes the assumption that they are significantly more stable than tertiary
structure and precede the latter in formation, which is one theory of folding mechanisms but not the
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(a) (b) (c)
Figure 1.3: Different levels of coarse-graining illustrated on ubiquitin (PDB id. 1ubq), (a) shows the posi-
tions of all non-hydrogen atoms and covalent bonds between them (carbon is shown in cyan,
oxygen in red, nitrogen in blue and sulphur in yellow), (b) gives the backbone structure with
Cα-atoms highlighted as cyan balls and peptide bonds shown in red, (c) takes coarse-graining



















































































Figure 1.4: From the three-dimensional structure (a) the contact map (b) can be computed. Possible
structure profiles (c) are contact vector (CV), principal eigenvector (PE) and effective connec-
tivity (EC). The example protein shown is ubiquitin (PDB id. 1ubq).
only one. It is therefore more informative to omit this a priori assumption and verify afterwards whether
folding simulations follow this route.
The distance between consecutive Cα-atoms is (approximately) fixed, a consequence of the rigid pep-
tide bond, which leaves roughly 2L degrees of freedom where L is the number of amino acids. (The
first amino acid can be placed arbitrarily, the second amino acid arbitrarily on a sphere of radius fixed
by the interatomic distance. For the next amino acid one angle has to be specified and for the remaining
L − 3 amino acids two angles.) A huge simplification is to discard the individual amino acid positions
and only retain information about contacts, i.e. close proximity, between amino acids which results in
an L × L symmetric and binary matrix, the so-called contact map. In general, this representation is not
equivalent to the coordinate information – a chain with no contacts at all can still take a large number of
conformations which would all be mapped to the empty matrix. However, for compact folded proteins
the coordinate representation can be retrieved from the contact map [59, 60] with only a marginal loss
in resolution that is comparable to resolution obtained in experiments. Another small issue that has to
be considered is that chirality matters in biological molecules and the mapping to contact matrices does
not preserve this property. As helices hardly ever occur in the left-handed version, however, it is easy to
pick the correct structure.
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There are several ways to define a contact between two amino acids, the simplest being by the distance
between Cα-atoms. The distance threshold, or contact radius rc, is also somewhat arbitrary and whether
a definition is a good choice also depends on the intended application. In this thesis, a contact radius of
rc = 8.5Å was found to work well in the context of both structure prediction and folding dynamics. The
contact map is then defined as
Ci j =

1 di, j < rc ∧ |i − j|> 2
0 di, j ≥ rc ∨ |i − j| ≤ 2 (1.1)
where di, j is the distance between Cα-atom i and Cα-atom j. Trivial contacts, such as self-contacts and
any contact with |i− j| ≤ 2, are disregarded. In a similar approach, contacts between amino acids could
be defined based on distances between “heavy atoms”, which means any non-hydrogen atoms. The
distance threshold is then usually set to rc = 4.5Å and Ci j = 1 if any heavy atom of amino acid i comes
closer than 4.5Å to any heavy atom of amino acid j (with analogous treatment of trivial contacts). In
the following, however, the three-dimensional structure will be described at the level of Cα-atoms and
contacts are defined accordingly.
For structure prediction purposes contact maps are not very useful as they are themselves very difficult
to predict [61]. In particular false positives in the prediction of the contact map severely worsen the
resulting three-dimensional structure while missing contacts are not as harmful [62].
In the context of folding simulations, use of the contact map as a bias towards the target structure
corresponds to Go¯-models where native contacts, i.e. interactions in the native state, are made attractive.
Structure information can be further compressed by making use of structural profiles. There is a host
of different definitions [6] of one-dimensional representations that convey information about each amino
acid’s connectivity. A simple structural profile is the contact vector that gives the number of contacts for










c˜i = 1. (1.3)
This choice of profile is useful for structure comparison and alignment since its computation requires
very little time [63]. A drawback when it comes to structure prediction or folding simulations is that the
contact vector is degenerate when compared to the contact map. Multiple structures that can be quite
distinct, in particular only partly folded structures, are mapped onto the same contact vector [64].
Structural profiles that are derived from the contact map’s eigensystem are better suited for the task
of structure prediction and folding investigations although taking more computing time. The effective
connectivity (EC) is the profile of choice in this thesis and contains contributions from all the contact








( j)〈v ( j)〉. (1.4)
Here c is the effective connectivity, a vectorial quantity, and the v( j) ( j = 1, . . . , L) are the L eigenvectors
of the contact map with their eigenvalues λ( j). The quantity 〈v ( j)〉 is the average of entries v ( j)
i
of
eigenvector j, A and Λ are parameters used to fix the average of c, 〈c〉 = 1, and the relative variance
〈c2〉/〈c〉2 = 〈c˜2〉/〈c˜〉2 to the same value as that of the contact vector c˜ [6]. As it turns out, for a single
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domain structure Λ is often close to the largest eigenvalue, Λ ≈ λ(1), meaning that the contribution of
the eigenvector corresponding to the largest eigenvalue will be dominant. Consequently, the eigenvector
to the largest eigenvalue, the principal eigenvector (PE), on its own is also a valid choice for a structural
profile for single domain structures where Λ ≈ λ(1) and has been used at early stages of this thesis.




Ci jcic j (1.5)
for a given contact map Ci j under different side conditions. The well-known definition of the PE is to













ci = 1 (1.7)
and the condition in Eq. (1.6) is changed to 〈c2〉/〈c〉2 = 〈c˜2〉/〈c˜〉2 as mentioned above. Maximising Q
under these constraints then leads to the expression in Eq. (1.4) where the open parameters A and Λ
have to be fixed to satisfy the constraints [6].
From this unifying definition the correlation to hydrophobicity becomes evident. Maximising Q in
expression (1.5) means that entries ci will be large for amino acids i with many contacts to other amino
acids j – and even more so if these amino acids have many contacts and large entries c j of their own.
In order to have many contacts, an amino acid will be buried in the protein core, as hydrophobic amino
acids tend to do. Moreover, they will have contacts predominantly with other buried, i.e. hydrophobic,
amino acids, as again is characteristic of amino acids of high hydrophobicity. An entry ci of either EC
or PE thus depends not only on the number of contacts of amino acid i but also on the contacts of
those amino acids with which i is in contact (and the amino acids with which those are in contact etc.)
and therefore contains information on amino acid connectivity which is more detailed than that in the
contact vector.
There is no mathematical proof that either EC or PE are indeed equivalent to the contact map (under
appropriate constraints on the contact map such as connectedness or possibly existence of secondary
structure motifs) but for the PE there is a reconstruction algorithm [65] that was found to work for all
compact single-domain proteins investigated. For the EC no degeneracy (one EC profile corresponding
to multiple contact maps) was encountered in any of the simulations run for this thesis. A drawback of
the PE is that, for multi-domain proteins where the contact maps decompose into disconnected blocks, it
will only give information about the largest and best-connected block. As the EC contains contributions
from all the contact map’s eigenvectors, and thus information on all protein domains, it does not display
this problem and was consequently used as the structure profile of choice. Although the small proteins
investigated in the folding dynamics all consist of a single domain in their native state, the conformations
encountered during folding can be more complicated.
These vectorial representations of protein structure as profiles are much more amenable to prediction
from sequence than contact maps because they are of the same dimension as the sequence, which is a
string of amino acids. The profile’s correlation to amino acid hydrophobicity can then be exploited to
predict it from a given sequence.
In the context of protein structure prediction, in particular in the selection of structure candidates,
predicted profiles can be used. The profile predicted for a given sequence serves as a target to which the
profiles calculated from the candidates’ structures are compared using a score based on the difference
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between the two profiles. Those conformations that are in good agreement with the predicted profile
are retained for further refinement.
Likewise, for protein folding an energy is defined based on a measure of the difference between the
target structure’s profile and that of the current conformation. The energy is minimal if the correct profile
and thus the correct structure has been reached. As is the case with Go¯-models the model thus contains
an obvious bias towards the native structure but instead of making only native interactions attractive the
energy in the profile-based model relates how well all the amino acids’ connectivity or hydrophobicity is
satisfied in the current conformation. This results, in effect, in an interaction of all amino acids with all
the other amino acids.
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2 Protein Structure Prediction
2.1 Motivation
As experimental determination of protein structures by either X-ray crystallography or NMR is very costly,
prediction of structure from sequence is of great interest. This prediction can either be based on already
known sequence-structure pairs or be performed ab initio.
If sequences of high similarity (and known structure) can be found, the method of choice is homol-
ogy modelling where the known structures are used to create a template on which the structure to be
predicted is modelled. In biology, the term “homology” is used to state common ancestry of proteins. In
the context used here, however, it is not necessary to establish true homology in the above sense for the
selection of sequences. Instead, sequences of known structure are selected based on their similarity to
the query sequence which makes homology between the two very likely. Still, “homology modelling” is
the standard term used in this context although “comparative modelling” may be used equivalently and
is the more accurate term [8, 66, 67]. Protein structure is more strongly conserved in evolution than
sequence [50] so even a moderate level of similarity over the entire sequence suffices to be confident
of high structural similarity – although there are a few notable examples where this does not hold, see
e.g. Ref. [51] where two proteins are engineered at 88% sequence identity but with completely different
(α as opposed to α/β) folds or Ref. [52] for two naturally occurring proteins of 40% sequence identity
and different folds. The general rule for natural proteins though is that sequence similarity means high
structural similarity and one of the main challenges is to properly incorporate information from remote
homologues [8].
If no such structures with sequences of sufficiently high similarity to the query sequence are detected,
structure has to be predicted ab initio. This does not mean that no structural information from other
proteins enters the prediction but that information is usually only local and also less reliable. This
branch of protein structure prediction is therefore more challenging than template-based homology
modelling [68, 69].
The bi-annual Critical Assessment of Techniques for Protein Structure Prediction (CASP) has witnessed
remarkable progress in both these categories over the last 15 years [70–74]. For this assessment exper-
imentalists agree to hold back recently resolved structures and theorists are invited to send in their
predictions. One method that repeatedly performed very well in CASP is Rosetta [10, 72, 75]. There,
starting from a sequence, the first step is to predict secondary structure and create a library of structure
fragments for that particular sequence based on sequence and secondary structure similarity. These frag-
ments are then assembled into complete, folded protein structures and inclusion of different fragments
or local movements are proposed according to a Monte Carlo (MC) scheme.
The fragment assembly step results in a set of very many coarse-grained protein structure guesses
which is expected to contain a few candidates that are close to the native structure. If computation time
were not an issue all these candidates could be fine-grained, i.e. omitted side chains included [56], and
optimised again. However, only those guesses that are already close enough to the correct structure
will profit from this refinement, the vast rest will remain trapped in their respective (wrong) folds. It
is hence wasteful of computer resources to treat all candidates to further optimisation. In this first part
of the thesis, I therefore investigate the task to identify the few good candidates contained in the large
coarse-grained sets [76].
This chapter is organised as follows: After a short presentation of the research context and background
material, Section 2.2 introduces the benchmark proteins used in this study (Subsection 2.2.1) and sum-
marises the methods of profile prediction (Subsection 2.2.2). Subsections 2.2.3 and 2.2.4 present the
filtering results when using Rosetta to predict protein structures, Subsection 2.2.5 the results for structure
predictions downloaded from the CASP8 website. The chapter ends with a discussion (Section 2.3).
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2.2 Structure Selection
Simulation of detailed side-chains in realistic potentials faces two serious drawbacks: For one thing
it is a very computation-intensive task that requires immense computing resources. The other, more
fundamental, problem is that today’s all atom potentials or force fields are optimised for fully folded
native proteins and thus can only faithfully model the vicinity of these structures [23]. The vast space of
unfolded or only partially folded structures can thus not be expected to be represented as accurately.
This makes such detailed potentials unsuitable for following the entire folding process – and even more
so for predictive folding where no parameters can be tuned in favour of the native structure. Successful
structure predictors therefore ignore the folding process and concentrate on the final structure. For
this reason, the time series of protein conformations encountered in, for example Rosetta, cannot be
considered as a folding trajectory. Instead, entire fragments of the protein structure are replaced in a
single step which speeds up the sampling of conformation space and increases the chances to hit on a
structure that has at least the overall correct fold.
Thousands of candidate structures are produced in the coarse-grained step, which only describes the
protein’s backbone and some interactions such as steric repulsion. It is necessary to produce very many
structures at this stage as the coarse-grained potential may not produce close guesses on every occasion.
For single structure predictions that were entered into CASP, the Rosetta group indeed fine-grained all
these candidate structures [72], but this is not feasible for high-throughput predictions. So, as has
been mentioned before, the task is to select only promising candidate structures for high-resolution
refinement [77] in phenomenological [78] or physics-based [79] force fields.
The selection step may involve ranking candidate structures by the energy function used to produce
the low-resolution structures. Therefore an option to improve the selection is to define better energy
functions for scoring of low-resolution candidate structures [9]. Another approach, which appears to
be promising, is to perform a clustering of the structures by their pairwise root mean square distances
(RMSDs) and then consider the largest clusters [10] or the clusters of lowest energy [11]. This is
based on the notion that while the coarse-grained model may not succeed in discriminating the single
best structure by energy, it will still on average create many conformations in the vicinity of the native
structure which can be detected by clustering using pairwise similarities. Clustering by distance matrices
and identifying the cluster of lowest energy has also proved successful in the reconstruction of protein
structures from highly approximate backbone torsion angles [80].
Related to the clustering approach is the definition of a meta-scoring function based on the correlation
of scoring functions that are weakly funneled towards the native state [81]. This has been applied
to the ranking of predicted protein models [82] which is similar in spirit to the selection of candidate
structures. The meta-method of detecting similarities and cleverly combinining predictions of different
methods has also been successful in recent rounds of CASP [83, 84]. If sparse experimental data is
known, such as NMR chemical shifts, their inclusion as constraints on protein structure substantially
improves prediction [85, 86].
Another promising means to select structure candidates for refinement is the use of structural profiles
such as the effective connectivity, Eq. (1.4). As will be discussed in more detail below, filtering by a
predicted profile outperformed filtering by Rosetta’s low-resolution energy and clustering by RMSDs in
most cases [76], irrespective of whether candidate structures were produced using the Rosetta suite or
downloaded from the CASP8 (8th Critical Assessment of Techniques for Protein Structure Prediction)
server [87] and thus came from various prediction methods. Structural profiles can be determined from
known structures and used to efficiently compare them [63] but, most importantly in the context of this
chapter, the structural profile of a protein’s native state can also be predicted to good accuracy from its
amino acid sequence. Prediction of one-dimensional structural profiles is above all much easier than the
prediction of residue-residue contacts, i.e. two-dimensional contact maps. The predicted profile can then
be used as a target which is compared to every single profile computed from the candidate structures.
Only those candidate structures with profiles that are similar to the predicted target are selected as
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PDBid description length class
1pv0 Sda antikinase 46 α
1gb1 immunoglobulin binding domain of protein G 56 α+ β
1shg SH3 domain 57 β
1jic sso7d protein 62 β
1r69 N-terminal domain of phage 434 repressor 63 α
1c9oA chain A of cold shock protein 66 β
1mjc major cold shock protein 69 β
1fgp minor coat protein G3P 70 β
1ubq ubiquitin 76 α+ β
1oqp C-terminal domain of caltractin 77 α
1btb barstar 89 α/β
1p9yA single chain of trigger factor 117 α+ β
2imf 2-hydroxychromene-2-carboxylate isomerase 203 α
1volA chain A of transcription factor IIB 204 α
1ix9A single chain of manganase(III) superoxide dismutase mutant Y174F 205 α
1f5x autoinhibited Dbl homology domain 208 α
1gk9A chain A of penicillin acylase enzyme-substrate complex 208 α
1by1 Dbl homology domain from beta-PIX 209 α
Table 2.1: Protein target structures used to test selection performance of various filters, sorted by length.
Protein descriptions are taken from the Protein Data Bank (PDB) website [35], class refers to
Structural Classification of Proteins (SCOP) [47]. If the PDB file contained more than one chain,
the chain identifier is given, such as in 1c9oA. Candidates were predicted using the Rosetta
suite [10].
suitable for refinement. I compare filtering by either exact or predicted profiles to filterings obtained
from established methods and thereby show that the predicted version is already comparable to, if not
better than, the methods of clustering or selection by energy but further improvement can be expected
from improvements in profile prediction.
2.2.1 Benchmark Structures
The different filtering methods were tested on two different sets of proteins. For the first protein set
(listed in Table 2.1) structure sets containing 10, 000 candidates for each target were produced using
the standard Rosetta ab initio protocol [10]. In order to assess the filtering performance of the different
methods, sequences with known structures were used. Thus, for a realistic prediction scenario, these
structures as well as close homologues (judged by sequence similarity) were excluded for the generation
of fragments.
The lengths of protein structures in this set range from 46 to 209 amino acids. For some proteins
(1shg, 1r69, 1p9yA and 1gk9) the lengths of structures in PDB files differed from sequence lengths in
the FASTA files obtained from the PDB website [35] as experiments occasionally fail to properly resolve
the rather unstructured tail regions. In those cases, sequences were shortened for fragment prediction
and assembly to the corresponding structure lengths. Decoy generations took 1-3 days per protein,
depending on sequence length, on a modern desktop computer.
The second set of benchmark structures consists of models submitted to CASP8 [87]. Starting from
the server-only ab initio predictions those targets for which experimentally resolved structures were
incomplete or ruptured were discarded to simplify comparison to predictions. Only missing end termini
were allowed. The list of suitable target proteins (29 of 69) are given in Table 2.2. These proteins
range from lengths of 69 to 533 amino acids. They are therefore somewhat longer than the proteins that
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PDBid description length
3dex SAV_2001 protein 69
3ded C-terminal domain of probable hemolysin 77
3d7i hypothetical protein MJ0742 83
2vsv PDZ domain of human rhophilin-2 87
3dm3 domain of a replication factor A protein 88
3dm4 primosomal replication protein 88
3df8 possible HxlR family transcriptional factor 99
2k54 protein Atu0742 112
3dkz Q7W9W5_BORPA protein 115
3dai bromodomain of human ATAD2 120
3d0j CA_C3497, unknown function 128
3dn7 cyclic nucleotide binding regulatory protein 136
3dmb putative general stress protein 26 136
3di5 DinB-like protein (NP_980948.1) 140
3d8p acetyltransferase of GNAT family 140
3cyn human GPX8 164
3d3o effector domain of the putative transcriptional regulator IclR 166
3d5n Q97W15_SULSO protein 168
3d7l protein lin1944 192
3dlm Tudor domain of human Histone-lysine N-methyltransferase 198
3dc7 protein Q88SR8 203
3dlc putative S-adenosyl-L-methionine-dependent methyltransferase 205
2vx2 human enoyl coenzyme 246
3da2 human carbonic anhydrase 13 in complex with inhibitor 252
3d19 conserved metalloprotein 254
3dao putative phosphatase 255
3dsm surface layer protein BACUNI_02894 317
2vuw kinase domain of human haspin 319
3do6 putative formyltetrahydrofolate synthetase 533
Table 2.2: Protein target structures used to test selection performance of various filters, sorted by length.
Protein descriptions are taken from the Protein Data Bank (PDB) website. Candidates were
models submitted to CASP8.
could reasonably be studied by creating decoy sets myself. Furthermore, these models came from several
different groups using different generation protocols and the results are in that respect more general.
For these CASP targets only 100 to 300 models per target were available (instead of the decoy sets of
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Figure 2.1: Artificial Neural Network (ANN) to predict structural profile from sequence.
2.2.2 Prediction of Structural Profiles
As a proof of principle I first used exact profiles for filtering, i.e. effective connectivities (ECs) computed
from the target structure using Eq. (1.4). Obviously, this definition requires knowledge of the native
structure and is thus of no use in ab initio structure prediction. But, as mentioned in Section 1.3, there
is a good correlation between structural profiles and sequence hydrophobicities [7]. This correlation
can now be exploited to predict the profile from the amino acid sequence with good accuracy by using
feed-forward artifical neural networks (ANN).
The correlation between the structure’s profile and optimal sequence hydrophobicity, however, is still
greater than that between the profile and an individual sequence’s hydrophobicity [7]. Predictions can
therefore be improved if the optimal sequence is approximated by an evolutionary average obtained
from a sequence alignment of the sequence in question. However, instead of attempting to directly
determine the optimal sequence or a single evolutionary average, a PSI-BLAST [88] search is performed
to yield position-specific scoring matrices (PSSMs) for each sequence position. These PSSMs encode the
probability (in log-odds) of each amino acid species to occur at a given position which are then used to
predict the structural profile. This approach has first been developed in the context of secondary structure
prediction [89] and was adapted to structural profiles in the diploma thesis of Jonas Minning [90].
The ANN then uses as input the PSSMs for a sequence window of 15 amino acids centered at the
position for which the structural profile entry is to be predicted (see Figure 2.1). To predict the entire
profile this window slides over the sequence entering amino acid scores into the ANN or, if part of the
window extends the sequence’s end, the information that there is no amino acid. There are therefore 15
(i.e. size of window) times 21 (i.e. number of canonical amino acids plus empty space) input nodes to
the ANN, each giving the scoring of every amino acid species at that position in the sequence. The ANN
further consists of a hidden layer of 40 neurons and a single output neuron. The activation function of
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the hidden layer is the hyperbolic tangent and the output is linear. The output neuron then returns a
single real value, the predicted profile entry for the central amino acid of the window.
The ANN was trained on a representative subset of the PDB of 300,000 residues in total to minimise
the squared differences between exact EC and prediction with early stopping to avoid overfitting. No
difference in prediction quality could be observed depending on the inclusion or omission of sequence
homologues, so the possibility of a hidden homology modeling is ruled out.
2.2.3 Distribution of Rosetta Candidate Structures
Quality of candidate structures can be assessed by different measures. Here, two different distance
measures are tested, Cα-RMSD and TM-score (also based on Cα atoms) [91]. The root mean square
deviation (RMSD) after a rotation which optimally superimposes the two structures [92–94] is perhaps
the most intuitive measure of protein similarity and adequate for closely related structures but carries
less information for dissimilar structures [95]. The TM-score does not suffer from this disadvantage and














with L being the length of both structures (there is also a more general version for structures of unequal
size). The distance between Cα-atoms at position i in both structures is denoted as di, while d0 is
a heuristically determined parameter, d0 = 1.24
3
p
L − 15 − 1.8. The maximisation is again over all
possible rotational superpositions of the structures. While RMSD is minimal for highly similar structures
and dependent on length, TM-score lies between 0 and 1, is length-independent and maximal for the
most similar structures. Furthermore, TM-score puts a larger weight on those parts that are similar
so weaker similarities can be detected. However, the results for filtering performances and ranking of
methods were essentially equivalent when using either RMSD or TM-score. The more intuitive RMSD
was therefore used to rank filtering methods in the first part and TM-score was computed only to ensure
that both measures by and large agreed. In the second part, in which the protein set from CASP8
containing longer structures was investigated, the length-independent TM-score was used.
A second question is how to compare distributions (of either RMSD or TM-score) of structure sets or
candidate selections. The entire distribution carries most information but is also difficult to compare
quantitatively. The average RMSD (or average TM-score) to the native structure is not a very suitable
quantity as the main goal is to find the few structures of very low RMSD (or high TM-scores) even if
some bad structures are contained in the selection.
For the initial structure sets created by Rosetta I therefore show full distributions of RMSD and TM-
score. Two typical cases are given in Fig. 2.2, the majority of plots can be found in the Appendix to this
thesis. As larger TM-scores stand for more similar structures, all figures in this thesis report 1−TM-score,
so “good” structures appear towards the left of the plot and “bad” structures towards the right to facilitate
comparison to RMSD values.
For structure selections by different filtering methods I show distributions only for example proteins
which are either typical cases or noteworthy exceptions. Instead, the structure of lowest RMSD value in
the selection and the number of structures below a certain RMSD threshold will be listed. Experience
shows that a threshold for a good subsequent refinement should be at an RMSD of about 3-4Å (or a
TM-score threshold of 0.6) [77, 91]. However, distributions differ for different proteins and for some the
decoy set does not contain any such good structures. A protein-dependent threshold therefore becomes
necessary and all structures with an RMSD one standard deviation lower than the mean RMSD (zRMSD <
−1, or mean TM-score, z1−TM-score < −1) are deemed good.
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RMSD in A˚ 1−TM-score
Figure 2.2: Distribution of RMSD and 1−TM-score for Sda antikinase (PDB id. 1pv0, length 46) and ubiq-
uitin (PDB id. 1ubq, length 76).
For most of the smaller proteins, i.e. those with less than 200 amino acids, RMSD values of candidate
structures to target structures were found to lie between 2.5Å and 14Å. TM-score typically ranged from
0.2 to 0.8 (see Fig. 2.2 and Appendix). The dotted lines correspond to an RMSD threshold of 3Å and a
TM-score threshold of 0.6 (1−TM-score= 0.4). All candidates to the left of these lines are very good and
likely to converge even further in all-atom refinement. The red line marks the mean of the distribution
and the dashed red line one standard deviation below the mean (z = −1) as a measure of relatively good
structures within a given decoy set
Notable exceptions in decoy distributions are found for 1p9yA and 1r69 (see Appendix). The former
distribution, 1p9yA, contains some structures of very high RMSD (ca. 25Å) whereas for the latter, 1r69,
the entire RMSD distribution is fairly good and TM-scores even reach values of 0.9. For 1r69 even a
random selection of structures might be suitable for refinement to high-resolution structures. The reason
for these abnormal cases appear to be the complex structure of 1p9yA on the one hand, where two
distant β -hairpins have to meet, and the fact that 1r69 on the other hand had been used for calibration
of the Rosetta score [96], explaining the very good decoy distribution in this case.
For larger proteins with 200 amino acids and more the decoy sets deteriorated drastically and RMSD
distributions ranged from 7Å to 30Å, some targets, 1ix9 and 1gk9, did not even contain any candidates
below an RMSD of 10Å. For TM-score distributions this meant values between 0.1 and 0.5, for some
proteins only up to 0.4. These candidates are practically unrelated to the target structure and no mean-
ingful comparison of filtering methods was possible. Even the more sensitive TM-score was unable to
detect weak signals of similarities between those conformations and the target structure.
It is also worth noting that while “good” RMSD distributions for small proteins showed some structure
and more than one minimum, RMSD distributions for longer proteins typically become Gaussian in
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shape. The reason for this behaviour may be the very same effect that is exploited for clustering: For
small proteins some regions of conformation space with typical structures are sampled more frequently,
and if equilibrium is assumed these distribution maxima would correspond to free energy minima. For
longer proteins conformation space becomes so large that mostly unrelated structures are sampled that
follow a Gaussian distribution around some typical length-dependent RMSD.
For each query sequence 10, 000 structures were generated. For the longer structures the number of
candidates necessary to expect one structure with RMSD≤ 5Å were estimated by approximating distri-
butions as Gaussian with mean and variance calculated from the structure sets. This resulted in numbers
up to 1012 structures for e.g. 1ix9 (see Appendix). The large number of structures that would have
been required was one of the reasons to instead turn to CASP8 models where good predictions of longer
proteins could be found.
2.2.4 Filtering of Rosetta Candidates
Three different methods were considered for narrowing down the number of structures from the coarse-
grained set, one of which was filtering by, either exact or predicted, effective connectivities. Another
way is to use the same score as was used in the candidate structure generation, i.e. the standard low-
resolution score of Rosetta [10],
Escore = Eenv + Epair + Evdw + Ehs + Ess + Esheet + Er−sigma. (2.2)
These energy terms all operate on the coarse-grained backbone structure and stand for residue interac-
tions with the environment (i.e. solvation energy Eenv), pairwise interactions of residues, Epair, and van
der Waals-interaction in the form of steric repulsion, Evdw. The last four terms, Ehs, Ess, Esheet and Er−sigma
all account for stacking and packing of secondary structure elements.




t i − c( j)i
α (2.3)
where the index i runs over all L amino acids and index j enumerates the candidate structures of the
coarse grained set. The target EC t with entries t i can be either the predicted or the exact profile and c
( j)
denotes the EC computed from candidate structure j. The exponent α is set to 2 for the following results
but varying it between 0.5 and 4 made hardly any difference. Applying these filters to the structure set
the x % structures of lowest score were selected, with x ≤ 2.
Another less obvious parameter that enters the filtering by EC is the contact threshold rc used for
determining the contact map in Eq. (1.1). The choice of parameter enters into both the computation of
exact structural profiles and, more indirectly, into the training of the ANN for prediction. Both prediction
quality of ECs and filtering quality depend on this but the effect varied for different proteins. For the
results reported here an intermediate value of rc = 8.5Å has been used as contact threshold for the
distances between Cα-atoms.
The last method used for selection of structures was clustering by pairwise RMSDs between candidates.
The idea behind clustering is that it can find representative structures of similar configurations and thus
identify highly populated free energy minima. Assuming that, while the absolute value of the coarse-
grained energy may not be very accurate and the depth of the native basin not well-represented, the
width still may be preserved, configurations would be more densely sampled around the native basin
and large clusters of low pairwise RMSDs would contain near-native structures. In order to compare this
method to filtering by the above scores, the clustering procedure was tuned such as to return a largest
cluster of 200 structures, corresponding to 2% of the total set of 10, 000. The method used here is a
very simple clustering algorithm and involves five steps:
18









































































Figure 2.3: Correlation of the Rosetta score and the EC-score for exact profile,∆EC, and predicted profile,
∆predEC, to RMSD for ubiquitin (PDB id. 1ubq) and the SH3 domain (PDB id. 1shg).
(1) Compute pairwise RMSDs between all candidate structures.
(2) Choose an RMSD threshold.
(3) Find the configuration with most neighbours, i.e. most configurations within the RMSD threshold.
This is the centre of the largest cluster.
(4) Remove the largest cluster (the centre and all its neighbours).
(5) Continue at step (3) with the remaining configurations.
This procedure is repeated to extract the ten largest clusters. The RMSD threshold of step (2) is deter-
mined in a binary search to obtain a largest cluster of approximately 200 structures.
The RMSD distribution of the largest cluster and the RMSD distribution of the cluster with lowest
average Rosetta energy (Eq. 2.2) are compared to those obtained by filtering by either of the scoring
functions. Additionally, the centres of all ten largest clusters are compared to the native structure.
A first test of the filtering based on scoring functions is the correlation of scores to RMSD and their
funnelling towards the native structure. Scatter plots for the Rosetta score (2.2) and the EC-score (2.3),
19
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Figure 2.4: RMSD and 1−TM-score distribution of filtered structures for Rosetta score, EC-score with exact
or predicted profiles and random selection for chain A of the cold shock protein (PDB id.
1c9oA) and for ubiquitin (PDB id. 1ubq).
for exact ∆EC and predicted ∆predEC profiles, over RMSD are shown in Fig. 2.3 for two different proteins,
ubiquitin (PDB id. 1ubq) and the SH3 domain (PDB id. 1shg).
A configuration’s Rosetta score (low-resolution energy function) is usually correlated to its RMSD from
the native structure (see Fig. 2.3 (a)) but funneling towards the native structure is not optimal as some
structures of RMSDs between 4Å to 5Å have lowest energies although structures of RMSD down to 2Å
exist in the coarse-grained structure set. Since only the structures of best energies will be selected from
the set, the funnelling property is even more important than good correlation reaching up to structures
of high RMSDs. In some cases (Fig. 2.3 (b)) the Rosetta score fails more dramatically and is very
misleading.
The scoring function ∆EC is more reliable and always places structures of very low RMSD among the
top scoring candidates. For ubiquitin, there is a clear funnel when using the exact profile (Fig. 2.3 (c)),
for the SH3 domain this property is weaker (Fig. 2.3 (d)) but still considerably better than for the Rosetta
score. Scatter plots for scoring using the predicted structural profile show less funnelling than those for
the exact profile. The overall correlation may even be weaker than for the Rosetta score but better for
structures of low RMSD (Fig. 2.3 (e)) or at least do not lead towards false minima (Fig. 2.3 (f)).
A more stringent assessment of filtering quality than the scatter plots of Fig. 2.3 is to look at the top
structures actually selected by the different methods. In Fig. 2.4 the distribution of (a), (c) RMSD and
(b), (d) 1−TM-score is given for two example proteins, namely chain A of the cold shock protein (PDB id.
1c9oA) and ubiquitin (PDB id. 1ubq). A filtering method has performed the better the more structures
of low RMSD (or low values for 1−TM-score) are contained in the set. In both cases filtering by exact EC











































































Figure 2.5: RMSD distribution of filtered structures including filtering by clustering for the two proteins,
chain A of the cold shock protein (PDB id. 1c9oA) and barstar (PDB id. 1btb) for which
clustering was successful.
when looking at the RMSD distributions and quite clearly better when judging by TM-scores. For better
comparison a histogram for randomly selected structures has been included as well, which, as expected,
contains fewer good structures than either of the two filtering methods.
The results for all other proteins (see Table 2.1) are summarised in Table 2.3 and are based on RMSD
distribution after filtering. Those proteins with lengths above 200 amino acids are omitted because, as
has been argued above, the starting distributions are too bad to extract any meaningful results. The
second to sixth column in Table 2.3 show the number of good structures and, in brackets, the RMSD
value of the best structure in the selection by exact EC, predicted EC, the Rosetta score, the largest
cluster C1 and the cluster of lowest average Rosetta score C
∗. Structures are defined to be (relatively)
good if they lie at least one standard deviation below the mean of the entire RMSD distribution and the
number of good structures is denoted by N(zRMSD ≤ −1). Usually, the method that contains most “good”
structures also returns the lowest-RMSD structure. The last column of Table 2.3 gives the lowest RMSD
of the entire structure set for the respective protein for comparison.
Filtering by exact EC in most (9 out of 12) cases outperforms filtering by the Rosetta score and for two
of the proteins where this is not so (PDB ids. 1gb1 and 1mjc) the results are very close and which method
returns more good structures depends on how many candidates are selected from the set. Predicted EC
is still somewhat better than the Rosetta score, it returns better structures six times versus five. There
is one tie (PDB id. 1r69) where one method returns more of the “good” structures and the other the
best single structure. The fifth and sixth column give the results for clustering. These usually contain
only few of the good structures with two notable exceptions being the largest cluster for the cold shock
protein (PDB id. 1c9o) and the cluster of lowest Rosetta energy for barstar (PDB id. 1btb). Histograms
for these two proteins are given in Fig. 2.5. It stands out that for barstar (Fig. 2.5 (b)), for which the
cluster of lowest energy is exceptionally good, the Rosetta energy on its own also gives very good results
so clustering only serves to concentrate these good structures. This, however, is also the disadvantage
of clustering, as it narrows down the selection quite severely and if it errs, frequently contains no good
structures at all.
As has been mentioned before, the (relative) number of good structures contained in the selection
also depended on the number of structures drawn from the entire set. Figure 2.6 shows the quality
of selections with increasing size for two example proteins and also compares them to the number of
good structures expected in a random sample. The latter has been estimated as N(selected)|G|/|A|,
where G is the set of all good structures and A the entire decoy set. The number of selected structures,
N(selected) was always much less than the number of good structures, |G|, in the entire set. It holds
N(zRMSD ≤ −1) = |G ∩ S f | with S f the set of structures selected by filter f (exact EC, predicted EC or
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PDBid EC predEC Rosetta score C1 C
∗ minRMSD
1pv0 72(2.9) 26(3.1) 10(3.5) 0(6.1, 199) 26(3.7, 58) 2.6
1gb1 151(1.6) 9(1.7) 186(1.5) 0(3.8, 196) 91(1.5, 91) 1.5
1shg 58(3.6) 38(4.0) 7(4.9) 0(6.9, 209) 0(7.1, 49) 3.3
1jic 50(3.8) 23(5.8) 4(6.4) 0(10.9, 200) 0(10.7, 164) 3.1
1r69 37(1.6) 15(2.2) 34(2.3) 0(3.0, 191) 1(3.0, 70) 1.6
1c9oA 143(2.9) 89(2.9) 53(3.2) 201(2.8, 201) 0(5.6, 104) 2.8
1mjc 127(2.8) 80(2.8) 138(2.9) 166(4.3, 201) 166(4.3, 201) 2.8
1fgp 102(5.9) 25(9.4) 28(8.7) 0(10.7, 196) 21(9.8, 185) 5.9
1ubq 119(2.4) 97(2.7) 78(2.7) 26(3.5, 196) 0(4.6, 42) 2.3
1oqp 76(4.1) 29(4.2) 51(4.2) 84(4.5, 200) 0(5.4, 70) 3.7
1btb 70(3.7) 87(3.4) 109(3.1) 186(6.2, 200) 174(3.1, 174) 3.1
1p9yA 40(5.7) 30(6.1) 17(5.4) 27(8.1, 198) 25(6.2, 198) 4.7
Table 2.3: Quality of different filtering methods. Number of structures with RMSD values smaller than
one standard deviation below the mean N(zRMSD ≤ −1) for various selection methods and
minimum RMSD in Å (in brackets). For the clustering method, the second number in brackets
is the cluster size. The largest cluster is denoted as C1, the cluster of lowest average Rosetta
score as C∗. The last column gives the overall minimum RMSD in Å. For 1mjc C1 and C
∗ coin-
cide, for 1p9yA there are two equally large clusters C1 one of which is also C
∗. In every line the
best method, disregarding the case of the exact EC, is underlined, which is usually the method
achieving highest N(zRMSD ≤ −1). For 1mjc and 1oqp, the Rosetta score’s results are consid-
ered as better than results from C1 although N(zRMSD ≤ −1) was higher for C1 because the
overall RMSD distributions are better. Similarly, for 1btb C∗ contains fewer “good” structures
(as measured by N(zRMSD ≤ −1)) than C1, however, the RMSD distribution is better in that it
contains more very good structures. For 1r69 the case is left undecided between predicted EC
and Rosetta score. The proteins are sorted by length.
Rosetta score). For the proteins shown here the numbers of good structures in the sets selected by exact
or predicted EC are always higher than those chosen using the Rosetta energy. However, it appears that
the EC curves flatten somewhat with increasing selection size while the Rosetta score catches up. This
is important if, due to limited computer resources, only a smaller number of structures is to be passed
on to refinement. Similarly, filtering by (exact or predicted) EC is often more effective at identifying a
structure of very low RMSD from the structure set (see Table 2.3, numbers in brackets).
As filtering by exact EC is almost always more effective than filtering by the predicted structural profile,
with the single exception being barstar (PDB id. 1btb), it is interesting to compare the quality of profile
prediction to filtering performance. Table 2.4 therefore gives Pearson’s correlation coefficients between


















Here, t i stands for the vector entries of the exact profile with mean 〈t〉 and pi for those of the predicted
profile with mean 〈p〉. Incidentally, both profiles are normalised such that their means are equal to 1.
The correlation values for the smaller proteins are given in the second column of Table 2.4 ranging from
ρc = 0.3 to ρc = 0.86. While these values vary considerably, it is important to stress that they do not
systematically deteriorate with length. Values for the large (more than 200 amino acids) proteins were
also similar and lay between ρc = 0.58 and ρc = 0.78. The bottleneck for larger structures thus is









































Figure 2.6: Number of good structures in dependance of number of selected structures for chain A of
the cold shock protein (PDB id. 1c9oA) and for ubiquitin (PDB id. 1ubq). Red circles denote
selection by exact EC, orange open circles by predicted EC, white squares by the Rosetta score


























































interpolated EC, ρc = 0.9











Figure 2.7: Distribution of filtered structures for interpolated ECs for (a) the B1 domain of protein G (PDB
id. 1gb1) and for (b) chain A of the cold shock protein (PDB id. 1c9oA).
dependance of filtering on prediction quality is not the same for different proteins. Domain B1 of protein
G (PDB id. 1gb1), for which filtering by predicted EC exhibited the worst performance when compared
to filtering by exact EC, also has one of the lowest correlation coefficients – but so does ubiquitin (PDB
id. 1ubq) for which filtering was quite good.
Higher correlation values were simulated by creating “mixed ECs”, i.e. linear interpolations between
exact and predicted profile, to yield profiles of a prescribed correlation (either ρc = 0.8 or ρc = 0.9).
Results for filtering by these interpolated profiles are given in the fourth and fifth column of Table 2.4.
For ease of comparison numbers for the predicted and exact profiles are repeated in the third and sixth
column. For almost all proteins filtering performance increases for increasing correlation of interpolated
profiles, the only exception being barstar (PDB id. 1btb) for which the predicted profile gave better re-
sults than the exact one. RMSD distributions for two more typical proteins when filtered by interpolated
profiles are given in Fig. 2.7. If, for example, prediction quality of domain B1 of protein G (PDB id. 1gb1)
is artificially increased to a value of ρc = 0.8, filtering performance is comparable to the other proteins
(see Table 2.4 and Fig. 2.7 (a)). Filtering by profiles that had good correlations to begin with are usually
also improved by increasing correlation (see Fig. 2.7). But still, even for fixed correlation and even when
set into relation with numbers for exact ECs, filtering performance varies considerably. Quality of profile
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PDBid ρc predEC mEC, ρc = 0.8 mEC, ρc = 0.9 exact EC
1pv0 0.64 26(3.1) 25(3.1) 34(3.1) 72(2.9)
1gb1 0.30 9(1.7) 67(1.7) 102(1.7) 151(1.6)
1shg 0.62 38(4.0) 41(4.0) 43(4.0) 58(3.6)
1jic 0.72 23(5.8) 22(6.2) 27(6.2) 50(3.8)
1r69 0.54 15(2.2) 21(2.2) 25(1.6) 37(1.6)
1c9oA 0.80 89(2.9) 90(2.9) 116(2.9) 143(2.9)
1mjc 0.86 80(2.8) - 89(2.8) 127(2.8)
1fgp 0.35 25(9.4) 37(8.5) 49(8.0) 102(5.9)
1ubq 0.30 97(2.7) 122(2.5) 126(2.5) 119(2.4)
1oqp 0.69 29(4.2) 32(4.1) 39(4.1) 76(4.1)
1btb 0.48 87(3.4) 87(3.4) 82(3.2) 70(3.7)
1p9yA 0.69 30(6.1) 30(6.1) 33(5.7) 40(5.7)
Table 2.4: Filtering by interpolated structural profiles. (Column 2) Pearson’s correlation coefficient ρc be-
tween predicted and exact EC, (Columns 4 and 5) Interpolated EC (mEC) with fixed correlation
to exact EC (0.8 resp. 0.9). Data reported are number of good structures N(zRMSD ≤ −1) and
lowest RMSD in the selection (in brackets). (Columns 3 and 6) Data repeated from Table 2.3
for predicted and exact EC for comparison. The proteins are sorted by length.
prediction can therefore not be the only determinant of quality of filtering, protein-specific features or
the structure distribution in the entire candidate set also play an important role.
In particular, filtering by structural profiles compares favourably to filtering by the Rosetta score for
decoy sets of lower quality (see Table 2.3) where still relatively good structures can be extracted. This is
important as candidate sets deteriorate with increasing sequence lengths whereas prediction of structural
profiles does not systematically do so. If, however, candidate sets are of very poor quality, as is the case
for the rather small sets for proteins of lengths greater than 200 amino acids, none of the filtering
methods investigated is capable of extracting any meaningful subset of structures. Filtering by predicted
profiles thus has the potential to improve selections for more difficult structures (such as chain A of the
trigger factor 1p9yA with its complex β -topology) but meets its limits for too long proteins.
It has been mentioned above that clustering and picking a single cluster has the disadvantage of
narrowing down the structure set such that the selected cluster frequently contains not a single good
structure. Using only the largest cluster or only the cluster of lowest average energy is therefore quite
risky although it may give very good results in some rare cases (see Fig. 2.5). Changing the clustering
RMSD threshold such that the largest cluster for instance contained 500 instead of 200 structures brought
no significant changes.
The opposite approach is to aim at covering the relevant parts of conformation space and only consider
representative structures in the form of the centres of all ten of the largest clusters. This was investigated
as well and compared to the ten top-ranked structures by exact or predicted EC. Results of this test, i.e.
numbers of good structures and minimum RMSD among the ten selected, are given in Table 2.5. The
exact EC returns the largest number of good structures for all proteins investigated and predicted EC is
more effective, too, with seven cases in which the predicted EC finds more good structures as opposed
to five cases for the cluster centres.
It may be argued that the number of good structures, N(zRMSD ≤ −1) is not a good measure here as
only one cluster can be expected to be really near-native. It is, however, significant that the set selected
by the predicted EC only once contains not a single good structure among its ten (and this is the case for
the protein with PDB id. 1gb1, for which it has already been conceded that the correlation of exact and
predicted EC is very low and which may simply be a case of failed profile prediction). The set of cluster
centres on the other hand contains no good structures at all in four out of twelve cases. It thus appears
that clustering could not cover the relevant parts of conformation space rather often and missed out on
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PDBid Ccentres EC predEC
1pv0 4(3.5) 5(2.9) 1(3.8)
1gb1 3(2.0) 10(1.7) 0(4.1)
1shg 0(6.7) 9(4.1) 3(5.0)
1jic 0(10.0) 6(6.3) 2(8.0)
1r69 1(2.9) 1(2.3) 2(2.8)
1c9oA 5(3.2) 10(3.2) 6(3.1)
1mjc 6(3.8) 9(3.2) 3(4.6)
1fgp 0(10.7) 8(8.3) 1(10.1)
1ubq 6(2.5) 8(2.7) 4(3.4)
1oqp 3(5.0) 6(4.1) 2(5.3)
1btb 3(4.2) 6(3.7) 6(3.4)
1p9yA 0(13.9) 3(7.8) 2(9.0)
Table 2.5: Number of good structures N(zRMSD ≤ −1) and minimum RMSD in Å for centres of the 10
largest clusters (second column) and 10 structures of lowest ∆EC for exact EC (third column)
and predicted EC (fourth column). The best method (not considering exact EC) is underlined
in each row. The proteins are sorted by length.
the good structures existing within the sampled conformations. Selection by predicted structural profiles
(and also by the Rosetta score) therefore is the more reliable method.
This problem becomes even more severe for those proteins where low-resolution sampling was rather
poor, namely for proteins with PDB ids. 1p9yA and 1fgp. A more technical advantage of filtering by
scoring instead of by clustering is that it runs faster and is more flexible as it does not have to be rerun
if the number of selected structures is to be changed.
2.2.5 Filtering of CASP8 Models
As the generation of candidate sets for longer protein sequences had turned out unsatisfactorily the
method of filtering by structural profiles was additionally tested on protein models submitted to CASP8
in the server-only category. With lengths of proteins-to-be-predicted ranging from 69 to 533 amino acids
not all the CASP8 proteins were longer than the ones before but considering only those 20 proteins with
sequence lengths beyond 120 amino acids gave a similar picture to what will be reported here. For
the 29 targets considered here (others had been rejected because of ruptured chains) between 100 and
300 models per protein were available. These models were again ranked by the scoring function (2.3)
based on exact EC and predicted EC or the Rosetta score (2.2). Clustering models by RMSD was also
attempted but gave no significant results because of too small structure sets (only up to 300 models per
protein instead of the 10, 000 candidates created before). Correlation coefficients between exact and
predicted EC lay between ρc = 0.34 and ρc = 0.82 and profile prediction quality was thus comparable
to those from the first set.
Figure 2.8 shows the relative frequencies of choosing (a) the single best model when selecting between
1 and 10 models from the set and (b) one of the ten best models. The two parts of the figure only differ in
which models are to be considered as “good” and (a) applies a stricter criterion. As model quality varies
widely, TM-score was applied as a measure of similarity instead of RMSD values. The Rosetta energy
was used as a scoring function to rank the models although the models had been created by various
methods (Rosetta being only one of them). It is remarkable how well the Rosetta score performed
considering models had not been optimised using this score. Nevertheless, scoring by structural profiles
was even better. Again, scoring by the exact EC is clearly the best method but, as that profile would
not be available for real predictions, can only be regarded as a proof of principle and of the potential
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Figure 2.8: Relative frequencies of good structures for the CASP8 set, (a) gives the relative frequencies
of choosing the best model when selecting 1 to 10 models, (b) gives the relative frequencies
of choosing one of the ten best models when selecting 1 to 10 models. Red circles stand
for selection by exact EC, orange circles for selection by predicted EC, white squares for the
Rosetta score and black triangles for probabilities to find (one of) the best structure(s) in a
random sample.
of filtering by structural profiles. Filtering by the predicted EC is comparable to the Rosetta score for
the laxer criterion of what is to be considered a “good” structure (Fig. 2.8 (b)) but substantially better
for the stricter criterion (Fig. 2.8 (a)). This is consistent with the findings based on the candidate sets
generated by Rosetta where structural profiles were better at selecting structures of minimal RMSDs.
2.3 Discussion
One of the main bottlenecks in protein structure prediction is the selection of good coarse-grained can-
didate structures that are worth the computational effort of refinement in detailed all-atom potentials.
A promising way to select good structures is the use of so-called structural profiles that can be predicted
from sequence to good accuracy.
As a proof of principle, the exact EC was used which shows the great potential of the method. Qual-
ity of predicted profiles was also sufficient to produce results comparable to or better than established
methods. Notwithstanding the good results, the fact that further improvement could come from better
predictions of structural profiles was shown by creating linear interpolations of exact and predicted struc-
ture profiles. Furthermore, quality of profile predictions is independent of sequence length so this part
of the scheme could be applied to protein predictions of arbitrary lengths. Unfortunately, candidate sets
deteriorate with sequence length quite severely and, while filtering by profiles is better than filtering by
the Rosetta score for candidate sets of only moderate quality that contain at least some good structures,
very poor decoy sets are beyond the reach of any of the filtering methods.
The relative performance of the predicted EC compared to the Rosetta score depends on how many
structures are selected from the coarse-grained candidate sets. If fewer candidates are selected, the
difference in filtering by predicted ECs or by the Rosetta score is greater and selections based on the
predicted EC significantly better. This, however, diminishes with increasing selection size. It thus can
be argued that filtering by predicted EC is especially useful if, due to limited computing resources, only
a small number of structures is to be entered into refinement. Similarly, the strength of the method
of filtering by predicted ECs is displayed for those proteins where candidate structures were only of
moderate quality. While in good structure sets both methods were able to select good structures, the EC
method performed better for weaker structure sets.
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The general applicability to longer structures was shown using the server-only models submitted to
CASP8. This test also evidences the filtering method’s independence of model generation. If a stricter
criterion was applied, as to which structures were to be considered “good” structures, predicted EC
performs considerably better than the Rosetta score, following along the same line as the results for
Rosetta-generated structure sets. Selection of conformations by exploiting information contained in
structural profiles is therefore worth integrating into standard ab inito structure prediction methods.
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3 Protein Folding Dynamics
3.1 Motivation
Even if the native structure of a protein is known it may still be unclear how this special state is attained.
Most small proteins fold reversibly and it is generally accepted that the native state corresponds to the
minimum in free energy [2]. Still, proteins may misfold which, if not corrected by the organism, can
cause pathological aggregation of proteins [1]. Characterisation of free energy landscapes and protein
dynamics may reveal intermediate states or kinetic traps that can favour such aggregation. The height
of free energy barriers may explain widely varying folding rates of different proteins and conformations
in states other than the native one can be investigated.
According to today’s understanding of Levinthal’s paradox, the potential energy governing protein
folding has to be funnelled towards the native state [42, 43] to avoid sampling of an astronomically
large number of conformations. A drawback of many detailed all-atom force fields is that their potentials
are so complicated that the resulting energy surface is very rough. A particularly simple model, which
has the advantage of a smoothly funnelled energy function, is the so-called Go¯-model [12]. While early
versions of Go¯-models were restricted to lattices, they are now more often applied to off-lattice protein
descriptions. Instead, their characteristic property is that the protein is biased toward the native structure
either by making only contacts attractive that exist in the native state or by adding an energy based on
deviations from native angles or distances [97, 98]. This results in a very smooth energy funnel and
is based on the principle of minimum frustration [26] which sums up the notion that evolution has
optimised proteins such that they may fold reliably into their respective native states.
Such simple Go¯-models can be applied to relatively large proteins and may capture features related to
steric effects in protein folding [99]. They are, however, incapable of reproducing phenomena such as
misfolding, precisely because of the smooth energy landscape [100]. Simple models based on pairwise
contacts are also insufficient at explaining two-state cooperative behaviour [101]. In practice, Go¯-models
are therefore often used in conjunction with additional potentials to account for e.g. hydrogen bonds or
physico-chemical details of amino acids [102].
Even if the principle of minimum frustration is relaxed, native-centric models such as the Go¯-model
carry the assumption that the structure of the native state determines the folding behaviour. Sequence
information only enters indirectly in selecting the native structure but chemical details of the sequence
merely account for minor corrections to, for instance, folding rates [103–105].
In order to follow this route of dropping the principle of minimum frustration while retaining native-
centricity, a protein model based on the structural profile of effective connectivity (EC) is developed. In
the last chapter it was demonstrated that ECs (even inexact, i.e. predicted, ECs) were capable of selecting
near-native structures from a large set of structure candidates. In this chapter the possibility of using
the EC to guide protein folding to the native state is investigated. While Go¯-models used in literature
frequently contain terms accounting for distortion of angles or deviation from equilibrium distances in
addition to the mere contact energy term, in this thesis the Go¯-model is restricted to a bare minimum,
i.e. contact energies. This results in a loss of resolution but is necessary to allow better comparison to
the EC-model which is equally based on contact topology only. As the purpose of these investigations is
not structure prediction but characterisation of folding behaviour given the native structure, the exact
EC is used throughout.
This chapter is subdivided into three main parts (Sections 3.2 to 3.4) and a subsequent discussion
(Section 3.5). Section 3.2 presents the model used to describe and simulate a protein and Section 3.3
gives results for successful reconstructions of a set of small proteins. Section 3.4 further analyses fold-
ing simulations, explaining the necessity of free energy landscapes (Subsection 3.4.1) and introducing
relevant methods (Subsections 3.4.2 to 3.4.4). Results are presented in Subsections 3.4.5 to 3.4.7.
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Figure 3.1: The tubemodel: Protein modelled as a chain of finite thickness, cylinders account for excluded
volume.
3.2 The Protein Model
The protein is modelled as a chain of Cα-atoms inscribed into a tube of finite thickness (with diameter
3.3 Å). Consecutive Cα-atoms are spaced 3.8Å apart as a consequence of the rigidity of peptide bonds.
The tube thickness is to account for excluded volumes of omitted side chains. Actual size of specific side
chains is disregarded and uniform thickness assumed. This structure description has been adopted from
Ref. [106] where it could be shown that excluded volume and hydrophobic attractive interactions alone
result in typical secondary structure elements, i.e. α-helices and β -sheets [107], which are formed to
achieve optimal packing of the tube and sqeeze out water [29].
The original paper [106] also includes hydrogen bonds that require specific geometric conformations
but this is neither necessary for secondary structure formation nor for tertiary structure contacts and
is therefore omitted here. An attractive interaction is necessary to form compact structures but instead
of a hydrophobic interaction between pairs of residues I developed and use an energy based on the
structural profile which also effects attraction between residues and therefore compaction of the protein.
The steric energy is simplified such that overlap between different parts of the tube and too tight angles
are forbidden by a very high energy penalty but apart from this no bending rigidity is involved.
In the implementation of the tube model I follow Auer et al. [108] and approximate the uniform
tube by spherocylinders, cylinders capped with semispheres, whose axes coincide with the links joining
consecutive Cα-atoms (see Fig. 3.1). Spherocylinders that do not share a Cα-atom are not allowed to
intersect. There exists an exact method to check for tube overlaps [109] that is also more efficient than
the approximation by spherocylinders used in Ref. [108] but considerably more involved. Besides, the
rate-limiting step in the simulations is not the house-keeping of tube conformations but solution of the
contact map’s eigensystem to obtain the structural profile. Therefore the implemented version follows
the approximative tube model [108].
Possible movements of the tube are the so-called pivot and crankshaft moves (see Fig. 3.2). For a pivot
move a Cα-atom is picked at random, as are an axis through said atom and an angle of rotation φ. All
Cα-atoms with indices higher than the selected one are rotated by the angle φ. In a crankshaft move two
Cα-atoms are selected and the axis of rotation is determined by their connecting vector. The first of the
two atoms is picked randomly, the second is picked randomly but at a maximum distance of five residues
along the chain. Thus for Cα-atom i the partner can be i+2, i+3, i+4 or i+5 (rotation about the axis
defined by the bond between i and i + 1 would not alter the tube conformation). All Cα-atoms between
the selected two are rotated by the angle φ about the axis of rotation.










































Figure 3.2:Move set of the Monte Carlo simulation, (a) pivot and (b) crankshaft move.
where random numbers r1 and r2 are uniformly distributed between 0 and 1. The resulting distribution
for φ is approximately Gaussian with mean 0 and standard deviation π/25.
These moves were used to simulate the protein in a Metropolis Monte Carlo scheme [110] where a
new conformation is accepted or rejected according to the following acceptance criterion,









Here x i denotes the old conformation and x j the proposed new state after one of the above moves. If the
new state has a lower energy E j than the old state (energy Ei) the move is always accepted. If it means





< 1. For higher
temperatures T , unfavourable new conformations are thus accepted more often.
The transition probability P(x j|x i) from state x i to x j consists of two factors, namely the proposition
probability g(x j|x i) determined by the move set and above acceptance probability,
P(x j|x i) = g(x j|x i)AE(x j|x i). (3.3)
The two possible moves were not attempted with equal probabilities but crankshaft was picked in
90% of the cases and pivot in 10%. This was done because the more local crankshaft move less often
causes tube overlaps and the new conformation is therefore accepted more often. However, both moves
are local enough to consider the Monte Carlo trajectory as pseudo-dynamic. For the same reason small
values of φ were favoured by using above Gaussian distribution.
The Metropolis sampling scheme is a simple minimisation algorithm in that it moves towards lower
energies but also overcomes barriers by occasionally accepting higher ones. But moreover, it also results
in Boltzmann distributed sampling of states once the system is properly equilibrated. Equilibrium is
reached if detailed balance is satisfied,
p(x i)P(x j|x i) = p(x j)P(x i|x j), (3.4)
so there are the same number of transitions from x i to x j as the other way round. Then, for the
Metropolis acceptance criterion (3.2) and symmetric proposition probabilities g(x j|x i) = g(x i|x j) the







g(x i|x j)AE(x i|x j)






















This, together with the normalisation constraint
∑
i p(x i) = 1, means Boltzmann sampling.
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The symmetry of proposition probabilities and ergodicity in conformation space have to be ensured
by the move set which for the above movements clearly is the case. Any state can be reached from any
other state (although not necessarily in one step) and the angle of rotation is symmetrically distributed
so a forward rotation is as likely as a backward rotation.
The energy of a state consists of three terms
Etot = Esteric + EEC + wESS (3.6)
for the profile based EC-model and
Etot = Esteric + EGo¯+ wESS (3.7)
for the contact map based Go¯-model. The steric energy term is very simple and its only task is to prevent
overlap of the tube and enforce excluded volume by a prohibitively high energy penalty. The secondary
structure energy ESS, with a weight w to adjust its relative strength, was introduced to prettify secondary
structure elements and will be discussed below.
Both EEC and EGo¯ are energy biases towards the target conformation obtained from the Protein Data




|t i − ci|, (3.8)
where t is the target structure’s EC-profile and c is that of the current conformation in the Monte Carlo
(MC) simulation, L is the number of residues of the protein (or the length of the amino acid sequence).
The energy unit ε is arbitrary and bears no obvious relation to any physical energy. The definition of
Eq. (3.8) amounts to the choice of α = 1 in Eq. (2.3) in Chapter 2. While the choice of α made no
discernible difference for structure selection, this choice of α = 1 was found to work best when trying
to reconstruct a small number of protein structures. A similar cost function was also used for protein
structure alignemnts for which the optimal exponent was determined as α= 1.6 [63].








where Ci j is the current conformation’s contact map and C
(t)
i j
the contact map of the target structure. So,
whenever a native contact is formed the energy is lowered by −ε′ and additional (undesired) non-native
contacts are ignored. In the simulations for this thesis this led to too compact structures with all native
but also many additional contacts. Therefore the energy was adapted and a variant Go¯-model was used

















Here, the number of native contacts is divided by the maximum number of contacts in either the current
or the target conformation. The contact overlap q thus does not depend on protein length which an
(extensive) energy should do. This was remedied by multiplying q by residue number L to obtain the
Go¯-energy
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Figure 3.3: Restricted structural profiles, (a) backbone of the villin headpiece with protein-like residues
marked blue and loops red, (b) full (red) and restricted (blue) EC profile of the villin headpiece.
which is the energy used whenever the Go¯-model is discussed. Temperature T is also measured in units
of ε or ε˜ and kB is set to 1 from now onwards.
Using the energy function as defined above (without a secondary structure energy ESS but this makes
little difference) only a few small proteins could be reconstructed [112]. At that point not only the
effective connectivity was tested as a profile but also the principal eigenvector and a “revised principal
eigenvector” [113], with which the problem that only information on the largest domain is contained in
the PE is remedied by setting non-contacts to some small value δ > 0. Irrespective of the profiles fold-
ing was very rare and inspection of protein conformations showed that they were compact but lacked
typical secondary structure elements. This is because the EC-energy is not simply an attractive interac-
tion indiscriminate of the residue but is position-specific because of the structural profile. It therefore
cannot simply substitute the hydrophobic attraction of the original tube model. Introducing additional
energy terms for a general hydrophobicity as in the original tube model also did not amend this as they
were either too small to take sufficient effect or, if larger, interfered with the conformation of minimum
energy [112].
The solution was to encourage formation of secondary structure elements in the simulations [114] by
restricting the contact map, and thereby the effective connectivity, to those parts of the conformation
that showed typical protein-like local structure (see Fig. 3.3). Every residue or position in the sequence
was attributed a flag that indicates whether the residue in question is “protein-like” and all rows and
columns for non-protein-like residues were deleted from the contact map before computation of the
eigensystem. In the effective connectivity the corresponding entries were set to zero (see Fig. 3.3). This
causes the omitted residues to be less restricted and comes at the cost of deteriorated resolution of the
folded structure. This is tolerable as long as only a few positions are concerned. Usually amino acids
near the ends of the sequence show less secondary structure but this is consistent with experimental
data on protein structures. Single non-protein-like residues in the core are held in place by the distance
constraints to their sequence neighbours as well as by steric constraints (viz. excluded volume). It is to
be noted that the overall profile is not altered significantly because of this change in definition, therefore,
if at some point predicted profiles are to be used for the folding, the profile’s predictability should not be
altered much either.
Two different criteria were explored to discern what was to be accepted as being protein-like. The
idea behind both of these is that secondary structure elements are the distinct feature of proteins but
whereas the first is based on local geometric properties the second relies on contact patterns. For study















Figure 3.4: Geometric criterion of secondary structure. Segments of four Cα-atoms are considered. If
chirality is larger than 0.2 and end-to-end distance is below 7.5Å, the segment is considered
helical. If end-to-end distance is above the threshold of 7.5Å, the segment is declared part of
a β -sheet.







with ~ei,i+1 being the unit vector pointing from the Cα-atom with index i to the Cα-atom with index i+1.
For α-helices chirality is positive, 0.2 < χ ≤ 1 and 4Å≤ ri,i+3 ≤ 7.5Å, for strands of β -sheets χ can be
anything between -1 and 1 and ri,i+3 > 7.5Å. Figure 3.4 illustrates these definitions on a scatter plot
of the (χ , ri,i+3)-distribution of a representative set of proteins (PDBselect25 of May 2008 containing
representative PDB structures of pairwise sequence similarity of 25% or less, [116]). If the segment
matches one of the above conditions the entire segment is declared α-helical or β -sheet-like.
The contact criterion of protein likeness is based on patterns of cooperative contacts that are typical
for α-helices or β -sheets (see also Fig. 1.4). For an α-helix cooperative contacts between i and i + k,
i + 1 and i + 1 + k up to i + A− 1 and i + A− 1 + k are required. The number of residues per helix
turn is 3.6 and hydrogen bonds exist between residues i and i + 4 or, for so-called 310-helices, between
residues i and i + 3. Therefore k = 4 or k = 3 was allowed and the minimum size of a helix, A, was
set to 4 consecutive contacts. The contact pattern of parallel β -sheets is very much the same except that
k > 4. For anti-parallel β -sheets the pattern that has to be followed is: Contact between position i and j
together with contact between i+1 and j−1 etc. The minimum size of β -sheets is also set to 4 contacts.
Additionally, for helices χ > 0.2 was required. A third secondary structure assignment was introduced
that is the “turn” which has to follow (or preceed) a helix and has the same contact pattern as a helix
but not necessarily correct chirality. This was done to increase the number of residues that carry some
secondary structure and thereby increase the constraints on the protein structure and ultimately increase
resolution.
For target conformations, secondary structure assignments by these criteria agree fairly well with those
obtained from dedicated secondary structure assignment tools such as DSSP [117] and STRIDE [118].
For only partly folded or reconstructed structures the contact criterion in particular allows considerably
more distorted elements than would occur in folded structures.
Both these criteria considerably simplify finding the correct target structure, mainly by encouraging the
formation of secondary structure and thus limiting the conformation space. Information about specific
secondary structure elements (i.e. whether helix or sheet) from the target did not enter the simulation
so neither of the criteria introduces a hidden coarse-graining to the level of secondary structure. The
important difference between the two is that the contact criterion favours the formation of α-helices as
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their contact pattern is more local while for β -sheets distant parts of the chain have to meet, whereas
the geometric criterion favours β -strands (i.e. unpaired parts of β -sheets). The latter was found to be
unphysical as it resulted in strange intermediate conformations of, for example, single strands aligned to
a helix although the real unit of secondary structure is the sheet and not the strand. Besides, β -sheets
are indeed more difficult to fold than helices, their formation goes continously uphill in energy until the
hydrogen bonds between strands are established [24]. The more realistic contact criterion was therefore
used.
The (χ , ri,i+3)-distribution found for real proteins was, however, used for the secondary structure en-
ergy ESS because the secondary structure elements are usually somewhat distorted if only their contacts
are prescribed and resolution of the final structure can be improved by introducing the extra energy.
The histogram in χ and ri,i+3 was determined for the PDBselect25 as of May 2008, which contains
representative PDB structures of pairwise sequence similarity of 25% or less [116]. From this the free
energy F(χ , ri,i+3) was calculated and used as potential energy ESS(χ , ri,i+3). An entropic contribution
to the abundance of helices or sheets was ignored but could be incorporated approximately as a simple
offset between energies in the region associated with β -sheets and the region associated with α-helices.
I verified that the total energy contribution to predominantly α- or β -proteins of comparable length was
about the same and ascertained that the inclusion of ESS did not change general folding behaviour but
only had an effect on the resolution of the folded structure. The weight w in equations 3.6 and 3.7 was
chosen as w = 0.01 if the energy ESS was included, which meant that compact non-native conformations
had comparable contributions from EEC (or EGo¯) and ESS. Otherwise it was simply set to w = 0.
I also experimented with a different secondary structure energy for simulations using the contact
criterion that specifically penalised helical residues which were more distant than 6.5Å (although still
within 8.5Å to define a contact) and rewarded those that were closer. This resulted in neater helices
while only marginally changing the folding process. The energy ESS described above, however, was
found to be more general as it includes β -sheets and is based on distances and angles found in nature.
Therefore ESS was the definition of choice whenever an energy term has been used to improve the shape
of secondary structure elements. Still, if not stated otherwise, neither of the terms is used in the folding
simulations and w = 0.
There are two observations in protein folding that cannot be represented in either of these native-
centric models by construction. The first phenomenon is that of cold denaturation – the native states of
most known proteins are most stable around room temperature and can be denatured by either heat or
cold. The unfolding transition at increasing temperature is entropy driven and can be well represented
by a model in which the internal energy U takes its minimum at the target structure (by construction
both EEC = 0 and EGo¯ = −ε˜ L are minimal for the fully folded structure). Cold denaturation is an entirely
different issue and probably a result of a change in the bulk properties of water [119] and therefore of
the hydrophobic interactions. Thus, any energy terms that rely on an implicit treatment of water with
interactions parametrised for conditions at which the native state is stable (of which the native-centric
EC- and Go¯-model are only two examples) will break down if the hydrophobic effect changes.
The other simplification of the native-centric models discussed here is that they rely entirely on the
structure. Sequence information only enters very indirectly in that sequence after all does determine
structure. There are, however, many sequences that fold into very similar structures and one goal of
protein engineering is to design ever faster folding sequences for a given structure [120, 121]. These
sequence-dependent folding rates cannot be reproduced either – only where folding rates are a conse-
quence of the structure they might be seen in this model. Optimal folding rates are indeed strongly
dependent on structure and can be predicted quite well by taking into account the number and distance
of non-local contacts [103–105]. It is thus informative to test the role of the native structure in determin-
ing the folding path and rate by comparing structure-based models to experimentally observed folding
behaviour.
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Figure 3.5: (a) Histograms of the lengths of target proteins (blue) and of reconstructed proteins (red),
(b) histograms of the SCOP classes of target proteins (blue) and reconstructed proteins (red).
The classes are: a (all-α), b (all-β), d (α+ β) and g (small).
3.3 Protein Structure Reconstruction
Before I started analysing folding trajectories or free energy landscapes I tested whether folding was
successful for a representative test set of small proteins [114]. The fact that the target conformation
lies in the potential energy minimum alone is not sufficient to ensure finding it in an MC simulation,
additionally the energy function has to be sufficiently smooth to allow taking a pathway that will lead
to the minimum. If this condition is not fullfilled and there is no funnelling towards the native state
we are back at the Levinthal paradox and have to randomly try an astronomically large amount of
conformations.
In order to test my model I compiled a test set from the PDB [111] of small representative proteins
of length between 25 and 50 amino acids. I checked compatibility with the tube model and discarded
structures with disrupted chains, atypical bond lengths and bond angles or tube overlaps. Additionally
I required the structure to have at least 70% protein-like residues when applying the contact criterion
described above. This left me with 1507 out of 3706 small proteins (most of the discarded protein struc-
tures did not meet the requirement on 70% amino acids with cooperative contacts) which I grouped
according to their SCOP [47] (Structural Classification of Proteins) folds. For the SCOP classes a (pre-
dominantly α), b (predominantly β), d (α+ β) and g (“small”) the longest representative of each fold
was selected to serve as a target in folding simulations. SCOP class c (α/β , a special β -α-β -motif) did
not occur among these small proteins and all other classes (such as membrane proteins, coiled coil or
low-resolution structures) were omitted.
Figure 3.5 shows histograms of the length and SCOP class distribution of targets (blue) and successful
reconstructions (red). While for most small structures the target conformation could be found in the
EC-model, reconstruction of proteins longer than about 45 amino acids only succeeded in a few cases
(Fig. 3.5 (a)). This is no general breakdown of the model for longer proteins but simply owed to compu-
tation time. Unsuccessful folding attempts were interrupted after about four days or 45 · 106 MC steps.
SCOP classification also played a role in whether a structure could be reconstructed. Not only were α-
proteins most abundant in the test set, they were also easiest to reconstruct with 18 out of 29 structures.
Out of the four β -proteins two could be folded to the native state and none of the three α+ β -proteins
(which with amino acids numbers of 48 to 50 were also among the longest structures). SCOP class g,
“small proteins”, contained 18 targets of which six were successfully recovered. Of these six proteins two
each were all-α proteins, all-β proteins or contained both kinds of secondary structure elements. All in
all, these results are not very surprising – folding gets more difficult the longer and more complex the
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(a) 1k1v (b) 2i2v4 (c) 1rqtB
Figure 3.6: (a) Reconstruction of the protein 1k1v, RMSD to native structure is 2.4 Å, (b) reconstruction
of chain 4 of the protein 2i2v with RMSD 3.0 Å and (c) reconstruction of chain B of the protein
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Figure 3.7: Distribution of full contact overlaps, i.e. not restricted to cooperative contacts, for all success-
ful reconstructions.
protein structures are. The EC-model also shows realistic behaviour in kinetically favouring α-helical
proteins somewhat. During folding simulations it was observed that secondary structure elements were
rather stable in their assignment to one of the two kinds once they had formed and α-helices beat β -
sheets in folding velocities. This observation will be discussed some more for folding of the WW domain
(see Section 3.4.5).
Resolution of successful reconstructions varies over a wide range of root mean square deviation
(RMSD) of Cα-atoms, the best ones having 2.2Å and the worst 9.6 Å when measured over the entire
chain. If unstructured tails are omitted RMSD improves to lie between 1.5Å and 9.1Å but the main
issue is that there were several non-compact structures in the test set. Figure 3.6 shows a reconstructed
structure for each (a) good, (b) intermediate and (c) rather poor resolution. The DNA-binding domain
of protein MafG (PDB id. 1k1v) folds autonomously to a compact structure while the structure in (b)
is a small subunit (chain 4) of a large complex with PDB id. 2i2v. Part (c) of Fig. 3.6 finally shows a
protein domain (PDB id. 1rqt, chain B) whose structure was experimentally determined in a dimer with
a copy of itself. It therefore has a rather open conformation where stabilising constraints would come
from inter-chain contacts. Resolution for weakly interconnected structures is quite bad when measured
in RMSD, but for comparison of the EC-model to a Go¯-type model RMSD is not very informative.
For all structures observed in these reconstruction runs, identical EC-profiles mean identical contact
maps corroborating the statement that the mapping from profile back to contact map is unique and
no information lost in the calculation of profiles. Some resolution may be lost, however, because of
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the restriction to amino acids showing cooperative contacts which would not have been necessary for
a Go¯-model based on the contact map. In Fig. 3.7 I therefore show a histogram of contact overlap
for unrestricted contact maps, qfull, for successful reconstructions (i.e. profile identical to target). This
contact overlap qfull ranges from 74% to 100% which can be enough to allow reconstruction to good
resolution [122, 123] under some additional assumptions on the structure’s compactness.
In conclusion it is possible to reconstruct the three-dimensional structures of small proteins from their
effective connectivity profiles, which therefore, to the best of our knowledge, are equivalent to the
contact maps from which they had been calculated. All-α-proteins are favoured somewhat over pro-
teins containing β -sheets and resolution is acceptable for compact protein structures. In the following I
therefore concentrate on small autonomously folding proteins (or protein domains) of compact shape.
3.4 Folding Simulations and Free Energy Landscapes
This section will cover equilibrium and non-equilibrium properties of protein folding in the EC-model.
Differences to the Go¯-model will be worked out and, for three example proteins, compared to both ex-
perimental results and those obtained from Molecular Dynamics (MD) simulations. First, time evolution
and distribution of such quantities as potential energy, RMSD and number of contacts in single simula-
tion runs will be examined more closely. These simulations can be interpreted as specific trajectories on
a free energy landscape defined by the model (either EC-model or Go¯-model). A major goal therefore is
to construct free energy landscapes in suitable order parameters that set the scene for folding pathways.
In principle, any property monitored during simulations can be used as order parameter to group
microstates, or specific conformations, into macrostates characterised by that property. The term is
borrowed from the context of phase transitions where an order parameter of 0 would describe the
unordered and 1 the completely ordered phase. Here, the order parameter need not run from 0 to 1
but must be capable of distinguishing folded and unfolded state and possibly further intermediates. In
using this term in this context I follow common practice as in e.g. Refs. [27, 107, 124, 125] where any
observable that identifies configurations in the native and unfolded state can be used.
A reaction coordinate, on the other hand, is required to correlate with the location of the state on
the folding pathway or its probability to reach the folded or unfolded state first [125]. In particular,
a reaction coordinate should identify the transition state (or transition state ensemble) by grouping
those configurations together that are equally likely to fold or unfold and by locating them on the free
energy barrier that separates folded and unfolded state. There exist methods to identify optimal reaction
coordinates [126] but these quantities are usually not easily accessible to interpretation as physical
quantities. Therefore in this thesis coordinates optimally resolving, for example, the transition state are
foregone and observables such as helix content used instead.
In order to construct free energy landscapes that cover a sizeable portion of phase space spanned
by the order parameter(s) two methods were employed. The first method, constrained sampling, ties
the simulation to a region in phase space that is to be sampled by adding a bias potential and subse-
quently glues different simulations together [127, 128]. This method is time-consuming because many
simulations have to be run for small regions and errors in free energy differences between more distant
regions accumulate. A more sophisticated method is so-called metadynamics [129] that utilises a history-
dependent bias potential. Therefore, the three example proteins, namely the villin headpiece subdomain,
a homologue of the peripheral subunit-binding domain (PSBD) family BBL and the WW domain, were
studied in detail mainly using metadynamics to construct free energy landscapes. The results show that
the EC-model agrees better with experimental evidence and observations made in MD simulations than
the contact-based Go¯-model does. This agrees with heat capacity curves and distributions of potential
energy in the EC-model and the Go¯-model in which notable differences between the Go¯-model on the
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Figure 3.8: Folding time series for the villin headpiece in the EC-model. (a) Time evolution of energy for
three different simulations at two different temperatures and (b) time evolution of energy,
contact number and helix content for T = 0.08ε for the villin headpiece in the EC-model.
3.4.1 Folding Simulations, Time Series and Distributions of Observables
Following the time evolution of such observables as potential energy, contact number or helix content
gives a first impression about the folding mechanism and may hint at the existence of metastable inter-
mediate states. Potential energy is a very obvious choice of order parameter as it shows how the energy
minimisation proceeds, the other two quantities, contact number and helix content, are owed to the
model and the protein of interest.
The villin headpiece subdomain consists of three α-helices and 27 of 35 residues are helical in the
native state, so helix content monitors the amount of secondary structure formation. Nevertheless, helix
content can also be an interesting observable for proteins that are predominantly built from β -sheets
in the native state if there are helical (off-pathway) intermediates. Contact number is a measure of
the structure’s compactness and for the models investigated here, which are based on contact topology,
usually more suitable than radius of gyration or end-to-end distance because of the relative freedom in
inter-residue distances. The number of contacts is generally more robust and indifferent to low resolution
of amino acid positions.
The villin headpiece subdomain will serve as an example to illustrate different methods and observ-
ables. A more thorough investigation and comparison to experimental or simulational results for the
villin headpiece can be found in Section 3.4.5.
Figures 3.8 and 3.9 show time series for the villin headpiece in the two different models and at differ-
ent temperatures. In Fig. 3.8 (a) the energy evolution is shown. It appears that the protein remains at an
energy of about 3ε before it suddenly drops to 0 and finds the native state. Energy fluctuations are obvi-
ously larger at higher temperatures (T = 0.08ε as compared to T = 0.06ε) and, for low temperatures,
the structure occasionally gets caught at the higher energy and does not reach the target conformation
within the simulation time. Closer examination of the figure reveals a second typical non-zero energy
region of about 2ε that is sampled in both successful simulations. Once the native state has been reached
it is very stable.
The time evolution of helix content and contact number at T = 0.08ε can be seen in Fig. 3.8 (b)
(the red curve in (b) corresponds to the blue curve in (a)). While helix content fluctuates around the
target value of 27 right throughout the entire time interval, the contact number shows more interesting
behaviour. It stays at a value of about 40 contacts for more than half of the simulation time, switches
to the “correct” value of about 60 and is soon followed by the energy dropping to zero. Once the
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Figure 3.10: Definition of overlapping parts A (first two helices) and B (last two helices) for the villin
headpiece.
helix content. This is explained simply by the existence of the secondary structure assignment “turn” that
allows the corresponding residues to partake in the EC profile but not be counted for helix content. It
has to be noted that 40 contacts are only little more than necessary to define the helices and are mostly
intra-helical contacts. Another side note is that even though assignment of “helicity” happens very early
in the time series these are not fully formed and neat helices but rather deformed. Many of the contacts
that also scaffold the secondary structure elements are not formed until much later.
In the Go¯-model (Fig. 3.9) no such intermediate energies can be seen. If temperatures are low enough
(T = 0.1ε˜ and T = 0.2ε˜) the protein folds quickly to the native state but then fluctuates around it much
more than was the case in the EC-model. Size of these energy fluctuations varies and there appears to be
no typical state that is visited during these deviations from the native state. If temperature is increased
(e.g. T = 0.5ε˜) the protein does not fold any more but it is important to note that no distinct transition
temperature can be found.
The next step was to identify intermediate states that had been observed by other groups in the
folding simulations. Lei et al. [130, 131] ran extensive MD simulations of an all-atom force field for
the villin headpiece and were able to follow the entire folding process from extended conformations to
the target state. They used the observables illustrated in Fig. 3.10, namely the piecewise root mean
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Figure 3.11: Average distribution of RMSDA and RMSDB as seen during folding of the villin headpiece in
(a) the EC-model and (b) the Go¯-model. The target conformation is located at (0,0) but the
distribution of conformations with contact maps identical to the target one are centered at
about (1.5,1.5) in these RMSD-coordinates. Darker colours (blue or red) stand for a higher
number of counts. Contour lines are spaced (a) 2 counts or (b) 1 count apart.
square deviations (RMSD) to the target of parts A and B, where A consists of helices 1 and 2 and B
consists of helices 2 and 3. They created a free energy landscape from this and found intermediate states
in it where only two of the helices had aligned correctly.
Figure 3.11 shows the joint distribution of these two observables during folding averaged over nine
simulation runs each for (a) the EC-model and (b) the Go¯-model. The darker the colour the more often
the spot in conformation space has been visited. White regions have not been visited at all, colouring for
the EC-model is held in blue and colouring for the Go¯-model in red. This is not a free energy landscape
as it concentrates on the transient part of the simulations and precisely not on the equilibrated part.
Intermediates seen in the MD simulations could not be reproduced but another difference between EC-
model and Go¯-model became evident. To focus on the folding process simulations were stopped after
twice the time they needed to reach the target state for the first time (or after a maximum simulation
time of 45 · 106 MC steps). The EC-model shows two maxima in this distribution (Fig. 3.11 (a)), one
rather sharp one at RMSDs of below 2Å, which corresponds to the native state in moderate resolution,
and another broad one that is centered at about (RMSDA,RMSDB) ≈ (3Å, 3.5Å). In the Go¯-model there
is no such second maximum, instead the native state appears more blurred out which is consistent with
the above observation of fluctuations. The temperature is selected such that the EC-model folds reliably,
T = 0.08ε, and the native state, defined by contact overlap q = 1 to the target, is still well in the centre
of the free energy minimum for the Go¯-model, T = 0.1ε˜.
It has to be noted that the intermediates observed in the MD simulation (but not in the EC-model)
could not be experimentally confirmed. They might, therefore, be artefacts of the specific force field used.
Another caveat is the low distance resolution in the model developed for this thesis which makes RMSD
not a very exact observable and intermediate structures might be missed. Figure 3.12 therefore shows
the distribution of the two aforementioned order parameters, helix content NH and contact number NC ,
during folding. The red rectangle indicates the location of the target structure at (NH , NC) = (27, 62).
Here, there is also a clear difference between the EC-model and the Go¯-model. While the EC-model sees
many structures at correct helix content but too few overall contacts this is not the case in the Go¯-model
41


















(a) T = 0.08ǫ (b) T = 0.1ǫ˜
EC Go¯



























Figure 3.12: Average distribution of helix content and number of contacts as seen during folding of villin
headpiece in (a) the EC-model and (b) the Go¯-model. Darker colours (blue or red) stand for a
higher number of counts, contour lines are spaced 10 counts apart. The red rectangle marks
the location of the native state.
which finds some structures with too little helix content but the correct number of contacts. This latter
observation is probably also due to the soft criterion for secondary structure so that residues can count as
β -like with only a few contacts changed compared to α-like residues. The local maxima at approximately
(NH , NC) = (27, 40) and (26, 34) in the EC-model reflect the difficulties in finding the correct tertiary
structure. The smaller maximum at very low helix content and high contact number (4, 80) and possibly
also the one at (19, 65) may indicate off-pathway intermediates of alternative secondary structure.
These figures are already reminiscent of free energy landscapes and maxima in the distribution of order
parameters would correspond to minima in the free energy landscape. However, to correctly assess the
relative depth of different minima and the height of barriers it is necessary to run these simulations
in equilibrium. For this the transient part of the simulations (i.e. the folding process) would have to
be discarded. At temperatures below the folding temperature, this would mean to wait until folding is
complete and the native state has been visited for the first time. It is, therefore, much simpler and the
equilibration time much shorter when starting from the target conformation right away.
The drawback with this approach is that only conformations close to the native state will be sampled
and most of the interesting regions that contain putative intermediates might not be visited. Therefore
revised sampling schemes become necessary that allow the simulation to cover more of the conformation
space.
3.4.2 Constrained Sampling
While the Metropolis method theoretically ensures Boltzmann weighted distributions in the long run, in
practice it often gets caught in local minima and is not well-suited to compute free energy landscapes
over a sizeable portion of conformation space. In biased sampling schemes the energy function of interest
is replaced by a different function that is chosen such as to sample more conformations. This alters the
energy dependent acceptance criterion of the standard Metropolis algorithm and allows the system to
visit those regions of conformation space more frequently that would normally be ignored. Thus free
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Figure 3.13: Constrained sampling for villin headpiece for two different temperatures in the EC-model
with order parameters helix content and number of contacts. Contour lines are spaced at
∆F -intervals of 0.1ε, large values of F are blue and low values white. The red rectangle
marks the location of the native state.
energy of high-lying regions can be determined and, more importantly, the system can escape local
minima to sample others which may even be of comparable depth.
The restricted free energy of an order parameter s characterising macrostates is defined as
F(s) = −T ln p(s), (3.13)
where the probability of state s, p(s), is proportional to the histogram gathered during canonical (Boltz-
mann) sampling N(s). Thus, up to a constant, the free energy equals
F(s) = −T ln N(s). (3.14)
If the state s, however, is never sampled no statement can be made about the free energy at that position.
A simple method to enhance sampling of those regions is to divide the conformation space into smaller
overlapping regions and restrict the simulation to those parts by adding a prohibitively high energy bias
to all conformations outside [128]. Thus, free energy differences can be determined within all the small
regions and, thanks to the overlap, added up to create a free energy landscape for the entire conformation
space. This method is a special case of umbrella sampling [27, 127, 132] where more general biasing
potentials are used to bridge conformation space between two regions of interest.
Figure 3.13 shows two examples of such free energy landscapes at different temperatures. Here s
is two-dimensional and consists of helix content and number of contacts, the order parameters used
before. To obtain these landscapes the space spanned by NH and NC has been partitioned into regular
tiles of size 3× 7 with an overlap of 1 (NH) and 2 (NC) to either side. Simulations were started from
the native state and counting for N(s) started once the system entered the allowed tile. Free energy
differences were then calculated within the individual tiles and offsets determined by minimising the
overall error (squared distance) between free energies from neighbouring tiles. Each (inner) tile has
8 neighbours (direct neighbours and diagonal neighbours), edge or corner tiles have correspondingly
fewer neighbours. For M tiles M − 1 offsets are determined. Again, a constant might be added to the
free energy and the choice of which tile is left unshifted is arbitrary.
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The colour coding in Fig. 3.13 is such that regions of high free energy are depicted in blue and free
energy minima in white. The free energy difference between successive contour lines is ∆F = 0.1ε. The
minimum free energy is adopted in Fig. 3.13 (b) at (NH , NC) = (27, 62). The absolute value of the free
energy at the minimum is not calibrated to any reference energy and carries no information (as reflected
in the arbitrary choice of which tile is unshifted) and only free energy differences are of interest.
The colour scheme is inverted when compared to that of Fig. 3.12 (a) where regions of higher sampling
probabilities are darker. Again, a red mark identifies the position of the native state and is situated in
the free energy minimum for both temperatures. The maxima in the joint distribution from folding
simulations centered at approximately (NH , NC) = (26, 34) and (NH , NC) = (27, 40) can be found as local
minima in free energy as well. The position of the free energy minimum at lower helix content, (19, 65),
exists, too, but is not so easily discernible. For higher temperatures the free energy minimum containing
the native state and those containing conformations of less helix content broaden and the local minima
grow deeper and compete with the native state minimum (T = 0.09ε, Fig. 3.13 (b)). The region around
(19, 65) becomes a more apparent local minimum and is separated from the global minimum by a small
barrier accounting for the maximum at (19, 65) seen during folding (Fig. 3.12 (a)). Other small minima
are probably spurious and the free energy landscape far from the native state, i.e the region of low helix
content and low contact number, is not very reliable.
There are two disadvantages connected to this type of sampling. The first one is that errors in the free
energy offsets add up and free energy differences between distant areas in the landscape are therefore
not very precise. Another, actually more severe, problem is the question of how to choose the size of tiles.
If tiles are too large, the result is the same as that for the entire conformation space and some regions
will not be sampled. This also means that shifts between neighbouring tiles cannot be determined and
the landscape becomes disconnected. If, on the other hand, tiles are too small, movement of the chain
is severely restricted and possibly not ergodic (within the tiles) anymore as some conformations that are
mapped onto the same order parameter cannot be reached from other conformations within the same
tile. This problem may only be remedied by running a large number of simulations that sample different
conformations of the same order parameter and averaging over them.
Another possible issue, viz. depletion near the edges of a tile, plays no role in this context. All mi-
crostates still connect to the same number of conformations even if these are very high in energy and
never visited. What is lost in influx from other conformations is gained by an increased probability of
staying in place when unfavourable neighbouring conformations are attempted.
All in all, this method is a very time-consuming one as many simulations have to be run for individual
tiles but it is suitable to ensure sampling of the entire conformation space and thus map out large free
energy landscapes.
3.4.3 Metadynamics
An algorithm useful for global optimisation is the so-called “Energy Landscape Paving” [133] where
conformations x are grouped into macrostates by some suitable order parameter s and macrostates that
have been explored previously are discouraged in further steps by adding a time-dependent bias potential
to the original energy function E(x),
E′(x , t) = E(x) + V (s(x), t). (3.15)
The bias potential V (s, t) depends on the number of times the order parameter s has been visited before,
V (s, t) = α ln (1+ N(s, t)) , (3.16)
where the histogram N(s, t) is updated after every MC step. Here it is assumed that orthogonal degrees
of freedom equilibrate faster and conformations of identical s are properly sampled before moving on.
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Local minima in the free energy landscape are thus filled up eventually and the system escapes the
minimum, then reaches the next one which it will also escape after some time and so forth. The weight
α determines the filling rate of minima and, by changing it, the time the system spends in local minima
can be tuned. Small values for α give the system enough time to equilibrate conformations of equal s
before moving on but also cause an increase in simulation time.
This method can not only be used for minimisation but histograms collected from this sampling (in
spite of the time-dependent biasing potential) can also be used to calculate free energies [129], a method
dubbed (well-tempered) metadynamics by the authors of Ref. [129]. There, the bias potential V (s, t) is
defined as







with two tunable parameters,∆T andω. For this thesis the method was adjusted by setting α=∆T =ω
such that Eq. (3.17) simplifies to Eq. (3.16).
Thus, the time-dependent energy E′(x , t) is used instead of the energy term E(x) in Metropolis sam-
pling. As this energy, over N(s, t), depends on simulation history the sampling trajectory no longer con-
stitutes a Markov chain. Still, it is possible to extract (equilibrium) free energy information from such a
simulation. Once the histogram N(s, t) does not change much in relative terms, N(s, t + 1)/N(s, t) ≈ 1,
detailed balance, Eq. (3.4), is approximately satisfied locally and at any moment in time. We can there-




































Figure 3.14:Model system consisting of four microstates that are grouped into three macrostates Left,
Barrier and Right.
Microstates x Macrostates s
T/E0 0.01 0.1 0.3 0.5 1 0.01 0.1 0.3 0.5 1
∆F/E0 exact 1 1 1 1 1 0.993 0.931 0.792 0.653 0.307
∆F/E0 no bias - 1.026 1.001 1.002 1.009 - 0.958 0.804 0.662 0.323
∆F/E0 bias 1.000 1.000 1.005 1.005 1.005 0.993 0.932 0.799 0.663 0.320
Table 3.1: Free energy difference between barrier states and minima. For microstates x the free energy
F is averaged over states (1) and (4) and states (2) and (3), whereas for macrostates s the free
energy F is averaged over Left and Right.
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Figure 3.15:Metadynamics sampling for villin headpiece for two different temperatures in the EC-model.
Temperatures are the same as in Fig. 3.13. Darker blue corresponds to higher free energy,
paler colour to low free energy and white would correspond to the free energy minimum
at T = 0.1ε. Grey regions have not been sampled at all. Contour lines are spaced at ∆F -
intervals of 0.1ε and the red rectangle marks the location of the native state.
with the bias potential V (s, t) augmenting the internal energy U(s). The entropy term S(s) is of course
left unchanged by the change in sampling.
For large times, V (s, t) varies only slowly and p(s, t) will do likewise. This in turn means that
N(s, t), the histogram gathered up until t, will become proportional to p(s, t) for long enough times.
For N(s, t) growing proportionally, V (s, t) = α ln(1+ N(s, t)) will converge modulo a (time-dependent











in analogy to the unbiased sampling of Eq. (3.5). On the other hand, for large N
V (s, t) = α ln (1+ N(s, t))≈ α ln N(s, t). (3.21)
Substituting this into the above Eq. (3.20) and solving for F(si)− F(s j) results in






or by setting an arbitrary reference energy
F(si) = −(T +α) ln N(si, t)

t→∞ . (3.23)
I illustrate this method on a minimal system consisting of four microstates x ∈ {1, 2, 3, 4} where the
free energy can be calculated analytically. Figure 3.14 shows those four states and the possible transitions
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between them. States (2) and (3) have energy E(2) = E(3) = E0 and thus constitute a barrier between
states (1) and (4) which have energy E(1) = E(4) = 0. Allowed transitions are from state 1 or 4 to
state 2 or 3 and back. All proposition probabilities are 1/2 and the condition of symmetric g(x i|x j) is
obviously fullfilled.
There are two possibilities to analyse this system, either distinguishing all the microstates x or group-
ing state (2) and (3) together and using the order parameter s ∈ {Left,Barrier,Right}. In the first case,
entropy disappears and F(x) = U(x) = E(x) for all temperatures. In the second case, s = Barrier
has a higher entropy, S(Barrier) = ln2, while S(Left) = S(Right) = 0 and F(s) = U(s) − TS(s) =
〈E(x)〉s− TS(s) so the free energy difference ∆F between barrier states and minima is ∆F = E0− T ln2.
I ran simulations for both cases using 105 MC steps (simulations have to be run anew because the
choice of order parameter determines the histogram and therefore the bias potential) and for both the
agreement to the analytical result was satisfactory. Results for the free energy difference are given in
Table 3.1. Even for this simple system the advantage of the biased method over unbiased sampling
becomes evident for low temperatures. At temperature T = 0.01 E0 (with an initial microstate of (1))
the barrier was never climbed during the simulation time without the aid of the biasing potential and no
free energy difference could be determined.
In the next step the method was applied to the protein EC-model which is in good agreement with
constrained sampling, while being far less costly in terms of computation time (see Fig. 3.15, compare
to Fig. 3.13). Colour coding again is such that white stands for minimal free energy (at a reference
temperature T = 1ε, F = −3.9ε), dark blue for F = 0 (sampled exactly once) while grey has never
been sampled and thus F > 0. Contour lines are spaced at ∆F = 0.1ε. The offset (for the region
that has been sampled at all) is again arbitrary, for instance doubling the simulation time, and thus
the number of counts, would shift F by a constant of −T ln(2). There is also moderate quantitative
agreement for the free energy landscapes obtained by either constrained sampling or metadynamics,
e.g. the relative depths of the local minima at lower contact number and (near-)native helix content
compared to the native state minimum is ∆F ≈ 0.3ε at T = 0.07ε and ∆F ≈ 0.1ε at T = 0.09ε for
both methods. The shape of the minimum centered at (NH , NC) ≈ (19, 65) agrees only qualitatively for
the two methods and in metadynamics there emerges a local minimum at very low helix content and
high contact numbers nicely explaining the corresponding maximum in Fig. 3.12 (a) which had not been
observed in constrained sampling.
3.4.4 Constrained Sampling and Metadynamics Combined
An obvious idea for improvement of the methods of constrained sampling and metadynamics is to com-
bine the two of them. Thanks to the metadynamics method the regions of constrained sampling can be
made bigger thus mitigating the problem of broken ergodicity. Metadynamics on its own already covers
a sizeable portion of conformation space, however, the region of both low helix content and low contact
number that has to be passed in folding simulations could be improved by some additional sampling.
Therefore, sampling was restricted to one region with helix content between 0 and 20 and contact num-
ber between 0 and 60 and another with helix content between 15 and 40 and contact number between
0 and 40. Metadynamics simulations were run for each of the two regions (see Fig. 3.16). As can be
gathered from the figure the system still clung close to the edges of the region that had already been
sampled before. The free energy from the two new regions was subsequently shifted to minimise the
error (squared distance) for overlapping parts (see Fig. 3.17).
Free energies for overlapping regions agree well (up to a constant) so the different samplings can
be overlaid nicely. One part where the two constrained samplings Fig. 3.16 (a) and (b) disagree is
the region with helix content between 15 and 20 and contact number just below 40 where one plot
shows a rising and the other a falling flank. This disagreement is also reflected in Fig. 3.17 (a) in the
form of a sharp edge where different samplings have been glued together. All in all, larger regions
of conformation space may be sampled by this combined method but in order to bridge the gap to
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Figure 3.16: Constrained metadynamics for villin headpiece in the EC-model at T = 0.07ε. In part (a)
the sampling is restricted to the region with helix content between 0 and 20 and contact
number between 0 and 60, in part (b) to the region with helix content between 15 and 40
and contact number between 0 and 40. Contour lines are spaced 0.1ε apart but absolute
values of F are un-calibrated and need to be shifted to match free energies as in Fig. 3.15.



















































Figure 3.17: Combination of the different regions of constrained metadynamics for the villin headpiece
in the EC-model at T = 0.07ε. Part (a) shows the inclusion of the two constrained sampling
simulations into the unconstrained simulation, part (b) repeats the unconstrained sampling
from Fig. 3.15 (a) for comparison. Colour coding and contour line spacing are the same as in
Fig. 3.15.
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the completely unfolded state many more constrained samplings would be necessary. However, in the
following examples sampling by normal metadynamics was sufficient to recover distinctive observations
from experiment or MD simulations. Thus, the simpler version and not the combination of metadynamics
with constrained sampling was used throughout.
3.4.5 Example Proteins and Comparison of Models
In the following subsections the method of metadynamics will be applied to three small proteins (or
protein domains) that have been in the focus of experimental and computational interest for a while,
the villin headpiece subdomain (which has already been used to illustrate the sampling methods in the
previous sections), a homologue of the peripheral subunit-binding domain (PSBD) family which goes by
the name of BBL and the so-called WW domain. Free energy landscapes will be determined for both
the EC- and the Go¯-model and compared to results from experiments or MD simulations with respect
to the implications on folding mechanisms. Thereby it will be shown that the slightly more complicated
EC-model can account for details of protein folding that the Go¯-model is unable to explain.
The energy term ESS was tested for these examples with its weight w from Eq. (3.6) set to 0.01.
However, as this only resulted in smoother secondary structure elements and had no notable effect on
the free energy landscapes or folding behaviour the energy term ESS was dismissed again in order to
keep the model as simple as possible. For all results shown in the following sections the weight had been
set to w = 0.
Folding of the Villin Headpiece Subdomain
As a first example protein the villin headpiece subdomain was chosen, a structure consisting of about
35 amino acids (depending on the species and on the particular study) that attracted a lot of inter-
est as the smallest naturally occurring polypeptide showing autonomous folding without any disulfide
bonds [134]. It is involved in actin-binding [134] and consists of three fast-folding helices (see Fig. 3.18).
Because of its fast folding and simple topology it is readily accessible not only to the EC-model that
favours α-helices but also to MD force fields that have difficulties with β -sheets as well. It is there-
fore often used as a testing ground for theories and simulation methods [135–137]. The specific PDB
structure that was used in the simulations for this thesis has PDB id. 1und, consists of 36 amino acids
and is a subdomain of human advillin [138]. Significant secondary structure content in the denatured
state of the villin headpiece subdomain was observed experimentally [139, 140] as well as in MD sim-
ulations with explicit solvent [141]. While Ref. [139] sees folding behaviour in accordance with the
Figure 3.18: Target structure of the villin headpiece consisting of three helices. The colour scheme runs
from red at the N-terminus to blue at the C-terminus.
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Figure 3.19: Comparison of the free energy landscape for villin headpiece in (a) the EC- and (b) the Go¯-
model. Order parameters are helix content and number of contacts. Note that the plot
region for the Go¯-model is smaller. Colour coding and contour line spacing in (a) are the
same as in Fig. 3.15. Colour coding in (b) is such that white colour would be attained at the
free energy minimum at T = 0.8 ε˜ and contour line spacing is∆F = 0.5 ε˜.
diffusion-collision model [142] where secondary structure elements form first and then try to assemble
into tertiary structure, others stress the importance of long-range contacts and three-body correlations in
stabilising secondary structure [140, 143]. Biphasic kinetics with folding happening in two stages were
found experimentally [144] and in long (200 ns replica exchange and 1.0µs conventional) MD simula-
tions with implicit solvent [130, 131]. Those simulations showed distinct intermediates depending on
which of the two helix bundles formed first.
The villin headpiece was used to test and illustrate the sampling methods in this thesis, which is why
some of the results on this structure have been mentioned in passing in former sections. In this section,
those results will be elaborated in more detail.
Figure 3.19 shows the free energy landscape of the villin headpiece in (a) the EC- and (b) the Go¯-
model. Order parameters are, again, helix content and the number of contacts which reveal several
local minima in the EC-model (Fig. 3.19 (a)). There are two local minima close to each other at correct
helix content of about 26 or 27, but with fewer contacts than the target conformation, namely 34 and
40 instead of 62. These minima correspond to structures where secondary structure has already rudi-
mentarily formed while contacts defining the tertiary structure cannot be found so the protein remains
in rather extended conformations. Another large but shallow minimum exists for too low helix content
(approximately 15 to 20) and contact numbers ranging from 60 to 65. These conformations lack some
of the contacts necessary to define helices but succeeded in forming some of the tertiary contacts. As it is
very unfavourable for the protein in the restricted EC-model to have no secondary structure assignment
at all, this will be avoided by some residues carrying the contact pattern of β -sheets instead. Another
local minimum that is separated by a broad free energy barrier and therefore probably not accessible
from the other minima is located at very low helix content and many more contacts (70 up to 90).
The Go¯-model’s free energy landscape (Fig. 3.19 (b)) has fewer features. The free energy landscape
is largely funnelled towards the native state at (NH , NC) = (27, 62) with only a small local minimum
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Figure 3.20: Free energy landscape for villin headpiece in the EC-model with order parameters RMSDA and
RMSDB. For increasing temperature a new free energy minimum appears at larger RMSDs
and drains the old native state minimum. Colour coding and contour line spacing are the
same as in Fig. 3.15.
at (21, 62). Villin headpiece has been experimentally observed to show two-state folding between the
native and the denatured state so one (or possibly more) non-native states should be visible in the free
energy plot. The free energy landscape in the Go¯-model would instead cause downhill folding that is not
limited by any free energy barrier. The colour scheme for the Go¯-model has been defined such that red
corresponds to F = 0, regions that have not been sampled (F > 0) are rendered in grey and minimum
free energy (at T = 0.8 ε˜, F = −14 ε˜) in white. Contour spacing is ∆F = 0.5 ε˜.
If the free energy landscape is projected on a few order parameters only, there is a possibility that
interesting details are hidden by an unfortunate choice of order parameters [145]. The denatured state
of two-state folding, for example, could be inhomogeneous in helix content and thus not resolved in
Fig. 3.19 (b). Therefore different coordinates were tested and, in Fig. 3.20, the resulting free energy
landscape is shown, spanned by order parameters RMSDA and RMSDB as defined in Section 3.4.1 and
Fig. 3.10. The plots follow the free energy landscape for increasing temperatures (T = 0.07ε to T =
0.12ε) and clearly show a transition with the maximum population shifting from the native state at
(RMSDA,RMSDB) = (1.5Å, 1.5Å) to the denatured state at about (3Å, 3.5Å). It is important to note that
these minima coexist for a small range in temperature (T = 0.08ε and T = 0.09ε) before one or the
other becomes dominant.
In the Go¯-model the behaviour is fundamentally different. Instead of a new minimum growing and
overtaking the old one at some transition temperature, the free energy minimum moves continuously to-
wards higher RMSD-values. This means that there is no cooperative transition from folded to denatured
state but rather a slow shift in the favoured structural ensemble. For higher temperatures the minimum
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Figure 3.21: Free energy landscape for the villin headpiece in the Go¯-model with order parameters RMSDA
and RMSDB. For increasing temperature the minimum wanders to larger RMSDs and grows
ever deeper. For better contrast, the colour code (and contour line spacing) are as in
Fig. 3.19 (b) but extended such that white still indicates the free energy value at T = 0.8ε˜
but for higher temperatures additional colours (yellow, then green) are included. Contour
line spacing is∆F = 0.5 ε˜, as in Fig. 3.19 (b).
of the free energy F = U − TS also grows deeper. Thus, in order to have good contrast in free energy
landscapes at both low and high temperatures, I adapted the colour scheme. White colour still represents
the free energy minimum at T = 0.8 ε˜ (F = −14 ε˜), red corresponds to F = 0 and grey to F > 0, but
now yellow and green have been introduced for even lower free energies. Contour lines are still spaced
at intervals of ∆F = 0.5 ε˜.
There still is the possibility for RMSD coordinates to hide some intermediate states in the free energy
landscape. In particular, these order parameters make no statement about the structure of denatured
states, which was better resolved in helix content and contact number coordinates. Everything non-
native will be grouped together in the region of higher RMSDs. But this is also the strength of these
order parameters as they differentiate between native (low RMSDs) and non-native (high RMSDs) con-
formations. As there never appear two coexisting minima in the Go¯-model, folding can be inferred to
occur on a one-state free energy landscape without significant barriers. A similar observation was made
by Piana et al. [146] who found that folding of the villin headpiece subdomain took place on a landscape
of small dimensionality, which could be described by only a few order parameters, when using all-atom
explicit solvent MD simulations, but not when using a coarse-grained Go¯-model. My findings agree with
their results on the Go¯-model but moreover show that the similarly coarse-grained EC-model succeeds
in discerning distinctive states on a low-dimensional free energy landscape.
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Figure 3.22: Free energy landscape for villin headpiece in the EC-model with helix content and number
of contacts as order parameters. Free energy landscapes (a) and (c) are the same as in
Fig. 3.15 (T = 0.07ε, T = 0.09ε), part (b) shows an intermediate temperature of T = 0.08ε.
Additionally, some folding trajectories (green and orange) have been projected onto the
free energy landscapes.
These free energy landscapes set the scene for folding transitions, and the landscape in the EC-model
with helix content and contact number as order parameters displays many local free energy minima.
In order to illustrate the folding process and link the equilibrium property of free energy to the non-
equilibrium folding process, several typical folding trajectories were projected onto the free energy land-
scapes (see Fig. 3.22). Free energy landscapes and trajectories at different temperatures are shown. At
low temperature, T = 0.07ε (Fig. 3.22 (a)), the local minima at (26, 34) and (27, 40) act as kinetic traps
and trajectories visiting these minima do not escape to reach the global minimum within the simulation
time. The free energy minimum containing the native state is either found quickly on a direct route or
not at all. At T = 0.08ε (Fig. 3.22 (b)) the system is able to travel between the minima and also visits
the minimum at lower helix content at approximately (19, 65) (yellow trajectory). For one simulation
(data not shown) the system directly ran into the local minimum at very low helix content and did not
escape again. For T = 0.09ε (Fig. 3.22 (c)), the minimum containing the native state and the other
two at lower contact number were still visited but population probability shifted toward the former local
minima that are now of comparable depth.
Free energy landscapes and folding trajectories thus nicely agree and complement each other in that
the trajectories contain temporal information and the free energy landscapes give averaged information
for a larger region of conformation space. It is also reassuring that the trajectories make relatively
small steps on the free energy landscapes and do not jump into distant regions (except for the very first
step coming from (NH , NC) = (0, 0)). Otherwise, either the choice of order parameters or the moveset
would have been dubious and with that the assumption that orthogonal degrees of freedom equilibrated
quickly compared to the dynamics of order parameters, which had been necessary to justify the method
of metadynamics.
The first jump occurring from the extended chain can be explained by the quick collapse to more com-
pact (though assumably unfolded or incorrectly folded) structures. The completely unfolded, extended
chain itself therefore is not a typical structure of the denatured state which is probably better repre-
sented by the local minima around (NH , NC) = (27, 40). This hypothesis is confirmed by the observation
that population of this macrostate of correct helix content but too few contacts goes up for increasing
temperature (Fig. 3.22 (c)).
If the time resolution is improved and every MC step plotted for the first 50, 000 steps this jump
also decomposes into many small moves. In this context it is also interesting to investigate at which
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point the two low-temperature trajectories, started with different seeds and reaching different minima
(Fig. 3.22 (a)), separate. According to the simulations in higher time resolution this happens quite early
on, in the region of both low helix content and low contact number that, unfortunately, has not been
sampled in the metadynamics simulations producing the free energy landscape. It is therefore unclear
whether there exists a saddle point or whether trajectories just separate on an overall descending flank,
simply because different conformations are proposed in the simulation.
The intermediate states observed in Ref. [130] could not be found in the simulations of the EC-model
and the presentation of Fig. 3.22 does not show biphasic kinetics. Particularly the latter difference could
quite simply be a result of the order parameters chosen. Going back to the time evolution in Fig. 3.8 (b),
after the rise in contact number at a “time” of 25 ·106 MC steps fluctuations cease at a later point, that is,
after about 35 ·106 MC steps. This is accompanied by a drop in potential energy revealing a second stage
of folding. A more thorough investigation of folding would have to go beyond free energy landscapes in
predefined order parameters and analyse kinetic clusters [147, 148], in my case probably best based on
contact maps as microstates.
For the villin headpiece, in all order parameters investigated, the EC-model can account for experimen-
tally observed two-state folding while the Go¯-model cannot. The residual helix content in the unfolded
state observed in experiments can also only be explained in the EC-model (but not in the Go¯-model)
where the denatured state appears to be already largely helical.
Folding of the Protein BBL
BBL is an independently folding helical domain consisting of around 45 residues (depending on the
species and where the domain’s limits are set). It is involved in binding to a specific enzyme and is part
of the core of a large multienzyme complex responsible for glycolysis [149]. Its folding behaviour has
been discussed controversely in the literature, in particular as a possible example of barrierless downhill
folding in nature. Downhill folding without a rate-limiting barrier and only a single free energy minimum
is not unusual in model systems (in fact, purely additive models such as the Go¯-model frequently show
it) but it is an open question whether this mechanism is realised in nature [16]. Large folding barriers
might be evolutionarily preferred to prevent the native structure from partially unfolding [150]. For
the protein domain BBL, however, relaxation times from various experimental measurements have been
reported that cannot be reconciled with two-state (or generally multiple-state) folding and demand one-
state folding with a single free energy minimum [45]. Other authors argue in favour of barrier-separated
two-state folding for BBL [44].
Very recently, the Fersht group succeeded in directly observing two states for BBL by using single-
molecule fluorescence resonance energy transfer (FRET) at very high time resolution (50µs compared
to the previously possible 1ms) [46]. Instead of indirect measurements involving the distribution of
folding rates they followed a single protein and found two different states characterised by different
end-to-end distances.
The structure discussed here (see Fig. 3.23) is the same as that of Ref. [46] (PDB id. 1w4h). In the
simulations I protocolled a quantity comparable to the end-to-end distance from Ref. [46] but, since
the unstructured N-terminal is very floppy and in the case of simulations there are no experimental
limitations on protein engineering, I used the distance between the Cα-atom with residue id. 131 (cor-
responding to Cα-atom with index 6 within the domain) and the Cα-atom at the C-terminal end (residue
id. 170, internal index 45).
In the EC-model I found a very weak but existent free energy barrier when using the distance described
above, dee, as an order parameter. At low temperatures (T = 0.07ε, Fig. 3.24 (a)) there was a single
free energy minimum corresponding to the native state but at intermediate temperatures (T = 0.08ε,
Fig. 3.24 (b)) two distinct minima shortly coexisted before they merged into a single broader minimum
at (T = 0.09ε, Fig. 3.24 (c)). The authors of Ref. [46] did not report the exact values of their end-to-
end distances (which were measured between different residues anyway) but found that the denatured
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state had lower FRET efficiency compared to the native state, corresponding to smaller distances in the
unfolded state. This is also the case in my simulations. The target conformation is indicated by little red
arrows in Fig. 3.24 but falls into neither of the two free energy minima. It was therefore necessary to
confirm that the minimum at higher dee contains the native state as defined by contact overlap q = 100%,
which indeed is the case.
Go¯-model simulations of this particular protein domain have been studied before and either argued
in favour of barrierless folding [151, 152] or observed that additional non-pairwise, i.e. cooperative,
interactions were necessary to produce a free energy barrier [153].
I repeated these simulations using a different order parameter, namely the contact overlap q, which is
a good measure of nativeness. Again, in the EC-model a barrier exists for some temperatures. This time,
at low temperatures (T = 0.07ε, Fig. 3.25) a barrier can be found but flattens for higher temperatures
(T = 0.08ε and T = 0.09ε, Fig. 3.25 (b) and (c)). At temperature T = 0.09ε the free energy minimum
has moved far away from the native state. In the Go¯-model only a single free energy minimum exists at
all temperatures which moves away from the native state for increasing temperature (see Fig. 3.26). The
EC-model can again explain the folding behaviour found in the most recent experiments but the small
size and temperature-dependance of the barrier also reflect the seemingly one-state folding seen in other
experiments. The Go¯-model shows its now familiar behaviour of a single free energy minimum moving
towards non-native conformations at increasing temperatures and cannot be reconciled with the direct
observation of two distinct states [46].
Figure 3.23: Target structure of BBL consisting of three helices. The colour scheme runs from red at the
N-terminus to blue at the C-terminus. The two cyan spheres denote the Cα-atoms between
which the end-to-end distance dee is measured (residue ids. 131 and 170 or internal index 6
and 45).
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Figure 3.24: Free energy profile for BBL in the EC model. Temperature from left to right is (a) T = 0.07ε,
(b) T = 0.08ε and (c) T = 0.09ε. The order parameter is the end-to-end distance dee, with
the target conformation’s end-to-end distance indicated by an arrow at dee = 20.5.
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Figure 3.25: Free energy profile for BBL in the EC-model. Temperature from left to right is (a) T = 0.07ε,
(b) T = 0.08ε and (c) T = 0.09ε. The order parameter is contact overlap q, with the native
state q = 100% indicated by an arrow.
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Figure 3.26: Free energy profile for BBL in the Go¯-model. Temperature from left to right is (a) T = 0.2ε˜,
(b) T = 0.5ε˜ and (c) T = 0.8ε˜. The order parameter is contact overlap q, with the native
state q = 100% indicated by an arrow.
Folding of the WW Domain
Both the above structures were helical, the last example protein (domain) is the WW domain consisting
of a three-stranded β -sheet (Fig. 3.27) which, because of its small size and simplicity, is often investigated
as a model system of β -topology [154]. Actually, the WW domain is not a single structure but a family
of homologues with very similar structures but more diverse sequences. The name WW domain refers to
the two conserved tryptophan residues (one-letter code W). Here, I use the structure with PDB id. 1ywj,
the WW domain from formin binding protein in humans, which contains only 28 amino acids. According
to the native-centric approach employed in the EC-model the sequence information is only secondary to
the structure information in determining folding dynamics but this specific choice is also smaller than
most other WW domain structures (which have around 35 amino acids) and lacks a rather unstructured
tail.
Figure 3.27: Target structure of the WW domain consisting of three β -strands. The colour scheme runs
from red at the N-terminus to blue at the C-terminus.
56


















(a) (b)T = 0.09ǫ T = 0.8ǫ˜





























Figure 3.28: Comparison of the free energy landscape for the WW domain in the (a) EC- and (b) Go¯-
model. Order parameters are helix content and number of contacts. Apart from the native
state minimum at zero helix content and 58 contacts, there are two additional free energy
minima in the EC-model, both at higher helix content and approximately the same number
of contacts. In the Go¯-model, there appears one extra minimum at a helix content of 4.
The unsampled region between helix content 0 and 4 is due to the minimum size of a helix
element (which is 4). Colour coding and contour line spacing are the same as in Fig. 3.19 (a)
and (b), respectively.
The WW domain is abundant in eukaryotic cells and involved in signaling pathways but is also
connected to diseases [155] and has been shown to form amyloids in experiment [156] and simula-
tion [157]. Here however, I do not study interactions between several chains but only a single connected
structure. Experimental and simulational observations for a single WW domain include two-state fold-
ing [154, 158], possibly even a third state has been experimentally observed for one member of the
structure family [159], a denatured state consisting mostly of compact conformations [160] and helical
conformations during the folding process. The latter, so far, has only been observed in MD simula-
tions [161] but helical “overshoots” in predominantly β -domains are also reported from experiments on
different proteins [162].
In order to investigate the EC-model’s and the Go¯-model’s results on helical conformations I deter-
mined the free energy landscape in helix content and contact number as order parameters (see Fig. 3.28)
using the metadynamics method. Indeed, both models see conformations at non-zero helix content al-
though this is more pronounced in the EC-model (Fig. 3.28 (a)) where two separate minima at helix
content 6 and 10 can be found. Incidentally, also the observation from all atom MD simulations that the
denatured state consists mainly of compact structures is recovered in the EC-model as those minima lie
at contact numbers identical to that of the native state (NH = 58). In the Go¯-model the sampled part
of the free energy landscape reaches down to contact numbers of 20 (lower left corner) which does not
agree so well with above statement on a compact denatured state but that region can hardly be regarded
as a clearly defined unordered state anyway.
Two-state folding behaviour cannot be inferred or completely ruled out by either part of Fig. 3.28 as
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Figure 3.29: Folding time series for the WW domain in the EC-model for energy and helix content at two
different temperatures, (a) T = 0.07ε, (b) T = 0.08ε. The energy scale is given on the left
axes, the helix content scale on the right axes. A considerable amount of helical residues
can be found for the all-β WW domain for quite long times. The helix content appears to
drop to zero in two steps and is followed by a drop in energy. For higher temperatures the
structure can escape faster from the helical trap.
Go¯-model. The grey region between a helix content of 0 and 4 is owed to the minimum size of helices
and it is unclear whether it constitutes a real barrier at all or can be overcome quite easily. In this respect,
helix content is not an optimal parameter to characterise distinct minima.
Nevertheless, I also looked directly at the time series of helix content in unbiased folding simulations.
In the EC-model this appears to happen in two steps (Fig. 3.29). Starting from an extended chain with
neither helix nor β -sheet secondary structure a helix content of 20 is quickly formed and remains stable
for quite long times. There is no corresponding minimum in the free energy landscape (Fig. 3.28 (a))
but I hypothesise that this metastable state corresponds to the unfolded ensemble. For low temperature
(Fig. 3.29 (a)) the system remains in that state for longer before overcoming a supposable free energy
barrier (not visible in the free energy plot), for higher temperatures this happens faster (Fig. 3.29 (b)).
Both trajectories shortly visit the free energy minimum at a helix content of 10 and the trajectory in
part (a) even very shortly that at NH = 6. The time evolution of contact number is not shown but
fluctuates about the “correct” value of 58 all the time. Once the helix content has dropped to zero,
the potential energy quickly follows and the native state is assumed within the free energy minimum at
(0, 58). As an aside, internal energy is not able to resolve the two non-native ensembles visible in the
helix content but fluctuates about the same value for both the ensemble at NH = 20 and that at NH = 10
although an analysis of the energy distribution might reveal a difference for these states [163]. For the
Go¯-model no such behaviour could be observed (data not shown) but the helix content quickly dropped
to zero.
In this context, secondary structure energy ESS (see Eq. (3.6)) may be useful if single conformations
are to be considered. The energy smoothes conformations representing the native state as well as in-
termediate helical conformations. However, since these single conformations are not of primary interest
and including the energy term ESS appears to stabilise helical conformations in folding trajectories even
more, results are still shown for simulations without the additional energy.
Figures 3.30 and 3.31 show free energy landscapes in the EC-model and the Go¯-model using contact
overlap and RMSD as order parameters. These order parameters are strongly correlated to each other
close to the native state but while the contact overlap q reflects the structure’s topological similarity to the
target, RMSD accounts for the geometric correctness. While the target conformation, of course, lies at an
RMSD of 0Å the native state in my model (defined by q = 100%) has a higher RMSD of approximately
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Figure 3.30: Free energy landscape for the WW domain in the EC-model. Order parameters are contact
overlap q and RMSD to native state in Å. For low temperatures the free energy minimum lies
close to the target state at 100% contact overlap and an RMSD of about 3Å. As temperature
increases a new free energy minimum is formed at lower contact overlap and higher RMSD.
Colour coding and contour line spacing are the same as in Fig. 3.15.
3Å. Similar to the observations of the other two example proteins, in the EC-model (Fig. 3.30) growth
of a new non-native minimum can be observed for increasing temperatures while in the Go¯-model the
existing minimum shifts towards higher values of RMSD and lower values of q. The colour scheme is the
same as above with yellow introduced for the Go¯-model for better contrast.
In the order parameters used here, the EC-model is again far better able to account for experimental
observations or those from extensive MD simulations. All characteristic phenomena, two state-folding
(with a hint at one or possibly even two additional states), a denatured state (ensemble) consisting of
compact structures and helical conformations during folding, were reproduced nicely by the EC-model
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Figure 3.31: Free energy landscape for the WW domain in the Go¯-model. Order parameters are contact
overlap q and RMSD to native state in Å. For low temperatures the free energy minimum lies
close to the target state at 100% contact overlap and an RMSD of about 3Å. As temperature
increases the free energy minimummoves to lower contact overlap and higher RMSD but no
new competing minimum is formed. Colour coding and contour line spacing are the same
as in Fig. 3.21.
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but not, or only less clearly, the Go¯-model. Another observation that has been made in MD simulations
is not visible in the present order parameters, namely that of register-shifted trap states [160]. These
states have almost correctly formed β -sheets but hydrogen bonds are shifted by one residue. It is doubtful
whether this would be visible in the contact pattern at all, so this is where a coarse-grained description
may fail and a more detailed all-atom representation may become necessary.
3.4.6 Contact Maps as Microstates
As has been mentioned before, while low-dimensional free energy landscapes may be adequate for some
models [146] it is not evident a priori whether all relevant properties of protein folding may be cap-
tured [164] and, in particular, whether the choice of order parameters is suitable [145]. Selection of a
good order parameter may depend on the choice of model as well as the specific protein studied and it
is difficult to define optimal order parameters [126].
An interesting question is whether configurations grouped together into macrostates are also micro-
scopically similar and how structurally diverse the free energy minimum containing the native state
actually is. As the model developed for this thesis allows significant distortion in space, this investiga-
tion is based on contact maps and contact overlap q used as the measure of similarity. In free energy
landscapes such as Figs. 3.25 and 3.26 or Figs. 3.30 and 3.31, contact overlap to the native state has
been used. This means that, in the minimum containing the native state, conformations are also very
similar to each other. However, it is still not clear how structurally diverse the minimum corresponding
to unfolded conformations may be. In those free energy landscapes projected onto helix content and
contact number, even the native free energy minimum may hide rather diverse structures. The reason
for usage of these observables in these investigations was that they are relatively easy to compare to
experiments.
Therefore in a first attempt to disentangle structural complexity, the free energy minimum containing
the native state in helix content and contact number parameters is examined more closely. Microstates
are characterised by their contact maps instead of by full three-dimensional configurations, as those
are not only more coarse-grained but have the additional advantage of being discrete. It is therefore,
in principle, possible to enumerate all contact maps encountered during a simulation and count their
frequencies. Attempting this for ab initio folding, however, is not feasible because of memory limitations.
Therefore simulations were started from the native state and only its vicinity was sampled.
I ran equilibrium simulations (without metadynamics sampling) at T = 0.08ε for the villin headpiece
subdomain starting from the fully folded target structure and returned contact maps every 10, 000 MC
steps totalling 2000 contact maps per run. From these contact frequencies and the identities of the few
most frequent contact maps were extracted. Figure 3.32 (a) shows these contact frequencies averaged
over three different runs. Darker colours denote more frequent contacts. The dark blue contacts, which
have been sampled more than 5000 times, coincide with the native contacts, meaning these contacts
are most common in equilibrium. Most other contacts are close to native contacts and may be formed
without large rearrangements of the chain. The cluster of red and orange around indices 30 and 5
corresponds to the end terminals coming closer than in the native state and thereby forming additional
contacts.
By far the most frequent single contact map was the target state’s map, while most other maps have
been sampled only once – again showing how vast phase space is even in this simplified representation
close to the native state. In total, 978 different contact maps were encountered. Of those contact maps
that were sampled more than once (ca. 5 to 20 times) most are very similar to the target contact map with
a notable exception being the contact map shown in Fig. 3.32 (b). This contact map was encountered 9
times, lacks all inter-helical contacts and corresponds to a three-dimensional configuration that is more
extended in space than the target structure. Although, with a helix content of 29 and a contact number
of 61, it is part of the native free energy minimum, its contact overlap to the target structure is only 72%.
60
(a) (b)



























Figure 3.32: Frequent contacts and frequent contact maps: Part (a) shows the frequency of contacts
at T = 0.08ε at equilibrium (i.e. close to the native state) for the villin headpiece in the
EC-model. The colour coding is approximately logarithmic. Dark blue contacts have been
sampled more than 5000 times in three accumulated runs (and happen to be the native
contacts), yellow has been sampled once, orange ten times, red 100 times and purple 1000
times. Part (b) shows a single contact map that has been sampled nine times in a single run
(of 2000 outputs). This contact map is remarkable in that it contains no inter-helical contacts.
Thus there is still structural diversity within the free energy minimum containing the native state.
However, native contacts are very dominant. Helix content and contact number therefore appear to
characterise the possible configurations of the villin headpiece subdomain rather faithfully. In a next
step, typical configurations from the other minima discernible in the free energy landscapes might be
determined although they are probably more diverse than the native state and therefore more difficult
to describe.
Instead of analysing contact map distributions in free energy minima characterised by predefined
order parameters, it seems more advisable to base the free energy landscape on clusters of contact
maps and thus directly link the macroscopic to the microscopic picture. A new project might therefore
consist in clustering contact maps by mutual contact overlaps, following the ideas of Ref. [145], or,
more ambitiously, by mutual transitions in the simulation and compute free energies for the clusters.
The free energy landscape could then be characterised entirely in terms of contact maps relieving the
picture from the dependance on predefined order parameters. A drawback would, however, be that such
clusters of contact maps are not observable in experiments making the free energy landscape obtained
in simulations more difficult to link to experimental observations.
3.4.7 Heat Capacities and Folding Transitions
In all the simulations discussed above, the EC-model appeared to result in free energy landscapes of
at least two different distinct macrostates while the Go¯-model displayed only a single minimum which
moved on the free energy landscape for changing temperatures. This difference should also be visible in
plots of the specific heat of the simulations where a cooperative folding should result in a sharp peak at
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a well-defined transition temperature. Moreover, the number of peaks in the heat capacity curves sheds
light on a possible hierarchy of distinct stages in folding.
Equilibrium simulations were run for the villin headpiece domain and heat capacities were calculated





Error bars for the heat capacity values were calculated using the jackknife method [132], possible cor-
relation times in the equilibrium ensemble [132] were ignored. Figure 3.33 shows the heat capacity
curves in (a) the EC-model and (b) the Go¯-model. The most obvious observation is that the peak in the
cooperative EC-model is very sharp (with its maximum at a temperature of about T = 0.09ε) while the
maximum in the Go¯-model is very broad. The latter does not tend to zero for any temperatures simu-
lated, so fluctuations in energy never die out entirely, which is a reliable indication of the absence of an
energy gap. Upon closer examination of the heat capacity in the EC-model, there appears to be a second,
less pronounced, maximum at a temperature of about T = 0.3ε. The first explanation that comes to
mind is that this maximum must be connected either to the formation of secondary structure elements
or to the transition from extended to compact structures. I tested this hypothesis by running simulations
in which the secondary structure elements were completely rigid in the conformations they have in the
target structure. Only moves that changed the positions of helices relative to each other were allowed,
whereas movement within helices was not. The resulting heat capacity curve shows a maximum at a
similar position (see Fig. 3.33 (a) and (c), red curve) as the curve obtained without fixed secondary
structure. As the model with fixed secondary structure cannot show secondary structure formation this
means that the small peak is likely to correspond to the transition towards more compact structures.
In a next step, the full energy distributions for the temperatures of interest were examined instead of
only the energy fluctuations (Fig. 3.34). In fact, this amounts to using E as an order parameter in free
energy landscapes (only that counts instead of their logarithm are considered). The cooperative folding
transition causing the sharp peak is readily visible in the energy distributions. At low temperatures a
single maximum exists in the energy distribution which corresponds to proteins frozen in the native state.
At T = 0.085ε higher energy structures appear at energies of approximately EEC = 2ε (Fig. 3.34 (a)).
For increasing temperatures the new maximum overtakes the native one while at the same time moving
towards slightly higher energies (T = 0.1ε, Fig. 3.34 (b)). The second maximum in heat capacity, on
the other hand, is not reflected in a new maximum in energy (T = 0.3ε, Fig. 3.34 (c)). Instead, the
distribution broadens which also accounts for a rise in energy fluctuations.
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Figure 3.33: Heat capacity curves for the villin headpiece in (a) the EC-model, (b) the Go¯-model and (c)
the EC-model with rigid secondary structure. The red curve in (a) corresponds to (c). Note
that the temperature axis for the Go¯-model stops at T = 1 ε˜. The EC-model displays a sharp
heat capacity peak at a temperature of T ≈ 0.09ε and a smaller broader maximum at T ≈
0.3ε. In the Go¯-model heat capacity simply rises for decreasing temperature while error bars
increase as well. The EC-model with fixed secondary structure also has a small rather broad
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Figure 3.34: Energy distribution for the villin headpiece in the EC-model at different temperatures. (a) At
T = 0.085ε a competing local maximum to the native energy first appears and (b) overtakes
the first energy peak at T = 0.1ε. (c) The second (small) peak in the heat capacity curve
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Figure 3.35: Energy distribution for the Go¯-model at different temperatures. The distribution is unimodal
at all times, the closest thing to a second maximum appears at T = 0.09 ε˜ (but note that this
is only a single bin). For higher temperatures the maximum shifts to higher energies.
Energy distributions for the Go¯-model can be found in Fig. 3.35. The bin size is larger because of
the discreteness of EGo¯, such that there is one possible energy value per bin. At a low temperature of
T = 0.09 ε˜ a second maximum in the energy distribution appears very shortly but is only due to a single
bin so it may well be a statistical error (Fig. 3.35 (a)). At increasing temperatures the maximum first
broadens (Fig. 3.35 (b)) and then moves towards higher values of EGo¯ (Fig. 3.35 (c)). This behaviour is
consistent with what has been observed for all the other order parameters.
In order to gain more insight about the small maximum in heat capacity in the EC-model (Fig. 3.33 (a)
and (c)), the level of single conformations and contact maps was revisited. As these unfiltered structures
are rather diverse, especially for high temperatures, identification of typical structures was not trivial. At
the rather low temperature of T = 0.1ε, which is nevertheless located at the high-temperature side of
the sharp heat capacity peak, a representative structure is shown in Fig. 3.36 (a) with its corresponding
contact map in Fig. 3.36 (b). Blue indicates the target for both three-dimensional conformation and the
contact map and red the example configuration, common contacts are purple in (b). At T = 0.1ε typical
structures still appear rather compact and with largely intact secondary structure. There are also tertiary
contacts but not the same as in the native state. Beyond the second heat capacity minimum, at T = 0.5ε,
it is more difficult to find typical structures. In any case, helix content is not conserved anymore, instead
there appear conformations carrying β -sheet-like contact patterns. As the restricted EC-model strongly
encourages contact patterns reminiscent of secondary structure, these patterns still exist although they
need not be the correct kind of contact pattern. At the same time, conformations become more extended
so the two possible transitions (extended-compact or secondary structure formation) cannot be disen-
tangled. However, the shift towards more extended structures, which could also be seen in the model
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Figure 3.36: Snapshots of (villin headpiece) configurations and a contact map in the EC-model at differ-
ent temperatures. Part (a) shows a slightly dissolved configuration at T = 0.1ε (red) that
has been aligned to the target structure (blue) for illustration. The corresponding contact
map is shown in (b)where contacts appearing only in the native structure are blue, contacts
appearing only in the deformed conformation are red and contacts common to both struc-
tures purple. (c) At T = 0.5ε conformations no longer bear any resemblance to the target
conformation. They are usually still compact but extended conformations can be found, too.
with fixed secondary structure, seems to be necessary to dissolve and change the secondary structure
elements.
3.5 Discussion
A protein model was developed based on the native state’s effective connectivity (EC), a special choice
of structural profile. This model is similar to Go¯-models in that both models are native-centric. They rely
on the knowledge of the native structure and incorporate a bias leading towards that state. They differ,
however, in the important aspect that the Go¯-model consists in purely additive pairwise interactions
while the EC-model naturally incorporates many-body correlations.
Although folding in the EC-model is not as fast as folding in the Go¯-model, the EC-model reliably
folds small all-α proteins in a standard Metropolis Monte Carlo (MC) algorithm. In order to gather
the necessary statistics for free energy landscapes, however, it became necessary to employ enhanced
sampling methods.
Folding behaviour of three small proteins, that have been in the focus of attention of both experi-
mentalists and theorists, was investigated and the results obtained for the EC- and the Go¯-model were
compared to experimental evidence and results from more detailed all-atom simulations. While for the
villin headpiece subdomain the distinct intermediates observed in one Molecular Dynamics (MD) simu-
lation [130, 131] could not be confirmed in either of the models, the EC-model was able to reproduce
the existence of residual secondary structure in the denatured state as well as two-state folding be-
haviour that was reported from experiments. In the Go¯-model folding of the villin headpiece appeared
to be downhill, as for all other example proteins studied. The cooperative folding behaviour of the villin
headpiece in the EC-model was also confirmed by the shape of the heat capacity curve for this model.
Different folding stages are suggested based on a comparison to simulations where secondary structure
elements are fixed.
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For the protein domain BBL, folding behaviour is still disputed in the literature. Some experiments
suggest a downhill folding scenario [45] (which is compatible with the Go¯-model), whereas recently two
states were directly observed in an experiment of high time-resolution single-molecule spectroscopy [46].
The EC-model shows two states for this example protein although these are only separated by a small free
energy barrier. The WW domain, finally, folds undoubtedly in a two-state manner as can be reconciled
with the EC-model although not with the Go¯-model. Moreover, the EC-model is also in accordance
with both the experimental observation that the unfolded state of the WW domain consists of compact
conformations and the result from MD simulations on helical conformations in the unfolded ensemble.
The EC-model therefore extends the applicability of native-centric models beyond mere steric effects
and to the description of cooperative effects. Free energy landscapes contain more detailed features in
the EC-model than in the Go¯-model (based on the principle of minimum frustration) which were charac-
terised in terms of their contact topology. Using effective connectivities thus offers a new native-centric
protein model that is only marginally more complicated than the Go¯-model but in better agreement with
results obtained from experiments and detailed MD simulations.
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4 Conclusion and Outlook
It is known that one-dimensional structural profiles can be employed to describe protein structure, iden-
tify protein domains [5] or efficiently compare structures of different proteins [63]. This thesis shows
that the usefulness of structural profiles extends to protein structure prediction and folding dynamics.
In the context of structure prediction, it is especially important that structure profiles can be inferred
from sequences with quite good accuracy and much more easily than, for instance, contact maps [61].
In this thesis, exact and predicted ECs have been employed to select promising near-native candidates
from a coarse-grained structure set. This is of practical importance, as refinement in protein structure
prediction is costly and time-consuming and therefore should be limited to candidate structures that
are worth the effort. Filtering by predicted ECs poses an advantage compared to established selection
methods, in particular if the initial structure set is only of moderate quality or if only few structures
are to be selected. Moreover, it is more versatile than the clustering approach which relies on extensive
sampling of conformation space that becomes troublesome for increasing protein size.
In a next project building on these results, it might be worthwhile to integrate the structural profile
into the structure generation step in order to improve the quality of the initial set of coarse-grained
structures. Predicted structural profiles might be treated as a constraint in structure generation, similar
to sparse experimental data from NMR chemical shifts [85, 86]. As the effective connectivity involves
calculation of a matrix eigensystem it could prove advantageous to use the contact vector instead. The
contact vector can be calculated faster and predicted with comparable accuracy. Its drawback, i.e. its
degeneracy [64], might not be as severe if profiles are predicted and therefore already inexact and if
these predicted profiles are then used as one constraint among several energy terms.
In the context of protein folding, the EC-model provides a simple yet cooperative protein model based
on the native structure. The crucial difference between Go¯-model and EC-model is that the EC-model
incorporates non-pairwise interactions between amino acids. In the Go¯-model native contacts are al-
ways favourable and non-native contacts either ignored or repulsive, whereas in the EC-model a contact
between two amino acids can be either attractive or repulsive depending on how many contacts those
amino acids already have. Energies are therefore context-dependent which introduces non-local interac-
tions into the model. For the EC-model’s folding behaviour this means that amino acids have to assemble
into their correct structure in a cooperative fashion, as can be seen when comparing heat capacity curves.
As the EC-model is a native-centric model that does not rely on the principle of minimum frustration, it
may help to disentangle these two assumptions that are often made in simple protein models.
In the Go¯-model the only possibility for amino acids to interact, if they are not in contact in the native
state, is to do so sterically. If part of the chain blocks the way for a native contact, this part has to be
moved away before the contact can be formed. Cooperativity in the Go¯-model is therefore much weaker
and only steric effects of folding may be captured. Conceptually, while the Go¯-model strives to form all
contacts present in the native state the EC-model aims at satisfying each amino acid’s contact propensity
which also relates to the picture of hydrophobic interactions between residues.
A way to use the Go¯-model profitably is to add it to more sophisticated potentials as a bias towards
the native structure and thus ensure folding while also including more specific interactions [102] or to
incorporate sequence information only where necessary [165]. The advantage of the EC-model, however,
is that it separates purely structural information from sequence input so the question whether the native
structure largely prescribes the folding pathway may be addressed.
A possible extension of the present model is the use of noisy structural profiles. In a way, this has been
investigated in the context of structure prediction where exact profiles were substituted by predicted
ones. In order to analyse the effect on protein folding dynamics in a controlled way, noise could be
added to the exact EC and the resulting free energy landscapes explored using the sampling techniques
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described. Besides, free energy landscapes could also be investigated in more detail by using clusters of
contact maps as macrostates in order to become independent of predefined order parameters.
Finally, the difference between the EC-model and the Go¯-model might be further examined by con-
structing a Go¯-type energy from average energy contributions of native contacts between two amino
acids in the EC-model. This would result in a Go¯-model with heterogeneous energy terms that are, how-
ever, still pairwise and additive. The necessity to include higher-order correlations in order to produce
two-state kinetics might thus be addressed.
The applicability of structural profiles to the area of protein folding, both in structure prediction and
in folding dynamics, has thus been demonstrated and compared to established models and methods. In
both fields structural profiles can be profitably employed.
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A RMSD and TM-Score Distribution of Candidate Structures
This appendix summarises the RMSD and TM-score distributions for all proteins from Chapter 2 for which
candidate sets were generated using the Rosetta method. Proteins are sorted by length and smaller
proteins, namely those with less than 200 amino acids, show some structure in RMSD distributions
(all left-hand figures from Fig. A.1 (a) to (w)). This evidences that several (free) energy minima of
conformation space have been sampled by the structure generation protocol. The only exception is
the minor coat protein G3P (PDB id. 1fgp) which is rather small, as it consists of only 70 amino acids.
However, it displays a Gaussian distribution of RMSD values and a rather poor candidate set as measured
by either RMSD or TM-score. Another protein for which the candidate set was of poor quality is a single
chain of the dimeric trigger factor mutant F44L (PDB id. 1p9yA) which is also the longest among the
small proteins and is difficult in that it contains two β -sheets that are distant in sequence but have to
meet in the structure. Particularly good candidate sets were created for the N-terminal domain of phage
434 repressor (PDB id. 1r69) and the immunoglobulin binding domain of protein G (PDB id. 1gb1).
For all proteins the dotted black line indicates an RMSD of 3Å from the native structure which is
usually regarded as the threshold of good predictions that are likely to converge further to the native
structure in refinement. The solid red line marks the mean for each distribution and the dashed red line
denotes one standard deviation below this mean. Everything to the left of that dashed line is considered
as relatively good throughout Chapter 2.
TM-score distributions (right-hand histograms in Fig. A.1) show less structure than RMSD distributions
and are usually unimodal but otherwise agree with RMSD distributions in which candidate sets are of
high or low quality. A structure is considered truly near-native if TM-score is below 0.6 (hence the dotted
black line at 1−TM-score=0.4) but, again, relative candidate quality is assessed by whether or not the
candidate has a TM-score above the mean plus one standard deviation.
For proteins longer than 200 amino acids (Fig. A.1 from (y) onward) the Gaussian shape of RMSD
distributions is typical. This means that no significant relation between candidates and target structure
is detectable, as a Gaussian distribution is what is expected for the RMSD between two unrelated but
compact structures. The only exception where a protein deviates from this behaviour is the Dbl homology
domain from beta-PIX (PDB id. 1by1) where two maxima exist in the distribution. The candidate
sets hardly contained any structures of TM-score above 0.5 or RMSD below 7Å (see Fig. A.1 from (y)
onward). The Gaussian curves plotted in the RMSD histograms for larger proteins are fitted such that
mean and variance agree with values from the candidate distribution. Those approximations were used
to estimate the number of structures which would be necessary in order to expect one structure of RMSD
below 5Å. The estimates are given in Table A.1 and are realistic for all proteins except 1by1 where
the number of low-RMSD candidates is over-estimated and the number of necessary candidates thus
under-estimated because of the two maxima in the real distribution. If only the first maximum in the
distribution for the protein with PDB id. 1by1 (at lower RMSDs) is fitted, the number of necessary
structures is of the order of 104 to expect one good structure.
According to these estimates a low-RMSD decoy (below 5Å) should have been found in the candidate
sets of 10, 000 structures only for the protein 1by1 and possibly chain A of the transcription factor IIB
(PDB id. 1volA) but is beyond reach for all other target proteins. Actually, such a structure below an
RMSD of 5Å was found for none of the longer proteins. However, instead of increasing the size of the
2imf 1volA 1ix9A 1f5x 1gk9A 1by1
8.8 · 1011 2.4 · 104 1.1 · 1012 1.2 · 1013 2.0 · 108 3.4 · 103
Table A.1: Estimated number of candidates to expect one structure below RMSD=5Å. In fact, 10, 000
candidates were generated, the only protein for which this should have been sufficient is 1by1.
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candidate sets by orders of magnitude, longer structures were obtained from the 8th Critical Assessment
of Techniques for Protein Structure Prediction (CASP8) [87], see Chapter 2.
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RMSD in A˚ 1−TM-score
Figure A.1: Distribution of RMSD and 1−TM-score for proteins 1pv0, 1gb1, 1shg and 1jic
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RMSD in A˚ 1−TM-score
Figure A.1: Distribution of RMSD and 1−TM-score for proteins 1r69, 1c9oA, 1mjc and 1fgp
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RMSD in A˚ 1−TM-score
Figure A.1: Distribution of RMSD and 1−TM-score for proteins 1ubq, 1oqp, 1btb and 1p9yA
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RMSD in A˚ 1−TM-score
Figure A.1: Distribution of RMSD and 1−TMscore for proteins 2imf, 1volA, 1ix9A and 1f5x. The RMSD
distribution of these longer proteins approaches a Gaussian curve.
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RMSD in A˚ 1−TM-score
Figure A.1: Distribution of RMSD and 1−TMscore for proteins 1gk9A and 1by1. The RMSD histogram of
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