Abstract-This paper presents a chance-constrained scheduling (CCS) approach for variable wind generation, in the day-ahead timescale, including energy storage. The day-ahead CCS utilizes the ramping of conventional generation as well as the dispatch of energy storage to enhance the load following and ramping support capabilities, to mitigate the impact of net load ramps. The proposed CCS approach is converted into an equivalent mixed-integer linear programming (MILP) expression with the aim to maintain the compatibility with commercially state-of-the-art optimization solvers. Numerical simulations, carried out on the IEEE RTS 96 test system with high penetration of wind power, indicate the effectiveness of the developed CCS formulation and highlight the competitive aspects of the proposed CCS approach.
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Total generation cost of unit i at time t Over the last several decades, environmental issues and energy crises have accelerated the development of renewable energy across the world, especially wind power. This has introduced substantial uncertainties into the system operator's decision-making process, especially with the high penetration of wind power, causing power system operation paradigms, especially generation scheduling, to face new challenges [1] . A flexible grid system is needed to even out the variability and intermittency of wind generation to enable high penetration of variable generation.
Usually, conventional generation, particularly fast-ramp thermal units, is the main option to maintain the balance of generation and load in a power system grid. Conversely, the frequency of maintenance schedules and consequently the maintenance costs may increase, mainly due to the frequent start-up and shut-down of conventional generation to absorb the randomness stemming from wind generation. These may eventually cause the early replacement of the generators [2] .
Numerous stochastic optimization approaches have been proposed to deal with wind power uncertainty in generation scheduling [3] . Economic benefits of considering stochastic nature of wind on generation scheduling and dispatch were examined through higher frequency of rolling reschedule, with the most updated wind forecast [3] . Furthermore, chanceconstrained programming in which constraints can be violated with a predefined level of probability, is another stochastic modeling approach in power systems [4] . The chance constraints are often converted into deterministic equivalents and a standard solution technique is applied to solve the stochastic power system problem. In the literature, researchers have proposed chance-constrained optimization to solve the generation scheduling problem with only demand uncertainty [5] , only wind uncertainty [6, 7] , and both simultaneously [8] . Wang et al. have proposed a two-stage chance-constrained generation scheduling model, to guarantee a large percentage of hourly wind power generation utilization [7] . Zhao et al. proposed the chance constraint to restrict the probability of load imbalance [6] . Additionally, Pozo et al. have proposed a chance constraint to meet the demand with a specified probability under any simultaneous loss of K generating units [8] .
Most of the above generation scheduling models employ the Sample average approximation (SAA) algorithm [9] . SAA replaces the chance constraint, by a pointwise constraint that must hold at a finite number of sample points, drawn randomly from the chance constraint distribution. However, the SAA algorithm requires repetitive iterations and multiple validation scenarios to calculate the optimality gap, for solution validation. SAA is, therefore, not suitable for large scale generation scheduling problem formulation that requires long processing time.
Storage devices have experienced a very rapid growth in recent years. They are expected to be a viable alternative to facilitate the integration of large amounts of variable renewable energy. This, in turn, will improve power system reliability, meet real-time power demand, and enhance economic efficiency [10] . Cost-ineffectiveness of energy storage remained a major hurdle for wide-scale implementation. However, recent developments in storage technologies and the increasing use of renewable energy in power systems suggest that storage costs are likely to rapidly diminish. The fast ramping capability enables energy storage to better manage the variability in renewable generation. Several studies have addressed the importance and value of storage devices in power systems [10, 11] . Wen et al. introduced utility-scale energy storage as part of a set of control measures in a corrective form of the full stochastic security-constrained unit commitment (SCUC) problem [11] . Pozo et al. proposed a full stochastic real-time UC to deal with stochastic variable generation, including ideal and generic energy storage devices [10] . Both models are computationally demanding, mainly because of the dimensionality problem associated with the full stochastic formulation.
In this paper, a novel day-ahead scheduling framework is constructed, which considers thermal generation and energy storage ramping capabilities, as a chance constraint, embedded in a chance-constrained mathematical programming formulation. This offers a coherent representation of variable wind power. The proposed day-ahead CCS approach not only prevents the curse of dimensionality, which is computationally expensive and usually related with full stochastic optimization, but also considers both wind generation and load demand forecast error uncertainty. Wind curtailment is integrated as a decision variable, which restructures the forecasted wind generation probability density function (PDF). Furthermore, energy storage is implemented as an auxiliary flexibility source, to improve the load following and ramping support capability and cope with net demand variability. The CCS problem is linearized to preserve the proposed generation scheduling in a mixed-integer linear programming (MILP) structure. Two linearization approaches, Big-M formulation [12] and extended formulation (EF) [9] , are proposed to convert the chance constraints into an equivalent linear expression.
The rest of this paper is as follows: Section 2 presents the flexibility based chance-constrained scheduling with energy storage methodology. Section 3 reformulates the proposed scheduling problem within the MILP form. Section 4 highlights the case studies and results. Finally, Section 5 provides the conclusions.
II. CHANCE-CONSTRAINED SCHEDULING
The proposed CCS formulation utilizes thermal generation ramping capability and energy storage as the source of flexibility, the wind generation and load demand uncertainty are also included as a discrete PDF, which is represented by (1) 
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The objective function (1) involves: total hourly production cost (2), generation start-up cost (3) -(4), and energy storage charging and discharging cost (5) -(6) over a 24-hour scheduling period. The power balance formulation is expressed in (7), to make sure the mean value of the net demand matches with the summation of the scheduled conventional generation and energy storage.
In this paper, the term flexibility describes the ability of a power system to cope with variability or changes in the net demand, by different generation sources in the cheapest and most effective way. Flexibility comes from both energy storage and conventional generation flexible characteristics, which include higher ramp rate, wider operating range, shorter startup/shut-down times, and shorter minimum up and down times [13] .
Eq. (8) spells out that the net demand ramp (NDR) realization probability stays within the upward and downward flexibility limits. For instance, the total flexibility available in the power system, represented by the thermal generation and energy storage ramping and reserve capabilities, should be larger than or equal to the confidence level, 1−ε. NDR is expressed as the variation between the discrete realizations of the net demand at t+1 hour with expected value of the net demand at t hour, as shown in (9).
Eq. (10) -(16) consist of the up and down generation and energy storage flexibility indices [14] . Furthermore, other scheduling constraints, such as system spinning reserve requirement, unit maximum/minimum generation power limits, generation minimum on/off time limit, and generation ramping up and ramping down limits, are included in [15] . Eqs (17) and (18) 
The mathematical programming model of the CCS problem is a mixed-integer nonlinear program (MINLP). The MINLP formulation is, nonetheless, computationally-intensive to produce an optimal solution. Therefore, two approaches are proposed to recast the problem into an equivalent MILP form, to maintain the problem tractable, to be solved by the state-ofthe-art commercial MILP optimization solvers.
III. MIXED INTEGER LINEAR PROGRAMMING (MILP) FORMULATION
A piecewise linear formulation is used to approximate the nonlinear hourly production cost of conventional generation. Moreover, the startup cost in the objective function is discretized with the implementation of the stair-wise functions (3) -(4) [16] . The proposed problem can be converted to the MILP form, by linearizing the constraints (7), (8) , and (12) through (14) . Details of the linearization can be found in [15] , and [17] .
The Big-M formulation, [12] , is used to transform the flexibility chance constraint (8) In the field of chance constraint linearization, Big-M is a well-known approach, mainly due to its simplicity in formulation. However, Big-M, at the same time, introduces a very large number of non-zeroes which will thwart the overall computational performance substantially and increase the solution time. Consequently, an extended formulation, proposed by Luedtke et al., is utilized in this paper to further reduce the computation time of the proposed MILP CCS problem [9] . The extended formulation is expressed by inserting the star-inequalities, and is described as follows: 
Since the extended formulation requires the discrete realization to be arranged in a descending form, it is assumed that 
IV. NUMERICAL RESULTS
The proposed CCS approach is implemented on the IEEE Reliability Test System (IEEE RTS) 96, which comprises 24 buses and 32 generators [18] . For simplicity, the hydro and nuclear generation are assumed to be always 'on'. Wind generation is implemented in the RTS-96, replacing the 350 MW coal-fired plant [17] . The day-ahead load demand prediction error is subjected to a normal distribution, with zero mean value. The standard deviation value is set to 2% of the peak demand. The day-ahead wind power forecast are derived from the autoregressive moving average (ARMA) time series, based on wind measurements in the province of Ontario, Canada [19] . The resulting MILP problem is solved by C++/CPLEX 12.6, with 3.20 GHz Intel Core i5 and 10 GB RAM memory.
All simulated case studies are generated with a relative optimal gap value of 0.5%. Several cases are considered: (1) Day-ahead scheduling without wind generation. (2) Impact of increased levels of wind penetration on thermal unit operation. (3) Effect of energy storage application on the day-ahead scheduling. (4) Impact of energy storage sizing and round-trip efficiency on day-ahead scheduling. (5) Comparison of computation times among CCS linearization approaches Case 1. The day-ahead scheduling without wind generation is just a simple deterministic formulation. It is considered as the base case to validate the CCS formulation performance. The total scheduling costs for the deterministic scheduling are $364,045 without energy storage, and $357,860 with 400 MW energy storage. The processing time for both base cases are 3 seconds. Whereas the energy storage has increased the up and down MW flexibility, the overall cost was scaled down. Case 2. Several wind penetration levels are considered, along with various confidence levels 1−ε, to verify the robustness and effectiveness of the proposed MILP-CCS. A confidence level expresses the probability of the flexibility chance constraints being enforced. The load demand and wind power output for various penetration levels and wind scenarios are illustrated in Fig. 1 .
The total production cost clearly indicates a substantial decrease when higher level of wind penetration is implemented. Based on Table I , for the case without energy storage, the production cost drops to $208,067 and $119,373 for 25% and 50% normal wind scenario with 95% confidence level. The reason for the significant production cost reduction, as compared with the case of no wind generation, is because the wind energy is assumed to have a zero generation and startup costs. Nonetheless, the objective cost has increased to $207,628, even with higher wind penetration (35% as compared to 25%). This is mainly due to the insufficient ramping flexibility from thermal generation, leading to a higher amount of wind curtailment. The extreme scenario wind curtailment amounts up to 18.6%; even surpassing the 10.36% of 50% normal scenario wind penetration. Furthermore, simulation results indicate that the total production cost rises as a higher value of the confidence level is set. With a tighter chance constraint imposed, representing limited flexible resources in the system, the proposed CCS approach tends to curtail more wind power and procure additional thermal generation to meet the chance constraint.
Case 3.
In this test case, and for the sake of simplicity, one size of energy storage units was considered; a 400 MWh capacity. The initial energy level of the storage units is set to 50% of their capacities (200 MWh). The maximum limits for power charging/discharging are both set to 200 MW. The cost of charging/discharging of the storage unit is $ 0.5/MWh and $ 0.1/MWh, respectively. The charging/discharging efficiency rates are 90% [10] .
The application of energy storage, as demonstrated in Table  I , enhances the flexible upward and downward ramping capabilities in case of no wind generation. Yet, it manages to reduce the operation cost as well. This trend is reiterated at various levels of wind generation penetration using the proposed CCS approach. This cost reduction is attributed to the generation shifting capability of the energy storage to store the excess wind generation or cheap generation, and shift them to peak load period, through charging and discharging features.
Furthermore, with higher wind power penetration, wind curtailment is downscaled. This would subsequently increase the wind utilization and reduce dependency on conventional thermal generation. Wind curtailment is reduced from 1.03% to 0.00%, from 10.36% to 6.12%, and from 18.6% to 13.9%, for 25%, 50%, and 35% wind penetration levels respectively. At 25% penetration, wind curtailment is completely eliminated with the application of energy storage. The sizing of energy storage can be increased to provide extra flexibility to the system. This will be further discussed in the next section.
Case 4.
Multiples of the energy storage original size of 400 MWh, are investigated, at 95% confidence level, and the results are displayed in Table II . It is clear that the cost decreases monotonically with higher energy storage capacity. Batteries in this model do not have startup costs or minimum operating levels. They do not suffer from reduced efficiency at lower operating levels as well. Therefore, as the grid upward/downward flexibility increases, because of the larger installed storage capacity, a smoother net demand curve emerges, due to reduced load ramps, with less curtailment of wind energy production. Furthermore, with additional flexibility granted by storage, the chance constraint can be firmly levied, even at higher confidence levels.
Whereas the cost reduction is incremental in case of normal wind scenarios, it is more pronounced in the case of extreme wind scenario case. Consequently, the case of 35% extreme wind penetration scenario is further elaborated. Fig. 2 and Fig.  3 show the generation scheduling without and with energy storage for 35% extreme wind penetration scenario respectively. Energy storage charges in the predawn night hours till sunrise, to provide for the early morning net load ramp. This causes a reduction in the wind power curtailment. Without energy storage at that particular period, wind curtailment was necessary to allow for the gradual buildup of the nuclear and coal-fueled generation to meet the early morning net load ramp. At hour 22:00, the energy storage charges again to reach 50%, to satisfy the SOC level prescribed in constraint (29).
These results confirm the capability of the energy storage to shift the utilization of variable wind generation across time, making them more dispatchable, and reducing the energy shed from them. With higher capacity of storage, higher penetration levels of wind generation can be accommodated. Results also imply that additional grid flexibility, from larger storage, is more beneficial in dealing with extreme wind scenarios.
Case 5. The computation times of the extended and Big-M approaches are listed in Table I . Evidently, the computation time increases with higher confidence level. Without energy storage, the extended formulation method converges faster than the Big-M method. The two techniques are almost similar with the application of energy storage for wind penetration levels of 25% and 50%. However, in case of 35% wind level with energy storage, the extended approach is, at least, twice as fast as the Big-M method. It appears that with more wind curtailment, signifying constrained system operational flexibility, the extended approach outruns the Big-M technique with a significant lead. This is attributed to the fact that the extended formulation approach has a less computationally demanding MILP structure. Therefore, the proposed MILP-CCS problem computational time is reduced, while maintaining the same optimal objective function values, in comparison with the traditional Big-M formulation. This paper has proposed a day-ahead chance-constrained scheduling (CCS) approach, incorporating energy storage, to address the net load variability due to the fickle power production characteristics of wind generation. The net demand probability density function (PDF) was used to define a chance constraint, to ensure that the probability of the net demand exceeding the grid flexibility level is below a confidence threshold. Two MILP linearization formulations were proposed to convert the CCS problem to MILP forms; the extended method and Big-M method. The proposed scheduling approach is applied to the IEEE RTS 96 test system under various wind penetration levels. Results assert that while energy storage is nimble, reliable, and flexible, it has the capability to offset the concomitant variability of wind generation under high penetration scenarios. Numerical simulation results have validated the improved performance of the extended formulation approach in solving the CCS problem, compared to the Big-M approach.
