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Hodge Decompositions for Weighted Hypergraphs
Shiquan Ren*, Chengyuan Wu, Jie Wu
Abstract.
Weighted hypergraphs are generalizations of weighted simplicial complexes.
In recent years, weighted Laplacians of weighted simplicial complexes have
been studied. In 2016, as a generalization of the homology of simplicial com-
plexes, the embedded homology of hypergraphs was constructed. In this
paper, we generalize the weighted Laplacians of weighted simplicial com-
plexes to weighted hypergraphs. We study the relations between the weighted
Laplacians and the weighted embedded homology of weighted hypergraphs.
We generalize the Hodge decompositions of weighted simplicial complexes to
weighted hypergraphs. Moreover, as a complement for the Hodge decom-
positions, we give some results for the nonzero eigenvalues of the weighted
Laplacians of weighted hypergraphs.
1 Introduction
Hypergraphs (cf. [3]) are higher-dimensional generalizations of graphs. In a graph, an edge
is a segment joining two vertices, which is of dimension 1. While in a hypergraph, an
n-dimensional hyperedge (or simply an n-hyperedge) is a set of n+ 1 vertices.
Definition 1 (Hypergraph). [3, 18] A hypergraph is a pair (VH,H) where VH is a set and H
is a subset of the power set of VH. We call an element of VH a vertex and call an element ofH
a hyperedge. For any n ≥ 0, we call a hyperedge consisting of n+1 vertices an n-hyperedge.
We call a nonempty subset of a hyperedge as a face of the hyperedge.
In this paper, we assume that each hyperedge contains at least one vertex. We also
assume that each vertex in VH appears in at least one hyperedge of H. Then VH is the
union of all the vertices of the hyperedges of H. Hence we can simply denote the hypergraph
(VH,H) as H.
(Abstract) simplicial complexes can be regarded as special hypergraphs such that all the
faces of hyperedges are still hyperedges.
Definition 2 ((Abstract) Simplicial Complex). LetH be a hypergraph. If for any hyperedge
σ ∈ H and any nonempty subset τ ⊆ σ, we always have τ ∈ H, then H is called an (abstract)
simplicial complex. In this case, H is denoted as K, and the hyperedges are called simplices.
The graph Laplacian is a self-adjoint operator on graphs defined by the adjacency rela-
tions of the vertices (cf. [6, Section 1.2]). In 1847, the graph Laplacian was firstly investi-
gated by G. Kirchhoff [15] in the study of electrical networks. Since 1970’s, the spectrum of
the graph Laplacian has been extensively investigated (cf. [1, 2, 6, 7]).
The Laplacian of simplicial complexes is a generalization of the graph Laplacian to higher
dimensions. A simplicial complex K has an associated chain complex Cn(K), n ≥ 0, with
2010 Mathematics Subject Classification. Primary 55U10, 55U15; Secondary 05C10, 05C65.
Keywords and Phrases. weighted hypergraphs, weighted simplicial complexes, cohomology, Laplacian.
1
boundary maps ∂n : Cn(K) −→ Cn−1(K) such that ∂n∂n+1 = 0. We construct the Laplacian
of simplicial complexes as (cf. [10], [9, p. 4314], [13, p. 304])
Ln = ∂n+1∂
∗
n+1 + ∂
∗
n∂n. (1.1)
Here ∂∗n (respectively ∂
∗
n+1) is the dual operator of ∂n (respectively ∂n+1) with respect to
certain inner product on each C∗(K), ∗ ≥ 0. In 1944, a discrete version of the Hodge theorem
for Ln was proved by Eckmann [10] (cf. [9, Theorem 3.3], [13, Theorem 2.2]). In 2002, the
spectrum of the Laplacian Ln was investigated by A.M. Duval and V. Reiner [9].
Weighted simplicial complexes are simplicial complexes equipped with certain weight
functions on the simplices. In 1990, by twisting the boundary maps using the weights, R.J.
MacG. Dawson [8] studied the homology of weighted simplicial complexes. In 2013, by
twisting the boundary maps in the Laplacians (1.1) using the weights, and considering the
cohomology, D. Horak and J. Jost [12, 13] studied the weighted Laplacians of weighted sim-
plicial complexes. Recently, the weight functions on simplicial complexes were generalized
to inner products on cochain complexes by C. Wu, S. Ren, J. Wu and K. Xia [22]. The prop-
erties, classifications and applications of weighted (co)homology and weighted Laplacians of
weighted simplicial complexes were studied in [20, 21, 22].
On the other hand, in order to investigate the topology of hypergraphs, some homology
groups have been considered. In 1991, by adding all the missing faces of H, the associated
simplicial complex ∆H of H was defined by A.D. Parks and S.L. Lipscomb [18]. The
homology groups of ∆H were studied to investigate the topology of H. In 2016, homology
of simplicial complexes was generalized to the embedded homology of hypergraphs by S.
Bressan, J. Li, S. Ren and J. Wu [4]. The original idea of the embedded homology was given
by A. Grigor’yan, Y. Lin, Y. Muranov and S.T. Yau [11] in the study of paths of digraphs.
For a general hypergraph H, the embedded homology of H and the homology of ∆H are not
isomorphic. They reflect different aspects of the topology of H. Let F be the real numbers R
or the complex numbers C. The embedded homology of H with coefficients in F is denoted
by Hn(H;F), n ≥ 0.
In this paper, we generalize the weighted (co)homology and the weighted Laplacian stud-
ied in [8, 12, 13, 20, 21, 22] from weighted simplicial complexes to weighted hypergraphs
and prove a Hodge decomposition for weighted hypergraphs. A weighted hypergraph (H, φ)
is a hypergraph H equipped with a weight φ on the associated simplicial complex ∆H
(cf. Definition 3 in Subsection 4.1). We denote the weighted Laplacian of the weighted
simplicial complex (∆H, φ) as L∆H,φn . Then the kernel of L
∆H,φ
n is linearly isomorphic to
the weighted homology Hn(∆H, φ;F) (cf. [22]). We generalize the embedded homology
Hn(H;F) (cf. [4, Subsection 3.2]) to the weighted embedded homology Hn(H, φ;F). We
generalize the infimum chain complex Inf∗(H) and the supremum chain complex Sup∗(H)
(cf. [4, Proposition 3.3]) to the weighted infimum chain complex Infφ∗ (H) and the weighted
supremum chain complex Supφ∗ (H). We generalize the weighted Laplacian of weighted sim-
plicial complexes (cf. [13, Definition 2.1]) to the weighted infimum Laplacian L
Infφ
∗
(H),φ
n and
the weighted supremum Laplacian L
Supφ
∗
(H),φ
n . Then both the kernel of L
Infφ
∗
(H),φ
n and the
kernel of L
Supφ
∗
(H),φ
n are linearly isomorphic to Hn(H, φ;F) (cf. Theorem 4.12). The main
result of this paper is the next theorem.
Theorem 1.1 (Theorem 4.20). Let H be a hypergraph, φ a weight on H, and n ≥ 0. Let
s be the canonical inclusion from H to ∆H and s∗ be the induced homomorphism from
Hn(H, φ;F) to Hn(∆H, φ;F). Then represented by the kernel of the weighted supremum
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Laplacian Ker(LSup
φ
∗
(H),φ
n ), Hn(H, φ;F) is the orthogonal sum of Ker(L∆H,φn )∩ Inf
φ
n(H) and
Ker(s∗). And represented by the kernel of the weighted Laplacian Ker(L∆H,φn ), Hn(∆H, φ;F)
is the orthogonal sum of Ker(L∆H,φn ) ∩ Inf
φ
n(H) and Coker(s∗).
In Section 2, we study the Hodge isomorphisms for hypergraphs by using the embed-
ded homology. In Section 3, we study the Hodge decompositions for hypergraphs by using
the embedded homology as well as the homology of associated complexes. We prove Theo-
rem 1.1 (Theorem 4.20) for the particular case of hypergraphs (hypergraphs can be regarded
as weighted hypergraphs with trivial weight) in Theorem 3.15. In Section 4, we generalize
the Hodge isomorphisms in Section 2 and the Hodge decompositions in Section 3 from hyper-
graphs to weighted hypergraphs. We generalize Theorem 3.15 from hypergraphs to weighted
hypergraphs and obtain Thteorem 1.1 (Theorem 4.20). In Section 5, as a complement for
the Hodge decompositions, we study the nonzero eigenvalues of the weighted Laplacians for
weighted hypergraphs. In Section 6, we discuss some relations between hypergraphs and
paths on digraphs, which provide a potential motivation for this paper.
Besides the Laplacians on hypergraphs and the weighted Laplacians on weighted hyper-
graphs considered in this paper, there are other kinds of Laplacians for hypergraphs. For
example, in 1983, the graph Laplacian was generalized to certain Laplacians of hypergraphs
by F.R.K. Chung [5]. And in 2015, S. Hu and L. Qi [14] constructed certain Laplacians for
uniform hypergraphs. Moreover, in [16], some p-Laplacians were constructed for submodular
hypergraphs. Our Laplacians on hypergraphs have an advantage that it gives a natural con-
nection with the embedded homology of hypergraphs and it induces Hodge decomposition
theorems. The connections between the embedded homology of hypergraphs and other type
Laplacians need to be explored further.
Throughout this paper, we assume that hypergraphs (respectively, simplicial complexes)
have finitely many hyperedges (respectively, simplices).
2 Hodge Isomorphisms for Hypergraphs
In this section, we generalize the Hodge isomorphism from simplicial complexes to hyper-
graphs.
2.1 Proof of Theorem 2.1
In this subsection, we prove the first part of the Hodge isomorphism for hypergraphs in
Theorem 2.1.
Let H be a hypergraph. The associated complex ∆H of H is the smallest simplicial
complex thatH can be embedded in (cf. [18]). It consists of the simplices (cf. [4, Section 3.1],
[19, Section 2.1])
∆H = {η ⊆ τ | τ ∈ H}.
Let n be a nonnegative integer. Let F(∆H)n be the vector space over F with basis all the
n-simplices of ∆H. We have a chain complex
0
∂1←− F(∆H)1
∂2←− F(∆H)2
∂3←− · · ·
∂n←− F(∆H)n
∂n+1
←− F(∆H)n+1
∂n+2
←− · · ·
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We denote the chain complex as (F(∆H)∗, ∂∗). Let 〈 , 〉 be the canonical real or complex
inner product on F(∆H)n given by
〈
∑
i aiσi,
∑
j bjτj〉 =
∑
σi=τj
aib¯j.
Here σi, τj ∈ ∆H, dimσi = dim τj = n, and ai, bj ∈ F. The number b¯j is bj if F = R, and b¯j
is the complex conjugate of bj if F = C. The adjoint of ∂n is a linear map
∂∗n : F(∆H)n−1 −→ F(∆H)n
such that
〈∂nω, ω
′〉 = 〈ω, ∂∗nω
′〉 (2.1)
for any ω ∈ F(∆H)n and any ω
′ ∈ F(∆H)n−1. Equivalently, (2.1) can be written as
〈∂nσ, τ〉 = 〈σ, ∂
∗
nτ〉 (2.2)
for any σ, τ ∈ ∆H with dimσ = n and dim τ = n − 1. The matrix of ∂∗n is the conjugate
transpose of the matrix of ∂n, i.e.
[∂∗n] = [∂n]
T
,
under any orthonormal basis of F(∆H)n and any orthonormal basis of F(∆H)n−1.
By [10], [9, p. 4314] and [13, p. 304], we define the combinatorial Laplacian of (F(∆H)∗, ∂∗)
as
L∆Hn = ∂n+1∂
∗
n+1 + ∂
∗
n∂n.
We notice that for any ω ∈ F(H)n,
〈L∆Hn ω, ω〉 = 〈∂n+1∂
∗
n+1ω, ω〉+ 〈∂
∗
n∂nω, ω〉
= 〈∂∗n+1ω, ∂
∗
n+1ω〉+ 〈∂nω, ∂nω〉.
Hence L∆Hn ω = 0 if and only if ∂nω = ∂
∗
n+1ω = 0. Therefore,
KerL∆Hn = Ker∂n ∩Ker∂
∗
n+1. (2.3)
By (2.3) and the Hodge isomorphism of simplicial complexes (cf. [10]),
Hn(∆H) ∼= KerL
∆H
n
∼= Ker∂n ∩Ker∂
∗
n+1. (2.4)
Since Ker∂∗n+1 = (Im∂n+1)
⊥, (2.4) can be written in terms of ∂∗ as
Hn(∆H) ∼= Ker∂n ∩ (Im∂n+1)
⊥.
Let F(H)n be the vector space over F with basis all the n-hyperedges of H. By [4,
Section 2 and Section 3], the infimum chain complex and the supremum chain complex of
H are respectively
Infn(H) = F(H)n ∩ ∂
−1
n F(H)n−1,
Supn(H) = F(H)n + ∂n+1F(H)n+1.
By restricting ∂n to Infn(H) and Supn(H) respectively, we obtain the boundary maps
∂n |Inf∗(H): Infn(H) −→ Infn−1(H)
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of the chain complex Inf∗(H) and the boundary maps
∂n |Sup
∗
(H): Supn(H) −→ Supn−1(H)
of the chain complex Sup∗(H). We have a commutative diagram of real or complex Euclidean
spaces and linear maps
Infn+1(H)
∂n+1|Inf∗(H)

// F(H)n+1 // Supn+1(H) //
∂n+1|Sup∗(H)

F(∆H)n+1
∂n+1

Infn(H)
(∂n+1|Inf∗(H))
∗
SS
// F(H)n // Supn(H) //
(∂n+1|Sup∗(H))
∗
SS
F(∆H)n.
∂∗n+1
SS
Here the horizontal maps are the canonical inclusions.
We define the supremum Laplacian and the infimum Laplacian of H respectively as
LInf∗(H)n = (∂n+1 |Inf∗(H))(∂n+1 |Inf∗(H))
∗ + (∂n |Inf∗(H))
∗(∂n |Inf∗(H)),
LSup∗(H)n = (∂n+1 |Sup∗(H))(∂n+1 |Sup∗(H))
∗ + (∂n |Sup
∗
(H))
∗(∂n |Sup
∗
(H)).
Then similar to (2.3),
Ker(LInf∗(H)n ) = Ker(∂n |Inf∗(H)) ∩Ker(∂n+1 |Inf∗(H))
∗, (2.5)
Ker(LSup∗(H)n ) = Ker(∂n |Sup∗(H)) ∩Ker(∂n+1 |Sup∗(H))
∗. (2.6)
The next theorem proves that the kernels of the Laplacians are isomorphic to the embedded
homology of hypergraphs.
Theorem 2.1 (Hodge Isomorphism for Hypergraphs: Part I). Let H be a hypergraph. For
each n ≥ 0,
Hn(H;F) ∼= Ker(LInf∗(H)n ) ∼= Ker(L
Sup
∗
(H)
n ).
In other words,
Hn(H;F) ∼= Ker(∂n |Inf
∗
(H)) ∩Ker(∂n+1 |Inf
∗
(H))
∗
∼= Ker(∂n |Sup∗(H)) ∩Ker(∂n+1 |Sup∗(H))
∗.
Before proving Theorem 2.1, we give the following lemma.
Lemma 2.2 (Hodge Isomorphism of Chain Complexes). Let C∗ be a graded vector space
over F. Suppose for each n ≥ 0, there are maps dn+1 : Cn+1 −→ Cn such that dn+1dn = 0.
Let Ln = dn+1d∗n+1+ d
∗
ndn. Then the homology Hn({C∗, d∗}) of the chain complex {C∗, d∗}
is isomorphic to KerLn.
Proof. Lemma 2.2 is an analogue of [17, Theorem 4.16] for chain complexes. With minor
modifications, the proof of [17, Theorem 4.16] applies.
Now we prove Theorem 2.1.
Proof of Theorem 2.1. By Lemma 2.2, we have
Hn(Inf∗(H)) ∼= Ker(L
Inf∗(H)
n ),
Hn(Sup∗(H))
∼= Ker(LSup∗(H)n ).
By [4, Proposition 3.4], the embedded homology of H is given by
Hn(H;F) ∼= Hn(Inf∗(H)) ∼= Hn(Sup∗(H)).
The assertion follows.
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2.2 Proof of Theorem 2.6
In this subsection, we prove the second part of the Hodge isomorphism for hypergraphs in
Theorem 2.6.
For a (real or complex) Euclidean space V and a subspace W in V , let ⊥ (W,V ) be the
orthogonal complement of W in V . As graded vector spaces, we have
Infn(H) ⊆ F(H)n ⊆ Supn(H) ⊆ F(∆H)n.
Hence we have the orthogonal decompositions
F(H)n = Infn(H)⊕An,
Supn(H) = F(H)n ⊕Bn,
F(∆H)n = Supn(H)⊕ En.
Here An, Bn and Dn are subspaces of F(∆H)n given by
An = ⊥
(
F(H)n ∩ ∂
−1
n F(H)n−1,F(H)n
)
,
Bn = ⊥
(
F(H)n,F(H)n + ∂n+1F(H)n+1
)
,
En = ⊥
(
F(H)n+1 + ∂n+1F(H)n+1,F(∆H)n
)
.
If we consider the complement hypergraph Hc = ∆H \H (cf. [4, Subsection 3.1]), then
Bn ⊕ En = F(H
c)n.
Proposition 2.3. Let H be a hypergraph and n ≥ 0. Then
Ker(∂∗n |Inf∗(H)) ⊆ Ker(∂n |Inf∗(H))
∗ (2.7)
and
Ker(∂∗n |Sup∗(H)) ⊆ Ker(∂n |Sup∗(H))
∗. (2.8)
Moreover,
(a). If ∂n(An ⊕ Bn ⊕ En) ⊆ An−1 ⊕ Bn−1 ⊕ En−1, then ∂∗n |Infn−1(H)= (∂n |Inf∗(H))
∗, and
the equality in (2.7) holds;
(b). If ∂n(En) ⊆ En−1, then ∂∗n |Supn−1(H)= (∂n |Sup∗(H))
∗, and the equality in (2.8) holds.
Before proving Proposition 2.3, we prove the next lemma.
Lemma 2.4. Let W and W ′ be real or complex Euclidean spaces with inner products 〈 , 〉
and 〈 , 〉′ respectively. Let T : W −→ W ′ be a linear map. Let V and V ′ be subspaces of
W and W ′ respectively such that TV ⊆ V ′. Let ⊥ (V,W ) and ⊥ (V ′,W ′) be the orthogonal
complements of V in W and of V ′ in W ′ respectively. Then the diagram commutes
V ′
T∗|V ′//
(T |V )
∗
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑ W = V⊕ ⊥ (V,W )
orthogonal proj.

V.
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Here (−)∗ denotes the adjoint of a linear map. In particular,
Ker(T ∗ |V ′) ⊆ Ker(T |V )∗. (2.9)
Moreover, if T
(
⊥ (V,W )
)
⊆⊥ (V ′,W ′), then T ∗ |V ′= (T |V )∗ and the equality in (2.9)
holds.
Proof. Let e1, . . . , ek be an orthonormal basis of V . We extend it to be an orthonormal basis
e1, . . . , ek, ek+1, . . . , en of W . Let e
′
1, . . . , e
′
t be an orthonormal basis of V
′. We extend it to
be an orthonormal basis e′1, . . . , e
′
t, e
′
t+1, . . . , e
′
m of W
′. Let 1 ≤ j ≤ t. Then
(T ∗ |V ′)e
′
j =
n∑
i=1
〈ei, (T
∗ |V ′)e
′
j〉ei
=
n∑
i=1
〈ei, T
∗e′j〉ei
=
n∑
i=1
〈Tei, e
′
j〉ei. (2.10)
And
(T |V )
∗e′j =
k∑
i=1
〈ei, (T |V )
∗e′j〉ei
=
k∑
i=1
〈(T |V )ei, e
′
j〉ei
=
k∑
i=1
〈Tei, e
′
j〉ei. (2.11)
The commutative diagram follows from (2.10) and (2.11). For any v′ ∈ V ′, if (T ∗ |V ′)v
′ = 0,
then by the commutative diagram, (T |V )
∗v′ = 0. Hence (2.9) follows.
Suppose T (⊥ (V,W )) ⊆⊥ (V ′,W ′). Then for any v′ ∈ V ′ and any v⊥ ∈⊥ (V,W ),
〈(T ∗ |V ′)v
′, v⊥〉 = 〈v′, T (v⊥)〉 = 0.
Hence (T ∗ |V ′)v
′ ∈ V . By (2.10) and (2.11), we have (T ∗ |V ′)v
′ = (T |V )
∗v′. Hence
T ∗ |V ′= (T |V )
∗. Therefore, the equality in (2.9) holds.
Now we prove Proposition 2.3.
Proof of Proposition 2.3. In Lemma 2.4, let W be F(∆H)n and W ′ be F(∆H)n−1. Let T
be ∂n.
(a). Let V be Infn(H) and V
′ be Infn−1(H) in Lemma 2.4. Since
⊥
(
Infn(H),F(∆H)n
)
= An ⊕Bn ⊕ En,
⊥
(
Infn−1(H),F(∆H)n−1
)
= An−1 ⊕Bn−1 ⊕ En−1,
we have (2.7). Moreover, if ∂n(An ⊕Bn ⊕En) ⊆ An−1 ⊕Bn−1 ⊕En−1, then ∂
∗
n |Infn−1(H)=
(∂n |Infn(H))
∗, and the equality in (2.7) holds.
(b). Let V be Supn(H) and V
′ be Supn−1(H) in Lemma 2.4. Since
⊥
(
Supn(H),F(∆H)n
)
= En,
⊥
(
Supn−1(H),F(∆H)n−1
)
= En−1,
we have (2.8). Moreover, if ∂n(En) ⊆ En−1, then ∂
∗
n |Supn−1(H)= (∂n |Supn(H))
∗, and the
equality in (2.8) holds .
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The next corollary follows from Proposition 2.3 directly.
Corollary 2.5. Let H be a hypergraph and n ≥ 0.
(a). If ∂i(Ai ⊕Bi ⊕ Ei) ⊆ Ai−1 ⊕Bi−1 ⊕ Ei−1 for i = n+ 1 and n, then
L∆Hn |Infn(H)= L
Inf∗(H)
n ;
(b). If ∂i(Ei) ⊆ Ei−1 for i = n+ 1 and n, then
L∆Hn |Supn(H)= L
Sup
∗
(H)
n .
The next theorem characterizes further properties about the kernels of the Laplacians
using the embedded homology of hypergraphs. The proof follows by using Theorem 2.1 and
Proposition 2.3.
Theorem 2.6 (Hodge Isomorphism for Hypergraphs: Part II). Let H be a hypergraph and
n ≥ 0. Then both KerL∆Hn ∩ Infn(H) and KerL
∆H
n ∩ Supn(H) are subspaces of Hn(H;F).
Moreover, if ∂n(An ⊕Bn ⊕ En) ⊆ An−1 ⊕Bn−1 ⊕ En−1, then
KerL∆Hn ∩ Infn(H) ∼= Hn(H;F).
And if ∂n(En) ⊆ En−1, then
KerL∆Hn ∩ Supn(H) ∼= Hn(H;F).
Proof. By (2.3),
KerL∆Hn ∩ Infn(H) = Ker∂n ∩Ker∂
∗
n+1 ∩ Infn(H)
=
(
Ker∂n ∩ Infn(H)
)
∩
(
Ker∂∗n+1 ∩ Infn(H)
)
= Ker(∂n |Inf∗(H)) ∩Ker(∂
∗
n+1 |Inf∗(H)) (2.12)
and
KerL∆Hn ∩ Supn(H) = Ker(∂n |Sup∗(H)) ∩Ker(∂
∗
n+1 |Sup∗(H)). (2.13)
By Proposition 2.3 and (2.12),
KerL∆Hn ∩ Infn(H) ⊆ Ker(∂n |Inf∗(H)) ∩Ker(∂n |Inf∗(H))
∗. (2.14)
The equality in (2.14) holds if ∂n(An ⊕Bn ⊕En) ⊆ An−1 ⊕Bn−1 ⊕En−1. By Theorem 2.1
and (2.14), KerL∆Hn ∩ Infn(H) is a subspace of Hn(H;F). And if ∂n(An ⊕ Bn ⊕ En) ⊆
An−1 ⊕Bn−1 ⊕ En−1, then KerL
∆H
n ∩ Infn(H) is isomorphic to Hn(H;F).
By Proposition 2.3 and (2.13),
KerL∆Hn ∩ Supn(H) ⊆ Ker(∂n |Sup∗(H)) ∩Ker(∂n |Sup∗(H))
∗. (2.15)
The equality in (2.15) holds if ∂n(En) ⊆ En−1. By Theorem 2.1 and (2.15), KerL
∆H
n ∩
Supn(H) is a subspace of Hn(H;F). And if ∂n(En) ⊆ En−1, then KerL
∆H
n ∩ Supn(H) is
isomorphic to Hn(H;F).
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3 Hodge Decompositions for Hypergraphs
In this section, we prove some Hodge decompositions for hypergraphs in Theorem 3.15.
3.1 Orthogonal Decompositions for Homologies of Hypergraphs
In this subsection, we prove some orthogonal decompositions for the embedded homology of
hypergraphs and the homology of associated simplicial complexes, in Theorem 3.4.
Let n ≥ 0. By Lemma 2.4,
Ker(∂n+1 |Sup∗(H))
∗ ∩ Infn(H) ⊆ Ker(∂n+1 |Inf∗(H))
∗. (3.1)
By Theorem 2.1 and (3.1),
Ker(LInf∗(H)n ) = Ker∂n ∩Ker(∂n+1 |Inf∗(H))
∗
⊇ Ker∂n ∩Ker(∂n+1 |Sup∗(H))
∗ ∩ Infn(H)
= Ker(LSup∗(H)n ) ∩ Infn(H). (3.2)
By Theorem 2.1, Theorem 2.6 and (3.2), we have a diagram of vector spaces and linear maps
Hn(H;F)
∼= //
∼=

Ker(L
Sup
∗
(H)
n ) Ker(L∆Hn )
Ker(L
Inf∗(H)
n ) Ker(L
Sup∗(H)
n ) ∩ Infn(H)
i2oo
i3
OO
Ker(L∆Hn ) ∩ Supn(H)
i6
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
i7
OO
Ker(L∆Hn ) ∩ Infn(H)
i1
OO
i4 // Ker(L∆Hn ) ∩ F(H)n.
i5
88qqqqqqqqqqqqqqqqqqqqqqq
(3.3)
Here i1 and i6 are the inclusions given by Theorem 2.6, i3, i4, i5 and i7 are the canonical
inclusions, and i2 is the inclusion given by (3.2). The next proposition follows from the
above diagram (3.3).
Proposition 3.1. Let H be a hypergraph and n ≥ 0. Then we have
(a). the orthogonal decomposition of the embedded homology into four summands
Hn(H;F) ∼=
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕
(
Ker(L∆Hn )∩ ⊥ (Infn(H),F(H)n)
)
⊕
(
Ker(L∆Hn )∩ ⊥ (F(H)n, Supn(H))
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup
∗
(H)
n )
)
;
(b). the orthogonal decomposition of the homology of ∆H into four summands
Hn(∆H;F) ∼=
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕
(
Ker(L∆Hn )∩ ⊥ (Infn(H),F(H)n)
)
⊕
(
Ker(L∆Hn )∩ ⊥ (F(H)n, Supn(H))
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
∆H
n )
)
.
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Proof. (a). By the map i4,
Ker(L∆Hn ) ∩ F(H)n =
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕
(
Ker(L∆Hn )∩ ⊥ (Infn(H),F(H)n)
)
. (3.4)
By the map i5,
Ker(L∆Hn ) ∩ Sup∗(H) =
(
Ker(L∆Hn ) ∩ F(H)n
)
⊕
(
Ker(L∆Hn )∩ ⊥ (F(H)n, Supn(H))
)
. (3.5)
By the map i6,
Ker(LSup∗(H)n ) =
(
Ker(L∆Hn ) ∩ Sup∗(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup∗(H)
n )
)
. (3.6)
Since Hn(H;F) = Hn(Sup∗(H))
∼= Ker(L
Sup
∗
(H)
n ), the decomposition follows from (3.4),
(3.5) and (3.6).
(b). Following from the maps i4, i5 and i7, the proof of (b) is similar with the proof of
(a).
We study the summands of the orthogonal decompositions in Proposition 3.1.
(I). Let α ∈ F(∆H)n. Then
α ∈ Ker(L∆Hn ) ∩ Infn(H)
if and only if all the following four conditions are satisfied:
(i)’. α ∈ Ker∂n,
(ii)’. α ∈ Ker(∂∗n+1),
(iii)’. α ∈ F(H)n,
(iv)’. α ∈ ∂−1n F(H)n−1.
Hence the space
Ker(L∆Hn ) ∩ Infn(H) (3.7)
is the collection of all α ∈ F(H)n such that both of the following two conditions are
satisfied:
(i). ∂nα = 0,
(ii). for any β ∈ F(∆H)n+1, 〈∂n+1β, α〉 = 0.
(II). Let α ∈ F(∆H)n. Then
α ∈ Ker(L∆Hn )∩ ⊥
(
Infn(H),F(H)n
)
if and only if all the following four conditions are satisfied:
(i)’. α ∈ Ker∂n,
(ii)’. α ∈ Ker(∂∗n+1),
(iii)’. α ∈ F(H)n,
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(iv)’. for any γ ∈ InfnH, 〈γ, α〉 = 0.
Hence the space
Ker(L∆Hn )∩ ⊥
(
Infn(H),F(H)n
)
(3.8)
is the collection of all α ∈ F(H)n such that all of the following three conditions are
satisfied:
(i). ∂nα = 0,
(ii). for any β ∈ F(∆H)n+1, 〈∂n+1β, α〉 = 0,
(iii). for any γ ∈ F(H)n, if ∂nγ ∈ F(H)n−1, then 〈γ, α〉 = 0.
(III). Let α ∈ F(∆H)n. Then
α ∈ Ker(L∆Hn )∩ ⊥
(
F(H)n, Supn(H)
)
if and only if all the following four conditions are satisfied:
(i)’. α ∈ Ker∂n,
(ii)’. α ∈ Ker(∂∗n+1),
(iii)’. α = θn + ∂n+1θn+1 for some θn ∈ F(H)n and θn+1 ∈ F(H)n+1,
(iv)’. for any γ ∈ F(H)n, 〈γ, α〉 = 0.
Hence the space
Ker(L∆Hn )∩ ⊥
(
F(H)n, Supn(H)
)
(3.9)
is the collection of all θn + ∂n+1θn+1, where θn ∈ F(H)n and θn+1 ∈ F(H)n+1, such
that all of the following three conditions are satisfied:
(i). ∂nθn = 0,
(ii). for any β ∈ F(∆H)n+1, 〈∂n+1β, θn + ∂n+1θn+1〉 = 0,
(iii). for any γ ∈ F(H)n, 〈γ, θn + ∂n+1θn+1〉 = 0.
(IV). Let α ∈ F(∆H)n. Then
α ∈⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup
∗
(H)
n )
)
if and only if all the following three conditions are satisfied:
(i)’. α ∈ Ker∂n ∩ Supn(H),
(ii)’. α ∈ Ker(∂n+1 |Sup
∗
(H))
∗,
(iii)’. for any α′ satisfying (i) and (ii), if α′ ∈ Ker(∂∗n), then 〈α
′, α〉 = 0.
Hence the space
⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup∗(H)
n )
)
(3.10)
is the collection of all θn + ∂n+1θn+1, where θn ∈ F(H)n and θn+1 ∈ F(H)n+1, such
that all of the following three conditions are satisfied:
(i). ∂nθn = 0,
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(ii). for any γ ∈ F(H)n, 〈∂nγ, θn + ∂n+1θn+1〉 = 0,
(iii). for any θ′n ∈ F(H)n and θ
′
n+1 ∈ F(H)n+1 satisfying (i) and (ii), if for any β ∈
F(∆H)n+1, 〈∂n+1β, θ
′
n+∂n+1θ
′
n+1〉 = 0, then 〈θ
′
n+∂n+1θ
′
n+1, θn+∂n+1θn+1〉 =
0.
(V). Let α ∈ F(∆H)n. Then
α ∈⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
∆H
n )
)
if and only if all the following three conditions are satisfied:
(i)’. α ∈ Ker∂n,
(ii)’. α ∈ Ker(∂∗n+1),
(iii)’. for any α′ satisfying (i) and (ii), if α′ ∈ Supn(H), then 〈α
′, α〉 = 0.
Hence the space
⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
∆H
n )
)
(3.11)
is the collection of all α ∈ F(∆H)n such that all of the following three conditions
are satisfied:
(i). ∂nα = 0,
(ii). for any β ∈ F(∆H)n+1, 〈∂n+1β, α〉 = 0,
(iii). for any for any α′ satisfying (i) and (ii), if α′ = θn + ∂n+1θn+1 for some
θn ∈ F(H)n and θ
′
n+1 ∈ F(H)n+1, then 〈α
′, α〉 = 0.
It follows from (I)-(i), (I)-(ii), (II)-(i), (II)-(ii) and (II)-(iii) that (3.8) is a subspace of
(3.7). Since the two spaces are orthogonal, the space (3.8) is zero. The next proposition
follows.
Proposition 3.2. In the diagram (3.3), the map i4 is an isomorphism.
By (III)-(iii), we have the following commutative diagram
F(H)n+1
p◦∂n+1
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
∂n+1
// Supn(H)
orthogonal proj.p

F(H)n
and
θn = −p ◦ ∂n+1(θn+1). (3.12)
Let β = θn+1 in (III)-(ii). With the help of (3.12), we have
〈∂n+1θn+1, ∂n+1θn+1〉 = 〈∂n+1θn+1, p(∂n+1θn+1)〉.
Therefore, p is the identity map on ∂n+1θn+1, and ∂n+1θn+1 ∈ F(H)n. Consequently,
θn + ∂n+1θn+1 = 0.
Hence the space (3.9) is zero. The next proposition follows.
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Proposition 3.3. In the diagram (3.3), the map i5 is an isomorphism.
The next theorem follows from Proposition 3.1, Proposition 3.2 and Proposition 3.3.
Theorem 3.4. Let H be a hypergraph and n ≥ 0. Then we have
(a). the orthogonal decomposition of the embedded homology into two summands
Hn(H;F) ∼=
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup∗(H)
n )
)
;
(b). the orthogonal decomposition of the homology of ∆H into two summands
Hn(∆H;F) ∼=
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
∆H
n )
)
.
Remark 1: In particular, suppose H is a simplicial complex. Then the maps i6 and
i7 are both isomorphisms. Hence the decompositions in Theorem 3.4 are trivial for
simplicial complexes.
Remark 2: By the map i1 in the diagram (3.3), we obtain a decomposition
Hn(H;F) ∼=
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Infn(H),Ker(L
Inf∗(H)
n )
)
,
which is equivalent to Theorem 3.4 (a).
Remark 3: The summands of the decompositions in Theorem 3.4 are characterized
by (I), (IV) and (V).
By the Hodge decomposition of simplicial complexes (cf. [9, 10, 13]), we have an orthog-
onal decomposition
F(∆H)n = Ker(L
∆H
n )⊕ ∂n+1(F(∆H)n+1)⊕ ∂
∗
n(F(∆H)n−1)
∼= Hn(∆H;F)⊕ ∂n+1(F(∆H)n+1)⊕ ∂
∗
n(F(∆H)n−1). (3.13)
In general, we have the Hodge decomposition of chain complexes.
Lemma 3.5 (Hodge Decomposition of Chain Complexes). Let C∗ be a graded Euclidean
space over F with maps dn+1 : Cn+1 −→ Cn such that dn+1dn = 0 for each n ≥ 0. Let
Ln = dn+1d
∗
n+1 + d
∗
ndn. Then we have the orthogonal decomposition
Cn = Ker(Ln)⊕ dn+1Cn+1 ⊕ d∗nCn−1. (3.14)
Proof. Lemma 3.5 is an analogue of [17, Theorem 4.18] for chain complexes. With minor
modifications, the proof of [17, Theorem 4.18] applies.
The next corollary follows from Theorem 3.4 (b) and (3.13).
Corollary 3.6. Let H be a hypergraph and n ≥ 0. Then we have the orthogonal decompo-
sition of the vector space spanned by the n-simplices of ∆H into four summands
F(∆H)n =
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
∆H
n )
)
⊕∂n+1
(
F(∆H)n+1
)
⊕ ∂∗n
(
F(∆H)n−1
)
.
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The next corollary follows from Theorem 3.4 (a) and Lemma 3.5.
Corollary 3.7. Let H be a hypergraph and n ≥ 0. Then we have the orthogonal decompo-
sition of the n-dimensional space of the supremum chain complex into four summands
Supn(H) =
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ ⊥
(
Ker(L∆Hn ) ∩ Supn(H),Ker(L
Sup∗(H)
n )
)
⊕∂n+1Supn+1(H)⊕ (∂n |Sup∗(H))
∗Supn−1(H).
3.2 Some Examples
In this subsection, we give some examples of hypergraphs such that the decompositions in
Theorem 3.4 are non-trivial.
The next example shows that the decomposition of Theorem 3.4 (a) is non-trivial.
Example 3.8. Let n ≥ 3. Let ∆[n] be the simplicial complex consisting of the standard
n-simplex σn (with n+ 1 vertices) together with all its faces. We consider the hypergraphs
H1 = Sk1(∆[n]),
H2 = {σn} ⊔ Sk1(∆[n])
and
H = H1 ⊔H2.
Here Sk1 denotes the 1-skeleton and ⊔ denotes the disjoint union. Then
H1(H
1;F) = H1(H
2;F)
= H1(Sk
1(∆[n]);F)
= F⊕(
n
2).
Hence
Ker(LSup∗(H)n ) ∼= H1(H;F)
= H1(H
1;F)⊕H1(H
2;F) = F⊕2(
n
2).
On the other hand, ∆H1 = ∆[n], ∆H2 = Sk1(∆[n]) and ∆H = ∆H1 ⊔∆H2. Hence
Ker(L∆H1 ) ∼= H1(∆H;F) = F
⊕(n2).
Moreover,
Inf1(H) = Sup1(H)
= F(H1)1 ⊕ F(H
2)1
=
(
F
(
Sk1(∆[n])
)
1
)⊕2
.
Thus the two summands of the decomposition of H1(H;F) in Theorem 3.4 (a) are
Ker(L∆H1 ) ∩ Inf1(H) = F
⊕(n2),
⊥
(
Ker(L∆H1 ) ∩ Sup1(H),Ker(L
Sup
∗
(H)
1 )
)
= F⊕(
n
2).
The decomposition of Theorem 3.4 (a) is F⊕2(
n
2) = F⊕(
n
2) ⊕ F⊕(
n
2).
14
v0 v1 v2
v3 v4
v5
H1:
u0 u1 u2
u3 u4
u5
∆H1:
Figure 1: Example 3.9.
The next example shows that the decomposition of Theorem 3.4 (b) is non-trivial.
Example 3.9. We consider the hypergraphs
H1 =
{
{v0, v1, v3}, {v1, v2, v4}, {v3, v4, v5}
}
and H = H1 ⊔∆H1. Then H is the hypergraph drawn in Figure 1. Since Inf1(H
1) = 0 and
Inf1(∆H
1) = F(∆H1)1, we have
Ker(L∆H1 ) ∩ Inf1(H) =
(
Ker(L∆H
1
1 ) ∩ Inf1(H
1)
)
⊕
(
Ker(L∆H
1
1 ) ∩ Inf1(∆H
1)
)
= F.
On the other hand,
Ker(L∆H1 ) ∼= H1(∆H;F) = F
⊕2.
Hence the decomposition of Theorem 3.4 (b) is F⊕2 = F⊕ F.
3.3 Isomorphisms of The Embedded Homology
In this subsection, we prove that the maps i2 and i3 in the diagram (3.3) are isomorphisms.
Consider the canonical inclusion ι : Inf∗(H) −→ Sup∗(H). Then ι is a chain map. For
each n ≥ 0, ι induces an isomorphism ι∗ : Hn(Inf∗(H)) −→ Hn(Sup∗(H)). Hence we have a
commutative diagram
Ker∂n ∩ Infn(H)
ι //
q1

Ker∂n ∩ Supn(H)
q2
(
Ker∂n ∩ Infn(H)
)/
∂n+1Infn+1(H)
(
Ker∂n ∩ Supn(H)
)/
∂n+1Supn+1(H)
Hn(Inf∗(H))
ι∗
∼=
// Hn(Sup∗(H)).
(3.15)
Here q1 and q2 are the canonical quotient maps.
Proposition 3.10. Let H be a hypergraph and n ≥ 0. Then
Ker∂n ∩ Supn(H) = Ker∂n ∩ Infn(H) + ∂n+1F(H)n+1. (3.16)
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Moreover,
Ker∂n∩ ⊥
(
Infn(H), Supn(H)
)
=⊥
(
∂n+1F(H)n+1 ∩ F(H)n, ∂n+1F(H)n+1
)
. (3.17)
Proof. Let x ∈ Ker∂n∩Supn(H). Since ι∗ is an isomorphism, there exists y ∈ Ker∂n∩Infn(H)
such that ι∗q1y = q2x. That is,
ι∗(y + ∂n+1(Infn+1(H)) = x+ ∂n+1(Supn+1(H)). (3.18)
Since ι is the canonical inclusion, it follows from (3.18) that
x− y ∈ ∂n+1(Supn+1(H)).
Hence x = y + ∂n+1z for some z ∈ Supn+1(H). Therefore,
Ker∂n ∩ Supn(H) ⊆ Ker∂n ∩ Infn(H) + ∂n+1Supn+1(H). (3.19)
On the other hand, since
Ker∂n ∩ Infn(H) ⊆ Ker∂n ∩ Supn(H)
and
∂n+1Supn+1(H) ⊆ Ker∂n ∩ Supn(H),
we have
Ker∂n ∩ Supn(H) ⊇ Ker∂n ∩ Infn(H) + ∂n+1Supn+1(H). (3.20)
By (3.19) and (3.20),
Ker∂n ∩ Supn(H) = Ker∂n ∩ Infn(H) + ∂n+1Supn+1(H). (3.21)
Moreover,
∂n+1Supn+1(H) = ∂n+1
(
F(H)n+1 + ∂n+2F(H)n+2
)
= ∂n+1F(H)n+1. (3.22)
By (3.21) and (3.22), we obtain (3.16). Furthermore, since
∂n+1F(H)n+1 ⊆ Ker∂n ⊆ ∂
−1
n F(H)n−1,
we have
(
Ker∂n ∩ Infn(H)
)
∩ ∂n+1F(H)n+1 = ∂n+1F(H)n+1 ∩ F(H)n. (3.23)
Therefore, by (3.16) and (3.23), we have the orthogonal decomposition
Ker∂n ∩ Supn(H) =
(
Ker∂n ∩ Infn(H)
)
⊕ ⊥
(
∂n+1F(H)n+1 ∩ F(H)n, ∂n+1F(H)n+1
)
. (3.24)
By (3.24), we obtain (3.17).
The next theorem proves that the maps i2 and i3 in the diagram (3.3) are isomorphisms.
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Theorem 3.11. Let H be a hypergraph and n ≥ 0. Then in the diagram (3.3), the map
i3 is an isomorphism Ker(L
Sup
∗
(H)
n ) ∩ Infn(H)
∼=
−→ Ker(LSup∗(H)n ). And the map i2 is an
isomorphism Ker(LSup∗(H)n ) ∩ Infn(H)
∼=
−→ Ker(LInf∗(H)n ).
Proof. Firstly, we study the map i3. By Theorem 2.1 and (3.16),
Ker(LSup∗(H)n ) = Ker∂n ∩ Supn(H) ∩Ker(∂n+1 |Sup∗(H))
∗
= Ker∂n ∩ Infn(H) ∩Ker(∂n+1 |Sup∗(H))
∗
+∂n+1F(H)n+1 ∩Ker(∂n+1 |Sup
∗
(H))
∗, (3.25)
Ker(LSup∗(H)n ) ∩ Infn(H) = Ker∂n ∩ Infn(H) ∩Ker(∂n+1 |Sup∗(H))
∗. (3.26)
Since
Ker(∂n+1 |Sup
∗
(H))
∗ = ⊥
(
Im(∂n+1 |Sup
∗
(H)), Supn(H)
)
= ⊥
(
∂n+1F(H)n+1,F(H)n + ∂n+1F(H)n+1
)
, (3.27)
we have
∂n+1F(H)n+1 ∩Ker(∂n+1 |Sup
∗
(H))
∗ = 0. (3.28)
Hence by (3.25), (3.26) and (3.28), i3 is an isomorphism.
Secondly, we study the map i2. By (3.25), (3.26) and (3.27),
Ker(LSup∗(H)n ) = ⊥
(
∂n+1Supn+1(H), Supn(H)
)
∩Ker∂n, (3.29)
Ker(LSup∗(H)n ) ∩ Infn(H) = ⊥
(
∂n+1Supn+1(H), Supn(H)
)
∩Ker∂n
∩Infn(H). (3.30)
By a similar calculation with (3.27),
Ker(∂n+1 |Infn+1(H))
∗ =⊥
(
∂n+1Infn+1(H), Infn(H)
)
.
Hence by Theorem 2.1,
Ker(LInf∗(H)n ) =⊥
(
∂n+1Infn+1(H), Infn(H)
)
∩Ker∂n. (3.31)
We notice that the righthand side of (3.29) is canonically isomorphic to
(
Ker∂n ∩ Supn(H)
)/
∂n+1Supn+1(H),
and the righthand side of (3.31) is canonically isomorphic to
(
Ker∂n ∩ Infn(H)
)/
∂n+1Infn+1(H).
Moreover, the righthand side of (3.30) is canonically isomorphic to
ι∗
((
Ker∂n ∩ Infn(H)
)/
∂n+1Infn+1(H)
)
.
By the commutative diagram (3.15), we see that i2 in the diagram (3.3) is an isomorphism.
The next corollary follows from Theorem 3.11.
Corollary 3.12. The diagram (3.3) commutes.
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Proof. By Theorem 3.11, we see that the square
Hn(H;F)
∼= //
∼=

Ker(L
Sup∗(H)
n )
Ker(L
Inf∗(H)
n ) Ker(L
Sup
∗
(H)
n ) ∩ Infn(H)
i2oo
i3
OO
commutes. With the help of Proposition 3.2 and Proposition 3.3, the diagram (3.3) com-
mutes.
3.4 Functoriality and The Hodge Decompositions for Hypergraphs
In this subsection, we study the functoriality of the decompositions in Theorem 3.4. We
obtain the Hodge decomposition for hypergraphs in Theorem 3.15.
Let H and H′ be two hypergraphs and let ρ : H −→ H′ be a morphism. Then ρ is a map
from the vertex-set of H to the vertex-set of H′ such that for any hyperedge {v0, . . . , vn} of
H, {ρ(v0), . . . , ρ(vn)} is a hyperedge of H
′. We have an induced simplicial map
∆ρ : ∆H −→ ∆H′
sending a simplex {v0, . . . , vk} of ∆H to a simplex {ρ(v0), . . . , ρ(vk)} of ∆H. We have an
induced homomorphism of homology groups
(∆ρ)∗ : H∗(∆H;F) −→ H∗(∆H
′;F).
Let ∆ρ be the map sending {v0, . . . , vk} to {ρ(v0), . . . , ρ(vk)} if ρ(v0), . . ., ρ(vk) are distinct,
and sending {v0, . . . , vk} to 0 otherwise. By extending ∆ρ linearly over F, we have a chain
map
F(∆ρ) : F(∆H)∗ −→ F(∆H
′)∗.
And we have restricted chain maps
F(∆ρ) |Inf∗(H): Inf∗(H) −→ Inf∗(H
′), (3.32)
F(∆ρ) |Sup∗(H): Sup∗(H) −→ Sup∗(H
′). (3.33)
By (3.32) and (3.33), we have a commutative diagram of induced homomorphisms of the
homology groups
H∗(Inf∗(H))
(F(∆ρ)|Inf∗(H))∗ //
ι∗ ∼=

H∗(Inf∗(H
′))
∼=ι
′
∗

H∗(Sup∗(H))
(F(∆ρ)|Sup∗(H))∗ // H∗(Sup∗(H
′)).
For simplicity, we denote the homomorphism between the embedded homology groups as
ρ∗ : H∗(H;F) −→ H∗(H
′;F).
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Moreover, by restricting F(∆ρ) to F(H)∗, we obtain a graded linear map
F(∆ρ) |F(H)∗ : F(H)∗ −→ F(H
′)∗.
By applying the maps ρ∗, ∆ρ, (∆ρ)∗ and the restrictions of F(∆ρ) on F(H)∗, Inf∗(H) and
Sup∗(H), we have the next theorem.
Theorem 3.13. The decompositions in Theorem 3.4, Corollary 3.6 and Corollary 3.7 are
functorial.
Suppose H ⊆ H′ and ρ is the canonical inclusion of H into H′. Let ∂′∗ be the boundary
maps of ∆H′. Then for n ≥ 0,
Ker(LInf∗(H)n ) = Ker∂
′
n ∩ Infn(H)∩ ⊥
(
∂′n+1Infn+1(H), Infn(H)
)
. (3.34)
Moreover, the homomorphism ρ∗ sends a chain ω in (3.34) to itself if ω ∈ Ker(L
Inf∗(H
′)
n ),
and sends ω to zero otherwise.
As a particular case, we let H′ be ∆H and let s : H −→ ∆H be the canonical inclusion.
Let n ≥ 0. Then s induces a graded linear map
s# : F(H)∗ −→ F(∆H)∗
and chain maps
sInf# : Inf∗(H) −→ F(∆H),
sSup# : Sup∗(H) −→ F(∆H).
The maps s#, s
Inf
# and s
Sup
# are the canonical inclusions of vector spaces. With the help of
Theorem 2.6, the induced homomorphism of the embedded homology satisfies the following
commutative diagram
Hn(H;F)
∼=

s∗ // Hn(∆H;F)
∼=

Ker(L
Inf∗(H)
n )
sInf
∗ //❴❴❴❴❴❴❴❴ Ker(L∆Hn )
Ker(L∆Hn ) ∩ Infn(H).
f
OO
g
gg◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
(3.35)
Here f and g are the canonical inclusions. Moreover, we have the following commutative
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diagram
Ker(L
Sup
∗
(H)
n )
sSup
∗
88
✱
✳
✴
✶
✸
✺
✼
✿
❂
❆
❍
❖
❚ ❨ ❫ ❜ ❞ ❢
❤ ❥
❦ ♠
♥
♣
//
∼=

Supn(H)
s
Sup
#
// F(∆H)n
F(H)n
OO
s#
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Ker(L
Inf∗(H)
n )
sInf
∗
AA❁
❃
❅
❈
❊
❍
❏
▲
◗
❱ ❩ ❴ ❞ ❤
♠
r
t
✇
②
④
⑦
 
✂
//
∼=

Infn(H)
OO sInf#
99ssssssssssssssssssssssssss
Ker(L∆Hn )
OO
∼=

Hn(H;F)
s∗ // Hn(∆H;F).
(3.36)
All the unlabeled arrows in the diagram (3.36) are canonical inclusions. And sInf∗ and s
Sup
∗
are the corresponding maps of s∗ on the kernels of Laplacians.
Restricting s∗ to the two summands of the decomposition of Hn(H;F) given in Theo-
rem 3.4 (a), the next theorem follows.
Theorem 3.14. Let H be a hypergraph and n ≥ 0. Then
(a). the restriction of s∗ to (3.7), denoted as s1∗, is injective;
(b). the restriction of s∗ to (3.10), denoted as s2∗, is zero.
Proof. (a). It follows from the commutative diagram (3.35) that s1∗ = s∗ ◦ g is injective.
(b). Let ω ∈ Ker(L
Sup
∗
(H)
n ). By the top row of the commutative diagram (3.36),
sSup# (ω) ∈ s#
(
Supn(H)
)
= Supn(H).
Hence
sSup∗ (ω) = s
Sup
# (ω) ∈ Ker(L
∆H
n ) ∩ Supn(H).
In particular, when ω be a chain in (3.10), sSup∗ (ω) = 0. Therefore, s
2
∗ is the zero map.
Alternatively, by Remark 2, we see that as subspaces of F(∆H)n, (3.10) equals to the
space
⊥
(
Ker(L∆Hn ) ∩ Infn(H),Ker(L
Inf∗(H)
n )
)
. (3.37)
Let ω be a chain in (3.37). Then ω ∈ Ker(L
Inf∗(H)
n ) and ω ⊥ Ker(L∆Hn ) ∩ Infn(H). By the
maps sInf# and s
Inf
∗ in the diagram (3.36), s
Inf
∗ sends ω to zero. We also obtain that s
2
∗ is the
zero map.
Summarizing Theorem 3.4 and Theorem 3.14, we have the Hodge decompositions for
hypergraphs.
Theorem 3.15 (Main Result I: Hodge Decompositions for Hypergraphs). Let H be a hy-
pergraph and n ≥ 0. Let s be the canonical inclusion from H to ∆H and s∗ be the in-
duced homomorphism from Hn(H;F) to Hn(∆H;F). Then represented by the kernel of the
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supremum Laplacian Ker(LSup∗(H)n ), Hn(H;F) is the orthogonal sum of (3.7) and Ker(s∗).
And represented by the kernel of the Laplacian Ker(L∆Hn ) of the simplicial complex ∆H,
Hn(∆H;F) is the orthogonal sum of (3.7) and Coker(s∗). Moreover, Ker(s∗) is given by
(3.10) and (IV)-(i), (IV)-(ii), (IV)-(iii); and Coker(s∗) is given by (3.11) and (V)-(i),
(V)-(ii), (V)-(iii).
The next corollary follows from Corollary 3.6, Corollary 3.7 and Theorem 3.15.
Corollary 3.16. Let H be a hypergraph and n ≥ 0. Then we have the orthogonal decompo-
sitions
F(∆H)n =
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕ Coker(s∗)
⊕∂n+1
(
F(∆H)n+1
)
⊕ ∂∗n
(
F(∆H)n−1
)
and
Supn(H) =
(
Ker(L∆Hn ) ∩ Infn(H)
)
⊕Ker(s∗)
⊕∂n+1Supn+1(H)⊕ (∂n |Sup∗(H))
∗Supn−1(H).
4 Hodge Decompositions for Weighted Hypergraphs
In this section, we generalize the Hodge decompositions for hypergraphs to the Hodge decom-
positions for weighted hypergraphs. We generalize Theorem 3.15 and obtain Theorem 1.1
(Theorem 4.20). We also discuss the relations between the weights on hypergraphs and the
weighted embedded homology.
4.1 Weighted Hypergraphs, Weighted Embedded Homology, and
Weighted Laplacians
In this subsection, we introduce the definitions of weighted hypergraphs, weighted embedded
homology and weighted Laplacians.
Let n ≥ 0. Let σ be an n-simplex of ∆H. For each 0 ≤ i ≤ n, let diσ be the (n− 1)-face
by deleting the i-th vertex of σ. We define weights on H as the weights on ∆H (cf. [22,
Definition 2.1]). The precise definition is given as follows.
Definition 3. A weight on H is a bilinear map φ : F(∆H)× F(∆H) −→ F such that
φ(diσ, djdiσ)φ(σ, diσ) = φ(djσ, djdiσ)φ(σ, djσ) (4.1)
for any simplices σ ∈ ∆H and any j < i. We call the pair (H, φ) a weighted hypergraph.
By [22, Definition 2.3], we have the φ-weighted boundary map of ∆H
∂φn : F(∆H)n −→ F(∆H)n−1
given by
∂φn(σ) =
n∑
i=0
(−1)iφ(σ, diσ)diσ.
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By [22, Proposition 2.5], ∂φn−1∂
φ
n = 0. Thus we have a chain complex
{F(∆H)n, ∂
φ
n}n≥0.
Let n ≥ 0. The φ-weighted Laplacian of ∆H is
L∆H,φn = ∂
φ
n+1(∂
φ
n+1)
∗ + (∂φn)
∗∂φn .
The φ-weighted infimum chain complex and the φ-weighted supremum chain complex are
respectively
Infφn(H) = F(H)n ∩ (∂
φ
n)
−1
F(H)n−1,
Supφn(H) = F(H)n + ∂
φ
n+1F(H)n+1.
We have the orthogonal decompositions
F(H)n = Inf
φ
n(H)⊕A
φ
n,
Supφn(H) = F(H)n ⊕B
φ
n ,
F(∆H)n = Sup
φ
n(H)⊕ E
φ
n
where Aφn, B
φ
n and D
φ
n are
Aφn = ⊥
(
F(H)n ∩ (∂
φ
n)
−1
F(H)n−1,F(H)n
)
, (4.2)
Bφn = ⊥
(
F(H)n,F(H)n + ∂
φ
n+1F(H)n+1
)
, (4.3)
Eφn = ⊥
(
F(H)n+1 + ∂
φ
n+1F(H)n+1,F(∆H)n
)
. (4.4)
The φ-weighted supremum Laplacian and the φ-weighted infimum Laplacian of H are re-
spectively
L
Infφ
∗
(H),φ
n = (∂
φ
n+1 |Infφ∗ (H))(∂
φ
n+1 |Infφ∗ (H))
∗ + (∂φn |Infφ∗ (H))
∗(∂φn |Infφ∗ (H)),
L
Supφ
∗
(H),φ
n = (∂
φ
n+1 |Supφ∗ (H))(∂
φ
n+1 |Supφ∗ (H))
∗ + (∂φn |Supφ∗ (H))
∗(∂φn |Supφ∗ (H)).
The φ-weighted embedded homology of H is
Hn(H, φ;F) = Hn({Inf
φ
∗ (H), ∂
φ
∗ |Infφ∗ (H)})
∼= Hn({Sup
φ
∗ (H), ∂
φ
∗ |Supφ∗ (H)}). (4.5)
The isomorphism in (4.5) is obtained from [4, Proposition 2.4].
4.2 Some Examples
In this subsection, we give some examples of weighted hypergraphs and their weighted
embedded homology.
The next example shows that weighted simplicial complexes studied in [22] is a special
family of weighted hypergraphs.
Example 4.1. Let H be a simplicial complex. Then (4.5) gives the φ-weighted homology of
simplicial complexes. The φ-weighted (co)homology and the φ-weighted Laplacian have been
studied in [22].
The next three examples give some particular kinds of weights for weighted hypergraphs.
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Example 4.2. Suppose φ is given by
φ(σ, τ) = 1
for any σ, τ ∈ ∆H. Then Hn(H, φ;F) is the embedded homology of H studied in [4].
Example 4.3. Suppose φ is given by
φ(σ, τ) = 0
for any σ, τ ∈ ∆H. Let n ≥ 0. Then ∂φn = (∂
φ
n)
∗ = 0 and Infφn(H) = Sup
φ
n(H) = F(H)n.
Thus
L∆H,φn = L
Infφ
∗
(H),φ
n = L
Supφ
∗
(H),φ
n = 0
and
Hn(∆H, φ;F) = F(∆H)n,
Hn(H, φ;F) = F(H)n.
Example 4.4. Let w : ∆H −→ R+ ⊆ F be an evaluation function with positive real values
on the simplices of ∆H. For any τ, τ ′ ∈ ∆H, let
φw(σ, τ) = C ·
w(σ)
w(τ)
. (4.6)
Here C is a constant positive real number which does not depend on the choices of σ and τ .
We extend φw bilinearly over F. It is straightforward to verify that φw is a weight on H. In
particular, when H is a simplicial complex, the weight φw, the φw-weighted (co)homology,
and the φw-weighted Laplacian have been studied in [13].
The next example gives some concrete weighted hypergraphs and calculations of the
weighted embedded homology.
Example 4.5. We consider the hypergraphs
H0 =
{
{v0}, {v1}, {v2}, {v0, v1, v2}
}
,
H1 =
{
{v0}, {v1}, {v2}, {v0, v1}, {v0, v1, v2}
}
,
H2 =
{
{v0}, {v1}, {v2}, {v0, v1}, {v1, v2}, {v0, v1, v2}
}
,
H3 =
{
{v0}, {v1}, {v2}, {v0, v1}, {v1, v2}, {v0, v2}, {v0, v1, v2}
}
.
For each Hi, i = 0, 1, 2, 3, its associated simplicial complex is H3. These hypergraphs are
drawn in Figure 2.
(a). Let φ be a weight on H3 given by Definition 3. Then the φ-weighted boundary map of
H3 is given by
∂φ2 ({v0, v1, v2}) = φ({v0, v1, v2}, {v1, v2}){v1, v2}
−φ({v0, v1, v2}, {v0, v2}){v0, v2}
+φ({v0, v1, v2}, {v0, v1}){v0, v1},
∂φ1 ({v1, v2}) = φ({v1, v2}, {v2})v2 − φ({v1, v2}, {v1})v1,
∂φ1 ({v0, v2}) = φ({v0, v2}, {v2})v2 − φ({v0, v2}, {v0})v0,
∂φ1 ({v0, v1}) = φ({v0, v1}, {v1})v1 − φ({v0, v1}, {v0})v0,
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v0 v1
H0:
v2
v0 v1
H1:
v2
v0 v1
H2:
v2
v0 v1
H3:
v2
Figure 2: Example 4.5.
and ∂φ0 ({v0}) = ∂
φ
0 ({v1}) = ∂
φ
0 ({v2}) = 0. Hence for each i = 0, 1, 2, 3,
H2(Hi, φ;F) =


0, if φ({v0, v1, v2}, {v1, v2}), φ({v0, v1, v2}, {v0, v2}),
and φ({v0, v1, v2}, {v0, v1}) are not all zero;
F, if φ({v0, v1, v2}, {v1, v2}), φ({v0, v1, v2}, {v0, v2}),
and φ({v0, v1, v2}, {v0, v1}) are all zero.
Moreover,
H1(Hi, φ;F) =
(
Ker(∂φ1 ) ∩ F(Hi)1
)/(
F
(
∂φ2 ({v0, v1, v2})
)
∩ F(Hi)1
)
.
Hence
H1(H0, φ;F) = 0,
H1(H1, φ;F) =


0, if φ({v0, v1}, {v1}) and φ({v0, v1}, {v0}) are not both zero;
0, if both φ({v0, v1}, {v1}) and φ({v0, v1}, {v0}) are zero,
both φ({v0, v1, v2}, {v1, v2})
and φ({v0, v1, v2}, {v0, v2}) are zero,
and φ({v0, v1, v2}, {v0, v1}) is not zero;
F, if both φ({v0, v1}, {v1}) and φ({v0, v1}, {v0}) are zero,
and φ({v0, v1, v2}, {v1, v2}), φ({v0, v1, v2}, {v0, v2}),
and φ({v0, v1, v2}, {v0, v1}) are all zero;
F, if both φ({v0, v1}, {v1}) and φ({v0, v1}, {v0}) are zero,
and φ({v0, v1, v2}, {v1, v2}),
φ({v0, v1, v2}, {v0, v2}) are not both zero.
The calculations of H1(H2, φ;F) and H1(H3, φ;F) are similar to the calculation of
H1(H1, φ;F). For simplicity, we omit the details. Furthermore,
H0(Hi, φ;F) = F({v0}, {v1}, {v2})/∂
φ
1 (F(Hi)1).
Hence
H0(H0, φ;F) = F
⊕3,
H0(H1, φ;F) =


F⊕3, if both φ({v0, v1}, {v1})
and φ({v0, v1}, {v0}) are zero;
F⊕2, if at least one of φ({v0, v1}, {v1})
and φ({v0, v1}, {v0}) is not zero.
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The calculations of H0(H2, φ;F) and H0(H3, φ;F) are similar to the calculation of
H0(H1, φ;F). We omit the details.
(b). Let w : H3 −→ (0,+∞) be a function. Let φw be a weight on H3 induced from w (cf.
Example 4.4). The φw-weighted boundary maps of H3 are
∂φw2 ({v0, v1, v2}) =
w({v0, v1, v2})
w({v1, v2})
{v1, v2}
−
w({v0, v1, v2})
w({v0, v2})
{v0, v2}
+
w({v0, v1, v2})
w({v0, v1})
{v0, v1},
∂φw1 ({v1, v2}) =
w({v1, v2})
w({v2})
v2 −
w({v1, v2})
w({v1})
v1,
∂φw1 ({v0, v2}) =
w({v0, v2})
w({v2})
v2 −
w({v0, v2})
w({v0})
v0,
∂φw1 ({v0, v1}) =
w({v0, v1})
w({v1})
v1 −
w({v0, v1})
w({v0})
v0,
and ∂φw0 ({v0}) = ∂
φw
0 ({v1}) = ∂
φw
0 ({v2}) = 0. Hence
H2(H0, φw;F) = H1(H0, φw;F) = 0,
H0(H0, φw;F) = F
⊕3;
H2(H1, φw;F) = H1(H1, φ;F) = 0,
H0(H1, φw;F) = F
⊕2;
H2(H2, φw;F) = H1(H2, φ;F) = 0,
H0(H2, φw;F) = F;
H2(H3, φw;F) = H1(H3, φ;F) = 0,
H0(H3, φw;F) = F.
The φw-weighted embedded homology of H0, H1, H2 and H3 does not depend on w.
4.3 Relations Between Weights and Homology
In this subsection, we study the relations between the weights on hypergraphs and the
weighted embedded homology.
Lemma 4.6. Let H be a hypergraph and n ≥ 0. Suppose w : ∆H −→ (0,+∞) is an
evaluation function on ∆H and φw is the weight induced by w in Example 4.4. Then
fn : F(H)n ∩ ∂n+1F(H)n+1 −→ F(H)n ∩ ∂
φw
n+1F(H)n+1
given by
fn
( n+1∑
i=0
(−1)idiσ
)
=
n+1∑
i=0
w(σ)
w(diσ)
(−1)idiσ
is a linear isomorphism.
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Proof. The proof is similar with [21, Lemma 5.2].
Remark 4: The linear isomorphism in Lemma 4.6 can be generalized to general
weights φ with nonzero values as follows. Let φ be a weight on H such that for
any σ ∈ ∆H with dimσ = n+ 1, φ(σ, diσ) 6= 0 for 0 ≤ i ≤ n+ 1. Then
fn : F(H)n ∩ ∂n+1F(H)n+1 −→ F(H)n ∩ ∂
φ
n+1F(H)n+1
given by
fn
( n+1∑
i=0
(−1)idiσ
)
=
n+1∑
i=0
φ(σ, diσ)(−1)
idiσ
is a linear isomorphism.
Lemma 4.7. Let H be a hypergraph and n ≥ 0. Suppose w : ∆H −→ (0,+∞) is an
evaluation function on ∆H and φw is the weight induced by w in Example 4.4. Then
gn : F(H)n ∩Ker∂n −→ F(H)n ∩Ker∂φwn
given by
gn
( m∑
k=1
akσk
)
=
m∑
k=1
ak
w(σk)
σk
is a linear isomorphism.
Proof. The proof is similar with [21, Lemma 5.1].
The linear isomorphism in Lemma 4.7 cannot be generalized to general weights φ with
nonzero values or positive values. The following is such an example.
Example 4.8. We consider the simplicial complex
K =
{
{v0}, {v1}, {v2}, {v0, v1}, {v1, v2}, {v0, v2}
}
.
Then
Ker∂1 = F({v1, v2} − {v0, v2}+ {v0, v1}).
We consider a weight φ on K such that
φ({v0, v1}, {v0}), φ({v0, v1}, {v1}),
φ({v1, v2}, {v1}), φ({v1, v2}, {v2}),
φ({v0, v2}, {v0}), φ({v0, v2}, {v2})
are positive and
φ({v0, v1}, {v0})
φ({v0, v2}, {v0})
·
φ({v0, v2}, {v2})
φ({v1, v2}, {v2})
·
φ({v1, v2}, {v1})
φ({v0, v1}, {v1})
6= 1. (4.7)
We prove that Ker∂φ1 = 0. Suppose to the contrary, for some a, b, c which are not all zero,
∂φ1
(
a{v1, v2} − b{v0, v2}+ c{v0, v1}
)
= 0.
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Then
cφ({v0, v1}, {v0}) = bφ({v0, v2}, {v0}),
aφ({v1, v2}, {v1}) = cφ({v0, v1}, {v1}),
bφ({v0, v2}, {v2}) = aφ({v1, v2}, {v2}).
This contradicts with the assumption (4.7). Hence Ker∂φ1 = 0, which is not isomorphic to
Ker∂1.
The next proposition follows from Lemma 4.6 and Lemma 4.7.
Proposition 4.9. Let H be a hypergraph and n ≥ 0. Suppose w : ∆H −→ (0,+∞) is an
evaluation function on ∆H and φw is induced by w in Example 4.4. Then as vector spaces,
Hn(H, φw;F) ∼= Hn(H;F).
Proof. By an analogous calculation in [4, Proposition 3.4], Lemma 4.6 and Lemma 4.7,
Hn(H, φw ;F) =
(
F(H)n ∩Ker∂
φw
n
)/(
F(H)n ∩ ∂
φw
n+1F(H)n+1
)
∼=
(
F(H)n ∩Ker∂n
)/(
F(H)n ∩ ∂n+1F(H)n+1
)
= Hn(H;F).
The next proposition follows from Remark 4 and the proof of Proposition 4.9.
Proposition 4.10. Let H be a hypergraph and n ≥ 0. Let φ be a weight on H such that
for any σ ∈ ∆H with dimσ = n + 1, φ(σ, diσ) 6= 0 for 0 ≤ i ≤ n + 1. If as vector spaces,
F(H)n ∩Ker∂φn ∼= F(H)n ∩Ker∂n, then as vector spaces, Hn(H, φ;F) ∼= Hn(H;F).
We consider the weighted infimum chain complex in the next proposition.
Proposition 4.11. Let H be a hypergraph and n ≥ 0. Suppose w : ∆H −→ (0,+∞) is
an evaluation function on ∆H and φw is the weight induced by w in Example 4.4. Then
Infφwn (H) = Infn(H).
Proof. By the proof of [21, Lemma 5.1, equations (5.1)-(5.3)],
∂n
(∑m
k=1 akσk
)
∈ F(H)n−1
⇐⇒ djσk ∈ H and dim(djσk) = n− 1
for any 1 ≤ k ≤ m, 0 ≤ j ≤ n
⇐⇒ ∂φwn
(∑m
k=1 akσk
)
∈ F(H)n−1.
Hence
∂−1n F(H)n−1 = (∂
φw
n )
−1
F(H)n−1. (4.8)
On both sides of (4.8), taking the intersections with F(H)n, we obtain the assertion.
Remark 5: By the proof of [21, Lemma 5.2], under the conditions of Proposition 4.11,
we have a linear isomorphism
∂φwn+1(F(H)n+1)
∼= ∂n+1(F(H)n+1). (4.9)
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Moreover,
Supφwn (H) = F(H)n + ∂
φw
n+1(F(H)n+1)
∼= F(H)n + ∂n+1(F(H)n+1) (4.10)
= Supn(H).
The linear isomorphisms in (4.9) and (4.10) may not be identity maps. That is, as
subspaces of F(∆H)n, ∂
φw
n+1(F(H)n+1) and ∂n+1(F(H)n+1) may not be equal; and
Supφwn (H) and Supn(H) may not be equal.
4.4 The Hodge Decompositions for Weighted Hypergraphs
In this subsection, we study the Hodge decompositions for weighted hypergraphs and prove
the main result Theorem 4.20.
Theorem 2.1 can be generalized to weighted hypergraphs in the next theorem.
Theorem 4.12 (Hodge Isomorphism for Weighted Hypergraphs I). Let H be a hypergraph.
Let φ be a weight on H. For each n ≥ 0,
Hn(H, φ;F) ∼= Ker(L
Infφ
∗
(H),φ
n ) ∼= Ker(L
Supφ
∗
(H),φ
n ).
In other words,
Hn(H, φ;F) ∼= Ker(∂φn |Infφ∗ (H)) ∩Ker(∂
φ
n+1 |Infφ∗ (H))
∗
∼= Ker(∂φn |Supφ∗ (H)) ∩Ker(∂
φ
n+1 |Supφ∗ (H))
∗.
Theorem 2.6 can be generalized to weighted hypergraphs in the next theorem.
Theorem 4.13 (Hodge Isomorphism for Weighted Hypergraphs II). Let H be a hypergraph,
φ a weight on H, and n ≥ 0. Then both KerL∆H,φn ∩ Inf
φ
n(H) and KerL
∆H,φ
n ∩ Sup
φ
n(H) are
subspaces of Hn(H, φ;F). Moreover, if ∂n(Aφn ⊕B
φ
n ⊕ E
φ
n) ⊆ A
φ
n−1 ⊕B
φ
n−1 ⊕ E
φ
n−1, then
KerL∆H,φn ∩ Inf
φ
n(H)
∼= Hn(H, φ;F).
And if ∂n(Eφn) ⊆ E
φ
n−1, then
KerL∆H,φn ∩ Sup
φ
n(H)
∼= Hn(H, φ;F).
With the help of Theorem 4.12 and Theorem 4.13, Theorem 3.4 can be generalized to
the next theorem.
Theorem 4.14. Let H be a hypergraph, φ a weight on H, and n ≥ 0. Then we have
(a). the orthogonal decomposition of the φ-weighted embedded homology into two summands
Hn(H, φ;F) ∼=
(
Ker(L∆H,φn ) ∩ Inf
φ
n(H)
)
⊕ ⊥
(
Ker(L∆H,φn ) ∩ Sup
φ
n(H),Ker(L
Supφ
∗
(H),φ
n )
)
;
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(b). the orthogonal decomposition of the homology of ∆H into two summands
Hn(∆H, φ;F) ∼=
(
Hn(∆H, φ;F) ∩ Inf
φ
n(H)
)
⊕ ⊥
(
Ker(L∆H,φn ) ∩ Sup
φ
n(H),Ker(L
∆H,φ
n )
)
.
Generalizing Corollary 3.6 to weighted hypergraphs, the next corollary follows from The-
orem 4.14 (b).
Corollary 4.15. Let H be a hypergraph, φ a weight on H, and n ≥ 0. Then we have the
orthogonal decomposition of the vector space spanned by the n-simplices of ∆H into four
summands
F(∆H)n =
(
Ker(L∆H,φn ) ∩ Inf
φ
n(H)
)
⊕ ⊥
(
Ker(L∆H,φn ) ∩ Sup
φ
n(H),Ker(L
∆H,φ
n )
)
⊕∂φn+1(F(∆H)n+1)⊕ (∂
φ
n)
∗(F(∆H)n−1).
Generalizing Corollary 3.7 to weighted hypergraphs, the next corollary follows from The-
orem 4.14 (a).
Corollary 4.16. Let H be a hypergraph, φ a weight on H, and n ≥ 0. Then we have
the orthogonal decomposition of the n-dimensional space of the φ-weighted supremum chain
complex into four summands
Supφn(H) =
(
Ker(L∆H,φn ) ∩ Inf
φ
n(H)
)
⊕ ⊥
(
Ker(L∆H,φn ) ∩ Sup
φ
n(H),Ker(L
Supφ
∗
(H),φ
n )
)
⊕∂φn+1Sup
φ
n+1(H)⊕ (∂
φ
n |Supφ∗ (H))
∗Supφn−1(H).
Example 4.17. Let H be a simplicial complex. Then Theorem 4.12 and Corollary 4.15
(or equivalently, Corollary 4.16) are reduced to the Hodge isomorphisms and Hodge decom-
positions of weighted simplicial complexes (cf. [22]) respectively. And Theorem 4.13 and
Theorem 4.14 are reduced to the trivial statements.
Example 4.18. Suppose φ is given by φ(σ, τ) = 1 for any σ, τ ∈ ∆H. Then Theorem 4.12,
Theorem 4.13, Theorem 4.14, Corollary 4.15 and Corollary 4.16 are reduced to Theorem 2.1,
Theorem 2.6, Theorem 3.4, Corollary 3.6 and Corollary 3.7 respectively.
Let (H, φ) and (H′, φ′) be two weighted hypergraphs. A morphism of weighted hyper-
graphs is a morphism of hypergraphs ρ : H −→ H′ such that for any n ≥ 0, the following
diagram commutes
F(∆H)n+1
F(∆ρ)
//
∂φn

F(∆H′)n+1
∂′
φ′
n

F(∆H)n
F(∆ρ)
// F(∆H′)n.
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Here ∂φn is the φ-weighted boundary map of ∆H and ∂
′φ
′
n is the φ
′-weighted boundary map
of ∆H′.
Theorem 4.19. The decompositions in Theorem 4.14, Corollary 4.15 and Corollary 4.16
are functorial.
Remark 6: We consider the canonical inclusion s : H −→ ∆H. Then s is a morphism
of weighted hypergraphs from (H, φ) to (∆H, φ).
Remark 7: In particular, whenH is a simplicial complex,H∗(H, φ;F), the cohomology
version of H∗(H, φ;F), is studied in [22].
With the help of Theorem 4.14 and Theorem 4.19, Theorem 3.15 can be generalized to
weighted hypergraphs.
Theorem 4.20 (Main Result II: Hodge Decompositions for Weighted Hypergraphs). Let
H be a hypergraph, φ a weight on H, and n ≥ 0. Let s be the canonical inclusion from
H to ∆H and s∗ be the induced homomorphism from Hn(H, φ;F) to Hn(∆H, φ;F). Then
represented by the kernel of the weighted supremum Laplacian Ker(LSup
φ
∗
(H),φ
n ), Hn(H, φ;F)
is the orthogonal sum of Ker(L∆H,φn )∩ Inf
φ
n(H) and Ker(s∗). And represented by the kernel
of the weighted Laplacian Ker(L∆H,φn ), Hn(∆H, φ;F) is the orthogonal sum of Ker(L
∆H,φ
n )∩
Infφn(H) and Coker(s∗).
The next corollary follows from Corollary 4.15, Corollary 4.16 and Theorem 4.20.
Corollary 4.21. Let H be a hypergraph, φ a weight on H, and n ≥ 0. Then we have the
orthogonal decompositions
F(∆H)n =
(
Ker(L∆H,φn ) ∩ Inf
φ
n(H)
)
⊕ Coker(s∗)
⊕∂φn+1
(
F(∆H)n+1
)
⊕ (∂φn)
∗
(
F(∆H)n−1
)
and
Supφn(H) =
(
Ker(L∆H,φn ) ∩ Inf
φ
n(H)
)
⊕Ker(s∗)
⊕∂φn+1Sup
φ
n+1(H)⊕ (∂
φ
n |Supφ∗ (H))
∗Supφn−1(H).
Remark 8: In Theorem 4.20 and Corollary 4.21, s∗ depends on φ. Hence Ker(s∗) and
Coker(s∗) depend on φ as well.
The next theorem follows by applying [21, Theorem 5.3], Proposition 4.9 and Proposi-
tion 4.11 to Theorem 4.20 and Corollary 4.21.
Theorem 4.22. Let H be a hypergraph and n ≥ 0. Suppose w : ∆H −→ (0,+∞) is an
evaluation function on ∆H and φw is induced by w in Example 4.4. Then the orthogonal
decompositions in Theorem 4.20 and Corollary 4.21 are the same as the orthogonal decom-
positions in Theorem 3.15 and Corollary 3.16 respectively.
Remark 9: By Theorem 4.22, the kernels of L∆H,φwn , L
Infφw
∗
(H),φw
n and L
Supφw
∗
(H),φw
n
do not depend on φw. Nevertheless, the eigenvalues of L
∆H,φw
n , L
Infφw
∗
(H),φw
n and
L
Supφw
∗
(H),φw
n may depend on φw. In particular, when H is a simplicial complex,
these eigenvalues are studied in [13].
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5 Eigenvalues of The Weighted Laplacians of Weighted
Hypergraphs
In this section, we study the nonzero eigenvalues of the weighted Laplacians for weighted
hypergraphs.
Let (H, φ) be a weighted hypergraph. Let
(L
Infφ
∗
(H),φ
n )
up = (∂φn |Infφ∗ (H))
∗(∂φn |Infφ∗ (H)),
(L
Infφ
∗
(H),φ
n )
down = (∂φn+1 |Infφ∗ (H))(∂
φ
n+1 |Infφ∗ (H))
∗,
(L
Supφ
∗
(H),φ
n )
up = (∂φn |Supφ∗ (H))
∗(∂φn |Supφ∗ (H)),
(L
Supφ
∗
(H),φ
n )
down = (∂φn+1 |Supφ∗ (H))(∂
φ
n+1 |Supφ∗ (H))
∗,
(L∆H,φn )
up = (∂φn)
∗(∂φn),
(L∆H,φn )
down = (∂φn+1)(∂
φ
n+1)
∗.
For any linear operator A acting on a (finite dimensional) vector space, we denote the
weakly increasing rearrangement of its eigenvalues, together with the corresponding mul-
tiplicities, by s(A). We write s(A)
◦
= s(B) if the multisets s(A) and s(B) differ only in
their multiplicities of zero (cf. [13, p. 308]). We write s(A) ⊆ s(B) if the multiset s(A) is
contained in s(B), i.e., each eigenvalue λ of A is an eigenvalue of B, and the multiplicity of
λ as an eigenvalue of A is smaller than or equal to the multiplicity of λ as an eigenvalue of
B. Moreover, we write s(A)
◦
⊆ s(B) if s(A) is contained in s(B) except for the multiplicities
of the eigenvalue zero. We denote the union of multisets by
◦
∪. The next proposition follows
by a similar argument of [13, p. 308, (2.5)].
Proposition 5.1. Let (H, φ) be a weighted hypergraph and n ≥ 0. Then
(a). s
(
L
Infφ
∗
(H),φ
n
) ◦
= s
(
(L
Infφ
∗
(H),φ
n )up
) ◦
∪ s
(
(L
Infφ
∗
(H),φ
n )down
)
,
(b). s
(
L
Supφ
∗
(H),φ
n
) ◦
= s
(
(L
Supφ
∗
(H),φ
n )up
) ◦
∪ s
(
(L
Supφ
∗
(H),φ
n )down
)
,
(c). s
(
L∆H,φn
) ◦
= s
(
(L∆H,φn )
up
) ◦
∪ s
(
(L∆H,φn )
down
)
.
Let T be a linear operator on an Euclidean space W . Let W ′ be a subspace of W . We
use T ||W ′ to denote the restriction of T on W
′. Then T ||W ′ is a map from W
′ to W . Here
we do not require W ′ to be a T -invariant subspace, hence the image of T ||W ′ may not be
contained in W ′. We say that λ is an quasi-eigenvalue of T ||W ′ if there exists a nonzero
vector v ∈ W ′ such that Tv = λv. We use the term quasi-eigenvalue for the reason that
T ||W ′ is not a self-map on W
′. The multiplicity of λ is the dimension of the space spanned
by all the vectors v ∈ W ′ such that Tv = λv. By an abuse of notation, we use s(T ||W ′) to
denote the weakly increasing rearrangement of the quasi-eigenvalues λ of T ||W ′ , with their
multiplicities.
Let U and V be two (finite dimensional) vector spaces. We consider two linear maps
A : U −→ V and B : V −→ U . Then the nonzero eigenvalues of AB and BA are the same,
with same multiplicities (cf. [13, p. 308]). Let Eλ(AB) and Eλ(BA) denote the eigenspaces
of AB and BA respectively, corresponding to a nonzero eigenvalue λ. The isomorphism
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between Eλ(AB) and Eλ(BA) is given by
F : Eλ(AB) −→ Eλ(BA),
F (x) = Bx, F−1y =
1
λ
Ay. (5.1)
The next proposition (a), (b) and (c) follow from a similar argument of [13, p. 308,
(2.6)], and (d) and (e) follow with the help of (5.1).
Proposition 5.2. Let (H, φ) be a weighted hypergraph and n ≥ 0. Then
(a). s
(
(L
Infφ
∗
(H),φ
n )up
) ◦
= s
(
(L
Infφ
∗
(H),φ
n−1 )
down
)
,
(b). s
(
(L
Supφ
∗
(H),φ
n )up
) ◦
= s
(
(L
Supφ
∗
(H),φ
n−1 )
down
)
,
(c). s
(
(L∆H,φn )
up
) ◦
= s
(
(L∆H,φn−1 )
down
)
,
(d). s
(
(L∆H,φn )
up||
Inf
φ
n(H)
) ◦
= s
(
(L∆H,φn−1 )
down||
∂
φ
nInf
φ
n(H)
)
,
(e). s
(
(L∆H,φn )
up||
Sup
φ
n(H)
) ◦
= s
(
(L∆H,φn−1 )
down||
∂
φ
nSup
φ
n(H)
)
.
Proof. We omit the proofs of (a) - (c). We give the proofs of (d) and (e). Without loss
of generality, we assume n ≥ 1. In (5.1), we consider the two vector spaces U = F(∆H)n,
V = F(∆H)n−1 and the two linear maps A = ∂
φ
n , B = (∂
φ
n)
∗. Then (L∆H,φn )
up = BA,
(L∆H,φn−1 )
down = AB. For any λ ∈ F and any v ∈ F(∆H)n,
(L∆H,φn )
upv = λv
⇐⇒ (L∆H,φn−1 )
down
( 1
λ
∂φnv
)
= λ
( 1
λ
∂φnv
)
. (5.2)
On the other hand, if (L∆H,φn )
upv = λv, then
v ∈ Infφn(H)
⇐⇒
1
λ
∂φnv ∈ ∂
φ
nInf
φ
n(H). (5.3)
Moreover, for any k ≥ 1, if (L∆H,φn )
upvi = λvi for each 1 ≤ i ≤ k, then
v1, v2, . . . , vk are linearly independent
⇐⇒
1
λ
∂φnv1,
1
λ
∂φnv2, . . . ,
1
λ
∂φnvk are linearly independent. (5.4)
Hence by (5.2) and (5.3), for any λ ∈ F,
λ is a quasi-eigenvalue of (L∆H,φn )
up||
Inf
φ
n(H)
⇐⇒ there exists v ∈ Infφn(H) such that (L
∆H,φ
n )
upv = λv
⇐⇒ there exists
1
λ
∂φnv ∈ ∂
φ
nInf
φ
n(H) such that
(L∆H,φn−1 )
down
( 1
λ
∂φnv
)
= λ
( 1
λ
∂φnv
)
⇐⇒ λ is a quasi-eigenvalue of (L∆H,φn−1 )
down||
∂
φ
nInf
φ
n(H)
.
By (5.3) and (5.4), the multiplicity of λ as a quasi-eigenvalue of (L∆H,φn )
up||
Inf
φ
n(H)
equals
to the multiplicity of λ as a quasi-eigenvalue of (L∆H,φn−1 )
down||
∂
φ
nInf
φ
n(H)
. Thus (d) follows.
By replacing Infφ∗ (H) with Sup
φ
∗ (H) in the proof of (d), the assertion (e) can be proved
similarly.
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With the help of Proposition 5.2, we have the two dimensional case of Proposition 5.1
in the next corollary.
Corollary 5.3. Let (H, φ) be a weighted hypergraph and n ≥ 0. Suppose the dimensions of
the hyperedges of H are at most 2. Then
(a). s
(
L
Infφ
∗
(H),φ
1
) ◦
= s
(
L
Infφ
∗
(H),φ
0
) ◦
∪ s
(
L
Infφ
∗
(H),φ
2
)
,
(b). s
(
L
Supφ
∗
(H),φ
1
) ◦
= s
(
L
Supφ
∗
(H),φ
0
) ◦
∪ s
(
L
Supφ
∗
(H),φ
2
)
,
(c). s
(
L∆H,φ1
) ◦
= s
(
L∆H,φ0
) ◦
∪ s
(
L∆H,φ2
)
.
Proof. We notice that (LInf
φ
∗
(H),φ
0 )
up, (L
Supφ
∗
(H),φ
0 )
up and (L∆H,φ0 )
up are all zero. And
(L
Infφ
∗
(H),φ
2 )
down, (L
Supφ
∗
(H),φ
2 )
down and (L∆H,φ2 )
down are all zero. The assertions (a), (b)
and (c) follow from Proposition 5.1 (a) and Proposition 5.2 (a), Proposition 5.1 (b) and
Proposition 5.2 (b), Proposition 5.1 (c) and Proposition 5.2 (c) respectively.
The next corollary is a generalization of Corollary 5.3 (a) and (b).
Corollary 5.4. Let (H, φ) be a weighted hypergraph and n ≥ 0.
(a). Suppose in H, there are no hyperedges of dimensions n− 1 or n+ 3. Then
s
(
L
Infφ
∗
(H),φ
n+1
) ◦
= s
(
L
Infφ
∗
(H),φ
n
) ◦
∪ s
(
L
Infφ
∗
(H),φ
n+2
)
.
(b). Suppose in H, there are no hyperedges of dimensions n− 1, n, n+ 3 or n+ 4. Then
s
(
L
Supφ
∗
(H),φ
n+1
) ◦
= s
(
L
Supφ
∗
(H),φ
n
) ◦
∪ s
(
L
Supφ
∗
(H),φ
n+2
)
.
Proof. (a). We notice that Infφn−1(H) and Inf
φ
n+3(H) are both zero. Hence (L
Infφ
∗
(H),φ
n )up
and (L
Infφ
∗
(H),φ
n+2 )
down are both zero. The corollary follows from Proposition 5.1 (a) and
Proposition 5.2 (a).
(b). By replacing Infφ∗ (H) with Sup
φ
∗ (H) in the proof of (a), the assertion (b) can be
proved similarly using Proposition 5.1 (b) and Proposition 5.2 (b).
The next proposition is a consequence of Lemma 2.4.
Proposition 5.5. Let (H, φ) be a weighted hypergraph and n ≥ 0. Then
(a). s
(
(L∆H,φn )
up||
Inf
φ
n(H)
)
⊆ s
(
(L
Infφn(H),φ
n )up
)
,
(b). s
(
(L∆H,φn )
up||
Sup
φ
n(H)
)
⊆ s
(
(L
Supφn(H),φ
n )up
)
.
Proof. Without loss of generality, we assume n ≥ 1. By Lemma 2.4, we have the following
commutative diagram
Infφn−1(H)
(∂φn |Infφ∗ (H)
)∗
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
(∂φn)
∗|
Inf
φ
n−1
(H)
// F(∆H)n
orthogonal proj.p

Infφn(H).
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By the commutative diagram,
(L
Infφ
∗
(H),φ
n )
up = p ◦
(
(L∆H,φn )
up||
Inf
φ
n(H)
)
.
Hence for any quasi-eigenvalue λ of (L∆H,φn )
up||
Inf
φ
∗ (H)
, λ is also an eigenvalue of (L
Infφ
∗
(H),φ
n )up.
And the multiplicity of λ as a quasi-eigenvalue of (L∆H,φn )
up||
Inf
φ
∗ (H)
is smaller than or equal
to the multiplicity of λ as an eigenvalue of (L
Infφ
∗
(H),φ
n )up. Thus (a) follows.
By replacing Infφ∗ (H) with Sup
φ
∗ (H) in the proof of (a), the assertion (b) can be proved
similarly.
The next theorem follows from Proposition 5.1, Proposition 5.2 and Proposition 5.5.
Theorem 5.6. Let (H, φ) be a weighted hypergraph and n ≥ 0. Then
(a). s
(
(L∆H,φn )||∂φ
n+1Inf
φ
n+1(H)
) ◦
⊆ s
(
L
Infφ
∗
(H),φ
n
)
,
(b). s
(
(L∆H,φn )||∂φ
n+1Sup
φ
n+1(H)
) ◦
⊆ s
(
L
Supφ
∗
(H),φ
n
)
.
Proof. The assertion (a) follows from the calculation
s
(
L
Infφ
∗
(H),φ
n
) ◦
= s
(
(L
Infφ
∗
(H),φ
n )
up
) ◦
∪ s
(
(L
Infφ
∗
(H),φ
n )
down
)
◦
= s
(
(L
Infφ
∗
(H),φ
n )
up
) ◦
∪ s
(
(L
Infφ
∗
(H),φ
n+1 )
up
)
⊇ s
(
(L∆H,φn )
up||
Inf
φ
n(H)
) ◦
∪ s
(
(L∆H,φn+1 )
up||
Inf
φ
n+1(H)
)
◦
= s
(
(L∆H,φn )
up||
Inf
φ
n(H)
) ◦
∪ s
(
(L∆H,φn )
down||
∂
φ
n+1Inf
φ
n+1(H)
)
⊇ s
(
(L∆H,φn )
up||
∂
φ
n+1Inf
φ
n+1(H)
) ◦
∪ s
(
(L∆H,φn )
down||
∂
φ
n+1Inf
φ
n+1(H)
)
= s
(
(L∆H,φn )||∂φ
n+1Inf
φ
n+1(H)
)
. (5.5)
By replacing Infφ∗ (H) with Sup
φ
∗ (H) in the proof of (a), the assertion (b) can be proved
similarly.
Remark 10: Since ∂φn∂
φ
n+1 = 0, in the fifth line of (5.5),
s
(
(L∆H,φn )
up||
∂
φ
n+1Inf
φ
n+1(H)
)
= {0, . . . , 0}.
As special cases of Theorem 5.6, the next corollary follows from Lemma 2.4 and the proof
of Theorem 5.6.
Corollary 5.7. Let (H, φ) be a weighted hypergraph and n ≥ 0. Let the spaces Aφn, B
φ
n and
Eφn be given by (4.2), (4.3) and (4.4).
(a). If ∂n(A
φ
n+1 ⊕B
φ
n+1 ⊕ E
φ
n+1) ⊆ A
φ
n ⊕B
φ
n ⊕ E
φ
n , then
s
(
L
Infφ
∗
(H),φ
n
) ◦
= s
(
(L∆H,φn )
up||
Inf
φ
n(H)
) ◦
∪ s
(
(L∆H,φn )
down||
∂
φ
n+1Inf
φ
n+1(H)
)
;
(b). If ∂n(E
φ
n+1) ⊆ E
φ
n , then
s
(
L
Supφ
∗
(H),φ
n
) ◦
= s
(
(L∆H,φn )
up||
Sup
φ
n(H)
) ◦
∪ s
(
(L∆H,φn )
down||
∂
φ
n+1Sup
φ
n+1(H)
)
.
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Proof. (a). Suppose ∂n(A
φ
n+1 ⊕B
φ
n+1 ⊕ E
φ
n+1) ⊆ A
φ
n ⊕B
φ
n ⊕ E
φ
n . Then by Lemma 2.4,
(∂φn+1 |Infφ∗ (H))
∗ = (∂φn+1)
∗ |
Inf
φ
n(H)
.
By the proof of Proposition 5.5,
(L
Infφ
∗
(H),φ
n+1 )
up = (L∆H,φn+1 )
up||
Inf
φ
n+1(H)
.
With the help of the third and forth line of (5.5), we obtain (a).
(b). Suppose ∂n(E
φ
n+1) ⊆ E
φ
n . Then by Lemma 2.4,
(∂φn+1 |Supφ∗ (H))
∗ = (∂φn+1)
∗ |
Sup
φ
n(H)
.
By replacing Infφ∗ (H) with Sup
φ
∗ (H) in the proof of (a), the assertion (b) can be proved
similarly.
6 Discussions of Hypergraphs and Paths on Digraphs
In this section, we discuss the relations between hypergraphs and paths on digraphs.
Definition 4. [11] A digraph G is a pair (V,E) where V is a set (called the vertex set) and
E is a subset of V × V . If (a, b) ∈ E, then (a, b) is called a directed edge, and is denoted as
a→ b.
Let V be a non-empty set and G = (V,E) be a digraph.
Definition 5. [11, Definition 2.1, Example 3.3 and page 19] An elementary n-path (or an
elementary path of length n) on V is a sequence v0v1 . . . vn where v0, v1, . . . , vn ∈ V . Here
v0, v1, . . . , vn are not required to be distinct. An allowed elementary n-path (or an allowed
elementary path of length n) on G is an elementary n-path v0v1 . . . vn on V such that for
each i ≥ 1, vi−1 → vi is a directed edge of G. An alllowed elementary n-path v0v1 . . . vn is
called closed if v0 = vn.
• A digraph without closed allowed elementary paths gives a hypergraph
Let G be a digraph without closed allowed elementary paths. Then for each a, b ∈ V , at
most one of (a, b) and (b, a) is a directed edge of G. We write a ≺ b if either a→ b or there
exists n ≥ 0 and v0, v1 . . . , vn ∈ V such that av0v1 . . . vnb is a path on G. Then a ≺ b and
b ≺ c imply a ≺ c. Hence equipped with the relation ≺, the set V is a partially ordered set.
For each n ≥ 0, let Hn be the set of all allowed elementary n-paths on G. In particular,
H0 = V . Let H = ⊔
∞
n=0Hn. For any σ ∈ H, the relation ≺ gives a total order on the set of
the vertices of σ. The next lemma follows.
Lemma 6.1. For any σ, τ ∈ H, σ and τ are distinct allowed elementary paths on G if and
only if as subsets of V , σ 6= τ .
The next proposition follows from Lemma 6.1.
Proposition 6.2. Let G be a digraph without closed allowed elementary paths. Then the
collection H of all allowed elementary paths on G is a hypergraph. The boundary map ∂∗ of
∆H is given by
∂n(v0v1 . . . vn) =
n∑
i=0
(−1)iv0 . . . vˆi . . . vn,
which coincides with the restriction of the boundary map in [11, Definition 2.3] to ∆H.
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If the digraph G has closed allowed elementary paths, then it may happen that certain
vertices repeat in an allowed elementary path on G, and two distinct allowed elementary
paths on G are the same as subsets of V . In this case, Lemma 6.1 and Proposition 6.2 do
not hold.
• A hypergraph gives a weighted digraph
Let H be a hypergraph. Consider the digraph GH whose set of vertices is H, and whose
set of edges is defined as follows: for any σ, τ ∈ H, σ → τ if and only if σ ⊃ τ and
σ 6= τ . In particular, when H is a simplicial complex, the construction of GH is given in [11,
Example 3.8].
A weighted digraph (G,w) is obtained by assigning a value w(a → b) to each directed
edge a→ b on a digraph G. In the digraph GH, we assign the value
w(σ → τ) = card(σ \ τ) = dimσ − dim τ
to each directed edge σ → τ . Then we obtain a weighted digraph.
• A hypergraph gives a pair of a digraph and a subset of the vertex set of the digraph
Let K be a simplicial complex. Let V be the set of all simplices of K. For any n ≥ 0
and any n-simplex σ ∈ K, we let σ → diσ be a directed edge for each 0 ≤ i ≤ n. We obtain
a digraph GK. The digraph GK has no closed allowed elementary paths. Nevertheless, a
digraph with no closed allowed elementary paths may not be able to be realized as GK.
For a hypergraph H, we consider the digraph G∆H. The vertex set of G∆H is the set
of simplices of ∆H. Hence H is a subset of the vertex set of G∆H. Therefore, H can be
represented by a pair (G∆H, UH), where UH is a subset of the vertex set of G∆H. The next
proposition follows.
Proposition 6.3. A hypergraph H gives a pair (G∆H, UH), where G∆H is a digraph and
UH is a subset of the vertex set of G∆H.
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