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1. INTRODUCTION 
The launching of surface waves on a reactive surface is a topic of some 
practical importance. Consequently there exists a considerable literature on 
various aspects of the problem, much of which has been described by Barlow 
and Brown [l]. Theoretical attention has been directed largely towards 
problems associated with line-source (or slot) excitation and, with exception 
of the work of Brown [2] and that described by Barlow and Brown [ 1, Section 
11.21, most questions regarding excitation by distributed sources (or aper- 
tures) seem to have received little consideration; it is with the latter that the 
present work is chiefly concerned. Attention will be confined to two-dimen- 
sional problems in the y-z plane, the time-harmonic field being transverse 
magnetic (TM) and the reactive surface planar. The term ‘finite,’ when em- 
ployed in connection with an aperture or a source distribution, will refer 
to dimensions in the y-x plane. 
It is known (see, for example, [l, Chapter 91, as well as the comments 
subsequent to (2.14) in the present paper) that a finite aperture, oriented 
perpendicularly to a reactive plane, cannot launch a pure surface wave (that 
is, one from which other fields are completely absent) and, in general, some 
power is radiated by a cylindrical wave. Brown [2] and Barlow and Brown [l] 
have considered the problem of determining the aperture distribution of total 
tangential electric field which will minimize the radiated power (Pr) for a 
given value of the power delivered to the surface wave (PJ. They assume 
an aperture distribution in the form of a finite series of an orthonormal set of 
functions and from this derive an integral for P, . It is concluded that a 
launching efficiency E[= Ps/(PT + PJ] arbitrarily close to unity (P7/Ps 
arbitrarily close to zero) can be achieved by suitable choice of the expansion 
coefficients and the number of terms in the series. 
However, further consideration indicates that the problem is somewhat 
more difficult. For, although P,/Ps can be minimized by the appropriate set 
of expansion coefficients, there is no a priori reason for concluding that the 
25 
26 MILLAR 
minimum value lies arbitrarily close to zero; the functions occurring in the 
integral are not orthogonal nor is the completeness of the set evident. Although 
in themselves these arguments do not invalidate the conclusion reached by 
Barlow and Brown [I], they indicate the desirability for further examin- 
ation. 
The primary aim of the present work is to provide a different analysis of 
this problem. The treatment is based on the calculus of variations and the 
theory of integral equations, and is analogous to that which Bouwkamp and 
de Bruijn [3] performed in connection with optimization of the current 
distribution on a vertical antenna. These authors showed that a sequence 
of current distributions could be generated which, for a fixed value of the far 
field on the horizon, radiated an arbitrarily small amount of power. 
By analogy, one would be tempted to assume that a launching efficiency 
arbitrarily close to unity is attainable. However, as will be seen later (see 
Section 5 of part II), the two problems are basically different. 
While the primary concern here is the maximization of E (with no sub- 
sidiary condition on the excitation), the aperture distribution may be optim- 
ized in several different senses, some of which are of intrinsic interest. Of 
these, the three most relevant seem to be: (i) the maximization of P, , (ii) the 
maximization of P, , and (iii) the minimization of P,; in all of these the side 
condition is the normalization of the aperture distribution. It will be shown 
that (i) leads to the so-called ‘chopped surface wave’ aperture distribution, 
while (ii) and (iii) introduce the eigenfunctions of a certain kernel, which are 
required later for the study of the maximization of E. 
The work is divided into two parts; the problem of maximizing E demands 
a more sophisticated treatment and is deferred until part II. Suitable expres- 
sions for P, and P, are derived in Section 2. The three optimization problems 
mentioned above are examined in Section 3; it is shown that (i) is relevant 
to the discussion of slot excitation of surface waves and an apparently new 
and simple formula is obtained for the optimal slot height as a function of 
wavelength and surface reactance. The definiteness of three kernel functions 
which arise is demonstrated in an appendix (Section 4). 
2. FORMULATION OF THE PROBLEM 
In this section a brief derivation of suitable formulas for P, and P, will be 
given. 
Let the plane z = 0 be excited by the field from a distribution in 
0 < a < z < b, - DC) < x < co; see Fig. 1. All field quantities are assumed 
to be independent of x so the problem is two-dimensional; a harmonic time- 
dependence factor e-;mt will be suppressed. 
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FIG. 1. Configuration to be examined, with associated symbols. 
Denote by 
the total field, ui and u8 designating the incident and scattered components, 
respectively. Then u8 satisfies (Va + K2) 9 = 0 (z > 0) while ui satisfies the 
same equation except in y = 0, a < z < b. The wave number k is assumed 




ax + w5 4],, = 0 (2.2) 
is satisfied. In electromagnetic terms (M.K.S. units), u corresponds to H, , 
the only nonvanishing component of magnetic field, while h = iocJ, in 
which E,, is the permittivity of free space and 2 the surface impedance. The 
constant X is assumed to be positive; thus 2 = - ix, the surface reactance X 
being positive, and the plane can support surface waves. 
It is assumed further that 
d(y, x) = j” h(t) H:‘(kp) dt. (2.3) 
Here HiI) is the Hankel function of the first kind of order zero, p is the 
distance between a point of observation (y, a) and a point (0, t) in the aperture, 
h is a density function, as yet unspecified other than that the integral is 
assumed to exist. The limits of integration are understood to be a and b. 
The incident field may be looked upon as arising either from a system of 
magnetic line currents in y = 0, a < x < b, the strength of which is given by 
h(z), or from a distribution of tangential electric field E, which is proportional 
to h. 
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If an upper case letter denotes the Fourier transform with respect to y of 
the corresponding lower case quantity, so 
(2.4) 
then, because us is a wave function which is outgoing or attenuated as z -+ CO, 
one finds 
Us([; x) = B(c) eivz, (2.5) 
wherein B is an as yet undetermined function of 5, and 
.)) G (R2 - ,2)1/2, (2.6) 
the selected branch being that for which Im(K2 - 5”)“” 3 0. 
Because 
(Z-7) 
(the integration contour being illustrated in Fig. 2), in the region 0 < z < a 
it is found that 
Ui([; x) = A(() eciyz, P-9 
with 
A(<) = i 1 h(t) eiyt dt. (2.9 
FIG. 2. The complex 5 plane, with branch cuts, poles and integration contour. 
Satisfaction of the boundary condition (2.2) determines B in terms of A, and 
one finds that 
[It will be observed that U({; x) (G ?Y + Us) is an even function of 1, so 
~(y, Z) = U( - y, z). Thus au(y, x)/ay = 0 on y = 0 for all points z > 0 with 
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exception of a < z < b, in which interval &jay ot h(z). In electromagnetic 
terms (&/a~ CC E,), it may be assumed that y = 0, 0 < x < 00 is a perfect 
conductor, except for the aperture a < z < b, and attention could be 
confined to the fields in y 3 0, x 2 0.1 
In z > 0, the total field is given by 
u(y, z) = s h(t) Hjl)(kp) dt + & 111, s A(c) e-itg+ivz d[. (2.11) 
It is necessary to know the form of the field far from the aperture. The 
integrand of the second integral in (2.11) has branch points at 5 = + k and 
poles at 5 = & &, , where 
co = (A2 + k2)1’2 > k > 0; (2.12) 
these poles lie on the upper (or physical) sheet in the cut 5 plane on which 
Im(k2 - [2)‘/2 3 0. As indicated in Fig. 2, the path of integration passes 
above the pole at - c,, and below that at + &. 
Set y = R cos 0, z = R sin 8. Then asymptotic evaluation of the integrals 
in (2.11) yields 
U(Y, 4 - 
23/2e$ni 
h f ik sin 0 
. eilcR .f(O) 
(nkR)t 
+ 4~~1~e~LA~1-~z s h(t) ecAt dt (kR --t co), (2.13) 
wherein 
f(0) z 1 h(t) (-& - X) sin(kt sin 0) dt 
= k(b) sin(kb sin 0) - k(u) sin(ka sin 0) 
- 
s 
[h’(t) + Ah(t)] sin(kt sin 0) dt. (2.14) 
One may observe that a pure surface wave is excited (that is, f(e) vanishes 
identically) if a = 0, b = co, and h(z) oc e-“%. 
The power in the surface wave (PJ is proportional to 
Y s 
I 
h(t) e-+* dt 
s 
h(z)* ecAz dz, 
while that in the radiation field (Pr) is proportional to 





The total power delivered by the sources is equal to P,. + P, [I, Section 
10.2.31. In Part II, the problem of maximizing Y while CD is held constant 
will be examined. For the remainder of Part I, interest will be centred on a 
few examples in which the conditions determining the optimum differ from 
those just stated. Among other things, this leads to concepts and notation 
which are required later. 
3. SOME OPTIMIZATIONS OF h 
The problem of obtaining optimal aperture (or source) distributions will 
now be examined by employing concepts from the calculus of variations and 
the theory of integral equations; in what follows, the first variation of a func- 
tional x will be denoted by 8~. 
Suppose that h = p + iq, in which p and q are real functions. Then Y and 
CD, defined by (2.15) and (2.16) may be written as 
Y = [/p(t) e-At df3a + [S q(t) e-At df]” 
and 
= YP, 41 (3.1) 
@ = 1 P(Z) dz j p(t>F(z, 4 dt + j- a(4 dz j- qWF(z, t> dt 
= @[P, 41 (3.2) 
(inversion of the orders of integration being justified if p, q are in a subse- 
quently defined class of functions; see Section 4), wherein F is a real, sym- 
metric function of z and t: 
F(z, t) = j-f@, ‘W(t, 0) de 
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and 
It is easy to see that 
c a2 __ - h” at2 1 G(z, t) = +G,[K~z + t)] - ,,[k(x - t>]j 
= K(x, t), say, 
in which Jo denotes the zero-order Bessel function. 
(3.6) 
Evidently F, G, and K are analytic functions of their arguments. G and K 
are odd functions of both .z and t and, accordingly, vanish whenever either x 
or t is zero. Moreover, F and G are positive definite and K is negative definite 
with respect to the class A of real functions which are analytic throughout a 
domain containing the real interval [a, b]; proof of these important properties 
is given in the appendix (Section 4). 
In all the following work, it will be required that the first variation of one 
or more of J 1 h(t) I2 dt, U, and @ be zero for independent variations Sp 
and Sq of the real and imaginary parts of h. This would lead to identical 
(but independent) relations between p, Sp and between 4, 69. It would turn 
out that p and q were not independent, but were proportional, and that 
j 1 h(t) I2 dt, !P, and @ were independent of the constant of proportionality. 
Therefore, at the outset it suffices to assume that q = 0 so h = p is real; 
any other solution is of the form pe-ir (T real) and corresponds to a translation 
of the origin of time. 
3.1. Maximization of P, : p Normalized and P, Unrestricted 
Suppose it is required to find a p restricted only by the condition 
J p(t)” dt = 1 (3.7) 
which will maximize Y for otherwise arbitrary, small variations Sp about the 
extremal p. (In general, (3.7) seems to be of no direct physical significance; 
but see Section 3.1.1.) Then it is not difficult to show that p necessarily is a 
solution of the integral equation 
k(t) = p I K(x) e--h(z+t) dz (a d t < b) (3.8) 
for some constant p. The theory of linear integral equations with symmetric 
kernel (which will be required constantly; see, for example, [4, Chapter 31 or 
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[S, Chapter 31) guarantees the existence of at least one nontrivial solution 
of such equations. Moreover, because 
o< * !.I k(z) k(t) e-“fzft’ dz dt 
Z [I k(t) ecAt df12, (3.9) 
the (normalized) eigenfunction corresponding to the smallest (positive) 
eigenvalue p1 necessarily maximizes Y. 
Equation (3.8) is particularly easy to solve, the kernel being degenerate, and 
= CehAt, say, 
while the corresponding eigenvalue is 
p1 = c2. 
The corresponding maximum value of Y’ is 
(3.10) 
(3.11) 
Z e-2Aa - e-2Ab 
2h * 
(3.12) 
This result defines the sense in which the ‘chopped surface-wave’ aperture 
distributionp(t) = e-At (u < t < b) [I, p. 1211 provides the optimum excita- 
tion. 
The ratio x s @/lu, is proportional to P,/Ps . With the aid of (3.2), (3.3), 
(3.10), and (3.11), one sees that 
i [I 
2 
x = c4 Tde e-*y(t, 0) dt . 
0 1 
Because the bracketed integrand cannot vanish (see (4.4)), x > 0 and the 
launching efficiency is always less than unity. 
By employing (3.4), the t integration in (3.13) may be performed. If, for 
simplicity, a is set equal to zero (and a subscript zero appended to C), one 
finds 
x z + Co4e-2Ab [T (A2 + kz)-+ - J fl 
o 
cos(2kb sin e) dej . 
A2 + k2 sin2 0 
(3.14) 
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This result has been obtained by Cullen [6], who gives a series development 
for the integral. When X/k > 1, 
x + _1.41 - Jlm~)l 
2 sinh2 2hb ’ 
(3.15) 
so the launching efficiency will be maximized for values of kb close to those 
which maximize J,(2Kb). 
3.1.1. Slot Excitation 
Generally speaking, normalization of p in the present manner has no 
practical significance. However, suppose that b = a + E, where E is a small, 
positive quantity; thus the aperture is a narrow slot. Then p(z) (0~ e-A*) is 
essentially constant and spy dx = [s@(z) dz12/E. Because E,(O, z) CC p(z), 
J’p(z) dx is proportional to the voltage difference across the slot. Hence for 
sufficiently small E the normalization of p is equivalent to the specification of a 
uniform electric field in the slot generated by a time-harmonic voltage of 
constant amplitude. 
It follows that the present analysis is applicable to the slot excitation of 
surface waves. From (3.10), one finds 
c-2 = e; + O(1) (e -+ 0). (3.16) 
In (3.13), the integral over t may be replaced by e+f(a, 0) E. Then, in the 
limit as E --t 0, one finds 
x = e2Aa “f(a, 0)2 de, 
s 0 
(3.17) 
which is equivalent to a result obtained by Cullen [7]. 
Although it is impossible to evaluate this integral in closed form, it is not 
difficult to determine the values of a for which x is stationary. Differentiation 
of (3.17) with respect to a shows that 
for a stationary value of x. By employing (3.4) it is readily seen that (3.18) 
is equivalent to 
(ii - 24 J: sin2(ka sin 0) dfl = 0, (3.19) 
or 
./I(4 = 41 - JOT4 (3.20) 
409/23/I-3 
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Here J,, , J, are Bessel functions and 
K :.: 2ka, (3.21) 
(3.22) 
The relationship (3.20) is illustrated in Fig. 3. At least one value of K is 
determined for any fl > 0. Now the right-hand side of (3.20) is nonnegative 
and tends to /l as K --t co, while Jr( K is oscillatory and asymptotic to zero as ) 
0 I 2 3 4 5 6 7 6 9 IO 
K 
FIG. 3. The relationship (3.20) and its asymptotic form for small K. 
K -+ co. As a consequence, for any given value of A(3.20) must have an even 
number of non-negative solutions K,, (?r = 1, 2,..., 2N), with K1 = 0. Further- 
more, (3.17) shows that x ---f co as a + co; therefore the zeros with even 
subscripts will correspond to minima of x and maxima of the .launching 
efficiency. If .4 2 0.3, then N = 1; but N will increase as (1 decreases toward 
zero. Because of the exponential growth of x with a, it is most probable that 
K = K~ determines the absolute maximum of E. 
It is known [7] that when (1K = 2, the amplitude of the radiation field 
(KR > 1) on z = 0 is minimal, and is at most of order (/zR)-~/~. The relation- 
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ship (1K = 2 also is shown in Fig. 3. Because J1(~)/[l - J,-,(K)] - 21~ as 
K --f 0, the two curves are asymptotic as K --f 0. 
The relation (3.20) does not seem to have been noted previously. Because x 
must be found by numerical methods, this equation could lead to a consider- 
able reduction in the labour involved in determining its maximum value when 
/l or K is prescribed. For example, by numerical integration, Cullen [7] 
found that the first maximum of E occurred for Xa = 0.63 if k = 2/\. The 
relation (3.20) gives ha = 0.61. 
Before leaving this section, one other point is worth remark. Barlow and 
Brown [I, p. 1251 h ave stated that the “chopped surface wave” distribution 
leads to the minimum amount of stored energy in the field. In reaching 
this conclusion, they made use of the relationship between the surface 
integral of the normal component of the imaginary part of the complex 
Poynting vector and the difference between the mean values of the electric 
and magnetic energies within a given (closed) surface. However, the contri- 
bution to the surface integral arising from the integral over the reactive 
surface has been neglected. If a surface wave is present, it turns out that this 
integral diverges. Such a result is not surprising because the surface wave 
propagates without attenuation to infinity; with it will be associated stored 
electric and magnetic energy densities which do not tend to zero at infinity 
on the reactive surface. 
Because the stored energy is, in general, infinite, it is awkward to discuss 
its minimization. One could subtract the infinity associated with the surface 
wave, and discuss the variation about the new reference level. There is no 
unique way of determining this new level because the stored energy contains 
components due to coupling between the surface wave and the remainder 
of the field; by ignoring the integral over the reactive surface, Barlow and 
Brown [l] have chosen only one of several possible renormalizations. 
3.2. Maximization of P, : p Normalized and P, Unrestricted 
This case is of more theoretical than practical interest. Subject to (3.7), 
a necessary condition for a stationary value of @ is that p be a solution of 
f(t) = v ~f(@(+ t) dz (3.23) 
for some constant v. Again, because F is symmetric and continuous (in fact, 
analytic) in its arguments, the general Hilbert-Schmidt theory predicts the 
existence of at least one nontrivial, normalized solution. Indeed, because F 
is not degenerate (this will be proved in Part II, Section 7.3), there exists a 
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denumerable infinity of normalized, mutually orthogonal eigenfunctions fn 
with corresponding eigenvalues vn (n =: 1, 2, 3,...): 
Moreover, the analytic nature of F and the integrability off,(z) imply that 
fn(t) is an integral function of t; thus (3.24) holds throughout the entire 
complex t plane. Because F is positive definite with respect to all functions in 
the class A, (see Section 4), it follows that ‘/n > 0 for every n, so vn ----f cc as 
n -+ CC and, furthermore, the quadratic integral form 
(3.25) 
is necessarily maximized by f = jr , the maximum value being l/v1 . 
Thus, by choosing p = fr , the maximum value l/v1 of @ is attained. 
3.3. Minimization of P, : p Normalized and P, Unrestricted 
It is possible to find a normalized p which makes @ arbitrarily small (but 
positive). For if in (3.25) f is set equal to fn , then the value of the integral form 
is l/vn, which tends to zero as n -+ co. Thus a sequence (cD~} of values of @ 
may be generated for which CD, = 1 lvn and for which the radiated power tends 
to zero as n---f co. The corresponding values of Y are ul, = en2, wherein 
e,, = 
s 
fn(.z) edAz dx. (3.26) 
Because eeAZ is quadratically integrable on a < z < b, general theory 
guarantees that xy en2 < co, so e, ---f 0 as n -+ 0~). Then, because 
cD,/!J’~ = l/(vne,s), there are four possibilities for the limit of the correspond- 
ing sequence {E,} of launching efficiencies: 
(i) if vne,,2 -+ 03, then E, -+ 1; 
(ii) if vnen2 +c(O<c<co)thenE,+d(O<d<1); 
(iii) if vplen2 -+ 0, then E, + 0; 
(iv) if lim v,e, 2 does not exist, then lim E, does not exist. 
To determine which of these possibilities does, in fact, obtain would 
involve a detailed study of (3.24) for large values of ti, and this has not been 
performed. However, analysis to be described in Part II indicates that in 
some circumstances the series CT v,e, 2 < co; under such conditions, the 
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possibility (iii) will obtain, the corresponding aperture distribution being of 
no practical importance. 
4. APPENDIX: PROOF OF DEFINITENESS OF SOME KERNELS 
A real kernel T is said to be positive [negative] definite with respect to a 
given class of real functions on a real interval if 
II f(z)f(t) T(z, t) dz dt > 0 [< 01 (4.1) 
for every member f (f f 0, or not equal to zero almost everywhere if the 
integral is defined in the Lebesque sense) in the class. In the present section, 
it will be shown that the kernels F and G are positive definite, the kernel K 
negative definite, with respect to the class A of real functions which are 
analytic throughout a domain containing the interval [a, b] of the real axis. 
Although the result will be true under less restrictive assumptions on the class 
of admissible functions, the assumption of analyticity suffices for present 
purposes and automatically provides justification for certain steps in the 
following analysis; it is to be recalled that F, G, and K are integral functions 
of both arguments. 
Consider first the kernel F. Let r E A. Then, in accordance with (3.3) and 
the symmetry of F, 
ss r(z) r(t) F(z, t) dx dt = I s r(z) dx r(t)F(z, t) dt 
= jr(t)dt jr(a)F(a,t)dz 
= jr(z)k jr(t)dt j;f(z,e)f(t,e)de. (4.2) 
The orders of integration may be inverted to give 
j j y(x) W-Q, t) dz dt = j” [j r(t)f (t, 0) dt]” de > 0. (4.3) 
0 
Thus F is positive definite if 
s r(t) f (t, e) dt = 0 (0 < e < 77) (4.4) 
implies r(t) = 0 (a < t < b). 
38 MILLAR 
To prove this result, set 
r(t) FE s’(t) - As(t) (s E iz). (4.5) 
Then an integration by parts followed by the substitution k sin 0 = 5 shows 
that (4.4) is equivalent to 
J * s(t) sin [t dt = 
S(U) (L - h) sin [a - s(b) [& - A#) sin 5b 
A2 + c2 
= u(5), say (0 < 5 < A), (4.6) 
and because both sides of (4.6) are analytic functions of 5, the equality must 
hold for all 5. In fact, because the left-hand side represents an integral function 
of 5, a necessary relation between s(a) and s(b) follows from the requirement 
that the residues at the poles (5 = 5 ih) of the right-hand side be zero: 
Now define 
s(u) eeAa = s(b) e--lb. 
(u < t < b) 
(t = a) 






J *m u(t) sin 5t dt = U(i) (0 d 5 < co), 0 
u(t) = 11” U(5) sin It d[ (0 d t < co). 
0 
By employing the result 
s w ?!?!k d[= + f e-~lcl 0 A2 +c2 (c real), 
(4.9) 
(4.10) 
u(t) may be determined explicitly. Because of the condition (4.7), it vanishes 
on 0 < t < a and b < t < co, and 
u(t) = s(b) e-A(b-t) (a < t < b), 
= s(t). (4.11) 
Thus (4.5) implies that 
r(t) = 0 (a < t < b), (4.12) 
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which establishes the positive definiteness of F with respect to functions of the 
class A. 
Positive definiteness of G with respect to members of i4 is more easily 
demonstrated. One has 
jj Y(Z) r(t) G(z, t) dz dt = 1” (A2 + k2 sin2 0)-l . [j r(t) sin(kt sin 0) dt]’ d0 
0 
3 0, (4.13) 
and G is positive definite if 
s 
r(t) sin(kt sin 8) dt = 0 (0 < e < r) 
implies r(t) = 0. That this is indeed so may be established in the above 
manner, without the introduction of an auxiliary function s. 
Likewise, the negative definiteness of K follows from the relationship 
IS 44 y(t) UoW + t)l - .JoW - W dz df 
= - i jr [j r(t) sin(kt sin 0) dt]l de 
< 0, (4.14) 
the integral vanishing only if r(t) = 0. 
One conclusion that may be drawn from the above results is the following: 
the homogeneous integral equation 
s 
r(t) M(z, t) dt = 0 (a < .‘z < 4 (4.15) 
(in which M denotes one of F, G, and K) possesses no nontrivial solution 
YEA. 
For purposes of Part II, it is desirable to extend some of these results to 
apply to functions Y EL, where L denotes the class of all functions which 
are measurable and for which 1 r(t) 1 is integrable in the Lebesque sense, on 
a < t < b; see, for example, [8, Chapters 10-121. Attention will be confined 
to the kernel F. 
To establish the existence of the double integral in (4.2) and (4.3) for r EL 
would require the theory of two-dimensional point sets. However, this dif- 
ficulty may be avoided for, by referring to (2.16), one sees that the physical 
problem gives rise only to the repeated integral on the right-hand side of (4.3) 
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which certainly exists for all Y EL; a theorem given by Titchmarsh [S, Sec- 
tion 12.61 establishes that this integral is equal to the repeated integrals on 
the right-hand side of (4.2). This justifies the form (3.2) for @, and it is this 
repeated integral which is used in Part II. 
The arguments which follow (4.3) may be repeated for Y EL, except that 
equalities will hold almost everywhere (that is, except in sets of measure 
zero). One concludes that 
(4.16) 
for all Y EL, with equality only if Y = 0 almost everywhere. Consequently, 
the only solution Y EL of (4.15) ( in which M = F) is Y = 0 almost everywhere. 
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