The Item Count Technique (ICT-MLE) regression model for survey list experiments depends on assumptions about responses at the extremes (choosing no or all items on the list). Existing list experiment best-practices aim to minimize strategic misrepresentation in ways that virtually guarantee that a tiny number of respondents appear in the extrema. Under such conditions both the "no liars" identification assumption and the computational strategy used to estimate the ICT-MLE become difficult to sustain. I report the results of Monte Carlo experiments examining the sensitivity of the ICT-MLE and simple difference-in-means estimators to survey design choices and small amounts of non-strategic respondent error. I show that, compared to the difference-in-means, the performance of the ICT-MLE depends on list design. Both estimators are sensitive to measurement error, but the problems are more severe for the ICT-MLE as a direct consequence of the no liars assumption. These problems become extreme as the number of treatment group respondents choosing all the items on the list decreases. I document that such problems can arise in real world applications, provide guidance for applied work, and suggest directions for further research.
. The item count technique regression models, particularly the maximum likelihood estimator (ICT-MLE), is the statistical innovation that has justifiably received the most attention (Imai, 2011) .
2 This estimator aims to tell us more about the relationships between covariates and the sensitive behavior than traditional difference-in-means analysis (DiM). To achieve this the ICT-MLE leans on data in the extremes of the response distribution for the treatment group (answering 0 or giving the maximum number of items on the list). Consequently the ICT-MLE requires strong assumptions about the truthfulness of respondents' answers-Imai's "no liars" identification assumption-in a situation where we already doubt respondents' willingness to reveal their status.
This paper interrogates this key assumption in conjunction with current list experiment design best practices. I argue that following current list experiment design best-practices aimed at minimizing strategic misrepresentation implies that there will be a tiny number of responses in the extremes of the response distribution. The small numbers involved combined with the expectation that respondents want avoid revealing their status on the sensitive item imply that these few responses are particularly likely to have resulted from non-strategic measurement error, something completely ignored in the existing literature. The ICT-MLE, by construction, will be sensitive to small samples and therefore measurement or respondent error, especially when it appears in the extremes.
I recapitulate how assumptions regarding respondent accuracy are critical to the performance of the ICT-MLE. The DiM estimator requires weaker assumptions for for unbiasedness and is not directly affected by the number of responses in the extremes. I present results from a series of Monte Carlo experiments comparing the performance of ICT-MLE to simple difference-in-means analysis. Unlike earlier Monte Carlo studies (Blair and Imai, 2012) , the simulations reported here incorporate design best-practices. When list design advice is followed, the ICT-MLE performs poorly even in the absence of measurement error due to its reliance on a tiny number of responses in the extremes. I then introduce non-strategic measurement error. These Monte Carlo results lead to further conclusions: 1) while respondent error induces bias in both the difference-in-means and ICT-ML estimators, the ICT-ML estimator is more sensitive, especially when this error appears in the top of the response distribution.
2) The problems respondent error induces become more severe as the number of truthful respondents in the extrema of the response distribution among the treated declines.
This can result from either low prevalence of the sensitive item in the population or following survey design best-practices. I then demonstrate that respondent error and estimator bias are more than just a hypothetical concerns; they can arise at non-trivial levels in real applications that pass existing statistical tests for strategic misrepresentation. I conclude by highlighting potential solutions that will not work and suggesting possible strategies for mitigating these problems and making research design trade-offs.
Extracting information from list experiments
List experiments have costs relative to direct questioning: they are harder to administer, they are a less efficient use of the sample, and they may be confusing or off-putting to some respondents. A researcher would therefore resort to indirect questioning only when she has reason to believe that:
1. For the sensitive topic there are respondents who do not want their answers to be traceable to them individually, even if survey data are reported as anonymous and even if the only person with any knowledge of the individual response is a survey enumerator.
2. For the sensitive topic, at least some of the reticent respondents do harbor some latent 3 desire to answer truthfully and would do so given additional privacy protection.
List experiments do not automatically solve the problems that motivate their use, however. Respondents in two situations remain compromised: (i) those in the treatment group who would answer affirmatively to all of the baseline items and the sensitive item and (ii) those in the treatment group who answer negatively to all the baseline items and the sensitive item. These respondents are still forced to choose between either truthfully revealing their status or strategically misrepresenting their answers. To the extent these situations are present and respondents dissemble the list experiment is said to exhibit ceiling effects (i) and floor effects (ii). Ceiling and floor effects can be viewed as strategic measurement error in which some respondents who should appear in the extreme categories chose not to report those privacy-leaking values.
Difference in means estimator
Simple differences in means is the traditional analysis tool for list experiments. Formally, suppose we have a random sample of N respondents from some population. Sample members are indexed by i. Respondents confront a standard design list experiment in which there are J control items. The indicator T i denotes whether i sees the list with just J items (T i = 0) or sees the list with J control items and the additional sensitive item. Let C i1 (t), . . . , C iJ (t) denote i's latent response to each control item as a function of whether the respondent sees the J-item (T i = 0) or (J + 1)-item list (T i = 1); C ij (t) = 1 implies an affirmative latent response to control item j under treatment condition t. Let Z i (1) denote i's latent response to the sensitive item under the treatment condition and let Z * i denote i's truthful response 4 to the sensitive item. Potential outcomes, Y i (t), are defined as
Observed data are simply Y i (T i ).
The quantity of ultimate interest is the population prevalence of the sensitive item, i.e., Pr(Z * i = 1) ≡ π Z * . Secondary quantities of interest may include parameters, θ, that describe
. The difference-in-means estimator of π Z * , henceforth DiM, is simplŷ
where N 1 is the number of respondents in the treatment condition.
It is straight forward to show that OLS regression of Y on T is equivalent to DiM estimation. Importantly, we can also show that the DiM estimator is unbiased for π Z * under weaker conditions than those stated above. If we allow for measurement error, e i , such that
then the DiM estimator becomes
where represents random sampling variation in Y i . From this expression, it is clear to see thatτ is an unbiased estimator of π Z * so long as Cov(T i , ε i ) = 0. The random assignment of T i achieves this so long as measurement error is uncorrelated with T i . The DiM estimator only requires two sums; measurement error can occur anywhere in the sum so long as the error is expected to even out across treatment and control groups. Furthermore, the amount 5 of bias inτ is directly determined by the magnitude of e i and the extent to which it is correlated with T i .
1.2
The ICT-ML model Glynn (2013) invokes stronger assumptions in order to characterize the joint distribution of (Y i (0), Z * i ) and identify "joint proportions." Employing similar logic Imai (2011) goes on to develop a maximum likelihood estimator for the joint distribution (Y i (0), Z i (t)). The ICT-MLE is allows for the inclusion of covariates information and produces individual-level predicted probabilities that a respondent possesses the sensitive attribute. To achieve this the ICT-MLE relies on three identification assumptions:
• No design effects:
Note that the no design effects and no liars assumptions jointly imply the no measurement error correlated with treatment at the individual level and that any measurement error that does exist occurs only among the control items.
Define J (t, y) as the set of respondents with values (T i , Y i ) = (t, y). To derive the like-
, where x represents a vector of covariates with parameters δ, ψ z . The various combinations of g(·) and h z (·) define the components of the likelihood. The no liars assumption directly determines which observations appear in which parts of the composite likelihood. For example, g(x, δ)h 1 (J; x, ψ 1 ) describes the contribution to the likelihood of a treatment group respondent who answered "J + 1." Similarly, the J (1, 0) respondents appear in the h 0 (0; x, ψ 0 )(1−g(x, δ)) term of the likelihood. As a result the no liars assumption affects the composition of the J (1, y) for the remainder of the likelihood.
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The computational strategy pursued in Imai (2010, 2012) ; Imai (2011); Imai, Park and Greene (2015) involves treating the Z i (1) as partially missing data and then deriving a complete data likelihood that can be maximized via the EM algorithm. The "observed" Z i (1) are those observations in J (1, 0) ∪ J (1, J + 1). The no liars assumptions requires that we believe that these observations are observed without error.
Strategic and non-strategic respondent error
The no liars assumption is critical for our ability to extract more information from list experiment data. Scholars using list experiments are sensitive to the assumption about truthfulness in responses at the extremes, as our discussion of ceiling and floor effects shows. Survey design best-practices have long recognized the potential for list experiments to "leak" privacy due to such strategic behavior. Ceiling effects imply a downward bias inπ Z * , regardless of the estimator. With this in mind, Kuklinski, Cobb and Gilens (1997) argue that an appropriately designed list experiment will aggressively seek to minimize the number of respondents forced to choose between answering truthfully and revealing their sensitive status. They recommend including an item on the control list common in the population (to get off the floor) as well as an item that is rare (to avoid bumping into the ceiling). Glynn (2013) urges applied researchers to identify negatively correlated control items with non-trivial population rates to achieve a list that avoids ceiling and floor effects while also minimizing the variance of the difference-in-means estimator. Blair and Imai (2012) reiterate all this advice.
Considerable effort has also gone into diagnosing and modeling possible strategic misrepresentation. Aronow et al. (2015) ; Blair and Imai (2012) Many other error processes are obviously possible. For our purposes here we will focus on "top-biased error," a process by which the respondent's truthful response is randomly replaced with the maximum value available to her. I emphasize top-biased error not because there is any reason to believe that it is prevalent in applied situations but rather because topbiased error is likely to be the most problematic for both the DiM and ICT-ML estimators.
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It is correlated with treatment, by construction, and this relationship will not weaken as the list length grows. Errors in J (1, J + 1) will present serious problems for the ICT-MLE as the observed "J + 1" responses are all treated as truthful. Top-biased error should lead to severe over-prediction of π Z * for both estimators but I conjecture that the ICT-MLE will perform worse.
This simple discussion has two important implications that inform the Monte Carlo experiments below. First, whatever problems non-strategic error induces will be exacerbated as the number of responses in the extremes of the treatment group response distribution decreases. Very small samples in these extreme cells can occur either because the population prevalence of the sensitive item is low or because the survey is well-designed and few respondents actually fell in the extremes of the distribution. Since error is correlated with treatment, a decline in the underlying prevalence of the sensitive item implies that the observed difference between treatment and control will be increasingly driven by measurement error. For the ICT-MLE, a lower underlying frequency of the sensitive attribute implies there there will be fewer truthful-responders in the J (1, J + 1) set. In the limit this set is composed entirely of noise.
Second, the greater efficiency of the ICT-MLE under its assumptions, especially if covariate information is brought to bear, will generate relatively tight standard errors around a biased estimate if measurement error is a problem. The DiM estimator may be biased but it is also noisier. The ICT-MLE, on the other hand, will not generate inflated standard errors under its maintained assumptions raising the risks of Type-I error. Again such problems will be exacerbated when sample sizes in the extrema are small.
Monte Carlo Experiments
I conduct a series of Monte Carlo experiments to better describe how the DiM and ICT-MLE respond to list experiment design, sensitive item prevalence, and respondent error. The
Monte Carlo simulations represent a 3 × 2 × 2 × 2 design in which I vary the prevalence of the sensitive item (low, medium, and high), the length of the list (J ∈ {3, 4}), the design of the control item list, and the presence of top-biased error. In supplementary materials I also vary the size of the sample.
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I investigate three different levels of prevalence for the sensitive item. Under each scenario a "respondent," i, possesses the sensitive attribute with probability given by
The only In manipulating the list design I investigate two different sets of list structures. The first set of lists generates control items following protocols Blair and Imai (2012) borrow from Corstange (2009) . In these lists all control items are independent. In the second set-referred to as the "designed" lists-I construct the control item lists to conform to current recommendations for avoiding strategic misrepresentation. There are high-and lowprevalence control items; in the J = 4 list there is also negative correlation between two of the control items; further details are in the supplementary materials and related R code.
For each of the 2000 Monte Carlo runs I generate a sample of N = 1000 "respondents."
6 5 All data and code as well as the output and logs of the actual Monte Carlo simulations are available on the dataverse repository associated with this article (Ahlquist, 2017) .
6 1000 respondents is a common sample size for list experiments. Rosenfeld, Imai and Shapiro (2015) use N = 1352 to evaluate list experiments in their validation study. I also ran the same experiments with N = 2000. Increasing the sample size has no material consequences for the conclusions generated here.
With equal probability I randomly assign each of the respondents to be in the treatment group or the control group, denoted by binary variable T i . For each of the respondents we then calculate the the error-free observed outcome for k ∈ {L, M, H}. This value represents the data we would hope to observe in list experiments satisfying Imai's three basic identification assumptions with no measurement error but under different structures of the control lists and different population frequencies for the sensitive item. Table 1 displays the number of respondents we expect to appear in J (1, J + 1) under the two list constructions. Designed lists sharply reduce the number of respondents in the top category relative to the Blair-Imai construction. Table 1 : Expected number of respondents in J (1, J + 1) under the different list scenarios for N = 1000, equal probability of treatment assignment, and no error.
Blair-Imai
Designed
High 38.9 11.5 4.7 4.0 Mid 16.8 5.0 2.0 1.7 Low 7.5 2.2 0.9 0.8 I then introduce "top-biased" error by randomly selecting three percent of respondents.
For each selected respondent, if T i = 0 we replace y k i with J. If T i = 1 we do the same thing only with a J + 1. Note that while measurement error induces a violation of the no liars assumption, it still leaves us with data that satisfy the randomization and no design effects assumptions. Thus we can view this study as examining the estimators' sensitivity to violations of the no liars condition.
Within each Monte Carlo iteration we fit two models to both the data with and without
error. The first model is the ICT-MLE. Following Blair and Imai (2012) I evaluate the simulations on the following dimensions:
• Computational stability,
• Bias, variance, and coverage in covariate parameter estimates among the ICT-MLE,
• Bias, variance, and coverage in the population prevalence estimate for the sensitive item, from the ICT-MLE and DiM.
Results

Computational stability
We first consider the computational stability of the ICT-MLE; the DiM estimator had no computational difficulties. I define instability as the algorithm exiting with an error.
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Recall that the ICT-MLE uses the EM algorithm to maximize an observed-data likelihood, treating responses to the sensitive item as partially missing. The observed Z i are derived from the J (1, 0) and J (1, J + 1) responses. The lower the prevalence of the sensitive 7 This was typically due to computationally singular matricies during the M-step of EM.
13 item the correspondingly fewer observed cases of Z i = 1 and the less stable we expect the algorithm to be. Moreover, inducing error into the system will inflate the number of cases in J (1, J + 1). We therefore expect the ICT-MLE to be most unstable in the low prevalence, no error condition with the designed list.
Among the twelve Blair-Imai lists there were no stability problems. In those scenarios the mean number of J (1, J + 1) responses ranged from 3.1 (in the J = 4, low prevalence, no error list) to 52.5 (in the J = 3, high prevalence, error list). I only observe 3% of runs with J (1, J + 1) empty-all in the J = 4, low prevalence, no error condition. increases. The figure also confirms that inducing error has a similar effect on the stability of the algorithm; error at the top extreme, even at low levels, prevented computational failure almost entirely. This has some problematic implications: when the list is designed to minimize strategic behavior and respondents are answering truthfully the algorithm is less stable, but when there is error the estimator is more likely to return an answer, but one that can be misleading (as we shall see).
2.1.2 Bias, variance, and coverage for regression parameters 
ICT-MLE stability for designed list experiments
Mean number of J+1 observations % exiting with error
4L
Figure 1: Percent of Monte Carlo runs in which the ICT-MLE exited with an error as a function of the mean number of observations in J (1, J +1). Text indicates the list condition, e.g., 3M refers to the J = 3 list with medium prevalence for the sensitive item. Bold-text items are from runs with 3% top-biased error and jittered for clarity.
even with error included. The J = 3 list is, as expected, lower variance than the J = 4 list.
The ICT-MLE under the J = 4 list starts to degrade at moderate levels of π Z * even without error due to its sensitivity to small changes in the number of responses in J (1, J + 1). In the low prevalence condition with no error the ICT-MLE is unstable, so I do not include bias and RMSE quantities in the plot for this case. Not only does a small amount of error induce bias in the ICT-MLE but it also raises the risk of erroneous inference.
Given the findings for the Blair-Imai list it should come as no surprise that stability and performance under the designed list is poor. Table 2 with 3% top-biased error. Unfortunately, the computational stabilization comes around biased estimates of the regression parameter; bias is worst when the sensitive item is rare.
Looking at panel 3b we see that the ICT-MLE generates standard errors that are systematically too narrow, dramatically so in the low prevalence condition. But while problems are most severe when the sensitive item is rare, they are not necessarily restricted to such situations. The results for the designed lists show that the performance of the ICT-MLE depends on decisions about the construction of the control list items. Mirroring the simulation results in Imai (2011) , Figure 4 shows that the ICT-MLE and DiM are both unbiased estimators of π Z * when the population prevalence is high, even in the presence of measurement error. We do, however, continue to see ICT-MLE instability in the J = 4 list under no error, unsurprising given the regression parameter instability seen above. As the sensitive item becomes rare we see some apparent degradation in both estimators. But the introduction of small amounts of error causes problems. As expected, both estimators become more biased but the ICT-MLE suffers more at both the mid and low prevalence levels. At low prevalence the ICT-MLE is over-estimating the prevalence of the sensitive item by about 15 percentage points; the DiM estimator's bias is less than half The Monte Carlo simulations demonstrate that the performance of the ICT-MLE is sensitive to the design of the underlying control-item lists in ways that the DiM estimator is not. Both estimators are sensitive to rare sensitive items and error, but the ICT-MLE more so.
An example
To demonstrate that this problem of small samples in the extremes, respondent error, and estimator bias is more than theoretical, I rely on the list experiments reported in Ahlquist,
Mayer and Jackman (2014) ICT estimates are shockingly large and have relatively narrow standard errors, raising the prospect of erroneous inference were they to be taken at face value.
AMJ then go on to look at proportion of respondents in the treatment groups claiming the maximum possible number of items, i.e., the sets J (1, 5). Table 3 displays their findings. Figure 9 : Evidence of problems with the ICT-MLE across three list experiments. Bars are 95% CIs for the DiM estimates and ±2SEs for the ICT estimates.
Results from 3 List Experiments
The proportion of people answering the maximum is remarkably stable, around 2-3%, even for sensitive behaviors that are far more common in the population (texting while driving).
The rate of 2.4% is especially remarkable for the alien abduction question. Maintaining the no liars assumption in that context corresponds to believing that all of these 36 respondents were abducted by aliens (and returned to answer the survey) and served on a jury and were audited by the IRS and had a flight canceled and received telemarketing calls. All in the same (unlucky) year. The rate of IRS auditing in FY2013 was 0.96% (Internal Revenue Service, 2014), which implies that at least 60% of the respondents in J (1, 5) for the alien abduction question are probably erroneous responses. Moreover, of those answering "5" for alien abduction, 24% (9/37) also answered "5" for voter impersonation.
All this leads to two conclusions. First, there is non-negligible respondent error in these data, as we would expect with any real-world survey. The respondents answering "5" in the 
Implications and working toward solutions
The Monte Carlo simulations show that ICT-MLE is more sensitive to list design than the DiM, even in the absence of error. Unsurprisingly the addition of error can cause problems for both the DiM and ICT-MLE. The DiM, which does not require the no liars assumption, is the more robust in all cases. These findings lead us to consider-and reject-some possible solutions to the problem and then to consider when non-strategic error is more likely to arise.
We conclude with some advice to applied researchers considering list experiments.
Strategies that will not work
If the ICT distributional assumptions are correct then both the difference-in-means and the ICT estimators are consistent, but the ICT estimator, as a maximum likelihood estimator, is the more efficient. If the ICT distributional assumptions are not met then ICT estimator is no longer consistent while the difference-in-means estimator is. This represents a special case of the Wu-Hausman test. Unfortunately, the Monte Carlo results show that, depending on the structure of the list and the prevalence of the sensitive item, the ICT-MLE may not generate unbiased estimates of either the quantity of interest or the variance around that estimate. As a result a Hausman specification test will not be yield useful findings.
The simulations and the example above show that small samples in the maximum values of the treatment distribution is serious problem for the ICT-MLE. It stands to reason that larger overall samples might mitigate this problem. But, for a fixed list experiment design and sampling frame, the expected number of responses in the top of the distribution will only grow linearly in N . Our designed Monte Carlo with J = 3 and high prevalence still averaged only 4.5 respondents in the top category of the treatment distribution. We would need a sample at least four times as large to begin to achieve some stability, and this is before any consideration of respondent error. The second wave of AMJ list experiments used N = 3000
and still ran in to problems. Their experience suggests that non-strategic respondent error happens at a relatively constant rate, something not solved by increasing N .
More generally ICT-MLE faces a conceptual difficulty: we turn to list experiments when we are worried that people do not want to reveal their status yet the ICT-MLE requires that we view anyone who does end up reporting a privacy-leaking value as a truthful revelation.
Moreover, we actively try to ensure that nobody is put in a position whereby they are forced to choose between dissembling and reveling their status yet ICT-MLE estimation is based on these few respondents. Increasing the overall sample size in the hopes of ramping up the size of J (1, J + 1) fails to resolve this conflict.
Some advice
The findings presented thus far show that both small sample sizes in the extremes and nonstrategic respondent error are problematic for list experiments but especially the ICT-ML estimator. We do not yet have tools for determining the levels, rates, and structure of nonstrategic respondent error and developing such tools seems unlikely. But we can offer some 27 advice that builds on existing recommendations and tools.
Research and survey design
List experiments are weak tools for precise estimation of rare events and behaviors. Contrary Asking such questions is costly, however, and may not we worthwhile in certain contexts.
But they appear to be a useful tool for examining how the sample at hand is actually reacting to indirect questioning.
Consider multiple or other indirect question modes Rosenfeld, Imai and Shapiro (2015) conduct an exhaustive validation study of the three major types of indirect survey questions 10 Eady (2017) and Gingerich et al. (2016) develop tools that rely on asking both direct and indirect questions to extract more information about who dissembles and whether the additional variance of indirect questioning is worth the cost. Both sets of tools rely on the no liars assumption and their sensitivity to non-strategic error is an area for future work.
(list, endorsement, and randomized response). Consistent with results here they also find that the list experiment (analyzed with a Bayesian extension of the ICT-MLE approach) produces population prevalence estimates that are biased (relative to the known truth and other question modes) yet still better than direct questioning. Which question mode is most appropriate in a particular situation is not obvious and a multiple-method, triangulation strategy may be worth pursuing, although, again, the costs in terms of time, cognitive demands on respondents, technical administration, and efficient use of the sample are all non-trivial.
Survey Implementation
Adjust survey administration to minimize non-strategic error. Administration techniques should endeavor to make sure respondents are paying attention. Phone-and in-person enumerators can be trained to slow down or confirm responses to list experiment or other more complicated question forms. They can also make subjective judgments about respondents' levels of engagement in the survey. We can imagine several design strategies for electronically-administered surveys to slow users down and induce them to pay more attention. For example, survey interfaces could randomly move the text and responses to different points around the screen so as to force users to at least minimally adjust. Confirmation stages for certain responses could be introduced. Silly questions can be included to see if respondents are paying attention. Forcing respondents to pay attention may or may not increase truthfulness but it will likely increase the number of non-truthful responses that are amenable to modeling as ceiling and floor effects relative to the less tractable non-strategic error situation. All these interventions have costs and best-practices in this area have yet to be developed.
Given that some error is unavoidable, we would like to convert any systematic (e.g. top-) biases in these errors into something less damaging. If error is due to respondents repeatedly clicking or answering in the same way in an effort to rush through the survey then some immediate solutions present themselves. In an electronic interface the survey designer can randomize the order in which the possible responses are presented. For example, radio buttons for the eligible responses can be shuffled randomly or moved around the screen.
Other options include pull-down menus where the ordering of the values can be randomized across questions or requiring the respondent to type in a numerical value, returning an error if the person typed in a number that is not admissible. When a respondent is not paying attention these strategies have the virtue of converting what might be dangerous top-or bottom-biased error into something looking more like uniform error.
Track and examine respondents' broader behavior in the survey. Tracking respondent behavior throughout the survey can be useful in determining the scale and type of respondent error. Obviously this is easier and more accurate in computer-mediated modes where some useful metrics include total time spent on the survey, how long they spent on particular pages or questions, and whether they logged out and then completed the survey later. The behavior of respondents at the extremes of the list experiment distribution should be of particular concern to researchers thinking of employing the ICT-MLE. Are these respondents spending less time on the list experiment page than other respondents? Are they answering nearby questions in a similar way? Is there straight-line behavior in other parts of the survey? If so is it systematically skewed in a particular direction?
All the forgoing items give further weight to the standard dictum that careful pretesting is a must. Pre-testing control list items seems particularly worthwhile since we often do not know whether particular items are negatively correlated, etc. Pretesting allows a researcher to formulate expectations about the number of observations that might appear in J (1, J +1) and adjust the list or the analysis strategy accordingly.
Diagnostics and Analysis
Examine the number of responses in the extremes of the treatment group distribution. Independent of any concerns with respondent error the Monte Carlos reported here show that the ICT-MLE performs poorly when the number of responses in the maximum category falls below about 20-25. If small samples in the extremes appear in a particular application then the ICT-MLE is a poor choice of analysis tool, especially if DiM analysis suggests that the sensitive item is rare.
Compare ICT-MLE and DiM estimates. Simple and transparent difference-in-means analysis should be the place to start. If covariates are not a concern in a particular application then ICT-MLE becomes even less attractive as an analysis tool. If ICT-MLE is used its results should be compared to those from DiM. If the underlying prevalence of the sensitive item is shown to be low and/or the two estimates diverge sharply this should be viewed as evidence that there is likely significant respondent error in the data. In interpreting this error analysts should obviously conduct the diagnostics for ceiling and floor effects described in Glynn (2013) and Blair and Imai (2012) . Conditional on results from ceiling and floor analysis, large divergence between DiM and ICT-MLE, especially when DiM returns a null result, should be viewed as an indication that ICT-MLE results may not be reliable.
Care should be taken in using the ICT-MLE output as a covariate. The big selling point of the ICT-MLE is its ability to generate individual-level predictions that a particular respondent has the sensitive attribute. This individual-level ability is bought by invoking the individual-level no liars assumption. Imai, Park and Greene (2015) have taken the next logical step, building both two-stage and full likelihood models in which individual-level propensities to possess the sensitive attribute (estimated from ICT-MLE) are then used as predictors for another behavior of interest. For example, suppose a researcher runs a list experiment designed to ask respondents about racial attitudes toward African-Americans.
ICT-MLE will yield estimates of each respondents level of anti-Black sentiment. The re-searcher might then want to use that quantity as a regressor in a model that predicts levels of support for President Obama.
The sensitivity of the ICT-MLE to list design and measurement error may make this strategy problematic in actual applied situations. Even small levels of respondent error can induce bias as well as over confidence in results. Building this bias into a second stage model, whether estimated sequentially or jointly, seems hazardous. While formal Monte Carlo work incorporating list design and measurement error for this specific enterprise remains to be done the results here should give pause.
Conclusion
This paper considered the role of list design and the dangers of non-strategic measurement error (as opposed to strategic misrepresentation) for the analysis of survey list experiments. We interrogated the individual-level "no liars" assumption needed to identify the ICT-MLE and underpinning its numerous extensions. This assumption requires that all responses in the extremes of the treatment-group distribution be viewed as truthful revelations of the respondent's status on the sensitive item. The conventional difference-in-means estimator does not require the individual-level no liars assumption for unbiased estimation of population prevalence.
I argued that the the no liars assumption is contrary to the applied researcher's rationale for using a list experiment, namely that respondents are reticent about truthfully revealing their status on the sensitive item; privacy-leaking responses should be treated skeptically, not credulously. Moreover, reducing the risk of strategic misrepresentation entails minimizing the number of respondents appearing in the extremes of the response distribution-exactly the cells that the ICT-MLE relies on for identification and estimation. These small samples are particularly prone to be the result of simple, non-strategic error.
Based on a series of Monte Carlo experiments I found that ICT-MLE is sensitive to list design regardless of error, unlike the DiM. Inducing non-strategic error creates problems for both estimators, but the ICT-MLE is more sensitive. Even small deviations from the no liars assumption can induce bias and other problems in the ICT-MLE. The extent of these problems depend on the structure of the control list and the underlying frequency of the sensitive item. The difference-in-means estimator, while not impervious to respondent error, is computationally stable and less prone to generate erroneous inference when survey responses are measured with error.
Based on these findings I offered some preliminary advice for applied researchers. The extent to which non-strategic error causes problems for either of Imai, Park and Greene 
