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The density matrix renormalization group method is introduced in energy space to study An-
derson impurity models. The method allows for calculations in the thermodynamic limit and is
advantageous for studying not only the dynamical properties but also the quantum entanglement of
the ground-state at the vicinity of an impurity quantum phase transition. This method is applied to
obtain numerically exactly the ground-state phase diagram of the single-impurity Anderson model
on the honeycomb lattice at half-filling. The calculation of local static quantities shows that the
phase diagram contains two distinct phases, the local moment (LM) phase and the asymmetric
strong coupling (ASC) phase, but no Kondo screening phase. These results are supported by the
local spin and charge excitation spectra, which exhibit qualitatively different behavior in these two
phases and also reveal the existence of the valence fluctuating point at the phase boundary. For
comparison, we also study the low-energy effective pseudogap Anderson model using the method
introduced here. Although the high-energy excitations are obviously different, we find that the
ground-state phase diagram and the asymptotically low-energy excitations are in good quantita-
tive agreement with those for the single-impurity Anderson model on the honeycomb lattice, thus
providing a quantitative justification for the previous studies based on low-energy approximate ap-
proaches. Furthermore, we find that the lowest entanglement level is doubly degenerate for the
LM phase, whereas it is singlet for the ASC phase and is accidentally three fold degenerate at the
valence fluctuating point. This should be contrasted with the degeneracy of the energy spectrum
because the ground-state is found to be always singlet. Our results therefore clearly demonstrate
that the low-lying entanglement spectrum can be used to determine with high accuracy the phase
boundary of the impurity quantum phase transition.
PACS numbers: 75.20.Hr, 73.22.Pr, 75.30.Hx
I. INTRODUCTION
Recent experiments have revealed that the introduc-
tion of adatoms induces the local magnetic moments in
graphene [1, 2]. One of the simplest models describing
the magnetic impurity problem in graphene is an Ander-
son impurity coupled to the conduction electrons on the
honeycomb lattice with the massless Dirac energy disper-
sion which results in the linear density of states (∝ |ω|)
around the Fermi level [3]. This problem is known as
the pseudogap Kondo problem [4] and has been stud-
ied extensively for over a decade by the renormalization
group analysis [5, 6] and the numerical renormalization
group (NRG) method [7–11]. These previous studies
have already found that, at zero temperature, there exit
two phases, i.e., the local moment (LM) phase and the
asymmetric strong coupling (ASC) phase, and the phase
boundary corresponds to the valence fluctuating (VF)
point [7].
These studies are, however, based on the low-energy
effective pseudogap Anderson models [4] and focused
mostly on the two special cases in the large conduction
band limit and in the strong coupling limit [7–10]. Al-
though the essential part of Kondo physics should be cap-
tured in these low-energy analyses, it is rather surprising
that the phase diagram even for the simplest and most
fundamental Anderson impurity model, not for the low-
energy effective models, has not been established so far.
The reason is simply because of lack of reliable numeri-
cal methods which can treat Anderson impurity models
numerically exactly in two and three spatial dimensions.
Establishing the numerically exact ground state phase di-
agram of the Anderson impurity model is also beneficial
to the previous studies based on the low-energy effective
models since it can provide a strong justification for their
approximations.
On the other hand, the entanglement spectrum [12] has
attracted much attention recently in condensed matter
physics for identifying topologically ordered phases [12–
16]. In these systems, the degeneracy of the low-lying
entanglement spectrum is intimately related to the exis-
tence of the surface boundary states which are protected
by bulk symmetries. Since the magnetic impurity prob-
lem can be regarded as a boundary problem in one di-
mension [17], it is also valuable to explore its quantum
entanglement aspects. In this context, the recent study
of a “spin-only” version of a two-impurity Kondo model
has shown that the gap of the entanglement spectrum
can be regarded as an order parameter [18]. The en-
tanglement spectrum is thus expected to be also used to
2quantify different quantum phases in magnetic impurity
models including Anderson impurity models [19].
The main purposes of this paper are threefold. First,
we introduce a numerical method which enables us to
treat exactly general Anderson impurity models in any
spatial dimension in the thermodynamic limit. Secondly,
we demonstrate the method developed here by applying
it to one of the simplest Anderson impurity models in two
spatial dimensions and compare the results with those
for the low-energy effective pseudogap Anderson model.
Third, we explore the impurity quantum phase transition
and the low-lying entanglement spectrum to uncover the
degeneracy of the lowest entanglement level across the
impurity quantum phase transition.
To this end, here we introduce the density matrix
renormalization group (DMRG) method [20, 21] for gen-
eral Anderson impurity models represented in energy
space. This method is applied to the single-impurity An-
derson model on the honeycomb lattice at half-filling to
determine precisely the ground-state phase diagram in a
wide range of parameters, including an intermediate cou-
pling region. The calculations of the local static quan-
tities reveal that the phase diagram contains only two
phases, i.e., the LM and ASC phases. The local spin and
charge excitation spectra further support these results
and also show the existence of the VF point at the phase
boundary. We also study the low-energy effective pseu-
dogap Anderson model and compare the ground-state
phase diagram as well as the local spin and charge excita-
tion spectra with those for the single-impurity Anderson
model on the honeycomb lattice. Although the high-
energy excitations are apparently different, the ground-
state phase diagrams and the asymptotically low-energy
excitations for these two models are found to be in ex-
cellent quantitative agreement. Moreover, we find that
the degeneracy of the lowest entanglement level is differ-
ent in the three different regions of the phase diagram,
i.e., the LM and ASC phases and the VF point. This is
in sharp contrast to the degeneracy of the ground state,
which is found always singlet in all three regions. Al-
though it has been pointed out that the sudden change
of entanglement properties is not always related to quan-
tum phase transition [22], our results demonstrate that
the low-lying entanglement spectrum can be used to de-
termine the impurity quantum phase transition, at least,
between the LM and ASC phases.
The rest of this paper is organized as follows. First,
the single-impurity Anderson model on the honeycomb
lattice and the corresponding low-energy effective pseu-
dogap Anderson model are introduced in Sec. II. The
DMRG method to solve general Anderson impurity
models in energy space is also described in details in
Sec. II. The numerical results for the single-impurity
Anderson model on the honeycomb lattice are shown
in Sec. III. Based on the local static properties shown
in Sec. III B, the ground-state phase diagram is estab-
lished in Sec. III C. The local spin and charge excitation
spectra are also calculated in Sec. III D to support the
phase diagram. Furthermore, these results are compared
with those for the low-energy effective pseudogap An-
derson model in Sec. III E. Finally, the low-lying entan-
glement spectrum and the entanglement entropy for the
single-impurity Anderson model on the honeycomb lat-
tice are discussed in Sec. III F before summarizing the pa-
per in Sec. IV. The energy space description of the single-
impurity Anderson model is discussed in Appendix A and
the further technical details of numerical calculations are
provided in Appendix B.
II. MODELS AND METHOD
In this section, we first introduce the single-impurity
Anderson model on the honeycomb lattice. Consider-
ing this model as an example, we describe in details the
DMRG method in energy space, which can treat exactly
general Anderson impurity models in any spatial dimen-
sions. We also introduce the pseudogap Anderson model
as a low-energy effective model for the single-impurity
Anderson model on the honeycomb lattice.
A. Single-impurity Anderson model
In order to be specific and also because it is one of the
simplest models for the magnetic impurity problem in
graphene, here we consider the single-impurity Anderson
model on the honeycomb lattice [see Fig. 1(a)] defined by
the following Hamiltonian:
HAIM = Hi +Hc +HV , (1)
where the impurity HamiltonianHi, including the on-site
Coulomb interaction U and the on-site potential ε at the
impurity site, is given as
Hi = Uni,↑ni,↓ − εni, (2)
the conduction band with the nearest-neighbor hopping
t is described on the honeycomb lattice as
Hc = −t
∑
〈r,r′〉
∑
σ=↑,↓
(c†
r,σcr′,σ +H.c.), (3)
and the hybridization between the impurity site and the
conduction band is represented as
HV = V
∑
σ=↑,↓
(c†i,σcr0,σ +H.c.). (4)
Here, c†r,σ (cr,σ) is the creation (annihilation) operator
of a conduction electron with spin σ (=↑, ↓) at site r on
the honeycomb lattice and c†i,σ (ci,σ) is the creation (an-
nihilation) operator of an electron at the impurity site
i with ni,σ = c
†
i,σci,σ and ni = ni,↑ + ni,↓. The sum in
Hc denoted by 〈r, r′〉 runs over nearest-neighbor pairs of
conduction sites r and r′ on the honeycomb lattice. No-
tice here that the impurity site is connected to only one
3(a)
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FIG. 1. (Color online) (a) Single-impurity Anderson model
on the honeycomb lattice described byHAIM in Eq. (1). A red
sphere and black dots represent the impurity site and the con-
duction sites, respectively. A blue line denotes the hybridiza-
tion bond connecting the impurity site i and the conduction
site r0 with the hybridization V in Eq. (4), and black lines
represent the lattice bonds connecting the nearest-neighbor
conduction sites on the honeycomb lattice with the hopping
t in Eq. (3). (b) Single-impurity Anderson model in energy
space described by H in Eq. (20). Note that although the
impurity site (a red sphere at the left edge) is described by
the same impurity Hamiltonian Hi in HAIM and is connected
to only one of the conduction sites (gray spheres), the hy-
bridization between the impurity site and the conduction site
as well as the hopping between the conduction sites is gener-
ally different from those in (a). In the DMRG calculations,
the system is divided into two parts, i.e., the left and right
blocks, and the corresponding bases are denoted as |i〉L and
|j〉R.
of the conduction sites at r0 through the hybridization
V in HV , as shown in Fig. 1(a). The electron density n
is set to be half-filled, i.e., n = 1.
B. DMRG method in energy space
We first describe the Hamiltonian HAIM in energy
space. This can be done by noticing that the effective
action of the impurity site for HAIM can be reproduced
exactly by, e.g., the following Hamiltonian:
Hω = Hi +
∑
σ=↑,↓
∫
dωωa†ω,σaω,σ
+ V
∑
σ=↑,↓
∫
dω
√
ρ(ω)
(
c†i,σaω,σ + H.c.
)
, (5)
where a†ω,σ (aω,σ) is the creation (annihilation) operator
of a conduction electron which represents the eigenstate
of Hc with energy ω and spin σ, and the local density
of state per spin for the conduction band is denoted as
ρ(ω) [7, 8]. The equivalence between HAIM and Hω is
shown in Appendix A.
Next, we discretize the energy ω with the logarithmic
discretization scheme
ω±m = ±
W
2
Λ−m, (6)
where W is the conduction band width (W = 6t for the
conduction band described by Hc), Λ (> 1) is a param-
eter which sets a series of intervals in ω±m’s with m =
0, 1, . . . ,M−1 [23], and we set ω±M = 0. Defining a repre-
sentative fermion operator a†m,±,σ (m = 1, 2, · · · ,M) for
each energy interval between ω±m−1 and ω
±
m, the Hamil-
tonian Hω can now be expressed as
Hr = Hi +
M∑
m=1
∑
σ=↑,↓
(
ξ+ma
†
m,+,σam,+,σ + ξ
−
ma
†
m,−,σam,−,σ
)
+
M∑
m=1
∑
σ=↑,↓
(
γ+mc
†
i,σam,+,σ + γ
−
mc
†
i,σam,−,σ +H.c.
)
, (7)
where
γ±m = V
[
∓
∫ ±ωm−1
±ωm
dωρ(ω)
]1/2
(8)
and
ξ±m =
∫ ±ωm−1
±ωm
dωρ(ω)ω∫ ±ωm−1
±ωm
dωρ(ω)
. (9)
This discretization scheme is similar to the one employed
in the NRG method [24]. The local density of states ρ(ω)
for the conduction band can be calculated with desired
accuracy by employing the linear tetrahedron method, as
shown in Fig. 2 [25, 26].
Since we can use any discretization scheme to discretize
the energy ω, we also introduce the constant discretiza-
tion scheme
ω±m = ±
W
2
(
1− m
M
)
(10)
with m = 0, 1, . . . ,M . The logarithmic discretization
scheme has much denser energy meshes as |ω| approaches
to zero, but has much less energy meshes for larger |ω|
away from zero. Therefore, in order to treat correctly
the band structure in high-energy scales, the logarithmic
discretization scheme requires small Λ close to 1, which
is computationally demanding. In contrast, the con-
stant discretization scheme distributes the energy meshes
equally for all energy scales. We find that the logarith-
mic discretization scheme is suitable for the calculation of
static quantities but the constant discretization scheme is
better computationally to calculate dynamical quantities
specially when the high-energy excitations are involved
(see Appendix B for more details). It is also shown in
Appendix A that the effective action of the impurity site
4-4 -3 -2 -1 0 1 2 3 4
ω/t
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FIG. 2. (Color online) Local density of states ρ(ω) per spin for
the conduction band of the single impurity Anderson model
on the honeycomb lattice (red) and the pseudogap Anderson
model (blue). Here, W 2 = 4
√
3pit2 for the band width W of
the pseudogap Anderson model. The Fermi energy is located
at ω = 0 for half filling .
for Hr in both discretization schemes is exactly the same
as the one for HAIM.
Finally, we transform the Hamiltonian Hr into a one-
dimensional form with no long-range hopping terms but
keeping the interaction term local. For this purpose, we
apply the Lanczos iteration [27] to the second and third
terms in the right-hand side of Hr with choosing the im-
purity site as the initial Lanczos basis vector. Introduc-
ing the vector representation of the electron creation and
annihilation operators, e.g.,
a†σ =(c
†
i,σ, a
†
1,+,σ, a
†
2,+,σ, a
†
3,+,σ, · · · , a†M−1,+,σ, a†M,+,σ,
a†M,−,σ, a
†
M−1,−,σ, · · · , a†3,−,σ, a†2,−,σ, a†1,−,σ), (11)
Hr can be represented as
Hr = Hi +
∑
σ=↑,↓
a†σHˆ0aσ, (12)
where Hˆ0 is a (2M + 1)× (2M + 1) matrix defined as
Hˆ0 =


0 γ+1 γ
+
2 γ
+
3 · · · γ+M γ−M · · · γ−2 γ−1
γ+1 ξ
+
1 0 0 · · · 0 0 · · · 0 0
γ+2 0 ξ
+
2 0 · · · 0 0 · · · 0 0
γ+3 0 0 ξ
+
3 · · · 0 0 · · · 0 0
...
...
...
...
. . .
...
...
. . .
...
...
γ+M 0 0 0 · · · ξ+M 0 · · · 0 0
γ−M 0 0 0 · · · 0 ξ−M · · · 0 0
...
...
...
...
. . .
...
...
. . .
...
...
γ−2 0 0 0 · · · 0 0 · · · ξ−2 0
γ−1 0 0 0 · · · 0 0 · · · 0 ξ−1


.(13)
Notice here that although the interaction term at the
impurity site is described by the same impurity Hamil-
tonian Hi, Hr introduces long-range hopping terms as
the impurity site is hybridized with all conduction sites
in energy space. This is usually problematic for DMRG
calculations. As shown below, this can be completely
alleviated by the Lanczos basis transformation without
introducing additional long-range interaction terms for
Hi.
Taking as the initial Lanczos basis the (2M + 1)-
dimensional column unit vector p1 with the kth element
(p1)k = δk,1 (k = 1, 2, · · · , 2M + 1), (14)
we can generate the Lanczos basis via the three-time re-
currences
tlpl+1 = Hˆ0pl − εlpl − tl−1pl−1 (15)
for l = 1, 2, · · · , L− 1 with t0 = 0 and p0 = 0, where
εl = p
T
l Hˆ0pl (16)
and
tl =
∣∣∣Hˆ0pl − εlpl − tl−1pl−1
∣∣∣ , (17)
i.e., the norm of the (2M+1)-dimensional column vector
in the right-hand side of Eq. (15).
Using these Lanczos bases Pˆ = (p1,p2, · · · ,pL), Hˆ0
can be transformed into the following tridiagonal matrix:
Hˆ ′0 =


ε1 t1 0 0 · · · 0 0
t1 ε2 t2 0 · · · 0 0
0 t2 ε3 t3 · · · 0 0
0 0 t3 ε4 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · εL−1 tl−1
0 0 0 0 · · · tl−1 εL


(18)
and accordingly the electron creations operators a†σ are
transformed into the new operators f†σ as
f†σ = (f
†
1,σ, f
†
2,σ, · · · , f †L,σ) = a†σPˆ (19)
with f †1,σ = c
†
i,σ. Since (pl)k = (Pˆ )k,l and pl · pl′ = δl,l′ ,
one can easily show that (PˆT Pˆ )l,l′ = δl,l′ . Therefore, the
new operators f†σ and fσ satisfy the fermion anticommu-
tation relations, e.g., {fl,σ, f †l′,σ′} = δl,l′δσ,σ′ . Note also
that ε1 = 0 as (Hˆ0)1,1 = 0.
The resulting Hamiltonian after this basis transforma-
tion is
H = Hi +
∑
σ=↑,↓
L∑
l=1
εlf
†
l,σfl,σ
+
∑
σ=↑,↓
L−1∑
l=1
tl
(
f †l+1,σfl,σ +H.c.
)
. (20)
Notice first that the impurity site is described by the
same local Hamiltonian Hi as in HAIM and therefore
the interaction term remains local. On the other hand,
5the hopping terms are now all short ranged with only
nearest-neighbor hopping tl. Therefore, the model de-
scribed by H is a simple one-dimensional system of L
sites, as schematically shown in Fig. 1(b), and can be
best treated by the DMRG method [20, 21, 28, 29].
Four remarks are in order regarding the method intro-
duced here. First, as it is well known in the standard
Lanczos method [27], the transformation from Hr to H
is exact only when L = 2M + 1, assuming that p1 is not
contained in an invariant subspace and thus the Lanc-
zos iteration is not terminated before generating p2M+1.
Only in this case, (Pˆ PˆT )k,k′ = δk,k′ and thus
a†σHˆ0aσ = a
†
σPˆ Pˆ
T Hˆ0Pˆ Pˆ
Taσ = f
†
σHˆ
′
0fσ (21)
as Pˆ is a (2M + 1)× (2M + 1) orthogonal matrix.
Second, it is apparent from the construction that this
method is for calculations in the thermodynamic limit.
M and also Λ in the logarithmic discretization scheme
determine the energy resolution as well as the model
parameters εl and tl in H. Therefore, these quanti-
ties M and Λ control the accuracy of H with respect
to HAIM in the thermodynamic limit. In principle, the
logarithmic discretization scheme becomes exact when
Λ→ 1+0+ (= 1+) and M →∞, where 0+ is positive in-
finitesimal. Similarly, the constant discretization scheme
becomes exact when M → ∞. However, as discussed in
Appendix B, we find that reasonably largeM and L (but
L ≤ 2M+1) can well represent the thermodynamic limit
(provided that Λ is sufficiently small for the logarithmic
discretization scheme).
Third, the single-impurity Anderson model in two spa-
tial dimensions is considered here. This is only to simplify
the explanation of the method introduced here. The ex-
tension of the method to more general cases such as a
two-impurity Anderson model and a multiorbital many-
impurity Anderson model is rather straightforward by
using the block Lanczos technique [30]. Indeed, the sim-
ilar transformation for Anderson impurity models in real
space and its extension to multiorbital systems are found
in Refs. [30–32]. The extension to three-dimensional sys-
tems is also straightforward.
Fourth, the method is similar to the NRG ap-
proach [24] in that both treat Anderson impurity mod-
els represented in energy space. Indeed, the logarithmic
discretization scheme is employed in the NRG method,
where M corresponds to the number of renormalization
iterations [24]. However, these two approaches are con-
ceptually different because the DMRG method optimizes
the wave function based on the largest eigenstates of the
reduced density matrix for that wave function, while the
NRG method constructs the low-energy effective Hamil-
tonian based on the lowest eigenstates of the Hamilto-
nian. Note also that the method introduced here can
take into account the band structure effect accurately
over large energy scales, in contrast to the low-energy ap-
proximate approaches. This is obviously important when
high-energy excitations are discussed.
C. Pseudogap Anderson model
It is valuable to compare the results for the single-
impurity Anderson model on the honeycomb lattice with
those for the corresponding pseudogap Anderson model.
The pseudogap Anderson model is described by Hamilto-
nian Hω or Hr with the following local density of states
ρPGA(ω) per spin for the conduction band (see Fig. 2):
ρPGA(ω) =
{
4|ω|/W 2 for |ω| ≤W/2,
0 for |ω| > W/2. . (22)
This local density of states is directly used for ρ(ω) in
Eqs. (5) and (7) to constructH, which then can be solved
by the DMRG method, as described above. The asymp-
totic behavior of ρ(ω) for the conduction band on the
honeycomb lattice described by Hc is
ρ(ω) ∼ 1√
3πt2
|ω| (23)
for ω around zero [3]. Therefore, by setting the band
width W for the pseudogap Anderson model as W 2 =
4
√
3πt2, ρPGA(ω) can reproduce exactly the asymptotic
behavior of ρ(ω) for the conduction band on the honey-
comb lattice, as shown in Fig. 2.
The pseudogap Anderson model and its strong cou-
pling counterpart, i.e., the pseudogap Kondo model, have
been studied extensively using the analytical and NRG
methods [4–11]. The ground-state phase diagram of the
pseudogap Anderson model has two distinct phases, the
LM phase and the ASC phase, and the VF point at the
phase boundary [7]. In the LM phase, a free local mo-
ment at the impurity site survives without Kondo screen-
ing even at zero temperature. The fixed point of this
phase can be characterized as (ε, U, V )→ (ε∗, U∗, V ∗) =
(ε∗, 2ε∗, 0) with ε∗ = ∞ [7], i.e., the free local moment
being decoupled from the conduction band. In the ASC
phase, the fixed point is characterized as (ε∗, U∗, V ∗) =
(∞, 0, 0) for ε > U/2, and (ε∗, U∗, V ∗) = (−∞, 0, 0) for
ε < U/2 [7]. Since the two electrons (two holes) oc-
cupy the impurity site for ε > U/2 (ε < U/2), no local
moment is formed. The fixed point for the VF point is
characterized as (ε∗, U∗, V ∗) = (0,∞, 0) for ε < U/2 and
(ε∗, U∗, V ∗) = (ε∗, ε∗, 0) with ε∗ = ∞ for ε > U/2 [7].
Since the impurity site is decoupled from the conduction
band, the ground state is threefold degenerate due to
three different local states at the impurity site, i.e., the
empty state and the singly occupied states with up or
down electron for ε < U/2.
III. RESULTS
We first summarize briefly the conditions employed for
the numerical calculations before discussing the numer-
ical results for the single-impurity Anderson model on
the honeycomb lattice. These results are then compared
with those for the pseudogap Anderson model. We also
6examine the entanglement spectrum for the ground state
of the single-impurity Anderson model on the honeycomb
lattice to characterize the impurity quantum phase tran-
sition.
A. Numerical details
We set that L = M (even) in Eq. (20) throughout
the calculations discussed here, unless otherwise stated.
As already explained in Sec. II B, M (and also Λ when
the logarithmic discretization scheme is used) controls
the energy resolution and L can be taken to be up to
2M + 1. Therefore, in principle, one should take the
infinite limit of M and L along with Λ → 1+ for the
logarithmic discretization scheme. However, we find that
the quantities studied here are well converged for suffi-
ciently large but finite values of M and L with keeping
a fixed ratio of L/M , at least, when the logarithmic dis-
cretization scheme with Λ as small as 1.15 is used (see
Appendix B). Therefore, we take L (=M) up to 128 with
the z component of total spin Sz = 0 and keepmD ∼ 32L
largest eigenstates of the reduced density matrix in the
DMRG calculations.
When the logarithmic discretization scheme is used,
the discarded weights are found to be significantly small,
typically of the order 10−13–10−11. The corresponding
error of the ground-state energy is as small as ∼ 10−8t,
which is even smaller than the smallest level spacing of
the eigenvalues for Hˆ ′0 in Eq. (18) with L = M . When
the constant discretization scheme is used, the discarded
weights are as small as 10−9 and the corresponding er-
ror of the ground-state energy is about 10−7t. We em-
ploy the logarithmic discretization scheme to calculate
the static quantities as well as the entanglement spec-
trum and the constant discretization scheme to calculate
the full excitation spectra (see Appendix B). However,
to extrapolate the static limit of the dynamical quantity,
we use the logarithmic discretization scheme with mD up
to 48L. It should be also noted that the ground state is
found to be always singlet as long as L is even and finite.
B. Local static quantities
Let us first calculate the local density per spin at the
impurity site
n¯iσ = 〈ψ0|niσ |ψ0〉 (24)
and the total spin at the impurity site
S¯i = 〈ψ0| ~Si · ~Si |ψ0〉 , (25)
where |ψ0〉 is the ground state and the spin operator ~Si
at the impurity site is given as
~Si =
1
2
∑
σ1,σ2
c†i,σ1~τσ1,σ2ci,σ2 (26)
with ~τ = (τx, τy, τz) being Pauli matrices. Note that
n¯i↑ = n¯i↓ because of SU(2) symmetry ofH and S¯i ≤ 0.75.
0
0.2
0.4
0.6
0.8
1
n
iσ
U=t
U=2t
0 1 2 3 4
ε/t
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0.2
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0.6
S i
U=3t
U=4t
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(b)
FIG. 3. (Color online) (a) Local density n¯iσ and (b) total
spin S¯i at the impurity site for the single-impurity Anderson
model on the honeycomb lattice as a function of ε with V = t
and various U indicated in (a). The logarithmic discretization
scheme with Λ = 1.15 and M = 128 is used.
As shown in Fig. 3, we find that these quantities change
discontinuously at two distinct values of ε for given U and
V . It should be emphasized, however, that these decep-
tively discontinuous changes are simply due to a finite
grid size of ε used in the figures, but not due to the level
crossing of two different states as often found in finite-size
calculations. Indeed, we find in Fig. 4 that these quan-
tities vary smoothly with ε when a much smaller grid
size of ε is used. We also find in Fig. 4 that the change
of these quantities becomes sharper and steeper with in-
creasing M . Therefore, we expect that it becomes truly
discontinuous only when we take the limit of M →∞.
Nevertheless, the steep changes of these quantities im-
ply that there are three phases for a given U , a low-
density phase (n¯iσ . 0.3) for small ε, an intermediate
density phase (n¯iσ ∼ 0.5) which includes the particle-
hole symmetric limit with ε = U/2, and a high-density
phase (n¯iσ & 0.7) for large ε. While the total spin S¯i
is suppressed in the low- and high-density phases, it is
enhanced in the intermediate density phase. It should be
noticed here that the low- and high-density phases are
related under the particle-hole transformation. This is
because the model with a parameter set (ε, U, V ) in par-
ticle picture can be transformed into the same model with
(U − ε, U, V ) in hole picture. Indeed, our results satisfy
that n¯iσ (S¯i) at the impurity potential ε is exactly the
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FIG. 4. (Color online) Same as in Fig. 3 but with U = 2t and
a finer grid size of ε for different values of M indicated in (a).
same as 1− n¯iσ (S¯i) at the impurity potential U − ε for
given U and V . Together with the results of the spin and
charge excitation spectra shown in Sec. III C, we identify
the intermediate density phase as the LM phase where
the local moment is formed at the impurity site, and the
low- and high-density phases as the ASC phase where es-
sentially two holes or electrons occupy the impurity site
with no local moment formed.
C. Ground-state phase diagram
Systematically calculating n¯iσ and S¯i for different val-
ues of V , we obtain the ground-state phase diagram
for the single-impurity Anderson model on the honey-
comb lattice in a wide range of parameters, ε and U .
As shown in Fig. 5, the LM phase appears around the
particle-hole symmetric limit with ε = U/2, where n¯iσ
is exactly 1/2. The region of this phase is found to de-
crease with increasing V . This is easily understood by
considering that the increase of V enhances the bond-
ing between the impurity site and the conduction site
r0, which then leads to the formation of the bond sin-
glet state. Eventually, the LM phase exists only along
the particle-hole symmetric line in the limit of V → ∞.
Our results in Fig. 5 also imply the absence of Kondo
screening phase. This can be understood simply as
the consequence of the characteristic density of states
of the conduction band since the Kondo temperature
TK ∼
√
UV 2ρ(0)/2exp
[−π |(U − ε)ε| /4UV 2ρ(0)] [33].
The phase diagram is therefore in good qualitative agree-
ment with that obtained by the low-energy approximate
approaches [6, 7]. In fact, as discussed below in Sec. III E,
the phase diagram is found to be quantitatively compared
with that for the pseudogap Anderson model.
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FIG. 5. (Color online) Ground-state phase diagrams for the
single-impurity Anderson model on the honeycomb lattice in
a wide range of parameters, ε and U , with four different values
of V indicated in the figures. LM (ASC) stands for the local
moment (asymmetric strong coupling) phase. The particle-
hole symmetric line ε = U/2 is indicated by green dashed
lines. The phase boundaries are determined by the calcula-
tions of the static quantities shown in Fig. 3.
D. Dynamical quantities
Next, we calculate the dynamical quantities to support
the assignment of different phases found in the phase
diagram. The dynamical quantities studied here are the
spin excitation spectrum at impurity site
χs(ω) = − 1
π
Im 〈ψ0|Szi
1
ω + iη −H+ E0S
z
i |ψ0〉 (27)
and the charge excitation spectrum at impurity site
χc(ω) = − 1
π
Im 〈ψ0|ni 1
ω + iη −H + E0ni |ψ0〉 , (28)
whereE0 is the ground-state energy and η is a broadening
factor. We calculate these quantities using the dynamical
DMRG method [34].
Figure 6 shows the spin excitation spectra χs(ω) for
V = t and U = 2t. In this case, the transition occurs at
ε = εc ∼ 1.707t–1.708t. As seen in Fig. 6, χs(ω) in the
LM phase for ε < εc increases as ω → 0. In contrast,
χs(ω) for ω → 0 is suppressed in the ASC phase for
ε > εc. The M dependence of χs(0) shown in the inset of
8Fig. 6 reveals that χs(0) in the LM (ASC) phase increases
(decreases) exponentially with M for large M , i.e.,
χs(0) ∝ exp (τsM) (29)
with the same τs in each phase, independent of values
of ε, as summarized in Table I. Therefore, we can safely
conclude that
lim
M→∞
χs(0)→∞ (30)
in the LM phase and
lim
M→∞
χs(0)→ 0 (31)
in the ASC phase. The divergent behavior of χs(0) im-
plies the presence of free local moment in the LM phases,
while χs(0) = 0 indicates no local moment at the impu-
rity site in the ASC phase.
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FIG. 6. (Color online) Spin excitation spectra χs(ω) at the
impurity site for the single-impurity Anderson model on the
honeycomb lattice with V = t and U = 2t. The constant
discretization scheme with M = 100 is used and a broadening
factor of η = 0.2t is set. The inset shows theM dependence of
χs(0) calculated using the logarithmic discretization scheme
with Λ = 1.15 and η = 25WΛ−M .
TABLE I. The diverging or decaying factors τs and τc of the
local spin and charge excitation spectra at ω = 0, χs(0) ∝
exp(τsM), and χc(0) ∝ exp(τcM), respectively, for large M
in the three different regions of the phase diagram, i.e., the
LM and ASC phases and the VF point, estimated from the
results shown in Figs. 6 and 7.
LM phase ASC phase VF point
τs 0.140 −0.140 0.123
τc −0.143 −0.142 0.082
The charge excitation spectra χc(ω) are shown in
Fig. 7. In contrast to χs(ω), we find that χc(ω) → 0
for ω → 0 in both LM and ASC phases. This is more
apparent in the M dependence of χc(0), as shown in the
inset of Fig. 7, because for large M
χc(0) ∝ exp(τcM) (32)
with τc < 0 (also see Table I), and thus
lim
M→∞
χc(0)→ 0 (33)
in the LM and ASC phases. However, for the exact phase
boundary at ε = εc, we find that χs(0) as well as χc(0)
increases exponentially with M (see the insets of Figs. 6
and 7, and also see Table I), and therefore
lim
M→∞
χs(0)→∞ (34)
and
lim
M→∞
χc(0)→∞, (35)
suggesting the VF point. In the renormalization group
analysis, the VF fixed point is characterized by the
renormalized parameters (ε∗, U∗, V ∗) = (0, ∞, 0) for
ε < U/2 [7]. Consequently, three local states at the im-
purity site, |0〉i, |↑〉i, and |↓〉i, contribute equally to the
threefold-degenerate ground state and thus both χs(0)
and χc(0) diverge.
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FIG. 7. (Color online) Charge excitation spectra χc(ω) at the
impurity site for the single-impurity Anderson model on the
honeycomb lattice with V = t and U = 2t. The constant
discretization scheme with M = 100 is used and a broadening
factor of η = 0.2t is set. The inset shows theM dependence of
χc(0) calculated using the logarithmic discretization scheme
with Λ = 1.15 and η = 25WΛ−M .
E. Results for the pseudogap Anderson model
Here, we compare the results of the local static quanti-
ties, the ground-state phase diagram, and the excitation
9spectra for the pseudogap Anderson model at half-filling,
i.e., n = 1, to those for the single-impurity Anderson
model on the honeycomb lattice discussed above.
Figure 8 shows the local density n¯iσ and total spin S¯i at
the impurity site for the pseudogap Anderson model. We
find in Fig. 8 that these local static quantities, including
the phase boundaries where the abrupt changes of these
quantities occur, for the pseudogap Anderson model are
in quantitatively excellent agreement with those for the
single-impurity Anderson model on the honeycomb lat-
tice. Since the pseudogap Anderson model is a low-
energy effective model for the single-impurity Anderson
model on the honeycomb lattice, our results ensure that
the low-energy effective description of the pseudogap An-
derson model is quantitatively valid for these static quan-
tities.
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FIG. 8. (Color online) (a) Local density n¯iσ and (b) total spin
S¯i at the impurity site for the pseudogap Anderson model as
a function of ε with V = t and various U indicated in (a). The
logarithmic discretization scheme with Λ = 1.15 andM = 128
is used. For comparison, the results for the single-impurity
Anderson model on the honeycomb lattice shown in Fig. 3 are
also indicated by orange shaded symbols.
Systematically calculating n¯iσ and S¯i for different val-
ues of V , we obtain in Fig. 9 the ground-state phase di-
agram for the pseudogap Anderson model. We find that
the phase boundaries are almost identical to those for the
single-impurity Anderson model on the honeycomb lat-
tice. For instance, the VF point for V = t and U = 2t is
located at εc = 1.721t–1.722t for the pseudogap Ander-
son model, which is comparable with εc = 1.707t–1.708t
for the single-impurity Anderson model on the honey-
comb lattice.
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FIG. 9. (Color online) Ground-state phase diagrams for the
pseudogap Anderson model in a wide range of parameters, ε
and U , with four different values of V indicated in the figures.
LM (ASC) stands for the local moment (asymmetric strong
coupling) phase. The particle-hole symmetric line ε = U/2
is indicated by green dashed lines. The phase boundaries
(black solid lines) are determined by the calculations of the
static quantities shown in Fig. 8. For comparison, the phase
boundaries for the single-impurity Anderson model on the
honeycomb lattice are also indicated by orange bold lines.
Figures 10 and 11 show the spin and charge excitation
spectra at the impurity site, χs(ω) and χc(ω), respec-
tively. Comparing with Figs. 6 and 7, the line shapes
of these excitation spectra are apparently different from
those for the single-impurity Anderson model on the
honeycomb lattice. However, as shown in the insets of
Figs. 10 and 11, we find that the asymptotic behavior of
these quantities around ω ∼ 0 are qualitatively the same
for both models, i.e., χs(0) → ∞ and χc(0) → 0 in the
LM phase, χs(0) → 0 and χc(0) → 0 in the ASC phase,
and χs(0)→∞ and χc(0)→∞ at the VF point. Assum-
ing that χs(0) and χc(0) diverge or decay exponentially
for largeM , as in Eqs. (29) and (32), we can estimate the
diverging or decaying factors τs and τc for the pseudogap
Anderson model. As shown in Table II, we find that the
obtained τs and τc are indeed very close to those for the
single-impurity Anderson model on the honeycomb lat-
tice shown in Table I, indicating that the asymptotically
low-energy excitations of the single-impurity Anderson
model on the honeycomb lattice are also well described
by the low-energy effective pseudogap Anderson model.
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FIG. 10. (Color online) Spin excitation spectra χs(ω) at the
impurity site for the pseudogap Anderson model with V = t
and U = 2t. The constant discretization scheme with M =
100 is used and a broadening factor of η = 0.2t is set. The
inset shows the M dependence of χs(0) calculated using the
logarithmic discretization scheme with Λ = 1.15 and η =
25WΛ−M .
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FIG. 11. (Color online) Charge excitation spectra χc(ω) at
the impurity site for the pseudogap Anderson model with V =
t and U = 2t. The constant discretization scheme with M =
100 is used and a broadening factor of η = 0.2t is set. The
inset shows the M dependence of χc(0) calculated using the
logarithmic discretization scheme with Λ = 1.15 and η =
25WΛ−M .
F. Entanglement spectrum
Let us now discuss the entanglement spectrum for the
ground state of the single impurity Anderson model on
the honeycomb lattice. In the DMRG method, the sys-
tem is divided into two parts, the left and right blocks,
TABLE II. The diverging or decaying factors τs and τc of the
local spin and charge excitation spectra at ω = 0, χs(0) ∝
exp(τsM) and χc(0) ∝ exp(τcM), respectively, for large M in
the three different regions of the phase diagram, i.e, the LM
and ASC phases and the VF point, estimated from the results
shown in Figs. 10 and 11.
LM phase ASC phase VF point
τs 0.132 −0.140 0.115
τc −0.140 −0.140 0.079
as shown in Fig. 1(b), with the sizes being lL and lR,
respectively, i.e., L = lL+ lR. Thus, the wave function is
generally represented as
|ψ〉 =
∑
i
∑
j
ψi,j |i〉L ⊗ |j〉R , (36)
where |i〉L and |j〉R indicate the bases of the left and right
blocks, respectively. The reduced density matrix ρˆL for
the left block is
(ρˆL)i,i′ =
∑
j
ψi,jψ
∗
i′,j , (37)
and the kth eigenvalue of ρˆL is denoted as λk in descend-
ing order, i.e.,
λ1 ≥ λ2 ≥ · · · ≥ λmD , (38)
where mD is the number of density matrix eigenstates
kept in the DMRG calculations. One can readily show
that 0 ≤ λk ≤ 1 and
∑
k λk = 1 when 〈ψ|ψ〉 = 1. The
entanglement spectrum ξk [12] is defined as
ξk = − lnλk, (39)
and hence
ξ1 ≤ ξ2 ≤ · · · ≤ ξmD . (40)
Figure 12 shows a low-lying part of ξk for the ground
state at the vicinity of the phase boundary. It is clear
in Fig. 12(a) that the lowest and the first excited entan-
glement levels cross at ε = εc. As shown in Fig. 12(b),
we find that the lowest entanglement level for lL odd is
doubly degenerate in the LM phase, singlet in the ASC
phase, and accidentally three fold degenerate at ε = εc,
i.e., the VF point [35]. Because of the qualitatively differ-
ent behavior, we can consider the gap of the entanglement
spectrum
∆ξ = ξ2 − ξ1 (41)
as an “order parameter” to distinguish the different
phases in the phase diagram. As shown in Fig. 12(c),
∆ξ changes abruptly at ε = εc for large M and it is
finite only when ε > εc. Indeed, the phase boundary
determined from ξk is the same as the one estimated
in Fig. 3. This clearly demonstrates that ∆ξ serves as
a quantity to determine the phase boundary of the im-
purity quantum phase transition. We should emphasize
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here that the ground state is always singlet as long as L
is even and finite. Therefore, the similar characteristic
feature of the degeneracy in the low-lying entanglement
spectrum is absent in the low-lying energy spectrum.
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FIG. 12. (Color online) Entanglement spectrum for the
ground state of the single-impurity Anderson model on the
honeycomb lattice with V = t and U = 2t. The logarithmic
discretization scheme with Λ = 1.15 is used. (a) Low-lying
entanglement spectrum ξk (red bars) for ε at the vicinity of
the phase boundary εc ∼ 1.707t–1.708t (dashed vertical line)
determined in Fig. 3. The calculations are for L = 100 with
the left block size lL = 51. For comparison, the results for
L = 40 with lL = 21 are also shown by blue bars, in which
the phase boundary is approximately 1.67t. Red arrows are
guide for eyes. (b) The lowest three levels of ξk for ε close to
εc, calculated for L = 100 with lL = 51. (c) Gap of the entan-
glement spectrum, ∆ξ = ξ2− ξ1, as a function of ε for various
L with lL = L/2 + 1. The phase boundary εc determined in
Fig. 3 is indicated by a dashed vertical line.
Let us now discuss the intuitive understanding of the
origin for the different degeneracy of the low-lying en-
tanglement spectrum ξk in each phase. We first note
that in our calculations the impurity site is located at
the left edge [see Fig. 1(b)] and the degeneracy of the
lowest entanglement level in the LM phase occurs only
for lL odd. This implies that the degeneracy in the LM
phase is due to the quantum number conservation in each
block. Clearly, the ground state of the LM phase is dou-
bly degenerate in L→∞ and is described schematically
as |ψ1〉 ∼ |↑〉L⊗ |↓〉R and |ψ2〉 ∼ |↓〉L⊗ |↑〉R, where s =↑,
↓, and 0 in |s〉L(R) indicates the z component of total spin
Sz = 1/2, −1/2, and 0, respectively, in the left (right)
block of the ground state. Here, nonzero s in |s〉L is due
to the localized spin formed around the impurity site, and
correspondingly |s〉R has the opposite spin to compensate
the spin in the left block [see Figs. 13(a) and 13(b)]. In a
finite L, however, these two states |ψ1〉 and |ψ2〉 are en-
tangled and the ground state is |ψ0〉 ∼ (|ψ1〉 − |ψ2〉)/
√
2.
We can now readily show that the lowest ξk is doubly
degenerate. This is no longer the case when lL is even.
Although the impurity site is still represented approxi-
mately as |↑〉i or |↓〉i, |s〉L ∼ |0〉L for lL even because |↑〉i
and |↓〉i must be entangled in the left block due to the
conservation of Sz [36]. Therefore, the lowest ξk is no
longer degenerate when lL is even.
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FIG. 13. (Color online) (a) One of the doubly degenerate
ground states for L → ∞, |ψ1〉, in the LM phase. (b) The
other state, |ψ2〉, of the doubly degenerate ground states in
the LM phase. (c) The singlet ground state |ψ3〉 in the ASC
phase. Here, s =↑, ↓, and 0 in |s〉L(R) represents the z compo-
nent of total spin Sz = 1/2, −1/2, and 0, respectively, in the
left (right) block of |ψi〉 for i = 1, 2, and 3. Red spheres at the
left edge represent the impurity site and green arrows indicate
the local spin configurations around the impurity site which
may be spatially extended into the green shaded region.
In the ASC phase for ε > U/2, the impurity site is
approximately doubly occupied |↑↓〉i. Therefore, the
ground state is described as |ψ3〉 ∼ |0〉L ⊗ |0〉R, as
schematically shown in Fig. 13(c), and thus the lowest
ξk is not degenerate [37]. The VF point, on the other
hand, corresponds to the special case where |ψ1〉, |ψ2〉,
and |ψ3〉 are all degenerate in L→∞. These three states
are entangled in a finite L and the ground state is repre-
sented approximately as |ψ0〉 ∼ (|ψ1〉 − |ψ2〉+ |ψ3〉)/
√
3.
We can now show that the lowest ξk for |ψ0〉 is three fold
degenerate.
Finally, let us briefly discuss the lL dependence of the
entanglement spectrum gap ∆ξ and the entanglement en-
tropy SE. The entanglement entropy is a quantity to
measure the degree of quantum entanglement between
the left and right blocks of a given quantum state |ψ〉
and is defined as
SE = −TrρˆL ln ρˆL = −
mD∑
k=1
λk ln λk. (42)
Fig. 14 shows the lL dependence of these quantities cal-
culated for the ground state of the single-impurity An-
derson model on the honeycomb lattice.
Because the degeneracy of the lowest entanglement
level, i.e., the largest λk, is different in each region of
the phase diagram, we find in Fig. 14(b) that SE can ex-
hibit a maximum around the phase boundary when lL is
12
0
1
2
∆ξ
lL=3
lL=51
lL=97
1.6 1.65 1.7 1.75 1.8
ε/t
1.5
2
2.5
S E
lL=3
lL=51
lL=97
(a)
(b) LM ASC
FIG. 14. (Color online) (a) Entanglement spectrum gap ∆ξ
and (b) entanglement entropy SE for the ground state of
the single-impurity Anderson model on the honeycomb lat-
tice with V = t and U = 2t. The calculations are for L = 100
with three different lL indicated in the figures. The loga-
rithmic discretization scheme with Λ = 1.15 and M = 100
is used. Green dashed lines indicate the phase boundary εc
determined in Fig. 3.
chosen appropriately. Therefore, SE can also be an in-
dicator to estimate the transition point of the impurity
quantum phase transition. However, in contrast to ∆ξ,
the variation of SE is rather smooth across the transition
for a finite L. Furthermore, we find that SE can even
monotonically decrease with increasing ε without show-
ing a peak structure around the transition point [see, for
example, the results for lL = 97 in Fig. 14(b)]. This in-
dicates that the maximum of SE is not always located at
the phase boundary. Thus, the degeneracy of the low-
lying entanglement spectrum is a much better quantity
to determine the phase boundary for the finite-L calcu-
lations.
IV. SUMMARY
We have introduced the DMRG method in energy
space for Anderson impurity models, which allows us for
calculations in the thermodynamic limit. We have ap-
plied this method to the single-impurity Anderson model
on the honeycomb lattice to establish the ground-state
phase diagram at half-filling. By systematically calcu-
lating the local static quantities, we have found that the
phase diagram contains two phases, i.e., the LM phase
and the ASC phase, but no Kondo screening phase. To
support these results, we have also calculated the spin
and charge excitation spectra at the impurity site, which
behave qualitatively differently in these phases and re-
veal the existence of the VF point at the phase bound-
ary. These results are thus qualitatively in good agree-
ment with those obtained previously by the low-energy
approximate approaches.
For quantitative comparison, we have also studied the
low-energy effective pseudogap Anderson model using
the method introduced here. Although the high-energy
excitations are obviously different, we have found that
the ground-state phase diagram and the asymptotic low-
energy excitations are in good quantitative agreement
with those for the single-impurity Anderson model on
the honeycomb lattice. Therefore, our result provides
the first quantitative justification for studies based on
the low-energy effective models.
We have also discussed the entanglement properties for
the ground state of the single-impurity Anderson model
on the honeycomb lattice. We have found that the low-
lying entanglement spectrum exhibits qualitatively dif-
ferent behaviors in the different regions of the phase dia-
gram: the lowest entanglement level is doubly degenerate
for the LM phase, singlet for the ASC phase, and three
fold degenerate at the VF point. We have also provided
the intuitive understanding of these different behaviors in
the degeneracy of the lowest entanglement level. The de-
generacy of the lowest entanglement level differs from the
degeneracy of the lowest-energy level because the ground
state is found to be always singlet as long as L is even and
finite. Furthermore, we have shown that the entangle-
ment entropy can exhibit a broad maximum around the
phase transition point when the ground state is properly
separated to calculate the entanglement entropy. How-
ever, this is not always the case and sometimes the entan-
glement entropy varies monotonically across the transi-
tion. Therefore, we conclude that the entanglement spec-
trum is a better quantity to distinguish different phases
in the impurity quantum phase transition.
Finally, our present analysis has no intention to make
the quantitative comparison with experiments on the im-
purity problem in graphene [1, 2]. For the quantita-
tive comparison, further details not included in the sim-
plest single-impurity Anderson model should be consid-
ered. For example, the electron correlation in the con-
duction band might have a significant effect on the na-
ture of quasiparticles [38–42]. The incorporation of dif-
ferent chemical bondings between graphene and adatom
inevitably requires more complex hybridization, which af-
fects the local electronic and magnetic properties around
the impurity [43]. Furthermore, the spin-orbit coupling
induced by the structural deformation around the im-
purity can be significantly large [44–48]. A transition
metal substrate can also induce a giant Rashba splitting
in graphene [49, 50]. The method introduced here, in
combination with the first-principles band-structure cal-
culation based on the density functional theory, would be
a valuable extension to disentangle these effects for the
impurity problem in graphene.
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Appendix A: Effective actions of the impurity site
for HAIM, Hω, and Hr.
In this appendix, we show that the effective action of
the impurity site for the single-impurity Anderson model
HAIM on the honeycomb lattice is exactly the same as
those for Hω and Hr in energy space.
In the momentum space,Hc andHV inHAIM are writ-
ten, respectively, as
Hc =
∑
k
∑
σ=↑,↓
∑
ζ=±
ε
(ζ)
k
c†
k,ζ,σck,ζ,σ (A1)
and
HV = V√
2N
∑
k
∑
σ=↑,↓
∑
ζ=±
eik·r0c†i,σck,ζ,σ +H.c.,(A2)
where N is the number of unit cells and c†
k,ζ,σ (ck,ζ,σ) is
an electron creation (annihilation) operator of the con-
duction band at momentum k with the band dispersion
ε
(ζ)
k
= ζt
∣∣1 + eik·a1 + eik·a2∣∣ . (A3)
Here, a1 and a2 are the primitive lattice vectors of the
honeycomb lattice. The partition function for HAIM is
then
ZAIM =
∫
Dψ¯Dψ exp [−SAIM] , (A4)
where
SAIM =
∫ β
0
dτ
∑
σ=↑,↓
ψ¯i,σ(τ)(∂τ − ε)ψi,σ(τ)
+
∫ β
0
dτ
∑
k
∑
σ=↑,↓
∑
ζ=±
ψ¯k,ζ,σ(τ)∂τψk,ζ,σ(τ)
+
∫ β
0
dτ
∑
σ=↑,↓
∑
k
∑
ζ=±
ε
(ζ)
k
ψ¯k,ζ,σ(τ)ψk,ζ,σ(τ)
+
V√
2N
∫
dτ
∑
σ=↑,↓
∑
k
[
eik·r0ψ¯i,σ(τ)ψk,ζ,σ(τ)
+e−ik·r0ψ¯k,ζ,σ(τ)ψi,σ(τ)
]
+ U
∫ β
0
dτψ¯i,↑(τ)ψ¯i,↓(τ)ψi,↓(τ)ψi,↑(τ). (A5)
Here, ψi,σ(τ) [ψ¯i,σ(τ)] and ψk,ζ,σ(τ) [ψ¯k,ζ,σ(τ)] are the
Grassman’s numbers corresponding to ci,σ (c
†
i,σ) and
ck,ζ,σ (c
†
k,ζ,σ), respectively, at imaginary time τ , and β is
the inverse temperature. Carrying out the Gaussian in-
tegrals over the Grassman’s numbers for the conduction
electrons, we obtain
ZAIM = C
∫
Dψ¯iDψi exp [−Simp] , (A6)
where the effective action Simp of the impurity site is
given as
Simp =
1
β
∞∑
n=−∞
∑
σ=↑,↓
ψ¯n,i,σ[−iωn − ε+∆(iωn)]ψn,i,σ
+ U
∫ β
0
dτψ¯i,↑(τ)ψ¯i,↓(τ)ψi,↓(τ)ψi,↑(τ) (A7)
with ωn = (2n + 1)π/β (n: integer) and C being a con-
stant. Here, we have introduced that
ψn,i,σ =
∫ β
0
dτeiωnτψi,σ(τ), (A8)
ψ¯n,i,σ =
∫ β
0
dτe−iωnτ ψ¯i,σ(τ), (A9)
and
∆(iωn) =
V 2
2N
∑
k
∑
ζ=±
1
iωn − ε(ζ)k
= V 2
∫ ∞
−∞
dω
ρ(ω)
iωn − ω , (A10)
where ρ(ω) is the local density of states per spin for the
conduction band.
Similarly, the partition function for Hω in Eq. (5) is
given as
Zω =
∫
Dψ¯Dψ exp [−Sω] , (A11)
where
Sω =
∫ β
0
dτ
∑
σ=↑,↓
[
ψ¯i,σ(τ)(∂τ − ε)ψi,σ(τ)
+
∫
dωψ¯ω,σ(τ)∂τψω,σ(τ)
]
+
∫ β
0
dτ
∑
σ=↑,↓
∫
dω ω ψ¯ω,σ(τ)ψω,σ(τ)
+ V
∫
dτ
∑
σ=↑,↓
∫
dω
√
ρ(ω)
[
ψ¯i,σ(τ)ψω,σ(τ)
+ψ¯ω,σ(τ)ψi,σ(τ)
]
+ U
∫ β
0
dτψ¯i,↑(τ)ψ¯i,↓(τ)ψi,↓(τ)ψi,↑(τ) (A12)
and ψω,σ(τ) [ψ¯ω,σ(τ)] is the Grassmann’s number corre-
sponding to aω,σ (a
†
ω,σ) at imaginary time τ . Carrying
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out the Gaussian integral for the conduction band, we
can readily show that the effective action Simp of the im-
purity site is exactly the same as the one for HAIM with
the same ∆(iωn) given in Eq. (A10). Therefore, as long as
the impurity properties are considered, these two models
described by Hamiltonians HAIM and Hω are equivalent.
We can follow the same analysis to obtain the effective
action of the impurity site for Hr given in Eq. (7), and
find that the effective action is exactly the same as the
one in Eq. (A7) except that ∆(iωn) is now replaced by
∆r(iωn) =
M∑
m=1
(γ+m)
2
iωn − ξ+m
+
M∑
m=1
(γ−m)
2
iωn − ξ−m
(A13)
=
M∑
m=1
V 2
iωn − ξ+m
∫ ωm−1
ωm
dωρ(ω)
+
M∑
m=1
V 2
iωn − ξ−m
∫ −ωm
−ωm−1
dωρ(ω). (A14)
Comparing Eqs. (A10) and (A14), we can find that
lim
M→∞
∆r(iωn) = ∆(iωn), (A15)
provided that Λ → 1+ is also taken for the logarith-
mic discretization scheme. Therefore, the effective ac-
tion Simp of the impurity site for Hr becomes exactly the
same as the one for HAIM when the small enough energy
interval is adopted with M → ∞ and also Λ → 1+ for
the logarithmic discretization scheme.
Appendix B: Further technical details
In this appendix, we examine further technical details.
First, we discuss the l dependence of hopping tl in H
[Eq. (20)] for the single-impurity Anderson model on the
honeycomb lattice. Next, we analyze the convergence
behavior of static quantities with respect to L and Λ.
We also determine the phase boundary in the thermody-
namic limit by explicitly taking the limits of L→∞ and
Λ → 1+, which turns out to coincide within our numer-
ical accuracy with the phase boundary obtained by the
calculations for L = 128 and Λ = 1.15 in Fig. 3. Finally,
we discuss the convergence issue of dynamical quantities.
1. The l dependence of hopping tl in H
Let us first show in Fig. 15 the l dependence of tl,
i.e., the nearest-neighbor hopping between the conduc-
tion sites in energy space described by H, for the single-
impurity Anderson model on the honeycomb lattice when
the logarithmic discretization scheme is used. It is ob-
served in Fig. 15 that tl decays exponentially with in-
creasing l. Indeed, we find that tl decays approximately
as tl ≈ Λ−l/2 except for the oscillatory behavior towards
one of the edges of the chain opposite to the impurity
site [see also Fig. 1(b)]. Although this oscillatory behav-
ior of tl is not a major problem for our calculations, we
terminate l at L = M to save the computational time.
As discussed below, this is rationalized because the phys-
ical quantities are already well converged with L = M as
long as M is large enough.
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FIG. 15. (Color online) l dependence of tl in H for the single-
impurity Anderson model on the honeycomb lattice with var-
ious values of M indicated in the figure. Note that the max-
imum value of l for a given M is 2M + 1. The logarithmic
discretization scheme with Λ = 1.15 is used. A red dotted
line indicates Λ−l/2 with Λ = 1.15. The inset shows tl+1/tl
for M = 80. Two horizontal dashed lines in the inset are
tl+1/tl = 1 and Λ
−1.
The overall behavior of tl found in Fig. 15 is in good
agreement with the one for the pseudogap Anderson
model. It is known that the asymptotic behavior of tl
for the pseudogap Anderson model is
tl ∼
{
C(Λ)Λ−l/2 (l : even),
C(Λ)Λ−(l+1)/2 (l : odd),
, (B1)
where C(Λ) is a constant depending only on Λ [8]. There-
fore, tl+1/tl ∼ Λ−1 for l even and tl+1/tl ∼ 1 for l odd.
As shown in the inset of Fig. 15, we find that tl for the
single-impurity Anderson model on the honeycomb lat-
tice also shows the same asymptotic behavior.
In contrast, the l dependence of tl is qualitatively dif-
ferent when the constant discretization scheme is used.
As shown in Fig. 16, tl is significantly different when
different M is used. This is simply because ω±m for a
given m depends directly on M for the constant dis-
cretization scheme, while it is independent of M for
the logarithmic discretization scheme. We also find in
Fig. 16 that the overall behavior of tl is well described as
tl ≈W
√
1− (l/M)2/4. This is a universal feature when
the constant discretization scheme is used since the same
overall behavior is found even when the constant density
of states is assumed.
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FIG. 16. (Color online) Same as in Fig. 15 but the constant
discretization scheme is used. Dashed lines along the symbols
indicate W
√
1− (l/M)2/4.
2. The convergence behavior of static quantities
with respect to L and Λ
Next, we examine the L and Λ dependence of the total
spin S¯i at impurity site defined in Eq. (25). In order to
show more explicitly the L and Λ dependence, here we
shall denote S¯i as S¯i(L,Λ) when it is calculated using
the logarithmic discretization scheme. We find in Fig. 17
that S¯i(L,Λ) for a given Λ is well converged when L is
sufficiently large. Note here that we setM = L in Fig. 17.
However, the extrapolated value of S¯i(L,Λ) to L → ∞,
i.e.,
S¯i(Λ) = lim
L→∞
S¯i(L,Λ), (B2)
implying thatM →∞ is also taken with a finite and fixed
ratio of M/L, exhibits slight but visible Λ dependence.
As shown in the inset of Fig. 17, we find that S¯i(Λ) is
almost linearly dependent on Λ when Λ is close to 1,
and the difference between S¯i(Λ) with Λ = 1.15 and the
extrapolated value to Λ→ 1+, i.e.,
S¯∗i = lim
Λ→1+
S¯i(Λ) (B3)
is quite small (∼ 10−3). We thus conclude that S¯i(Λ)
with Λ = 1.15 can represent the value in the thermo-
dynamic limit and the corresponding error is as small
as 10−3. We should note here that the practical NRG
calculations are typically performed with Λ ≥ 1.5 [51].
Next, let us compare the results for the logarith-
mic discretization scheme and the constant discretization
scheme. We indeed find in Fig. 18 that, irrespectively
of the discretization schemes, all results converge into a
unique value in the limit of L → ∞ within the error
of 10−3. More precisely, the results in Fig. 18 for the
logarithmic and constant discretization schemes should
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FIG. 17. (Color online) L dependence of the total spin
S¯i(L,Λ) at impurity site for the single-impurity Anderson
model on the honeycomb lattice at half-filling with V = t,
U = 2t, and ε = t (i.e., a particle-hole symmetric case). The
logarithmic discretization scheme with various Λ (indicated
in the figure) is used. Here, we set M = L. The inset shows
the extrapolated values of S¯i(L,Λ) to L→∞, i.e., S¯i(Λ), for
six different Λ’s. A red line is a quadratic fit of data.
converge to S¯i(Λ) with Λ = 1.15 and S¯
∗
i , respectively.
We also find in Fig. 18 that the ratio M/L, which we
set to be 1 in our calculations shown in the main text,
dose not affect the converged value as long as L and M
are sufficiently large. For the logarithmic discretization
scheme, the difference for various M/L is found to be as
small as 10−9.
3. Phase boundary in the thermodynamic limit
Here, we examine the phase boundary in the thermo-
dynamic limit by explicitly taking the limits of L → ∞
and Λ → 1+ for the static quantities, i.e., the local
density per spin n¯iσ and the total spin S¯i at the impu-
rity site, calculated using the logarithmic discretization
scheme. In order to show explicitly the L and Λ depen-
dence of these quantities, here we adopt the convention
used in Eqs. (B2) and (B3). Similarly, we take the limit
of L→∞ for the local density per spin n¯iσ(L,Λ) calcu-
lated for given L and Λ, i.e.,
n¯iσ(Λ) = lim
L→∞
n¯iσ(L,Λ), (B4)
and then take the limit of Λ→ 1+, i.e.,
n¯∗iσ = lim
Λ→1+
n¯iσ(Λ) (B5)
to estimate the value in the thermodynamic limit. To
obtain the well-converged and predictive values of S¯i(Λ)
and n¯iσ(Λ) within the residual error of 10
−5, L is required
as large as 180 for Λ = 1.15.
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FIG. 18. (Color online) L dependence of the total spin S¯i
at impurity site for the single-impurity Anderson model on
the honeycomb lattice at half-filling with V = t, U = 2t, and
ε = t (i.e., a particle-hole symmetric case). Here, we use both
logarithmic and constant discretization schemes, denoted as
“const” and “log,” respectively, with M = L/2, 2L/3, and
L. We set Λ = 1.15 for the logarithmic discretization scheme.
Dashed lines along the symbols for the constant discretization
scheme are fitting curvatures with cubic polynomials of 1/L.
A black dashed line indicates the extrapolated value S¯∗i to
L→∞ and Λ→ 1+ obtained in the inset of Fig. 17.
Typical results around the phase boundary are shown
in Figs. 19 and 20. We find in Figs. 19 and 20 that n¯iσ(Λ)
and S¯i(Λ) exhibit the abrupt changes exactly at the same
ε, i.e., εc(Λ), for each Λ, although εc(Λ) itself depends
clearly on Λ. The phase boundary in the thermodynamic
limit is thus obtained by extrapolating εc(Λ) to Λ→ 1+,
i.e.,
ε∗c = lim
Λ→1+
εc(Λ). (B6)
As shown in the inset of Fig. 20, we find that ε∗c =
1.707t± 0.001t for V = t and U = 2t, which is in excel-
lent agreement with εc = 1.707t–1.708t estimated from
the results for L = 128 and Λ = 1.15 in the main text
(Figs. 3 and 5). We should also note that εc is very close
to εc(Λ) = 1.708–1.709t for Λ = 1.15. Therefore, we
conclude that the typical error of the phase boundary εc
obtained in Figs. 3 and 5 is as small as 0.002t.
4. Convergence behavior of dynamical quantities
Finally, we discuss the convergence of the dynamical
quantities χs(ω) and χc(ω) for a given broadening factor
η. In order to make an accurate comparison, here we
consider the noninteracting limit. In this limit, the spin
excitation spectrum at the impurity site is given as
χ0(ω) =
η
2π
∑
ek<µ
∑
e′
k
>µ
∣∣∣u(k)i u(k′)i
∣∣∣2
(ω − ek + ek′)2 + η2 , (B7)
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FIG. 19. (Color online) Local density per spin n¯iσ(Λ) at impu-
rity site for the single-impurity Anderson model on the hon-
eycomb lattice at half-filling with V = t and U = 2t. The
logarithmic discretization scheme with various Λ (indicated
in the figure) is used.
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FIG. 20. (Color online) Total spin S¯i(Λ) at impurity site
for the single-impurity Anderson model on the honeycomb
lattice at half-filling with V = t and U = 2t. The logarithmic
discretization scheme with various Λ (indicated in the figure)
is used. The inset shows εc(Λ) at which the abrupt change of
n¯iσ(Λ) and Si(Λ) occurs with varying ε. A red line is a fitting
curve with a quadratic polynomial of Λ.
where u
(k)
i is the impurity site component of the kth
eigenstate of Hˆ ′0 in Eq. (18) with its eigenvalue ek. The
charge excitation spectrum at the impurity site is ex-
pressed with the same form as in Eq. (B7) except for
the additional factor 4, i.e., χc(ω) = 4χ0(ω), in the non-
interacting limit. Therefore, we only consider χ0(ω) be-
low.
As shown in Fig. 21, we find that χ0(ω) for smaller
L exhibits oscillating behavior when the constant dis-
cretization scheme is used. This is simply understood
because the broadening factor η is smaller than the level
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spacing of ek when L is small. Therefore, the absence
of such oscillating behavior for large enough L is a hall-
mark of the convergence for a given η. Indeed, we find in
Fig. 21 that χ0(ω) for L = 100 is well converged, as com-
pared with that for L = 1000, and the estimated error is
as small as 10−3.
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FIG. 21. (Color online) Spin and charge excitation spectrum
χ0(ω) at the impurity site in the noninteracting limit for the
single-impurity Anderson model on the honeycomb lattice at
half-filling with V = t and ε = 0. Here, we use both constant
and logarithmic discretization schemes, denoted as “const”
and “log,” respectively, with M = L and broadening factors
η = 0.2t (a) and 0.1t (b). We set Λ = 1.15 for the logarithmic
discretization scheme. The insets show the enlarged scale
around ω ∼ 2.4–3.2t. For clarity, the results for the constant
discretization scheme with M = 20 and 40 are not shown.
We also notice in the insets of Fig. 21 that the similar
oscillating behavior appears in the high-energy regions
when the logarithmic discretization scheme is employed.
This oscillating behavior is absent in the constant dis-
cretization scheme when the sameM is used. This is sim-
ply because, in the logarithmic discretization scheme, the
energy mesh size is determined by Λ and becomes wider
in the higher-energy regions than in the lower-energy re-
gions. In contrast, in the constant discretization scheme,
the energy mesh size is constant for all energy regions
and becomes smaller with increasing M .
Aside from the slow convergence problem in the high
energy regions, there is a more serious technical issue for
the logarithmic discretization scheme. In the dynamical
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FIG. 22. (Color online) δA and δB , defined in Eqs. (B12)
and (B13), respectively, in the non-interacting limit for the
single-impurity Anderson model on the honeycomb lattice at
half-filling with V = t and ε = 0. Here, we use both constant
and logarithmic discretization schemes, denoted as “const”
and “log,” respectively, with M = L = 100 and a broadening
factor η = 0.2t. We set Λ = 1.15 for the logarithmic dis-
cretization scheme. These results are obtained by performing
six sweeps of the DMRG iteration with keeping mD = 1400.
DMRG calculation for, e.g., the spin excitation spectrum
χs(ω) at the impurity site, we have to construct the re-
duced density matrix of a mixed state composed of the
ground state |ψ0〉 and the two excited states,
|A〉 = Szi |ψ0〉 (B8)
and
|B〉 = 1
(ω −H + E0)2 + η2S
z
i |ψ0〉 , (B9)
for each ω. Therefore, as compared with the ground state
calculation, the convergence of the dynamical calculation
is slower with respect to the number mD of the reduced
density matrix eigenstates kept in the DMRG calcula-
tion. This is an additional source of numerical errors
and depends sensitively on the discretization schemes.
Since
〈A |A〉 = 〈ψ0|Szi Szi |ψ0〉 =
S¯i
3
(B10)
and
η
π
〈B| [(ω −H + E0)2 + η2] |B〉 = χs(ω), (B11)
we can infer for each ω the errors in the two excited states
|A〉 and |B〉 by evaluating
δA =
∣∣∣∣〈A |A〉 − S¯i3
∣∣∣∣ (B12)
and
δB =
∣∣∣ η
π
〈B| [(ω −H+ E0)2 + η2] |B〉 − χs(ω)
∣∣∣
(B13)
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in the non-interacting limit, where χs(ω) is known ex-
actly in Eq. (B7) and S¯i = 1.5 when the particle-hole
symmetry is preserved.
Figure 22 shows the results of δA and δB for the con-
stant and logarithmic discretization schemes with keep-
ing the same number mD of the reduced density ma-
trix eigenstates and the same tolerance for the optimiza-
tion of |ψ0〉 and |B〉 [34]. As shown in Fig. 22, we find
that both δA and δB for the logarithmic discretization
scheme are larger than those for the constant discretiza-
tion scheme. These results clearly show that the conver-
gence of the excited states in the logarithmic discretiza-
tion scheme is slow and thus a larger mD is required to
reach the same convergence as in the constant discretiza-
tion scheme, implying that the logarithmic discretization
scheme demands more computational cost. Therefore,
we employ the constant discretization scheme to calcu-
late the full excitation spectra.
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