ABSTRACT To reduce the increasingly congestion in cities, it is essential for intelligent transportation system (ITS) to accurately forecast the short-term traffic flow to identify the potential congestion sites. In recent years, the emerging deep learning method has been introduced to design traffic flow predictors, such as recurrent neural network (RNN) and long short-term memory (LSTM), which has demonstrated its promising results. In this paper, different from existing work, we study the temporal convolutional network (TCN) and propose a deep learning framework based on TCN model for short-term city-wide traffic forecast to accurately capture the temporal and spatial evolution of traffic flow. Moreover, we design the model with the Taguchi method to develop an optimized structure of the TCN model, which not only reduces the number of experiments, but also yields high accuracy of forecasting results. With the real-world traffic flow data collected from highways in Birmingham City of U.K., we compare our model with four deep learning based models including LSTM models, GRU models, SAE models, DeepTrend and CNN-LSTM models in terms of the mean absolute error (MAE) and mean relative error (MRE) regarding the actual flow data. The experimental results demonstrate that our framework achieves the state-of-art performance with superior accuracy in short-term traffic flow forecasting.
I. INTRODUCTION
Intelligent Traffic System (ITS) [1] has become a powerful approach for traffic control in cities. The accurate and timely traffic condition information generated from ITS not only allows residents in cities to make smart commuting decisions, but also benefits traffic congestion relief in cities [2] . It is essential to develop a predictor to forecast accurate traffic flow condition for smart traffic operations and controls in cities.
In general, traffic flow forecasting can be classified into two categories, i.e., short-term and long-term traffic flow forecasting. The long-term forecasting focuses on monthly or yearly traffic flow forecasting which are useful for city construction or transportation programming. The short-term forecasting dedicates to real-time forecast of the potential traffic flow for a short period time ahead, e.g. a few minutes.
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Its forecasting results are broadly used in traffic control, congestion anticipation and so on. Since the performance of ITS largely depends on the accuracy of real-time short-term traffic flow prediction [3] , short-term traffic flow forecasting has been playing a significant role in ITS. In this paper, we focuses on developing an accurate short-term traffic flow predictor, which receives past traffic flow data within the past short time and outputs the coming future traffic flow information.
To achieve the high accuracy of traffic flow forecasting, much work has been done on developing various predicting methods and models for the traffic flow forecasting. In general, previous studies on short-term traffic prediction can be roughly divided into two categories, namely parametric approaches and non-parametric approaches. Autoregressive integrated moving average (ARIMA) model is one of the typical parametric approach which is currently widely recognized framework for traffic forecasting [4] . Ding et al. proposed a space-time autogressive integrated moving average (STARIMA) model to forecast the traffic volume in urban areas [5] . Chen et al. proposed an autoregressive integrated moving average with generalized autoregressive conditional heteroscedasticity (ARIMA-GARCH) model for traffic flow forecasting [6] . However, this type of model is limited by its stationary assumption of time sequences, i.e., it does not take the spatio-temporal correlation into account for traffic flow prediction. Inevitably, this method may lead to less accuracy when applied for short-term traffic flow forecasting.
Another typical parametric method is to apply Kalman filtering model. Adaptive Kalman filtering model has been demonstrated to have the improved ability to adapt the volatile traffic [3] . In fact, parametric approaches can achieve good performance on traffic flow with regular variations. However, the prediction bias becomes obvious when the traffic shows irregular variations [7] .
To avoid the drawback of the parametric approach, researchers tried to seek non-parametric approaches for the short-term traffic flow forecasting. Many techniques have been applied or adapted from different disciplines, including Support vector machine (SVM) [8] , k-nearest neighbors (K-NN) algorithm [9] , neural network prediction [10] . Many researchers have attempted to change the choices of the kernel function and parameters for optimizing the SVMs [11] , such as chaos wavelet analysis SVMs [12] , genetic algorithm SVMs [13] , novel wavelet-SVM [14] and single-step prediction SVMs [15] . The results of these methods have shown the superior performance of the non-parametric methods, compared to traditional parametric methods.
In recent years, the emerging deep learning method, especially deep Convolutional Neural Networks (CNN), has achieved great successful applications in traditionally hard or intractable tasks, including object classification, image recognition and natural language processing. Also, in the domain of ITS, attentions have started to shift to utilize deep learning based methods for traffic flow forecasting [16] .
Some deep learning based methods have been proposed on the short-term traffic flow forecasting and promising results have been demonstrated. Lv et al. [17] first applied a deep architecture model with stacked auto-encoder (SAE) as building blocks to capture the nonlinear spatio-temporal effects. Polson and Sokolov [16] proposed an deep learning architecture by combing a linear model fitted with l 1 regularization and a sequence of tanh layers to predict the short-term traffic flow. Although the deep learning technique is applied in the above mentioned work, their experimental results shows that the temporal-spatial correlation is not well captured [16] , [17] . Other variants of neural network have been proposed for traffic forecasting, including feed forward neural network [18] , recurrent neural network (RNN) [19] and long short-term memory (LSTM) [7] . Among these neural networks, LSTM [7] , [20] has achieved the state-of-art performance of short-term traffic flow forecasting in various conditions [16] , [21] . Dai et al. [22] proposed a DeepTrend method which was improved by LSTM. Duan et al. [23] proposed a deep hybrid CNN-LSTM model which can achieve higher prediction accuracy.
By the internal gating method, RNNs and its variants rely on gated nonlinearities (e.g., LSTM, GRU) to model deterministic hidden state which actually act as an internal memory in the model. Information are then propagated through these hidden states. By this way, RNNs can represent long-term dependencies in sequential data and demonstrated their excellent performance in traffic flow forecasting.
However, RNNs and its variants, which are built on recurrent architectures, have been found empirically to have a limited span of attention and are difficult to interpret, although they can capture latent temporal patterns. As shown from both the empirical evaluation in [24] and theoretical understanding work in [25] , RNNs and its variants are hard to introspect and difficult to correctly train. Moreover, empirical exploration work on RNNs has showed that a network architecture for better results is not trivial to find [26] . These issues inevitably affect RNNs and its variants to further improve their performance when applying on traffic flow forecasting.
Recent research results suggest that TCNs convincingly outperform baseline recurrent architectures over a broad range of sequence modeling tasks, including action segmentation [27] and speech analysis and synthesis tasks [28] , [29] . Our work is motivated by the recent success of temporal convolutional network (TCN) on for these sequence modelling tasks, since traffic flow forecasting falls into the task of sequence modelling. Without utilizing recurrence architectures, these work on TCNs [27] - [29] has demonstrated that TCNs not only achieve better performance and but also reduce the computational cost for training, compared to that of RNNs and its variants.
Distinct from previous convolutional architectures for sequential data [28] , [30] - [32] The remainder of this paper is organized as follows. Section II describes the details of our proposed framework, including the data acquisition, model training, and model evaluation. Section III introduces the source of the traffic flow data and explains the methodologies and designs used in this paper. Section IV describes the experimental results and evaluates the performance of the TCN model with an optimized structure. Finally the conclusion is given in Section V.
II. THE OVERALL FRAMEWORK
The architecture of our deep learning framework is presented in Figure 1 . To successfully apply the deep learning model, three phases are included in our framework, i.e., data acquisition, model training, and model evaluation. In our proposed framework, the traffic flow data is first obtained and reprocessed to train the TCN model. The traffic flow data is divided into two parts, training data and testing data, which will be used for training and evaluation of the TCN network, respectively. Moreover, the format of the traffic flow data must be transformed to the input format of TCN network. The TCN model is first built and trained with the prepared training data. Then it is further optimized by utilizing Taguchi method. In this phase, multiple modes of the TCN model are trained by adjusting various configurations of neural network parameters. Finally, the trained and optimized network is evaluated by the testing data. With the predefined evaluation metrics, the TCN model with the best performance is selected for our framework.
A. DATA ACQUISITION AND PREPROCESSING
The dataset of the traffic flow for training the TCN model in the propposed framework is obtained from the Road Side Units (RSUs) [34] deployed in Birmingham City of United Kingdom. According to the vehicle information obtained by a RSU, the total number of vehicles at the intersection is achieved every 15 minutes. As shown in Figure 2 , each rectangle represents the sum of vehicles passing through the intersection in 15 minutes. Then the data preprocessing is done as follows. We can divide the data set into several groups, each of which contains five ground truths and a predicted value. As shown in Figure 3 , the list {21, 18, 35, 31, 39, 47, 36, 39, 33, 31, 30, 27 , . . . } is the initial traffic flow data. The value of elements in this list represents the total number of vehicles arriving at the intersection every 15 minutes. We set the first five value {21,18,35,31,39} in the list as a group of ground truth and we will use this group of ground truth to predict the sixth value of 47 in the list. Similarly, the next group of ground truth is {36,39,33,31,30} and the predicted value is 27. Then we can divide the processed data into two parts, training data and testing data. Finally, the training data can be sent to the TCN framework for training and the testing data can be sent to the TCN framework for testing.
B. TEMPORAL CONVOLUTIONAL NETWORK MODEL
Before defining the network structure, we first describe a generic architecture for convolutional sequence prediction which is the key part of network. Suppose that we are given a series of traffic flow data {x 0 , . . . , x T } and apply these data to predict the traffic flow data {y 0 , . . . , y T } at the next period time. Note that we are constrained to utilize the existing observed data {x 0 , . . . , x t−1 } as the inputs to predict the outputs y t for some time t. A sequence modeling network can be expressed as a function f : X T → Y T that defines the following mapping
If the function f satisfies the causal condition that y t depends only on {x 0 , . . . , x t−1 } rather than any ''future'' inputs {x t+1 , . . . , x T }, we have the function f if we want to predict the traffic flow y t at time t,
In fact, the short-term traffic flow forecasting can be considered as the sequence modeling task. The goal of learning the setting for the sequence modeling is to find a network f that can minimize the expected loss between the actual data and the prediction, i.e., L(ŷ t ,f(x 0 , . . . , x t−1 )).
The temporal convolutional network (TCN) serves as the core building block of the proposed deep learning framework. Our TCN model is inspired and adapted from [27] which was originally designed for action segmentation and detection. Different from existing neural networks for short-term traffic flow forecasting, the TCN has its outstanding characteristics. First, the causal convolutions is utilized in the TCN, where an output at time t is convoluted only with the elements from time t and earlier in the previous layer. This characteristic naturally corresponds the sequence prediction described in above. The causal convolutions actually play a role of a filter at time t which can only see inputs no later than t. This leads to no information leakage from future to past [24] . Second, the TCN uses a 1D fully-convolutional network (FCN) architecture [35] to map an input sequence of any length to an output sequence of the same length, where each hidden layer is the same length as the input layer and zero padding is added to keep the same length for the subsequent layers. This gives our framework to handle a data sequence input with any length.
However, to enable accurate the short-term traffic flow prediction, it needs very deep networks and a long effective history size. This will definitely lead to a complicated network structure and inevitably heavy computation. Alternatively, dilated convolutions and residual layers are integrated in the proposed TCN architecture. Particularly, dilated convolutions enable an exponentially large receptive field [24] . Formally, for a 1-D sequence input x ∈ R and a filter f : {0, . . . , k − 1} → R, the traffic flow F at time t is defined as
where d is the dilation factor, k is the filter size, and t − d · i indicates the direction of the past. The dilation factor is a fixed step between every two adjacent filter taps. A dilated convolution with dilation factor d = 1 actually is a regular convolution. The receptive field of the TCN is adjusted by the dilation factor. In our framework, d is adjusted exponentially with the depth of the network, which ensures an extremely large effective history. Consequently, the increase of dilation enables the increase of the receptive field. This leads the output at the top level to represent a wider range of inputs. Note that filter size k can also be adjusted to increase the receptive field of the TCN. An illustration from [27] is given in Figure 4 . Another important component of TCN is the residual connection [36] , which contains a branch leading out to a series of transformations F, whose outputs are added to the VOLUME 7, 2019 input x of the block. The residual block for our TCN is shown in Figure 5 . Within a residual block, the TCN has two weight layers, for which we used the rectified linear unit (ReLU) [37] . In addition, a spatial dropout [38] is added after the last weight layer for regularization. Formally, in this paper we consider the residual block defined as:
Here y is the output vector of the layer considered. The function F(x, W i ) represents the residual mapping to be learned, where W i represents the weights of layer i. For the example in Figure 5 which has two layers, F = W 2 σ (W 1 x) + e in which σ denotes ReLU [37] and e is the bias. Following the original TCN setting, the TCN architecture for our framework is constructed based on [27] in this work. It is composited by a series of blocks, each of which contains a sequence of L convolutional layers. Each layer is composited by dilated convolutions, each of which is associated with a dilation factor d, a non-linear activation f (.). Also, a residual connection is added into each dilated convolution to integrate the convolution result with the layer's input. Let the activations for the ith layer and jth block be S (i,j) ∈ R F w ×T . Note the number of filters F w in each layer i is the same. LetŜ Then we havê
W 1 and W 2 are the weight parameters. V ∈ R F w ×F w and e ∈ R F w are a set of weights and biases for the residual, respectively. The output of each block is summed by a group of skip connection with Z
t + e r ) for the weight matrix V r and the bias e r . Then the final forecasting resultŷ t for each time t isŷ t = softmax(UZ (1) t + c).
with weight matrix U ∈ R (C×F w ) and bias c ∈ R C . We choose the equation (7) as our model's objective function. We keep training the data to minimize the value of L. The value ofŷ i represents the forecasting result at time i. The value of F(i) represents the initial traffic flow at time i. When we train the TCN model, we set the value of batch size to 128, the value of epoch to 30, the value of dropout rate to 0.5 and the value of initial learning rate to 0.002. In the course of training, we adopt the method of stochastic gradient descent to reduce the learning rate.
The overall model architecture follows nineteen convolutional layers and one fully connected layer which is shown in Figure 6 . The rectangular area with yellow backgroud in Figure 6 represents the convolutional layer which is shown in Figure 4 . The red rectangle in Figure 6 contains three yellow rectangle areas which represents the input of the convolutional layer1. Moreover, the output of the convolutional layer1 can be used as the input of the convolution layer3 directly through the residual structure which is shown in Figure 5 . For all convolutional layers, the kernel size is 10 and the filter size is 24. Detailed information is shown in Table 1 . In the next section, we will introduce a way to vary the factors of the TCN model based on the Taguchi method [39] , to find the optimized structure of TCN model for building short-term traffic forecasting predictor.
After building the TCN model, we can train the model with the processed training data. The final TCN with the optimized structure will be send to the central server, and predict the total number of vehicles at the intersection in the next 15 minutes based on the input of the historical traffic flow data sequence. The central server then sends the signal timing to the traffic signal control system through road side units, as shown in the Figure 1 .
III. DATA DESCRIPTION AND STRUCTURE OPTIMIZATION
In this section, we first describe the traffic flow data used for our modeling training and evaluation in our framework. Then we introduce the Taguchi method to our framework and show how it is applied to optimize the structure of our TCN model.
A. DATA DESCRIPTION
We use the traffic flow data collected by loop detectors at Birmingham City of United Kingdom, which is publicly available on the website (https://data.gov.uk/). We extract the traffic volume of days from 01 January 2014 to 31 December 2014 as the original data set. The traffic data are deployed within the site M42 between M42 J1 and M5 J4A of England with a frequency of 15 minutes, as shown in Figure 7 (the intersection marked by the red circle). There are 35040 validated records in total, which are divided into two subsets: data from the first 9 months are used as the training dataset, and the others are used as the test dataset.
B. TCN STRUCTURE OPTIMIZATION WITH TAGUCHI METHOD
To apply the TCN for traffic flow forecasting, the key part is to search the best topology of the neural network, i.e., parameters combinations, including the number of filters, the size of the kernel, the list of the dilations and the number of stacks of residual blocks. Traditionally, the topology of a neural network is determined by trial-and-error method, which is usually time-consuming and not efficient in yielding high accuracy, since it may involve a large number of trail experiments. This motivated us to seek alternative efficient ways rather than using traditional trial-and-error method.
Instead, The Taguchi method [39] has been successfully applied for the robust design of high-quality products at low cost for various manufacturing processes. Actually, we can consider the determination of topologies of TCN model with high accuracy as the product design with high quality at low cost. Driven by this view, we apply the taguchi method as a means of determining optimal topologies of our neural network, by utilizing an orthogonal array to simultaneously study the significance of the design factors of the proposed TCN model. With this way, a small number of trials are only conducted to optimize the structure of the proposed TCN model which is trained with the training dataset. The trial results indicates the difference between the predicted output of our TCN model and the practical value. With these trial results, we can efficiently evaluate the appropriate values of the design factors with the designed performance metrics. Then we can finally determine the topology of our TCN model according to these evaluation results of the design factors. The structure optimization by Taguchi method involves the following three parts, i.e., identifying the design factors, determining performance metrics, trial design and performance analysis.
1) IDENTIFICATION OF DESIGN FACTORS
The design factors identified for our TCN model and their corresponding levels are presented in Table 2 . These design factors are selected since they largely involves the optimal topology determination of the TCN model.
1) Design Factor i:
The number of filters used in the convolutional layers. The most commonly used number of filters recommended by [24] for deep structure are 6, 12, and 24. In our work, we follow the practice of using the same number of filters. 6, 12, and 24 are set as Levels 1, 2, and 3, respectively. 2) Design Factor ii: The size of the kernel used in each convolutional layer. In this work, we consider the size of 10, 15, and 20 as Levels 1, 2, and 3, respectively. 3) Design Factor iii: The number of filters and the list of the dilation. They are important since they determine the size of the TCN model. The list1 recommended by [24] is {2 0 ,2 1 ,2 2 ,2 3 ,2 4 }. In addition, we set the list2 as {2 0 ,2 1 ,2 2 ,2 3 , . . . , 2 9 } and the list3 as {1,2,3, . . . , 9}. Therefore, we set list1, list2, and list3 as Level 1, Level 2, and Level 3, respectively. 4) Design Factor iv: For the number of stacks of residual blocks, the minimum number of stacks is set as 2 by [40] and the maximum number of stacks suggested by [41] is 9. Therefore, the number of 2, 6, and 9 are set as Levels 1, 2, and 3, respectively.
2) SPECIFICATION OF PERFORMANCE MEASUREMENT
To evaluate the effectiveness of the TCN model for traffic forecasting, we use two performance metrics, the mean absolute error (MAE) and mean relative error (MRE), which indicate the absolute and mean of the difference between the actual traffic flow conditions and the outputs of the prediction from the proposed framework, respectively. MAE and MRE are formally defined as
whereˆ i denotes the observed actual traffic flow condition, i denotes the predicted traffic flow condition, and n is the number of forecasted points. The lower value of MAE and MRE indicates less difference between the actual flow and the prediction result, i.e., the better accuracy of the prediction result.
3) TRIAL DESIGN AND RESULTS ANALYSIS
Since there are four design factors, each of which has three levels, we use an orthogonal array L 16 (3 4 ) for the trial design. 16 trails from the the combination of the design factors and corresponding levels are executed to optimize the structure of the proposed TCN. Each row of the adopted orthogonal array L 16 (3 4 ) corresponds to a main trail, in which the training set of the collected traffic data is used to develop the TCN model. With respect to the 16 main trails, the results for three random days (Sept. 1, 2014; Sept. 2, 2014; Sept. 4, 2014) and the average results of the testing set are shown in Table 3 . By utilizing the Taguchi method, there are 81 trials and 16 main trails executed over 5 days with the collected traffic data, to assessment the performance of the TCN model. As shown in Table 3 , the 16th main trial (shown in bold) with 24 filters, 2 stacks, a 15-size kernel and the dilation with list1 achieves the smallest MAE and MRE value. The top three ranked trails are the 7th, 11th, and 16th main trials, all the dilation of which are configured with list1 configuration. This indicates that the TCN model with the list1 dilation can achieve better predicted results than other two lists. Moreover, the MAE and MRE results of 1st, 4th, and 5th main trials perform poorly, which indicates that configuration with 6 filters and little size kernel cannot achieve accurate predication results. Note that the prediction accuracy is affected by the topology of the neural network. i.e., the combination of the various tested parameters, although for some parameters it (3 4 ) and experimental results.
seems reducing the sample numbers can decrease the prediction accuracy in the trial result.
Since the combinations under the Taguchi method in each trail are orthogonal, the effect for each design factor can be separately evaluated [42] . For each design factor at a given level, its effect can be calculated by taking the average of the corresponding values from Table 3 . For example, the Level 3 of the design factor ii is in the 3rd, 8th, 10th, 11th, and 12th main trails, and its average effects of this level are 24.7986 (MAE) and 0.13 (MRE). The effects of each design factor at each of the three levels are displayed in Table 4 .
In addition, range analysis is applied to indicate the sensitivity of the design factors to the performance values, which is denoted by the difference between the largest and the smallest performance values for each design factor. The sensitivity results are shown in Table 4 . The corresponding order of the sensitivity of the four design factors is i > ii > iv > iii in terms of MAE and i > ii > iv > iii in terms of MRE. The above orders indicate that the design factor i is always the primary factors in the proposed TCN forecasting model no matter in terms of MAE or MRE, since the lower effect value indicates better performance. The results shown in Table 3 and Table 4 indicate the optimized structure of the TCN model for short-term traffic flow forecasting consists of the design factor i with Level 3, design factor ii with Level 2, design factor iii with Level 2, and design factor iv with Level 2. That is, the TCN model with 24 filters, 6 residual blocks' stacks, the kernel size of 15 and the list of the dilation is {2 0 ,2 1 ,2 2 ,2 3 , . . . , 2 9 } generates the most accurate forecasting results among all the trail experiments.
IV. PERFORMANCE EVALUATION OF THE TCN MODEL WITH AN OPTIMIZED STRUCTURE
In this section, we evaluate our TCN model with the structure optimized by the Taguchi method for short-term traffic flow forecasting.We conduct extensive experiments based on the prepared traffic data set. To demonstrate the accuracy of the TCN model, we compare it in terms of the MAE and MRE performance metrics with another five widely applied traffic flow predictors, which are the long short-term memory (LSTM), the Gated Recurrent Units (GRU), the Stacked Auto-encoder (SAE), DeepTrend and the CNN-LSTM. Note that the LSTM model achieves the state-of-the-art forecasting result. Also, we calculate the forecasting accuracy rate based on the the actual traffic flow data. The comparison methods (or models) use their best performance. In detail, in our experiments, we use the same training data to train the comparison models. Also, the same testing data is applied on the comparison methods to do the comparison on the performance of the comparison models. All of these methods are implemented in Python environment on a PC with Intel(R) Core(TM) E5-2620 CPU, 62 GB memory and NVIDIAGTX 1080 GPU. Table 5 shows the MAE and the forecasting accuracy rate of the traffic forecasting with the TCN, LSTM, GRU, SAE, DeepTrend, and CNN-LSTM models. The results shows that the proposed TCN model generates much more accuracy results than that of the other models for the prediction of the traffic flow. It is worth to mention that our TCN model with the optimized structure is able to generate the forecasting results with approximately 95% forecasting accuracy rate, which is 15% higher compared with the LSTM and GRU models and 10% higher compared with the SAE, CNN-LSTM and DeepTrend models.
Moreover, we can conclude that our TCN model achieves much lower value in terms of the MAE and MRE performance metrics, which indicates the superior forecasting performance. In detail, the MAE result of 8.4257 from our TCN model is even less than half of the MAE result of 29. Figure 9 presents the output of the TCN, LSTM, GRU, SAE, DeepTrend, and CNN-LSTM models for traffic flow forecasting for the day of 1 st September 2014. The actual traffic flow is also shown in Figure 9 with the blue line. As can be seen in Figure 9 , the forecasting traffic flow from our TCN model is highly approximate to the actual data line, which means the forecasting traffic flow result achieves similar traffic pattern as the observed traffic flow behaves on that day. In contrast, the forecasting performance of the LSTM, GRU, SAE, DeepTrend, and CNN-LSTM shows large difference and fluctuation from the actual traffic flow, compared to the TCN model.
To further demonstrate the performance of our TCN model, we present the difference between the actual data and forecasting output of the traffic flow over various days which begin from Sept. 1th, Sept. 21th and Oct. 15th, 2014, and the error percentage of the forecasting traffic flow results of our TCN model, as illustrated in Figure 8 (a), (b) , (c), (d), (e) and (f), respectively. From the Figure 8 (a), (c) and (e), we can see that the forecasting traffic flow line has almost approximate with the actual data line except for a few individual points, such as the point at 4 th September 2014. The reason for this phenomenon is that the traffic flow at that day has changed dramatically, which may be caused by the weather or the holiday. percentage error of the forecasting traffic flow is limited in about 5% except for the a few points with the dramatic data fluctuation which may be caused by the weather or the holiday. Since the severe weather conditions may cause the burst (or unexpected) traffic flow, this experimental result inspires us to consider the prediction with weather conditions into our framework to address this issue. We leave this as our future work and some discussion about it is presented in next section.
In addition, we report the training time and the time for prediction in practice. With our proposed Taguchi method, we use almost half an hour to train the model to find the best parameter configurations. Given all previous input sequential data, it only takes less than one second to output the forecasting data, when applying the trained model for traffic flow prediction for the next time period.
To sum up, the proposed TCN model based deep learning framework can achieve higher accuracy and much less forecasting difference, compared with the state-of-the-art LSTM and typical GRU models. Therefore, with the evaluation on the real data trace, our framework is demonstrated to be more effective and promising for the short-term traffic flow forecasting in practice than the existing forecasting models.
Driven by this, we will consider this as our future work which is to design a traffic flow predictor with considering these unusual situations on the basis of the proposed TCN based prediction model in this work. We have noticed that it is not common to have the unusual situations (e.g. severe weather conditions causes burst traffic flow) such that the data-driven method used in this work may not perform very well on the prediction in this kind of scenario, since less unusual situations means less available data for training.
V. CONCLUSION AND FUTURE WORK
The short-term traffic flow forecasting is a critical problem in Intelligent Traffic System. In this paper, different from previous work, we propose a deep learning framework based on the Temporal Convolutional Network. Moreover, the Taguchi method is adopted to improve the effectiveness of the design of short-term traffic flow forecasting model. With the real data trace, we compare our model with the LSTM model, the GRU model, the SAE model, the DeepTrend model and the CNN-LSTM model to validate that our model can achieve superior forecasting results. The optimized structure of the TCN found by the Taguchi method is demonstrated to have much more improved performance over other methods. The accuracy rate can reach as high as 95%. Our work demonstrates that the TCN network can be served as a effective tool for short-term traffic prediction in cities.
Driven by the experimental result in last section, we will further improve our model on the basis of the proposed TCN based prediction model in this work by considering unusual situations such as severe weather conditions as our future work. We have noticed that it is not common to have the unusual situations (e.g. severe weather conditions causes burst traffic flow) such that the data-driven method used in this work may not perform very well on the prediction in this kind of scenario, since less unusual situations means less available data for training. Our basic idea to address this issue is to build the predictor with the power of the unsupervised learning techniques. Moreover, to design a comprehensive traffic forecast, it can include travel time, traffic speed and occupancy [7] . As a future work, we will consider the further design of the TCN network to adapt the different format of traffic data, and the heavy traffic flow fluctuation influenced by the weather and holidays factors. 
