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Abstraet--Multhopp's subsonic lifting surface theory includes the calculation of a singular double integral 
of the induced velocity, using Mangler's econd order principal value. In order to make the method 
efficient, it is necessary to use some approximations to describe the integrand in the neighborhood of the 
singularity. The present paper presents a higher order approximation, relative to previous investigations. 
The development of the new approximation i cludes a discussion of certain mathematical problems 
that emerge during the derivation. The model can deal with lifting surfaces having arbitrary planform, 
twist and camber. The advantages of using the higher order approximation are illustrated by a few 
examples. 
1. INTRODUCTION 
Multhopp's [1] subsonic lifting surface theory is a well known tool in the analysis of wings. It is 
beyond the scope of this paper to present a detailed survey of the theory, its improvements during 
the years and different applications. References [2-13] are representative of continuous efforts in 
these directions. While these references deal with fixed wings, Multhopp's method has also been 
extended to include rotary wings. References [14, 15] are representative of many other publications 
in this field. 
It is clear that the appearance of modern computers resulted in significant changes in applying 
Multhopp's method. It became possible to solve large problems having many unknowns. Yet, even 
with big computers, direct calculations may become very tedious, mainly because of singularity 
problems. The integration ear the singular point requires a very long computing time. Thus, 
in order to make the method efficient, it is still necessary to apply analytical approximations in 
the neighborhood of the singularity. The present paper will concentrate on improving these 
approximations. Such improvements mean a significant reduction in the required computer 
resources. 
The paper will start with a description of the problem. Then, a derivation of a higher order 
approximation of the induced velocity integral, near the singular point, will be presented. Special 
attention will be devoted to problems of convergence that have not been addressed before. The 
new higher order approximation will be compared with previous approximations in order to show 
its superiority. It will be shown that using an improved approximation means a significant increase 
in the overall efficiency of the method. 
2. DESCRIPT ION OF  THE PROBLEM 
The paper deals with a wing in a subsonic flow. x, y, z (see Fig. 1) is an orthogonal 
system of coordinates so that the x-axis coincides with the direction of the undisturbed flow, U, 
relative to the wing. The z-axis points upwards almost perpendicular to the wing area which is 
supposed to be infinitely thin and have small camber and twist. The leading and trailing edges 
of the wing's projection onto the x-y  plane, are described by the functions x~e(y) and 
x~(y) ,  respectively (see Fig. 1). These are continuous functions defined along the wing span, 
YI <~ Y <-Yr. 
The integral equation of the subsonic lifting surface was derived by Multhopp [1], and is given 
as follows: 
~t(x,y) = --8--nn jy, ffiy, jx.-x,,(y,) ~/ (x  -- x')2 + f l2(y _ y , )2 J (y  _ y,)2 (1) 
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Fig. 1. The wing's geometry. 
where ~t(x, y) is the local wing incidence (see Fig. 1). l(x, y) is a nondimensional load per unit area 
of the wing, defined as: 
l(x, y) =(Plow, r - p.p~,)/½PU: (2) 
and fl is the compressibility coeiticient defined as: 
fl = ~/1 -- M2~ (3) 
where Moo is the Mach No. of the incoming flow. 
For a given wing at a certain incidence, the unknown is l(x, y). It is common to describe the 
load as a double series: 
d 
l(x, y) = ~ ~ h.(x)f.(y) (4a) 
c(Y),.o 
fn(Y) = ~ an,ne,.(y) (4b) 
where 
l rX,.(Y')h.(x,)I1 + x -x '  1 H.(x, y, y') = c(y') jx,,(y,) x/(X _ x,)--2 +//'--2{y _ y,)2 dx'. (7) 
m=l 
where h.(x) and era(y) are known shape functions that satisfy the necessary boundary conditions. 
c(y) is the local chord, defined as: 
c(y) = xt~(y) - xl=(y) (5) 
and d is a typical chord (for nondimensionalizing purposes). 
The coefficients am. become the unknowns of the problem. Substitution of equation (4a) into 
equation (1), implies: 
d 00 Yr [nLy')__) 
t~ H. (x, y, y ') dy' (6) or(x, y) = ~ .~o J y, (y - y.)2 
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The integral sign # indicates a singularity within the region of integration. Mangler (see Appendix 
I of Ref. [1]) derived the second order principal value for this integral, as follows: 
d ~ !im0F ~Y-' f~(y') 
~(x'Y) = - 8-n.=o LJy, (Y -Y ' ) zH ' (x 'y 'y )dy"  
~f r fn (y ' )  _ 2 f,,(Y) ] + n.(x, y, y') dy" • H.(x, y, y) . (8) 
+, (y - y')~ e 
The integration of equation (8) can be performed using different kinds of numerical integration 
schemes. But, while this integration exhibits very good convergence properties as E approaches zero, 
the required computing time increases enormously as E becomes very small. Therefore, in order to 
make the calculation procedure more efficient (namely, affordable), equation (8) is written as 
follows: 
d ~ ~fY- '  f.(y') H.(x,y,y')dy" 
~(x, Y )=-  8---~..0 L j ,  ' (y -~)2  
f f '  f '(Y') 1 + H,(x,y,y')dy'+~'~(x,y, 6, c) (9) +~ (y _ y,)2 
E;/ e'~(x,y, 6, e)=lim f'(Y') I-I,(x,y,y')dy" ,40 _~ (y -y')~ 
fY+' f.(y') 2 f.(Y) ] + H.(x, y, y') dy' - H.(x, y, y) (10) 
ay+, (Y--Y')2 E 
where [c(y)/fl] ,> 6 > E. 
The first two integrals in equation (9) do not present any problems, since the integration zone 
is not too close to the singularity. In order to avoid extremely large computing time, the integrals 
of equation (10) will be calculated analytically, after expanding the integrand about y'  = y. In order 
to do that, it is necessary to expand H,(x, y, y') in the neighborhood o fy '= 0. This expansion is 
described in the Section 3. 
3. EXPRESSIONS FOR H. (x ,y ,y ' )  IN THE NEIGHBORHOOD OF y '=y  
3.1. Initial derivation 
For the sake of convenience, the following new nondimensional coordinates are defined [1]: 
1 
X'(x, x', y') = ~ [x' - Xte(y')] (I la) 
X(x, y') = X'(x, x, y') = c~y') [x - xle(Y')] (1 lb) 
Y(y, y') = ,fl,, (y - y'). (1 lc) 
crY) 
Using the new coordinates, equation (7) becomes: 
1-I. (x, y, y ' )  = I-1. (x,  g)  = h. (X')  1 + = 0 ~/(X - X') 2 + Y2 dX'. (12) 
A clear advantage of using the new dimensional coordinates is the fact that the boundaries of the 
integral become zero and unity. It should also be noted that H.(x,  y, y')  is a function of one variable 
only, namely y'. Similarily, H. (X, Y) is also a function of one variable which is Y(y') ,  while X 
is in general a function of Y. So, it is possible to write: 
H. (x ,y ,y ' )  -- H . (x ,y ,y )  = H~(X(Y),  Y) - H~(X(O), O) 
= [H. (X(Y) ,  Y) - H.(X(O), Y)] + [H.(X(0), Y) - H.(X(O), 0)]. (13) 
C.A.M.W.A. 17/7--D 
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The first square brackets in equation (13) represents the contribution due to the fact that X is a 
function of Y. In the case of a rectangular unswept wing this contribution disappears, and one is 
left with the terms inside the second square brackets. In what follows the two contributions will 
be dealt with separately. 
3.2. The difference [H,(X(0), Y) -  H,(X(O), 0)] 
Multhopp [1, Appendix III] presents an approximation for this term. His derivation is based on 
expressing h, (X') in the neighborhood of X' = X, using the following Taylor series: 
. . . .  dh.( ) • .2 d2h.(X')[ 
h.(X')=h.(X)+(x - .~)~ x, x+ (X ' -  ~) ~ X':X + l " [ . (14) 
Using equation (14) and carrying out the integration in equation (12), imply [1]: 
[H,(X(0), Y) - H~(X(0), 0)] = a~ y2 + a2Y4 +. . .  + in I r[~_ y2 d~' )  
dX Ix,- x 
+ 8 dX 3 X '=X " J l - ' ' "  " (15) 
Since Y is confined to small values, Multhopp retains only the underlined term. 
There are two problems associated with Multhopp's derivation: 
(a) The shape functions that describe the chordwise load distribution, h,(X), should contain the 
leading edge singularity. It is possible to choose a series where only one term contains this 
singularity (for example the classical series for a two-dimensional irfoil [16]), or a series 
where each term has a leading edge singularity [7]. It is well known [17] that while describing 
a function by a Taylor series, the radius of convergence of the series is equal to the distance 
from the point about which the expansion is taking place, to the closest singular point. 
This means, that if h,(X') is described by a Taylor series, about a point X in the region 
(0< X < 0.5), the range of application of these series is limited to (0 <X '< 2X). 
Multhopp [1], or other researchers afterwards, did not address this problem, that will be dealt 
with in what follows. 
(b) As indicated above, Multhopp retained only one term in the expression 
[H,(X(0), Y) - H,(X(0), 0)]. Since the logarithmic singularity is a very weak singularity, it 
is clear that as Y is increased the quality of the approximation deteriorates rapidly. In order 
to increase the efficiency of the method (namely, using larger values of 6), it is necessary to 
use a higher order approximation. The derivation of such an approximation will be presented 
in what follows. 
The derivation will start with the region (0 < X ~ 0.5), where the radius of convergence problem 
exists. In this region one may write: 
1"1. (X(O), Y) - It. (X(O), O) = h. (X') 1 4 x / (X -  -X"~ + Y 2~ dX" 
+ f2'xh,(X,)[1. 4 X -X '  y i ]dX ,_2~Xh. (X , )dX  , .~(x---k-7+ 
x X -X '  
=-~o h,(X')[l +x/ (X- ) ( -~ + y2]dX" 
+ h,,(X') 1 -- x/(X ~- '~+ yi..] 
f,xh.(X,)[ x -  x" ] + 1 + x/(X _ X') 2 + yi  dX'. (16) 
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Since the derivation is confined to small values of Y, it can be assumed that in the region 
(2x < x '  < 1) I x - x ' l  is much larger than Y. Therefore, the third integral in equation (16) can 
be approximated as follows: 
x =2 a2x (X -X ' )  ~" 
hn (X') 1 -t ~/(X--- X~+ y2 dX' y2 h. (X') (17) 
It should be noted that the assumption that IX -  X'] is much larger than Y fails to exist at the 
leading edge point, X = 0. It is possible to apply special derivation to the leading edge point [7], 
but a better way to cope with this problem is to avoid choosing points which are too close to the 
leading edge. Practically, this solution does not impose any limitation on the method. 
The first two integrals in equation (16) can be solved analytically in an accurate manner. As 
mentioned previously, the present derivation is restricted to small values of Y. Thus, excluding 
again points at the leading edge vicinity, it is assumed that X 2 >> y2. Combining the calculations 
of these two integrals with equation (17), implies (for more details see Ref. [18]): 
H.(X(O), Y) - H.(X(O), O) 
... 2 dhn(X') ,['n el 'n'''] 1 d3h,(X ') X2 + 12 dX '3 x '=x  
i , 1 [', dX_' 
q'480 ~ r=x X +"'+2.]2xh"(X')(X-X')2 j for 0<X~<0.5 (18) 
where e is the natural ogarithms basis (e = 2.71828...). 
As mentioned above, Multhopp's approximation i cludes only the y2 in I T[ term. Since the 
logarithmic singularity isa weak one, it can be shown that for values of Y within the practical range 
of using the approximation, [ (y -  6 )<y '< (y + 3)], lnl2X/v/~ I is not negligible compared to 
ln lY I. The improvement associated with the additional terms will be shown in what follows. 
The region (0.5 < X < 1) does not present any convergence problems for the whole range of 
X'(0 < X' < 1). Yet, for convenience, by following a derivation similar to the one described above, 
it is possible to obtain a similar expression to equation (18), as follows: 
H. (X(0), Y) - H. (X(0), 0) 
"2~'dh"(X")] I ~ ] I d~)  ( 1 3  ' --X)2 
- - -Z~x. .x  In - ln lY  I 412 ax  r -x  
'lfo'X-I , dX' } "~4801 dSh~(X ' )dX  '5 x'=x(1-X)4+ " ' ' -  h,(X)(x--~,)2 for 0 .5<X<l .  (19) 
Similar to the limitation on equation (18), also equation (19) is subjected to the condition 
(1 -X)2>> y2. It is clear that the approximation is not applicable to the trailing edge point, but 
again this fact does not present any practical imitation. 
In order to investigate the advantages of using a higher order approximation for 
[H,(X(0), Y) -  Hn(X(O), 0)], results of calculations, for increasing values of Y, will be presented. 
In all the calculations of this paper, the chordwise shape functions, h,(X), are identical to those 
that were used by Wagner [6-8]: 
=-  2 [ctg (-$2) 
cos ~b = 1 - 2X. 
sin(k~b)] 
k=l  
(20) 
In Figs 2(a)-(e) the approximation of [Hn (X(0), Y) - Hn (X(0), 0)] is presented, for values of n 
ranging between = 0 and 4, respectively. For each case, the approximation is presented for the 
three different values of X, (0.25, 0.50, 0.75). Three different calculations are compared: 
(1) Direct "accurate" and time consuming numerical integration of equation (12), using 
Romberg's method [19]. 
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Fig. 2(e). Investigation of the approximation for H4(X(O ), Y) - H4(X(O ), 0). 
n=4 
X I 0 .75  
I! / 
/ 
/ J 
/ -'- 
/ 
I 
0.2 0.1 0.2 
(2) Using the Multhopp [1] or Wagner [7] approximation, as given by the underlined term in 
equation (15). 
(3) Using the current higher order approximation, asgiven by equations (18) or (19). Derivatives 
of h,(X') higher than those which appear in the equations are usually neglected. 
It can be seen that in the majority of the calculations, the current approximation gives a much 
better agreement with the accurate calculations. Only for the point X = 0.5, while n = 0 or 1, the 
current approximation gives inferior results. Investigation has shown that the reason for this 
behavior is the fact that at X = 0.5, the convergence of the series (14) is relatively slow. Therefore, 
higher derivatives of h,(X') should be included in equations (18) and (19), in order to obtain better 
convergence. Calculations have given better results as more terms are added to the series. 
The improvement associated with the current approximation i creases rapidly with n. For 
n = 3, 4 the current approximation yields an approximation which is better than the previous 
approximations by a few orders of magnitude. It should be noted that for n = 3, 4, the results of 
the current approximation are much superior even for X = 0.5, including only the fifth derivative 
of h,(X'). 
The current approximation is reasonable up to Y = 0.1. For larger values of Y the approximation 
deteriorates rapidly, but still the current approximation is usually much better compared with the 
Multhopp and Wagner approximations. 
3.3. The difference [H,(X(Y), Y ) -  H,(X(O), Y)] 
According to equations 1l(b)-(c), X is a continuous function of Y. Therefore, it is possible to 
write: 
=d-Y v=0 ld~X y2 . AX=X(Y)--X(O) X Y+2 Y 2r=0 +""  (21) 
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Since the differentiation of H.(X, Y) with respect o X does not present any difficulties, the 
following equation will be used: 
x = I 0 ~H. (X, Y) x: x<o) H.(X(Y),  Y) - H.(X(O), Y) = OH.(X, Y) AX  d AX 2 + ' " .  (22) 
OX x~o) 2 aX  2 
Substitution of equation (21) into equation (22), implies: 
H,(X(Y) ,  Y) - H,(X(O), Y) = SWL(X(0), Y) Y + SWlI,(X(0), y) y2 +. . .  (23) 
where 
SWI,(X(0), Y) = aH,(X, Y) d X (24a) 
0X dY x= x(o) y=o 
SWII,(X(0), Y )=~(  OX x(o) dy2 v=0 + 0X2 x(0) "~ r=0 " 
In what follows, the expressions for the derivatives of H, (X, Y), with respect to X, will be derived. 
Differentiation of equation (12) implies: 
OH,(X, Y) y2f  '=l dX'  
= Jx, h.(X') Y213/2" (25) ox  ~= ~(o) : 0 [(x(o) - x ' )  ~ + 
Following the derivations of Section 3.2, equation (14) is substituted for h, (X'). Because of radius 
of convergence problems (that were discussed previously), the derivation will be divided into two 
different regions, namely: (0 < X(0) < 0.5) and (0.5 < X(0) < 1). 
In the region (0 < X(0) ~< 0.5), equation (35) may be written as 
OH.(X ,Y )  xfx(o) {f:(o) OX ~ y2 h " dX' = .(X ) [(X(0) - X') 2 + Y213/2 
+ h,(X') , . ,  dX'  
jxc0) ,(X ) [(X(0) - X') 2 + Y213/2 + . (26) x(o) ta  - X(O)) 3 
The approximation i  the third integral in equation (26) is based on the assumption, which was 
also used in Section 3.2, that: 
y2 ,¢ X2(0) and y2 ,~ [1 - X(0)] 2. (27) 
At this stage h,(X') in equation (26) is replaced by equation (14). Then, exact analytic integration 
is carried out. Now, by using equation (27) and neglecting powers of Y higher than or equal to 
y2, the following equation is obtained: 
x = x(0) d2h, (X) 0H,(X, Y) "~ 2h, (X(0)) y2 in I Y I +".  (28) 
OX = dX2 x= x(o) 
Similar derivation can be performed for the region (0.5 < X(0) < 1.0) (see also Section 3.2). After 
using equation (27) and neglecting higher order terms of Y, it turns out that an expression identical 
to equation (28) is also obtained for the region (0.5 < X(0) < 1.0). Thus, equation (28) may be used 
for any X(0). 
Differentiation of equation (25) with respect to X, yields the following expression for the second 
derivative: 
02H"(X' Y) x= x(o) Jx~':= I [X(O) -- X']Y215/~ OX 2 = - 3 y2 h, (X') dX (29) 
• -0  [ (x (0 )  - x ' )  2 + 
Following a similar derivation to the one described above concerning the first derivative (namely: 
equations (14)-(27) are used, exact integration is carried out and higher order terms of Y are 
neglected), the following expression is obtained: 
d2H. (X. 
Y)x-x¢o) _dh,(X) d3h"(X) y21nJYI + . . .  for 0<X(0)< 1. (30) 
=2~x=x(o) - -  dX3 x=x(o) 
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Substitution of equations (28) and (30) into equations (24a,b) imply: 
dX 
SWI.(X(O),Y)=[2h.(X(O)) d2h"(X)dx2 =x(o) y21n 'Y [+ ' " ]~ r=o (31) 
1 d2h. (X) y2 In [ Y[ + ' "  d y2 r= SWII.(X(O), Y) = ~ 2h.(X(O)) ~-~ x= x(o) " o 
+L  dX x=x~0) dX 3 x=x(0) ~r=0 " 
Since in the derivations of Section 3.2 powers of Y higher than y2 had been neglected, such 
terms will also be neglected here. Thus, only the underlined terms in equations (31) and (32) are 
retained. 
The derivatives of 1" with respect to Y [see equations (31) and (32)] are obtained by 
straightforward differentiation of equation (1 lb), while also using equation (1 lc): 
d2X c(y) Fd2x,, (y') . . . . . .  d2c (y') l  
r=o = f12 L dY '2 t- ~ty  )~ jy ,=y .  (33b) 
The derivatives of the chord c(y') are obtained by direct differentiation of equation (5). 
3.4. Summary of results 
Substitution of equations (18), (19) and (23) into equation (13), using also equations [1 l(a)-(c)], 
(31) and (32), imply (after neglecting powers of Y higher than y21nl r I or r2): 
H.(x ,y ,y ' )  - H. (x ,y,y)  ~- 
where 
dh.(X) fl2(y _y,)Z in fl(y _ y,) 
Ix=xm) c2(y ') c(y') 
+ 2h.(X(O)) dX fl(Y - Y') ~- a.(X(O)) 
oYlr=0 e(y') 
d2X dh.(X) 
a. (X(0)) = b. (X(0)) + h. (X(0)) ~ r =0 + ~ x = x(0) 12 
q 
l dy  Y=o_l 
while 
dh.(X) x=xm)l n 2X(O) + 1 d3h.(X) 
b.(X(O)) = dX ,,/7 I~ ~ ~_ ~(o) [X(O)]~ 
1 f21 dX 1 dSh.(X) [X(O)]' + . . .  + ~ h.(X) 
"~ 48---0 dX 5 x=x(o) x(o) [X-X(0)]  2 
fl 2(y _ y,)2 
c2(y ') (34) 
(35) 
for 0<X~<0.5 (36a) 
dh.(X) lnl2tl - X(0)] I 1 d3h.(X) 
b.(X(O))= dX x=x(o) V/~ +12 dX 3 x=xm) [1-X(O)]2 
1 f2xm)- t dX 1 dSh.(X) [1 - X(O)] 4+' ' "  h.(X) for 0.5 < X < 1.0. (36b) 
+ 48--6 dX' ~. ~(o) - 2 Jo [x(o) - x]' 
As  mentioned above, it should be noted that the approximation is not valid at the leading or trailing 
edge points. 
The first term on the right-hand side of equation (34), is the well known contribution that appears 
in Multhopp's classical derivation [1]. The second term appears in cases where the wing is not a 
rectangular unswept one. This term emerges from Multhopp's derivations and it explicitly appears 
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in Wagner's [6-8] derivations for a swept wing. The third term on the right-hand side of equation 
(34) presents the improvement in the approximation, as derived above. The improvement in the 
case of a rectangular unswept wing, has been presented and discussed previously. In Section 5 
additional examples will be presented and discussed. 
4. INTEGRATION ALONG THE WING'S SPAN 
The integration along the wing's pan is described by equations (9) and (10). As already explained 
above, H.(x, y, y') in equation (10) is replaced by an approximation which is given by equation 
(34). In addition, f,(y') and c(y') are expanded about y' = y, using Taylor series. If powers of 
(y -y ' )  higher than (y -y,)0 are neglected, then one obtains: 
rI'- f'+' :(" ] ot'.(x,y,f,e)~lim P(x,y,y')dy" + P(x,y,y')dy'- H.(x,y,y) (37) ,-0 LJy-6 ,dy+c £ 
where 
H.(x,y,y')f.(y)+[ terms that are not ] 1 
P(x, y, y') = (y _ Y ' )2  Lfunctions of (y - y')_J (y - y') 
I 1 dy.(y') _fl2dh,(X) f,(Y) fl(Y -y')  + {-~H,(x,y,Y)~y,2 x=x(o) C2(y) In I e(y') y,=y 
+ 2flh.(X(O)) d_~ r=o[f.(y) dc(_~y,') 1 df.(y') -] ........ 2f.(Y)] dy l,,=y c(y) ~ :=,j+a.tatv,p c-~(-~. 
(38) 
Substitution of equation (38) into equation (37) and carrying out the integration, imply: 
I 1 ..2dh.(X) f.(y) 
ct'(x, y, 6, E) ~- 2 -H.(x, y, y)f.(y) -~ - p ~ x= x(o) c2(y) 
( C(-~) I fl' ) I~ ' '  "d2f"(Y')l x f in  - -6+E--EIn C--~ +(6- -Q rt.lx, y ,y )~y ,2  y,=y 
¢ C / - 2/~h.(X(O))dX (d (i"(y')/' (Y)) ~ a.(X(O))/y 2 ~]~.  (39) 
dy r=0\ dy' ly,=y) + tY)dJ 
Since e approaches zero, the twice underlined terms should be neglected. 
Substitution of equation (39) into equation (9) and replacing f,(y) by equation (4b), imply: 
o~(x,y)= ~ ~ K,~(x.y)a.,. (40) 
n=Om=l  
where 
, fy'r H.(x,y,y') K,m(x, y) = _dr  I y-6 H,(x, y, y ) em(y') de' + em(y') de' 8n\jy. (y _y,)2 +6 "~-- Y---~" 
f l  ~ "d2em(Y' )y ,=y dXr=od(em(y')/c(Y'))y=y +2 6 H.(x,y,y)~y,: -2flh.(X(O))-~y dy" 
era(y) . ,,2dh,(X) x= e,,(y)] 
+ P dX x(o) c2(y)l 
-2 dh.(X) em(y) c-~y) 1}) 
- / J  ~ x=x(0) c2(Y) 6 In - H,(x, y, y)em(y) ~ • (41) 
a, in equation (41) is defined by equation (35). 
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It is interesting to note that the result presented by equation (41) is not a function of E. On the 
other hand, if we put 6 -~ 0, then Mangler's econd order principal value of the integral is obtained 
(6 replaces E). 
Equation (40) presents a system of linear equations in the unknowns anm. There is not any real 
problem associated with the solution of this system, therefore this solution will not be discussed 
in the present paper. On the other hand, the calculation of the coefficient K~,,(x, y) presents the 
most difficult and time consuming task in the solution procedure. Examples of such calculations 
are presented and discussed in the next section. 
5. EXAMPLES OF CALCULATING THE COEFFICIENTS Knm(x,y) 
In order to investigate the improved approximation of the current research, examples of 
calculating the coefficients K~m (x, y) will be presented and will be compared with calculations based 
on previous approximations. The coefficients are functions of: the wing's geometry, the specific 
point coordinates (x, y) and the shape functions h~ (x) and em (y)--the influence of these parameters 
on the calculations will be presented and discussed. 
As already explained above, the region of importance is the region close to the cross section 
where the point (x, y) is located. The contribution of the other regions is relatively small and the 
integration there does not present any real difficulties. Therefore, in order to save computing time 
(without hurting the investigation) the computations will be confined to the part of the wing [shaded 
in Figs 3(a,b) and 4(a,b)] which presents the main contribution to K,m(x, y). 
5.1. Rectangular unswept wing 
The wing under consideration is rectangular nd unswept, where the ratio between the span and 
the chord equals 1.378. The location of the left tip of the wing is at Yl = 0, while the right tip location 
is yr = b (clearly, b is the wing's span). The coefficients Knm(x, y) will be calculated at the cross 
section y = 0.7b, at three chordwise locations (X = 0.25, 0.50, 0.75). The integration will be carried 
over the right half of the wing (from y = 0.5b up to y = b). 
The functions h~(X) are given by equation (20). Results for n = 0, 2 and 4, will be presented. 
Only one spanwise shape function will be examined (m = 1): 
el (y) -- sin lry. (42) 
b 
In Fig. 3(a) the coefficients K~I (x, y) are plotted as functions of (~/c), for different values of X 
and n. For each combination of X and n, the coefficient is calculated for six different values of 6 
in the range, 0 < 6 ~< 0.1c. The figure shows that in all the cases very good results are obtained, 
even when 6 = 0.1c. The changes in the values of the coefficients as 6 is reduced, are practically 
negligible. 
In Fig. 3(b), the results of the current model are compared with results of using Wagner's [7] 
model. It can be seen that for 6 = 0.1 c the error in Wagner's model increases rapidly with n. The 
figure presents only the case where X = 0.25, but similar esults had also been obtained for X = 0.5 
and 0.75. It should be pointed out that as 6 is reduced, Wagner's results approach the current model 
results. 
5.2. Triangular wing 
While in a case of a rectangular unswept wing many of the terms in equation (41) disappear, 
in the case of a triangular wing many of these terms are nonzero and affect he results. The leading 
edge of the wing is straight while its trailing edge is swept forward [see Fig. 4(a,b)]. The ratio 
between the wing's span and the mid-span chord equals 2.756. Again, the tips coordinates are y~ = 0 
and Yr = b. The coefficients Knm(X, y) will be calculated at the cross-section y = 0.85b (at the same 
three chordwise locations of the previous example). Again, integration will be carried over the fight 
half of the wing [see shaded area in Fig. 4(a,b)]. 
It can be seen [see Fig. 4(a)] that the convergence in this case is not as good as it was in the 
csae  of the rectangular unswept wing. While for X = 0.75 there is still a very good convergence 
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even for 6 = 0.1? (where ? is the mid-span chord), this is not the case for X = 0.25 or 0.50. While 
for n = 0, 2 the changes in Kn(x, y) as 6 decreases are small, they become significant for n = 4. It 
seems that for n = 4, values of ~ ~ 0.0257 are required for satisfactory convergence. 
Figure 4(b) presents a comparison between the current model and Wagner's model, in the case 
of a triangular wing. The results of the current model are superior to the others. The superiority 
of the current model increases rapidly as n is increased. 
5.3. Using a data base for Hn(X, Y) 
While using the lifting surface method, most of the computing effort is devoted to calculate the 
double integrals of the induced velocity [see equations (6) and (7)]. The inner integral is defined 
by equation (12). Since the integration range of the inner integral is unchanged (between X '= 0 
and 1), it is possible to prepare a data base of Hn(X, Y), for a wide range of combinations of X 
and Y values. Thus, the inner integral is calculated by an efficient interpolation, instead of using 
a tedious integration. This may result in a significant reduction in the required computing time. 
To get an impression of the possible benefits of using such a data base, a limited number of special 
cases have been calculated, after preparing a limited data base. The results indicate that the required 
computing time is reduced by a factor of 4-5. It seems that the saving increases as n is increased. 
The results indicate the potential of using a data base for Hn(X, Y). Yet, since it was only a limited 
initial study, a more elaborate and detailed study is required. 
6. CONCLUSIONS 
While using Multhopp's subsonic lifting surface theory, one is faced with the problem of 
calculating the singular double integral of the induced velocity. The singularity problem is 
overcome by using the second order principal value of this integral, as derived by Mangler. Yet, 
while the problem is formally solved, the calculations in the vicinity of the singular point 
still require enormous computing time. Thus, it is necessary to use an approximation for the 
integrand in this region and perform an analytic integration, in order to increase the efficiency of 
the method. 
Multhopp and previous researchers have only used a first order approximation of the 
integrand. The present paper has presented the derivation of an higher order approximation. While 
the analytic derivations are somewhat more tedious, the application of the higher order approxi- 
mation does not pose any real difficulty, compared to the application of the first order 
approximation. 
The derivation assumes a wing of an arbitrary planform, camber and twist. Special attention is 
devoted to problems associated with the convergence of a Taylor series, describing a function 
having a singular point. These problems have not been addressed previously. 
The results have shown that the superiority of the higher order current approximation 
increases rapidly, as the order of the shape function describing the chordwise aerodynamic 
load distribution, is increased. In the case of a rectangular unswept wing, the approximation is
very good up to spanwise distances (from the singular cross section) of 10% of the chord. 
The calculation of the integral at such distances is practically accurate while using the approxi- 
mation for the integrand. In the case of other wing shapes, the quality of the approximation 
seems to deteriorate and the region where the approximation may be used for the integration, is 
reduced. 
In any case, the improved approximation allows an analytic integration over larger regions and 
thus result in a significant reduction in the required computing time. 
It is possible to further reduce the necessary computing time by using a data base in order to 
calculate the value of the inner integral of the induced velocity double integral. Thus, instead of 
using a tedious numerical integration, a more efficient interpolation procedure is used. Limited 
studies have shown a reduction by a factor of 4-5 in the required computing time, due to the use 
of a data base. 
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