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Bezoutians which are highly structured matrices since all of their
rows and columns are symmetric or skewsymmetric vectors. Thus
it is desirable to find matrix representations for split Bezoutians B.
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sponding linear combination. Moreover, matrix representations of
Gohberg/Semencul type are established.
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1. Introduction
The Bezoutian concept has a long history. It grew up from the work of Euler in connection with
the elimination of variables for the solution of nonlinear algebraic equations. In the studies of Jacobi,
Sylvester and Hermite, Bezoutians are used to separate and to count the roots of polynomials in a half-
plane. The importance of Bezoutians for the inversion of structuredmatrices became clear much later.
In 1974 Lander [17] established that the inverse of a (nonsingular) Hankel matrix H = [hi+j−1]ni,j=1
can be represented as a Hankel Bezoutian (shortly H-Bezoutian) of two polynomials. Conversely, any
nonsingular H-Bezoutian is the inverse of a Hankel matrix.
Throughout the paper the entries of the matrices and vectors are taken from a field F with a
characteristic not equal to 2.
Let us introduce the Bezoutian concept in the language of polynomials. We associate to a given
matrix A = [aij]ni,j=1 the following bivariate polynomial
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A(t, s) =
n∑
i,j=1
aijt
i−1sj−1
which we call generating polynomial of A. Similarly, for a vector p = [pi]ni=0 ∈ F n+1 we associate the
polynomial
p(t) =
n∑
j=0
pjt
j.
The H-Bezoutian of p, q ∈ F n+1 is the n × nmatrix B with the generating polynomial
B(t, s) = p(t)q(s) − q(t)p(s)
t − s .
By the T-Bezoutian of p, q ∈ F n+1 we mean the n × nmatrix B with the generating polynomial
B(t, s) = p(t)q(s
−1)sn − q(t)p(s−1)sn
1 − ts . (1.1)
For Toeplitz matrices T = [ti−j]ni,j=1 a similar result as for Hankel matrices is true: A nonsingular
matrix is the inverse of a Toeplitz matrix if and only if it is a Toeplitz Bezoutian (shortly T-Bezoutian).
If p = [pi]ni=0 and q = [qi]ni=0 are given, then the entries of the T-Bezoutian B = [bij]ni,j=1 with the
generating polynomial (1.1) satisfy the recursion (see the paper of Trench [20])
bij = bi−1,j−1 + pi−1qn−j+1 − qi−1pn−j+1, (1.2)
where 1 ≤ i, j ≤ n and all undefined entries are set to zero (i.e., b0,i = bi,0 = 0). From this recursion
one can derive a corresponding matrix representation for B as the sum of two products of lower and
upper triangular Toeplitz matrices, which is known as Gohberg-Semencul formula (see [6]).
In [9] it was discovered that such results can also be proved for matrices which are the sum of a
Toeplitz and a Hankel matrix (shortly T + H matrices). Their inverses possess a generalized Bezoutian
structure. A T + H-Bezoutian is introduced for 8 vectors pi, qi ∈ F n+2 (i = 1, 2, 3, 4) as the n × n
matrix B with the generating polynomial
B(t, s) =
∑4
i=1 pi(t)qi(s)
(t − s)(1 − ts) .
Recursion formulas for the entries of B and matrix representations of B are presented in [10]. Heinig’s
paper [7] was dedicated to the special case ofmatrices Rn which are inverses of real, centrosymmeric T
+Hmatrices of order n. He uses their unitary similarity to the direct sumof two (nonsingular)matrices
C± of about half the size. These matrices are H-Bezoutians in bases of Chebyshev polynomials called
Chebyshev-Hankel Bezoutians. If, for example, n is even, n = 2m, a corresponding representation is
of the form
Rn = WTn diag(C+, C−)Wn,
whereWn = 1√
2
⎡⎣−Jm Im
Jm Im
⎤⎦ and Jm is defined in (2.1). H-Bezoutians allow matrix representations as
sum of two products of triangular matrices, too. This leads to different matrix representations than
those presented in this paper. All results in [7] were obtained on the basis of the “splitting" property
of centrosymmetric matrices, which is the fact that the subspaces of symmetric and skewsymmetric
vectors are invariant, and so the matrix splits into a symmetric and a skewsymmetric part. The idea
to “split" the classical Levinson and Schur algorithms for real symmetric Toeplitz matrices goes back
to Delsarte/Genin [4,5], but the splitting property was utilized before in other fields, for example in
the reduction of the trigonometric moment problem with real data to a moment problem on the
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interval [−1, 1] (see [1]), for an efficient root location test in [2] (compare alsowith [19]), and in signal
processing and seismology (see [3]).
The present paper can be considered as a continuation of the papers [15,16,18]. The initial point
was that in [15] centrosymmetric and centro-skewsymmetric T + H matrices were treated from a
different point of view, by using a splitting version which leads to different results compared with
[7]. In particular, it was shown that if Rn is the inverse of a symmetric (or skewsymmetric) Toeplitz
matrix or the inverse of centrosymmetric (or centro-skewsymmetric) T + H matrix, then Rn can be
represented as the sum of two special (singular) T + H-Bezoutians B+ and B−,
Rn = B+ + B−
the generating polynomials of which are
B±(t, s) = p±(t)q±(s) − q±(t)p±(s)
(t − s)(1 − ts) ,
where p+, q+ are symmetric vectors of F n+2, p−, q− are skewsymmetric vectors of F n+2 (see also
[12]). The matrices B± are called split Bezoutians of (±)-type. One advantage of split Bezoutian is that
the complete matrix is determined by knowing about the eighth part of their entries. This is due to
certain symmetry properties (see next section).
Themain aim of the present paper is to fill a gab, namely to establish specialmatrix representations
for split Bezoutians. Such representations are especially interesting in the case where F is not the
real or complex number field. For the cases F = R or F = C there exist matrix representations
(obtained directly from the Bezoutian representations) involving only permutationmatrices, diagonal
matrices and DFT’s (or trigonometric transforms), so that matrix–vector multiplication can be done
with O(n log n) complexity (see for example [11–14]).
The rest of the paper is organized as follows: In Section 2 we investigate split Bezoutians in more
detail. In particular, we present recursion formulas for their entries. As alreadymentioned such recur-
sions are well-known for the Toeplitz and Hankel cases (see [20]), recursion formulas for general T +
H-Bezoutians were presented in [10].
We discuss as an example a split Bezoutian of (+)-type of order 5 in Section 3. For this example we
explain how to obtain matrix representations which are linear combinations of very simple matrices,
the entries of which are zeros or ones.
In Section 4we establish suchmatrix representations forn×n split Bezoutians. The representations
as linear combinations of very simple or even sparse matrices, which are fixed for each n, are based
on new ideas.
Starting with an example matrix representations which we will call representations of Gohberg/
Semencul type (compare [6,8,10]) are constructed in Section 5. At the end of Section 5wemention that
matrix–vector multiplication with split Bezoutians requires only a quarter of the operations that are
necessary for multiplication with arbitrary matrices.
The representations developed in the present paper use all the symmetries of thematrices and lead
to matrix representations using a minimal number of parameters.
All these facts are reasons for writing this paper. A further motivation is also the beauty of the
presented representations which are constructed in the tradition and in the spirit of Trench and
Gohberg/Semencul.
2. Split Bezoutians
In all what follows let Jn stand for the flip matrix of order n
Jn =
⎡⎢⎢⎢⎣
0 1
. .
.
1 0
⎤⎥⎥⎥⎦ . (2.1)
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For a vector u ∈ F n we denote
uJ = Jnu,
and for a matrix A ∈ F m×n
AJ = JmAJn.
A vector u is called symmetric if u = uJ and is called skewsymmetric if u = −uJ . We denote by F n+
and F n− the subspaces of all symmetric and skewsymmetric vectors of F n, respectively. The matrices
P± = 12 (In ± Jn) are projections onto F n±. Here In denotes the identity matrix.
A matrix A is called centrosymmetric if A = AJ and centro-skewsymmetric if A = −AJ . A square
Toeplitz matrix is centrosymmetric if and only if it is symmetric, it is centro-skewsymmetric if and
only if it is skewsymmetric.
We introduce the transformation
∇ : F n×n → F (n+2)×(n+2)
in the language of generating polynomials as follows:
(∇B)(t, s) = (t − s)(1 − ts)B(t, s). (2.2)
The matrix B ∈ F n×n is called split Bezoutian if there are two vectors p, q ∈ F n+2 which are either
both symmetric or both skewsymmetric such that
(∇B)(t, s) = p(t)q(s) − q(t)p(s). (2.3)
Conversely, given such vectors p and q, (2.2) and (2.3) define a unique bivariate polynomial B(t, s) of
degree n − 1. For the corresponding matrix B ∈ F n×n we write
B = Bsplit(p, q).
Obviously,
Bsplit(αp + βq, γ p + δq) = det
⎡⎣ α β
γ δ
⎤⎦ Bsplit(p, q) for all α, β, γ, δ ∈ F .
In particular, Bsplit(αp, q) = Bsplit(p, αq) = αBsplit(p, q).
It is easy to see that split Bezoutians possess the following symmetry properties:
1. BT = B.
2. In case where p, q are symmetric we have
JnB = BJn = B.
In case, where p, q are skewsymmetric we have
JnB = BJn = −B.
3. BJ = B, which is a consequence of 2.
This means that split Bezoutians are symmetric and centrosymmetric matrices. If p, q ∈ F n+2+ then
all columns and rows of the split Bezoutian B are symmetric, we speak of a split Bezoutian of (+)-type
and write B = B+. If p, q ∈ F n+2− then all columns and rows of B are skewsymmetric, we speak of a
split Bezoutian of (−)-type and write B = B−.
Now it is clear that all entries of a split Bezoutian are given by the entries of, for example, the
highlighted triangle Btri.
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In the case of odd nwe require that the (first half of the) middle row belongs to the triangle Btri. If n is
odd and we are given a split Bezoutian of (−)-type then the middle row consists of zeros only. In all
cases the triangle has precisely
(+1)
2
entrieswith  =
⌊
n+1
2
⌋
, where kdenotes the integer part of k.
Obviously, the n × n split Bezoutians of (+)-type (or (−)-type) do not form a linear subspace of
F
n×n. But the n × n matrices B with the properties B = BT and JnB = BJn = B (or B = BT and
JnB = BJn = −B) form a linear subspace denoted by Bn×n+ (or Bn×n− ). Moreover, the split Bezoutians
of (+)-type
B
ij
+ = Bsplit
(
ti + tn+1−i, tj + tn+1−j
)
, i = 0, . . . ,  − 1, j = i + 1, . . . ,  (2.4)
form a basis in the
(+1)
2
dimensional subspace Bn×n+ . When n is odd and when j = , we redefine
Bi+ = Bsplit
(
ti + tn+1−i, t
)
(2.5)
to avoid an additional factor 2.
Analogously, the split Bezoutians of (−)-type
B
ij
− = Bsplit
(
ti − tn+1−i, tj − tn+1−j
)
(2.6)
form a basis in Bn×n− . If n is even then i = 0, . . . ,  − 1, j = i + 1, . . . , , so that Bn×n− is (+1)2
dimensional. If n is odd then i = 0, . . . ,  − 2, j = i + 1, . . . ,  − 1, which means Bn×n− is (−1)2
dimensional.
Now we want to present a recursion formula for the entries of a split Bezoutian. If B = [bij]ni,j=1
then (2.2) can be written in matrix language as follows:
∇B = [bi−1,j + bi−1,j−2 − bi,j−1 − bi−2,j−1]n+2i,j=1. (2.7)
Henceforth we put bij = 0 for i or j not in {1, 2, . . . , n}.
Consider a split Bezoutian of (+)-type B = [bij]ni,j=1 = Bsplit(p, q) with
p = (p0 p1 · · · p p · · · p1 p0), q = (q0 q1 · · · q q · · · q1 q0) (2.8)
in case n is even and
p = (p0 p1 · · · p−1 p p−1 · · · p1 p0), q = (q0 q1 · · · q−1 q q−1 · · · q1 q0) (2.9)
in case n is odd. Denote
aij = piqj − qipj (0 ≤ i, j ≤ ). (2.10)
Notice that aij = −aji. Now (2.3) and (2.7) lead to the following recursion formula.
Proposition 2.1. We are given the vectors p and q. The entries of the triangle Btri satisfy the following
recursion
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bij = ai,j−1 + bi−1,j−1 + bi+1,j−1 − bi,j−2
for i = j, . . . ,  and j = 1, . . . , ,
where b+1,j−1 = b−1,j−1 if n is odd and b+1,j−1 = b,j−1 if n is even.
The recursion formula for split Bezoutians of (−)-type is precisely the same. The only difference is
that b+1,j−1 = −b,j−1 if n is even and b+1,j−1 = −b−1,j−1 if n is odd. In this case, clearly, b,j = 0
for j = 1, . . . , . (How to obtain the vectors p, q is beyond the scope of the present paper. We refer
the interested reader to [15,16].)
Complexity. For each entry of Btri we need maximal 4 additions and 2 multiplications, which leads
to an overall complexity for computing Btri (and thus B±) of 12n
2 additions plus 1
4
n2 multiplications.
(Here and in all what follows we neglect lower order terms!)
By comparison, the calculation of the entries of a T- or an H-Bezoutian requires 2n2 multiplications
and 2n2 additions, of a T + H-Bezoutian 4n2 multiplications and 4n2 additions.
3. An example
Let us consider a split Bezoutian B+ of (+)-type of order 5
B+ = [bij]5i,j=1 = Bsplit(p, q)
with
p(t) = p0(1 + t6) + p1(t + t5) + p2(t2 + t4) + p3t3,
q(t) = q0(1 + t6) + q1(t + t5) + q2(t2 + t4) + q3t3.
(3.1)
3.1.
Using the recursion of Proposition 2.1 we obtain the entries bij of Btri from aij = piqj − qipj for
i = 1, 2, 3 and j = 0, . . . , i − 1 as follows:
b11 = a10
b21 = a20 b22 = a21 + b11 + b31
= a21 + a10 + a30
b31 = a30 b32 = a31 + 2b21 b33 = a32 + 2b22 − b31
= a31 + 2a20 = a32 + 2(a21 + a10) + a30.
(3.2)
3.2.
Now we are going to represent B+ as a linear combination of the basis matrices Bij+ introduced in
(2.4), (2.5) for  = 3. We have
B+ = a01B0,1+ + a02B0,2+ + a03B0,3+ + a12B1,2+ + a13B1,3+ + a23B2,3+ .
It remains to construct the 6 matrices B
ij
+:
B
0,1+ (t, s) =
(t6 + 1)(s5 + s) − (t5 + t)(s6 + 1)
(t − s)(1 − ts) =
(t − s)((ts)5 − 1) + (t5 − s5)(ts − 1)
(t − s)(1 − ts)
= −
[
1 + ts + (ts)2 + (ts)4 + t4 + t3s + t2s2 + ts3 + s4
]
,
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which means that
B
0,1+ = −(I5 + J5) = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 2 0 0
0 1 0 1 0
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since
B
0,2+ (t, s) =
(t6 + 1)(s4 + s2) − (t4 + t2)(s6 + 1)
(t − s)(1 − ts)
= −
(
t2 − s2
t − s
(ts)4 − 1
ts − 1 +
t4 − s4
t − s
(ts)2 − 1
ts − 1
)
= −
[
(t + s)(1 + (ts)2 + (ts)3 + (1 + ts)(t3 + t2s + ts2 + s3)
]
we obtain
B
0,2+ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0
0 0 1 0 1
0 1 0 1 0
1 0 1 0 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From
B
0,3+ =
(t6 + 1)s3 − t3(s6 + 1)
(t − s)(ts − 1) =
t3 − s3
t − s
(ts)3 − 1
1 − ts = −
[
(t2 + ts + s2)(1 + ts + (ts)2
]
it follows that
B
0,3+ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 1 0 1 0
1 0 1 0 1
0 1 0 1 0
0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.3)
Similarly we have
B
1,2+ (t, s) = −ts
(t4 + 1)(s3 + s) − (t3 + t)(s4 + 1)
(t − s)(1 − ts) ,
B
1,3+ (t, s) = −ts
(t4 + 1)s2 − t2(s4 + 1)
(t − s)(1 − ts) ,
B
2,3+ (t, s) = −(ts)2,
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and thus
B
1,2+ = −
⎡⎢⎢⎢⎣
0 0
I3
0 0
⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣
0 0
J3
0 0
⎤⎥⎥⎥⎦ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 1 0 1 0
0 0 2 0 0
0 1 0 1 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B
1,3+ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 1 0 0
0 1 0 1 0
0 0 1 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B
2,3+ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
If we check the entries of Btri we confirm the result of Section 3.1. This example is suitable to light the
structure of the basis matrices. In particular, in the center of B
1,2+ we have −(I3 + J3) which is just
B
0,1+ of order 3, the matrix B1,3+ has as central submatrix B0,2+ of order 3 and so on. Thus, it turns out
that there is a better way to denote these matrices. This new notation will be introduced in the next
section.
4. Matrix representations of split Bezoutians of (±)-type as linear combinations in Bn×n±
We adopt the following notation,
+
Hjn= −B0,j+1+ for j = 0, . . . ,  − 1.
In other words, let S
j
n (j = 0, . . .  − 1) denote the matrices of order n
2︷︸︸︷
S0n = In, S1n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
1 0 1
. . .
. . .
. . .
1 0 1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, S2n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0
. . .
1 0 1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1 0 1
. . . 0 1 0
0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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−1︷ ︸︸ ︷
. . . , S−1n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 1 0 · · · · · · 0
... . .
.
1 0 1
. . .
...
... . .
.
. .
.
. .
. . . .
. . .
. . .
...
0 1 . .
. . . . 1 0
1 0 0 1
0 1
. . . . .
.
1 0
...
. . .
. . .
. . . . .
.
. .
.
. .
. ...
...
. . . 1 0 1 . .
. ...
0 · · · · · · 0 1 0 · · · · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then
+
H
j
n= (In + Jn)Sjn, j = 0, . . . ,  − 2,
+
H−1n = (In + Jn)S−1n in case n is even, and
+
H−1n = S−1n in
case n is odd. (In particular,
+
H01= 1.) The superscript j of
+
H
j
n is just the number of zero entries left of
the first nonzero entry in the first row.We introduce the matrices
+
H
j
n−2k,n for k = 1, . . . , − 1 as the
following block diagonal matrices
+
H
j
n−2k,n= diag
⎛⎝Ok +Hjn−2k Ok
⎞⎠ , j = 0, . . . ,  − k − 1. (4.1)
Here Ok denotes the k × k zero matrix. In other words, if Sjn−2k,n denotes the matrix
S
j
n−2k,n = diag
(
Ok S
j
n−2k Ok
)
,
then
+
H
j
n−2k,n= (In + Jn)Sjn−2k,n. Obviously,
+
H
j
n−2k,n= −Bk,j+k+1+ .
Analogously, we denote
−
H
j
n = (In − Jn)Sjn, j = 0, . . . ,  − 2,
−
H−1n = (In − Jn)S−1n if n is even.
If n is odd we put
−
H−1n = On. Moreover, we introduce the following block diagonal matrices for
k = 0, . . . ,  − 1,
−
H
j
n−2k,n= diag
⎛⎝Ok −Hjn−2k Ok
⎞⎠ .
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Theorem 4.1. The split Bezoutians of (±)-type B± = Bsplit(p, q) admit the representations
B± =
−1∑
i=0
∑
j=i+1
aji
±
H
j−i−1
n−2i,n . (4.2)
Here the entries aij are defined in (2.10) and
±
H
j
n,n is the matrix
±
H
j
n.
For the proof it remains to realize that, for instance,
−
H
j
n (t, s) = (1 − t
n+1)(sj − sn+1−j) − (tj − tn+1−j)(1 − sn+1)
(t − s)(ts − 1)
= t
j − sj
t − s ·
(ts)n+1−j − 1
ts − 1 −
tn+1−j − sn+1−j
t − s ·
(ts)j − 1
ts − 1 .
Finallywewant tomention that insteadof thebases
⎧⎨⎩
±
H
j
n−2k,n
⎫⎬⎭wecanusebases of sparsematrices.
Let us consider one possibility of such a basis transformation for the example of split Bezoutians of
(+)-type, where n is even, n = 2. We introduce the matrices S˜jn−2k,n,
S˜
j
n−2k,n =
⎧⎪⎨⎪⎩
S
j
n−2k,n : j = 0, 1,
S
j
n−2k,n − Sj−2n−2k−2,n : j = 2, . . . ,  − k − 1.
These matrices have ones only on the boundary of a sloped rectangle and zeros elsewhere,
which means that they are sparse. Thus the new basis matrices
H˜
j
n−2k,n = (In + Jn)˜Sjn−2k,n
are also sparse matrices. Now, a representation of B+ as linear combination of the form (4.2), but in
the new basis, is easily obtained.
5. Matrix representations of Gohberg/Semencul type for split Bezoutians
Let us start with recalling that Gohberg and Semencul [6] represent the inverse of a (nonsingular)
n × n Toeplitz matrix Tn as sum of two products of triangular Toeplitz matrices,
T−1n =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x0 0
x1 x0
...
. . .
xn−1 · · · · · · x0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
yn yn−1 · · · y1
yn
. . .
...
0 yn
⎤⎥⎥⎥⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y0 0
y1 y0
...
. . .
yn−1 · · · · · · y0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
xn xn−1 · · · x1
xn
. . .
...
0 xn
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
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This formula is a matrix representation of the T-Bezoutian B = T−1n with the generating polynomial
B(t, s) = x(t)y
J(s) − y(t)xJ(s)
1 − ts ,
where x = (xi)ni=0, y = (yi)ni=0. It can be obtained using a recursion formula (compare (1.2)) for the
entries of B (see [20]).
Our aim is now to constructmatrix representations of Gohberg/Semencul type for the × leading
principal submatrix of a split Bezoutian Bsplit(p, q) involving only the entries of p and q. The starting
point is, as in the Toeplitz case above, a corresponding recursion for the entries, which is here the
recursion of Proposition 2.1.
To present the main ideas of how to construct such matrix representations it is helpful to consider
again an example.
5.1.
Let us come back to the example of Section 3, B+ = [bij]5i,j=1 = Bsplit(p, q), where p, q are given
by (3.1). Denote by T3(p) the upper triangular Toeplitz matrix
T3(p) =
⎡⎢⎢⎢⎣
p0 0 0
p1 p0 0
p2 p1 p0
⎤⎥⎥⎥⎦ .
Then the recursion (3.2) leads to the following representation of the 3×3 leading principal submatrix
B3+ of B+,
B3+ = T3(q)
⎡⎢⎢⎢⎣
p1 p2 p3
p0 + p2 p1 + p3 2p2
p1 + p3 p0 + 2p2 2p1 + p3
⎤⎥⎥⎥⎦− T3(p)
⎡⎢⎢⎢⎣
q1 q2 q3
q0 + q2 q1 + q3 2q2
q1 + q3 q0 + 2q2 2q1 + q3
⎤⎥⎥⎥⎦ . (5.1)
Indeed,B3+ is a symmetricmatrix theentriesof itsupper triangularpartBtri are equal to those computed
in Section 3.1. To obtainmatrix representations which could be considered to be of Gohberg/Semencul
type we introduce the following matrices
3,5 =
⎡⎢⎢⎢⎣
0 0 1 0 0
0 1 0 1 0
1 0 1 0 1
⎤⎥⎥⎥⎦ , H5,3(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 p0 p1
p0 p1 p2
p1 p2 p3
p2 p3 p2
p3 p2 p1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, T5,3(p) = J5H5,3(p).
Now (5.1) can be written as follows
B3+ = T3(q)3,5H5,3(p) − T3(p)3,5H5,3(q) (5.2)
or (since 3,5 = 3,5J5)
B3+ = T3(q)3,5T5,3(p) − T3(p)3,5T5,3(q). (5.3)
Let us note that the split Bezoutian B+ admits the representation
B+ = Z5(q)V5H5(p) − Z5(p)V5H5(q) or B+ = Z5(q)V5T5(p) − Z5(p)V5T5(q),
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where
H5(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 p0 p1 p2 p3
p0 p1 p2 p3 p2
p1 p2 p3 p2 p1
p2 p3 p2 p1 p0
p3 p2 p1 p0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Z5(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p0 0 0 0 0
p1 p0 0 0 0
p2 p1 p0 0 0
p1 p0 0 0 0
p0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
V5 = −B0,3+ introduced in (3.3) and T5(p) = J5H5(p).
Now let us consider a 5 × 5 split Bezoutian B− of (−)-type
B− = Bsplit(p, q)
with
p(t) = p0(1 − t6) + p1(t − t5) + p2(t2 − t4),
q(t) = q0(1 − t6) + q1(t − t5) + q2(t2 − t4).
We obtain similar matrix representations for B3− the 3 × 3 leading principal submatrix of B−, but the
Hankel matrix is now defined as
H5,3(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 p0 p1
p0 p1 p2
p1 p2 0
p2 0 −p2
0 −p2 −p1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since the last column and the last row of B3− are zero (n is odd!) we need to compute only the 2 × 2
leading principal submatrix B2−,
B2− =
⎡⎣ q0 0
q1 q0
⎤⎦⎡⎣ 0 1 0
1 0 1
⎤⎦
⎡⎢⎢⎢⎣
p0 p1
p1 p2
p2 0
⎤⎥⎥⎥⎦−
⎡⎣ p0 0
p1 p0
⎤⎦⎡⎣ 0 1 0
1 0 1
⎤⎦
⎡⎢⎢⎢⎣
q0 q1
q1 q2
q2 0
⎤⎥⎥⎥⎦ .
In order to illustrate also the case where n is even we consider now the example of a split Bezoutian
B+ of (+)-type of order 6, B+ = [bij]6i,j=1 = Bsplit(p, q), with
p(t) = p0(1 + t7) + p1(t + t6) + p2(t2 + t5) + p3(t3 + t4),
q(t) = q0(1 + t7) + q1(t + t6) + q2(t2 + t5) + q3(t3 + t4).
(5.4)
In the recursion (3.2) we have to replace the entries b32 and b33,
b32 = a31 + a20 + a30, b33 = a32 + a31 + a30 + a21 + a20 + a10.
Thus the 3× 3 leading principal submatrix B3+ of B+ allow the matrix representations (5.2) and (5.3),
but theHankelmatrices have to bedefined in accordancewith the symmetries of thepolynomials (5.4),
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H5,3(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 p0 p1
p0 p1 p2
p1 p2 p3
p2 p3 p3
p3 p3 p2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
5.2.
Nowwe are going to establish matrix representations for the general cases based on the recursion
of Proposition 2.1. Let n be odd n = 2 − 1, p, q ∈ F n+2+ defined in (2.9). We introduce the lower
triangular Toeplitz matrix T(p) of order , the  × 2 − 1 matrix,2−1 and the 2 − 1×  Hankel
matrix H2−1,(p) as follows:
,2−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
1 0 1
1 0 1 0 1
. .
.
. .
.
. .
. . . .
. . .
. . .
1 0 1 · · · · · · 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
H
+
2−1,(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 p0 p1
... . .
.
. .
.
. .
. ...
0 . .
.
. .
.
p−2
p0 .
. . p−1
p1 .
. . p
... . .
.
. .
. ...
... . .
.
. .
. ...
p−1 . .
.
p2
p p−1 · · · · · · p1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, T(p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
p0 0
p1 p0
...
. . .
p−1 · · · · · · p0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
In the (−)-case the vectors p = [pi]n+1i=0 , q = [qi]n+1i=0 ∈ F n+2− are skewsymmetric. Thus we define
H
−
2−1,(p) = [ pi+j− ]2−1 i=1, j=1,
where pi = 0 for i < 0 and p+i = −p−i for i = 0, . . . ,  .
Theorem5.1. The× leadingprincipal submatrixB± of the split Bezoutianof (±)-typeB± = Bsplit(p, q)
admits the representations
B± = T(q),2−1H±2−1,(p) − T(p),2−1H±2−1,(q) (5.5)
or
B± = T(q),2−1T±2−1,(p) − T(p),2−1T±2−1,(q), (5.6)
where T
±
2−1,(p) = J2−1H±2−1,(p).
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Note that in the (−)-case it suffices to compute B−1− .
There are further modifications of (5.5). For example, one can only involve  × matrices by using
the matrix of the first  columns of ,2−1 and, instead of the big Hankel matrices, corresponding T
+ H matrices (compare [10]).
The representations (5.5) and (5.6) are also true if n is even , n = 2, but again we have to redefine
the Hankel matrices according to the symmetries of the vectors,
H
±
2−1,(p) = [ pi+j− ]2−1 i=1,j=1,
where pi = 0 for i < 0 and p+i = ±p−i+1 for i = 1, . . . ,  + 1.
Finally, let us illustrate how to obtain B± from B± in this case, n = 2,
B± =
⎡⎣ B± ±B±J
±JB± JB±J
⎤⎦ .
It becomes clear that matrix–vector multiplication with split Bezoutians requires only a quarter of
the operations that are necessary for multiplication with arbitrary matrices. Indeed, given a vector
b ∈ F n, then b can be splitted into b = b+ + b−, where b± = 12 (b± bJ) ∈ F n±. Clearly, B±b∓ = 0.
Denote by b
()
± the first  entries of b±. Then
B±b = B±b± = 2
⎡⎣ B±b()±
±JB±b()±
⎤⎦ ,
and thus only a quarter of the operations is necessary to compute B±b.
We apply this to the following important cases. Let Rn be the inverse of a nonsingular, symmetric
Toeplitzmatrixorof anonsingular, centrosymmetric T+Hmatrixof ordern. ThenRn canbe represented
as sum of two split Bezoutians
Rn = B+ + B−,
where B+ is of (+)-, B− is of (−)-type (for more details see [15,16,18]). Hence the matrix–vector
multiplication
Rnb = B+b+ + B−b−
requires half as much operations as are necessary for multiplication with arbitrary matrices.
As mentioned in the introduction, if F is the real or the complex number field, then matrix–vector
multiplication can be done with O(n log n) complexity.
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