INTRODUCTION
To enable impact assessments of climate change on, e.g., agriculture, forestry and energy production, regional and local climate change scenarios are needed. Such scenarios are not readily available from general circulation models (GCMs) with their current resolution. Therefore various techniques of downscaling GCM scenarios have been developed (Hewitson & Crane 1996) . Two commonly used methodologies are statistical downscaling and nesting of regional climate models (RCMs) within GCMs. Both methods have advantages and disadvantages. An important advantage of the RCMs is that they explicitly treat many of the physical processes controlling the regional climate. In statistical downscaling, these physical processes are assumed to be statistically incorporated indirectly ABSTRACT: Two dynamically and statistically downscaled precipitation scenarios for Sweden are compared with respect to changes in the mean. The dynamically downscaled scenarios are generated by a 44 km version of the Rossby Centre regional climate model (RCM). The RCM is driven by data from 2 global greenhouse gas simulations sharing a 2.6°C global warming, one made by the HadCM2 and the other by the ECHAM4 general circulation model (GCM) . The statistical downscaling model driven by the same GCMs is regression-based and incorporates large-scale circulation indices of the 2 geostrophic wind components (u and v), total vorticity (ξ) and large-scale humidity at 850 hPa (q 850) as predictors. The precipitation climates of the GCMs, RCMs and statistical models from the control runs are compared with respect to their ability to reproduce the observed seasonal cycle. Great improvements in the simulation of the seasonal cycle by all the downscaling models compared to the GCMs significantly increase the credibility of the downscaling models. The precipitation changes produced by the statistical models result from changes in all predictors, but the change in ξ is the greatest contributor in southern Sweden followed by q 850 and u, while changes in q 850 have greater effects in the northern parts of the country. The temporal and spatial variability of precipitation changes are higher in the statistically downscaled scenarios than in the dynamically downscaled ones. Comparisons of the 4 scenarios show that the spread of the scenarios created by the statistical model is on average larger than that between the RCM scenarios. The relatively large average spread is mainly due to the large differences found in summer. The seasonally averaged difference of the dynamical and statistical scenarios for the ECHAM4-based downscaled scenarios is 12%, and for the HadCM2 downscaled scenarios 21%. The differences in annual precipitation change are smaller, on average 4.5% among the HadCM2-based downscaled scenarios, and 6.9% among the ECHAM4-based downscaling scenarios.
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Resale or republication not permitted without written consent of the publisher through the links between the regional-scale climate and large-scale parameters. Compared to dynamical downscaling, statistical downscaling is computationally inexpensive and can easily be applied to any GCM output and adapted to local scale. Extended descriptions of statistical downscaling methods are given by Rummukainen (1997) , Wilby & Wigley (1997) and Zorita & von Storch (1997) .
Within the framework of SWECLIM (Swedish Regional Climate Modelling Programme) both dynamical and statistical downscaling have been carried out, using forcing from the 2 atmosphere-ocean GCMs ECHAM4/OPYC3 (Oberhuber 1993 , Roeckner et al. 1996 and HadCM2 . The dynamical downscaling is performed using the 44 km version of the Rossby Centre RCM. The statistical model is a multiple regression model, which includes indices of large-scale atmospheric circulation and 850 hPa specific humidity as predictors. The majority of statistical downscaling models have included only the large-scale atmospheric circulation and many of them show a high skill in simulating the observed climate. However, it has been recognized that the inclusion of humidity in statistical downscaling models of precipitation is of great importance for scenarios of a future climate with an enhanced greenhouse effect (Karl et al. 1990 , Wilby & Wigley 1997 , Crane & Hewitson 1998 , Charles et al. 1999 , Hewitson 1999 , Murphy 1999 . Murphy (2000) used stepwise regression to develop a statistical downscaling model of European precipitation and found that moisture was rarely selected as a predictor because of its weak effect on the natural precipitation variability. To avoid this problem on the basis of physical reasoning, moisture has been forced into the regression models disregarding its small contribution to the natural precipitation variability.
The main objective of this study is to systematically compare the mean changes in the 4 precipitation scenarios created by the statistical and the dynamical downscaling based on the 2 GCMs. A simple validation of the control climates produced by the models is also performed. Several validation methods exist. Ideally modeled time series should be compared with observed ones. This method has been used by, e.g., Murphy (1999) , who calculated the correlation between simulated and observed precipitation and temperature series, and by Zorita & von Storch (1999) , who used a long validation time series to evaluate the ability of downscaling models to simulate the observed low-frequency oscillation. Such comparisons are possible only if the RCM is driven by observed data and if the time series of the predictors used in the statistical downscaling model are long enough to be split into a fitting and a validation series. None of these conditions are fulfilled in this work. The skill of the models is therefore described by their ability to simulate the seasonal precipitation cycle evident in precipitation data of a period that has not been used in the fitting of the statistical model. A reliable reproduction of the seasonal cycle is crucial in hydrological studies as well as in impact studies for agriculture and hydropower production.
Relatively few comparisons of results of dynamical and statistical downscaling methods have been performed (Kidson & Thompson 1998 , Murphy 1999 , Mearns et al. 1999 . Kidson & Thompson (1998) evaluated the ability of the RAMS dynamical model and a regression-based model to estimate present local temperature and precipitation variations in New Zealand. Overall the 2 models showed similar skill. The results agree with those of Murphy (1999) , who compared the skill of the UK Meteorological Office Unified Model (regional configuration) and a statistical downscaling model in simulating the present temperature and precipitation climate of Europe. Despite the comparable performance of the dynamical and statistical models in present-day climate estimations, the 2 models produced large differences in their climate change scenarios (Murphy 2000) . Substantial differences are also found in regional climate change scenarios for eastern Nebraska derived by the RegCM2 and a semi-empirical statistical model (Mearns et al. 1999) .
For regional impact studies it is important that the scenarios of the 2 methods converge, or that it is possible to determine which one of the two are the most reliable. Converging scenarios of the 2 methods cannot guarantee reliable results since both methods can be wrong. However, the difference between the scenarios does tell us something about the uncertainty.
DATA AND MODELS USED

GCMs
The GCMs used in this study are HadCM2 ) and ECHAM4/OPYC3 (Oberhuber 1993 , Roeckner et al. 1996 . For both GCMs, two 10 yr time slices were used, one acting as a control period and the other as a scenario period representing a future climate with higher greenhouse gas concentrations. The actual forcing scenarios and time slice periods are somewhat different in the 2 cases. The HadCM2 boundary data are partial, unidentical reruns (for further discussion, see Räisänen et al. 2001 ) from 2 long simulations, a control run and a greenhouse run (GHG in Mitchell & Johns 1997) , in which gradually increasing CO 2 represents the change in greenhouse gas forcing from the pre-industrial era. In the HadCM2 model years, the period used extends from 2039 to 2049. The 2 ECHAM4 time slices are from the same transient greenhouse run (GHG in Roeckner et al. 1999) , from the 1980s (control period) and the 2070s (scenario period). The increase in CO 2 in HadCM2 between the control and scenario periods is about 150%, and the increase in equivalent CO 2 in ECHAM4 (which treats different greenhouse gases separately) slightly over 100%. The difference between the 2 experiments in global mean radiative forcing is smaller, from Fig. 0 .3 of Machenhauer et al. (1998) about 20%. On one hand, radiative forcing is a logarithmic rather than a linear function of CO 2 , and, on the other hand, the amplitude of this proportionality is slightly model-dependent. In addition, somewhat fortuitously, the increase in global mean temperature between the control and scenario time slices is almost the same, 2.6°C, in both HadCM2 and ECHAM4. In this sense, the HadCM2-and ECHAM4-based downscaled climate change scenarios are quantitatively comparable with each other, although the exact timing of these scenarios is a non-trivial issue.
Regional climate model
The dynamical downscaling experiments used in this comparison were made with the RCA1 version of the Rossby Centre Regional Atmospheric climate model for Northern and Central Europe. The model was run at 44 km horizontal resolution, in an area covering 114 × 82 grid boxes, and with 19 levels between the surface and 10 hPa. It was forced by the driving GCMs from its lateral boundaries (8-point relaxation zones were used) and from below, by sea-surface temperatures and deep soil temperatures.
RCA1 has been developed from the limited area weather forecast model HIRLAM (Källén 1996 , Eerola et al. 1997 ) used in several European countries. Changes from HIRLAM include several updates to the soil and snow scheme and the inclusion of interactive modules for inland lakes (Ljungemyr et al. 1996 , Omstedt 1999 ) and the Baltic Sea (Omstedt & Nyberg 1996) . These changes are described in some detail by Rummukainen et al. (2001) . In addition, for the experiments discussed here, the original HIRLAM radiation scheme was also modified (Räisänen et al. 2000) . Most importantly, the new radiation scheme allows for increasing CO 2 in climate change simulations. To mimic the GCM forcing scenarios, CO 2 was increased by 150% (100%) in the experiment with HadCM2 (ECHAM4) boundary data. At least partly as a result of this, the earlier tendency of RCA1 to simulate smaller warming in climate change experiments than the driving GCMs (see Räisänen et al. 2001) was essentially absent in the experiments studied here.
Statistical downscaling model
The model is a multiple regression model linking monthly precipitation at 42 Swedish stations and large-scale atmospheric circulation plus large-scale humidity at 850 hPa over Northern Europe. The predictors are chosen by the following criteria: (1) they should be skillful in representing large-scale variability that is simulated by the GCMs; (2) they should be statistically significant contributors to the variability in precipitation, or they should represent important physical processes in the context of the enhanced greenhouse effect; (3) they should not be strongly correlated to each other. Four such predictors are finally chosen and used in the model. They are the 2 geostrophic wind components (u and v) as well as the total vorticity (ξ) and large-scale specific humidity at 850 hPa (q 850). The same predictors are used for all stations.
Large-scale circulation is represented by a set of circulation indices (u, v and ξ) described by Chen (2000) . The indices are computed from monthly meansea-level pressure (MSLP) data on a 5°latitude by 10°l ongitude grid-point basis bounded by latitudes 52.5 to 72.5°N and longitudes 5 to 27.5°E. The large-scale specific humidity is an average over the area between 55 and 70°N and between 10 and 25°E.
In the development of the statistical model, NCEP reanalysis (Kalnay and 21 others 1996) data (MSLP, the derived indices, and q 850) for the period 1958 to 97 were used. The anomalies of the predictors and the station precipitation (predictand) were calculated with respect to their monthly 1961 to 1990 averages. A multiple linear regression model for the anomalies was developed for each month and station. A cross validation of the models shows that the models are skillful for all the seasons. Compared to the CCA downscaling models described in Busuioc et al. (2001a) , these models show a considerable improvement.
For the scenario calculations, the GCM data for the control and scenarios runs were applied. Since the grid systems in the reanalysis and the GCMs are all different, all the reanalysis and GCM data are interpolated with a bi-linear method to the same grid as required by the calculation of the indices (for details, see Chen 2000) .
Precipitation data
The precipitation data used for fitting the statistical models and for the verification of the control simulations are monthly time series measurements made at 42 Swedish stations (Table 1, Fig. 1 ) from 1921 to 1997. The data have been homogenized/corrected through the NACD program (Frich et al. 1996) . They have recently been updated and provided by the Swedish Meteorological and Hydrological Institute (SMHI). Details about most of the stations can also be found in Busuioc et al. (2001b) .
RESULTS
For the sake of briefness the RCM experiments driven by the HadCM2 and ECHAM4 are referred to as DDH and DDE, respectively. The statistical models applied to HadCM2 and ECHAM4 are referred to as SDH and SDE, respectively.
Seasonal cycle
Prior to the comparison of the scenarios, an examination of the performance of the downscaling methods under the control runs is made. The downscaling models and the GCMs are compared with the observed precipitation climate with respect to their ability to reproduce the seasonal cycle. Note that the statistical models were developed for each month separately. Therefore, the seasonal cycle should be well represented by the statistical model. However, since data during 1921-1950 were not used in fitting the statistical model, it is still interesting to see how close the reconstructed seasonal cycle lies to the observed ones. The analysis is made for 4 stations, (Fig. 1) . The 4 regions were distinguished in an earlier work (Busuioc et al. 2001b ) using EOF and cluster analysis of annual precipitation. The 4 regions represent (1) the south-easternmost part of Sweden, (2) the southern part of the country excluding region 1), (3) the middle and the southern part of northern Sweden (~61 to 66°N), and (4) northernmost Sweden (~66 to 69°N). Table 1 lists the position of each station within its region. In the comparison the GCM and RCM data are bi-linearly interpolated to the coordinates of the 4 selected stations (Krokshult, Vänersborg, Junsele & Kvikkjokk). The seasonal cycles of the 4 stations for observed, statistically downscaled, and dynamically modeled results are displayed in Fig. 2 . The correlation coefficients of observed and downscaled data are listed in Table 2 .
The observed precipitation has a maximum in summer (JJA) followed by autumn (SON) for all of the 4 stations. The smallest amounts of precipitation fall in February, March and April. This type of seasonal cycle is not reproduced by the 2 GCMs, which have cycles negatively or not correlated to the observed ones. Both the dynamically and statistically based downscaling models give much better simulations of the seasonal cycle, although the improvement varies with model and station. With respect to the correlation coefficient, the statistical model applied to ECHAM4 data shows the best results (mean r = 0.81). It gives, however, precipitation amounts that are too high in late summer and autumn for Krokshult, autumn for Vänersborg, and in July for Junsele & Kvikkjokk. The RCM driven by ECHAM4 results also reproduces the seasonal cycle well except for Vänersborg, but it has rather large positive biases year round. Such a positive bias can to a lesser extent be found in the HadCM2-driven RCM results as well, except in summer. SDH tends to produce a precipitation maximum in autumn for southern Sweden and a strong negative bias in June for the northern stations. 
Climate change scenarios
The results of the scenarios of seasonal (DJF = winter, MAM = spring, JJA = summer and SON = autumn) mean precipitation, expressed as a percentage change, of the dynamical and statistical downscaling models are given in Fig. 3 . To make a more quantitative comparison of the scenarios, the seasonal and annual mean changes are calculated for the 4 regions described in Section 3.1. The mean changes are calculated as averages of all stations included in each region (Table 1) and are plotted in Fig. 4. 
Winter
Generally DDH produces significantly higher positive changes than the rest of the models over the whole country except in the south-east (Region 1). However, in the northern part of the country the spatial structure is similar in all models, with N-S-to NE-SW-oriented isolines. The 2 statistical models and DDE show negative changes in all parts of the country except in the northernmost part and in the relatively high altitude area in the westernmost part of northern Sweden. The statistical models tend to give larger negative values. Note that the relatively strong gradients produced by the statistical models are caused by small-scale effects of certain stations and can lead to marked differences in the patterns. The differences between DDH and SDH are fairly large in winter (~20%).
The changes produced by the statistical models are explained by changes in the large-scale predictors of the 2 GCMs. The seasonal mean values of the changes in the predictors are listed in Table 3 . In winter u is positively correlated with station precipitation in northern and southwestern Sweden (not shown). The highest correlation is found in the westernmost part of northern Sweden. Southerly winds also result in positive precipitation anomalies, except in the westernmost part of northern Sweden. The most important predictor is vorticity, with the exception of northwestern Sweden. Positive correlations between station precipitation and q 850 are found over the whole country except in Region 1. The large-scale q 850 is positively connected to the westerly and south-westerly advection of maritime North Atlantic air. In Region 1, however, the precipitation is found to be positively correlated to easterly and south-easterly advection. Hence, a general increase in q 850 for all kinds of large-scale circulation types, as can be expected as a result of an enhanced greenhouse effect, cannot be captured in the statistical model for Region 1. Therefore the scenario of the statistical models for Region 1 is considered to be unreliable in winter. For Regions 2 and 3 the increased u and q 850 enhance the precipitation amount, but this is not enough to create positive changes because of the large decreases in ξ and v. However, in the northernmost part of Sweden, where the mean effects of v and ξ are smaller, the negative changes in these variables are not large enough to counteract the effects of the increased u and q 850.
Spring
With respect to the orientation of the isolines, the spatial structure of the changes obtained from the statistical model is similar in southern and northernmost Sweden. The size of the changes differs in southern Table 2 . Correlation coefficients between observed and modeled seasonal cycles. *Statistically significant at 5% Sweden. Similarities can also be found in the northern part in the DDE and SDE patterns. In southern Sweden (Regions 1 and 2) the dynamically and statistically downscaled results differ significantly (~20%). The statistical models produce negative changes, whereas the dynamical produce positive ones. The differences between the 2 statistical model results are also relatively large (~10%). A difference of ~20% is found between the 2 dynamically downscaled changes for Region 3, whereas the difference of the statistically downscaled changes is smaller. All models except DDH give positive changes for the region. The results of Region 4 converge for all models.
The links between station precipitation and the predictors in spring are generally similar to those found in winter, but the magnitudes are somewhat lower for u, v and q 850 for the whole country and for ξ in northern Sweden. No correlation between q 850 and precipitation is evident in Region 1. All changes in the predictors, besides that in q 850, favor a reduction of precipitation in Region 1. The reduced precipitation amount in Region 2 in SDE seems to be caused mainly by negative changes in v and in SDH by negative changes in ξ. This is also true for Region 1. In Region 3, where u is negatively linked with precipitation for some stations and positively for others, the positive changes in precipitation in the statistical models are most likely due to increased q 850. The increased spring precipitation in Region 4 is also an effect of the positive q 850 changes, but higher u in the scenarios is also of importance in this area.
Summer
The spatial patterns and magnitudes of the changes show little similarity among the 4 models. The differences among the regional averages are very large and the range between SDH and SDE is as much as 72% for Region 3. Generally, the smallest differences are found between SDE and DDE (~12%). The relationships between the predictors and station precipitation resemble those of the spring months. The changes in the predictors given by HadCM2 and ECHAM4 have wide ranges, especially for ξ. This certainly causes the large spread between the changes in SDH and SDE. Due to the high correlation between precipitation and ξ, the increase in ξ in HadCM2 is the main reason for the extremely high increases in SDH summer precipitation.
The large differences between the SDH and SDE results may partly be associated with the high interannual variability found in the SDH control climate in summer. For the 4 stations representing the 4 predefined precipitation regions the interannual variability is about 50% higher in SDH than in DDH in summer and more than 100% higher than in HadCM2. Such high interannual variability is not found in the observed data, however. Hence, the summer scenarios of SDH are considered less reliable and should be taken with caution.
Autumn
DDH and DDE show similar patterns of change with respect to both spatial structure and magnitude. Similar spatial structures are also evident in the SDE and SDH patterns, although the magnitude of the change is different. For example, in the northwest the precipitation change reaches >100% in SDE, whereas in SDH the highest value is ~50%. The differences in the regional averages between the changes in the models are relatively small. The largest spreads are found for DDH-SDH, Region 3 (16.9%), and SDE-SDH, Region 4 (17.3%). Both HadCM2 and ECHAM4 simulate large increases in u (especially ECHAM4) and ξ (especially HadCM2). Precipitation is strongly linked with u only in northwestern Sweden, and this can explain the relatively high increase in autumn precipitation in SDE in northwestern Sweden and Region 4. For Regions 2 and 3 the differences between the changes given by SDH and SDE are relatively small. This suggests that for Regions 2 and 3, where q 850 is positively correlated with precipitation, the higher increase in HadCM2 ξ is largely compensated by the larger positive change in q 850 in ECHAM4.
Annual
The annual changes in precipitation are positive for all models in all regions except for SDE in Regions 1 and 2. The positive changes in precipitation in SDE and SDH are the result of higher u and q 850. The neg- ative changes for SDE in Regions 1 and 2 could be explained by negative changes in ξ in ECHAM4. Similar precipitation changes do not guarantee that the scenarios are correct. However, converging results of the statistical and dynamical downscaling methods can add more confidence in the results. In view of this, small differences between DDH and SDH and between DDE and SDE are positive. The differences in the changes of annual precipitation between DDH and SDH and between DDE and SDE are smaller than those of DDH-DDE and SDE-SDH. The mean difference between DDH and SDH for all regions is 4.5% and that between DDE and SDE is 6.9%. Those values can be compared with that of DDH and DDE, which is 9.4%, and that of SDE and SDH, which is 14.4%. The difference in the precipitation changes in the models does not follow this pattern on a seasonal basis, however. The size of the differences between the models varies a lot with season and region. Averaging of the differences for all seasons and regions gives a value of 21% between DDH and SDH, 12% between DDE and SDE, 13% between DDH and DDE, and 20% between SDH and SDE. The great difference between SDH and SDE in summer is the main contribution to the relatively large all-season difference. For the other seasons the difference between SDH and SDE is about equal to the mean difference between DDH and DDE.
To examine the spatial variability of changes in average precipitation, the standard deviation of the average precipitation changes of the 42 stations is calculated for each season and model (Table 4) . This kind of analysis might reflect the representation of local feedback effects in the models. Generally the statistical models give higher spatial variability than the dynamical models driven by the corresponding GCMs. The only exception is SDH-DDH in autumn. It should be noted that, when comparing the spatial variability of changes produced by statistical and dynamical models, the comparison is made between point and spatially averaged (44 km × 44 km) data.
CONCLUSIONS
The main aim of this work is to compare statistically and dynamically downscaled precipitation scenarios for Sweden. It is found that the statistical downscaling model and the RCM are more skillful than the driving GCMs in reproducing the seasonal precipitation cycle. Both statistical and dynamical downscaling models show nearly equal skill in reproducing the seasonal precipitation cycle, although the statistical model applied to ECHAM4 data followed by the ECHAM4-driven RCM performed somewhat better than the others.
The changes found in the statistically downscaled scenarios can be traced to changes in the GCM predictors. In winter and spring a large reduction in ξ creates negative changes in the precipitation amount. The decreases are smaller in the northern part of Sweden, where increased u and q 850 have a greater effect than in the south. For summer the 2 GCMs produce large changes of different sign in ξ and v, leading to strongly diverging results in SDH and SDE. Increases in u produced by the ECHAM4 give large positive precipitation changes in the northwestern part of the country in autumn. For southern and middle Sweden higher ξ in HadCM2 and higher q 850 in ECHAM4 seem to be the major contributors to the precipitation increases.
The differences between the scenarios produced by the statistical downscaling model are generally larger than those of the RCM. The statistical downscalings are also associated with higher temporal and spatial variations of change. Part of this can be explained by the fact that the statistical model predicts precipitation at a station, whereas the RCM computes precipitation for a 44 × 44 km 2 area. Also, part of the relatively large differences in the statistical model scenarios can be explained by very high interannual variability found in the summer precipitation control climate of the statistical downscaling model applied to the HadCM2 data. In summer the interannual variability is ~50% higher in SDH than in DDH.
The models that give the most similar scenarios vary with season. In winter it is SDE-SDH, followed by DDE-SDE that is associated with the smallest divergences, and in spring it is SDE-SDH, followed by DDE-DDH. In summer a wide spread between all models except DDE-SDE is evident. The differences are generally smallest in autumn, followed by winter and spring. On average the difference between the scenarios of the 4 regions is about the same, while the differences among the 4 seasons are significant. In winter the divergences in the model scenarios are smallest in the south and increase northward, whereas the opposite is true in spring. The reliability is low for all regions in summer, and in autumn only small differences are obtained for all regions. The average difference in change for all seasons and regions was 12% for DDE-SDE and 21% for DDH-SDH. The differences in the annual precipitation changes were lower, 4.5% for DDH and SDH, and 6.9% for DDE and SDE. 
