In this paper, we review econometric methodology that is used to test for jumps and to decompose realized volatility into continuous and jump components. In order to illustrate how to implement the methods discussed, we also present the results of an empirical analysis in which we separate continuous asset return variation and finite activity jump variation from excess returns on various U.S. market sector exchange traded funds (ETFs), during and around the Great Recession of 2008. Our objective is to characterize the financial contagion that was present during one of the greatest financial crises in U.S. history. In particular, we study how shocks, as measured by jumps, propagate through nine different market sectors. One element of our analysis involves the investigation of causal linkages associated with jumps (via use of vector autoregressions), and another involves the examination of the predictive content of jumps for excess returns. We find that as early as 2006, jump spillover effects became more pronounced in the markets. We also observe that jumps had a significant effect on excess returns during 2008 and 2009; but not in the years before and after the recession.
Introduction
The so-called Great Recession of [2008] [2009] has received considerable attention in the economics and finance professions in recent years. Indeed, countless academic papers have studied its causes, impact, and aftermath. This paper provides a fresh perspective by looking at this important event through the lens of high frequency trading data. First, we survey recent advances in the econometric methodology of analyzing jumps using high frequency financial data. Then, we utilize five-minute trading data and apply the aforementioned econometric methods to analyze jump spillover effects and jump contributions to excess returns in U.S. markets during and around the Great Recession.
The economic rationale for the paper draws on the idea that jumps are associated with specific economic events. Andersen, Bollerslev, Diebold, and Vega (2003) study foreign exchange markets and find that unexpected news announcements result in conditional mean jumps; and that negative news has a greater impact than positive news. Huang (2015) analyzes jumps using intra-day high frequency data in equity and fixed-income markets, and finds that more large jumps are present on days with news than on days without news. Evans (2011) discovers that approximately one third of jumps between July 1998 and June 2006 in the U.S. futures markets are connected with U.S. macroeconomic news announcements, and that these news announcements lead to large jumps.
Jiang and Verdelhan (2011) find that pre-announcement liquidity shocks can be used to predict jumps in treasury bond markets and are therefore useful for asset pricing. Lee and Mykland (2008) apply nonparametric tests to search for jumps in equity markets. Their results suggest that different pricing models should be applied for individual equity options and index options, due to the fact that jumps in individual stocks are associated with company-specific news events. Lahaye, Laurent, and Neely (2011) focus on futures markets, and find that the size, frequency and timing of jumps in futures markets are related to economic shocks. Bollerslev, Law, and Tauchen (2008) examine jumps in both individual stocks and an aggregate market index. They conclude that the existence and pattern of co-jumps provides evidence of a relationship between jumps and macroeconomic news announcements. Similar results can also be seen in the currency markets. For example, Chatrath, Miao, Ramchander, and Villupuram (2014) find that correlation exists between jumps and news announcements. They also find evidence of co-jumps. Some authors focus on international markets rather than just domestic markets. For example, Asgharian and Bengtsson (2006) focus on the U.S. market and several European markets and find that significant jump spillover effects exist in countries that have features in common, such as industry structure or geographic location.
Asgharian and Nossman (2011) inspect jumps in equity markets in several regions and conclude that local European markets are under the influence of U.S. markets. Jawadi, Louhichi, and Cheffou (2015) use nonparametric econometric methods to test contagion hypotheses, and provide evidence of dependence between jumps in three European markets and U.S. markets. Lahaye, Laurent, and Neely (2010) find that payroll announcements are important in stock and bond futures markets, while trade related news often creates co-jumps in exchange rate markets. Aït-Sahalia and Xiu (2016) provide strong evidence of correlation between financial crises and increase in the quadratic variation of assets.
In this paper, we extend the findings of Asgharian and Bengtsson (2006) , Asgharian and Nossman (2011), Jawadi, Louhichi, and Cheffou (2015) , and Aït-Sahalia and Xiu (2016) in three ways.
First, our research centers on the domestic jump spillover effects in the U.S. during the 2008 financial crisis. Particularly, we look at jump spillover effects across nine market sectors. Second, we decompose jumps based on their size and investigate financial market interactions using different sized jumps. By using truncation in order to identify (small and large) jumps, we are able to investigate how different economic shocks affect U.S. markets. This is important, since macroeconomics news events often cause large jumps, while many (asset) price movements are associated with small jumps. Our approach is to remain agnostic about the cause of jumps, and to instead focus on the relationship among different jumps (in different market sectors, for example). Third, we focus attention on the importance of jumps for explaining excess returns.
Following the methodology used in much of the extant literature on jumps in financial markets, our approach to examining jump propagation is based on the use of nonparametric tools. In particular, we apply nonparametric jump tests and decomposition methods, which are discussed in detail in the sequel, in order to characterize jumps. We then perform two regression analyses. In a first analysis, we test the hypothesis that jump spillovers exists across different market sectors.
Our main findings are as follows. First, large jump spillover effects that impact multiple markets seem to be correlated with the major news and events and can be industry-specific. This is because large jumps are known to be related to unexpected major news and events. Second, total jump spillover effects are similar to large jump spillover effects, as large jumps usually dominate the jump process. Third, strong large and total jump spillover effects are observed prior to the onset of the 2008-2009 recession, and weakened in 2008; while small jump spillover effects intensified as the recession unfolded. This can be explained by the different origins of large jumps and small jumps. It is also consistent with a hypothesis that that jumps are affected by trader's behavior in the markets. Finally, jumps from the XLF (i.e., the financial sector) are not a major player in our findings, as might be expected. this might be explained in part by unmodelled nonlinear correlation across market sectors, for example.
In a second regression analysis we study the contribution of jumps to excess returns. We find that jumps are statistically significant in models of excess returns. Moreover, we observe a sharp increase in jump contribution to sector excess returns in 2008 and 2009. This provides evidence that jumps are important in asset pricing, especially in turbulent times.
The rest of the paper is organized as follows. Section 2 reviews nonparametric jump tests and decomposition methods. Section 3 outlines the empirical methodology used in our data analysis.
Section 4 contains our empirical findings. Finally, concluding remarks are gathered in Section 5.
Jump Tests and Jump Decomposition Methods

Set-up
Define log prices as Y t = log(P t ), and assume that they follow an Itô semimartingale process,
where
Here, t 0 a u d u is the drift term, with a t being the instantaneous drift, and t 0 σ u dW u is the continuous part. with σ t being the spot volatility. Additionally, j is the jump measure of Y t , and its predictable compensator is the Lévy measure ν. Finally, t 0 {|y|≤ } y(j − ν)(du, dy) is the so-called small jump component, and t 0 {|y|> } yj(du, dy) is the so-called large jump component, with being an arbitrary cutoff level specified in order to differentiate between small and large jumps.
Volatility is a latent variable, and realized measures are often employed to consistently estimate it. 1 In the high frequency literature, one of the most widely known measures is realized volatility (RV). Suppose that t > 0 is a fixed time period, for example, one trading day, and the ith log-price of an asset observed during day t is Y i,t . The intra-ith return on day t is r i,t = Y i,t − Y i−1,t , where i = 1, 2, ..., t/δ and δ is the sampling frequency. For one trading day, we have the explicit expression for RV:
When sampling is at a high and fixed frequency (such as N → ∞ or δ → 0), then realized volatility converges to so-called quadratic variation which is defined as follows:
for any sequence of partitions t 0 = 0 < t 1 < ... < t n = t, with sup i {t i+1 − t i } → 0 for δ → 0. Thus
where P denotes convergence in probability. Thus, realized quadratic variation (QV) is expressed as:
Another important measure is called integrated volatility, which is defined as t 0 σ 2 u du. When 1 Sometimes, in financial econometrics, the word variance is used interchangeably with volatility. Here we follow the convention of equating volatility with sums of squared returns. asset prices are continuous on a fixed interval [0, T ]:
and when asset prices also have a discontinuous component on [0, T ] (like in Equation (1)):
where u≤t (∆Y u ) is a pure jump process and a jump at time s is defined as ∆Y t = Y u − Y u− . Here, u≤t (∆Y u ) 2 is the variation of the jump component.
Jump Testing
The (2004) . In this paper, we discuss three different tests including: the bipower-variation-based tests of Barndorff-Nielsen and Shephard (2006a , 2006b , 2006c , Huang and Tauchen (2005) , Andersen, Bollerslev and Diebold (2007) , and Lee and Mykland (2008) ; the swap-variance-based test due to Jiang and Oomen (2008) ; and the truncated-power-variation based tests due to Aït-Sahalia and Jacod (2008, 2009a, 2009b) and Lee and Hanning (2010) . We also discuss a so-called long time span jump test dues to Corradi, Silvapulle and Swanson (2018) , which is consistent (the above fixed time span tests are not consistent, in the sense that power does not go to unity as the sample size increases)
Bipower Variation Tests
Under the assumption of Equation (1), Equation (6) shows that if the theoretical integrated volatility can be properly estimated, jumps can be measured using the difference between QV and realized integrated volatility. This is the key idea underpinning bipower variation based tests. BarndorffNielsen and Sharphard (2004) suggest using bipower variation to estimate integrated volatility.
Barndorff-Nielsen and Shephard (2006a) propose various bipower variation based jump test statistics.
The quadratic variation defined in equation (3) is a special case of power variation. Additionally, sth power variation is defined as:
where s > 0. The bipower variation process is defined as:
can be consistently estimated using realized bipower variation (BV), defined as follows:
Barndorff- Nielsen and Shephard (2004) show that the power variation and bipower variation can be expressed as:
where x * t is some stochastic process. A special case is when s 1 = s 2 = 1,
Thus, integrated volatility can be consistently estimated as:
79788, and u is N (0, 1) random variable.
The bipower jump test null hypothesis is that no jumps are present. Barndorff-Nielsen and Shephard (2006a) propose a linear jump test statistic G, and a ratio jump test statistic H:
and
where η = (π 2 /4) + π − 5 0.6090 and d means convergence in distribution. Here, t 0 σ 4 u du is the integrated quarticity and can be estimated using realized quadpower variation (QPV): 2
Additionally, t 0 σ 2 u du can be estimated using BV. This yields the following feasible linear jump and ratio jump statistics,Ĝ andĤ :
Inference using these tests is straightforward, as both test statistics have limiting standard normal distributions. Clearly, the ratio
1 BV 2 ≥ 1/t, and Barndorff-Nielsen and Shephard (2006a) suggest replacingĤ by the adjusted ratio jump test
Huang and Tauchen (2005), Andersen, Bollerslev, and Diebold (2007) analyze the statistical properties of bipower variation based jump tests using S&P index data, exchange rates, and bond yields; as well as via Monte Carlo simulation. They suggest using a daily statistic, z T P,t , to test for jumps on a daily basis, where
with v= 2, v bb = ( π 2 ) 2 + π − 3, Here, realized tripower quarticity (TP) is defined and estimated as follows:
Additionally, the asymptotic covariance of
with v qb = 2. Inference is carried out by rejecting the null of no jumps if z T P,t exceeds the critical value, Φ α , leading to a conclusion that there are jumps during the day. A common choice for the critical value is 1.96, equivalent to 5% significant level.
Lee and Mykland (2008) focus on detecting jump at time t without assuming that there are (or are not) jumps before or after time t. Their objective is to detect jumps over time. The main idea behind Lee and Mykland (2008) centers around the difference between observed high returns caused by jumps and by spot volatility. They standardize the return using instantaneous volatility σ(ti), which only includes the local variance from the continuous part of the process. The instantaneous volatility is consistently measured using realized bipower variation. The test statistic that they propose is constructed as follows.
and K is the window size of a local movement of the process, and is chosen so that the effect of jumps on the volatility estimator disappears. They suggest to choosing K = 10, when sampling at a 5-minute frequency. Asymptotically, LM (ti) follows a normal distribution. Namely:
Swap Variance Based Tests
Inspired by the comparison between bipower variation and realized variance, as proposed in BarndorffNielsen and Shephard (2004, 2006) , Jiang and Oomen (2008) propose comparing a jump sensitive variance measure and the realized variance. Their idea comes from a well known observation about market microstructure noise in the finance literature. Namely, in the absence of jumps the accumulated difference between the simple return and the log return captures one half of the integrated variance in the continuous-time limit. Since this relation is the foundation of a variance swap replication strategy, the accumulated difference between simple returns and log returns is called the swap variance. They compare this value to the realized variance in order to test for jumps.
Intuitively, when jumps are absent, the difference between the swap variance and the realized variance should be indistinguishable from zero, while when jumps are present, it will reflect the replication error of the variance swap, which leads to jump detection. The swap variance is defined as:
Three types of swap variance jump tests are developed by these authors. Namely, they propose
and the ratio test
where Ω SwVt = µ 6 9
. Setting s equal to either 4 or 6 (as a robust estimation of Ω SwVt ) is recommended.
Jiang and Oomen (2008) provide Monte Carlo simulation evidence that their SwV test is more sensitive to jumps than the bipower variation tests discussed above, but the requirement of estimating the sixticity can be challenging in practice. They also provide a useful discussion of jumps when the sampling frequency is ultra-high and market microstructure noise needs to be taken into consideration when testing for jumps.
Truncated Power Variation Tests
The truncated sth realized power variation as defined in Aït-Sahalia and Jacod (2012) is expressed as follows.
Here, the truncation level u is set equal to bδ ω , for some constant ω ∈ (0, 1/2), with b > 0, which results in u shrinking to 0. As above, δ is the sampling frequency. In this framework, ω < 1/2 ensures that all increments "mainly" contain a Brownian contribution. Note, when u is set to infinity, the truncated realized power variation becomes B(s, ∞, δ), in which case no truncation is applied.
When δ → 0, B(s, ∞, δ) converges in probability as follows. 
where s > 2, and k > 2 is an integer that controls the sampling frequency. These authors show that:
Thus, when jumps are present, the variation converges to a finite limit and so the ratio, AJ(s, k, δ), tends to 1, while when there are no jumps, the variation converges to 0, and so AJ(s, k, δ) tends to a limit that is greater than 1, and depends on the choice of k. Essentially, this test compares the estimator of integrated variance using different sampling frequencies, and is motivated by the fact that sampling frequency should have no influence on the estimator when there are jumps.
Lee and Hanning (2010) also utilize truncated power variation, and develop a related test for jump detection that is robust to infinite activity jumps. Their test is quite similar to the test developed by Lee and Mykland (2008) , although the Lee and Mykland test is designed to have power against Poisson-type (finite activity) jumps. Namely, they propose using:
where δ is the sampling frequency, g > 0, 0 < ω < 1/2, and K is the window size, which is usually set to be bδ c , with −1 < c < 0, and b a constant. As recommended by the Lee and Manning, g = 1.2, ω = 0.47, K = bδ c with −1 < c < 0 for some constant b.
Long Time Span Jump Tests
Building on the work by Aït-Sahalia (2002 , 2012 , Corradi, Silvapulle, and Swanson (2018) construct a jump test to detect jumps in the data by examining the intensity parameter in the data generating process. In particular, they develop a jump test for the null hypothesis that the probability of a jump is zero. Their test is based on realized third moments, and uses observations over an increasing time span. The test offers an alternative to the standard finite time span jump tests discussed above, and is designed to detect jumps in the data generating process rather than detecting realized jumps over a fixed time span. They also provide a test for self-excitement (i.e., is the intensity parameter constant or does the intensity follow a Hawkes diffusion process (as discussed in Andersen, Benzoni, and Lund (2002), Aït-Sahalia, Cacho-Diaz, and Laeven (2015)).
Let
where τ (δ) is a truncation parameter, δ is the sampling frequency, T and T + are time spans (with T + /T → ∞) , and n = T δ and n + are analogously defined, but denote the number of observations, as discussed in CSS (2018). Now, define the statistic for testing no null of no jumps as follows:
where ω 0 is defined in CSS (2018).
The test has power not only against constant and self-exciting intensity, but also against affine jump diffusions where the intensity is an affine function of volatility, for example. As the variance of the statistic is of larger order under the alternative of positive jump intensity, one cannot construct a variance estimator which is consistent under all hypotheses. Thus, the authors construct an estimator for the variance of S T,δ which is consistent under the null of no jumps and bounded in probability under the (union of) alternatives. This is done by using a threshold variance estimator, which filters out the contribution of the jump component. In particular, define:
It follows that the t-statistic version of this jump test is,
Jump Decompositions
In our empirical application, we utilize the jump decomposition methods discussed in Aït-Sahalia and Jacod (2012) in order to decompose quadratic variation into continuous components and jump components. Furthermore, we consider large jump and small jump components, as discussed above. 
In our empirical section, we use the value of u used in code available from Aït-Sahalia and Jacod (2012). We denote the variation due to jumps (i.e., increments "larger" than u) as:
Jump decompositions based on this metric can be calculated as: 
The large jump cut-off level is = bδ ω , which is arbitrarily chosen, by experimenting with multiple values of . 3 In our analysis, we set b = 3 and b = 5. We consider the following variations: QV J, QV JL3, QV JL5, QV JS3, and QV JS5 (where the "3" and "5" values correspond to the values of b that we utilized in our empirical analysis).
Empirical Methodology
Two experiments are conducted in this paper. In the first experiment, "jump spillover effects" are examined by carrying out a regression analysis in which the causal linkages between quadratic jump variations in nine SPDR sector ETFs (see Section 4.1 for complete details) are examined.
In the second experiment, causal linkages between excess returns from each of the sectors that we examine and jump variations from all nine sectors are examined. Excess returns are defined to be the difference between daily log-returns of an asset and the daily log-returns of the market. We use an ETF based on S&P500 called SPY to obtain the log-returns of the market.
We adopt the year over year (YoY) method from finance to compare our results, which means results are compared based on each calendar year. More specifically, for each experiment we fit vector autoregression (VAR) models for each calendar year. Moreover, we categorize our analysis by jump types (total jumps, large jumps, small jumps), as discussed above. To summarize, there are five jump types (QV J, QV JL3, QV JL5, QV JS3, QV JS5), nine market sectors, and six calendar years in our dataset. Thus, we have 270 models for each experiment. Table 1 summarizes the experimental setup used in this paper. First, we runĴ tests for each trading day in our sample, and record the dates when we reject the null of no jumps. Second, we use the methods described in Section 2.3 in order to obtain QV J,QV JL3, QV JL5,QV JS3
and QV JS5 on trading days when we reject the null. On days when we do not reject the null, QV J = QV JL3 = QV JL5 = QV JS3 = QV JS5 = 0, as no jumps are present. Finally, we conduct regression analysis for each calender year using daily data and the two VAR models described below.
Modeling Jump Spillover Effects
Jump spillover effects measure whether or not jumps in a given sector (Granger) cause jumps in other sectors. In our empirical experiment, we fit a linear VAR model to test for such effects. In our tabulated results (i..e, Tables 3 and 4), we collect coefficients on jumps variables in a given sector that are significantly different from zero at a 95% level of confidence (based on application of t-tests), take the absolute value of these, and report the sum thereof, of each regression in our VAR. This sum represents jump spillover effects of a given sector on one of the other sectors. The 3 Recall that u is set equal to bδ ω . In our calculations, we set b = 2 when calculating u.
VAR model that we fit is the following:
k=1 β 1,j,k,h Sector j,t−k,h + 1,t,h Sector 2,t,h = β 2,0,h + 9 j=1 k=22 k=1 β 2,j,k,h Sector j,t−k,h + 2,t,h Sector 3,t,h = β 3,0,h + 9 j=1 k=22 k=1 β 3,j,k,h Sector j,t−k,h + 3,t,h Sector 4,t,h = β 4,0,h + 9 j=1 k=22 k=1 β 4,j,k,h Sector j,t−k,h + 4,t,h Sector 5,t,h = β 5,0,h + 9 j=1 k=22 k=1 β 5,j,k,h Sector j,t−k,h + 5,t,h Sector 6,t,h = β 6,0,h + 9 j=1 k=22 k=1 β 6,j,k,h Sector j,t−k,h + 6,t,h Sector 7,t,h = β 7,0,h + 9 j=1 k=22 k=1 β 7,j,k,h Sector j,t−k,h + 7,t,h Sector 8,t,h = β 8,0,h + 9 j=1 k=22 k=1 β 8,j,k,h Sector j,t−k,h + 8,t,h Sector 9,t,h = β 9,0,h + 9 j=1 k=22 k=1 β 9,j,k,h Sector j,t−k,h + 9,t,h
where Sector i,t,h is the variation of the jump component of the ith market sector at time t in year h, with i = 1, ..., 9 representing our nine market sectors. Sector j,t−k,h is the k th lagged variation of the jump component of the j th market sector in year h, with j = 1, ..., 9 representing nine market sectors. Here, h = 2005, ..., 2010 denotes the calendar year. Variations used as regressors in the above model are QV J,QV JL3, QV JL5,QV JS3 and QV JS5. β i,0,h is the intercept for market sector i in year h. β i,j,k,h denotes the coefficient on the k th lagged jump in sector j, in the regression of the i th sector in year h. Clearly, the βs quantify the causal or spillover effects for a given year.
The number of lags is chosen based on use of the Akaike Information Crietion (AIC). Additionally, we believe that jump spillover effects can last for a long period, and in particular at least one month (i.e., 22 trading days). Our use of the AIC confirms our choice (i.e., we find that k = 22 for most sectors). Augmented Dickey-Fuller tests were conducted to ensure that variables are stationary.
Maximum likelihood is used to estimate the model. As discussed above, jump spillover effects of market sector j on market sector i (j = i) is calculated as k=22 k=1 |β * i,j,k,h |, where |β * i,j =i,k,h | is set to zero if not significantly different from zero based on application of a 5% level t-test. The total of jump spillover effects from market sector j in year h is then i k=22 k=1 |β * i,j,k,h |, and j = i. Of note is that there are a total of 199 parameters in each equation of the VAR model discussed above. This does not pose a problem in our empirical analysis, since the number of daily observations used in each of the yearly regressions that we estimate is much greater than 199. However, informative interpretation of individual coefficient magnitudes in our analysis is not feasible, given multicollinearity across regressors, and given the sheer number of regressors. For this reason, our interpretation of these regressions is based on aggregation of coefficient magnitudes, as discussed above. Another approach to this problem is to utilize machine learning, dimension reduction, and shrinkage methods in order to reduce the dimension of the set of regressors used in the equations in the above VAR. Refer to Kim and Swanson (2014, 2018) for further discussion and references. This is left to future research.
Modeling Jump Contributions to Excess Returns
Our assessment of jump risk in excess returns measures the impact of jumps on excess returns of an market sector return. As done above, we fit a linear VAR model in order to quantify jump risk.
Our tabulated results are presented in the same fashion as results based on our jump spillover effect analysis. The VAR model is also the same, except that dependent variables are now excess market sector returns rather than jump variations.
SectorEX 2,t,h = β 2,0,h + γ 2,1,h SectorEX 2,t−1,h + 9 j=1 k=22 k=0 β 2,j,k,h Sector j,t−k,h + 2,t,h SectorEX 3,t,h = β 3,0,h + γ 3,1,h SectorEX 3,t−1,h + 9 j=1 k=22 k=0 β 3,j,k,h Sector j,t−k,h + 3,t,h SectorEX 4,t,h = β 4,0,h + γ 4,1,h SectorEX 4,t−1,h + 9 j=1 k=22 k=0 β 4,j,k,h Sector j,t−k,h + 4,t,h SectorEX 5,t,h = β 5,0,h + γ 5,1,h SectorEX 5,t−1,h + 9 j=1 k=22 k=0 β 5,j,k,h Sector j,t−k,h + 5,t,h SectorEX 6,t,h = β 6,0,h + γ 6,1,h SectorEX 6,t−1,h + 9 j=1 k=22 k=0 β 6,j,k,h Sector j,t−k,h + 6,t,h SectorEX 7,t,h = β 7,0,h + γ 7,1,h SectorEX 7,t−1,h + 9 j=1 k=22 k=0 β 7,j,k,h Sector j,t−k,h + 7,t,h SectorEX 8,t,h = β 8,0,h + γ 8,1,h SectorEX 8,t−1,h + 9 j=1 k=22 k=0 β 8,j,k,h Sector j,t−k,h + 8,t,h SectorEX 9,t,h = β 9,0,h + γ 9,1,h SectorEX 9,t−1,h + 9 j=1 k=22 k=0 β 9,j,k,h Sector j,t−k,h + 9,t,h
where SectorEX i,t,h is the excess return of the i th market sector at time t in year h, and other variables and coefficients are discussed above. The jump contribution level of market sector j on excess returns of market sector i is calculated as C k=22 k=0 |β * i,j,k,h |, where |β * i,j,k,h | is set to zero if not significantly different from zero based on application of a 5% level t-test and C is a constant to adjust the contribution level, because the βs are very close to zero. The total jump contribution level of market sector j in year h is then C i k=22 k=0 |β * i,j,k,h |, where C = 10 17 .
Empirical Results
Data
We obtain daily millisecond trading data for the period January 2005 -December 2010 from the TAQ database through the Wharton Research Data Services portal. To reduce the micro-structure noise effects, we follow convention and choose a sampling frequency of 5 minutes, which yields roughly 78 observations per day. When there is no price at an exact time stamp, we use the closest one available.
Our dataset consists of nine SPDR market sector ETFs. These nine sector ETFs are XLY (consumer discretionary sector), XLP (consumer staples sector), XLE (energy sector), XLF (financials sector), XLV (health care sector), XLI (industrials sector), XLB (materials sector), XLK (technology sector), and XLU (utilities sector). According to the SPDR website, XLY includes companies from industries like: media, retail (specialty, multiline, internet and catalog), hotels, restaurants and leisure, textiles, apparel and luxury goods, household durables, automobiles, auto components, distributors, leisure products, and diversified consumer services. XLP includes food and staples, retailing, household products, food products, beverages, tobacco, and personal products. XLE includes companies in oil, gas and consumable fuels, and energy equipment and services.
XLF includes diversified financial services, insurance, banks, capital markets, mortgage real estate investment trusts (REITs), consumer finance, and thrifts and mortgage finance. XLV includes companies in pharmaceuticals, health care equipment and supplies, health care providers and services, biotechnology, life sciences tools and services, and health care technology. XLI includes a wide range of industries, such as aerospace and defense, industrial conglomerates, marine, transportation infrastructure, machinery, road and rail, air freight and logistics, commercial services and supplies, professional services, electrical equipment, construction and engineering, trading companies and distributors, airlines, and building products. XLB includes a collection of companies in chemicals, metals and mining, paper and forest products, containers and packaging, and construction materials. XLK includes companies in technology hardware, storage, and peripherals, software, diversified telecommunication services, communications equipment, semiconductors and semiconductor equipment, internet software and services, IT services, electronic equipment, instruments and components, and wireless telecommunication services. Finally, XLU includes companies in electric utilities, water utilities, multi-utilities, independent power producers and energy traders, 
Empirical Findings
See Sections 3.1 and 3.2 for a discussion of our empirical setup. As discussed in that section, tabulated results in Tables 3 and 4 collect coefficients on jumps variables in a given sector that are significantly different from zero at a 95% level of confidence (based on application of t-tests), take the absolute value of these, and report the sum thereof, for each regression in our VAR. 4
Thus, for each of our 9 market sectors one can assess the impact each of the other 8 sectors has on that sector. Our results based on QV JL5 and QV JS5 were found to be un-informative, so that tabulated results are presented only for regressions that include QV J, QV JL3 and QV JS3 in this paper. 5 This is not surprising, given the findings presented in Table 2 , where it can be seen that QV JL5 is often 0, suggesting that the cut-off level used in the calculation of QV JL5 is not informative. 6 Interestingly, Table 2 also indicates that jumps can either contribute as much as 80% of quadratic variation or as little as 20% on a given trading day. This suggests that market sectors are frequently beset by shocks that cause jumps. However, it should be noted that, large jumps usually dominate the quadratic variation, with a few exceptions, such as on January 11 and We now turn to a discussion of Tables 3 and 4 . A number of clear-cut conclusions emerge upon inspection of the results in these tables. First, consider Table 3 .
First, large jump spillover effects from each sector seem to coincide with sector-related major events that happened around that time. Third, total jump spillover effects (both large and small) are interesting. For example, it is worth noting that 2008 was a relatively quiet year for all sectors as none of the sectors showed the strongest spillover effects in that year. This may be related to the fact that 2008 was the peak of the recession and fear dominated the market, which led to liquidity problems (Reavis (2012)).
These issues in turn may have affect the ease with which spillover effects occurred. Drilling down a bit further, the results in Table 3 does no show jumps from XLF dominating the spillover effects prior to the recession. This is different from what we expected, as the financial sector was the main cause of the recession. What we instead observe is that the large jump spillover effects and total jump spillover effects peaked in 2006 and bottomed in 2008. This implies that prior to the Great Recession, the market was more volatile but not necessarily concentrated only in the financial sector. Now, consider the results contained in Table 4 . Again, a number of clear-cut conclusion emerge upon inspection of the results in this table.
First, there were scarcely any large jump and total jump contributions to excess returns before and after the recession (see Table 4 and Figures 4 and 6 Table 4 and Figure 5 ). It is also worth noting that while large and total jump spillover effects weakened during the recession, the impact of jumps on excess returns escalated, as discussed above. Finally, and similar to the spillover case, we do not observe jumps from XLF contributing to excess returns more than jumps from other sectors.
Concluding Remarks
This paper begins with a review of jump testing and variation decomposition methodology. There- VAR estimation with time span equal to one calender year.
Jump types:
Total jumps (QV J), large jumps at cutoff level b = 3 (QV JL3), large jumps at cutoff level b = 3 (QV JL5), small jumps at cutoff level b = 3 (QV JS3), small jumps at cutoff level b = 5 (QV JS5). Evaluation Criterion:
Coefficients are summed that are significant using a 5% level t-test.
Step 1: Jump Test
Test for jumps on each trading day during sample period. For this, the bipower variation based test z T P,t described in Section 2.2.1 is applied with significance level α = 5%. The null hypothesis is that no jumps are present.
Step 2: Jump Decomposition For trading days which reject the null in Step 1, the decomposition method in Section 2.3 is applied to extract QV J, QV JL3, QV JL5, QV JS3, and QV JS5 on that day. For trading days for which the null is not rejected in Step 1, jump quadratic variation is set equal to 0.
Step 3a: Jump Spillover Analysis Fit the model in Section 3.1 by calender year, for different jump types.
Step 3b: Jump Contribution to Excess Returns Ft the model in Section 3.2 by calender year, for different jump types. 
