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Resumen
La Microscopía Holográﬁca Digital (MHD) ha demostrado ser una herramienta de
gran utilidad para el estudio y caracterización de microestructuras y especímenes
biológicos, dado que permite acceder a información cuali-cuantitativa del frente de
onda transmitido o reﬂejado por ellos. La amplitud compleja de la luz emanada por
el objeto queda registrada, a través de un arreglo interferométrico, en un medio fo-
tosensible, que en el caso de la MHD es un sensor CCD (Charge Coupled Device) o
CMOS (Complementary metal–oxide–semiconductor). A su vez, dicha información
se recupera numéricamente haciendo uso de la Teoría Escalar de la Difracción. La
MHD, por tanto, le ofrece a la Microscopía las notables bondades de la holografía
digital, almacenando en un sólo holograma información «dual» del frente de onda:
la amplitud y la fase, siendo esta última portadora de valiosa información del espé-
cimen. En la conﬁguración por reﬂexión la fase alberga la información superﬁcial del
objeto, mientras que en la conﬁguración por transmisión la relacionada con su es-
tructura interna, permitiendo la «visualización» y estudio de objetos transparentes,
como lo son la mayoría de los especímenes biológicos.
Esta tesis abarca diversos aspectos de la MHD para el estudio y caracterización de
objetos transparentes, cuyo resultado es el desarrollo de un prototipo experimental
de Microscopio Holográﬁco Digital por transmisión, y la propuesta de numerosos
algoritmos orientados al procesamiento numérico de los hologramas, con el ﬁn de
automatizar gran parte del proceso de reconstrucción y permitir la corrección auto-
mática de aberraciones de fase.
Adicionalmente, las aplicaciones desarrolladas se encuentran dirigidas a la caracte-
rización de microorganismos de interés regional, bifurcadas en dos líneas principa-
les. La primera involucra la propuesta de un método de detección de Trypanoso-
ma cruzi, parásito causante de la enfermedad de Chagas. La segunda, el análisis
cuali-cuantitativo de microalgas, enfocándose en la especie Ceratium hirundinella,
responsable en los últimos años de recurrentes ﬂoraciones en los embalses del NOA,
con consecuencias tales como tasas elevadas de mortandad de peces y modiﬁcación
de la estructura del ecosistema acuático, entre otras de índole económica y ecológica.
En este aspecto, se propone una metodología basada en MHD para el cómputo de
biovolumen, un descriptor morfométrico de gran relevancia en los estudios de calidad
de aguas para evaluar abundancia relativa, como biomasa y carbono. Paralelamen-
te, se propone un descriptor invariante a traslaciones rotaciones y cambios de escala
como herramienta que podría ser de utilidad para la identiﬁcación automática de la
especie.
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1. Introducción General
«Research is what I’m doing when I don’t know what I’m doing.» («In-
vestigación es lo que estoy haciendo cuando no sé lo que estoy haciendo»)
- Wernher von Braun
1.1. Motivación e Hipótesis de Investigación
Usualmente, muchos especímenes biológicos y microorganismos (parásitos, bacte-
rias, microalgas, etc.) son transparentes, por lo que exhiben muy bajo contraste
en amplitud y resulta difícil distinguirlos de sus alrededores mediante microscopía
convencional. Especímenes de este tipo se clasiﬁcan como objetos de fase, ya que
cuando una onda de luz los atraviesa, su fase se altera y su amplitud no. Sin em-
bargo, dado que todos los sensores fotosensibles (tales como películas fotográﬁcas,
sensores electrónicos digitales, e incluso la retina) responden sólo a variaciones de
amplitud, el problema debe abordarse a partir de técnicas alternativas, que mejoren
la visibilidad de estos especímenes sin alterarlos química o físicamente (por ejemplo
mediante tinciones) [Goo68, Hec87].
En este sentido, la microscopía de contaste de fase de Zernike, la de Nomarski y
la de campo oscuro son técnicas que constituyen herramientas invaluables para el
estudio detallado de células vivas y microorganismos, e incluso para la comprensión
de procesos celulares. Pese a no ser idóneas para registrar medidas cuantitativas
directas de la fase, cumplen un importante papel en Biología moderna y Medicina.
El acceso a la información de fase es de especial interés ya que está directamente
relacionada con las propiedades físicas del microorganismo. Podemos decir que una
onda de luz “ve” un espécimen transparente a partir de la modiﬁcación de su fase.
La microscopía de contraste de fase para objetos biológicos puede abordarse tam-
bién por medio de la Microscopia Holográﬁca Digital (MHD), que ha surgido en
los últimos años como una técnica muy eﬁcaz para el estudio y caracterización de
microestructuras [CMD99, JT00, PRP+05, MJ05, MYLK05, MRM+05, MYK06].
La MHD tiene numerosas características que la hacen una alternativa interesan-
te a la microscopía convencional; una de las más importantes es que, a diferencia
de otras técnicas, ofrece acceso a información cualitativa y cuantitativa tanto de
amplitud como de fase. Esto es así porque la holografía en general provee una
imagen de campo completo de la muestra, permitiendo la reconstrucción de los
mapas de índice de refracción, espesor de la muestra, perﬁl de la superﬁcie, etc.
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[JST01, GFDN+01, KCK+04, RMC+05, HMGC07]. La holografía llevada al domi-
nio de la microscopía brinda así una herramienta única de especial valor para la
caracterización de objetos microscópicos, compitiendo de manera ventajosa con las
técnicas convencionales de microscopía óptica.
Un microscopio para holografía digital es esencialmente un microscopio convencional
con una conﬁguración óptica modiﬁcada, que usa un láser como fuente de luz, y
que añade al microscopio unos pocos elementos ópticos para conﬁgurar un pequeño
interferómetro de Mach Zehnder. Su sistema de imagen captura y almacena un
holograma que se reconstruye numéricamente por computadora para recuperar la
información completa del objeto.
Esta tesis surge en el marco de una colaboración interdisciplinaria entre el Laborato-
rio del Grupo de Óptica Láser (de ahora en más, GOL), el Laboratorio de Calidad de
Aguas (en adelante, LCA), y el Laboratorio del Instituto de Patología Experimental
(IPE, en lo sucesivo), todos pertenecientes a la Universidad Nacional de Salta.
El IPE se aboca a la investigación en enfermedades endémicas tropicales; en parti-
cular, la enfermedad de Chagas-Mazza se encuentra entre sus líneas de investigación
más importantes. La efectividad de nuevas drogas para el ataque del parásito etio-
lógico Trypanosoma cruzi, requiere del conteo de parasitemia por parte de técnicos
y personal del Instituto, tarea que insume notable cantidad de tiempo, y que se ve
diﬁcultada por ser el parásito de muy bajo contraste óptico frente a los glóbulos
rojos circundantes.
Por su parte, las metodologías de diagnóstico o relevamiento de información y análi-
sis para las investigaciones que se llevan a cabo en el LCA comprenden el monitoreo
continuo de organismos microscópicos (algas) de los ecosistemas de distintos embal-
ses y ríos del NOA. Esto supone el recuento de individuos de las diferentes especies
de microalgas y el cálculo de sus biovolúmenes para evaluar su abundancia relativa
(como biomasa o carbono). Generalmente, estas observaciones son realizadas al mi-
croscopio con técnicas estandarizadas y demandan del concurso de especialistas o de
técnicos altamente especializados. Muchas veces, la morfología de estos microorga-
nismos es compleja y el rendimiento del análisis depende fuertemente de la correcta
identiﬁcación y cuantiﬁcación, una tarea que no sólo es ardua, sino que insume gran
cantidad de tiempo. En particular, en los últimos años la especie Ceratium hirun-
dinella ha cobrado notable interés regional, pues ha sido responsable de recurrentes
ﬂoraciones en los embalses del NOA, cuyas consecuencias incluyeron tasas elevadas
de mortandad de peces y modiﬁcación de la estructura del ecosistema acuático, entre
otras de índole económica y ecológica.
Surge así la necesidad de lograr que los trabajos de identiﬁcación de los microorga-
nismos, u otro tipo de investigaciones en los que se utilice el microscopio, se lleven
a cabo con la mayor rapidez y precisión posibles (alta especiﬁcidad y sensibilidad).
De acuerdo con estas consideraciones, el desarrollo de esta tesis tiene por ﬁnalidad
implementar, por primera vez en el Laboratorio del GOL y según nuestro conoci-
miento por primera vez en Argentina, la MHD para el desarrollo de un microscopio
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que combine observaciones en tiempo real, no invasivas y de alta resolución. El desa-
rrollo persigue proveer de una herramienta versátil para el análisis de especímenes
biológicos y microestructuras en general, y de microorganismos en particular. La
hipótesis de base es que la puesta a punto de la MHD, junto con técnicas de pro-
cesamiento digital de imágenes permitiría la caracterización de los microorganismos
citados (T. cruzi y C. hirundinella) a partir de la valiosa información cuantitativa
de fase provista por la técnica, con posibilidades de competir favorablemente con los
métodos que actualmente se emplean con estos ﬁnes.
Simultáneamente, los métodos y algoritmos aquí desarrollados podrían ser extrapola-
bles para la caracterización e identiﬁcación de otro tipo de especímenes transparentes
u opacos, y como herramientas de análisis y diagnóstico.
1.2. Objetivos
General:
Desarrollo y puesta a punto de un microscopio holográﬁco digital por transmisión
para el estudio y caracterización de especímenes biológicos y microestructuras.
Especíﬁcos:
Desarrollo de nuevas técnicas y sistemas ópticos alternativos y/o complementarios
del análisis cuali-cuantitativo de microorganismos, para evaluar:
En el caso de las microalgas,
1. Su estructura cuantitativa (biovolumen). Para ello, se propone la puesta
a punto y calibración del microscopio holográﬁco digital, con el ﬁn de
abordar el registro de imágenes holográﬁcas de especies de microalgas de
importancia en la región (Ceratium hirundinella). Con el acceso cuanti-
tativo a la fase es posible la determinación del biovolumen, siempre que
se conozca el índice de refracción promedio del espécimen.
2. Su estructura cualitativa (identiﬁcación). A partir de los hologramas re-
construidos mediante MHD, se propone el desarrollo y ensayo de sistemas
de identiﬁcación basado en técnicas de procesamiento digital de imáge-
nes (PDI). Los algoritmos de clasiﬁcación automática de especies deben
ser robustos ante cambios de escala, traslaciones y/o rotaciones de los
especímenes.
En el caso del Trypanosoma cruzi,
1. Su detección: mediante la comparación de hologramas del microorganis-
mo en diferentes instantes de tiempo. La notable movilidad del parásito
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facilita en cierta medida su detección visual; sin embargo, al mismo tiem-
po, induce variaciones en la fase del holograma, por lo que su detección
puede realizarse al comparar hologramas decorrelacionados en las zonas
en las que se encuentra el parásito.
Esta tesis, por tanto, está basada en el desarrollo e implementación de la MHD
desde un punto de vista general, y en la puesta a punto de la técnica para la carac-
terización de microalgas y T. cruzi en particular. Éstos constituyen los principales
ejes temáticos, y en base a ellos se estructura el presente manuscrito. En las siguien-
tes secciones se describen brevemente los aspectos más importantes y básicos de
la MHD y de las técnicas para caracterización de microorganismos; se mencionan
algunos trabajos relacionados, y se expone brevemente el estado del arte de estas
técnicas. Finalmente se presenta la estructura de la tesis con un breve detalle del
contenido de cada capítulo.
1.3. Microscopía Holográﬁca Digital
Siempre que un objeto es iluminado con una fuente de luz coherente, la onda reﬂejada
o transmitida lleva información de las propiedades ópticas y físicas de la muestra.
En los alrededores del objeto, la intensidad de la luz queda relacionada con su
reﬂectancia o atenuación, mientras que la fase con su topografía o espesor, esto
es, con su información tridimensional. Los sensores de luz, tales como películas
fotográﬁcas o sensores electrónicos digitales, pueden usarse para medir la intensidad
de la luz que emana el objeto, pero son incapaces de captar la fase. Esta información
crucial, por tanto, se pierde. Desde un punto de vista matemático, este tipo de
medida es equivalente a evaluar el módulo cuadrado de un número complejo, una
operación que claramente descarta la fase.
Cuando Gabor propuso, en 1949, “un nuevo método en dos etapas para registrar
una imagen”, su propósito era mejorar la resolución de los microscopios electróni-
cos [Gab48, Gab51]. Gabor dejó sentadas las bases teóricas que permiten registrar
en una imagen bidimensional la información tridimensional de un objeto; esto es,
amplitud y fase. Esta técnica fue bautizada con el nombre de holografía, del griego
holos que signiﬁca ‘todo’ y graphein que signiﬁca ‘escribir’. Los requerimientos de
coherencia para la fuente de luz que ilumina el objeto, demoraron el desarrollo de
la holografía. A principios de la década del 60, con el advenimiento del láser, una
fuente altamente coherente, la holografía se convirtió en una poderosa herramien-
ta práctica no destructiva con vastos campos de aplicación en metrología óptica
e ingeniería, medición de microdeformaciones, campos de desplazamiento, campos
de temperatura, campos de velocidades, vibraciones, topografía y hasta incluso en
arte [C.79]. En el año 1971 Dennis Gabor fue galardonado con el premio Nobel en
Física «por la invención el desarrollo del método holográﬁco». En la actualidad, la
holografía se ha convertido en una de las herramientas más utilizadas en la óptica
moderna.
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La esencia de la holografía, en lo que hace a los aspectos prácticos, puede resumirse
en dos etapas:
1. El registro de la información del objeto (a partir de la amplitud y fase de la
onda reﬂejada o transmitida), de un modo y sobre algún medio fotosensible
adecuados.
2. La reconstrucción de la onda objeto original (amplitud y fase) a partir de la
información almacenada durante la primera etapa, con conocimiento previo de
las condiciones de registro.
La etapa de registro exige que la información de fase deba convertirse en variaciones
de intensidad. Este ﬁn se alcanza mediante un sistema interferométrico. El proceso
consiste en registrar en un soporte adecuado la interferencia entre dos ondas cohe-
rentes: una onda objeto, que lleva la información de interés y una onda de referencia,
de la cual se conocen sus características (amplitud y fase). En holografía clásica el
medio de registro usualmente es alguna emulsión fotográﬁca depositada en una placa
de vidrio o acetato.
La reconstrucción del holograma se logra iluminando la transparencia revelada con
una onda coherente, réplica de la onda de referencia con la que se construyó el ho-
lograma. En esta instancia, la transparencia se comporta como una red difractante,
de modo que la luz que la atraviesa se difracta y eventualmente reconstruye el ob-
jeto original. Un observador, mirando a través de la placa, ve una imagen virtual,
que es indistinguible del objeto original, y que se encuentra a la misma distancia
de la transparencia que el objeto original. La imagen reconstruida exhibe todos los
efectos de perspectiva y profundidad de foco. Si el observador cambia de posición
de observación, observa otra perspectiva del objeto, tal como ocurre con un objeto
verdadero.
Desde 1990, con la invención de los dispositivos CCD (Charge Coupled Device)
y actualmente los CMOS (complementary metal-oxide semiconductor), fue posible
reemplazar el soporte de registro por el sensor de una cámara digital y sentar las
bases para la Holografía Digital (HD) [Sch94, CBD99, JST01, LBU04, SJ05] . En
este caso, la reconstrucción ya no es física sino numérica y emula el proceso físico
que realiza la onda de referencia en holografía convencional. Con este ﬁn, se debe
recurrir a los fundamentos de la Teoría Escalar de la Difracción. Como resultado
del proceso, se recupera el frente de onda objeto y la información del mismo puede
desacoplarse como dos imágenes: una imagen de amplitud y una imagen de contraste
de fase.
La implementación de esta técnica en microscopía se llama Microscopía Holográ-
ﬁca Digital (MHD). Su desarrollo es reciente y promete signiﬁcativos avances en
investigación celular, en medicina y biología. Los primeros reportes de trabajos de
investigación en el campo de la MHD datan del año 1999. Particularmente, Cuche et
al. [CMD99] diseñaron la primera conﬁguración para investigaciones en microscopía
con la misma resolución transversal que en microscopía óptica. Al instrumento utili-
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zado para la implementación de la técnica lo denominaron Microscopio Holográﬁco
Digital.
La conﬁguración experimental para MHD consiste en un interferómetro Mach-Zehnder
modiﬁcado. El haz objeto del interferómetro recorre el tren óptico normal del mi-
croscopio e ilumina la muestra biológica. La luz dispersada por la misma atraviesa
un Objetivo de Microscopio (OM) que forma una imagen real, aumentada e inverti-
da de la muestra. A la salida del microscopio-interferométrico el haz objeto, que va
a formar la imagen, interﬁere con un haz de referencia en el sensor de una cámara
digital (CCD o CMOS), y forma un holograma que por lo general no coincide con el
plano imagen del objetivo. Generalmente, el haz de referencia llega al sensor con un
pequeño ángulo con respecto a la dirección de propagación de la onda objeto. Esta
conﬁguración se conoce como holograma fuera de eje (oﬀ-axis hologram) y es útil
para separar las imágenes conjugadas [Goo68]. Usualmente el plano del holograma
(esto es, el plano del sensor) se ubica entre el OM y el plano imagen, a una distancia
d de la imagen. Esta situación puede considerarse equivalente a una conﬁguración
holográﬁca sin lente con una onda objeto emergiendo directamente de la imagen
aumentada y no del objeto en sí mismo. En otras palabras, en el sensor se registra la
interferencia entre la onda de referencia y la onda que se dirige a formar la imagen
real. La instancia de reconstrucción es idéntica a la empleada en holografía digital.
Para ello, el frente de onda debe propagarse numéricamente la distancia d; esto es,
desde el plano del holograma hasta al plano donde se formó la imagen del espécimen.
Las imágenes de contraste de amplitud y de contraste de fase emergen del proce-
so de reconstrucción. No obstante, para que la información obtenida sea una re-
presentación verosímil del objeto bajo estudio (microorganismos), se precisa del
análisis crítico de diversos aspectos relacionados con el montaje experimental, el
proceso de reconstrucción y con el procesamiento digital de los hologramas. Por
un lado, se requiere del ajuste preciso de varios parámetros, restricción que su-
pone ya sea el conocimiento previo de los mismos, o bien el diseño de métodos
computacionales para su cálculo automático. Adicionalmente, dado que los siste-
mas ópticos empleados introducen aberraciones de fase de diversa índole, estas
deben corregirse ya sea física o numéricamente. Diversos trabajos han profundi-
zado en la descripción de métodos y algoritmos desarrollados con estos propósitos
[CMD99, CMK+06, CCC+06, CKC+06, DZS+09a, CWW+11]; éstos deberán estu-
diarse en función de los objetivos que esta tesis persigue.
Por otro lado, si bien en holografía convencional la fase surge naturalmente del pro-
ceso de reconstrucción del holograma, esto no ocurre en holografía digital. Más aún,
el proceso numérico de reconstrucción sólo devuelve la versión envuelta de la fase
real del frente de onda. Así, la estimación de la fase continua reviste crucial impor-
tancia para poder extraer la información física de interés. Para nuestros propósitos
esta será un mapa de índices de refracción del microorganismo bajo estudio y/o
su biovolumen. No obstante, en cualquier caso, la fase llevará la información más
relevante y deberá estimarse mediante algún método de desenvolvimiento de fase.
El problema de desenvolvimiento de fase no es trivial, por lo que en la literatura
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abundan algoritmos que buscan lograr este cometido con mayor o menor éxito se-
gún el tipo de señal de la cual surja la fase envuelta [GR94, PG98]. Esto es, si bien
existe una amplia gama de algoritmos de desenvolvimiento de fase, todos cuentan
con ventajas y desventajas que deben evaluarse al momento de elegir el método ade-
cuado para aplicar en cada caso particular. Básicamente, estos pueden categorizarse
en dos clases: métodos locales de desenvolvimiento, tales como los métodos camino-
dependientes y métodos globales, tales como los métodos de desenvolvimiento por
cuadrados mínimos.
Previa a la realización de este trabajo, en las investigaciones que se llevan a cabo en
el GOL no se habían aplicado métodos de desenvolvimiento de fase bidimensiona-
les. El estudio e implementación de algoritmos de desenvolvimiento bidimensionales
constituye uno de los objetivos de este trabajo, y uno de suma relevancia, pues sin
un método robusto no es posible la determinación del biovolumen y la identiﬁcación
automática de especímenes se torna más difícil.
Se intentará, entonces, conforme avance el proceso de estudio, calibración e im-
plementación de la MHD lograr la mayor versatilidad posible en los procesos de
construcción y reconstrucción de hologramas y en la obtención de mapas de fase
continua, libre de aberraciones, todo de acuerdo a los objetivos generales y especíﬁ-
cos planteados.
1.4. Aplicaciones a la caracterización de
microorganismos
1.4.1. Cuantiﬁcación de biovolumen de microalgas
El biovolumen de las algas es el enfoque de numerosos trabajos debido a su signiﬁ-
cado ﬁsiológico y ecológico [Rey84, VRT+92, HRK+99], por cuanto existen diversos
métodos para su estimación. El conteo electrónico de partículas, la citometría de
ﬂujo y las técnicas de tomografía, por nombrar algunos, aunque útiles, no se aplican
en las mediciones de rutina. En general requieren equipamientos costosos y además
tienen ciertos inconvenientes que los hacen inapropiados para muchas áreas de inves-
tigación. Por ejemplo, la resolución taxonómica con citometría de ﬂujo está limitada
al nivel de grupos fácilmente discernibles, lo cual impide la distinción de especies o
géneros que a menudo se requiere para estudios ecológicos. Por su parte, los resulta-
dos de contadores de células son erróneos cuando se trata de medir biovolumen de
partículas no esféricas, como lo son la mayoría.
Mediante el cálculo del biovolumen microalgal se accede a la abundancia relativa co-
mo biomasa o carbono. En el caso particular del carbono, el cómputo de biovolumen
de ﬁtoplancton o conteo celular convertido a unidades de carbono se utiliza para es-
tudios de ﬂujo de materia orgánica en comunidades acuáticas. Calcular el carbono
ﬁtoplanctónico a partir del biovolumen, en lugar de hacerlo a partir de partículas
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orgánicas de carbono elimina errores debido a las partículas detríticas que contienen
usualmente las partículas orgánicas de carbono.
En el caso de la estimación de biomasa, ésta resulta esencial por diversos motivos.
Es útil para comparar la contribución relativa de microalgas diferentes en muestras
multiespecíﬁcas, o entre muestras y sistemas. En general, para una muestra extraída
de un cuerpo de agua, los tamaños involucrados varían en varios órdenes de magni-
tud, desde especies de menos de un micrón a las diatomeas que miden más de un
milímetro de diámetro. En muestras multiespecíﬁcas, un elevado número de especies
de pequeño tamaño contribuyen sólo en una pequeña fracción a la biomasa total,
mientras que especies de mayor tamaño, que en número son mucho menos abundan-
tes, pueden dominar la contribución a la biomasa total. Por ende, el conteo celular
per se resulta inadecuado como medida de la biomasa relativa algal. Otros paráme-
tros convencionales relacionados con la medida de biomasa, tales como cloroﬁla a,
ATP, o partículas de carbono orgánico, varían dramáticamente según condiciones
medioambientales, tales como la disponibilidad de luz y nutrientes.
El método más tradicional para estimar biomasa para microalgas es a partir de su
biovolumen, el cual se calcula de manera aproximada a partir de la medición de
ciertas dimensiones lineales accesibles al microscopio. Se han hecho pocos intentos
para estandarizar el cálculo del biovolumen, con la búsqueda de modelos geomé-
tricos o formas que sean lo más similares posibles a la forma real del organismo
[Rey84, Sma78, Edl79, KL66, HRK+99, SL03, VCB07]. La elección de formas geo-
métricas equivalentes no es una tarea simple, y menos aún para microalgas de formas
complejas tales como diatomeas o dinoﬂagelados, como es el caso de la microalga
Ceratium hirundinella. Algunos modelos son poco precisos al momento de repre-
sentar la forma del microorganismo, o bien son tan complejos que el cálculo resulta
extremadamente lento. En general existe un compromiso ineludible entre la precisión
y la practicidad.
Si bien la estimación de biovolumen por microscopía óptica es el método más común,
suele arrojar resultados sesgados y no comparables. Una solución a esta problemática
sería proveer un sistema que realice el recuento de biovolumen de una manera más
precisa, eﬁcaz y rápida. Se buscará entonces ofrecer mediante MHD una herramienta
para abordar este problema mediante el acceso a la información cuantitativa de fase.
1.4.2. Identiﬁcación automática de especímenes
La diversidad de formas y tamaños que presentan tanto organismos vivientes co-
mo objetos inertes, impone la necesidad de contar con sistemas automatizados de
identiﬁcación. La identiﬁcación y conteo de organismos es indispensable para po-
der realizar estudios de diversidad, estructura de poblaciones y trama tróﬁca, entre
otros.
En particular, la diversidad morfológica de los organismos del plancton (ﬁto y zoo-
plancton) es un factor directamente relacionado a su suspensión en la columna de
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agua [Sma70]. Al mismo tiempo, los organismos del ﬁtoplancton son de gran en-
vergadura ecológica ya que comprenden la mayor porción de productores primarios
en el mar y pueden ser usados para identiﬁcar regiones naturales de los océanos
[RLG+90].
Existen distintos analizadores de imágenes para ﬁto y zooplancton que en su ma-
yoría utilizan las mediciones de las formas de los organismos como son el área, el
ancho,el largo y la relación largo-ancho. Desde el campo de la óptica se han he-
cho notables aportes, por ejemplo mediante el análisis de patrones de difracción
[RR87] o con métodos para la identiﬁcación automática de microorganismos a par-
tir de las imágenes de intensidad a las que se accede mediante un microscopio óptico
[PPCÁBC01, ABMPCPPP02, MPABGE06].
Con inspiración en estos trabajos, y aprovechando los atributos propios de la MHD,
se buscará abordar en esta tesis la identiﬁcación de especies a partir de hologramas
digitales. En este sentido, la Transformada de Fourier Mellin [CP76, DG01] emerge
como ﬁltro invariante ante traslaciones, rotaciones y cambios de escala.
En lo que se reﬁere a la detección del parásito T. cruzi, la notoria movilidad del
parásito repercute en cambios en los mapas de fase correspondientes. Se intentará
diseñar un método de detección basado en la comparación de dos hologramas con
el ﬁn de discriminar el parásito frente a su contexto, un fondo comparativamente
uniforme.
1.5. Organización de la Tesis
Esta tesis se divide en 3 grandes partes; la primera, dedicada a los aspectos teóricos
necesarios para la implementación de la MHD (Capítulo 2 y Capítulo 3); la segun-
da, a la implementación de la técnica propiamente dicha, incluido el tratamiento
de los mapas de fase y el procesamiento de los hologramas (Capítulo 4, Capítulo 5,
Capítulo 6 y Capítulo 7); y la tercera, a las aplicaciones desarrolladas particular-
mente para la caracterización de microorganismos (Capítulos 8, 9 y 10).
En el Capítulo 2, se presentan los fundamentos de la Teoría Escalar de la Difracción
y Sistemas Lineales. Éstos constituyen los fundamentos necesarios para comprender
el proceso de reconstrucción de un holograma.
Con estos basamentos en el Capítulo 3, se describe la Holografía, haciendo especial
hincapié en las consideraciones prácticas necesarias para registrar adecuadamente
un holograma digital y en los métodos de reconstrucción numérica. Asimismo, se
realiza una descripción teórica de la MHD, como una alternativa a la microscopía
convencional que incluye las bondades de la holografía.
Luego, se realiza una descripción de las consideraciones prácticas tenidas en cuenta
para la implementación de la MHD (Capítulo 4). Para ello, se realiza un análisis
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crítico de las características (ópticas, mecánicas, de estabilidad, etc.) que debe pre-
sentar el dispositivo óptico a desarrollar, en función del equipamiento disponible y
de los objetivos planteados y se muestran las experiencias preliminares relacionadas
con la implementación de la técnica. Se ensayan diversos algoritmos numéricos de
reconstrucción: Aproximación de Fresnel, Método de la Convolución de Huygens y
Método de Propagación del Espectro Angular. Por último, se evalúa el desempe-
ño de los mismos, realizando un estudio comparativo y advirtiendo las ventajas y
desventajas de cada uno, para la caracterización de microorganismos.
En el Capítulo 5, se realiza una revisión de los métodos de desenvolvimiento de fase
bidimensional. Dentro de los métodos locales, se aplica el método de desenvolvi-
miento mediante mapas de calidad. Como este método exige la elección de un mapa
guía para desenvolver la fase, se propone el uso de la imagen de amplitud con este
ﬁn. Como contraparte, y con ﬁnes comparativos, se implementa el método global de
desenvolvimiento de fase por cuadrados mínimos. Se exploran las ventajas y limita-
ciones de ambos métodos y se exhiben los resultados. Adicionalmente, como aporte
original, se propone un algoritmo de desenvolvimiento de fase con dos longitudes de
onda que busca extraer la información de fase a partir de la información que ofrecen
los mapas envueltos con cada longitud de onda.
En el Capítulo 6 se ensayan algunas técnicas de procesamiento digital de imágenes
para mejorar la calidad de los hologramas reconstruidos y automatizar gran parte
del proceso de reconstrucción. Esto supone la propuesta de un conjunto de méto-
dos originales para abordar distintos aspectos: eliminar el orden cero de difracción,
el tratamiento semi-automático del espectro del holograma y el ensayo de diversos
ﬁltros con distintos grados de dureza para mejorar la calidad de las imágenes de
amplitud y de contraste de fase. Al mismo tiempo, se implementa un mecanismo de
autofoco, evitando así la necesidad de conocer previamente las distancias de enfo-
que adecuadas y contribuyendo a la automatización de todo el sistema. Asimismo,
se estudian e implementan métodos de segmentación de imágenes para extraer la
región de interés (ROI) para las aplicaciones relacionadas con la caracterización de
microorganismos.
El Capítulo 7 está dedicado a la corrección de las aberraciones propias de la conﬁ-
guración para MHD. Se ensaya y adapta un método propuesto en la literatura para
la corrección de la aberración por conﬁguración oﬀ-axis, y adicionalmente se contri-
buye de manera original con un método simple y automático para la corrección de
la aberración esférica de fase que introduce el Objetivo de Microscopio. Asimismo,
se propone un método rápido y eﬁcaz para corregir la aberración de fase que surge
por efecto rolling shutter o efecto persiana cuando se utiliza un sensor CMOS como
medio de registro del holograma.
Por último, en los Capítulos 8, 9 y 10 se presentan las aplicaciones de la MHD
a la caracterización de microorganismos, en particular al parásito T. cruzi y a la
microalga C. hirundinella. La propuesta para la detección de T. cruzi se realiza
en el Capítulo 8. Por su parte, las propuestas realizadas para la caracterización de
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microalgas se reservan para los siguientes capítulos. En particular se experimenta
con la especie Ceratium hirundinella que es de sustancial interés biológico en los
estudios ecológicos regionales. En el Capítulo 9 se realizan los cómputos de biovo-
lumen a partir de los mapas de fase desenvuelta y se propone un método híbrido,
basado en MHD y técnicas de PDI para la determinación del biovolumen. De ella
se desprende la estimación simultánea de un índice de refracción efectivo. Por úl-
timo, en el Capítulo 10 se implementa la Transformada de Fourier Mellin (TFM)
como descriptor invariante para intentar lograr la identiﬁcación automática de esta
especie. Para ello se discuten los criterios que deben adoptarse. Se propone como
contribución original un descriptor basado en la TFM y se deﬁnen métricas de eva-
luación de desempeño; la puesta a punto de la técnica se lleva a cabo con caracteres
conocidos (letras) y luego se ensaya el método con microalgas de la especie Ceratium
y Pediastrum, evaluando su sensibilidad y eﬁcacia.
Finalmente se presenta una Discusión General que abarca el análisis global de los
resultados, y las perspectivas de investigación en esta línea en el mediano plazo.
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2. Fundamentos Teóricos I
La Microscopía Holográﬁca Digital (MHD) tiene sus bases teóricas fundamentalmen-
te en dos procesos ópticos, la interferencia y la difracción. El proceso de registro de
un holograma involucra un proceso interferómetrico que se describirá en el siguiente
capítulo; la difracción, en tanto, representa el papel clave del proceso de reconstruc-
ción de un holograma. No obstante, los aspectos teóricos inherentes requieren de un
análisis más exhaustivo que se realizará en el presente capítulo.
Sommerfeld deﬁnió la difracción como la propagación no rectilínea de la luz que
no se puede interpretar a partir de las leyes de la reﬂexión y de la refracción. Gri-
maldi, en el siglo XVII, fue el primero que observó fenómenos difractivos; al hacer
pasar un haz de luz a través de una abertura practicada sobre una pantalla observó
que al proyectar el haz sobre otra pantalla el paso de la zona iluminada a la zona de
sombra no era abrupto (como indica la propagación rectilínea). Años después, Fres-
nel realizó el primer intento serio de explicar los fenómenos de difracción (1818),
proponiendo algunas mejoras a las ideas intuitivas aunque poderosas de Huygens,
quien había supuesto que cada punto de un frente de onda de la perturbación óp-
tica podía considerarse como una nueva fuente de «onditas secundarias». Fresnel
sugirió que las «onditas» de Huygens podían interferir de acuerdo al principio de
interferencia de Young, y adicionó algunas suposiciones arbitrarias respecto de las
fases y amplitudes de las mismas. Fue recién en 1882, cuando estas ideas intuiti-
vas lograron conjugarse dentro de un fundamento matemático formal gracias a las
propuestas de Kirchhoff, quien mostró que las amplitudes y fases atribuidas a
las fuentes secundarias eran una consecuencia lógica de la naturaleza ondulatoria
de la luz y propuso la explicación de los fenómenos de difracción en términos de
una teoría escalar. Su teoría tenía inconsistencias formales de orden matemático que
fueron salvadas por Sommerfeld en 1894, introduciendo algunas modiﬁcaciones.
Como consecuencia, la formulación de Kirchhoff del principio de Huygens-Fresnel
se considera una primera aproximación que proporciona resultados que concuerdan
con los experimentos de manera aceptable, mientras que las modiﬁcaciones de Som-
merfeld amplían los límites de validez. Formalmente, la formulación se denomina
Teoría de la Difracción de Rayleigh-Sommerfeld.
La teoría escalar es suﬁcientemente rigurosa para explicar la mayor parte de los re-
sultados experimentales macroscópicos. Pese a que se trata de una simpliﬁcación que
no tiene en cuenta el carácter vectorial de los campos electromagnéticos, funciona
con éxito cuando las aberturas son más grandes que la longitud de onda de la luz
y cuando las distancias de observación son suﬁcientemente grandes. En estas condi-
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ciones, la polarización del campo electromagnético no es una información relevante
y, por lo tanto, se puede prescindir del formalismo vectorial.
En este capítulo se presentan las bases de la Teoría escalar de la Difracción y varios
conceptos que se requieren para el desarrollo de la teoría, práctica y aplicación de
la microscopía holográﬁca.
2.1. Perturbación Óptica y Amplitud Compleja
El modelo ondulatorio describe a la luz como una oscilación electromagnética trans-
versal. De las Ecuaciones de Maxwell se desprende que el campo eléctrico þE y el
magnético þB se acoplan para dar origen a un campo electromagnético que satisface
la ecuación de onda. Restringimos nuestra atención a þE ya que los medios de registro
usados en holografía responden primordialmente a este campo. El campo eléctrico
puede caracterizarse esencialmente por su amplitud, fase, polarización y dirección de
propagación. Cuando la luz es dispersada o reﬂejada por la superﬁcie de un objeto
opaco, o bien cuando es transmitida a través de un medio transparente, cualquiera de
estas características se altera. Al medir esos cambios, mediante técnicas adecuadas,
se obtiene información del estado del objeto.
El campo eléctrico þE es una cantidad vectorial, lo que signiﬁca que puede vibrar en
cualquier dirección perpendicular a la dirección de propagación. En muchas situa-
ciones, como las que se trataran en nuestras aplicaciones, puede considerarse sólo
una componente del vector þE de modo que la luz puede tratarse como un fenómeno
escalar, y asumiendo que cualquier otra componente de interés se tratará indepen-
dientemente de una manera similar. Como consecuencia, al descartarse la naturaleza
vectorial del campo eléctrico, þE se reemplaza por la cantidad escalar u (x, y, z, t) de-
nominada perturbación óptica. De este modo, una onda de luz se denota en el caso
más general por:
u (x, y, z, t) = Re (U (x, y, z) exp (iωt))
ω designa la frecuencia angular (relacionada con la frecuencia ν mediante ω = 2πν)
y U (x, y, z) se denomina amplitud compleja de la luz y está dada por:
U (x, y, z) = a (x, y, z) exp (−iφ (x, y, z)) (2.1)
Donde a (x, y, z) es la amplitud real de la onda y φ (x, y, z) es la fase espacial. Dado
que las frecuencias temporales de la luz son tan altas, no es necesario considerar
la dependencia temporal exp (iωt) explícitamente. La amplitud compleja U (x, y, z)
contiene toda la información acerca de la estructura espacial de las ondas de luz, lo
que es esencial para nuestro propósito.
La Ecuación 2.1 es la expresión más general para describir la perturbación óptica
en el espacio; no está restringida sólo a una onda plana, sino una onda cualquiera
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tridimensional donde tanto la amplitud como la fase pueden ser funciones de x, y
y z. Con este enfoque, se puede demostrar que el hecho de que el campo óptico
satisfaga la ecuación de onda, es equivalente a que la amplitud compleja obedezca
la ecuación de Helmholtz:1
∇2 + k2
2
U = 0
con k el número de onda dado por: k = 2π/λ y λ la longitud de onda.
En lo que se reﬁere al registro de la luz, no existe un soporte capaz de registrar la
fase de la perturbación óptica. Los detectores usuales (retina, películas fotográﬁcas,
sensores electrónicos) registran la irradiancia o intensidad, que es proporcional al
módulo de la amplitud al cuadrado, esto es I ∝ |U |2 = a2.
2.1.1. La onda plana
La onda electromagnética más simple es la onda plana linealmente polarizada; se
dice que la onda es plana cuando en cualquier instante de tiempo su fase tiene
el mismo valor sobre un plano normal a la dirección de propagación, y linealmente
polarizada cuando en cualquier punto de ese plano la dirección de þE es la misma. En
términos de la amplitud compleja, dada por la Ecuación 2.1, la onda plana resulta
un caso particular para el cual la fase es constante sobre un plano, perpendicular a
la dirección de propagación; esto es, φ (x, y, z) = þk · þr + φ0 = const, sobre el plano
þk · þr = const. En este caso, þr = xxˆ+ yyˆ+ zzˆ es el vector posición de un punto P en
el espacio, a es la amplitud de la onda. La dirección en la que viaja una onda está
descrita por su vector de propagación þk, de magnitud el número de onda k; y φ0 es
la constante de fase o fase inicial. La relación entre la frecuencia y la longitud de
onda es λν = v, con v la velocidad de propagación de la onda.
Por lo tanto, la amplitud compleja de una onda plana, según el sistema coordenado
de la Figura 2.1 está dada por la expresión:
U(x, y, z) =
=
a exp
è
−i
1
þk · þr + φ0
2é
a (x, y, z) exp
è
−i2π
1
cosα
λ
x+ cosβ
λ
y + cos γ
λ
z
2é (2.2)
donde, α, β y γ son, respectivamente, los ángulos entre la dirección de propagación
de la onda y los ejes x, y y z. Las cantidades cosα, cos β, y cos γ se llaman cose-
nos directores de la onda. Los frentes de onda de una onda plana son así planos
perpendiculares al vector de onda þk, tal como el que se muestra en la Figura 2.1.
La Ecuación 2.2, puede también ser escrita en términos de las frecuencias espaciales
con las que los sucesivos frentes de onda interceptan los planos xy y zy del sistema
coordenado de la Figura 2.1:
U (x, y, z) = a (x, y, z) exp [−i2π (fxx+ fyy + fzz)] (2.3)
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Figura 2.1.: Onda plana con vector de propagación.
Las frecuencias fx, fy, fz están estrechamente ligadas a los cosenos directores, y por
esta razón no son independientes sino que se encuentran vinculadas mediante la
expresión:
f 2x + f 2y + f 2z =
1
λ2
(2.4)
Por ejemplo, para una onda plana cuyo vector de onda yace en el plano y − z,
las intersecciones de los sucesivos frentes de onda con este plano se muestran en la
Figura 2.2.
Figura 2.2.: Intersección sucesivos frentes de onda con el plano y-z. El vector de
onda yace en ese plano.
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2.1.2. La onda esférica - Aproximación de Fresnel
El modelo de la onda esférica representa la onda de luz emitida por una fuente
puntual. Su amplitud compleja se describe por:
U = a
r
exp (ikr) (2.5)
con r la distancia radial del punto fuente al punto de observación P . Se advierte que
la amplitud de la onda decrece conforme la distancia de P al punto fuente aumenta,
y que la fase de la onda es constante cuando r = const; esto es, los frentes de onda
son esferas centradas en el punto fuente.
Si se considera, como se muestra en la Figura 2.3 un punto fuente que descan-
sa en el plano x0y0 en un punto de coordenadas x0, y0, la distancia radial a un
punto P dentro de un plano x, y ubicado a una distancia z del plano x0y0 es:
r =
ñ
z2 + (x− x0)2 + (y − y0)2. Puesto que si se reemplazara esta expresión en
la Ecuación 2.5, surgirían diﬁcultades desde el punto de vista algebraico, en algunas
circunstancias es deseable realizar ciertas aproximaciones.
Figura 2.3.: Esquema onda esférica
Cuando la distancia z es mucho más grande que las dimensiones (x− x0) y (y − y0),
es válido suponer que no se comete error apreciable al aproximar r por z en el deno-
minador de la Ecuación 2.5. No obstante, cabe observar que z no puede reemplazarse
en la fase de dicha ecuación pues los errores resultantes por propagación estarían
multiplicados por k, un número muy grande que originaría errores de fase mucho
mayores a 2π radianes. Una aproximación conveniente para la fase surge de realizar
una expansión binomial de la raíz cuadrada:
r =
≈
z
ò
1 +
1
x−x0
z
22
+
1
y−y0
z
22
z
5
1 + 12
1
x−x0
z
22
+ 12
1
y−y0
z
226 (2.6)
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donde r se aproxima por los dos primeros términos de la expansión. Esta aproxi-
mación se denomina Aproximación de Fresnel. Un estudio más exhaustivo de las
condiciones de validez será realizado posteriormente. Así, la amplitud compleja en
el plano xy resulta:
U (x, y, z) = a
z
exp [ikz] expi (k/2z)
è
(x− x0)2 + (y − y0)2
é
(2.7)
2.1.3. La fase como portadora de información
Examinemos nuevamente la fase en Ecuación 2.2 y Ecuación 2.5. Para una onda
plana se tiene: φ = þk · þr + φ0. Si suponemos, sin pérdida de generalidad que la
onda se propaga en la dirección del eje z, y que la fase inicial φ0 = 0, el vector de
propagación se escribe þk = kzˆ, por lo que la expresión de la fase se simpliﬁca y
resulta:
φ = kz (2.8)
Por su parte, para una onda esférica:
φ = kr (2.9)
De acuerdo con esto, la fase de una onda monocromática puede modiﬁcarse tanto si
se altera cualesquiera de los dos factores involucrados en Ecuación 2.8 y Ecuación 2.9.
Así, ésta se altera con tan sólo propagarse en el espacio (esto es, conforme aumenta
z para una onda plana y r para la onda esférica), pero además si k, o lo que es lo
mismo la longitud de onda λ, cambia.
Cuando la luz atraviesa un medio diferente del vacío; su velocidad de propagación
disminuye, y por ende su longitud de onda también, ya que la frecuencia permanece
constante. Como consecuencia la fase de la luz se altera; la medida de ese cambio
puede usarse para estudiar las propiedades de dicho medio. La relación de la velo-
cidad c de la luz en el vacío a la velocidad v en un medio se conoce como índice de
refracción n del medio:
n = c
v
(2.10)
mientras que la longitud de onda λ de la luz en dicho medio se relaciona con la
longitud de onda en el vacío λ0 mediante:
λ = λ0
n
(2.11)
Esto signiﬁca que la fase se modiﬁca según:
φplana = nþk · þr
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para la onda plana y
φesfe´rica = nkr
para la onda esférica; con k = 2π
λ0
, el número de onda para la luz en el vacío.
En términos generales, el índice de refracción de cualquier medio transparente se al-
tera ante cambios de temperatura, concentración, etc. y consecuentemente también
lo hace la fase. La medida de esas alteraciones son medidas indirectas del estado
de los objetos bajo estudio. Particularmente, para nuestros propósitos, la fase de la
luz se entiende como portadora de información de nuestros objetos de estudio, las
microalgas. El material ﬁtoplanctónico - tal como la mayor parte de los seres vivos
- contienen entre un 40% y un 90% de agua; el resto es contenido citoplasmático,
lípidos, diversos tipos de cloroﬁla, entre otros. Claramente esto supone que el índice
de refracción promedio asociado a una microalga es diferente del índice de refrac-
ción del agua y consecuentemente, involucra un retardo en la fase de la luz que la
atraviesa.
La fase puede expresarse en términos de una cantidad útil llamada longitud de
camino óptico (LCO, en adelante):
LCO = n× LCG
con LCG, la longitud de camino geométrico, de modo que φ = k × LCO.
2.2. Sistemas Lineales
En general, cuando la luz interacciona con algún elemento óptico u obstáculo sus
propiedades se modiﬁcan. El proceso, por muy complejo que sea y aun cuando
haya varios elementos ópticos involucrados, puede entenderse como un sistema que
realiza un mapeo de la distribución de luz de entrada y devuelve como salida una
distribución de luz modiﬁcada. Se dice que la respuesta del sistema puede ser Lineal
o No Lineal, y de acuerdo a ello la teoría adecuada para describir el fenómeno será
dentro del marco de la Óptica Lineal y la Óptica No Lineal respectivamente.
Una representación conveniente para un sistema cualquiera es el operador mate-
mático S{}, que opera sobre una función de entrada para producir una función de
salida. Si g1 (x1, y1) representa la entrada del sistema y g2 (x2, y2) es la correspon-
diente salida, entonces se cumple:
g2 (x2, y2) = S {g1 (x1, y1)} (2.12)
Se dice que un sistema es lineal cuando tiene la propiedad de que su respuesta a
varios estímulos que actúan simultáneamente es igual a la suma de las respuestas
que cada estímulo componente produciría individualmente. Matemáticamente, para
cualesquiera funciones de entrada t y s y cualesquiera constantes complejas åa y åb,
la salida del sistema es tal que:
S
îåas (x1, y1) + åbt (x1, y1)ï = åaS {s (x1, y1)}+ åbS {t (x1, y1)}
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2.2.1. Integral de superposición - Respuesta Impulsiva
En particular, la linealidad de la ecuación de ondas, que describe la propagación
de la luz a través de diversos medios, nos permite analizar la operación óptica de
formación de imágenes como un mapeo lineal de la distribución de luz del objeto,
en la distribución de luz de la imagen. La gran ventaja que otorga la linealidad,
es la habilidad de un sistema para expresar la respuesta (ya sea de amplitud de
luz o intensidad de luz) a complicados estímulos, en términos de ciertos estímulos
«elementales». Esto signiﬁca que un estímulo de entrada cualquiera se descompone
en una combinación lineal de estímulos elementales, cada uno de los cuales produce
una respuesta conocida. La respuesta completa se obtiene como la combinación lineal
de las respuestas a cada estímulo individual.
En este sentido, no es difícil imaginar un objeto luminoso arbitrario como un con-
junto de fuentes puntuales bien localizadas una al lado de la otra (Figura 2.4).
Figura 2.4.: Impulsos Deltas representando fuentes puntuales de un objeto
luminoso
Esta visión, aunque simple, es poderosa desde el punto de vista de la Teoría de los
Sistemas Lineales, pues los estímulos elementales más convenientes para describir la
entrada a un sistema son funciones impulso δ. Matemáticamente, esto implica que
cualquier función g1 (que para nuestros propósitos representa un objeto luminoso) se
puede expresar como una combinación lineal de funciones δ desplazadas y pesadas
convenientemente. Esta idealización se sustenta en la «propiedad de tamizado» de
la función δ, la cual establece:
g1 (x1, y1) =
∞¨
−∞
g1 (ξ, η) δ (x1 − ξ, y1 − η) dξdη
La respuesta g2 del sistema a la entrada g1 teniendo en cuenta la Ecuación 2.12 y la
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propiedad de linealidad resulta:
g2 (x2, y2) = S

∞¨
−∞
g1 (ξ, η) δ (x1 − ξ, y1 − η) dξdη
 =
∞¨
−∞
g1 (ξ, η)S {δ (x1 − ξ, y1 − η)} dξdη
donde g1 (ξ, η) es considerado simplemente como un factor de peso aplicado a la
función elemental δ (x1 − ξ, y1 − η). Decimos entonces que la salida del sistema es
una combinación lineal de respuestas a los estímulos elementales - los impulsos - o,
lo que es equivalente, una combinación lineal de respuestas impulsivas. Deﬁnimos
así la respuesta de un sistema en el punto (x2, y2) del espacio de salida a una función
de entrada δ en las coordenadas (ξ, η) del espacio de entrada como:
h (x2, y2; ξ, η) = S {δ (x1 − ξ, y2 − η)} (2.13)
La función h se denomina respuesta impulsiva del sistema o función de punto exten-
dido. La entrada y la salida de un sistema quedan relacionadas mediante:
g2 (x2, y2) =
∞¨
−∞
g1 (ξ, η)h (x2, y2; ξ, η) dξdη (2.14)
Esto es, un sistema lineal se encuentra completamente caracterizado por su respuesta
a impulsos unitarios. Para especiﬁcar completamente la salida de un sistema, las
respuestas para impulsos localizados en todos los puntos del plano de entrada deben
conocerse con exactitud. Para el caso de un sistema lineal formador de imágenes,
este resultado tiene una interpretación física interesante: el efecto de los elementos
formadores de imágenes (lentes, máscaras, etc.) pueden describirse completamente
especiﬁcando las imágenes de las fuentes puntuales localizadas en todo el objeto. La
Ecuación 2.14 se conoce como integral de superposición.
2.2.2. Sistemas Lineales Invariantes - Función de Transferencia
Un sistema formador de imágenes es espacialmente invariante si la respuesta impul-
siva deﬁnida en la Ecuación 2.13, depende sólo de las distancias (x2 − ξ) y (y2 − η),
es decir:
h (x2, y2; ξ, η) = h (x2 − ξ, y2 − η)
Físicamente la interpretación es que un sistema formador de imágenes es espacial-
mente invariante si, la imagen de una fuente puntual cambia solo en posición y no
en su forma funcional a medida que la fuente puntual recorre el campo objeto. Pa-
ra un sistema invariante la integral de superposición dada por la Ecuación 2.14 se
convierte en:
g2 (x2, y2) =
∞¨
−∞
g1 (ξ, η)h (x2 − ξ, y2 − η) dξdη (2.15)
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donde, de acuerdo con los basamentos matemáticos dados en el Apéndice A reco-
nocemos una integral de convolución doble de la función objeto con la respuesta
impulsiva del sistema. Así, para obtener la salida de un sistema lineal espacialmente
invariante basta con realizar la convolución de la entrada con la respuesta impulsiva
del sistema, de modo que denotamos g2 = g1 ⊗ h.
Si realizamos la Transformada de Fourier de ambos miembros en la Ecuación 2.15
e invocamos el Teorema de la Convolución de la Transformada de Fourier (Ver
Apéndice A), el espectro de la entrada G1 (fx, fy) y el de salida G2 (fx, fy) estarán
relacionados simplemente mediante:
G2 (fx, fy) = H (fx, fy)G1 (fx, fy) (2.16)
donde H es la Transformada de Fourier de la respuesta impulsiva y se denomina
función de transferencia. Ésta indica los efectos del sistema en el dominio de las
frecuencias.
H (fx, fy) =
∞¨
−∞
h (ξ, η) exp [−i2π (fxξ + fyη)] dξdη (2.17)
De este modo, a partir de la Ecuación 2.16 y la Ecuación 2.17 se aprecia que los sis-
temas lineales invariantes presentan una estructura matemática mucho más simple
que los sistemas que son sólo lineales. Esto es así ya que para sistemas invarian-
tes, la entrada puede descomponerse en funciones elementales aún más convenientes
que las funciones δ, las funciones exponenciales complejas. Es claro que al transfor-
mar Fourier g1, la entrada se descompone en una combinación lineal de funciones
exponenciales complejas de distintas frecuencias espaciales. La multiplicación del
espectro de entrada G1 por la función de transferencia H incorpora los efectos del
sistema en cada función elemental. Estos efectos implican simplemente un cambio
de amplitud y un desplazamiento en la fase, ya que sólo se está multiplicando el
espectro de entrada por el número complejo H (fx, fy) en cada (fx, fy). Una trans-
formada inversa de Fourier del espectro de salida G2 sintetiza la salida del sistema
g2 sumando todas las funciones elementales modiﬁcadas.
2.3. Difracción
Cuando la luz viaja a través de un objeto de transmisión (una placa fotográﬁca, red
de difracción o un holograma), su amplitud compleja se altera [C.79]. La función
que describe esta alteración se denomina amplitud de transmitancia de un objeto
y se la simboliza con t. Ésta se deﬁne como la razón entre la amplitud de salida y
la amplitud de entrada. Si la superﬁcie del objeto es paralela al plano xy, se tiene
(Figura 2.5):
Uo (x, y) = t (x, y)Ui (x, y) (2.18)
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Si el objeto afecta sólo a la amplitud de la luz transmitida, se le llama objeto de
amplitud, mientras que si afecta solamente a la fase de la luz transmitida, se deno-
mina objeto de fase. Ejemplos de objetos de fase son aquellos que presentan en su
superﬁcie variaciones de espesor o de índice de refracción. En general, un objeto de
transmisión afecta tanto a la amplitud como a la fase.
Figura 2.5.: Objeto de transmisión paralelo al plano xy.
Para obtener la amplitud compleja de la onda a una distancia z > 0, ésta debe
propagarse mediante los formalismos matemáticos propuestos por Sommerfeld.
A continuación se introducirán los lineamientos teóricos que permiten conocer cómo
cambia la estructura espacial de una perturbación óptica al desplazarse en el espacio,
luego de haber sido difractada por algún objeto. En efecto, se delinean dos forma-
lismos que describen adecuadamente el fenómeno: la formulación de Kirchhoff y
los efectos de la difracción en el espectro angular de la perturbación óptica. Los fun-
damentos teóricos relativos al fenómeno de difracción serán de crucial importancia
para la reconstrucción numérica de hologramas digitales.
2.3.1. Resultados de la teoría de Kirchhoﬀ
La formulación de Kirchhoff de la difracción está basada en el teorema integral
de Green; un estudio y análisis detallado se encuentra en Goodman [Goo68]. Pa-
ra nuestros propósitos, bastará con presentar aquí los resultados más importantes.
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Considérese el problema de la difracción por una apertura en una pantalla opaca
plana inﬁnita. Como se muestra en la Figura 2.6, se considera una fuente puntual
S ubicada en un plano de coordenadas (ξ, η), emitiendo una onda esférica U que se
propaga libremente hasta que alcanza un obstáculo, una apertura difractante Σ que
descansa en un plano de coordenadas (x, y).
Figura 2.6.: Geometría para estudiar la difracción.
En el plano de la apertura, la amplitud compleja de la onda es U (x, y). La estruc-
tura de la apertura plana es arbitraria. Por ejemplo, si se considera una abertura
rectangular en una pantalla opaca, la función de transmitancia asociada es:
t (x, y) =
1 en Σ0 en c.o.c.
Una vez que la onda atraviesa la apertura, puede demostrarse [Goo68] que el campo
complejo Ψ(ξÍ, ηÍ) de la onda en cualquier plano de observación (ξÍ, ηÍ) ubicado a
una distancia d de la apertura, está dado por la integral de Fresnel-Kirchhoff
(siempre que d >> λ):
Ψ(ξÍ, ηÍ) = i
λ
˜∞
−∞ Uo (x, y)
exp[−i 2πλ ρÍ]
ρÍ Qdxdy =
= i
λ
˜∞
−∞ t (x, y)U (x, y)
exp[−i 2πλ ρÍ]
ρÍ Qdxdy
(2.19)
con ρÍ la distancia entre un punto en el plano de la apertura y un punto en el plano
de observación, que viene dada por:
ρÍ =
ñ
(x− ξÍ)2 + (y − ηÍ)2 + d2 (2.20)
y Q un factor de inclinación que se introduce en la integral para excluir ondas pro-
pagándose hacia atrás, hecho que físicamente no ocurre, y que se expresa mediante:
Q = 12 (cos [θ] + cos [θ
Í])
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donde θ es el ángulo entre el rayo que llega a la apertura desde la fuente y el
vector unitario þn perpendicular al plano de la apertura, y θÍ el ángulo entre el rayo
emergente y þn (Ver Figura 2.7). En la mayoría de las situaciones prácticas, incluso
en Holografía Digital, puede considerarse Q ∼ 1. De hecho, el factor de inclinación
puede considerarse como una corrección ad hoc a la integral de difracción, o bien
derivarse en la teoría formal de difracción, tal como se hace en la referencia [Goo68].
Figura 2.7.: Factor de inclinación.
De la Ecuación 2.19 se desprenden algunas interpretaciones que vale la pena mencio-
nar. Si bien en esta formulación se supuso que la apertura difractante es iluminada
por una onda esférica divergente simple, los resultados pueden extenderse cualquiera
sea la iluminación que llega a Σ desde el punto S. Esto es así debido a que una onda
cualquiera puede descomponerse en una colección inﬁnita de fuentes puntuales y a
que la linealidad de la ecuación de onda permite aplicar el principio a cada punto
fuente individualmente. Por otro lado, de esta ecuación también se advierte que el
campo en el punto P (ξÍ, ηÍ) puede interpretarse como la superposición en el plano
ξÍηÍ de un conjunto inﬁnito de fuentes ﬁcticias «secundarias» ubicadas dentro de
la apertura; curiosamente, estas son similares a las ondas esféricas propuestas por
Huygens años antes, pero diﬁeren en amplitud y fase por el factor i
λ
. Por último,
para nuestros propósitos es importante notar que la Ecuación 2.19 no es más que
una integral de superposición como las que se mencionaron en la Subsección 2.2.1
siendo:
Ψ(ξÍ, ηÍ) =
∞¨
−∞
h (ξÍ, ηÍ;x, y)Uo (x, y) dxdy
siempre que Uo se encuentre dado por la Ecuación 2.18 y la respuesta impulsiva
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mediante:
h (ξÍ, ηÍ;x, y) = i
λ
exp
è
−i2π
λ
ρÍ
é
ρÍ
Q
Las ondas esféricas en el integrando de la Ecuación 2.19 (o en la respuesta impulsiva
h) son difíciles de manipular matemáticamente, por lo cual las discusiones de la
Subsección 2.1.2 resultan muy útiles. Por cuanto, se puede considerar que ρÍ, en el
denominador de la Ecuación 2.19, no diﬁere demasiado de d. Considerando además
Q ≈ 1, la respuesta impulsiva puede aproximarse como:
h (ξÍ, ηÍ;x, y) ∼= i
λd
exp (−ikρÍ)
Por otro lado, si los valores de x, y, ξÍ, ηÍ, son pequeños comparados con la distancia d
entre el plano de observación y el plano de la apertura, ρÍ (dada por la Ecuación 2.20)
puede expandirse de acuerdo a con la Aproximación de Fresnel según la Ecuación 2.6,
obteniéndose:
ρÍ ∼= d+ (ξ
Í − x)2
2d +
(ηÍ − y)2
2d (2.21)
Con ello, la respuesta impulsiva o factor de peso de la integral de superposición se
reduce a:
h (ξÍ, ηÍ;x, y) = i exp (−ikd)
λd
exp
I
−i k2d
è
(ξÍ − x)2 + (ηÍ − y)2
éJ
(2.22)
cuando la distancia d es lo suﬁcientemente grande como para que esta aproximación
sea correcta, se dice que el observador se encuentra en la región de Difracción de
Fresnel. Dado que este tratamiento supuso el reemplazo de las «onditas» esféricas de
Huygens por superﬁcies cuadráticas, la precisión de tal aproximación será suﬁciente
siempre que se cumpla que los términos de mayor orden de esta expansión involucren
cambios de fase mucho menores a un radián.
Aceptando la validez de la aproximación de Fresnel, la integral de superposición
puede expresarse de dos formas equivalentes, que se detallan a continuación. De
cualquier forma, se obtiene la descripción completa de la perturbación óptica di-
fractada por un obstáculo en cualquier plano de observación, cuya intensidad es:
I (ξÍ, ηÍ) = |Ψ(ξÍ, ηÍ)|2 (2.23)
Y su fase:
φ (ξÍ, ηÍ) = arctan
C
Im (Ψ (ξÍ, ηÍ))
Re (Ψ (ξÍ, ηÍ))
D
(2.24)
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2.3.1.1. Transformación de Fresnel
Desarrollando los binomios y acomodando términos, el campo en el plano de obser-
vación resulta:
Ψ(ξÍ, ηÍ) = i
λd
exp
5
−i2π
λ
d
6
exp
5
−i π
λd
1
ξÍ2 + ηÍ2
26
×
∞¨
−∞
Uo (x, y) . . . (2.25)
· exp
5
−i π
λd
1
x2 + y2
26
exp
5
i
2π
λd
(xξÍ + yηÍ)
6
dxdy
Esta ecuación se denomina Aproximación de Fresnel o Transformación de Fresnel
debido a su similitud matemática con la Transformada de Fourier.
La transformada de Fresnel puede asemejarse a una transformada de Fourier, si se
hacen las siguientes sustituciones:
fx =
ξÍ
λd
; fy =
ηÍ
λd
(2.26)
De modo que la Ecuación 2.25 queda:
Ψ(fx, fy) =
i
λd
exp
5
−i2π
λ
d
6
exp
è
−iπλd
1
f 2x + f 2y
2é
×
∞¨
−∞
Uo (x, y) . . .
exp
5
−i π
λd
1
x2 + y2
26
exp [i2π (xfx + yfy)] dxdy
Resulta así evidente que la aproximación de Fresnel, a menos de un factor de fase es-
férica, es la transformada de Fourier bidimensional de la función Uo (x, y) exp
è
−i π
λd
(x2 + y2)
é
:
Ψ(fx, fy) =
i
λd
exp
5
−i2π
λ
d
6
exp
è
−iπλd
1
f 2x + f 2y
2é
. . . (2.27)
×Ú−1
3
Uo (x, y) exp
5
−i π
λd
1
x2 + y2
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2.3.1.2. Método de la convolución de Huygens
Una formulación equivalente consiste en interpretar la integral de superposición de
Fresnel-Kirchhoff como una convolución e invocar el Teorema de la Convolu-
ción [SJ05]. De hecho, la Ecuación 2.19 puede escribirse:
Ψ(ξÍ, ηÍ) =
∞¨
−∞
Uo (x, y)h (ξÍ, ηÍ, x, y) dxdy (2.28)
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Con h (ξÍ, ηÍ, x, y) la respuesta impulsiva dada por:
h (ξÍ, ηÍ, x, y) = i
λ
exp
5
−i2π
λ
ñ
d2 + (x− ξÍ)2 + (y − ηÍ)2
6
ñ
d2 + (x− ξÍ)2 + (y − ηÍ)2
(2.29)
por lo que se advierte que el sistema caracterizado por h (ξÍ, ηÍ, x, y) = h (ξÍ − x, ηÍ − y)
además de ser lineal es espacialmente invariante. Por ende, la integral de superposi-
ción es, de hecho, una convolución (Ψ(ξÍ, ηÍ) = (Uo ⊗ h) (ξÍ, ηÍ)).
De acuerdo al Teorema de la Convolución, la transformada de Fourier de la con-
volución de Uo con h es igual al producto de las transformadas individuales Ú (U)
y Ú (h). Esto signiﬁca que Ψ(ξÍ, ηÍ) puede obtenerse haciendo simplemente las si-
guientes operaciones matemáticas:
Ψ(ξÍ, ηÍ) = Ú−1Ú

∞¨
−∞
Uo (x, y)h (ξÍ, ηÍ, x, y) dxdy
 = Ú−1 (Ú (Uo)Ú (h))
Si la respuesta impulsiva se aproxima de acuerdo con la Ecuación 2.22, su transfor-
mada de Fourier o función de Transferencia puede calcularse fácilmente:
H (fx,fy) = exp (−ikd) exp
è
iπλd
1
f 2x + f 2y
2é
que expresa los efectos de la difracción de Fresnel en el dominio de las frecuencias
espaciales. El primer factor representa un retardo de fase global que experimenta
cualquier componente del espectro mientras se propaga entre dos planos separados
una distancia d. El segundo, una dispersión de fase con una dependencia cuadrática
en frecuencias.
2.3.2. Propagación del Espectro Angular
Si a la distribución de campo complejo en cualquier plano se lo analiza Fourier, las
distintas componentes espaciales pueden identiﬁcarse como ondas planas viajando
en distintas direcciones. La amplitud del campo en cualquier otro punto puede cal-
cularse agregando las contribuciones de estas ondas planas, con los corrimientos de
fase apropiados que sufren, conforme se propagan hasta el punto en cuestión.
Sea U un campo complejo que se propaga en la dirección positiva z hasta que incide
sobre el plano xy, donde toma el valor U (x, y, z = 0) = U (x, y). El objetivo es
modelizar la estructura del campo en un punto arbitrario P ubicado en el plano ξÍηÍ
de la Figura 2.6, a una distancia z = d.
En el plano xy, la función U sintetizada en sus componentes de Fourier, está dada
por:
U (x, y) =
∞¨
−∞
A0 (fx, fy) exp [i2π (fxx+ fyy)] dfxdfy (2.30)
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Es decir U (x, y), está descompuesta en una colección inﬁnita de funciones exponen-
ciales más simples, cada una ponderada por un factor de peso A0 (fx, fy). A0 (fx, fy)
es la transformada de Fourier de U en el plano xy; esto es:
A0 (fx, fy) =
∞¨
−∞
U (x, y) exp [−i2π (fxx+ fyy)] dxdy
Ahora bien, la ecuación de una onda plana de amplitud unitaria que se propaga con
cosenos directores (cosα, cos β, cos γ), se escribe, de acuerdo con la Ecuación 2.2, la
Ecuación 2.3 y la Ecuación 2.4:
U (x, y, z) = exp
5
i
2π
λ
([cosα]x+ [cos β] y + [cos γ] z)
6
(2.31)
donde:
cos γ =
ñ
1− cos2 α− cos2 β (2.32)
Por lo tanto, en el plano z = 0, la función exponencial compleja exp [i2π (fxx+ fyy)]
de la Ecuación 2.30 puede considerarse como una onda plana que se propaga con
cosenos directores:
cosα = λfx, cos β = λfy, cos γ =
ñ
1− (λfx)2 − (λfy)2 (2.33)
La función A0, evaluada en las frecuencias fx = (cosα) /λ y fy = (cos β) /λ se
denomina espectro angular de la perturbación U (x, y, 0).
Ahora, la forma de la perturbación Ψ(ξÍ, ηÍ) = U (ξÍ, ηÍ, z = d) en un plano ξÍηÍ
paralelo al plano xy pero a una distancia z = d de él, es:
Ψ(ξÍ, ηÍ) =
∞¨
−∞
A
A
cosα
λ
,
cos β
λ
, d
B
exp
C
i2π
A
cosα
λ
ξÍ + cos β
λ
ηÍ
BD
dcosα
λ
dcos β
λ
(2.34)
Y su espectro sobre este plano está representado por:
A
A
cosα
λ
,
cos β
λ
, d
B
=
∞¨
−∞
Ψ(ξÍ, ηÍ) exp
C
−i2π
A
cosα
λ
ξÍ + cos β
λ
ηÍ
BD
dξ’dηÍ
Si se encuentra la relación entre A
1
cosα
λ
, cosβ
λ
, 0
2
y A
1
cosα
λ
, cosβ
λ
, d
2
, entonces los
efectos de la propagación de la onda sobre el espectro angular de la perturbación
serán evidentes, y podremos encontrar Ψ(ξÍ, ηÍ).
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Puede demostrarse [Goo68], que la relación existe y está dada por:
A
A
cosα
λ
,
cos β
λ
, d
B
= A0
A
cosα
λ
,
cos β
λ
, 0
B
exp
5
i
2π
λ
cos γd
6
(2.35)
= A0
A
cosα
λ
,
cos β
λ
, 0
B
exp
3
i
2π
λ
ñ
1− (cos2 α + cos2 β)d
4
siempre que se cumpla: cos2 α + cos2 β < 1.
En consecuencia, bajo estas condiciones, de la Ecuación 2.35 se advierte que el efecto
de propagar el campo una distancia d implica un mero cambio en las fases relativas
de las distintas componentes del espectro angular. Puesto que cada onda plana
componente se propaga a un ángulo en particular, cada una viaja una distancia
diferente para alcanzar un punto de observación ﬁjo, introduciéndose así un retardo
en fase.
Finalmente, la perturbación que se observa en cualquier plano perpendicular al eje
a una distancia de propagación d puede escribirse en términos del espectro angular
inicial sustituyendo la Ecuación 2.35 en la Ecuación 2.34:
Ψ(ξÍ, ηÍ) =
∞¨
−∞
A0
A
cosα
λ
,
cos β
λ
, 0
B
exp
5
i
2π
λ
cos γd
6
. . .
exp
C
i2π
A
cosα
λ
ξÍ + cos β
λ
ηÍ
BD
dcosα
λ
dcos β
λ
o
Ψ(ξÍ, ηÍ) = Ú
A
A0
A
cosα
λ
,
cos β
λ
, 0
B
exp
5
i
2π
λ
(cos γ) d
6B
(2.36)
= Ú
3
Ú (U (x, y)) exp
5
i
2π
λ
ñ
1− (cos2 α + cos2 β)d
64
2.3.2.1. Efectos de una apertura difractante en el espectro angular del
campo
En virtud de lo expuesto en la sección anterior, particularicemos ahora para el caso
en que la perturbación óptica es difractada por una apertura. Supongamos que un
campo complejo U incide sobre una pantalla opaca en el plano xy (z = 0), que
contiene una apertura difractante Σ. Si ésta se encuentra caracterizada por una
función de transmitancia de amplitud dada por t(x, y), entonces, inmediatamente
detrás de la apertura (z = 0+) el campo queda determinado por la ecuación:
Uo (x, y) = U (x, y, 0) = t (x, y)Ui (x, y, 0)
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El espectro angular del campo transmitido inmediatamente por detrás de la apertura
es simplemente:
At
A
cosα
λ
,
cos β
λ
, 0
B
= Ú (Uo (x, y)) = Ú (Ui (x, y) · t (x, y)) (2.37)
Ahora bien, para conocer el espectro angular del campo que fue difractado en el
plano z = 0 en cualquier otro plano a una distancia d, perpendicular a la dirección
de propagación, basta con reemplazar la Ecuación 2.37 en la Ecuación 2.35, teniendo
en cuenta que, en este caso, At
1
cosα
λ
, cosβ
λ
2
hace las veces de A0
1
cosα
λ
, cosβ
λ
2
. Así, se
tiene:
A
A
cosα
λ
,
cos β
λ
, d
B
= At
A
cosα
λ
,
cos β
λ
, 0
B
exp
5
i
2π
λ
(cos γ) d
6
= Ú (Ui (x, y) · t (x, y)) exp
5
i
2π
λ
ñ
1− (cos2 α + cos2 β)d
6
Finalmente el campo óptico en ese plano queda determinado por la Ecuación 2.36:
Ψ(ξÍ, ηÍ) = Ú
3
Ú (Ui (x, y) · t (x, y)) exp
5
i
2π
λ
ñ
1− (cos2 α + cos2 β)d
64
(2.38)
Para resumir, la introducción de una apertura difractante limita espacialmente la
onda incidente y el efecto que ocasiona consiste en un ensanchamiento del espectro
angular de la perturbación. Mientras más estrecha es la apertura, mayor el esparci-
miento del espectro angular detrás de la apertura.
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3. Fundamentos Teóricos II
El estudio de objetos microscópicos de diverso tipo, tanto microestructuras como
microespecímenes biológicos ha sido objeto de interés para la comunidad cientíﬁca
por mucho tiempo. La importancia de este campo de estudio desde la Biología, desde
la Microbiología, la Medicina y la Industria, por citar algunos ejemplos, demanda
de técnicas cada vez más eﬁcaces y versátiles.
Tradicionalmente, el estudio de objetos microscópicos se ha llevado a cabo bajo el
microscopio óptico compuesto, que se sirve de la luz visible para crear una imagen
aumentada del objeto (incluso por encima de las 2.000 veces su tamaño real). El
microscopio compuesto es un arreglo de lentes; básicamente, compuesto por dos
lentes delgadas convergentes: el objetivo (de distancia focal muy corta) y el ocular,
ambos montados en extremos opuestos de un tubo cerrado. La imagen del espécimen
formada por el objetivo se usa como objeto para el ocular. Cuando ambos elementos
se arreglan de forma adecuada, se obtiene un aumento mayor que el que podemos
obtener con una lupa simple, lográndose así la visualización de objetos microscópicos.
Este tipo de microscopio es altamente útil para el estudio de una vasta variedad
de microespecímenes; no obstante, tiene un alcance limitado, dado que un objeto
microscópico no será visible con este arreglo, a menos que posea cierto grado de
contraste con el medio en el que está inmerso. Esto es, sólo objetos de amplitud
que ocasionan variaciones en la amplitud de la onda que reﬂejan o transmiten serán
visibles con esta conﬁguración.
Sin embargo, muchos especímenes biológicos, tales como células y sus componentes
intracelulares, son transparentes por lo que exhiben un bajo contraste en amplitud;
son esencialmente objetos de fase, cuyo espesor óptico varía de un punto a otro,
conforme el índice de refracción y/o espesor efectivo varían, alterando solamente la
fase de la onda que los atraviesa. Esta característica los torna difíciles de distinguir
de sus alrededores mediante microscopía convencional, pues el ojo, como cualquier
medio fotosensible, es incapaz de detectar variaciones de fase.
Existen distintas variantes de la técnica microscópica, que son más o menos útiles
según los objetos que se deseen estudiar. En algunos casos, se opta por teñir las
muestras de modo que exhiban un contraste diferencial del objeto de estudio respecto
del medio. De hecho, el método Golgi, un método de tinción propuesto por Camillo
Golgi, fue un descubrimiento fundamental en el campo de la anatomía nerviosa. El
trabajo en la estructura del sistema nervioso mediante este método le valieron tanto
a Golgi como a Santiago Ramón y Cajal el Premio Nobel en Fisiología o Medicina
en 1906. A pesar de sus alcances, en ocasiones, el proceso de tinción puede dañar
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la muestra y alterar así el estudio de un proceso biológico vital. Como contraparte,
existen técnicas alternativas [Zer42a, Zer42b, MYLK05, MYK06] que mejoran la
visibilidad de estos especímenes sin alterarlos química o físicamente. Entre ellas,
se distingue la Microscopía de Contraste de Fase de Zernike (técnica por la cual
Frits Zernike recibió el premio Nobel en Física en 1953), la de Nomarski y la de
Campo Oscuro, que constituyen herramientas invaluables para el estudio detallado
de células vivas e incluso para la comprensión de procesos celulares, cumpliendo
un importante papel en la biología moderna y en medicina. En las dos primeras, el
principio subyacente consiste en sacar ventaja de las variaciones de fase que introduce
el espécimen bajo estudio en la luz que lo atraviesa; la información de las variaciones
de índice de refracción de la muestra y, por ende, las características estructurales
de la muestra son características que implícitamente permiten la visualización del
objeto. El índice de refracción resulta así un poderoso agente de contraste endógeno
para la estructura celular. Las variaciones de fase son convertidas en variaciones
de intensidad y los objetos se tornan visibles. Cabe destacar, sin embargo, que la
relación entre la intensidad y la fase generalmente no es lineal, por lo que ambas
técnicas son de naturaleza cualitativa y su uso se limita a observaciones morfológicas
sin posibilidad de tener acceso a datos cuantitativos [PPL+08].
La Microscopía Holográﬁca Digital (MHD)[CMD99], por su parte, es una técnica
que ha recibido un interés sustancial en los últimos años dado que permite recuperar
la información cuantitativa de la fase de la luz que emana de la muestra y, como
consecuencia, obtener información estructural y dinámica. La información de fase
puede traducirse a información de variaciones locales de índice de refracción o de
espesor de la muestra. Todo esto le conﬁere a la técnica un atractivo particular, la
misma se ve potenciada por la ventaja adicional de que las muestras bajo estudio
no requieren de preparación especial ni de agentes de contraste externo; éstas son
iluminadas con luz láser, habitualmente en la región visible o infraroja. Adicional-
mente, en la literatura abundan metodologías para la corrección numérica o física de
aberraciones producto del registro y, dada su naturaleza, la técnica ofrece la posibi-
lidad de enfocar numéricamente en múltiples planos a partir de un solo holograma,
emulando el escaneo mecánico del foco característico de la microscopía convencional.
La MHD tiene sus cimientos en la Holografía, técnica de formación de imágenes sin
lentes, que aprovecha las alteraciones de fase que sufre la luz de una fuente coherente
cuando se reﬂeja o atraviesa un objeto, almacenándola mediante una conﬁguración
interferométrica. Gracias a su naturaleza interferométrica, las imágenes de fase que
se obtienen mediante MHD proveen información detallada sobre la superﬁcie del es-
pécimen en conﬁguración por reﬂexión, o de su estructura interna en conﬁguración
por transmisión. Esencialmente, la luz que emana del objeto, comúnmente denomi-
nada onda objeto, se hace interferir en un medio de registro fotosensible con una
onda de luz que no lo atraviesa y que se denomina onda de referencia y constituyen
lo que se denomina holograma. Su esencia, en lo que hace a los aspectos prácticos
se resume en dos etapas:
La etapa de registro de la información del objeto que se desea estudiar, me-
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diante el registro de la amplitud y la fase de la onda que lo atraviesa o se
reﬂeja en el sensor de una cámara digital
La etapa de reconstrucción numérica o recuperación de la información, a partir
de las bases teóricas dadas por la Teoría escalar de la Difracción, cuyos resulta-
dos más importantes fueron expuestos en el capítulo precedente (Capítulo 2)
El presente capítulo está dedicado al estudio de las bases de la MHD, iniciándose
con el marco teórico de la Holografía como técnica madre, para particularizar luego
la conﬁguración experimental para MHD. Se exponen además las consideraciones
prácticas para el registro y reconstrucción de los hologramas.
3.1. Holografía convencional
Luego de la primera publicación de esta técnica realizada por Denis Gabor en 1948,
se han realizado numerosos estudios en el campo de la holografía convencional o
clásica. Los trabajos iniciados por D. Gabor [Gab48], E.N. Leith [LU63, LU64, LS82],
A. Lohmann [Loh65], J. Upatnieks [ULL66], R.F. Vanligte [VO66], J.W. Goodman
[Goo68], aún tienen gran impacto en las investigaciones actuales de holografía. Una
revisión histórica y de los resultados pueden encontrarse en [Goo68], [C.79] y [Lei97].
En la siguiente sección sólo se darán los basamentos necesarios para el estudio e
implementación de la MHD.
3.1.1. Proceso de Registro
La palabra holografía signiﬁca literalmente que toda la información se registra, esto
es tanto la amplitud como la fase. La palabra proviene del griego y signiﬁca registro
del todo, holos (todo) y graphein (dibujo, registro). Frente a la fotografía, que es la
técnica más conocida para formar imagen, la holografía presenta la particularidad
de lograr este cometido sin requerir de un sistema de enfoque.
Ahora bien, puesto que la frecuencia de la luz es de aproximadamente 1015Hz los
detectores ordinarios, tales como películas fotográﬁcas, fotodiodos, o la retina de
un ojo, son incapaces de responder a variaciones tan rápidas, y, en vez de ello,
responden a la intensidad I, deﬁnida como el promedio temporal del ﬂujo de energía
de la onda de luz (I ∝ éE2ê o I ∝ |E2|). Como consecuencia, cuando se desea
registrar la información de fase de una onda, ésta debe convertirse convenientemente
en variaciones de intensidad. El ﬁn se alcanza mediante un arreglo interferométrico,
es decir, haciendo superponer dos o más ondas en una región especíﬁca del espacio.
En Holografía, el proceso de adquisición consiste en registrar en un medio fotosen-
sible la interferencia entre dos ondas coherentes: una primera onda que emana del
objeto llamada onda objeto EO, y una segunda onda que no interactúa con el ob-
jeto denominada onda de referencia ER. La distribución de intensidad resultante
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Figura 3.1.: Esquema de un dispositivo óptico para registrar un holograma.
depende de la amplitud y la fase del frente de onda del objeto original. Dos ondas
de luz que son capaces de interferir unas con otras se dicen coherentes. Debido a los
requerimientos de coherencia es que la mayoría de los experimentos de interferencia
se llevan a cabo usando dos imágenes de la misma fuente física. Estas imágenes
se producen por un instrumento llamado interferómetro. En general, las dos ondas
dentro del instrumento viajan por caminos separados y se recombinan a la salida
donde interﬁeren formando un patrón de franjas. Si se interpone un objeto en uno
de los haces, se altera la diferencia de LCO y cambia, por lo tanto, la distribución
de franjas.
Un montaje experimental típico se muestra en la Figura 3.1[SJ05]. Un haz de luz
coherente, proveniente de un láser, se divide en dos ondas por medio de un divisor
de haz (DH). Una de ellas, la onda objeto, ilumina el objeto, siendo dispersada por
la superﬁcie del mismo (en todas las direcciones) y llegando parte de ella al medio de
registro. La otra, la onda de referencia, ilumina directamente el medio de registro.
Ambas interﬁeren allí, grabando un complejo patrón de franjas microscópicas por-
tadoras de la información completa del frente de onda objeto. En holografía clásica
el medio de registro usualmente es alguna emulsión fotográﬁca depositada en una
placa de vidrio o acetato.
Desde un punto de vista matemático, y prescindiendo del carácter vectorial, tal como
se ha hecho hasta aquí, en el plano del holograma xy, sobre el cual se encuentra
la superﬁcie plana de una placa holográﬁca, incide una onda objeto de amplitud
compleja:
EO (x, y) = O (x, y) exp [iφo(x, y)]
y una onda de referencia descrita por:
ER (x, y) = R (x, y) exp [iφR(x, y)]
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Estas ondas interﬁeren en el espacio, y particularmente la placa capta una porción
de la interferencia cuya intensidad resultante es:
IH (x, y) = |EO (x, y) + ER (x, y)|2 = (EO (x, y) + ER (x, y)) (EO (x, y) + ER (x, y))∗
= |EO|2 + |ER|2 + E∗REO + ERE∗O
= |O|2 + |R|2 + 2OR · cos [φR (x, y)− φO (x, y)] (3.1)
donde |R|2 es la intensidad de la onda de referencia y |O|2 la intensidad de la onda
objeto, E∗R y E∗O denotan los complejos conjugados de las dos ondas. Los dos primeros
términos dependen sólo de la intensidad de cada una de las ondas, mientras que el
tercero depende de la diferencia de fase entre las ondas. Este registro interferométrico
es lo que se denomina holograma.
En cuanto a las características del medio de registro, se supone que el mismo trans-
forma linealmente la intensidad, durante la exposición, en amplitud de transmitancia
después del revelado [Goo68]. Por lo tanto, las variaciones de exposición permanecen
en la región lineal de la curva Transmitancia vs. Exposición (h− E) del ﬁlm utili-
zado. La amplitud de transmisión h (x, y) de la placa revelada resulta proporcional
a la intensidad y viene dada por la ecuación:
h (x, y) = hO + βτI (x, y) (3.2)
Donde β es la pendiente característica de la curva h−E, τ es el tiempo de exposición
y hO es la transmisión en amplitud de una placa no expuesta.
3.1.2. Proceso de reconstrucción
Para recuperar el frente de onda objeto EO, el holograma revelado se ilumina con una
onda coherente. Si se asume una onda U con una intensidad uniforme, y se supone
además que la transmitancia del holograma es proporcional a la exposición, como
suele ocurrir con las placas holográﬁcas, según la Ecuación 3.2 y la Ecuación 2.18 la
amplitud transmitida por la transparencia queda expresada como sigue:
U (x, y)h (x, y) =
1
hO + βτ
1
R2 +O2
22
U (x, y) + βτE∗R (x, y)EO (x, y)U (x, y) . . .(3.3)
+βτER (x, y)E∗O (x, y)U (x, y)
El primer término representa la onda no difractada que atraviesa el holograma y
constituye el orden cero de difracción; el segundo y tercer término son generados por
los términos de interferencia y generan dos imágenes conjugadas o imágenes gemelas
del objeto. E∗REOU produce una imagen virtual ubicada en la posición inicial del
objeto y ERE∗OU produce una imagen real ubicada al otro lado del holograma.
Si la reconstrucción se lleva a cabo iluminando el holograma con una réplica de
la onda de referencia con la que se construyó el holograma- esto es, U = ER- la
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Figura 3.2.: Dispositivo experimental para reconstruir un holograma
imagen virtual resulta |R|2EO, una réplica exacta de la onda objeto; el factor que
la multiplica es la intensidad de la onda de referencia y sólo modiﬁca el brillo de
la imagen. El tercer término resulta una imagen real distorsionada del objeto; la
razón de la distorsión es la presencia del factor complejo de variación espacial E2R, el
cual modula la onda objeto conjugada E∗O. Recíprocamente, si U = E∗R, la imagen
real resulta |R|2E∗O, una réplica de la onda objeto conjugada multiplicada por la
intensidad de la onda de referencia. El primer caso se ilustra en la Figura 3.2. Un
observador, mirando a través de la placa, ve una imagen virtual, que es indistinguible
del objeto original, y que se encuentra a la misma distancia d de la transparencia que
el objeto original. La imagen reconstruida exhibe todos los efectos de perspectiva
y profundidad de foco. Si el observador cambia de posición de observación, observa
otra perspectiva del objeto, tal como ocurre con un objeto verdadero.
Una característica distintiva del holograma es que si se lo fragmenta en varios pe-
dazos, cada uno de ellos posee toda la información del frente de onda. Sin embargo,
como ocurre con una ventana desde la cual se ve un paisaje donde el campo visual
está limitado por la extensión de la ventana, la extensión de la escena depende del
tamaño del fragmento. Análogamente, así como las distintas ubicaciones de la ven-
tana frente al paisaje dan distintas perspectivas del mismo, los distintos fragmentos
tienen información de las distintas perspectivas.
Por último, cabe destacar que la condición U = ER o U = E∗R puede no satisfacerse
estrictamente. En tal caso, si se ilumina con una onda de otra longitud de onda u
otra estructura espacial se verá afectada la calidad de las imágenes reconstruidas,
exhibiéndose ciertas distorsiones o desmejorando la resolución de las mismas.
3.1.3. Tipos de hologramas
Existen numerosos tipos de hologramas. Básicamente diﬁeren unos de otros por el
arreglo experimental utilizado en su construcción; esto es, por la forma en la que las
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Figura 3.3.: Modo de registro de un holograma de Gabor.
ondas objeto y referencia interﬁeren.
Holograma en línea
En el trabajo original de Gabor, el registro del holograma se presenta en una geome-
tría en línea y se denomina holograma de transmisión en línea. En este caso, el haz
objeto y el haz de referencia tienen direcciones de propagación paralelas (Figura 3.3).
Para ello, un único haz actúa simultáneamente como haz de referencia y como haz
objeto. Esta conﬁguración es útil cuando se desea obtener un holograma de un objeto
transparente. Este, al ser iluminado, modiﬁca la estructura de la luz difractándola.
La parte de la onda que atraviesa la transparencia sin difractarse es la onda de refe-
rencia. Luego, ambas ondas (la difractada y la de referencia) interﬁeren en el medio
de registro.
Para la reconstrucción, el holograma revelado es iluminado por la misma onda de
referencia. Como resultado, se reconstruyen en la misma línea la imagen real delante
del holograma, y la virtual detrás del holograma (exactamente donde el objeto se
encontraba originalmente) ambas superpuestas con la onda de referencia. El incon-
veniente de este arreglo es que las tres ondas difractadas se superponen, de modo
que los tres términos de la Ecuación 3.3 se propagan en la misma dirección y no
pueden observarse de manera separada, tal como se muestra en la Figura 3.4. El
resultado es una imagen ruidosa y de bajo contraste.
Holograma fuera de eje
En 1962, Lieth y Upatnieks [LU62] sugirieron una conﬁguración alternativa de-
nominada holografía fuera de eje, cuyo esquema permite separar espacial y angu-
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Figura 3.4.: Reconstrucción del holograma deGabor – Formación de las imágenes
gemelas
larmente las tres ondas difractadas en el proceso de reconstrucción, dadas por la
Ecuación 3.3. La onda de referencia usada en la construcción del holograma se pro-
paga en una dirección angular θ diferente de la onda objeto, tal como se ilustró en
la Figura 3.1.
El proceso de registro y reconstrucción para esta conﬁguración se encuentran es-
quematizados en las Figura 3.1 y Figura 3.2. Si se considera una onda plana de
referencia
ER (x, y) = R exp (ikx sin θ) (3.4)
con k = 2π/λ el número de onda, la distribución de intensidad registrada sobre el
plano del holograma resulta:
IH = IR + IO +
ñ
IR exp (−ikx sin θ)EO +
ñ
IR exp (ikx sin θ)E∗O (3.5)
donde IR = |R|2 y IO = |O|2, el tercer término es el asociado a la imagen virtual; su
factor de fase exp (−ikx sin θ) indica que la onda es deﬂectada un ángulo −θ
con respecto a la dirección de la onda de iluminación ER. El factor de fase del cuarto
término, indica que la onda que genera la imagen real se deﬂecta con un ángulo θ.
El orden cero de difracción se propaga en la misma dirección que ER. Claramente, la
geometría fuera de eje separa espacialmente los órdenes de difracción, lo que permite
la observación individual de cada término.
El procedimiento otorga la libertad de hacer interferir ambas ondas bajo ángulos
relativamente grandes, lo que facilita el montaje experimental. Mientras mayor sea
el ángulo entre los haces, menor será la distancia interfranja del interferograma, con
lo cual los órdenes de difracción aparecerán más separados. Sin embargo, los órdenes
sólo podrán separarse hasta cierto límite, impuesto por la resolución de la emulsión
fotográﬁca que debe resolver las franjas de interferencia que forman el holograma.
Las placas holográﬁcas usuales resuelven hasta 5000 líneas por milímetro. A modo de
comparación, digamos que una emulsión para fotografía común tiene una resolución
del orden de 100 líneas/mm. En este sentido, la holografía digital, que usa el sensor
de una cámara digital como medio de registro impone condiciones más restrictivas.
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3.2. Holografía Digital
Un análisis detallado sobre holografía digital puede encontrarse en [SW05]. Esencial-
mente la Holografía Digital (HD, en lo sucesivo) supone el registro de un holograma
mediante un montaje óptico interferométrico, similar a los explicados anteriormente.
La principal diferencia reside en el reemplazo del medio de registro del holograma
por una cámara electrónica o digital, tales como una cámara CCD (Charged Coupled
Device) o CMOS (Complementary Metal-oxide Semiconductor), y en la posterior re-
construcción mediante un sistema de cómputo numérico. Un sensor CCD o CMOS
consiste en una matriz de detectores semiconductores de luz integrados en un chip.
Cuando los fotones inciden sobre cada uno de ellos, se genera, por efecto fotoeléctri-
co, una corriente de electrones que es proporcional a la intensidad de luz incidente.
Ésta se dirige hacia una celda de memoria donde es interpretada dentro de un rango
de valores discretos en niveles de gris. Cada fotosensor, tiene así asociado un píxel
en la imagen.
La idea de reconstruir un holograma con una computadora fue propuesta por prime-
ra vez hace más de 40 años en 1967 por Goodman y Lawrence y por Kronrod
et al. [GL67, KMY72]. En ese momento, los principales inconvenientes eran la velo-
cidad insuﬁciente de las computadoras y la falta de dispositivos adecuados para la
adquisición digital de la imagen (holograma). Desde 1990, con la invención de los dis-
positivos CCD, y actualmente los CMOS, numerosas investigaciones a nivel mundial
se dirigieron hacia la posibilidad del uso de esta nueva tecnología para reemplazar
el soporte de registro de los hologramas [Sch94, CDCH]. Un avance importante en
el desarrollo de la técnica se dio cuando se logró recuperar no sólo la amplitud del
frente de onda, sino también la fase a partir de un sólo holograma; esto le conﬁrió
a la técnica la gran ventaja del acceso a información detallada de la morfología y
composición del objeto. Los avances en este tópico fueron hechos por Cuche et al.
en 1999 [CBD99] y luego por Liebling [Lie04].
La HD trajo consigo numerosas ventajas: no es necesario el procesado químico del
medio de registro, las velocidades de adquisición son más elevadas, la adquisición
puede realizarse a tiempo real, mientras que la reconstrucción numérica de la onda
objeto nos ofrece un acceso cuantitativo a las cantidades de interés (intensidad y
fase) y grandes posibilidades para manipular imágenes, corregir aberraciones, elimi-
nar parcialmente ruidos mediante técnicas adecuadas de procesamiento de imagen,
etc. Por otro lado, en holografía convencional, la relación de intensidad entre los
haces objeto y de referencia debe ser por lo menos 3:1 para evitar efectos no linea-
les del medio de registro. Sin embargo, es bien sabido de la teoría de interferencia
que el máximo contraste en un patrón de interferencia se logra cuando la relación
de intensidad referencia/objeto es 1:1 [SJ05]. Los CCD tienen una curva de exposi-
ción considerablemente lineal y por ende la relación de haces puede ajustarse para
alcanzar el óptimo valor.
La HD, al mismo tiempo, impone ciertas restricciones al tamaño de los objetos de los
que puede registrarse un holograma, o equivalentemente a la distancia del sensor a
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la que éstos pueden ubicarse. Esto tiene relación con la limitada resolución espacial
de los sensores electrónicos actuales, lo que a su vez limita el máximo ángulo que
pueden formar los haces objeto y referencia. Comparado con las placas holográﬁcas,
que usualmente registran hasta 5000 líneas/mm, los CCD típicos disponibles en
el mercado resuelven apenas 100 líneas/mm con un tamaño de píxel del orden de
los 10µm. Además, las dimensiones físicas de los soportes disponibles son mucho
menores que la información que desea almacenarse.
3.2.1. Consideraciones para el registro en HD
La baja resolución que presentan los soportes para HD comparados con los de holo-
grafía convencional, deviene en la necesidad de establecer cuidadosamente el criterio
de muestreo de la señal. Para establecer las condiciones experimentales óptimas que
garanticen una reproducción ﬁdedigna de la información, se recurre al Teorema de
muestreo de Withttaker-Shannon .
Asumiendo que el sensor dispone de N × N fotosensores (chip cuadrado), el holo-
grama digital es una matriz de números de 8 bits que resultan del muestreo bidi-
mensional realizado por el sensor de la señal continua IH(x, y) en la señal discreta
IH (j, l):
IH (j, l) = IH (x, y) rect
5
x
L
,
y
L
6
×
N/2Ø
j=−N/2
N/2Ø
l=−N/2
δ (x− j∆x, y − l∆y)
Donde j y l son enteros, L×L es el área sensible del chip, y ∆x = L/N, ∆y = L/N
deﬁnen los intervalos de muestreo en el plano del holograma, esto es, el tamaño del
píxel.
La teoría de muestreo de señales [Goo68] establece mediante el criterio de Shannon
que la frecuencia de muestreo debe ser al menos el doble de la máxima frecuencia de
la señal. En HD, la señal óptica es un patrón de franjas de interferencia que el sensor
debe resolver; el período de muestreo de la misma está ﬁjado por el tamaño de los
píxeles que conforman el chip de la cámara. Así, el criterio exige que la distancia
ínter-franja sea, al menos, el doble que el tamaño del píxel; esto da una frecuencia
de corte:
νma´x =
1
2∆x
con ∆x el tamaño de píxel.
Se puede demostrar [SJ05] que esta condición se cumple cuando el ángulo θ entre
los haces objeto y referencia veriﬁca:
θ 5 λ2∆x ; θmax Ä
λ
2∆x (3.6)
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Figura 3.5.: Arreglo experimental
Ahora supongamos que el objeto de interés tiene una longitud L. El objeto puede
considerarse compuesto por un número inﬁnito de fuentes puntuales que emanan
rayos en todas las direcciones. Para este caso, la condición dada por la Ecuación 3.6,
debe satisfacerse para cada uno de los rayos que salen del objeto, en particular, para
aquel que emerge de uno de los bordes del objeto y llega al borde opuesto de la
CCD, de longitud N∆x. Esto limita la distancia a la que este objeto puede ubicarse
sin violar la condición de la Ecuación 3.6. Para un montaje experimental como el
que se muestra en la Figura 3.5, en el cual se asume una onda de referencia plana
que se propaga perpendicular al plano del CCD, puede demostrarse [SJ05] que la
mínima distancia dmin, a la que puede ubicarse el objeto es:
dmin =
√
5∆x
λ
(L+N∆x) (3.7)
Alternativamente, si se desea ubicar el objeto a cualquier otra distancia del CCD,
el tamaño de éste queda limitado, con un valor máximo permitido:
Lmax =
λ
∆x
√
5
d−N∆x
Si se trabaja con un láser de He-Ne de 632,8nm y con una CCD con 512 píxeles de
8,4µm, de la Ecuación 3.6 y la Ecuación 3.7 se tiene que el ángulo máximo permitido
entre el haz objeto y el de referencia es de 2.15º, en tanto que para un objeto de 10 cm
se requiere una distancia mínima de 3 metros. Por lo expuesto, se advierte que tales
condiciones drásticas de trabajo pueden mejorarse si se disponen de sensores con
píxeles más chicos, característica de los sensores CMOS. Sin embargo, la reducción
del tamaño de los píxeles enfrenta dos problemas [JST01]: el primero, tecnológico,
tiene que ver con las posibilidades de diseñar componentes microelectrónicos más
pequeños; el segundo tiene que ver con consideraciones ópticas y de procesamiento de
imágenes. La superﬁcie que abarca un píxel en un sensor es un área de integración y
una reducción de la misma implica una disminución de los electrones fotogenerados.
Desde un punto de vista señal-ruido, la transferencia de carga que se efectúa durante
la lectura introduce un ruido electrónico signiﬁcativo, sobre todo para los sensores
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Figura 3.6.: Sistema coordenado para la reconstrucción numérica.
CCD. Luego, se requieren de grandes cantidades de electrones fotogenerados para
ser detectados adecuadamente, por cuanto la reducción permitida del tamaño de
píxel es muy pequeña.
3.2.2. Proceso de reconstrucción numérica
Una vez que el holograma fue capturado, se encuentra codiﬁcado numéricamente
como una imagen digital. Cuche et al. mostraron en 1999 [CBD99] que la recons-
trucción numérica del frente de onda completo puede alcanzarse «imitando» a nivel
numérico la difracción que naturalemente experimenta la onda de referencia al atra-
vesar el holograma en holografía convencional (que se comporta como la apertura
difractante Σ). En este cometido, introdujeron el concepto de haz de referencia digi-
tal, que simula el rol que tiene el haz de referencia en la reconstrucción holográﬁca
convencional.
Particularmente, al traducir estos formalismos al contexto de la HD, nos remitimos
a los fundamentos teóricos presentados en la Sección 2.3 que describen el compor-
tamiento de una perturbación óptica mientras se propaga en el espacio y cuando
atraviesa una apertura difractante. En este caso, y reﬁriéndonos a la Ecuación 2.18
la función holograma asume el papel de la función de transmitancia, y se ubica en el
plano del sensor CCD/CMOS, esto es t (x, y) ≡ h (x, y) = IH (x, y) (en este caso, su-
ponemos que los sensores responden linealmente a la intensidad, por lo que a menos
de un factor multiplicativo la suposición h (x, y) = IH (x, y) es válida). Por su
parte, la perturbación óptica que ilumina la apertura es el haz de referencia, es decir
Ui (x, y) ≡ ER (x, y), mientras que la perturbación óptica que surge justo detrás de
la apertura es según la Ecuación 2.18 Uo(x, y) = t(x, y)Ui(x, y) = IH(x, y)ER(x, y).
En la Figura 3.6 se ilustra el sistema coordenado para la reconstrucción numérica
del holograma.
De acuerdo al formalismo descrito en la Sección 2.3, Uo(x, y) debe propagarse según
lo indica la Teoría escalar de la Difracción una distancia d hacia atrás hasta el plano
ξη para reconstruir la imagen virtual, y una distancia d hacia adelante hasta el
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plano ξÍηÍ para reconstruir la imagen real o gemela. El frente de onda reconstruido
consiste en una distribución bidimensional de números complejos Ψ, a partir de la
cual pueden calcularse tanto intensidad como fase.
A la luz de lo expuesto en la sección previa, Subsección 3.2.1, el procedimiento
requiere de la discretización de las señales. En virtud de esto, en HD la función
holograma IH (j, l) representa una distribución bidimensional de intensidades de luz
en el plano del holograma xy en el que se encuentra el sensor. Consiste en una
matriz cuadrada de N × N números reales, muestreados cada ∆x y ∆y a lo largo
de las coordenadas x e y. ER(j, l) es la versión discretizada de ER(x, y). Del mismo
modo, Ψ(m,n, d) o Ψ(m,n,−d), es el frente de onda que reconstruye la imagen real y
virtual respectivamente y representa una matriz de números complejos portadora de
toda la información óptica inherente a la onda Objeto. Los subíndices m,n indican
el «recorrido» discreto a lo largo de los planos ξη y ξÍηÍ.
La reconstrucción numérica de los hologramas puede realizarse mediante la descrip-
ción de Fresnel, empleando el formalismo de la convolución o propagando el espectro
angular. Cualquiera sea la forma empleada para calcular la integral de superposi-
ción que resulta en Ψ, la información completa de la onda objeto puede recuperarse,
tanto en intensidad como en fase. En el marco de la HD, esta información puede
desacoplarse en dos imágenes digitales: una imagen de contraste de amplitud y una
imagen de contraste de fase. Estas se calculan mediante las expresiones dadas por
la Ecuación 2.23 y la Ecuación 2.24 cuyas formas discretizadas son:
I (m,n, d) = |Ψ(m,n, d)|2
φ (m,n, d) = arctan
C
Im [Ψ (m,n, d)]
Re [Ψ (m,n, d)]
D
3.2.2.1. Reconstrucción mediante la aproximación de Fresnel
Suponiendo, por simplicidad, que el holograma es una matriz cuadrada de N×N , la
aproximación de Fresnel dada por la Ecuación 2.27, en su versión discretizada para
su evaluación numérica resulta:
Ψ(m,n, d) = i
λd
exp
5
−i2π
λ
d
6
exp
è
−iπλd
1
m2∆v2 + n2∆µ2
2é
. . .
×DFT
;
IH (j, l)ER (j, l) exp
3
−i π
λd
(j2∆x2 + l2∆y2
4<
m,n
(3.8)
para m = 0, 1, . . . , N − 1; n = 0, 1, . . . , N − 1 y donde con DFT se simboliza el
algoritmo de la Transformada Discreta de Fourier.
De acuerdo a la teoría de la transformada de Fourier existe una relación entre las
escalas en el espacio directo y las del espacio de frecuencias. En este caso la relación
entre ∆x,∆y y ∆ν,∆µ queda:
∆ν = 1
N∆x ; ∆µ =
1
N∆y (3.9)
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Figura 3.7.: Imagen de amplitud de Holograma Digital. Extraído de [Álv06] (rea-
lizado en GOL)
Pero en virtud de las relaciones (Ecuación 2.26), se tiene:
∆ξÍ = λd
N∆x ; ∆η
Í = λd
N∆y (3.10)
De estas relaciones, se advierte que la resolución de las imágenes reconstruidas por
la fórmula de difracción de Fresnel, en el plano ξÍηÍ, es una función de la distancia
de reconstrucción.
A modo de ejemplo en la Figura 3.7 se muestra el holograma digital de un peón
de ajedrez registrado y reconstruido por el método de Fresnel en el Laboratorio del
GOL.
3.2.2.2. Reconstrucción por el método de la convolución de Huygens
En este caso, el frente de onda reconstruido (a una distancia d) puede escribirse:
Ψ(ξÍ, ηÍ) = Ú−1Ú

∞ˆ
−∞
∞ˆ
−∞
IH (x, y)ER (x, y) g (ξÍ, ηÍ, x, y) dx · dy

= Ú−1 (Ú (IH · ER)Ú (g))
Con g (ξÍ, ηÍ, x, y) la función de respuesta impulsiva, dada por la Ecuación 2.29.
En este proceso, se necesitan tres Transformadas Discretas de Fourier; en la práctica,
cada una de ellas puede efectuarse usando el algoritmo de la FFT.
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Puede demostrarse que la forma discreta de la respuesta impulsiva es:
g (j, l) = i
λ
exp
C
−i2π
λ
ò
d2 +
1
j − N2
22
∆x2 +
1
l − N2
22
∆y2
D
ò
d2 +
1
j − N2
22
∆x2 +
1
l − N2
22
∆y2
(3.11)
El corrimiento en las coordenadas en N2 es sólo por razones de simetría.
Por su parte, la transformada de Fourier de g, también conocida como Función de
transferencia G, es fácilmente calculable. El resultado convenientemente discretizado
es:
Ú (g) = G (p, q)
= exp
−i2πλ
öõõõô1− λ2
1
p+ N2∆x22dλ
22
N2∆x2 −
λ2
1
q + N2∆y22dλ
22
N2∆y2
 (3.12)
Con esto, se optimiza una transformada de Fourier para la reconstrucción:
Ψ(m,n, d) = DFT−1 {DFT {IH (j, l) · ER (j, l)}G (p, q)} (3.13)
La ventaja que surge en este tratamiento es que la distancia entre píxeles de las
imágenes reconstruidas es igual a la que existe en el holograma.
∆ξ = ∆x
∆η = ∆y
En principio, pareciera posible alcanzar una mayor resolución con este último méto-
do; sin embargo la resolución que se calcula mediante Ecuación 3.9, es sólo un valor
numérico; la resolución física real de la imagen, en ambos métodos, es la determinada
por el límite de difracción. Es decir la Ecuación 3.10 describe el límite en resolución
también para este método.
3.2.2.3. Método de la Propagación del Espectro Angular
De los resultados de la Subsubsección 2.3.2.1, la propagación del espectro angular
queda sintetizada en la expresión dada por la Ecuación 2.38.
Para discretizar esta expresión, basta hacer algunas consideraciones. En primer lu-
gar, la escala en el plano de reconstrucción es la misma que en el plano del holograma;
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esto es ∆ξÍ = ∆x y ∆ηÍ = ∆y. Por otro lado, podemos expresar los cosenos directo-
res, cosα y cos β, en función de las frecuencias de Fourier fx y fy de acuerdo con la
Ecuación 2.33, que reescribimos a continuación:
cos γ =
ñ
1− cos2 α + cos2 β
=
ñ
1− (λfx)2 − (λfy)2
Esta expresión también debe discretizarse. Para ello, las variables continuas fx y fy,
se expresan como múltiplos enteros de la escala en el espacio de frecuencias:
fx = p∆ν; fy = q∆µ
De modo que:
cos γ =
ñ
1− (λp∆ν)2 − (λq∆µ)2
Ahora bien, la escala de frecuencias en el espacio de Fourier está relacionada con la
escala en el espacio ordinario mediante las relaciones de la Ecuación 3.9. Con esto,
el campo complejo reconstruido queda numéricamente expresado por:
Ψ(m,n, d) = DFT−1

DFT {IH (j, l) · ER (j, l)}
·
exp
C
i2π
λ
ó
1−
31
λ p
N∆x
22
+
1
λ q
N∆y
224
d
D

m,n
(3.14)
Conm,n, j, l, p, q variando desde 0 aN−1. A la función exponencial de esta ecuación,
en el contexto de este trabajo se la designa como factor de propagación Fp.
El método de la Propagación del Espectro Angular tiene la ventaja signiﬁcativa de
que no requiere distancias mínimas de reconstrucción como en el caso del método de
Fresnel. Si bien son necesarias dos transformadas de Fourier, en lugar de una única
transformada requerida en el método de Fresnel, este método permite el ﬁltrado
en el dominio de frecuencias de manera directa, que puede usarse para remover el
orden cero y alguna de las imágenes gemelas.
3.3. Microscopía Holográﬁca Digital
3.3.1. Conﬁguraciones experimentales
La introducción de un Objetivo de Microscopio (OM, en lo que sigue) en el montaje
experimental para holografía dio luz a la MHD, otorgándole a la holografía nuevos
e interesantes campos de aplicación. La MHD implica el registro de un holograma
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Figura 3.8.: Esquema de un microscopio holográﬁco por transmisión [CMD99].
de un objeto microscópico y su posterior reconstrucción numérica mediante una
computadora usando los resultados teóricos de la teoría Escalar de la Difracción
(Capítulo 2). En cuanto al montaje experimental, la conﬁguración interferómetrica
para holografía se modiﬁca para poder resolver las dimensiones involucradas. En
general, se utiliza un láser como fuente de luz y se añaden al microscopio unos pocos
elementos ópticos para conﬁgurar un pequeño Interferómetro Mach Zehnder. El haz
objeto del interferómetro recorre el tren óptico normal del microscopio e ilumina la
muestra biológica cuya imagen es formada por un OM de gran apertura numérica.
A la salida del microscopio-interferométrico, el haz de referencia se recombina con
el haz objeto mediante un Divisor de Haz (DH) e interﬁere formando un holograma
en el sensor CCD o CMOS de una cámara digital, que puede coincidir o no con el
plano imagen del objetivo.
Se distinguen dos tipos básicos de conﬁguraciones para la implementación de la
MHD de acuerdo a las características de la muestra de estudio: el de transmisión,
para el uso de muestras transparentes (Figura 3.8); y el de reﬂexión, para el uso de
muestras opacas (Figura 3.9). El OM colecta la onda objeto transmitida o reﬂejada
por el espécimen respectivamente. En particular, en el microscopio por reﬂexión se
inserta en el brazo objeto, una lente de gran distancia focal entre el expansor de haz
y el objetivo de microscopio. Esta lente actúa como un condensador, y su posición
se ajusta adecuadamente para iluminar la muestra con un haz colimado. La fuente
de luz suele ser un láser He-Ne, pero también se usan fuentes de baja coherencia o
incluso láseres sintonizables.
En las aplicaciones desarrolladas en esta tesis se considera, la geometría fuera de eje
discutida en la Subsección 3.1.3. Para ello, se inclina ligeramente el espejo E2 y/o el
divisor de haz DH2 , que acopla los dos haces para ser dirigidos de nuevo al sensor.
Es decir, se considera que el haz de referencia llega al sensor con un pequeño ángulo
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Figura 3.9.: Esquema de microscopio holográﬁco por reﬂexión [CMD99].
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Figura 3.10.: Conﬁguración para microscopia holográﬁca.
θ con respecto a la dirección de propagación de la onda objeto.
Si bien la microscopía holográﬁca ha sido propuesta en varias conﬁguraciones, en
este trabajo se usará particularmente la arquitectura propuesta por VanLigten y
Osterberg [LO66]. El arreglo óptico del brazo objeto se ilustra en la Figura 3.10:
asumiendo que la muestra se encuentra a una distancia do del OM, cuando la dis-
tancia do es ligeramente mayor que la distancia focal f del OM, éste último forma
una imagen real, aumentada e invertida de la muestra a una distancia di sobre el
eje óptico. La particularidad aquí, es que el plano del holograma (esto es, el plano
del sensor) se ubica entre el OM y el plano imagen, a una distancia d de la imagen.
Esta situación puede considerarse equivalente a una conﬁguración holográﬁca sin
lente con una onda objeto emergiendo directamente de la imagen aumentada y no
del objeto en sí mismo. En otras palabras, en el sensor se registra la interferencia
entre la onda de referencia y la onda que se dirige a formar la imagen real.
Puesto que el sensor no se ubica en el plano imagen del OM, el holograma consiste
en la imagen desenfocada de la muestra modulada por franjas brillantes y oscuras
producto de la interferencia. El registro fuera de foco resulta conveniente si se desean
reconstruir los hologramas mediante el Método de Fresnel, ya que éste surge de una
aproximación válida para distancias d que veriﬁcan la Ecuación 2.21 (d no puede ser
cero). La propagación del espectro angular no impone este tipo de condiciones, con
lo cual los hologramas pueden registrarse enfocados; esto es, con el plano imagen en
el plano del sensor.
Si bien en principio el OM puede tener cualquier aumento, se preﬁere que el mismo
sea de gran aumento y de gran apertura numérica (AN), ya que permite adaptar de
manera simple la capacidad de muestreo de la cámara con el contenido de informa-
ción del holograma . Tal como se ilustra en la Figura 3.11 [Cha07], la introducción
del OM logra una reducción de las componentes kx y ky del vector þk en el plano
del especimen perpendicular al eje óptico. El factor de reducción está dado por el
aumento del OM. Las nuevas componentes kÍx y k
Í
y del vector de onda þkÍ del haz lue-
go de atravesar el OM pueden hacerse tan chicas como se deseen para satisfacer las
condiciones impuestas por el teorema de Withttaker-Shannon de acuerdo a la
capacidad de muestreo ﬁjada por el tamaño de píxel de la cámara. Esto se optimiza
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Figura 3.11.: Uso de un Objetivo de Microscopio para adaptar la capacidad de
muestreo del sensor en el plano del holograma con el espectro del objeto
al usar un OM de gran aumento. Al mismo tiempo, grandes AN permiten maximizar
la resolución transversal hasta llevarla al límite de resolución por difracción.
3.3.2. Consideraciones para la reconstrucción
La MHD permite, en principio, la reconstrucción de amplitud y fase del frente de
onda a partir de un solo holograma. La reconstrucción numérica consiste, básica-
mente, en propagar el frente de onda desde el plano del holograma Oxy hasta algún
plano imagen Oξη ubicado a una distancia d. Esto puede lograrse con cualquiera
de los formalismos discutidos en la Subsección 3.2.2. Al considerar el holograma
como una red difractante, se puede calcular el patrón de difracción de Fresnel o em-
plear el método de la Convolución o propagar el espectro del frente de onda y luego
efectuarle una Transformada de Fourier inversa [CMK+06, MYLK05]. En cualquier
caso, se requiere la realización de una o más Transformadas de Fourier; típicamente,
el cálculo se efectúa mediante el algoritmo de la Fast Fourier Transform (FFT),
disponible en las librerías de la mayor parte de los lenguajes de programación. Este
algoritmo demanda que las señales bidimensionales a transformar sean cuadradas
de dimensiones N2, lo que no siempre es óptimo o deseable. Por ello, en el contexto
de esta tesis, no sólo se utiliza el algoritmo de la FFT, sino también se implementa
la DFT (Transformada de Fourier Discreta, de las siglas en inglés de Discret Fourier
Transform) para extender el uso a imágenes de cualquier dimensión.
En cualquier caso, el resultado es un arreglo matricial de números complejos lla-
mado frente de onda reconstruido Ψ(ξ, η, d), que representa la amplitud compleja
del campo óptico en el plano de observación . En la versión discreta, ésta es una
matriz de números complejos Ψ(m,n, d), desde de las cual puede obtenerse toda la
información de la amplitud de la onda objeto a partir de una imagen de contraste de
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amplitud. Por su parte, una imagen de contraste de fase es una matriz que provee
toda información cuantitativa de la fase módulo 2π.
La intensidad (o módulo cuadrado) de Ψ(ξ, η, d), se calcula:
I (ξ, η, d) = Re [Ψ (ξ, η, d)] 2 + Im [Ψ (ξ, η, d)] 2 (3.15)
o bien, en su versión discreta
I (m,n) = Re [Ψ (m,n, d)] 2 + Im [Ψ (m,n, d)] 2
La imagen de contraste de fase se obtiene al calcular el argumento de Ψ(ξ, η, d):
φ (ξ, η, d) = arctan
C
Im [Ψ (ξ, η, d)]
Re [Ψ (ξ, η, d)]
D
(3.16)
o bien, en su versión discreta
φ (m,n) = arctan
C
Im [Ψ(m,n, d)]
Re [Ψ(m,n, d)]
D
Ahora bien, la distancia entre el plano del holograma Oxy y el plano de observación
Oξη deﬁne la distancia de reconstrucción d. Para obtener una imagen reconstruida
en foco, d debe ser igual a la distancia que existe entre el CCD y la imagen del
objeto en la etapa de registro. Por lo tanto, si nos referimos a Figura 3.10, el plano
Oxy es el plano del holograma y el plano Oξη es el plano donde el OM formó la
imagen de la muestra en foco.
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4. Implementación de la MHD
La implementación de la MHD en el laboratorio del Grupo de Óptica Láser devino
en la construcción de un Prototipo Experimental para el registro de los hologramas
y un paquete de programas para la reconstrucción y corrección de aberraciones. La
conﬁguración experimental empleada y los resultados de los primeros ensayos se ex-
ponen en el presente capítulo, en el cual también se realiza un análisis comparativo
de los resultados alcanzados con los distintos métodos de reconstrucción. Gran labor
se ha desarrollado en estos últimos años en la corrección de aberraciones. Los aspec-
tos inherentes a este tópico en lo que se reﬁere a los métodos propuestos por otros
autores como las contribuciones propias se reservan en su mayoría para capítulos
siguientes.
4.1. Montaje experimental
En el marco de esta tesis se estudian especímenes biológicos transparentes que pre-
sentan características adecuadas para analizarlos vía la conﬁguración por trans-
misión. En la fotografía de la Figura 4.1 se muestra el prototipo experimental del
dispositivo que se construyó para el registro de los hologramas. Consiste básicamente
en un interferómetro de Mach-Zehnder. El interferómetro tiene adosado, en el brazo
objeto, una platina de microscopio con sus respectivos tornillos micrométricos, que
permiten desplazar la muestra de manera lateral (para el recorrido de campos) y
axial (para el movimiento del espécimen a lo largo del eje óptico). El OM se enrosca
en un soporte, por lo que puede ser intercambiado con facilidad según sea convenien-
te, para visualizar especímenes de distintos tamaños. Las muestras son dispuestas
entre un porta y un cubre objeto.
Como se ilustra en Figura 4.2, un haz de luz láser de He- Ne (λ = 632,8nm) lineal-
mente polarizado de 10 mW, ﬁltrado y colimado, es dividido en un haz de referencia
y un haz objeto en el interferómetro mediante el cubo divisor de haz DH1. Éste
último transmite el 50% de la luz y reﬂeja el 50% restante (despreciando absorción
y reﬂexiones secundarias, del orden del 5%). La onda plana que recorre el brazo
objeto, luego de ser reﬂejada por el espejo E1, atraviesa la muestra que se va a ana-
lizar. La onda difractada por el espécimen modiﬁca esencialmente su fase y contiene
toda la información de la estructura de la muestra. Esta es colectada y magniﬁca-
da por un OM de 10X, 0.25AN, o alternativamente por uno de 40X, 0.65AN, de
20X, 0.40AN, o de 4X, 0.10AN, dependiendo del aumento lateral deseado. Al mismo
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Figura 4.1.: fotografías del dispositivo.
tiempo, la onda plana que recorre el brazo de referencia se reﬂeja en el espejo E2
y luego en el divisor de haz DH2 (Figura 4.2(a)). Las onda objeto y de referencia
se recombinan en este segundo cubo divisor de haz, e interﬁeren en el espacio de
salida. La interferencia se registra en el plano del sensor de una cámara digital ubi-
cada entre el OM y el plano imagen de la muestra, de acuerdo a la conﬁguración
propuesta en la Subsección 3.3.1 y esquematizada en la Figura 3.10. De esta manera
queda almacenada la información completa de amplitud y fase de la onda objeto que
emerge de la muestra.
Figura 4.2.: esquema del interferómetro (a) con onda de referencia plana y (b) con
OM en el brazo de referencia.
En otra disposición alternativa utilizada preponderantemente en este trabajo, la
onda de referencia es magniﬁcada por un OM de idénticas características al utilizado
en el brazo objeto, y ubicado a la misma distancia del DH2 que éste (Figura 4.2(b)).
Con esto se logra que ambos frentes de onda tengan la misma curvatura con el
propósito de disminuir errores de fase.
Para permitir la posibilidad de enfocar la muestra en diferentes planos, al interfe-
rómetro se le adosó un soporte vertical con perforaciones cada 5 cm para variar la
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altura de la cámara CCD, tal como se observa en la foto izquierda de la Figura 4.1.
La intensidad de los haces objeto y referencia se regula por medio de ﬁltros neutros
a los efectos de obtener un contraste adecuado de las franjas de interferencia.
El medio de registro es un sensor CCD con una matriz de 6,45mm × 4,84mm, que
contiene 768(H)px × 572(V)px2 (características de fábrica). Esto da una distancia
entre píxeles adyacentes de ∆x ∼= 8,39µm en la dirección horizontal y de ∆y =
8,46µm en la dirección vertical. Alternativamente, se ha usado también un sensor
CMOS Bayer Array, que contiene 2592(H)px×1944(V)px2, con píxeles cuadrados de
1,75µm de lado. Para ambos casos la velocidad de cuadro (fotogramas por segundo)
es de hasta 25 Hz.
En las primeras etapas experimentales, la salida análoga de vídeo, el holograma, se
digitaliza y almacena en el buﬀer de un frame grabber Matrox Pulsar de 8 bit en
el que la imagen es codiﬁcada en 256 niveles de gris. En una primera instancia el
tamaño de las imágenes impuestas por el algoritmo de la FFT es de 512×512px2 por
lo que el software de adquisición y procesamiento se programó para que la imagen
original se recortara a estas dimensiones. En etapas posteriores, no será necesario
recortar las imágenes, puesto que se utilizarán otros algoritmos para calcular la
DFT. La ventaja será que se podrán explorar campos de mayor tamaño en una sola
adquisición sin la necesidad de recortar las imágenes a tamaños cuadrados.
Por último, por los motivos discutidos en la Subsección 3.1.3, los hologramas se
registran en un esquema fuera de eje, inclinando ligeramente el espejo E2, e intro-
duciendo así un pequeño ángulo θ entre el haz objeto y el de referencia.
El microscopio holográﬁco debe estar cuidadosamente alineado asegurando que la
longitud de camino óptico de la onda objeto sea aproximadamente igual a la de la
onda de referencia, y que la onda objeto incida normalmente al plano del sensor.
4.2. Experiencias preliminares
Se realizaron una serie de experiencias preliminares para la puesta a punto de la
técnica. Las experiencias fueron diseñadas con el ﬁn de realizar un estudio detallado
de los parámetros óptimos para la implementación de la MHD en lo que concierne
tanto al registro del holograma como a la reconstrucción. En estas experiencias se
usó el sensor de una cámara CCD para el registro de los hologramas.
A continuación se muestran los resultados obtenidos en el marco del objetivo de
esta tesis relacionados con la implementación de la MHD, por primera vez en los
laboratorios del GOL, y en lo que respecta a nuestro conocimiento, por primera vez
en Argentina. Se ejempliﬁca su puesta a punto con distintos tipos de muestras tales
como estructuras algales inmersas en un medio acuoso, microorganismos presentes
en el suero sanguíneo o estructuras formadas en una muestra de sangre seca. Una
vez que los hologramas son registrados, se procede a su reconstrucción utilizando los
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distintos métodos mencionados en la Subsección 3.2.2. Se muestran las imágenes de
amplitud y de contraste de fase correspondientes.
4.2.1. Registro de los hologramas
Con el sistema óptico descrito en Figura 4.1 alineado, y usando el sensor de la
CCD como medio de registro, se registran los hologramas. A modo de ejemplo en
Figura 4.3, se muestran comparativamente dos hologramas obtenidos con las con-
ﬁguraciones ópticas de Figura 4.2. Se advierte que en los hologramas obtenidos,
aparece un patrón de franjas curvas las que como consecuencia de la geometría
fuera de eje, no son concéntricas con respecto al centro de la imagen.
Figura 4.3.: Holograma típico: (a) con montaje de Figura 4.2(a), y (b) con el mon-
taje de Figura 4.2(b).
La exagerada curvatura de la micro-interferencia observada en la Figura 4.3(a) se
debe a que el OM produce un frente de onda esférico que altera exclusivamente a la
distribución de fase de la onda objeto, como se ilustra en el esquema de Figura 4.4.
Esta situación se traduce en una aberración en la fase que debe corregirse conve-
nientemente, ya que se propaga hasta el plano de observación y altera la calidad de
las imágenes de contraste de fase que se obtienen.
Figura 4.4.: Esquema de la deformación del frente de onda inducida por el OM.
En la literatura se describen diversas alternativas numéricas y físicas para corregir
este problema. Entre las últimas, una de ellas consiste en insertar en el brazo de refe-
rencia un OM idéntico al utilizado para ampliﬁcar la muestra y a la misma distancia
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respecto del DH2, y se adoptará en este trabajo en estas instancias preliminares. Co-
mo consecuencia, en el sensor se registra la interferencia entre dos frentes de onda de
igual curvatura. En Figura 4.3(b) se muestra un holograma típico, registrado según
este montaje.
4.2.2. Reconstrucción de los hologramas
Para la reconstrucción de los hologramas se usaron los tres métodos numéricos estu-
diados en la Subsección 3.2.2; i.e., Método por Aproximación de Fresnel, Método de
la Convolución y Método de la Propagación del Espectro Angular (PEA, en lo suce-
sivo). Brevemente, los métodos de reconstrucción suponen, la manipulación digital
de la matriz de números reales IH (j, l), la realización de operaciones matemáticas
sobre cada uno de los elementos matriciales y la reconversión del resultado ﬁnal en
una imagen escalada en 256 niveles de gris.
Con este ﬁn, en una primera instancia se desarrollaron programas en lenguaje Vi-
sual Basic 6.1®, compatible con la librería de procesamiento de imágenesMatrox
MIL 32. Todos ellos simulan la reconstrucción óptica típica empleada en holografía
convencional, es decir la iluminación del holograma con una réplica del haz de refe-
rencia. Como ya se explicó, si consideramos al holograma IH (j, l) como una red de
difracción que descansa en el plano del CCD, la reconstrucción numérica implica.
en primer lugar, computar el frente de onda digital Ψ(j∆x, l∆y) justo por detrás
del plano del holograma (z = 0+). Numéricamente, este frente de onda se obtie-
ne multiplicando el holograma digital IH(j, l) por un haz de referencia numérico
RD (j, l), llamado haz de referencia digital. Luego, Ψ(j∆x, l∆y) debe propagarse
una distancia d hasta el plano de observación.
A continuación se resume la metodología empleada para la reconstrucción por cada
uno de los métodos.
Método de Fresnel Los pasos que se siguen en este método de acuerdo a la
Ecuación 3.8 son:
1. El holograma se muestra en pantalla y es multiplicado punto a punto por un
haz de referencia digital, cuya simulación se detallará en la Subsección 4.2.6.
El producto resulta en una matriz de números complejos.
2. A continuación se efectúa la multiplicación compleja punto a punto de la ma-
triz anterior con la matriz exp
1
−i π
λd
(j2∆x2 + l2∆y2
2
que en lo sucesivo
llamaremos función chirp. Esto requiere la introducción por teclado de la dis-
tancia de propagación d.
3. Por último, al resultado se le realiza una DFT e inmediatamente se la mul-
tiplica por los factores de fase externos a la integral en la Ecuación 3.8 que
aparecen en la descripción teórica del método. En pantalla se despliegan las
imágenes de amplitud y fase del campo reconstruido.
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Figura 4.5.: Diagrama para la implementación del método de Fresnel.
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En la Figura 4.6 se muestra una vista del formulario en Visual Basic® del software
diseñado.
Figura 4.6.: Formulario programa método de Fresnel
A modo de ejemplo, en la Figura 4.7 se muestran una serie de imágenes de amplitud
de un objeto, obtenidas por este método para diferentes distancias de registro, d.
Es evidente que la separación entre los órdenes de difracción aumenta, conforme lo
hacen los valores de d; es decir mientras más alejado se encuentra el plano imagen
del OM respecto del sensor. Al mismo tiempo, la fracción de la imagen que ocupa
cada término disminuye, perdiéndose resolución de la porción de interés.
Con el ﬁn de lograr, en la instancia de reconstrucción, la mínima perturbación del
orden cero y el máximo tamaño de la imagen, se determinó experimentalmente pa-
ra este caso, que la distancia óptima de reconstrucción está dada para d = 13cm
cuando la cámara está ubicada a 26cm del OM1. Particularmente, la imagen en la
Figura 4.7(b) muestra el efecto de aliasing, el que se maniﬁesta para distancias d
menores a la distancia mínima de reconstrucción. Entre otras causas, esto se debe
a que la frecuencia de la función chirp (que tiene una fuerte dependencia con esta
distancia), se vuelve extremadamente alta y no puede ser muestreada adecuadamen-
te en una matriz cuadrada de N2 elementos, lo que hace que la aproximación de
Fresnel (Ecuación 2.25) no sea adecuada para calcular la propagación de la onda. El
orden cero en estas imágenes ha sido atenuado sustrayendo al holograma la inten-
sidad promedio de todos los píxeles, mediante la técnica explicada en [SW05] (Ver
Capítulo 6).
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Figura 4.7.: (a) objeto de referencia, Imágenes de amplitud para distintos hologra-
mas cuya distancia de reconstrucción es: (b) d = 5cm, (c) d = 8cm, (d) d = 13cm
y (e) d = 17cm.
Métodos de la Convolución y Propagación del Espectro Angular (PEA) El pro-
cedimiento de reconstrucción está dado por la implementación de la Ecuación 3.14 y
Ecuación 3.13; ambos métodos comparten varios puntos en común, diferenciándose
en una sola etapa como se explica en lo que sigue:
1. Se multiplica punto a punto la matriz holograma por el haz de referencia digital
correspondiente (Ver Subsección 4.2.6).
2. Se realiza la DFT de este producto.
3. En el espacio de frecuencias se ﬁltra alternativamente el orden correspondiente
a la imagen real o virtual. Opcionalmente, el espectro ﬁltrado puede centrarse
en el Espacio de Fourier, llevando la frecuencia portadora de la imagen real
(virtual) hacia el centro del espectro.
4. a) Para el método PEA: se multiplica el espectro por la matriz que caracteriza
el factor de propagación del espectro angular Fp, deﬁnido en la Subsubsección 3.2.2.3.
b) Para el caso del método de la convolución, se multiplica el espectro por la
función de transferencia G, dada por la Ecuación 3.12.
5. Se realiza la transformada inversa IDFT, exhibiéndose en pantalla las imá-
genes de contraste de amplitud y contraste de fase, ambas convenientemente
escaladas. Todos estos pasos se esquematizan en el diagrama de la Figura 4.8.
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Figura 4.8.: Diagrama para la implementación del método de la convolución y de
la PEA.
En la Figura 4.9 se muestra la interfaz de los programas diseñados en Visual Basic
con este ﬁn.
El ﬁltrado espacial tiene como único objetivo eliminar el orden cero de difracción,
que usualmente tiende a quitarle calidad a los hologramas reconstruidos. Debido a
que el registro holográﬁco se hace en una geometría fuera de eje, en el dominio de
Fourier los tres órdenes de difracción (orden cero, imagen real e imagen virtual) se
encuentran ubicados en diferentes posiciones, como muestra en la Figura 4.10. En
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la misma, resultado de aplicar la DFT a un holograma, el orden cero se localiza
alrededor del origen (0, 0), la imagen real está centrada en (− cos [α/λ] ,− cos [β/λ])
y la imagen virtual en (cos [α/λ] , cos [β/λ]) (Ver Subsección 4.2.6). En consecuencia,
mientras mayor sea la separación relativa de los haces en la etapa de registro, más
separados estarán los órdenes y más sencillo resultará ﬁltrar alguno de ellos, sin
que se vea perturbado por los otros. Claramente existe un límite, que no puede
superarse, que es el determinado por el máximo ángulo posible entre los haces, el
cual, como vimos en la Ecuación 3.6 viene determinado por la resolución de las
franjas de interferencia (holograma) por el CCD.
Figura 4.10.: espectro angular de un ho-
lograma típico.
En el caso del Método de la Convolución
y del Método PEA, una vez realizada la
multiplicación punto a punto del holo-
grama por el haz de referencia digital,
el ﬁltrado espacial consiste en la aplica-
ción del ﬁltro de interés en el espacio de
frecuencias. Acto seguido, al efectuar el
proceso de reconstrucción, las imágenes
de amplitud aparecerán descentradas y
fraccionadas como resultado de la geo-
metría fuera de eje, a menos que pre-
viamente el espectro sea centrado en el
domino de Fourier.
Para ejempliﬁcar este hecho, en la
Figura 4.11 se muestran las imágenes de amplitud de un holograma obtenidas con
el método PEA, tanto cuando el espectro es propagado inmediatamente luego de ser
ﬁltrado, como cuando, previo a su propagación, el orden de interés se centra en el
dominio de Fourier. En el primer caso, se han marcado sobre la imagen líneas que
delimitan porciones de la imagen que ha sido perjudicada por la geometría fuera de
eje. También se exhibe, para comparar, el objeto del cual se realizó el holograma.
Las ventajas que ofrecen tanto el método PEA como el de la Convolución es que las
imágenes de contraste de amplitud y contraste de fase son de N ×M , es decir se
muestran naturalmente en pantalla con las mismas dimensiones que el holograma
original, a diferencia del método de Fresnel en el cual los tres órdenes de difracción
se muestran en una única imagen. Además, ﬁltrar las componentes de interés en el
dominio de Fourier es sencillo, eliminándose la perturbación del orden cero.
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Figura 4.9.: Formulario programa método de método de la convolución y de la
PEA.
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Figura 4.11.: Esquema que ilustra el proceso de ﬁltrado.
4.2.3. Medición de las distancias de reconstrucción
Como se mencionó en la Subsección 3.3.1, la distancia d empleada en la reconstruc-
ción numérica (de amplitud y fase) de los hologramas, debe ser la que en el proceso
de registro existió entre el plano imagen del OM y el plano del holograma. Una de
las virtudes de la MHD es que, aún sin el conocimiento a priori de la distancia d,
se puede obtener una imagen de contraste de amplitud enfocada. El procedimiento
consiste en reconstruir numéricamente el holograma para distintas distancias d hasta
encontrar el valor que mejor enfoca la imagen, emulándose así el proceso mecánico
de enfoque de la microscopía convencional. En la literatura[LU04] se reportan di-
versos mecanismos de autofoco que permiten un escaneo automático de la distancia
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de reconstrucción. No obstante, en las etapas preliminares se entiende que debe te-
nerse cierto control sobre este parámetro, por lo que el control experimental cobra
especial importancia. En la Sección 6.4 se implementa un método de autofoco, den-
tro de un conjunto de técnicas que apuntan a la automatización de los parámetros
involucrados del mecanismo de reconstrucción.
Una de las posibilidades inmediatas para determinar la distancia óptima de recons-
trucción, consiste en enfocar la muestra en el plano del sensor CCD, a continuación
desplazar el CCD una cantidad d hacia abajo (ajustando la cámara en otra posición)
y entonces registrar el holograma. El inconveniente está en el tiempo que demanda
este proceso, con la complicación adicional de la pérdida de alineación del sistema.
Asimismo, puede ﬁjarse la cámara en una posición y sacar provecho del movimiento
controlado que ofrecen los tornillos micrométricos de la platina (el ajuste ﬁno tiene
una apreciación de un micrón). Así, si el plano imagen inicialmente se encuentra
en el plano del CCD, al acercar la muestra al OM unos cuantos micrones, el plano
imagen se desplaza por detrás del CCD una distancia d (que será la distancia de re-
construcción). Los OM tienen una distancia focal muy corta, por lo que al acercar el
objeto a ellos unos pocos micrones, la imagen se aleja varios centímetros. El objetivo
es determinar cuánto exactamente se desplaza la imagen, conociendo el desplaza-
miento axial de la muestra; esto es, determinar la distancia d de reconstrucción para
cada caso.
Para ello, se registró el desplazamiento que debe hacerse en la platina para enfocar la
imagen de un objeto conocido en cada una de las posiciones posibles para la cámara
CCD; esto es para d = 5cm, 10cm, 15cm, etc. Se eligió como objeto de prueba una
escala micrométrica que contiene 100 líneas en 1mm (esto es, una separación entre
líneas de 0.01mm). A modo de ejemplo, se muestran los resultados obtenidos cuando
se empleó un OM de 10X.
Si se asume que el OM se comporta como una lente delgada, de la conocida ecua-
ción del constructor de lentes 1
f
= 1
p
+ 1
q
, con p y q las distancia objeto e imagen
respectivamente, se puede obtener una curva de calibración que nos permita conocer
la distancia de reconstrucción d, cuando se conoce el desplazamiento axial micromé-
trico realizado en la platina. A modo de ejemplo, en la Figura 4.12, se muestra la
curva de calibración del objetivo de 10X.
4.2.4. Enfoque numérico
En la Figura 4.13 se muestran las imágenes de amplitud para diferentes valores de
d, que resultan al reconstruir un holograma por el método de Fresnel (para favorecer
la visualización, se ha recortado de la imagen de contraste de amplitud la porción
correspondiente a la imagen virtual). El objeto utilizado es una burbuja en una
muestra de sangre. Se advierte claramente que la distancia de reconstrucción está
fuertemente ligada al enfoque de la imagen. Por lo tanto, el ajuste de este valor
puede considerarse la contraparte digital del proceso de enfoque en microscopía
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Figura 4.12.: Calibración de la curva de un OM de 10X.
convencional, donde la misma operación se lleva a cabo trasladando la muestra a lo
largo del eje óptico.
Figura 4.13.: (a) objeto de referencia, imagen de amplitud reconstruida a: (b) d =
9cm; (c) d = 12cm (distancia óptima) y (d) d = 18cm.
4.2.5. Tamaño de los campos de reconstrucción
Con el objeto de determinar las dimensiones reales del campo bajo estudio, se uti-
lizó como espécimen la escala micrométrica descrita anteriormente. El tamaño de
la imagen depende, naturalmente, de la relación q/p que existe entre la distancia
imagen q y la distancia objeto p y de la distancia focal f del OM. Es decir, mientras
más alejada del objetivo (d > q) coloquemos la cámara, la imagen enfocada sobre
el CCD será mayor y por lo tanto el campo visual será menor: dado que el sensor
tiene un tamaño ﬁjo captará una porción menor de imagen.
A modo de ejemplo, si se ﬁja la cámara a 26cm del OM1 y se utiliza un OM de 10X,
el campo bajo estudio que capta el CCD es de 270µm × 270µm. Análogamente, se
determinó que para un objetivo de 40X el campo bajo estudio es de 170µm×170µm.
Puede observarse en la Figura 4.14 la imagen producida por el OM de 10X.
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Figura 4.14.: Fotografía de la escala con un OM de 10X.
4.2.6. Determinación del ángulo entre el haz objeto y el haz de
referencia
La geometría fuera de eje (Ver Sección 3.1.3), supone que el haz de referencia llega
al sensor CCD con un pequeño ángulo θ con respecto a la dirección de propagación
de la onda objeto. En la Figura 4.15 se muestra un esquema de los rayos que llegan
al CCD correspondientes a la onda plana objeto y la de referencia. De acuerdo
al sistema coordenado acoplado al CCD, la onda de referencia se propaga en una
dirección dada por þk = (kx, ky, kz), formando con el haz objeto, de incidencia normal
al CCD, un pequeño ángulo θ.
Figura 4.15.: (a) vista esquemética de la geometría fuera de eje, (b) vista lateral.
El ángulo θ debe ser compatible con los requerimientos de resolución de la cámara
CCD. En la Subsección 3.2.1 se mencionó que el sensor resuelve la frecuencia de las
franjas de interferencia siempre que el ángulo entre los haces no exceda cierto valor
dado por la Ecuación 3.6. Según las características de la cámara disponible, esto da
un valor límite de θ ≈ 2,16°.
La medida del ángulo θ resulta difícil de realizar en la práctica. Una alternativa
es aprovechar el hecho de que la separación de las franjas de interferencia entre
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ambas ondas, da una medida de la inclinación relativa de los haces. Si se admite
que los frentes de onda del haz objeto son paralelos al plano del CCD y que el haz
de referencia es una onda plana, se pueden determinar unívocamente los ángulos
α, β y θ, que el vector þkref = (kx, ky, kz) forma con los ejes coordenados x, y, z del
sistema cartesiano adosado al CCD (Figura 4.16). Las franjas son las intersecciones
de los frentes de onda del haz de referencia con el frente de onda del haz objeto que
coincide con el plano del CCD.
Figura 4.16.: Esquema de los ángulos que forma el vector þkref con los ejes
coordenados.
Cuando la inclinación del haz de referencia con respecto al haz objeto es muy pe-
queña, las franjas están muy separadas y en el CCD sólo se visualizan unas pocas
de ellas o quizá ninguna. Conforme la inclinación aumenta, el número de franjas en
el CCD también lo hace. Dado que un frente de onda está separado en una longitud
de onda λ del siguiente, en el límite, cuando þkref es perpendicular a þkob (es decir
cuando þkref yace sobre el plano del CCD) la distancia interfranja L será λ y como
se puntualizó en la Figura 2.2, tales franjas no podrán ser resueltas por el CCD. En
cualquier situación intermedia, la distancia interfranja L es de varias longitudes de
onda. Si θ es menor que θmáx el sensor las resuelve adecuadamente.
Cuche et al. [CBD99] encontraron que para poder tener acceso cuantitativo a la fase
es esencial la calibración adecuada del haz numérico utilizado en la reconstrucción
numérica de los hologramas. Básicamente, el conocimiento previo de las condiciones
experimentales usadas en la etapa de registro deviene en una simpliﬁcación de la
simulación del mismo. Por ejemplo, como primera aproximación, puede suponerse
que no se comete error apreciable si se programa un haz de referencia digital plano y
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de incidencia normal al CCD; esto es, con θ = 0. En principio, éste no debiera diferir
demasiado del haz de incidencia ligeramente oblicua que fue usado en la etapa de
registro. En el plano del CCD (z = 0), un haz de este tipo puede escribirse como:
ER (j, l) = aR + i0
donde j y l son enteros (para una matriz cuadrada de N × N varían entre −N2
y N2 − 1) y aR denota a la amplitud real de la onda, cuyo valor puede ﬁjarse en
cualquiera de los 256 niveles de gris disponibles. Con esta hipótesis, los cálculos
involucrados en la reconstrucción se simpliﬁcan notablemente. Por ejemplo ﬁjando
aR = 1, el frente de onda inmediatamente detrás del holograma es simplemente:
Ψ(j∆x, l∆y) = ER (j, l) IH (j, l) = IH (j, l). Esta aproximación es útil para obtener
imágenes de contraste de amplitud [Sch94] y para la medición de deformaciones
mediante interferometría holográﬁca, sin embargo falla a la hora de obtener imágenes
de contraste de fase.
Para ilustrar este hecho, en la Figura 4.17 se muestra el holograma de una estructura
que se forma en una muestra de sangre seca, y las imágenes de contraste de amplitud
y fase correspondientes. En este caso, el holograma se registró usando un OM de
10X y la reconstrucción se hizo por el método de Fresnel y requirió una distancia de
propagación d = 14cm.
Figura 4.17.: (a) objeto de referencia, (b) imagen de amplitud y (c) Imagen de
constraste de fase. Se ha recortado la zona de interés
A simple vista, la aleatoriedad de la información asociada a la fase limita la in-
terpretación de las características morfológicas de la muestra en las imágenes de
contraste de fase. Para la reconstrucción completa del frente de onda a partir de
un solo holograma, el haz de referencia numérico ER (j, l) debe ser la contraparte
digital exacta del haz de referencia utilizado en la etapa de registro ER(x, y). En tal
caso, denotamos al haz de referencia digital como RD (j, l). Supongamos:
ER(j, l) ∝ exp [iφR (j, l)]
y
RD (j, l) ∝ exp [iφD (j, l)]
El frente de onda inmediatamente por detrás del holograma es:
Ψ(j∆x, l∆y) = RD (j, l) IH (j, l) = RD |R|2 +RD |O|2 +RDE∗REO +RDERE∗O
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Puede verse que si RD es igual a ER, el producto RDE∗R se vuelve real y puede
reconstruirse amplitud y fase (EO) de la imagen virtual; si RD es una réplica del
complejo conjugado de ER, es la imagen real (E∗O) la que puede ser reconstruida.
Sin embargo, si RD diﬁere considerablemente de ER, la fase de la onda objeto queda
notoriamente perturbada por la fase relativa entre estos (φD − φR).
Si asumimos que una onda de referencia perfectamente plana de longitud de on-
da λ fue usada en la etapa de registro holográﬁco, según la Ecuación 2.2 y la
Ecuación 2.3RD en el plano del CCD, se escribe:
RD(j, l) = ARexp
5
i
2π
λ
(cos [α] j∆x+ cos [β] l∆y)
6
= ARexp [i2π (fxj∆x+ fyl∆y)]
(4.1)
donde j y l son enteros entre −N2 y N−12 (para una matriz cuadrada), mientras
que ∆x y ∆y los intervalos de muestreo en el plano del holograma. El ajuste de la
amplitud AR no es de particular importancia y su valor puede ﬁjarse a la unidad.
Los parámetros cosα y cosβ son los cosenos directores, y requieren un ajuste preciso
para que la fase φD sea igual a φR . Sus valores deben ajustarse de tal modo que los
frentes de onda de RD, coincidan lo más posible con los frentes de onda de la onda
de referencia experimental ER.
En las etapas preliminares estos parámetros se determinaron por prueba y error; un
ajuste ﬁno se llevó a cabo al remover todas las franjas en la imagen de contraste
de fase de un objeto cuya fase se supone constante. Para ello, se usó una lámina de
vidrio de calidad óptica como objeto de prueba, cuyo holograma fue reconstruido por
el Método de Fresnel. Con la suposición de que este objeto no presenta variaciones
apreciables en su morfología y/o índice de refracción, el mapa de fase obtenido debe
estar codiﬁcado en un nivel de gris más o menos uniforme. En la Figura 4.18 se
muestran los mapas de fase correspondientes a distintos valores de cosα y cosβ.
Figura 4.18.: Imagen de contraste de fase para distintos valores de (cosα,cosβ), a):
(0, 0), b): (0,0051, 0,0072), c): (0,0068, 0,0062) y d): (0,0072, 0,0058).
La Figura 4.18a) presenta el caso extremo de una imagen de contraste de fase obteni-
da con un haz de referencia normal al CCD. Por otro lado la imagen indicada con d),
muestra la imagen de contraste de fase con los valores adecuados de (cos [α] , cos [β]),
ya que allí la fase es prácticamente constante. Las perturbaciones espurias del extre-
mo superior izquierdo se deben a la contribución del orden cero inherente al método
de Fresnel.
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De acuerdo a nuestra conﬁguración experimental para estas aplicaciones, detallada
en la Subsección 4.2.1, el haz de referencia utilizado en la etapa de registro no fue
un haz de referencia plano, sino esférico, pues se usaron OM de idénticas caracte-
rísticas en ambos brazos del interferómetro. En este sentido, vale la pena resaltar
que usar una onda plana para el haz de referencia digital corrige notoriamente la
aberración de fase debida a la geometría fuera de eje. No obstante, es de esperar que
la aberración esférica requiera de una corrección adicional, cuyo tratamiento se re-
serva para el Capítulo 7. De cualquier modo, se destaca que en el caso del holograma
de la Figura 4.18 esta aberración es despreciable, mientras que la de la geometría
fuera de eje reviste mayor importancia. Si se observa nuevamente la Figura 4.3(b),
que ilustra el patrón de franjas típico en la conﬁguración utilizada, se advierte que
las franjas poseen una curvatura despreciable. Cuando se trabaja con OM de gran
aumento, la porción de frente de onda esférico que llega al CCD puede, en una pri-
mera aproximación, considerarse plano. Por otro lado, cuando se usan OM de poco
aumento, tales como los de 4X, la aberración esférica cobrará mayor importancia.
En resumen, con el ajuste preciso de los parámetros α y β se obtiene simultáemente
información cuali-cuantitativa de amplitud y fase a partir de un sólo holograma. Por
este motivo la MHD compite ventajosamente con otras técnicas microscópicas, tales
como la Microscopia de Zernike.
4.2.7. Comparación de métodos de reconstrucción
A los ﬁnes de establecer una comparación entre los resultados obtenidos por los
tres métodos, en Figura 4.20, Figura 4.21 y Figura 4.22 se muestran las imágenes
de amplitud para un campo de glóbulos rojos, obtenidas utilizando un OM de 40X,
para una distancia de reconstrucción d = 13cm y para el haz de referencia digital
simulado con los parámetros geométricos adecuados. La imagen del campo bajo
estudio y su correspondiente holograma se muestran en la Figura 4.19.
Se advierte que, cuando se emplea el método de la Aproximación de Fresnel, las
imágenes reconstruidas se encuentran notablemente perturbadas por el orden cero.
Una de las razones, es que el ángulo entre los haces es insuﬁciente para separar com-
pletamente los órdenes. En el método PEA y en el de la Convolución, la eliminación
del orden cero es ﬂexible ya que permite ﬁltrar a conveniencia, el orden de difracción
de interés en el dominio de frecuencias. Otra ventaja de relevancia de estos dos úl-
timos métodos, es que el tamaño de la imagen propagada tiene la misma escala que
la imagen del holograma (en este caso, la información de interés abarca N2pix2),
exhibiendo en pantalla la información de interés de manera más práctica. En el caso
de Fresnel, el campo reconstruido y el holograma tienen diferentes escalas. Si bien
pareciera que uno podría «ganar» o «perder» resolución operando con el método
de Fresnel, para todos los casos λd/N∆x (Ecuación 3.10) corresponde al límite de
resolución dado por difracción del sistema óptico. El holograma es la apertura del
sistema óptico de longitud de lado N ×∆x. De acuerdo a la teoría de la difracción,
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Figura 4.19.: Glóbulos rojos. (a) objeto y (b) holograma.
Figura 4.20.: Método de Fresnel. (a) imagen de amplitud y (b) imagen de contraste
de fase.
a una distancia d detrás del holograma, λd/N∆x es el diámetro del disco de Airy
(o diámetro de speckle) en el plano de reconstrucción, el cual limita la resolución
[Col06].
Los resultados obtenidos por el método de la convolución muestran que no ha sido
posible eliminar completamente los efectos que la geometría fuera de eje ocasiona
en las imágenes de amplitud y de contraste de fase: en la Figura 4.22, la imagen
de amplitud se encuentra dividida en fracciones. Por último, una ventaja extra del
método PEA, es que no exhibe efectos de aliasing cuando se reconstruye a pequeñas
distancias, permitiendo incluso la reconstrucción a distancias nulas.
De estas consideraciones, se concluye que en el método PEA las condiciones experi-
mentales que deben cumplirse son menos restrictivas y resulta, por lo tanto, el más
versátil de los tres. En los capítulos siguientes, éste será el método empleado para
la reconstrucción numérica de los hologramas.
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Figura 4.21.: Método de PEA. (a) espectro, (b) imagen de amplitud y (c) imagen
de contraste de fase.
Figura 4.22.: Método de Convolución. (a) espectro, (b) imagen de amplitud y (c)
imagen de contraste de fase.
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5. Análisis de mapas de fase
bidimensionales
Tal como se explicó anteriormente, la holografía provee un método para el registro
completo de un frente de onda; esto es su amplitud y su fase. Sin embargo, aún
cuando en holografía convencional la fase surge naturalmente del proceso de recons-
trucción del holograma, esto no ocurre en holografía digital. Como hemos descrito
previamente, en un Microscopio Holográﬁco Digital la interferencia entre dos ondas
coherentes, la onda objeto y la onda de referencia, se registra en un sensor CCD
o CMOS. La técnica permite recuperar numéricamente la onda objeto original en
amplitud y fase, permitiendo tener acceso a información cuantitativa de gran valor.
Sin embargo, se presenta una ambigüedad en la fase cuando las variaciones en la
longitud de camino óptico de los objetos exceden una longitud de onda, de modo
que las imágenes de fase resultan envueltas módulo 2π. Una estimación de la fase
continua reviste crucial importancia para poder extraer la información relevante aso-
ciada al objeto. Para nuestros propósitos esta será un mapa de índices de refracción
del microorganismo bajo estudio y/o su biovolumen. No obstante, en cualquier caso,
la fase llevará la información más importante y deberá estimarse mediante algún
método de desenvolvimiento de fase.
Lamentablemente el problema de desenvolvimiento de fase no es trivial, por lo que
en la literatura abundan algoritmos que buscan lograr este cometido con mayor o
menor éxito según el tipo de señal de la cual surja la fase envuelta. Esto es, si bien
existe una amplia gama de algoritmos de desenvolvimiento de fase, todos cuentan
con ventajas y desventajas que deben evaluarse al momento de elegir el método
adecuado para aplicar en cada caso particular.
Los hologramas que se obtienen por MHD suelen contar con grandes niveles de
ruido, ya sea ruido coherente, ruido de speckle, y/o ruido debido a partículas de polvo
adheridas en los elementos ópticos, entre otros. Esto degrada de manera sustancial la
calidad del mapa de fase envuelto, con lo cual la ulterior obtención de la estimación
de la fase desenvuelta puede llegar a ser problemática.
El estudio e implementación de algoritmos de desenvolvimiento bidimensionales
constituye uno de los objetivos de este trabajo, pues sin un método robusto no
es posible alcanzar los otros objetivos planteados, tales como la determinación de
biovolumen y la identiﬁcación automática de especímenes.
Por lo expuesto es que se realizó un estudio bibliográﬁco minucioso de los mismos.
Del análisis surge que si bien existe una gran cantidad de algoritmos, básicamente
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estos pueden categorizarse en dos clases: métodos locales de desenvolvimiento, tales
como los métodos camino-dependientes y métodos globales, tales como los métodos
de desenvolvimiento por cuadrados mínimos.
En el primer caso el proceso de desenvolvimiento comienza en un punto en particular
del mapa y continúa tras la elección sucesiva de un camino con un criterio bien
deﬁnido y que involucra al entorno de cada punto que se logra desenvolver. Como
contraparte, en los métodos globales, se busca desenvolver todos los píxeles del mapa
en simultáneo, por lo que abordan el desenvolvimiento como un problema de ajuste o
minimización; en este caso, se busca ajustar con el mínimo error posible la derivada
de la fase envuelta con la derivada de la estimación.
Ambos métodos tienen sus bondades y limitaciones. La principal ventaja del enfoque
global es que mantiene controlados los costos de cálculo permitiendo implementacio-
nes muy rápidas, mientras que para el caso de los métodos de enfoque local, aunque
son muchos más lentos y difíciles de depurar, permiten obtener resultados más pre-
cisos. En este trabajo se implementan algoritmos de ambas clases, se exhiben los
resultados y se analizan las ventajas o desventajas de cada uno. Adicionalmente, se
implementa un algoritmo de desenvolvimiento de fase con dos longitudes de onda
que busca extraer la información de fase a partir de la información que ofrecen los
mapas envueltos con cada longitud de onda.
5.1. Análisis de la fase
El problema del desenvolvimiento de fase es una parte esencial de muchas aplica-
ciones de procesamiento de señales coherentes. Si bien surge naturalmente en apli-
caciones interferométricas, no está restringido sólo a ellas. Está presente en muchas
ramas de la Física Aplicada y la Ingeniería, tales como Procesamiento de Imágenes
por Resonancia Magnética, Interferometría de Radar de Apertura Sintética, entre
otros.
Para cualquier señal real, sea temporal o espacial, unidimensional o bidimensional,
la fase debe extraerse de la señal misma mediante alguna operación matemática.
La fase resulta una propiedad de la señal real relacionada con el período en el caso
temporal y/o la longitud de onda en el caso espacial y tiene inﬂuencia sobre la señal
sólo a través de valores de fase que se encuentran entre ±π radianes. En particular
en holografía - nuestro caso de estudio - la fase bidimensional se encuentra codiﬁcada
en el patrón resultante de la interferencia del haz objeto, y del haz de referencia.
Generalmente, la fase está relacionada con alguna magnitud física de interés y que
se desea medir. No obstante esta relación no es lineal. En general, en los procesos
matemáticos involucrados en la obtención de fase surge la forma «envuelta» ψ de una
fase bidimensional subyacente ϕ. Los algoritmos involucrados modiﬁcan la verdadera
señal de fase de tal forma que distribuyen los valores en un intervalo de ±π radianes,
generando discontinuidades cíclicas y «envolviendo» así la señal. Por ende, la fase
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Figura 5.1.: Proceso de desenvolvimiento: a) fase envuelva b) un mapa de saltos
c) fase desenvuelta: c = a+ b.
envuelta debe desenvolverse de alguna manera con el ﬁn de proveer una estimación
de la verdadera cantidad física de interés.
Matemáticamente, una función fase desconocida ϕ resulta envuelta en el intervalo
(−π, π] mediante la siguiente operación:
ψ (x, y) = W (ϕ (x, y)) = ϕ (x, y) + 2πk (x, y) (5.1)
dondeW denota al operador «envolver», y k (x, y) es una función entera que envuelve
ϕ de tal modo que −π < ψ ≤ π. Así, ψ (x, y) es una función no lineal de ϕ (x, y).
El problema de desenvolvimiento de fase está abocado a la obtención de una esti-
mación φ (x, y) de la fase ϕ (x, y) a partir de la función envuelta ψ (x, y).
Un ejemplo unidimensional se muestra en la Figura 5.1, en el que a la fase envuelta
ψ (x) en a, se le suma la función escalón dada en b (que acumula los saltos 2π para
todos los píxeles), y se obtiene la fase desenvuelta ϕ (x) en c.
La implementación de algoritmos de desenvolvimiento de fase suele ser problemá-
tica por diversos motivos. Fundamentalmente, el éxito en la estimación de la fase
desenvuelta está supeditado por un lado a la suposición de que las señales reales
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analógicas al ser muestreadas y convertidas a señales digitales no sufran aliasing, y
por otro lado, al nivel de ruido de la señal [PG98].
En el dominio continuo, y en ausencia de singularidades, existe una única manera
de desenvolver la fase, y la solución de fase desenvuelta es única. Ahora bien, en el
caso de la holografía, la señal que resulta de la interferencia de dos haces coherentes
es muestreada por la cámara CCD o CMOS que, en última instancia, convierten
la señal analógica en una señal digital. Por lo tanto, la señal digital constituye una
representación incompleta de la señal real. Así, la fase envuelta que se extrae de la
señal muestreada puede resultar imposible de desenvolver.
5.2. La fase en Interferometría
Recordemos que para un arreglo interferométrico, en particular el holograma, la
intensidad resultante en el medio fotosensible está dada por la Ecuación 3.1, que
reescribimos aquí:
I (x, y) = |O|2 + |R|2 + 2OR cos [ϕR (x, y)− ϕO (x, y)] (5.2)
Los dos primeros términos dependen sólo de la intensidad de las ondas, mientras
que el tercero depende de la diferencia de fase entre las ondas objeto y referencia
∆ϕ = ϕR (x, y) − ϕO (x, y). Se hace evidente, entonces, que en la intensidad del
patrón resultante queda almacenada la información pertinente a la diferencia de
fase entre las ondas.
Ahora bien, al intentar obtener los valores de fase ∆ϕ a partir de la distribución de
intensidad dada por la Ecuación 5.2, surge un inconveniente debido a la naturaleza
de la función coseno. Ésta no es una función uno a uno aunque es par y periódica:
cosα = cos [sα + 2πN ] si s ∈ {−1, 1} , N ∈ Z. Por tanto, los valores de fase
obtenidos a partir de la distribución de intensidad I (x, y) quedan indeﬁnidos en
múltiplos enteros de 2π y en el signo de s.
La determinación de la fase implica la utilización de la inversa de una función tri-
gonométrica. Todas las funciones trigonométricas pueden expresarse en términos de
la función arco-tangente, como por ejemplo arc cos (x) = arctan
è√
1− x2/x
é
. La
función arco-tangente está deﬁnida en el intervalo
è
−π2 ,+π2
2
. Sin embargo, en la
mayoría de los algoritmos diseñados para la evaluación cuantitativa de la fase a
partir de patrones de interferencia, el cálculo de la función arco-tangente se realiza
a partir de un cociente, cuyo numerador y denominador corresponden al seno y al
coseno del argumento respectivamente. Cuando se analizan los signos del numerador
y del denominador en forma separada, se observa que existen cuatro combinaciones
posibles de signo, que cubren un intervalo [−π,+π). Por eso decimos que la fase
así obtenida está envuelta, pues se presenta con una ambigüedad de signo (que nos
impide predeterminar el sentido de aumento o disminución de los valores de fase)
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y una indeﬁnición en los múltiplos enteros de 2π. El proceso de desenvolvimiento
involucra, la eliminación de los saltos de fase módulo 2π, simplemente sumando y
restando cantidades enteras de 2π.
5.3. Desenvolvimiento de fase
5.3.1. Método de desenvolvimiento de fase por cuadrados
mínimos
Este algoritmo global relaciona la fase envuelta con la fase desenvuelta (que es la
función a obtener) imponiendo la condición de que las derivadas locales de la fase
desenvuelta coincidan «lo mejor posible» con las derivadas de la fase envuelta; es
decir, la solución es una función cuyas pendientes en cada punto coinciden con las
de la fase envuelta. La expresión «lo mejor posible» involucra la noción de mínimo
error ; esto es, que la suma de las diferencias al cuadrado entre los gradientes de la
solución y los de la fase envuelta se minimice.
Para nuestros propósitos, la fase de interés es una función bidimensional continua
del tipo ϕO, que se obtiene a partir de la señal de intensidad I (x, y). Ahora bien,
el medio de registro fotosensible muestrea la señal continua, resultando I (i, j) la
versión discreta de la función continua I (x, y), con i variando desde 0 a N − 1 y j
variando desde cero a M − 1; N ×M el tamaño del sensor. Asimismo, la estimación
de la fase bidimensional es una versión discretizada φO (i, j) de la fase ϕO (x, y). Por
comodidad, denotaremos φO (i, j) = φi,j. Por lo tanto el objetivo es obtener una
estimación φi,j de la fase continua, cuando se conoce la versión envuelta ψi,j.
5.3.1.1. Principios
Supongamos que conocemos la fase módulo 2π de una señal discreta (en nuestro
caso de interés, se obtiene a partir del holograma reconstruido), la cual se encuentra
dada por ψi,j :
ψi,j = W [ϕi,j] = ϕi,j + 2πki,j si ki,j ∈ Z (5.3)
−π < ψi,j ≤ π si i = 0, . . . N − 1 j = 0, . . . ,M − 1
Queremos determinar los valores de fase continua o desenvuelta en cada punto φi,j,
con el requerimiento de que sus gradientes coincidan con los de ψi,j en un sentido
de cuadrados mínimos. Siguiendo a Ghiglia y Romero[GR94], los gradientes de
ψi,j se deﬁnen simplemente como las diferencias entre puntos adyacentes de la fase
envuelta en cada una de las coordenadas rectangulares i y j.
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Figura 5.2.: Fase envuelta ψ y la fase desenvuelta φ.
Para ilustrar la razón por la que esto tiene sentido, analicemos un ejemplo simple
teniendo en cuenta la señal unidimensional dada en la Figura 5.1 y que se muestra
nuevamente en la Figura 5.2.
Claramente, las diferencias de ψ entre píxeles adyacentes (ψi+1 − ψi) coinciden con
las diferencias de φ entre los mismos píxeles adyacentes (φi+1 − φi), en todos los
puntos excepto en aquellos donde ocurre un salto discontinuo de fase para ψ (de
valor 2π o −2π). Estos saltos discontinuos pueden atenuarse usando el operador
W que envuelve todos los valores de su argumento en el rango[−π,+π). W opera
sumando o sustrayendo un número entero de 2π radianes de su argumento, de acuer-
do a Ecuación 5.3. Luego, se computan dos conjuntos de diferencias entre píxeles
adyacentes: uno para las coordenadas horizontales i y otro para las coordenadas
verticales j; i.e., se computa el «gradiente» de la fase envuelta en las coordenadas
rectangulares x e y; al resultado se lo envuelve aplicando el operador W . El proce-
dimiento, teniendo en cuenta las condiciones de borde, está dado por las siguientes
ecuaciones:
Ñxi,j =
W (ψi+1,j − ψi,j) si i = 0, . . . , N − 2, j = 0, . . . ,M − 10 en c.o.c (5.4)
Ñyi,j =
W (ψi,j+1 − ψi,j) si i = 0, . . . , N − 1, j = 0, . . . ,M − 20 en c.o.c (5.5)
El objetivo es minimizar la suma de los cuadrados de los residuos, estos últimos dados
por la diferencia entre el gradiente de la función a estimar φi,j y el gradiente, cuyas
componentes están dadas por la Ecuación 5.4 y la Ecuación 5.5. Matemáticamente:
J =
N−2Ø
i=0
M−1Ø
j=0
ε2 =
N−2Ø
i=0
M−1Ø
j=0
1
φi+1,j − φi,j −Ñxi,j
22
+
N−1Ø
i=0
M−2Ø
j=0
1
φi,j+1 − φi,j −Ñyi,j
22
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(5.6)
con ε denotando a cada residuo. La condición necesaria para encontrar puntos crí-
ticos de una función (posibles extremos) establece:
δJ = 0 (5.7)
Para que se cumpla la Ecuación 5.7 debemos diferenciar cada término de la Ecuación 5.6:
δ1 = δ
3qN−2
i=0
qM−1
j=0
1
φi+1,j − φi,j −Ñxi,j
224
= qN−2i=0 qM−1j=0 ai,j (δφi+1,j − δφi,j)
δ2 = δ
3qN−1
i=0
qM−2
j=0
1
φi,j+1 − φi,j −Ñyi,j
224
= qN−1i=0 qM−2j=0 bi,j (δφi,j+1 − δφi,j)
(5.8)
con: ai,j = 2
1
φi+1,j − φi,j −Ñxi,j
2
si 0 ≤ i ≤ N − 2, 0 ≤ j ≤M − 1
bi,j = 2
1
φi,j+1 − φi,j −Ñyi,j
2
si 0 ≤ i ≤ N − 1, 0 ≤ j ≤M − 2 (5.9)
de modo que :
δJ = 0⇒ δ1 + δ2 = 0 (5.10)
Si se realiza un corrimiento de subíndices i y j, puede demostrarse que la Ecuación 5.8
es equivalente a:
δ1 = −
N−1Ø
i=0
M−1Ø
j=0
(ai,j − ai−1,j) δφi,j (5.11)
δ2 = −
N−1Ø
i=0
M−1Ø
j=0
(bi,j − bi,j−1) δφi,j
Donde debe notarse que se hizo un cambio en los límites de la sumatoria. Este
cambio implica establecer las siguientes condiciones de borde:
ai,j = 0 para i = −1, i = N − 1, 0 ≤ j ≤M − 1
bi,j = 0 para j = −1, j =M − 1, 0 ≤ i ≤ N − 1
Y con esto, extender la zona en la que quedan deﬁnidos ai,j y bi,j a 0 ≤ i ≤ N − 1,
y 0 ≤ j ≤M − 1 para ambos coeﬁcientes.
Sustituyendo la Ecuación 5.11 en la Ecuación 5.10, se obtiene:
δJ = −
N−1Ø
i=0
M−1Ø
j=0
(bi,j − bi,j−1 + ai,j − ai−1,j) δφi,j = 0
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Suponiendo que la perturbación δφi,j es arbitraria, para que se cumple la igualdad,
en la ecuación anterior debe cumplirse:
bi,j − bi,j−1 + ai,j − ai−1,j = 0 para 0 ≤ i ≤ N − 1, 0 ≤ j ≤M − 1
Por último, reemplazando la Ecuación 5.9 en la ecuación anterior y re-acomodando
términos se obtiene:
(φi+1,j − 2φi,j + φi−1,j) + (φi,j+1 − 2φi,j + φi,j−1) = ρi,j (5.12)
siempre que:
ρi,j = Ñxi,j −Ñxi−1,j +Ñyi,j −Ñyi,j−1 (5.13)
Este es el conjunto de ecuaciones normales que deben resolverse para encontrar la
solución φ que minimiza la Ecuación 5.6 por cuadrados mínimos. Esta provee de la
relación entre los datos que pueden obtenerse de la fase envuelta y los valores de
fase desenvuelta.
Puede demostrarse que la ecuación Ecuación 5.12 es la versión discreta de la Ecua-
ción de Poisson:
∇2φ (x, y) = ρ (x, y) (5.14)
con ∇2φ (x, y) = ∂2φ(x,y)
∂x2 +
∂2φ(x,y)
∂y2 el Laplaciano de φ y ρ (x, y) la versión continua
de ρi,j.
El objetivo es encontrar la función φ que veriﬁca el conjunto de ecuaciones diferen-
ciales dados por la Ecuación 5.12 o por la Ecuación 5.14. Ciertamente, no conocemos
a-priori la forma funcional que tendrá φ, con lo cual no contamos con un modelo
matemático al cual ajustarlo por cuadrados mínimos. Una de las alternativas posi-
bles para resolver la Ecuación 5.12 es de manera iterativa, inicializando φij en cero
y luego actualizar su valor iterativamente como sigue:
φi,j =
(φi+1,j + φi−1,j + φi,j+1 + φi,j−1)− ρi,j
4
El procedimiento se itera hasta que converge, aunque implica un costo computacional
elevado. Como contraparte, puede aplicarse una transformada y operar en el espacio
de frecuencias.
Una manera de abordar el problema consiste en suponer que cualquiera sea la forma
funcional de la solución φ, ésta puede expandirse como una combinación lineal de
funciones más simples; generalmente se opta por la expansión en término de senos
y cosenos usando la Transformada de Fourier o por la expansión en términos sólo
de cosenos, usando la Transformada Coseno.
En particular, vamos a suponer que φ puede expandirse como una suma de distintas
señales cosenoidales con distintas frecuencias y amplitudes. Matemáticamente, esta
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expansión en términos de cosenos conduce a lo que se conoce como una Transformada
Coseno Discreta, y que a continuación se deﬁne.
Sea xi,j una señal bidimensional cualquiera. La Transformada Discreta del Coseno
(DCT) xi,j se deﬁne:
Cn,m =

 qN−1i=0 qM−1j=0 4xi,j cos è π2Nn (2i+ 1)é . . .
· cos
è
π
2Mm (2j + 1)
é  si
 0 ≤ n ≤ N − 1
0 ≤ m ≤M − 1

0 en c.o.c
(5.15)
Por lo que xi,j se expande en términos de una sumatoria de cosenos de distintas
frecuencias, ponderados por los coeﬁcientes Cn,m .
Por su parte, la Transformada Inversa (IDCT) queda deﬁnida:
xi,j =

 1NM qN−1i=0 qM−1j=0 w1 (n)w2 (m)Cn,m . . .
· cos
è
π
2Nn (2i+ 1)
é
· cos
è
π
2Mm (2j + 1)
é  si
 0 ≤ i ≤ N − 1
0 ≤ j ≤M − 1

0 en c.o.c
(5.16)
Con w1 (n) y w2 (m) deﬁnidos de la siguiente manera:
w1 (0) =
1
2
w1 (n) = 1 si 1 ≤ n ≤ N − 1
w2 (0) =
1
2
w2 (m) = 1 si 1 ≤ m ≤M − 1
Para nuestros propósitos, se expande la solución buscada φi,j de acuerdo a la Ecuación 5.16:
φi,j =
 1NM qN−1i=0 qM−1j=0 w1 (n)w2 (m) φˆn,m . . .
· cos
1
π
2Nn (2i+ 1)
2
cos
1
π
2Mm (2j + 1)
2  para A 0 ≤ i ≤ N − 10 ≤ j ≤M − 1
B
Esto es, nuestra solución φi,j queda expresada como una combinación lineal de cose-
nos de distintas frecuencias, ponderados por los coeﬁcientes φˆi,j dados por la Trans-
formada Coseno (DCT) de φi,j.
De manera análoga, ρi,j queda expresado como:
ρi,j =
A 1
NM
qN−1
i=0
qM−1
j=0 w1 (n)w2 (m) ρˆn,m . . .
· cos
1
π
2Nn (2i+ 1)
2
cos
1
π
2Mm (2j + 1)
2 B para A 0 ≤ i ≤ N − 10 ≤ j ≤M − 1
B
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Si se expanden de manera similar cada uno de los términos restantes del conjunto
de ecuaciones normales dados por la Ecuación 5.12, se obtiene:
2
NM
qN−1
i=0
qM−1
j=0 w1 (n)w2 (m) φˆn,m . . .
· cos
1
π
2Nn (2i+ 1)
2
cos
1
π
2Mm (2j + 1)
2
. . .1
cos
1
πn
N
2
− 1 + cos
1
πm
M
2
− 1
2
 =

1
NM
qN−1
i=0
qM−1
j=0 w1 (n)w2 (m) ρˆn,m . . .
· cos
1
π
2Nn (2i+ 1)
2
. . .
· cos
1
π
2Mm (2j + 1)
2

Es claro que, para que los dos miembros sean iguales debe cumplirse que:
ρˆn,m = 2 ˆφn,m
3
cos
3
πn
N
4
+ cos
3
πm
M
4
− 2
4
Y por lo tanto:
φˆn,m =
ˆρn,m
2
1
cos
1
πn
N
2
+ cos
1
πm
M
2
− 2
2 si n : 1 ≤ n ≤ N−1, m : 1 ≤ m ≤M−1
(5.17)
Vemos que el denominador de esta expresión se anula para n = 0 y m = 0 , por lo
cual se establece:
φˆ0,0 = ρˆ0,0 (5.18)
La fase desenvuelta φi,j se obtiene fácilmente haciendo la Transformada Coseno
Inversa (IDCT) a la Ecuación 5.17 y a la Ecuación 5.18. Esta es la solución de
mínimos cuadrados buscada.
En resumen, de la fase envuelta ψi,j, se obtienen Ñxi,j y Ñyi,j de acuerdo con la
Ecuación 5.4 y la Ecuación 5.5. Luego a partir de la Ecuación 5.15 se obtiene ρij.
Por ende, para obtener la solución basta con:
1. Efectuar la Transformada Coseno Directa Discreta (DCT) a ρij para obtener
ρˆi,j.
2. Operar con cada uno de los coeﬁcientes ρˆi,j obtenidos, de acuerdo a Ecuación 5.17,
y así obtener φˆi,j
3. Por último, anti-transformar φˆi,j para obtener la solución de mínimos cuadra-
dos φi,j.
5.3.1.2. Resultados
La implementación del procedimiento detallado en el apartado anterior, se ejempli-
ﬁca con imágenes de contraste de fase obtenidas por MHD. En este caso particular,
se trata de la que surge de un holograma de una muestra de agua en la que se
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a) b)
Figura 5.3.: Mapa de fase de un holograma con dos microalgas de la especie Ce-
ratium hirundinella a) mapa envuelto; b) mapa desenvuelto usando el algoritmo
de cuadrados mínimos.
encuentran dos microalgas de la especie Ceratium hirundinella. El montaje experi-
mental es que el que se describió en el Capítulo 4. En este caso, el registro se realizó
con una cámara CCD, se usaron objetivos de 10X, y la distancia de reconstrucción
fue d = 0,05m. En la Figura 5.3 se muestra la fase envuelta y el mapa continuo φ
obtenido utilizando el método PEA descrito en la Subsección 3.2.2.
Se advierte que si bien el método arroja resultados aceptables a simple vista, con-
tiene algunos artefactos e imprecisiones. El fondo de la imagen, que representa el
medio acuoso en el que las algas se encuentran inmersas, es de un nivel de gris apro-
ximadamente uniforme, tal como se espera. Cada microalga introduce un retardo
de fase a la luz que la atraviesa por poseer un índice de refracción mayor que el
medio. Esto se veriﬁca para la microalga inferior en la que se advierte que cada
píxel dentro del área de la microalga presenta un nivel de gris superior al nivel de
gris de fondo. Por el contrario, la microalga que se encuentra en la región superior
del mapa presenta zonas con niveles de gris inferiores al fondo, lo que daría cuenta
de zonas de índice de refracción menor. Desde el punto de vista físico, esto podría
corresponder a minúsculas burbujas de aire. Sin embargo, dado que en los bordes de
esa microalga también se aprecian niveles de gris más bajos, la hipótesis más factible
es que se trate de un problema asociado al método de desenvolvimiento.
Para descartar otras variables que puedan tener injerencia en el desempeño del mé-
todo, se ensaya con distintos hologramas y con distintos ﬁltros aplicados al orden de
interés. Recordemos que el método PEA requiere de la aplicación de un ﬁltro en el
espacio de frecuencias para recuperar el frente de onda completo. Del análisis reali-
zado, se concluye que la performancia del método depende fuertemente del tamaño
y tipo de ﬁltro aplicado. El estudio correspondiente se reserva para el Capítulo 6;
no obstante, a continuación se ilustra la fase módulo 2π y la fase continua que se
obtiene cuando se aplica un ﬁltro con un parámetro a = 1,2 y se usa una máscara
Kaiser con un parámetro β = 5 (Ver Subsección 6.3.2 y Subsección 6.3.3). En la
Figura 5.4a) se advierte que la versión envuelta de la fase se ve modiﬁcada y como
consecuencia, en b), la fase continua también, con sólo ligeras mejorías respecto a
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a) b)
Figura 5.4.: a) Fase envuelta; b) Fase continua
la de la Figura 5.3.
5.3.2. Desenvolvimiento mediante Mapas de Calidad
Generalmente el fracaso de los algoritmos de desenvolvimiento de fase globales reside
en la preponderante inﬂuencia del ruido en el resultado ﬁnal. Los algoritmos de
desenvolvimiento globales son fuertemente susceptibles al ruido. En particular, la
solución por cuadrados mínimos se ve afectada por valores atípicos y ruido, tal como
se ve afectado un promedio aritmético; un valor atípico «empuja» la estimación de
modo que se satisfaga la condición de mínimo error cuadrático. Es por esto que los
resultados que arroja el método pueden no representar en absoluto la fase subyacente,
con la consecuente imposibilidad de extraer de ellos la información física de interés.
Una alternativa para resolver este problema la ofrecen los algoritmos de desenvolvi-
miento locales, que desenvuelven cada elemento de la señal de fase envuelta de a uno
por vez, siguiendo un camino en particular. El éxito de los mismos queda supeditado
a la elección correcta del camino a seguir. Sucede que en ciertas regiones aisladas,
los valores de la fase desenvuelta dependen del camino seleccionado. El error que se
produce al integrar sobre estas regiones se propaga al resto de la imagen a lo largo
del camino de integración. Este es uno de los motivos por los cuales no es aconsejable
efectuar desenvolvimientos por ﬁlas o por columnas para una imagen bidimensional;
es más, si así se realizara, los resultados serían erróneos en la mayor parte de los
casos .
Como solución a este problema en la literatura se plantean distintas alternativas
[PG98]. Una de ellas consiste en identiﬁcar las zonas de inconsistencia de fase o re-
siduos. Para ello se puede sumar las diferencias entre puntos consecutivos de la fase
envuelta a lo largo del camino cerrado más corto, para todo el conjunto de valores de
fase. Los valores de fase cuyos caminos cerrados arrojan resultados distintos de cero
son etiquetados como inconsistentes. Este análisis se repite para la totalidad de los
valores de fase, dando como resultado una matriz denominado mapa de inconsisten-
cias en el cual quedan indicadas las posiciones de las inconsistencias. La localización
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de las inconsistencias y su densidad proveen una indicación de la complejidad del
problema de desenvolvimiento.
Otra opción consiste en deﬁnir un mapa de calidad o quality map. Los mapas de
calidad son matrices de las mismas dimensiones que el de la fase envuelta cuyos
valores deﬁnen la calidad o bondad de cada valor del mapa en relación al problema
de desenvolvimiento, es decir le otorga a cada punto un «peso» relacionado con la
conﬁanza que se tiene en la exactitud del correspondiente valor en el mapa de fase.
5.3.2.1. Mapas de calidad
Un mapa de calidad útil resulta el mapa de correlación, en la bibliografía deﬁnido
como la magnitud de los valores complejos de las señales obtenidas por interferome-
tría de radar de apertura sintética o IFSAR. El mapa de correlación es importante
puesto que es considerado como el mejor estimador de la calidad de los datos de fase
que se extraen por IFSAR. En general las zonas decorrelacionadas o ruidosas de la
fase, se corresponden con las regiones de menor calidad (o más oscuras) del mapa
de correlación.
Existen otros mapas de calidad que pueden derivarse directamente de los datos
disponibles de la fase. Un ejemplo es la varianza del gradiente de la fase, que se
deﬁne de la siguiente manera:
zmn =
òq
∀i,j
1
Ñxij −Ñxmn
22
+
òq
∀i,j
1
Ñyij −Ñymn
22
k2
donde para cada suma los índices (i, j) varían en una ventana de k × k centrada
en el píxel central (m,n); ∆xij y ∆
y
ij son las derivadas parciales de la fase envuelta
(componentes del gradiente), mientras que Ñxmn y Ñymn son los promedios de estas
derivadas parciales en la ventana de k × k. La varianza del gradiente de la fase es
por lo general la medida más conﬁable de la calidad de la fase cuando no se cuenta
con el mapa de correlación.
Otra alternativa es tomar el gradiente de fase máximo que mide la magnitud del
gradiente de fase más alto y se deﬁne para cada píxel como el máximo de estos dos
valores:
max
1---Ñxij---2 , max 1---Ñyij---2
donde el máximo se evalúa dentro de una ventana de k×k constituida por vecinos a
un determinado píxel. Este mapa resulta adecuado como medida de calidad puesto
que en las regiones de fase ruidosas, los gradientes tienden a ser mayores. El mapa
de calidad es la negación del mapa de gradiente máximo, de modo que exista una
relación directa entre valores altos del mapa con calidad alta y preferencia para
desenvolver el valor de fase asociado.
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Figura 5.5.: El módulo como mapa de calidad y su impacto en los errores de fase.
5.3.2.2. Uso del módulo del holograma como mapa de calidad
En MHD contamos con un mapa de calidad que emerge naturalmente de la técnica
holográﬁca: la imagen del módulo. Esta última, obtenida de la reconstrucción, denota
la cantidad de luz que llegó al sensor en cada punto, dando cuenta de la cantidad de
luz que absorbe el espécimen. Los motivos por los cuales el módulo constituye un
mapa de calidad adecuado se evidencian en la Figura 5.5, una representación gráﬁca
de dos números complejos con distinto módulo e idéntica fase, donde la distancia de
los puntos al origen representan el módulo y el ángulo con el eje real, la fase:
z1 = a1 + ib1; |z1| =
ñ
a21 + b21; α = arctan
b1
a1
z2 = a2 + ib2; |z2| =
ñ
a22 + b22; α = arctan
b2
a2
Cuando, como en el caso de z1, el módulo es pequeño, una ligera modiﬁcación en el
valor de la parte real ∆a y/o imaginaria ∆b puede perturbar erráticamente la fase
asociada. Por lo contrario, las regiones con módulo alto, como es el caso de z2, se ven
sólo ligeramente perturbadas para idénticas variaciones ∆a y ∆b. En la Figura 5.5
se ha ilustrado el caso en el cual se modiﬁca ligeramente la parte real de z1 y z2 en
∆a, perturbando en ∆α1 y ∆α2 las fases respectivas, siendo ∆α1 > ∆α2.
En el contexto de esta tesis, se utilizan muestras de especímenes esencialmente
transparentes. Bajo buenas condiciones de iluminación, las imágenes de contras-
te de amplitud (módulo) presentan valores altos en el fondo y en el interior de cada
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espécimen, y valores bajos en los bordes de los especímenes y en zonas donde se
encuentran partículas opacas propias del medio, que es donde los algoritmos suelen
fallar. Por tal motivo, al tomar el módulo como mapa de calidad se obtiene una
correlación (o mapa de correlación) entre los valores altos de módulo con los valores
más aconsejables para desenvolver la fase; lo que lo convierte en el mapa de calidad
por excelencia. Para evitar aún más algunos errores del proceso de desenvolvimiento,
se propone aplicar una máscara de desenfoque al módulo del holograma reconstrui-
do, particularmente un ﬁltro gaussiano. El motivo de esta elección reside en que en
el módulo del holograma reconstruido los bordes de los especímenes resultan bien
deﬁnidos y los ruidos muy notorios generando saltos muy abruptos. La aplicación
de un ﬁltro gaussiano se traduce en un desenfoque incoherente, esfumando bordes y
ruido y suavizando la imagen de módulo en su conjunto.
5.3.2.3. Método de desenvolvimiento
El método de desenvolvimiento por mapas de calidad es un algoritmo camino de-
pendiente en el cual el camino de integración sigue los píxeles de calidad alta y evita
aquellos de calidad baja, guiado por el mapa de calidad calidad elegido.
El algoritmo parte del punto más iluminado del mapa de calidad, esto es el punto de
mayor calidad y añade sus vecinos al conjunto vecinos (generalmente es un conjunto
de 4 vecinos). Luego examina los vecinos, selecciona el píxel con mejor calidad entre
los que están en vecinos y lo desenvuelve. Luego añade el píxel al conjunto de
píxeles desenvueltos, y añade los vecinos de este píxel al conjunto vecinos (siempre
que los mismos no estén desenvueltos). Se repite esta operación hasta que no se
añaden nuevos píxeles al conjunto vecinos, lo que signiﬁca que todo el mapa ha sido
procesado. Este procedimiento se gráﬁca en la Figura 5.6:
(a) los píxeles azules son los que han sido desenvueltos y los píxeles celestes son los
que integran el conjunto de píxeles aledaños,
(b) se evalúa el mapa de calidad para escoger el mejor de los aledaños (en rojo)
(c) se aplica el desenvolvimiento en el píxel escogido,
(d) se añaden los vecinos del píxel desenvuelto al conjunto de píxeles vecinos.
En áreas correspondientes a píxeles de alta calidad, la región de píxeles desenvueltos
crece hasta que sólo restan los píxeles de baja calidad. El algoritmo sigue entonces
el camino de los píxeles de mayor calidad a través de la región de baja calidad hasta
que se encuentra con la siguiente región de alta calidad. De esta manera, todos los
píxeles de alta calidad se desenvuelven primero y los de baja calidad al último. Lo
que minimiza el impacto acumulado de los errores de desenvolvimiento.
5.3.2.4. Resultados
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(a) (b)
(c) (d)
Figura 5.6.: Ejemplo de la aplicación de un paso en donde a) los píxeles azules son
los que ya han sido desenvueltos, los celestes son los que integran el conjunto de
los vecinos; el rojo en b) es el escogido para ser desenvuelto en el siguiente paso
ilustrado en c). En d) se muestra el nuevo conjunto de vecinos.
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Figura 5.8.: Fase desenvuelta usando el algoritmo por mapa de calidad modiﬁcan-
do tamaño y dureza de ﬁltro.
Figura 5.7.: Mapa de fase desenvuelto
usando el algoritmo de camino por Ma-
pas de calidad.
La Figura 5.7 muestra la fase desenvuel-
ta del mismo holograma usado en la sec-
ción anterior, con los mismos paráme-
tros de reconstrucción y el mismo ﬁl-
tro utilizado. Por lo tanto, la fase en-
vuelta coincide con la representada en
la Figura 5.3a). Se observa que el algo-
ritmo claramente falla en la estimación
del retardo de fase introducido por la
microalga superior.
Ahora bien, si se modiﬁca el ﬁltro con
los mismos parámetros que el de la
Figura 5.4, se obtiene como resultado el
mapa que se ilustra en la Figura 5.8.
En este caso, se advierten sólo algunos píxeles donde el algoritmo falla probablemen-
te relacionados con las regiones de baja calidad del mapa de calidad. Debido a la
naturaleza del método, este puede proporcionar mapas de fase perturbados por algu-
nos artefactos. En la mayoría de nuestros experimentos estas ligeras ambigüedades
no afectan la determinación del biovolumen, uno de los objetivos de esta tesis.
5.3.3. Filtro de la mediana para disminución de ruido
La mayoría de los métodos de desenvolvimiento no son robustos ante la presencia
de ruido. Los métodos aquí ensayados no son la excepción, aunque el método de
cuadrados mínimos es especialmente susceptible al ruido presente en la fase envuelta,
ya que en este último caso, la calidad de la estimación de la fase desenvuelta se altera
de modo considerable en una escala global.
La solución a esta problemática no es trivial; por un lado se desea que el algorit-
mo de desenvolvimiento conserve los bordes del espécimen y, al mismo tiempo, se
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desea eliminar, al menos parcialmente, valores atípicos ya que son los principales
responsables de los errores en la estimación de la función solución. Para lograr esto,
se propone aplicar un ﬁltro espacial local al holograma reconstruido que satisfaga
estos requerimientos. En este sentido, el ﬁltro de la mediana resulta adecuado y por
lo tanto es el elegido en nuestras aplicaciones.
Un ﬁltro espacial consiste en un procesamiento que se aplica a cada punto de una
imagen de acuerdo a los valores del entorno de ese punto, siendo ese punto el centro
del entorno (x, y). Esto es, se deﬁne un punto centro (x, y), se realiza una operación
matemática que involucra a todos los píxels vecinos alrededor del centro; el resultado
de la operación se lo deﬁne como la «respuesta» del proceso en ese punto. Luego, el
proceso se repite en cada punto de la imagen. El procedimiento de mover el punto
centro, crea nuevos entornos o vecindarios, uno por cada píxel en la imagen que se
desea procesar.
El ﬁltro de la mediana es un ﬁltro espacial no lineal, es decir, su respuesta está basada
en ordenar los píxels contenidos en un entorno y luego reemplazar el valor del centro
con el valor de alguno de los píxels vecinos con un criterio particular. En el caso de
la mediana, se reemplaza el valor del centro por el percentil 50 cuando se ordenan
los píxels del entorno de menor a mayor. Los valores atípicos no coinciden por lo
general con el percentil 50, de modo que los mismos pueden eliminarse al aplicar
el ﬁltro al campo reconstruido; simultáneamente, dada la naturaleza del ﬁltro, los
bordes se conservan.
Para nuestros propósitos, un ﬁltro de la mediana, típicamente de tamaño 5 × 5, se
aplica sobre el campo reconstruido; i.e., simultáneamente sobre la parte real y la
parte imaginaria. El ﬁltro es lo suﬁcientemente pequeño como para eliminar ruidos
y no alterar considerablemente la información de interés, conservando los bordes.
Luego, se calcula la fase envuelta y se aplica el algoritmo de desenvolvimiento por
cuadrados mínimos.
Un resultado ilustrativo se muestra en la Figura 5.9. Claramente, el ruido y algunos
artefactos de la estimación de la fase desenvuelta se eliminan y se obtienen mapas
continuos más suaves y menos ruidosos.
5.4. Método con dos longitudes de onda
Hasta aquí hemos expuesto en particular dos algoritmos de desenvolvimiento de
fase para recuperar la fase sin ambigüedad, ambos abordados desde dos perspecti-
vas claramente diferentes. No obstante, bajo condiciones experimentales ruidosas o
cuando los objetos presentan grandes variaciones morfológicas, tales como saltos, o
superﬁcies con grandes variaciones en textura, dichos algoritmos suelen fallar. En
esta sección, proponemos usar dos longitudes de onda para remover dichas discon-
tinuidades. La técnica consiste en registrar dos hologramas consecutivos variando
la longitud de onda de un láser de Argón-Kriptón sintonizable. Luego, los saltos o
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a) b) c)
d) e) f)
Figura 5.9.: Fases desenvueltas: usando cuadrados mínimos a) sin aplicar el ﬁltro
de la mediana, aplicando ﬁltro mediana con una ventana de b) 5x5 píxeles, c)
10x10 píxeles; usando mapa de calidad d) sin aplicar ﬁltro mediana; aplicando
ﬁltro mediana con una ventana de e) 5x5 píxeles, f) 10x10 píxeles
discontinuidades en los mapas de fase, que resultan al reconstruir los hologramas
con la longitud de onda correcta, no ocurren en los mismos lugares para longitudes
de onda diferentes. Se presenta un método que permite desenvolver la fase envuelta
haciendo uso de un mapa guía que hemos denominado Mapa diferencial Sintético
de Fase que combina la información contenida en ambos mapas. Se muestran los
resultados obtenidos en hologramas de microalgas y se compara con los mapas de
fase continuos obtenidos al aplicar métodos corrientes de desenvolvimiento de fase.
5.4.1. Introducción
Por años se ha sabido que mientras mayor sea la longitud de onda empleada en
el registro holográﬁco, menor cantidad de franjas resultarán sobre un dado objeto,
reduciendo así el número de ambigüedades de fase módulo 2π en la imagen de fase.
No obstante, para lograr reducir de manera notable el número de discontinuidades
se requiere de la utilización de fuentes de luz infrarrojas en lugar de luz visible. Y-Y
Cheng y J. C. Wyant [CW84, CW85] mostraron que pueden usarse dos o más
longitudes de onda del espectro visible para producir una longitud de onda de batido
mayor. Idealmente, si podemos registrar un holograma con dos longitudes de onda,
tal que la longitud de onda de batido sea tal que no existan ambigüedades módulo
2π en el mapa de fase, los algoritmos de desenvolvimiento no serían necesarios. La
idea es extender el rango de medidas de fase con respecto a la que resulta al usar
una única longitud de onda.
Existen diversos métodos reportados en la literatura [GDK03, KKL08, KMZ+,
KMZ+11] para resolver las ambigüedades 2π usando dos longitudes de onda. En
términos generales, se registran dos hologramas digitales con dos longitudes de onda
λ1 y λ2, y se reconstruye cada uno de ellos con la longitud de onda correspondiente.
Luego, a partir de las amplitudes complejas del campo reconstruido Ψλ1 y Ψλ2 , se
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obtienen los dos mapas de fase módulo 2π correspondientes a λ1 y λ2:
φλ1 = arctan
ImΨλ1
ReΨλ1
φλ2 = arctan
ImΨλ2
ReΨλ2
(5.19)
La resta punto a punto de ambos mapas ∆φ12 = φ1 − φ2 contiene numerosas dis-
continuidades 2π. Sin embargo, si se suma 2π siempre que ∆φ12 < 0, se obtiene un
nuevo mapa de fase con un mayor rango libre de discontinuidades:
∆φ12 =
φλ1 − φλ2 si φλ1 ≥ φλ2φλ1 − φλ2 + 2π si φλ1 < φλ2 (5.20)
Este mapa de fase es equivalente a la distribución de fase que se obtendría de un
holograma registrado con una longitud de onda de batido Λ12 = λ1λ2/ |λ1 − λ2|.
Se advierte que mientras más parecidas sean las longitudes de onda con las que
se registra el holograma, mayor es la longitud de onda de batido, y menores las
discontinuidades. En este sentido, y con la elección correcta de las longitudes de
onda, con este método puede lograrse, al menos teóricamente, una resolución axial
arbitrariamente grande comparada con las longitudes de onda involucradas de modo
que desaparezcan las discontinuidades módulo 2π. Con ello, el proceso de desenvol-
vimiento se hace innecesario.
El método, sin embargo, cuenta con una limitación importante y es que ampliﬁca
cualquier ruido de fase. Suponiendo que el mapa de fase de una determinada longitud
de onda φm contiene ruido de fase 2πÔm, el ruido en el mapa diferencia φ12 será
2πÔ12 = 2π(Ô1 + Ô2). Gass et al. [GDK03] proponen reducir el ruido del mapa ∆φ12
al nivel equivalente al del mapa de fase correspondiente a una sola longitud de onda,
φ1 o φ2. Si bien el método arroja resultados con evidentes mejoras en la reducción de
ruido, en este trabajo se ha optado por enfocar el problema desde un punto de vista
ligeramente diferente, que se expone en la siguiente sección. Luego, como alternativa
se propone obtener el mapa de fase continuo a partir de la información que proveen
la derivada de los mapas de fase dφ1 y dφ2, en lugar de ∆φ12.
5.4.2. Propuesta para la reducción de ruido
De la Ecuación 5.20 se sigue que de la resta de los mapas de fase envueltos surge un
mapa equivalente a la distribución de fase que se obtendría de un holograma regis-
trado con una longitud de onda de batido mayor a cualquiera de las otras longitudes
de onda. Para ejempliﬁcar, consideremos la Figura 5.10a) que ilustra el perﬁl ∆φ12
que se obtiene al operar según la Ecuación 5.20. Como consecuencia, se obtiene un
mapa con rango mayor libre de discontinuidades, equivalente al obtenido con una
longitud de onda de batido mayor; al mismo tiempo, el ruido se ve ampliﬁcado. La
propuesta de Gass et al. [GDK03] para disminuir el ruido, consiste en la aplicación
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Figura 5.10.: Ilustración del algoritmo para extender la longitud de onda sintética
sin aumentar el ruido ﬁnal.
de una serie de operaciones matemáticas tanto sobre el mapa ∆φ12 como sobre el
mapa de fase envuelto para una longitud de onda, digamos φ1. Como resultado,
se alcanza un nivel de ruido equivalente al del mapa φ1. Sin embargo, el método
falla cuando el ruido del mapa de fase ∆φ12 es mayor al de un medio de λ1. Como
alternativa, en este apartado se propone un método que se basa en las propiedades
de congruencia y en la aplicación de un ﬁltro mediana.
El algoritmo seguido se ilustra en la Figura 5.10b), c), d) y e). Para ello:
1. Se aplica un ﬁltro de la mediana sobre∆φ12. El tamaño de la ventana puede ser
tan grande como se desee; el tamaño típico es de [3× 3]. De cualquier modo,
se preservará el detalle de la fase original φ1 y no de ∆φ12. El efecto resultante
se aprecia en la Figura 5.10b) , donde han desaparecido los numerosos picos
oscilantes originalmente presentes en ∆φ12.
2. Sobre el perﬁl obtenido, se resta φ1 con la metodología propuesta en la Subsección 6.2.3
y se obtiene la curva representada en la Figura 5.10c).
3. El ruido remanente se elimina redondeando los valores al congruente más cer-
cano, cuyo resultado se exhibe en la Figura 5.10d).
4. Por último, se sustrae del resultado obtenido, el de la fase original φ1, tal como
se ilustra en la Figura 5.10e). Se obtiene así el nivel de ruido presente en φ1
en un mapa que presenta el mismo número de discontinuidades de fase que las
que se obtendrían con una longitud de onda de batido.
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Dhd
Figura 5.11.: Diagrama que ilustra un espécimen arbitrario (en verde) inmerso en
su medio (en celeste) entre porta y cubre-objetos (en gris).
5.4.3. Obtención de mapas diferenciales de fase sintéticos en
Microscopía Holográﬁca Digital, utilizando dos
longitudes de onda
Consideremos un espécimen microscópico que se ubica entre un porta-objeto y un
cubre-objeto, ilustrados en la Figura 5.11. Para cada longitud de onda λm (m = 1, 2),
el retardo de fase que experimenta el haz objeto es :
ϕm =
2π
λm
(nvidrio mD + (n0m − nvidrio m)d+ (nm − n0m)h) (5.21)
donde: D es la altura del contenedor del espécimen (espécimen + medio + cubreob-
jeto + portaobjeto), h es el espesor del espécimen, d es el espesor total de la muestra
(espécimen + medio circundante), mientras que nvidrio m, n0m y nm son los índices de
refracción del vidrio (porta y cubre-objetos), del medio circundante y del espécimen
para la longitud de onda λm respectivamente.
Los primeros dos términos dentro del corchete sólo contribuyen en un retardo de fase
constante, mientras que el tercero cambia punto a punto debido a las diferencias de
espesor en espécimen.
Si diferenciamos la Ecuación 5.21 se obtiene:
dϕm =
2π
λm
(nm − n0m) dh
donde h es independiente de la longitud de onda con la que se construyó el hologra-
ma. Luego, para cada m, los diferenciales son distintos, pues diﬁeren en la pendiente
Cm = 2πλm (nm − n0m).
El cociente de los diferenciales para λ1 y λ2 resulta:
dϕ1
dϕ2
= λ2
λ1
(n1 − n01)
(n2 − n02) ⇒ dϕ1 = C1,2dϕ2 (5.22)
donde C1,2 es una constante de proporcionalidad entre estas magnitudes. Como
consecuencia, las derivadas de ambos mapas de fase coinciden a menos de un factor
real C1,2. Dado que la Ecuación 5.22 relaciona las derivadas de ambas fases de manera
lineal, C1,2 puede estimarse mediante una regresión lineal.
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a) b)
c) d)
Figura 5.12.: Ejemplo de la aplicación del algoritmo, para dos longitudes de on-
da λ1 (azul), y λ2 (verde).a) Fases envueltas, b) Derivadas de a), c) Derivadas
ajustadas según Ecuación 5.22 y d) Fase desenvuelta para λ1.
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Para ilustrar la técnica que aquí se propone, se simulan dos mapas de fase envuelta
unidimensionales φ1 y φ2 correspondientes a dos longitudes de onda arbitrarias λ1 y
λ2; en la Figura 5.12a) se muestran los dos mapas de fase envuelta en azul y verde
respectivamente. Dado que λ1 < λ2, φ1 presenta más discontinuidades (mayor fre-
cuencia espacial) que φ2. Asimismo, teniendo en cuenta que el índice de refracción
es mayor a menores longitudes de onda, la pendiente de φ1 en cada punto es mayor
a la de φ2 en el mismo punto. Esta noción queda claramente ilustrada en las cur-
vas de la Figura 5.12b), que se corresponden con las derivadas de φ1 y φ2, en azul
y verde respectivamente, y en donde se advierte que C1 > C2. Ahora bien, según
la Ecuación 5.22, es posible hacer coincidir las funciones derivadas, encontrando la
constante C1,2 que las relaciona. En términos prácticos, el cociente punto a punto
de la Ecuación 5.22 arrojará un valor promedio con cierto grado de dispersión. Sin
embargo, teniendo en cuenta la relación lineal que vincula ambas curvas, la utiliza-
ción de un algoritmo de optimización que minimice el cuadrado de la distancia entre
dφ1 y C1,2dφ2 resultará en una constante C1,2 más representativa.
Realizando este procedimiento, se logra que las derivadas sean iguales en todos sus
puntos a excepción de aquellos lugares donde se presenta una discontinuidad en la
fase, tal como se ilustra en la Figura 5.12c). Con esta información se construye,
como se describe a continuación, lo que denominamos Mapa diferencial sintético de
fase (MDSF). Este mapa se utiliza como un auxiliar para desenvolver uno de los
dos mapas de fase. Convenientemente, se opta por elegir el obtenido para la menor
longitud de onda ya que implica mayor resolución lateral.
La construcción del MDSF consiste en tomar los valores de la derivada de la fase
envuelta para la menor longitud de onda (λ1 en este caso) en todos los puntos
excepto en aquellos donde se ubican los saltos. Éstos son reemplazados por los
valores de la derivada del mapa de fase de mayor longitud de onda (mayor resolución
transversal) multiplicado por la constante C1,2 obtenida mediante regresión lineal.
Como resultado, se disminuye el número de discontinuidades. Por último, el Mapa
diferencial sintético así obtenido se desenvuelve por el método de los cuadrados
mínimos, resultando el mapa de fase continua que se muestra en la Figura 5.12d).
La principal ventaja del método propuesto es que se combina la información más
relevante de los mapas de fase, resolución lateral de uno y resolución transversal del
otro.
A modo de ejemplo, en la Figura 5.13a) se muestra la imagen de amplitud que
resulta al reconstruir el holograma de una microalga de la especie Pediastrum. Esta
imagen es similar a la que se observa en un microscopio óptico convencional. Ahora
bien, se toman dos hologramas del mismo espécimen con dos longitudes de onda
distintas de un láser de Argón-Kriptón sintonizable. La Figura 5.13b) se muestra el
mapa de fase módulo 2π correspondiente a una longitud de onda λ2 = 520 nm . Por
su parte, en la Figura 5.13c) se muestra el mapa de fase módulo 2π correspondiente
a una longitud de onda λ1 = 514 nm.
Los resultados del método se ilustran en la Figura 5.14. El primer mapa de fase
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(a) (b) (c)
Figura 5.13.: a) módulo del holograma de una microalga de la especie Pediastrum;
mapas de fase envuelta de hologramas de la microalga tomados con una longitud
de onda de b) 520 nm y c) 514 nm.
continua se obtiene desenvolviendo por el método de cuadrados mínimos el hologra-
ma registrado con el láser sintonizado en λ1 = 514nm. El segundo mapa se obtiene
desenvolviendo el mismo holograma usando como guía el MDSF y luego aplicando
cuadrados mínimos.
Figura 5.14.: Mapa continuo del mapa de la Figura 5.13c) obtenido: a) mediante
el algoritmo de cuadrados mínimos, b) usando el MDSF
5.5. Conclusiones
Como se desprende de la Figura 5.14b, las mejoras obtenidas en el mapa de fase
desenvuelta, mediante el método de dos longitudes de onda, no resultan signiﬁcativas
para el tipo de especímenes caracterizados en esta tesis. Además de requerir del
registro de un holograma adicional, los costos en tiempos de procesamiento son
mayores. Sin embargo, podría resultar en una herramienta alternativa en el caso
de contar con hologramas con bajo ruido y objetos que introduzcan saltos de fase
moderados, evitando, por ende, la necesidad de desenvolver.
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a) b) c)
Figura 5.15.: a) Fase envuelta original; b) Fase envuelta del mapa de la Figura 5.4;
c) Fase envuelta del mapa de la Figura 5.8.
Por otro lado, a los ﬁnes de la investigación en curso se encontró que el método de
Cuadrados Mínimos es rápido, pero puede incurrir en soluciones incorrectas. En este
sentido, el algoritmo de desenvolvimiento por mapas de calidad (Quality Guided) es
más conﬁable pero requiere tiempos de ejecución mucho más altos.
A diferencia de los algoritmos de desenvolvimiento que siguen un camino particular,
las soluciones que proveen los algoritmos por cuadrados mínimos no son congruentes
con la fase envuelta; i.e, si se envuelve nuevamente la solución, no necesariamente
la fase envuelta resultante es idéntica a la fase envuelta original. Esto se evidencia
en la Figura 5.15, en los que se ha envuelto los mapas continuos obtenidos tanto
por el método de cuadrados mínimos, como por el algoritmo por mapa de calidad.
Ciertamente, el resultado que arroja cuadrados mínimos dista de la fase envuelta
original, mientras que, por su parte, el algoritmo por mapas de calidad devuelve
resultados más precisos.
Esto es así porque la formulación por cuadrados mínimos, minimiza los cuadrados de
las diferencias entre los gradientes, por lo que los gradientes de la fase desenvuelta no
coinciden estrictamente con los de la fase envuelta original, sólo lo hacen «lo mejor
que pueden». En presencia de ruido, las soluciones provistas por cuadrados mínimos
siempre subestiman las pendientes de la fase, para acomodar de un modo óptimo
las inconsistencias de fase a nivel global. Las soluciones son «achatadas», tal como
ocurre en un ajuste de curvas por cuadrados mínimos, en el que la curva de ajuste es
siempre más suave que los datos medidos a partir de los cuales se calcula el ajuste.
Esto trae aparejado un importante inconveniente: no contamos con la posibilidad
de asegurar que el mapa de fase desenvuelto obtenido por cuadrados mínimos se
corresponda con la fase física real que deseamos evaluar. El «achatamiento de fase»
se evidencia en la Figura 5.15b), en el cual el mapa está apenas envuelto, presen-
tando muy pocos saltos de fase mayores a 2π. En este sentido, el algoritmo estima
que la microalga apenas retarda la fase de la luz que la atraviesa. La fase envuelta
del holograma (Figura 5.15a)) da cuenta que esto no es así. Más aún, en términos
cuantitativos, para el mismo holograma, cuadrados mínimos estima un retardo má-
ximo de fase de aproximadamente 7 radianes, mientras que quality guided de 13
radianes (casi el doble). Teniendo en cuenta estas consideraciones, en los desarrollos
siguientes se opta por emplear el método de desenvolvimiento por mapas de calidad,
a costa de implicar tiempos mayores de operación.
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El proceso de reconstrucción de un holograma obtenido mediante MHD, cualquie-
ra sea el método elegido, requiere del ajuste y calibración de diversos parámetros.
Algunos de ellos se discutieron previamente en el Capítulo 4, siguiendo principal-
mente las propuestas de Cuche et al. [CBD99, CMD99]. Parámetros tales como la
distancia de reconstrucción, o los cosenos directores (discutidos en Subsección 4.2.3,
Subsección 4.2.4 y Subsección 4.2.6) se ajustaron mediante mecanismos de prueba
y error, puesto que no se tenía un conocimiento previo del valor exacto de los mis-
mos. Como consecuencia, a partir de esta metodología el proceso de reconstrucción
resultó especialmente lento.
Idealmente, para que un sistema de procesamiento a tiempo real sea robusto, di-
chos parámetros deben estimarse de manera automática o semiautomática. Es por
ello que el presente capítulo está abocado a profundizar estos aspectos, así como a
la propuesta de técnicas y procedimientos originales con el objetivo de automati-
zar algunos mecanismos del proceso de reconstrucción, y como resultado otorgarle
versatilidad al sistema completo.
El capítulo se inicia con la implementación del método de reconstrucción PEA en
lenguaje Python. Luego se exponen algunas técnicas de procesamiento de los ho-
logramas. En este sentido, se presta especial atención al tratamiento del espectro,
proponiendo procedimientos para automatizar y semi-automatizar el proceso de ﬁl-
trado inherente al método PEA. Por otro lado, se ensaya un método de autofoco
para automatizar el cálculo de la distancia de propagación. Por último, se exponen
dos métodos de segmentación para extraer las regiones de interés (ROI) de los holo-
gramas. En este aspecto, el objetivo es facilitar los ensayos ulteriores de cálculo de
biovolumen y de identiﬁcación automática de especies.
6.1. Implementación del método PEA en lenguaje
Python
Según lo expuesto en los capítulos previos, el método de reconstrucción PEA ofrece
notables ventajas frente al resto, y es por ello que se lo adoptó como el método de
reconstrucción para las investigaciones en el marco de esta Tesis. No obstante, el
programa, tal como fue escrito en Visual Basic®, requiere que todas las opera-
ciones involucradas en la reconstrucción deban realizarse en una secuencia concreta;
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el programa no permite alterar el orden de ninguna de ellas, ni mostrar resultados
de etapas las etapas anteriores conforme se avanza en la reconstrucción. Si bien el
programa cumple con los requerimientos establecidos, exige conocimiento del orden
exacto en el que deben ejecutarse los pasos del algoritmo, y esto debe cumplirse
rigurosamente cada vez que uno desea alterar alguna de las variables involucradas
en la reconstrucción. Otra desventaja notoria, y quizá la más importante, es que los
parámetros de ajuste (cosenos directores, coordenadas de los ﬁltros y distancia de
reconstrucción) deben ser ingresados por teclado; cada vez que se desea modiﬁcar
alguno de ellos, todos los pasos deben realizarse nuevamente. Adicionalmente, se
precisa de gran cantidad de tiempo antes de poder ver los resultados de los paráme-
tros escogidos pues el algoritmo no está optimizado. Estos problemas de desempeño
son debidos principalmente a tener que usar el software en un ordenador obsoleto
para mantener la compatibilidad con el frame grabber (diseñado para ser montado
en placas madres de formato AT ).
Teniendo en cuenta estas consideraciones y con el ﬁn de lograr otorgarle mayor
versatilidad al sistema, se evaluó la posibilidad de reescribir el algoritmo de recons-
trucción PEA en un nuevo lenguaje que permitiera tener un acceso espiralado a
todas las etapas involucradas en la reconstrucción. Python es un Lenguaje de pro-
gramación interpretado cuya ﬁlosofía hace hincapié en una sintaxis muy limpia y
que favorece la escritura de código legible. Una desventaja importante es que no
cuenta con una interfaz integrada de desarrollo (IDE), aunque cuenta con algunos
sustitutos independientes como Spider y Mayavi que pueden resultar muy útiles
para el desarrollo planeado. Cabe añadir como ventaja a favor de Python que está
siendo adoptando como el nuevo lenguaje académico-cientíﬁco por excelencia. Este
fue el lenguaje que se eligió para reescribir el software de reconstrucción. Para ello,
se recurrió al aporte de un experto en programación, quien adaptó el método PEA
con estos requerimientos, y el resultado formó parte del seminario para adquirir el
título de Técnico Superior en Análisis de Sistemas del Sr. Carlos Marcelo Cabrera,
bajo la dirección de la autora de esta Tesis.
Una vista del resultado obtenido, tras la implementación de este nuevo lenguaje se
muestra en la Figura 6.1, donde se observa claramente la amplia gama de posibili-
dades de interacción para evaluar los resultados y tomar decisiones pertinentes a la
investigación. Tales decisiones, como tamaño de ﬁltros, dureza de ﬁltros, u otras que
modiﬁcan notoriamente los resultados, nos permitieron ensayar con mayor celeridad
con estas posibilidades para llegar a algunas de las conclusiones que se muestran en
las secciones siguientes. En esta instancia, el programa no se encuentra actualizado,
ya que algunos avances se ensayaron fuera de la interfaz gráﬁca.
Si bien con este programa se consiguió una ganancia en velocidad de procesamiento
y en el diseño del sistema, el volumen de datos que en este tipo de procedimientos de-
be analizarse, y la gran cantidad de operaciones matemáticas que deben efectuarse,
hacen que estos procesos aún sean lentos. En este sentido, sería deseable desarrollar
un prototipo de sofware para la reconstrucción holográﬁca, que vincule simultánea-
mente la adquisición y procesamiento de las imágenes a tiempo real, en el menor
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tiempo posible. Esto último requiere de computación de altas prestaciones, donde el
uso del concepto de GPGPU (Programación de Propósito General sobre Unidades
de Procesamiento Gráﬁco) resulta especialmente atractivo, ya que permite el desa-
rrollo de aplicaciones masivamente paralelas a través de la arquitectura CUDA. La
implementación de un software con este tipo de tecnología se vislumbra como una
potencial e importante mejora en cuanto a los tiempos involucrados en los procesos
de reconstrucción holográﬁca, con una ventajosa relación precio-rendimiento. En el
mercado existen tarjetas gráﬁcas de gama baja, media y alta, lo cual permite una
inmediata adaptabilidad del proyecto según las necesidades de rendimiento. El pro-
ceso está en marcha en el marco de una tesis de Licenciatura en Análisis de Sistemas
bajo la co-dirección de la autora. Se espera que los resultados a los que se arribe
permitan contar con un sistema integrado versátil y rápido.
107
Capítulo 6 Procesamiento de los hologramas
Figura 6.1.: Capturas de la interfaz gráﬁca de usuario en su estado actual. La
imagen de arriba muestra la vista del panel de control general «Overview» y una
representación gráﬁca del holograma abierto. La imagen de abajo muestra como
se ha implementado el editor de tuberías (que ha sido relegado a otra ventana
para no sobrecargar la interfaz principal).
6.2. Pre-procesamiento del holograma
Los procedimientos que se mencionan en esta sección no presentan un carácter fun-
damental en el proceso de reconstrucción holográﬁca; los mismos son opcionales y
se aplicaron sólo en algunos casos que mostraron ser beneﬁciosos al contrastarlo con
los hologramas reconstruidos sin procesamiento previo.
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6.2.1. Normalización
Se normalizaron las imágenes obtenidas para garantizar el correcto funcionamien-
to de varios de los algoritmos de procesamiento de imágenes que se aplican en el
tratamiento de la información. Este procedimiento es de carácter fundamental para
intercambiar datos con librerías de terceros en los lenguajes de programación aquí
utilizados. La normalización es un tratamiento lineal en el que se llevan todos los
valores del mapa de bits al rango [0, 255] y se los convierte a un tipo de datos de
coma ﬂotante con precisión arbitraria.
6.2.2. Apodización numérica
En los sistemas ópticos coherentes, como los tratados aquí, la difracción debida a
bordes bien deﬁnidos y discontinuos induce la aparición de ﬂuctuaciones del campo
óptico transmitido. En nuestro caso, el holograma se recorta abruptamente al tamaño
ﬁnito del sensor CCD o CMOS, por lo que naturalmente se convierte en una apertura
difractante de bordes discontinuos. Estos últimos, pueden originar ﬂuctuaciones del
campo propagado, tanto en las distribuciones reconstruidas de amplitud como en
las de fase; sus efectos son particularmente notorios en el espectro del holograma,
que representa ópticamente la difracción de Fraunhoﬀer o de campo lejano. Un
método para mitigar estas ondulaciones consiste en apodizar el holograma; esto es,
multiplicar el holograma por una apertura suave.
Una ventana, ﬁltro o función de apodización, es una función matemática cuyo valor
es cero fuera de un cierto intervalo. Cuando otra función se multiplica punto a punto
por la máscara, el producto también es cero fuera del intervalo y todo lo que queda
es la parte en la que la función y el ﬁltro se superponen: «la vista a través de la
ventana». Como ejemplo, una función que es constante dentro de cierto intervalo y
cero en cualquier otro lado se denomina máscara rectangular. La máscara rectangular
es una máscara dura, puesto que cambia abruptamente de un valor constante a cero.
Este es precisamente el tipo de ventana que impone el CCD o CMOS al registrar
el holograma. Como resultado, cada uno de los órdenes en el espectro se encuentra
modulado por la función seno cardinal, tal como se observa en los patrones de
difracción de Fraunhoﬀer de una apertura rectangular y que se maniﬁesta como una
cruz en cada orden del espectro ilustrado en la Figura 6.2a).
Si se desea aminorar los efectos difractivos de la apertura rectangular, la función de
apodización debe cambiar paulatinamente de cero a uno; esto se logra multiplicando
el holograma por una máscara denominada «blanda». Una alternativa consiste en
insertar experimentalmente una apertura apodizada delante del sensor; sin embargo,
resulta más práctico realizar la operación digitalmente mediante la construcción de
una ventana numérica. Existen diversas funciones que cumplen este requerimiento;
dentro del ámbito del procesamiento de señales suelen usarse las ventanasHamming,
Hanning, Blackman, entre otras [Har78]. A modo de ejemplo, en la Figura 6.2b)
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se muestran los efectos de la apodización del holograma sobre el espectro cuando
se utiliza un ﬁltro Kaiser. Se advierte que los efectos difractivos por los bordes
discontínuos se ven disminuidos (atenuación de la función seno cardinal alrededor
de cada orden). En la Subsección 6.3.3 se profundiza sobre las bondades del ﬁltro
Kaiser. Brevemente, este consiste en una «familia» de ﬁltros, cada uno de ellos
ﬁjado por un parámetro β que controla el grado de suavidad del ﬁltro. En el caso
de la Figura 6.2b) se utilizó un parámetro β = 14. Se debe ser muy cuidadoso al
seleccionar la ventana de apodización; preferentemente éstas deben presentar una
superﬁcie transparente grande, y deben evitarse las ventanas con superﬁcies trans-
parentes estrechas, ya que la distribución de intensidad del holograma reconstruido
también se apodiza con un perﬁl de transmisión similar. En los hologramas regis-
trados en el contexto de esta tesis, raramente se han apodizado los hologramas; no
obstante, se ha realizado un estudio más exhaustivo respecto de los beneﬁcios de
apodizar los ﬁltros que se aplican en el espectro para seleccionar el orden de interés.
Sobre este punto se profundizará más adelante dentro de este capítulo.
a) b)
Figura 6.2.: Espectro de un holograma: a) sin apodizar, b) apodizado con una
ventana Kaiser con un parámetro β = 14
6.2.3. Atenuación del orden cero
6.2.3.1. Introducción
En general, el orden cero (onda que atraviesa el holograma sin difractarse) es par-
ticularmente intenso. Como consecuencia, al reconstruir por el método de Fresnel,
el campo reconstruido puede verse signiﬁcativamente perturbado, mientras que, por
su parte, al reconstruir mediante el Método de la Convolución o el método PEA el
proceso de ﬁltrado puede tornarse diﬁcultoso. La perturbación es incluso más evi-
dente cuando el ángulo entre el haz de referencia y el haz objeto es pequeño, puesto
que en ese caso los tres órdenes (cero, real y virtual) se solapan parcialmente.
Schnars y Jueptner [SJ05] proponen la atenuación del orden cero restando al
holograma, el promedio de la intensidad de todos los píxeles de la matriz del holo-
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grama. Suponiendo una matriz cuadrada de N ×N , la intensidad promedio es:
Im =
1
N2
N−1Ø
j=0
N−1Ø
l=0
I (j∆x, l∆y)
Luego, en vez de reconstruir el holograma tal como fue capturado, se reconstruye:
I
Í = I − Im
Si bien este mecanismo numérico ha sido incluido dentro de los programas de recons-
trucción en el Capítulo 4, en esta sección se propone una alternativa para eliminar
su contribución.
Recordemos que la información que se registra en el holograma, producto de la
interferencia de la onda objeto y la onda referencia, se expresa matemáticamente
con la expresión dada por la Ecuación 3.1:
I (x, y) = |O|2 + |R|2 + 2OR cos [φR (x, y)− φO (x, y)]
donde los dos primeros términos (la intensidad del objeto|O|2 y la intensidad del haz
de referencia |R|2) representan contribuciones no interferómetricas (o incoherentes)
y constituyen el denominado orden cero. Según esta ecuación para eliminar su con-
tribución, bastará con restar punto a punto al holograma las imágenes del haz de
referencia y el haz objeto. Este método será útil siempre que el objeto de estudio
se encuentre estacionario. No obstante, aún en esa situación ideal, pueden ocurrir
ﬂuctuaciones en la iluminación durante el registro que deben corregirse numérica-
mente. Es por ello que a continuación, se expone un algoritmo alternativo simple,
de costo computacional bajo para eliminar el orden cero. En el mismo se considera
la información física presente en el orden cero y se la combina con un procesamiento
numérico ulterior.
6.2.3.2. Resta adaptada
Al holograma se le restan incoherentemente los campos uniformes correspondientes
a la intensidad de los haces objeto y referencia respectivamente, tapando alternati-
vamente el haz de referencia y el haz objeto, según el procedimiento que se detalla
a continuación.
I
Í
H(j, l) = IH(j, l)−K1O(j, l) (6.1)
I
ÍÍ
H(j, l) = I
Í
H(j, l)−K2R(j, l) (6.2)
donde K1 y K2 son números reales cuyos valores se obtienen haciendo que la va-
rianza de las diferencias en las Ecuación 6.1 y Ecuación 6.2 sea mínima. Luego, se
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reconstruye I ÍÍH . Esta metodología produce una notable atenuación del orden cero
del holograma. En particular, para el método PEA facilita el proceso de ﬁltrado en
el espectro del orden de difracción de interés (imagen real o imagen virtual), previo
a la propagación del espectro inherente al método.
K1 y K2 se encuentran mediante el algoritmo de minimización no lineal Nelder-
Mead [NM65].
La resta deﬁnida en la Ecuación 6.1, en conjunto con el procedimiento de mini-
mización puede generalizarse para cualquier par de matrices, y es usada en otros
procedimientos en el contexto de esta tesis y se la bautiza con el nombre de Resta
adaptada.
6.2.3.3. Resultados
a) b) c)
Figura 6.3.: a) espectro obtenido de la resta directa entre holograma, haz objeto
y haz de referencia; b) espectro obtenido tras aplicar el algoritmo descrito; c)
diferencia entre ambos espectros.
En la Figura 6.3 se ilustran los resultados que arroja el algoritmo visibles en el espec-
tro de un holograma, que en este caso, no se ha apodizado. Con ﬁnes comparativos,
en la Figura 6.3a) se observa el resultado de aplicar la resta incoherente de holo-
grama, haz objeto y haz de referencia. Por su parte, en la Figura 6.3b) se aprecia
una clara mejoría cuando se aplica el algoritmo propuesto mediante la aplicación
sucesiva de dos restas adaptadas; el orden cero se ve notablemente atenuado. Por
último, en la Figura 6.3c) se exhibe la diferencia entre ambos espectros en la cual se
observa que la información de interés (orden real o virtual) no ha sido perturbada,
lográndose la eliminación de orden cero y ruido de alta frecuencia.
Adicionalmente, en la Figura 6.4 se muestran los hologramas reconstruidos para am-
bos casos. Cuando no se aplica el método, se advierten artefactos y discontinuidades
espurias en el mapa de fase desenvuelto, mientras que se exhibe una mejoría notoria
cuando el pre-procesamiento es aplicado.
6.3. Tratamiento del espectro
Las imágenes holográﬁcas obtenidas mediante MHD se reconstruyen mediante compu-
tadora haciendo uso de los resultados que se desprenden de la teoría escalar de la
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a) b)
Figura 6.4.: a) fase del holograma reconstruido con la resta directa de los haces
objeto y referencia; b) fase del mismo holograma cuando se aplica el algoritmo
propuesto.
difracción. Del análisis realizado en la Subsección 4.2.7, surge que el método de PEA
tiene la ventaja de permitir el ﬁltrado sencillo, eliminando todas las frecuencias es-
paciales excepto las portadoras de la información concreta de la objeto (leáse, orden
real o virtual). En general, se desea preservar un orden de difracción y eliminar la
perturbación del orden cero, de la imagen gemela, y algunas interferencias parásitas
que surgen del registro del holograma y que se evidencian en el espectro (Transfor-
mada de Fourier Directa) del mismo.
El proceso de ﬁltrado involucra una operación digital, y se lleva a cabo multiplicando
el espectro del holograma con una máscara numérica. Las máscaras se aplican previos
a la propagación del espectro y generalmente consisten en ﬁltros duros, simétricos,
cuadrados o circulares, que abarcan toda la información correspondiente al orden
de interés. En la mayor parte de los casos, el diseño de la máscara es manual,
y se lleva a cabo mediante la inspección visual sobre la amplitud del espectro del
holograma [CMD00]. Esta también fue la manera con la que se operó en las instancias
preliminares de estas investigaciones, expuestas en la Sección 4.2, donde se aplicaron
ﬁltros cuadrados o rectangulares construidos a mano y «centrados» en algún orden
particular del espectro.
Como alternativa, y con el objeto de otorgarle mayor versatilidad al proceso, en esta
sección se propone una metodología de ﬁltrado semiautomática. Adicionalmente,
se ensaya la aplicación de ﬁltros circulares con distintos grados de dureza, desde
ﬁltros duros a ﬁltros blandos, tanto simétricos, como no simétricos. Para ello, en
una primera instancia se propone un método simple para la ubicación automática
de las frecuencias portadoras de los tres órdenes de difracción, alrededor de alguno
de los cuales puede centrarse la máscara. Luego, se establece un criterio para la
elección, por defecto, del tamaño de la máscara que se construye alrededor del orden
de interés (virtual o real). Por último, se propone la utilización del ﬁltro kaiser por
sus bondades y versatilidad para apodizar el orden de interés variando el grado de
dureza conforme se modiﬁca un parámetro.
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6.3.1. Identiﬁcación automática de los órdenes
Para alcanzar la construcción semiautomática de ﬁltros, el primer paso consiste en
identiﬁcar las coordenadas de los órdenes de difracción de manera automática. De
este modo, se prescinde de la inspección visual que sólo permite una estimación
aproximada. A modo de ejemplo, en la Figura 6.5 se ilustra en una imagen pseudo-
coloreada el módulo de un espectro típico de un holograma; en él se visualizan los
tres órdenes bien característicos que surgen en holografía y se destaca que cada
orden presenta un gran pico de intensidad en su centro. Para identiﬁcar el orden,
es necesario entonces identiﬁcar las coordenadas de estos picos (máximos), para lo
cual el módulo del espectro del holograma constituye un excelente mapa guía.
Figura 6.5.: Ejemplo del espectro de un holograma.
Supongamos que deseamos obtener las coordenadas (xv, yv) de la frecuencia porta-
dora del orden virtual. Sea la coordenada x en la dirección de las columnas, e y en
la dirección de las ﬁlas. Luego, a partir del módulo del espectro se crea una curva
unidimensional sumando para cada columna (ﬁla), los valores de intensidad para
todas las ﬁlas (columnas). Para ilustrar el resultado, en la Figura 6.6, se muestra en
azul la curva que se obtiene con este procedimiento para el caso particular en que
se suman todas las ﬁlas para cada columna del espectro de la Figura 6.5. Tal como
en este caso, en general en este tipo de perﬁles se observan la ubicación de los picos
para el orden cero, imagen real e imagen virtual en la dirección de las columnas
(ﬁlas).
La identiﬁcación automática de la posición de estos máximos podría llevarse a ca-
bo mediante algoritmos iterativos tradicionales; no obstante, estos son susceptibles
de estancarse en máximos locales, y por ende no son adecuados para el ﬁn que
se persigue. Por este motivo, se diseña un algoritmo sencillo para identiﬁcar auto-
máticamente estas coordenadas. El mismo consiste en pasar una pequeña ventana
(usualmente de unos 25 pix) por la curva azul de la Figura 6.6: si el centro de la
misma coincide con el valor máximo de la curva en esa ventana, el centro es el má-
ximo buscado; sino, todos los valores de la curva que caen dentro de la ventana son
llevados al mínimo absoluto de la curva. Operando de esta manera, se obtiene la
curva en verde en la Figura 6.6, en la cual los máximos locales son los únicos puntos
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que toman valores distintos de cero.
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Figura 6.6.: Curva azul: Valores acumulados de intensidad en la dirección de las
columnas; curva verde: Respuesta del ﬁltro que identiﬁca los picos del espectro en
la dirección de la columna.
Luego, estos puntos se arreglan en un vector de mayor a menor según la intensidad
del pico (o al revés, es indistinto). El orden cero representa el pico más grande; por
su parte, la imagen virtual y real corresponden al segundo o tercer máximo. Luego,
se selecciona automáticamente el segundo máximo de la lista que, supongamos sin
pérdida de generalidad, se corresponde con la imagen virtual. De esta manera, se
obtiene la coordenada xv del máximo seleccionado en la dirección de las columnas
(ﬁlas). Luego, para encontrar la ubicación exacta de la coordenada yv de la imagen
virtual, se realiza una búsqueda exhaustiva en la imagen del espectro (Figura 6.5)
pero sólo dentro de un entorno «reducido» de las columnas; esto es, en la región xv±Ô
(con Ô un entero mucho menor que el número total de columnas) se suma para cada
ﬁla, todas las columnas pertenecientes al entorno reducido. Con esto, se obtiene una
curva similar a la de la Figura 6.6 de la cual se extrae la coordenada yv. Se obtienen
así las coordenadas del máximo de interés (xv, yv). Esta combinación de un método
aproximado y un método exhaustivo permite obtener resultados conﬁables con un
costo relativamente bajo.
6.3.2. Criterio de selección para el tamaño de la máscara
El mismo procedimiento (Subsección 6.3.1) se aplica para encontrar la ubicación del
centro del orden cero (x0, y0). A continuación, se determina el segmento vector que
une las coordenadas del centro del orden cero con las coordenadas del centro del
orden virtual (real) rv0 = (xv − x0) iˆ + (yv − y0) jˆ. Se gira la imagen del espectro
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hasta que el vector rv0 yace en posición horizontal. Luego, se extrae una sub-imagen
seleccionando un entorno en la dirección perpendicular a la del segmento vector. El
resultado se exhibe en la imagen pseudo-coloreada de la Figura 6.7.
Se observa que la intensidad decrece conforme nos alejamos del orden cero en la
dirección de las columnas, hasta que alcanza un mínimo y luego comienza a crecer
nuevamente conforme se acerca al la frecuencia portadora de la imagen virtual. Por
ello, para cada columna de esta imagen, se suman todas las ﬁlas y se obtiene un
perﬁl de intensidades que contiene un valle entre las coordenadas del orden cero y
la imagen virtual. Finalmente, la distancia entre el orden de interés y el valle se
toma como un factor de escala r para calcular el radio de la máscara. El radio de la
máscara circular se establece como R = ar, donde a es un factor multiplicativo que
puede ingresarse externamente. Si a < 1, la máscara es pequeña y excluye parte de
la información del orden de interés. mientras si a > 1 la máscara abarca con una
probabilidad alta toda la información del orden de interés. Por defecto, a = 1,5.
6.3.3. Creación de máscaras
Figura 6.7.: Recorte alrededor del seg-
mento vector rv0
Siguiendo el procedimiento descrito en
la sección anterior, se crean máscaras
circulares de radio R, que dejan pa-
sar sólo la información del orden virtual
(real). Ahora bien, con el objetivo de es-
tudiar cómo se ve afectada la calidad de
los hologramas reconstruidos tras apli-
car distintos tipos de ﬁltros, es que se
propone apodizar los órdenes a ﬁltrar.
Para ello se implementan ﬁltros circula-
res de distintos tamaños y con distinto
grado de dureza. Los ﬁltros blandos (o
suaves) generalmente representan fun-
ciones que crecen y decrecen suavemen-
te, y que, por lo tanto, aminoran los efectos inducidos por las discontinuidades que
surgen tras la aplicación de las sucesivas Transformadas de Fourier involucradas en
el proceso de reconstrucción. En la literatura [Har78], se describen distintos tipos
de ﬁltros de gran utilidad en el procesamiento de señales.
Particularmente, en holografía la elección de la forma y tamaño de ﬁltro depende
de cada caso particular y de la información que se desea evaluar y/o conservar. Así,
cobra importancia el nivel de ruido en el holograma, y la relevancia de la información
relacionada con textura, bordes, etc. del objeto al que se le realiza el holograma. Por
lo tanto existe un compromiso entre la información que se desea quitar y la que se
desea conservar, dependiendo del caso de estudio.
La ventana Kaiser-Bessel es particularmente adecuada para nuestros propósitos,
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β similitud con
0 Rectangular
5 Hamming
6 Hanning
8.6 Blackman
Cuadro 6.1.: Valores del parámetro β que aproxima ventanas conocidas
ya que puede aproximarse a otras ventanas bien conocidas tales como Hamming,
Hanning, Rectangular y Blackman, variando solamente un parámetro que con-
trola el grado de suavidad de la ventana, y, por lo tanto, la forma de la ventana.
Matemáticamente, la ventana de Kaiser unidimensional se deﬁne como sigue:
w (n) =

I0
3
β
ñ
1−( nM/2)
2
4
I0(β) si − M−12 ≤ n ≤ M−12
0; en c.o.c.
conM el tamaño de la ventana, I0 el orden cero de una función de Bessel modiﬁcada
de primera especie dada por:
I0 (X) =
∞Ø
k=0

1
X
2
2k
k!

2
y β un número real positivo arbitrario que controla el grado de dureza. Los valores
de β típicos para emular las ventanas más conocidas se muestran en la Tabla 6.1.
Del mismo modo, en la Figura 6.8 se muestran las ventanas obtenidas para distin-
tos valores del parámetro β; adicionalmente, con ﬁnes comparativos se muestra la
similitud con las ventanas más conocidas.
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a)
b)
Figura 6.8.: a) Ejemplos de ventanas Kaiser para distintos valores de β; b) Venta-
nas típicas
6.3.3.1. Apodización de las máscaras
Ejemplos típicos de las ventanas Kaiser aplicadas al orden de la imagen virtual se
ilustran en la Figura 6.9, así como su efecto sobre los mapas de fase de un hologra-
ma de glóbulos rojos. Claramente, mientras más suave es la ventana (mayor valor
del parámetro β), menos perceptibles se tornan las ondulaciones inducidas por las
discontinuidades. No obstante, la elección de la ventana más adecuada dependerá
del caso de interés. Por ejemplo, si se quisiera determinar el biovolumen de una
especie microalgal, el ﬁltro preferentemente deberá ser ya sea duro o con un nivel
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de suavidad equivalente a una ventana Hamming o Hanning, ya que se desea su-
mar cualquier contribución del espécimen al volumen total. Por lo contrario, cuando
se desea realizar segmentación de imágenes, un ﬁltro blando facilitará el correcto
desempeño del algoritmo.
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Figura 6.9.: a) Ejemplo de máscaras Kaiser aplicadas en el orden virtual del es-
pectro de holograma con distintos valores del parámetro BETA; imágenes recons-
truidas de b) amplitud y c) fase.
6.3.3.2. Máscaras asimétricas
Como se discutió previamente, cuando se observan los espectros típicos de los ho-
logramas obtenidos por MHD (Figura 6.5) se advierte que en muchos casos los tres
órdenes o lóbulos característicos del espectro de un holograma se encuentran par-
cialmente superpuestos. Esto signiﬁca que no es posible aislar completamente la
información de alguno de ellos. Basados en esta problemática, es que se propone
la aplicación de ﬁltros no simétricos (Figura 6.10), que eliminan la contribución del
orden central. Para ello, se resta de la máscara obtenida para el orden virtual (cons-
truida según lo propuesto en las secciones previas Subsección 6.3.1, Subsección 6.3.3
y Subsección 6.3.2) una máscara que abarque en su totalidad al orden cero. El cri-
terio y mecanismo para construir esta última máscara es idéntico al empleado para
construir la máscara alrededor del orden virtual (real):
Se identiﬁcan las coordenadas del centro del orden cero (x0, y0)
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El radio de la máscara que abarca al orden cero es R0 = br0, donde r0 es la dis-
tancia desde (x0, y0) al valle de la curva obtenida de acuerdo al procedimiento
descrito en la Subsección 6.3.2 y b es un número real generalmente mayor a 1.
Figura 6.10.: a) espectro; b) ejemplo de ﬁltro asimétrico; c) suma ponderada de
a) y b). En este caso no se ha apodizado el holograma, ni las máscaras.
La metodología propuesta se presenta como una alternativa para eliminar la contri-
bución del orden cero si no se desea, o bien no fuera posible, aplicar el procedimiento
descrito en la Subsección 6.2.3. Comparativamente, la decisión de aplicar una más-
cara asimétrica repercute en una ganancia en la velocidad con la que se toman
los hologramas, pues en este caso no se requiere tomar una imagen del haz objeto
y otra del haz de referencia. El método puede ser particularmente útil cuando se
desea realizar hologramas de microorganismos móviles, en cuyo caso la técnica de la
Subsección 6.2.3 fallará. Cabe mencionar, además, que la calidad de los hologramas
reconstruidos se ve mejorada cuando se utilizan ﬁltros asimétricos. A modo de ejem-
plo, en la Figura 6.11 se ilustra este efecto en la reconstrucción de un holograma. Se
advierte que cuando se aplica un ﬁltro simétrico, la fase presenta algunos artefactos,
que desaparecen cuando se aplica el ﬁltro no simétrico de la Figura 6.10b).
a) b)
Figura 6.11.: Fase de un holograma a) Filtro simétrico; b) Filtro no simétrico.
6.4. Implementación de un mecanismo de autofoco
En muchas aplicaciones a nivel microscópico, tales como ensayos no destructivos y
adquisición de imágenes de células vivas, se requieren de mecanismos de autofoco, ya
sea por condiciones experimentales inestables o por limitaciones debidas a escasas
profundidades de campo dadas por los sistemas ópticos utilizados. Como hemos
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recalcado previamente, una de las ventajas de la MHD es la posibilidad de reconstruir
a distintas distancias a partir de un único holograma, sin la necesidad de contar con
mecanismos de realineación, con lo cual el enfoque mecánico de los métodos de
microscopía tradicionales se sustituyen por su contraparte digital.
Debido a los requerimientos para reconstrucción de hologramas digitales (Ver Capítulo 3
y Capítulo 4), y para evitar efectos de aliasing, en MHD los hologramas son captu-
rados fuera de foco (Método Fresnel y Convolución). Esto supone que, para lograr
reconstruir el holograma enfocado, deba conocerse con antelación la distancia a la
cual se enfoca la imagen a registrar. La tarea no es sencilla pues exige que ésta se
determine experimentalmente. Con estos ﬁnes es aconsejable construir una curva de
calibración con la que se pueda conocer la distancia de reconstrucción correspon-
diente a cada desplazamiento del tornillo micrométrico adosado a la platina del mi-
croscopio (procedimiento explicado en Subsección 4.2.3). Esta tarea insume mucho
tiempo y debe realizarse cada vez que el montaje es modiﬁcado, ya sea cambiando el
OM o modiﬁcando la posición de la cámara. Teniendo en cuenta estas consideracio-
nes, un método para la determinación automática de la distancia de enfoque resulta
de gran utilidad y en esta sección nos abocamos a describir el método elegido para
alcanzar este objetivo.
Figura 6.12.: var [d] (en azul) y fautofoco [d]=var [d]− var [−d] (en verde) para dos
hologramas diferentes. En ambos casos se elimina éxitosamente el mínimo en
d ≈ 0, permaneciendo sólo los mínimos cercanos a las distancias correctas de
enfoque (indicadas con rojo).
Uno de los métodos usados en fotografía convencional consiste en encontrar el mí-
nimo de la varianza del fotograma como función de d, la distancia de enfoque. Si
el fotograma está enfocado en d = denf , en ese punto la curva var(d) presenta un
mínimo.
A modo de ejemplo, la curva azul de la Figura 6.12 representa cómo cambia la va-
rianza del módulo de un holograma, conforme se reconstruye a distintas distancias.
La línea punteada roja denota la distancia de enfoque determinada experimental-
mente. Claramente, se observa que la curva presenta un mínimo en ese punto; sin
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embargo, no es el único y, por lo tanto, esta curva no puede utilizarse de manera
directa para encontrar la distancia de enfoque automáticamente. En holografía los
efectos de difracción hacen que la varianza del módulo ﬂuctúe de una manera mu-
cho menos uniforme que en fotografía convencional. En general, todas las curvas de
varianza que se obtuvieron para distintos hologramas presentaron gran cantidad de
mínimos locales poco perceptibles, un mínimo marcado en la distancia correcta de
enfoque y un mínimo pronunciado en cero. Si quisiéramos aplicar algún algoritmo de
localización de mínimos, éste podría converger en cualquiera de estos mínimos loca-
les y quedar estancado allí . Esto no garantiza la estimación correcta de la distancia
de enfoque.
La mayoría de los mínimos espurios puede eliminarse fácilmente aplicando algún
ﬁltro suave, como por ejemplo un ﬁltro gaussiano o una media móvil. Sin embargo,
el mínimo en cero es el que reviste mayor importancia de ser eliminado, por lo que
a continuación se propone una solución simple para facilitar la identiﬁcación del
mínimo relacionado con la distancia de enfoque.
Las características de las curvas obtenidas mediante el cálculo de la varianza pre-
sentaron cierta regularidad, que hicieron plausible la idea de buscar el mínimo en
una nueva función basada en la función var(d) y que elimina el mínimo en cero
para todos los casos. La distancia de enfoque para el holograma, d = denf , puede
determinarse automáticamente buscando el mínimo absoluto de la siguiente función:
fautofoco [d] = var [d]− var [−d]
con d la distancia de propagación. La curva verde de la Figura 6.12 es la represen-
tación gráﬁca de esta función, en la que se observa un mínimo pronunciado sólo
en la distancia de reconstrucción correcta. Luego, implementando el algoritmo de
Nelder-Mead [NM65], es posible encontrar el mínimo de manera iterativa.
6.5. Segmentación de imágenes
La morfología de especímenes biológicos, en lo que se reﬁere a su morfología tri-
dimensional o forma bidimensional, es una característica que ha mostrado ser útil
en diversas aplicaciones. Por citar algunos ejemplos, la medicina precisa de estima-
ciones morfológicas para la caracterización de células de tejidos en biopsias, o bien
la morfología del esperma es un indicador útil en la predicción de la capacidad de
fertilización, entre otras [MDCD+11, MMM+13]. Al mismo tiempo el biovolumen
y la biomasa, enfoque de esta tesis, constituyen parámetros de gran relevancia en
diversas áreas de investigación desde taxonomía hasta el estudio de la salud del eco-
sistema [HRK+99, SL03, VCB07, VMF13]. Usualmente, este tipo de análisis se lleva
a cabo mediante inspección visual, por lo que todo el proceso se caracteriza por un
alto grado de subjetividad y sesgo. La necesidad de estimaciones y evaluaciones más
precisas y objetivas de estos parámetros requiere del desarrollo de sistemas asistidos
por computadora.
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El primer paso para llevar a cabo análisis morfométricos 3D y 2D consiste en detectar
y extraer de forma precisa la región-de-interés (ROI, region-of-interest), para lo que
se precisa el desarrollo de algoritmos especíﬁcos. En el contexto del procesamiento
digital de imágenes, este proceso se encuentra dentro del campo de la visión artiﬁcial
denominado segmentación, que consiste en subdividir una imagen en sus regiones
constituyentes u objetos. El nivel al cual se lleva la subdivisión, depende del proble-
ma que se quiere resolver. Esto es, la segmentación podría detenerse, por ejemplo,
cuando los objetos de interés hayan sido aislados. Este último es nuestro caso de
estudio, pues el objetivo es separar exitosa y automáticamente lo que representa el
fondo de nuestras imágenes de los microorganismos o microalgas.
Esta tarea constituye una de las más arduas en el campo del procesamiento digital
de imágenes, ya que la precisión con la que se lleva a cabo determina el eventual
éxito o fracaso de los procedimientos de análisis computacionales involucrados. Los
algoritmos de segmentación para imágenes monocromas se basan, por lo general, en
dos propiedades básicas de los valores de intensidad de la imagen, la discontinuidad
y la similaridad. En el primer caso, el enfoque busca segmentar la imagen basándose
en cambios abruptos en la intensidad, como representan los bordes en una imagen.
En el segundo caso, se divide la imagen en regiones que son similares de acuerdo a
un criterio pre-deﬁnido.
El aporte original en nuestros casos de estudio consiste en sacarle provecho a la
información que obtenemos por MHD. Recordemos que con esta técnica contamos
con una metaimagen per se, i.e., una imagen de amplitud, y una imagen de fase,
para un sólo holograma reconstruido. Esta ventaja nos posibilita explotar la gran
cantidad de información contenida en las imágenes de fase. La información contenida
en el módulo es similar a la que se obtiene por microscopio óptico. Por ello, en esta
sección se contrastan los resultados que se alcanzan tanto para las imágenes de
módulo como para las imágenes de fase.
6.5.1. Segmentación por similaridad o umbralización
Debido a sus propiedades intuitivas, la umbralización de imágenes tiene una posición
preponderante en las aplicaciones de segmentación de imágenes. La imagen que
se muestra en la Figura 6.13a) corresponde a una imagen, f (x, y), compuesta de
un objeto claro (fase de microalga) inmersa en un fondo comparativamente más
oscuro. El histograma correspondiente (Figura 6.13b)), muestra que los píxeles del
objeto y del fondo tienen niveles de intensidad agrupados en dos modos dominantes.
Claramente, una manera de extraer los objetos del fondo es seleccionar un umbral T
que separe estos modos. Cualquier punto (x, y) para el cual f(x, y) ≥ T es un punto
del objeto, mientras que en cualquier otro caso será un punto del fondo.
Formalmente, una imagen umbralizada g (x, y) se deﬁne como:
g (x, y) =
1 si f (x, y) ≥ T0 si f (x, y) < T
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a) b)
c)
Figura 6.13.: a) imagen ejemplo; b) histograma; c) imagen umbralizada con T =
165.
Los píxeles etiquetados con 1 corresponden a objetos, mientras que los etiquetados
con 0 corresponden al fondo. Cuando T es constante, este enfoque se denomina
Umbralización Global.
Una forma de elegir un umbral es por inspección visual del histograma de la imagen,
otro método es por prueba-error, eligiendo distintos umbrales hasta encontrar uno
que produzca un resultado adecuado a juicio del observador. Sin embargo, en nues-
tros experimentos emplearemos un método para la elección automática del umbral
más adecuado. De esta manera, el método podrá ser robusto a diferentes tipos de
imágenes pobladas de distintas clases de objetos.
6.5.1.1. Umbralización por algoritmo de Otsu
El algoritmo de Otsu (1979)[Ots79] extrae automáticamente de la información que
brinda el histograma, el mejor valor para umbralizar la imagen.
El histograma normalizado de una imagen puede entenderse como una función de
densidad de probabilidad discreta:
pq(rq) =
nq
n
q = 0, 1, 2, . . . , L− 1
donde n es el número total de píxels en la imagen, nq es el número de píxels que
tienen un nivel de intensidad rq , y L es el número total de niveles de intensidad
posibles en la imagen.
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Ahora bien, supongamos que escogemos un umbral k tal que divide la imagen en
dos conjuntos:
C0 es el conjunto de píxels con niveles [0, 1, . . . , k − 1]
C1 es el conjunto de píxels con niveles [k, k + 1, . . . , L− 1]
El método de Otsu elige el valor del umbral k que minimiza la covarianza σ2B, deﬁnida
como:
σ2B = ω0 (µ0 − µT ) 2 + ω1 (µ1 − µT ) 2
donde:
ω0 =
k−1Ø
q=0
pq(rq)
ω1 =
L−1Ø
q=k
pq(rq)
µ0 =
k−1Ø
q=0
qpq(rq)/ω0
µ1 =
L−1Ø
q=k
qpq(rq)/ω1
µT =
L−1Ø
q=0
qpq(rq)
Para ilustrar el desempeño, en la Figura 6.14b) se muestra el resultado cuando
el algoritmo se aplica a la imagen de amplitud de un holograma reconstruido en
foco (Figura 6.14a)), mientras que en la Figura 6.14d) se muestra el resultado tras
aplicar el algoritmo a las imágenes de fase desenvuelta (Figura 6.14c)) del mismo
holograma. Notar que incluso en este caso en el que el holograma no es de buena
calidad, el algoritmo responde satisfactoriamente con la imagen de fase. En tanto, la
escasa información que provee la imagen de amplitud imposibilita que el algoritmo
logre segmentar de manera aceptable los objetos del fondo. Este resultado evidencia
nuevamente las virtudes de MHD frente a la microscopía convencional.
El desempeño del algoritmo en las imágenes de amplitud merece un comentario adi-
cional. En general, la mayoría de los microorganismos y especímenes biológicos son
transparentes. En el caso del ejemplo de la microalga de la Figura 6.14 además se
suma el inconveniente de que dada su gran longitud y tamaño las distintas partes
del espécimen se enfocan distintas a distancias de enfoque. Por lo tanto, todo el
espécimen no puede enfocarse en simultáneo. El problema se agrava cuando se utili-
zan objetivos de microscopio de mayor potencia que usualmente proveen una menor
profundidad de campo. Desde este punto de vista la extracción de la ROI en las
imágenes de amplitud resulta claramente improbable, a menos que se utilice una
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(a) (b)
(c) (d)
Figura 6.14.: Resultado de umbralizar de acuerdo al valor obtenido con Otsu. a)
mapa de módulo; b) mapa umbralizado (invertido para facilitar la comparación);
c) mapa de fase desenvuelta del mismo holograma, y d) es su correspondiente ver-
sión binarizada. Ambos mapas fueron pre-procesados con máscara de desenfoque
para mejorar el contraste objeto-fondo.
combinación de imágenes de amplitud del mismo espécimen enfocado en distintas
regiones del mismo.
Cabe aclarar también que ambas imágenes son pre-procesadas para mejorar la dis-
criminación de los objetos en primer plano del fondo. Para ello, se corrigen las abe-
rraciones con los métodos que se discuten en el Capítulo 7. Por otro lado, se aplica
una «máscara de desenfoque»; es decir se resta a la imagen, una imagen auxiliar
que surge de aplicar a la imagen de un ﬁltro espacial tal como un ﬁltro gaussiano o
un ﬁltro de la media (típicamente se usa un ﬁltro gaussiano); este tipo de máscaras
se utiliza con frecuencia en el contexto de la fotografía para lograr un aumento en
la nitidez y el contraste de las imágenes.
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6.5.2. Segmentación por detección de bordes
Consideremos a una imagen como una función matemática f (i, j) que asigna un
valor de intensidad f a cada píxel de la imagen (i, j). Por simplicidad, supongamos
que la intensidad se expresa en niveles de gris de 0 a 255. Un borde en la imagen
representa una discontinuidad en la función matemática, ya que implica un cambio
abrupto en los niveles de gris en esa región de la imagen.
En procesamiento de imágenes, la forma más simple de buscar una discontinuidad
consiste en correr por toda la imagen una pequeña máscara diseñada para detección
de bordes. Esto matemáticamente es equivalente a hacer una correlación entre la
máscara y la imagen. Por ejemplo, para una máscara de 3 × 3, este procedimiento
consiste en computar la suma de los productos punto a punto de los 9 coeﬁcientes
de la máscara con los niveles de intensidad contenidas en la región que abarca la
máscara. Esto es, la respuesta R de la máscara en cualquier punto de la imagen está
dado por:
R = w1z1 + w2z2 + ...+ w9z9 =
9Ø
i=1
wizi
donde zi es la intensidad del píxel asociado con el coeﬁciente de la máscara wi. La
respuesta de la máscara está deﬁnida con respecto a su centro.
Los algoritmos de detección de bordes en una imagen, i.e. detección de discontinui-
dades en los valores de intensidad, hacen uso de las derivadas de primer y segundo
orden. Para funciones bidimensionales, como lo son las imágenes, la derivada de pri-
mer orden para cada componente rectangular x e y queda sintetizada en las derivadas
parciales del gradiente de f (x, y), dado por el vector:
∇f =
A
∂f
∂x ,
∂f
∂y
B
cuya magnitud es:
∇f =
öõõôA∂f
∂x
B2
+
A
∂f
∂y
B2
=
ñ
(Gx)2 + (Gy)2
Para simpliﬁcar, a menudo se omite la raíz cuadrada:
∇f ≈ (Gx)2 + (Gy)2
Esta operación dará cero en regiones de intensidad constante, y sus valores serán
proporcionales al grado de variación de intensidad en las regiones cuyos valores sean
variables; en particular, será máxima en los bordes. Una propiedad fundamental del
vector gradiente es que apunta en la dirección de la máxima razón de crecimiento
de f en las coordenadas (x, y). El ángulo al cual esto ocurre es:
α (x, y) = tan −1
5
Gy
Gx
6
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Por su parte, la derivada de segundo orden de una función f(x, y) se computa con
el Laplaciano:
∇2f = ∂
2f
∂x2
+ ∂
2f
∂y2
El laplaciano rara vez es usado como máscara para detección de bordes pues es
especialmente susceptible al ruido y produce bordes dobles, aunque puede usarse
como un complemento poderoso junto a otros métodos abocados a la detección de
bordes.
Con el basamento previamente descrito, la idea detrás de la detección de bordes es
la de encontrar lugares donde la intensidad cambia rápidamente, usando alguno de
los siguientes criterios:
1. Encontrar lugares donde las primera derivada de la intensidad es mayor en
magnitud que un umbral pre-establecido.
2. Encontrar lugares donde la segunda derivada de la intensidad tiene un cero.
Existen diversos métodos que se apoyan sobre estas ideas para detectar bordes, tales
como Sobel, Prewitt, Roberts, Laplaciano de una Gaussiana, zero crossing
y Canny. El más eﬁciente y preferido es Canny, y es el que implementaremos a
continuación.
6.5.2.1. Detección de Bordes por Canny
El detector de Canny (1986) [Can86] es un detector de bordes muy poderoso. El
método puede resumirse así:
1. La imagen que se quiere segmentar se suaviza usando un ﬁltro Gaussiano con
una desviación estándar σ con el ﬁn de reducir el ruido (máscara de desenfo-
que).
2. Se calcula el módulo del gradiente local ∇f =
ñ
G2x +G2y y la dirección de
los bordes punto a punto α (x, y) = arctan (Gy/Gx). Se dice que un punto de
la imagen forma parte del borde si su intensidad es un máximo local de su
entorno en la dirección del gradiente.
3. Los bordes encontrados en el ítem anterior son evaluados para descartar posi-
bles bordes espurios. Para ello, se establecen dos umbrales, un umbral blando
y un umbral duro, T1 y T2, con T1 < T2:
a) Los píxeles cuyos valores de gradiente son mayores a T2 se establecen
como bordes y se denominan píxeles «fuertes» o «duros».
b) Los que se encuentran entre T1 y T2 se dicen píxeles «débiles»
Como criterio se supone : T2 = 2,5T1.
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4. Finalmente, el algoritmo incorpora o descarta los píxeles débiles como bordes
clasiﬁcándolos en base a su conectividad con los píxeles fuertes. Por lo general,
une los bordes fuertes incorporando los píxeles «débiles» que se encuentran
conectados por un entorno de 8 píxeles. Como resultado, se obtiene una imagen
con bordes fuertes.
Aún cuando este algoritmo se cataloga dentro de los más eﬁcientes para la detec-
ción de bordes tiene algunos inconvenientes que atienen a la correcta elección de los
umbrales T1 o T2. Si estos no se eligen correctamente el algoritmo puede sobresti-
mar o subestimar la cantidad de bordes en la imagen. Para nuestros propósitos, el
resultado deseado es aquel que arroja bordes que se corresponden con los objetos
(entendiéndose como objeto cualquier elemento que no corresponda al fondo).
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a)
b) c) d)
e) f) g)
Figura 6.15.: a) Relación de acuerdo a Canny entre p y T2, con T1 = T2/2,5 ;
imágenes obtenidas para T2 igual a b) 0; c) 0.05; d) 0.09; e) 0.15; f) 0. 20; g) 0.30
Con el ﬁn de, independientemente del tamaño de la imagen, no subestimar o sobres-
timar la cantidad de bordes de la imagen con el algoritmo, se observa el compor-
tamiento del promedio de píxeles que devuelve como bordes el algoritmo, denotado
con p, en función del umbral fuerte T2; un ejemplo se exhibe en la Figura 6.15.
Se examinan diversas imágenes, de distintos tamaños y con diferentes objetos (de
diversa forma y tamaño). Claramente, a medida que aumenta el tamaño de la ima-
gen, aumenta el número de píxeles pb que se desea sean detectados como bordes. Del
análisis exhaustivo sobre varias imágenes holográﬁcas surge que el mejor desempeño
del algoritmo se maniﬁesta cuando se utiliza un ﬁltro gaussiano con una desviación
estándar σ igual a 3 o 4 y un umbral duro de 0.075.
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(a) (b)
(d)(c)
Figura 6.16.: Ilustración del desempeño de Canny: a) Módulo del holograma; b)
Detección de bordes de a); c) Fase desenvuelta del holograma; d) Detección de
bordes de c).
En la Figura 6.16 se muestran los resultados para el mismo holograma con el que
se ensayó el método de Otsu en la sección anterior. Nuevamente, los resultados que
se obtienen con la fase desenvuelta, superan ampliamente en calidad a los obtenidos
con el módulo.
6.5.3. Discusión
De la comparación de los resultados obtenidos mediante los algoritmos estudiados
para la extracción de la ROI, se preﬁere el método de Otsu pues devuelve una más-
cara binaria que puede multiplicarse punto a punto sobre los mapas de fase desen-
vuelta para distinguir las contribuciones de fase que introducen los microorganismos
y excluir el resto, con el ﬁn de computar biovolumen.
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Aberraciones
Debido a la arquitectura y al montaje experimental empleados para el registro de
los hologramas, surgen naturalmente un conjunto de aberraciones en la fase de los
mismos. En relación con este aspecto, los principales factores involucrados son tanto
la inclinación de la onda de referencia producto de la geometría fuera de eje, como la
introducción de un OM en el camino de la onda objeto para incrementar la resolución
espacial. En lo que concierne al primer caso, en la Subsección 4.2.6 se discutió la
propuesta de Cuche et al. [CBD99] para la corrección del efecto. En cuanto a la
aberración esférica de fase, no se ha enfatizado hasta aquí su importancia.
Por otro lado, cuando se registran los hologramas con un sensor CMOS, en vez de un
CCD, aparece una aberración adicional ligada al efecto rolling shutter (o persiana)
propio del método de adquisición de imágenes, y que se observa usualmente como
un patrón de ondulaciones horizontales espurias en las imágenes de fase.
La importancia de la corrección de estas aberraciones radica en la posibilidad concre-
ta de acceder a la información ﬁdedigna del espécimen para lograr los dos objetivos
concretos de esta Tesis: por un lado, poder cuantiﬁcar biovolumen, y por otro, tra-
tar de identiﬁcarlo. Para ambos casos, las aberraciones constituyen un considerable
obstáculo. Es por ello que el presente capítulo está abocado por un lado a profun-
dizar en estos aspectos, y por otro a la propuesta de metodologías originales con el
objetivo de corregir aberraciones automáticamente.
7.1. Aberración por la geometría fuera de eje
Tal como se explicó, en las conﬁguraciones fuera de eje (Subsección 3.1.3) el haz de
referencia llega al sensor formando un pequeño ángulo respecto a la dirección de
propagación de la onda objeto, lo cual permite separar espacialmente las tres ondas
difractadas en el proceso de reconstrucción. Para obtener acceso cuantitativo a la
fase, debe simularse correctamente la contraparte numérica del haz de referencia
durante el proceso de reconstrucción, tal como propuso [CBD99] y se discutió en
la Subsección 4.2.6. La inclinación del haz de referencia numérico depende de los
cosenos directores, dos parámetros que deben ajustarse de tal modo que la dirección
de propagación del mismo coincida lo mejor posible con la dirección del haz de
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referencia experimental. Un error en la determinación de la inclinación del haz de
referencia introduce una distorsión de fase en el plano de reconstrucción.
Hasta el momento, y como se explicó previamente, este proceso era realizado por
prueba-error, ya que no se contaba con un método automático de ajuste. Consistía
en variar ambos parámetros hasta que hubiera coincidencia en la parte real del haz
de referencia numérico con las franjas de interferencia del holograma. Un método
automático de ajuste para la determinación de los cosenos directores implica no sólo
aumentar considerablemente la eﬁcacia del algoritmo, sino también otorgarle preci-
sión teórica al mismo. En esta sección se propone un método para la determinación
automática de los cosenos directores a partir de la información que puede extraerse
del espectro del holograma.
Asimismo, realizando un análisis exhaustivo de la problemática subyacente a la abe-
rración por geometría fuera de eje, se introduce como solución alternativa un método
automático que traslada la frecuencia portadora de la imagen virtual al centro del
espectro. Este mecanismo corrige completamente la aberración introducida por la
geometría fuera de eje; además, dada su simplicidad, es el método que se adoptará
en los ensayos experimentales siguientes.
7.1.1. Determinación automática de la inclinación del haz de
referencia
Cuche et al. [CBD99] establecieron que si bien la forma matemática del haz de
referencia no tiene incidencia en la calidad de las imágenes de amplitud obtenidas,
las imágenes de fase se ven notablemente distorsionadas si el haz de referencia digital
RD no se simula correctamente. La onda de referencia está correctamente computada
cuando es una réplica exacta de la onda de referencia experimental ER usada en la
etapa de registro, lo que hace posible recuperar la onda objeto EO sin ambigüedad a
partir del tercer término (imagen virtual) que constituye el holograma. Así, la fase
de la onda objeto se recupera sin distorsión; en caso contrario, la información de
la onda objeto se encuentra «montada» sobre la diferencia de fase entre la onda de
referencia digital y la onda de referencia experimental.
Bajo la suposición de que el holograma se registró fuera de eje con una onda de
referencia plana ER de longitud de onda λ, la Ecuación 4.1 da el modelo teórico
de RD, donde cosα y cosβ son los cosenos directores que deﬁnen la dirección de
propagación. Como la onda de referencia digital se encuentra dentro de la integral
de Fresnel, cada vez que se ajustan los parámetros cosα y cosβ, y luego se realiza una
transformación Fourier de IHRD, los tres órdenes cambian de ubicación en el plano
de la transformada; en particular también lo hace el orden de interés. Para cada
ensayo del par de parámetros, el acceso a la fase involucra la realización de todas
las operaciones matemáticas que involucran la reconstrucción del holograma, sin la
garantía de haber escogido los parámetros adecuadamente. El costo computacional
es muy alto y el proceso es extremadamente lento. Por lo tanto, el ajuste manual
134
7.1 Aberración por la geometría fuera de eje
de estos parámetros es una tarea engorrosa que demanda experticia e, idealmente,
conocimiento previo de sus valores.
Cabe notar, sin embargo, que cuando se realiza la Transformada de Fourier al ho-
lograma IH , los tres órdenes del espectro, el orden cero en el centro, y los órdenes
laterales: imagen real e imagen virtual, aparecen espacialmente bien diferenciados,
tal como se ilustró en la Figura 6.5. La separación entre los mismos es tanto mayor
cuanto mayor es el ángulo entre el haz de referencia y el haz objeto. En consecuencia,
el espectro del holograma brinda información directa de la inclinación del haz de
referencia experimental, por lo que puede ser usado para calcular exactamente los
cosenos directores de la contraparte digital.
Sin pérdida de generalidad, se puede suponer que el interés está puesto en la imagen
virtual. El espectro de este término en el holograma puede calcularse mediante
(Teorema de la Convolución):
Ú{EOE∗R} = Ú{EO} ⊗ Ú{ER} (7.1)
Además, si el holograma se registró con una onda plana, es fácil demostrar que la
Transformada de Fourier del haz de referencia:
Ú{ER} = δ
A
fx +
cosα
λ
, fy +
cosβ
λ
B
(7.2)
donde Ú{·} representa la Transformada de Fourier, ⊗ denota la operación de convo-
lución, λ es la longitud de onda del láser empleado, y (fx, fy) denotan las coordenadas
en el dominio del espectro (que se encuentran relacionadas con el dominio espacial).
Claramente, de la Ecuación 7.1 y la Ecuación 7.2 se advierte que el orden de interés
en el espectro es la convolución de una función impulso delta δ y el espectro del
objeto. La posición de la función δ representa la frecuencia portadora del término de
interés, y por su naturaleza impulsiva representa un máximo en el espectro del ho-
lograma. Esta frecuencia da una medida la inclinación de la onda difractada. Como
consecuencia, al identiﬁcar la frecuencia portadora de la imagen virtual (fxV , fyV ),
es posible determinar la inclinación del haz de referencia con el cual se registró el
holograma y, por lo tanto, calcularse fácilmente de acuerdo a la Ecuación 4.1:
cosα = λfxV cosβ = λfyV (7.3)
La ubicación automática de los máximos en el espectro se hace mediante la metodo-
logía propuesta en la Subsección 6.3.1. Conociendo las coordenadas de los máximos,
la frecuencia portadora puede conocerse con facilidad y el cálculo de los cosenos di-
rectores mediante Ecuación 7.3 es trivial y automática. Con esto es posible corregir
automáticamente la aberración inducida por la inclinación del haz de referencia.
7.1.2. Centrado del orden a reconstruir
Si bien en nuestros ensayos con el método PEA y el de la convolución, se tomó la
decisión con bases intuitivas de centrar el orden del espectro que se desea recons-
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truir, Cui et al. [CWW+11] y Colomb et al. [CMK+06] justiﬁcan esta decisión con
fuertes bases teóricas. En las experiencias preliminares del Capítulo 4, el centrado,
tanto para el método PEA como para el método de la convolución, fue realizado
manualmente y «a ojo». Para ello, se estimaba la posición del máximo del orden de
interés en el espectro, se construía la máscara cuadrada centrada en ese máximo y
se desplazaba el orden al centro de coordenadas. Con este procedimiento, la aberra-
ción debida a la inclinación del haz de referencia no se eliminaba completamente:
en ambos métodos prevalecían numerosos saltos de fase en la fase envuelta que de-
notaban que la fase real del especímen se encontraba montada sobre un plano (Ver
Figura 4.21 y Figura 4.22). En el método de la convolución, además de los saltos de
fase, la imagen no aparecía centrada en la ventana.
De la Ecuación 7.1 y la Ecuación 7.2 se sigue que al centrar el orden que se desea
reconstruir, se elimina la aberración en la fase debida a la inclinación del haz de refe-
rencia producto de la geometría fuera de eje. Esto suprime la necesidad de computar
un haz de referencia numérico. En particular, Colomb et al. aplican el procedimiento
de manera manual sobre la amplitud del espectro; por su parte, el procedimiento
propuesto por Cui et al. , consiste en calcular el argumento del espectro del holo-
grama (esto es, el ángulo o fase del espectro) y ubicar la posición de la frecuencia
portadora de la imagen virtual que coincide con el máximo en el argumento. La
aberración en la inclinación se corrige moviendo el ﬁltro aplicado al orden de interés
hacia el origen de coordenadas del dominio de las frecuencias. Sin embargo, el mé-
todo presenta una desventaja; dado que opera sobre el argumento del espectro, éste
naturalmente se encuentra envuelto producto de la naturaleza de la función arcotan-
gente. Por lo tanto, para poder encontrar el máximo se precisa de la aplicación de un
algoritmo de desenvolvimiento sobre el espectro, cuyo éxito queda supeditado a que
el algoritmo de desenvolvimiento empleado recupere el argumento correctamente.
Con base en estas consideraciones, se propone una alternativa automática que no
requiere la aplicación de un algoritmo de desenvolvimiento. El método consiste en
centrar el orden deseado a partir del módulo del espectro del holograma. La identiﬁ-
cación automática del orden se sigue del procedimiento descrito en Subsección 6.3.1.
Los resultados se muestran en la Figura 7.1 en donde se exhiben las imágenes de
contraste de fase obtenidas mediante el método PEA de hologramas de la microalga
C. hirundinella. Cuando el orden de interés no es centrado, los numerosos saltos de
fase en la Figura 7.1a) dan cuenta de la inclinación del haz de referencia; la informa-
ción de fase de la onda objeto se torna inaccesible ya que se encuentra «montada»
sobre el plano de fase relacionado con la inclinación del haz de referencia. Por el
contrario, al desplazar la frecuencia portadora al centro del espectro del holograma,
la imagen de contraste de fase presenta un fondo más o menos uniforme, lo que da
cuenta de la corrección de la aberración.
El éxito del método está sujeto a que pueda detectarse la frecuencia portadora
de interés. Esto no ocurre cuando el haz objeto y el haz de referencia presentan
curvaturas diferentes; en ese caso, el patrón de franjas de los hologramas registrados
presenta una curvatura considerable, y la frecuencia portadora del orden de interés
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ya no es una función δ y su detección se torna diﬁcultosa. En general, cuando
se emplean OM de potencia de 10X en adelante, la detección del máximo resulta
sencilla.
a) b)
Figura 7.1.: Fase módulo 2π de un mismo holograma, a) obtenida sin centrar el
espectro y b) obtenida luego de haber centrado el espectro.
Cabe destacar que tanto Colomb et al. como Cui et al. reconstruyen los hologramas
operando con el método de Fresnel o el de la convolución; las desventajas de estos
métodos ya fueron analizados en la Subsección 4.2.7. Particularmente, el método de
Fresnel requiere de mayor costo computacional cuando se ﬁltra el orden de interés,
ya que demanda la aplicación de una Transformada de Fourier para computar el
espectro del holograma, una Transformada inversa una vez que se ha aplicado y
desplazado el ﬁltro al origen de coordenadas y una Transformada adicional para
realizar la propagación. Los resultados expuestos en esta sección se limitan al método
PEA, teniendo en cuenta las bondades ya descritas.
7.2. Método automático para la corrección de la
aberración esférica en la fase
7.2.1. Introducción
En MHD, la introducción de un Objetivo de Microscopio (OM) en el arreglo experi-
mental es crucial para mejorar la resolución transversal de la muestra y caracterizar
objetos microscópicos. Ahora bien, cuando la luz atraviesa el OM los frentes de
onda aproximadamente planos (a menos del retardo de fase que experimentan por
el espécimen) se transforman en frentes de onda esféricos. Esta deformación afecta
primordialmente la fase del objeto y por lo general no perturba la imagen de am-
plitud; no obstante, debe corregirse para que pueda extraerse de manera precisa la
información propia de la muestra, es decir, el retardo de fase neto que experimenta
el espécimen. La solución experimental que se propuso en la Sección 4.1 consiste en
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la inserción de un OM idéntico en el brazo del interferómetro que recorre el haz de
referencia, a la misma distancia de la salida del interferómetro que el OM del brazo
objeto. Sin embargo, la coincidencia perfecta entre las curvaturas entre el haz de
referencia y el haz objeto es difícil de lograr en la práctica; en particular, cuando la
potencia del OM utilizada es baja, tales como OM con aumentos nominales de 4X,
esta solución es ineﬁciente.
Existen métodos numéricos que remueven la aberración de fase en las etapas de
post-procesamiento del holograma. Un método de doble exposición propuesto por
Ferraro et al. [FDNF+03] permite compensar completamente la curvatura del frente
de onda, aunque requiere del registro de un holograma adicional sin la muestra, y
de un control minucioso de las condiciones experimentales, ya que es fuertemente
susceptible a ruidos y vibraciones externas. Cuche et al.[CMD99], proponen un mé-
todo digital que permite la corrección mediante la multiplicación del frente de onda
reconstruido con una máscara de fase compleja digital, con un único parámetro de
ajuste. El problema que surge de este modelo, aunque físicamente correcto, es que el
parámetro en cuestión debe ajustarse manualmente hasta que la curvatura se «visua-
lice» corregida. Esto, además de ser un método subjetivo, requiere gran experticia o
bien un conocimiento a priori de su valor. La demanda de tiempo que involucra esta
tarea le quita practicidad, eﬁcacia y robustez al método. Además, dicho parámetro
debe modiﬁcarse manualmente para cada nueva conﬁguración experimental, ya sea
si se modiﬁca el OM utilizado o la posición de la cámara.
En la literatura existen reportes de una vasta tarea realizada para automatizar la co-
rrección de la aberración esférica. En particular, Colomb et. al. [CCC+06, CMK+06],
proponen computar una máscara de fase polinomial, llamada Lente Numérica Para-
métrica, cuyos parámetros se ajusten automáticamente sin previo conocimiento de
sus valores físicos. Ésta corrige simultáneamente la inclinación del haz de referencia
y aberraciones de orden superior y puede ubicarse tanto en el plano del holograma
como en el plano imagen.
La propuesta requiere ﬁjar los parámetros de polinomios estándar, de modo que se
ajusten a determinados perﬁles extraídos de la distribución de fase reconstruida, en
zonas en donde la misma se suponga constante; alternativamente, en la referencia
[CCC+06] se utilizan polinomios de Zernike, cuyos parámetros se ajustan sobre su-
perﬁcies bidimensionales extraídas de áreas de la fase reconstruida que se suponen
planas. Dichas zonas sirven como referencia de las aberraciones naturales de la conﬁ-
guración experimental, sin tener en cuenta el retardo de fase que introduce el objeto.
En general, para que el algoritmo funcione adecuadamente se precisa la calibración
con un objeto plano, lo que demanda el registro de un holograma adicional. De cual-
quier modo, el polinomio con los parámetros adecuados se arregla en una máscara
de fase, que se ubica ya sea en el plano del holograma y/o en el plano imagen. Si
la corrección se considera deﬁciente, el algoritmo se aplica de manera iterativa. El
inconveniente de esta alternativa radica en la gran cantidad de operaciones mate-
máticas que deben efectuarse, con un consecuente elevado costo computacional. A
modo de resumen, se enumeran los pasos involucrados:
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1. Reconstrucción del holograma sin corrección de las aberraciones
2. Desenvolvimiento de fase en los perﬁles unidimensionales o superﬁcies bidi-
mensionales seleccionados
3. Ajuste de los parámetros del polinomio
4. Multiplicación del frente de onda reconstruido y/o del holograma por la más-
cara de fase polinomial con los parámetros obtenidos
5. Por último, obtención de módulo y fase corregidos.
Cabe remarcar que en este proceso el punto más controvertido involucra la elección
de los perﬁles o superﬁcies más adecuados para desenvolver sobre el mapa de fase;
tarea que debe realizarse manualmente y cuyo criterio puede no ser adecuado. Por
otro lado, pueden aparecer aberraciones residuales debido a un mal desempeño del
algoritmo de desenvolvimiento. Más aún, para el caso de la referencia [CCC+06] en
el que se desenvuelven perﬁles unidimensionales, el resultado del proceso de desen-
volvimiento podría resultar inconsistente: por lo analizado en el Capítulo 5, podría
no haber concordancia al comparar el perﬁl obtenido al desenvolver una línea aislada
respecto a la misma línea extraída del mapa bidimensional desenvuelto.
En un trabajo posterior [CKC+06], se introduce el concepto de holograma de re-
ferencia conjugado y el de auto-holograma de referencia conjugado, a partir de los
cuales es posible eliminar completamente las aberraciones. En el primer caso, se re-
quiere del registro de un holograma adicional blanco (sin la muestra), mientras que
en el segundo el mismo holograma puede utilizarse como holograma de referencia
mediante un análisis de frecuencias en el plano de Fourier. Para ello, se realiza un
ﬁltrado pasa-bajos en el espectro del holograma, lo que elimina satisfactoriamente
la información relacionada con el espécimen. Con esta última alternativa se logran
resultados más que satisfactorios. No obstante, durante el proceso de ﬁltrado es di-
fícil distinguir entre las frecuencias asociadas al objeto de las frecuencias asociadas
a la aberración, debido a la ineludible superposición en sus bandas de frecuencia.
Por su parte, Miccio et al. [MAG+07] proponen corregir la aberración no deseada
a partir de un ajuste bidimensional con polinomios de Zernike sobre toda la fase
desenvuelta reconstruida. Para ello restan el polinomio resultante del mapa de fa-
se original. En esta misma línea, Di, J. et. al.[DZS+09b], describen un método de
compensación de la aberración de fase usando cuadrados mínimos; en el mismo, se
requiere el ajuste por cuadrados mínimos de una superﬁcie parabólica teórica a la
superﬁcie de fase continua del holograma. Para disminuir el costo computacional
del método, se extrae una submatriz del mapa de fase desenvuelto y se ajusta la
superﬁcie parabólica teórica a la superﬁcie formada por la submatriz. No obstante,
en relación con este último aspecto, no queda bien establecido el criterio del tamaño
óptimo de la submatriz elegida, con lo cual los resultados serán más o menos satis-
factorios según el número de puntos elegidos para conformar la submatriz. En este
sentido, el método también requiere de un proceso por «prueba-error». Nuevamen-
te, ambos métodos exigen aplicar algún algoritmo de desenvolvimiento de fase, y los
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resultados se encuentran sujetos a las bondades del algoritmo empleado para este
ﬁn.
En resumen, si bien todos estos métodos logran corregir la aberración esférica satis-
factoriamente, presentan como inconvenientes más relevantes la necesidad, por un
lado, de registrar un holograma adicional, y por otro, de emplear métodos de desen-
volvimiento de fase. Dado que los algoritmos de desenvolvimiento pueden producir
artefactos no necesariamente relacionados con las aberraciones físicas, cualquier ajus-
te que se realice a partir de los mapas de fase desenvuelta propagará los errores del
método a la corrección de la aberración.
De acuerdo con lo expuesto, en esta tesis se propone un método simple, rápido y
automático para corregir la aberración esférica, cuya principal ventaja es que trabaja
con el mapa de fase envuelto (con lo cual no se introducen errores intrínsecos de los
métodos de desenvolvimiento), al mismo tiempo que no requiere del ajuste manual
de ningún parámetro, ni de la elección de zonas de referencia.
7.2.2. Principios
Si asumimos que el OM se comporta como una lente delgada, ésta retrasa un frente
de onda incidente en una cantidad proporcional al espesor de la lente en cada punto.
Figura 7.2.: Relación entre la muestra y su imagen en el proceso de registro
holográﬁco
La Figura 7.2 muestra la relación entre la muestra en el plano objeto x0y0, y su
imagen en el plano imagen ξη cuando se ubica un OM en el plano xiyi. Para un
sistema formador de imágenes de este tipo, la amplitud compleja de la onda objeto
EO en el plano ξη puede expresarse según la Ecuación 2.14:
U (ξ, η) =
ˆ ∞
−∞
ˆ ∞
−∞
EO (x0, y0)h1 (ξ, η, x0, y0) dx0dy0
donde EO es la amplitud compleja de la onda objeto en el plano x0y0 y h1 es la
función de punto extendido en el proceso formador de imágenes.
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Ahora bien, supongamos que el plano objeto y el plano imagen están relacionados
por
1
d1
+ 1
d2
= 1
f
d1 y d2 son las distancias desde el plano xiyi al plano x0y0 y ξη respectivamente.
En un sistema formador de imágenes perfecto con aumento M = d2
d1
, un punto de
coordenadas (x0, y0) en el plano objeto se transforma en un punto de coordenadas
(ξ = −Mx0, η = −My0) en el plano imagen. Bajo esta suposición, la función de
punto extendido h1 está dada por[Goo68]:
h1 (ξ, η, x0, y0) = Cexp
C
iπ
λd2
A
1 + d1
d2
B1
ξ2 + η2
2D
δ
A
ξ + d2
d1
x0, η +
d2
d1
y0
B
(7.4)
con λ la longitud de onda del láser y C una constante. De esta expresión se sigue que
el campo en el plano imagen es una réplica aumentada del campo en el plano objeto,
multiplicado por un término de fase parabólica que se puede interpretar como una
aproximación cuadrática a una onda esférica (ver Ecuación 2.7). En este sentido,
resulta válido aseverar que, bajo las aproximaciones realizadas, un OM realiza un
mapeo de una onda plana incidente en una onda esférica.
En el contexto de la MHD, la muestra es iluminada con una onda plana, que al
atravesar la muestra retarda ligeramente su fase en las zonas en las que se encuentra
el espécimen bajo estudio; así, la onda objeto EO es una onda que diﬁere ligera-
mente de una onda plana debido a la muestra utilizada. Sin embargo, cuando la
misma atraviesa el OM, éste introduce la aberración esférica de fase, dada por la
Ecuación 7.4, que debe corregirse para recuperar la fase de la onda objeto EO sin
distorsión. Como resultado, la introducción de un OM en el arreglo experimental trae
aparejado que la fase obtenida al reconstruir el holograma se encuentre «montada»
sobre una superﬁcie parabólica.
En particular, para muestras con especímenes biológicos (tales como los que se em-
plean en esta Tesis) las aberraciones de fase debidas al OM pueden llegar a ser
signiﬁcativas, pero varían lentamente; mientras, las ﬂuctuaciones de fase introduci-
das por el espécimen son pequeñas pero varían rápidamente, por lo que pueden ser
consideradas como una ligera perturbación en comparación con la aberración intro-
ducida por el OM. Luego, puede considerarse que la fase de la onda objeto, Φ(ξ, η),
está compuesta por dos contribuciones aditivas: la fase ideal del espécimen bajo estu-
dio, Φespe´cimen(ξ, η), y una perturbación debida a la aberración esférica, Φerror(ξ, η).
Bajo esta suposición, y teniendo en cuenta la Ecuación 7.4, si se se desprecian las
aberraciones de orden superior, la aberración relacionada con la curvatura del fren-
te de onda que emerge del OM puede estimarse ajustando la fase desenvuelta del
holograma reconstruido a una superﬁcie parabólica:
Φerror(ξ, η) ∼ f (ξ, η) = aξ (ξ − bξ) 2 + aη (η − bη) 2 + c = 0 (7.5)
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Al no existir términos cruzados, los coeﬁcientes aξ, aη, bξ y bη pueden identiﬁcarse de
manera independiente en las direcciones ξ y η; el parámetro c carece de importancia
ya que sólo involucra una «continua» sobre la que se encuentra montada la superﬁcie
parabólica. Así, sustrayendo la superﬁcie la superﬁcie dada por la Ecuación 7.5 de
la fase desenvuelta Φ(ξ, η), se corrige la aberración.
No obstante, como se discutió en la sección anterior, la fase desenvuelta de la imagen
reconstruida no necesariamente representa información ﬁdedigna de la fase. Más aún,
del Capítulo 5 se deprende que los algoritmos de desenvolvimiento globales suelen
arrojar resultados muy diferentes a los de algoritmos de desenvolvimiento por un
camino particular. Por el contrario, la información de la fase envuelta resulta de la
naturaleza física per se, de modo que en esta Tesis se propone corregir la curvatura
de fase a partir de la información que provee dicho mapa, evitando la aplicación de
algoritmos de desenvolvimiento de fase.
Al menos en un sentido teórico, el gradiente del mapa de fase continuo (desenvuelto)
coincide con el gradiente del mapa de fase envuelto módulo 2π en todo punto salvo
en las discontinuidades que presenta la fase envuelta. Considerando Φespe´cimen(ξ, η)
como una pequeña perturbación, el gradiente de la fase desenvuelta, ∇Φ, puede
aproximarse al gradiente de la Ecuación 7.5:
∇f = (2aξ [ξ − bξ] , 2aη [η − bη]) = (Dξ, Dη) (7.6)
de donde claramente también se pueden obtener los parámetros de interés aξ, aη, bξ
y bη .
Sea la fase envuelta obtenida experimentalmente φw una matriz de N ×M , y su
gradiente, ∇φw = (D∗ξ , D∗η). Sobre las hipótesis planteadas, ∇φw puede ajustarse
al gradiente teórico ∇f en un sentido de mínimos cuadrados, de modo que los
parámetros de interés pueden obtenerse sin la necesidad de desenvolver la fase. La
Ecuación 7.6 exhibe que, en este caso, el ajuste implica simplemente una regresión
lineal en las direcciones ξ e η con las planos teóricos: Aξξ +Bξ y Aηη+Bη, siempre
que: aξ = Aξ/2, aη = Aη/2, bξ = −Bξ/Aξ y bη = −Bη/Aη.
Cabe mencionar, sin embargo, que como la fase envuelta φw presenta múltiples dis-
continuidades, su gradiente también y estas ocurren en los mismos puntos en los
que la fase envuelta es discontinua. En un ajuste por mínimos cuadrados estas dis-
continuidades pueden impactar negativamente en la estimación de los parámetros.
Para reducirlas, al menos parcialmente, se propone envolver ∇φw usando el ope-
rador W [·]. En tal sentido, se denomina Gradiente Envuelto de la Fase Envuelta
(GEFE), al resultado de esta operación: W [∇φw] =
1
W
è
D∗ξ
é
,W
è
D∗η
é2
, que es el
que ﬁnalmente deberá ajustarse a la Ecuación 7.6.
Por último, para agilizar el proceso de ajuste y los costos computacionales, en vez de
realizar un ajuste bidimensional deW
è
D∗ξ
é
yW
è
D∗η
é
a los planos Aξξ+Bξ y Aηη+Bη
respectivamente, se propone un ajuste unidimensional a las rectas teóricas Aξξ+Bξ y
Aηη+Bη, a partir de la extracción de perﬁles representativos de las matricesW
è
D∗ξ
é
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yW
è
D∗η
é
. Los perﬁles elegidos, Γξ y Γη, deben contener información suﬁcientemente
representativa de ambas matrices; un perﬁl que arregle la mediana de los valores de
cada columna (ﬁla) de W
è
D∗ξ
é
(W
è
D∗η
é
) se constituye en un perﬁl que cumple con
estos requerimientos ya que se espera que incorpore la información de fase vinculada
a la aberración y descarte valores de fase correspondientes al espécimen, siempre que
los espécimenes bajo estudio en el holograma abarquen pequeñas áreas en relación
con el fondo.
7.2.3. Resultados y Discusión
En la Figura 7.3a) se muestra la fase envuelta obtenida al reconstruir un holograma
de la microalga del género Pediastrum inmersa en un medio acuoso. En ausencia
de aberración el fondo debiera visualizarse uniforme, debido a la homogeneidad del
medio circundante. No obstante, se advierte claramente la aberración esférica debida
al OM, la que se visualiza como saltos de fase de forma más o menos circulares y
concéntricas. En este caso particular, en la conﬁguración experimental se usaron dos
objetivos de 20X/0.40A.N., uno en el brazo objeto y otro en el de referencia ubicados
a distancias diferentes de la salida del interferómetro. Por este último motivo no es
posible lograr que las curvaturas de ambos frentes de onda coincidan, por lo que la
aberración esférica no se compensa experimentalmente y debe apelarse a un método
adicional de corrección.
Aplicando el método aquí propuesto puede corregirse notablemente la aberración, tal
como se observa en la Figura 7.3b). Notar que en ambas imágenes de la Figura 7.3
también se observa un patrón ondulatorio horizontal que se corresponde con la abe-
rración introducida por el sensor CMOS con el cual se capturó el holograma corres-
pondiente y que puede inﬂuir negativamente en el proceso de ajuste. La corrección
de este efecto se reserva para la siguiente sección. Para ilustrar el procedimiento
a) b)
Figura 7.3.: a) Fase envuelta sin corregir obtenida del holograma de la microalga
Pediastrum b) Fase envuelta obtenida al corregir la aberración esférica con el
método propuesto.
completo, la metodología propuesta se resume en los siguientes pasos:
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1. Se calcula el gradiente ∇φw de la fase envuelta φw dada en la Figura 7.3 ,
siendo ∇φw =
1
D∗ξ , D
∗
η
2
. Se obtienen las componentes del gradiente en dos
imágenes separadas que se ilustran en la Figura 7.4 a) y b) .
a) b) c) d)
Figura 7.4.: Componentes del gradiente de la fase envuelta a) D∗ξ b) D∗η; GEFE c)
W
è
D∗ξ
é
d) W
è
D∗η
é
2. Se obtiene Gradiente Envuelto de la Fase Envuelta (GEFE) que consta de dos
matrices:W [∇φw] =
1
W
è
D∗ξ
é
,W
è
D∗η
é2
(Ver Figura 7.4 c) y d)), donde puede
verse que las discontinuidades vinculadas a la aberración han desaparecido.
3. Se obtienen los perﬁles Γξ y Γη con la información representativa de las matri-
ces anteriores. Para esto, se calcula la mediana de los valores de cada columna
(ﬁla) de W
è
D∗ξ
é
(W
è
D∗η
é
) y se los arregla en un vector Γξ (Γη). A modo
de ejemplo, en la gráﬁca de la Figura 7.5a) se representa el perﬁl Γη, el cual
muestra una ligera tendencia lineal. Las pronunciadas oscilaciones están rela-
cionadas con la aberración inducida por el efecto CMOS, cuyo tratamiento se
reserva para la siguiente sección.
4. Se efectúa la regresión lineal para sendos perﬁles y se obtienen los parámetros
de interés de acuerdo a lo expuesto en la sección anterior. Para ejempliﬁcar,
en la Figura 7.5a) se representa la línea de tendencia lineal ajustada a los
datos del perﬁl Γη. Luego, la obtención de la superﬁcie parabólica dada por la
Ecuación 7.5 es inmediata y se muestra en Figura 7.5b).
5. Por último, al mapa de fase envuelto φw, se le resta la superﬁcie parabólica que
se obtiene con esas constantes y al resultado se lo envuelve módulo 2π; como
resultado se obtiene el mapa envuelt corregido ya mostrado en la Figura 7.3b).
El método propuesto corrige rápidamente y de manera considerable la aberración
esférica; no obstante, la aberración subyacente relacionada con el uso del sensor
CMOS puede limitar la precisión del ajuste. Asimismo, al observar atentamente la
Figura 7.3b), se advierte una aberración lineal remanente que se maniﬁesta, en este
caso, a través de la ligera variación progresiva de los niveles de gris en el fondo
de la imagen. La misma puede corregirse mediante un plano de ajuste de tipo:
σ = Cξξ + Cηη, de pendientes Cξ y Cη. Para ello, a partir de la imagen de fase
se obtienen 4 puntos particulares que permiten calcular las pendientes Cξ y Cη en
las direcciones ξ y η respectivamente. Con este ﬁn, se toman las n primeras ﬁlas
superiores (n por defecto es 10) y se calcula la mediana Msup de todo el conjunto de
datos. La misma operación se lleva a cabo para: las n últimas ﬁlas, las n primeras
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Figura 7.5.: a) Perﬁl Γη obtenido calculando la mediana; b) Paraboloide de
corrección
columnas, y las n últimas, obteniéndose Minf , Mder y Mizq respectivamente. Por
último, las pendientes Cξ y Cη se estiman mediante la siguiente relación:
Cξ =
Msup −Minf
N − n
Cη =
Mder −Mizq
M − n
siendo N × M las dimensiones de la matriz. Los resultados de esta operación se
ilustran en la Figura 7.6. En la Figura 7.6a) se muestra nuevamente la fase de la
Figura 7.3b), en la Figura 7.6b) se muestra la corrección de la aberración lineal re-
manente, mientras que en la Figura 7.6c) se muestra el plano de ajuste, obtenido con
los parámetros calculados con el procedimiento propuesto. A pesar de su simpleza,
la metodología arroja buenos resultados y no requiere del procesamiento de gran
volumen de datos.
a) b) c)
Figura 7.6.: Fase envuelta: a) sin corregir aberración lineal remanente; b) corri-
giendo la aberración lineal; c) Plano de ajuste
Cabe destacar que el método propuesto en esta sección para la corrección de la abe-
rración esférica arroja resultados admisibles siempre que en el brazo correspondiente
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al haz de referencia se inserte un OM de idénticas características al empleado en el
brazo objeto. Como contraparte, si el holograma se registra con un haz de referencia
plano la aberración esférica resulta considerablemente mayor, en cuyo caso el mé-
todo propuesto corrige sólo parcialmente la aberración. Para ilustrar este hecho, en
la Figura 7.7a) se muestra la fase envuelta de un holograma registrado con un haz
plano, en la que se advierte la gran cantidad de saltos de fase involucrados vincula-
dos a la aberración esférica de la onda objeto. En la Figura 7.7b) se muestra la fase
envuelta que resulta al corregir la aberración con el método propuesto, mientras
que en la Figura 7.7c) la fase resultante luego de realizar una segunda iteración.
Luego, al iterar una tercera vez los resultados no varían (Figura 7.7d)), con lo cual
el método arroja su mejor resultado, como máximo, a la segunda iteración.
En este sentido, cabe recordar que los límites del método se encuentran enmarca-
dos dentro de dos hipótesis fuertes: que las variaciones de fase del espécimen sean
despreciables en comparación de la aberración y que la lente introduzca aberracio-
nes dentro de la aproximación de Fresnel. Para aberraciones de orden superior, la
Ecuación 7.5 deja de ser válida y debe sustituirse por un polinomio que contemple
estas posibilidades. Pese a esto, el método es de gran utilidad para nuestros pro-
pósitos, pues la conﬁguración usada en nuestros registros incluye la inserción del
OM en el haz de referencia, en cuyo caso el método es eﬁciente y ofrece resultados
satisfactorios.
a) b) c) d)
Figura 7.7.: Fase envuelta: a) sin corregir; b) corregida con el método propuesto;
c) segunda iteración; d) tercera iteración
7.3. Corrección del efecto rolling shutter producido
por CMOS
Debido a la naturaleza de lectura secuencial de los sensores CMOS, cada ﬁla del
sensor se expone en diferentes tiempos, resultando en el denominado efecto rolling
shutter, conocido también como efecto persiana, que introduce distorsiones geomé-
tricas en la imagen si la cámara o el objeto se mueven durante la adquisición. En
particular, para el registro de hologramas digitales y, en general, para la mayor parte
de las condiciones experimentales mientras el sensor captura barriendo progresiva-
mente cada ﬁla del holograma, las franjas producto de la interferencia entre el haz
objeto y el haz de referencia oscilan debido a vibraciones y/o ruidos externos. El
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sensor captura cada ﬁla del holograma en distintas instancias de estas perturbacio-
nes; por ende, los desplazamientos entre las franjas se traducen en aberraciones de
fase. Como efecto ﬁnal se observan patrones de franjas espurias que distorsionan la
calidad de los hologramas reconstruidos. En esta tesis se propone un método simple
y eﬁciente para corregir este efecto mediante técnicas de procesamiento digital de
imágenes. Se ejempliﬁca el método con hologramas de especímenes microscópicos
estáticos. Los resultados alientan a la incorporación de sensores CMOS por sobre
los sensores CCD en los montajes experimentales de Microscopía Holográﬁca Digital
ya que estos ofrecen mejor resolución, además de ser menos costosos en el mercado.
7.3.1. Introducción
En los últimos años, la tecnología CMOS (Complementrary Metal Oxide Semicon-
ductor), ha empezado a ganar el mercado de las videocámaras por sobre los tradi-
cionales camcorders que utilizaban sensores CCD (Charge Coupled Device). Ambos
tipos de sensores tienen propiedades únicas que hacen a cada uno de ellos adecuado
para un tipo de aplicación u otro.
El sensor usado para registrar hologramas debe resolver el patrón de interferencia
que resulta de la superposición de la onda de referencia con la onda dispersada de
los diferentes puntos del objeto. De acuerdo al teorema de Whittaker-Shannon el
muestreo de esta interferencia debe ser al menos el doble de la máxima frecuencia
de la señal. El período de muestreo del dispositivo de registro está ﬁjado por el
tamaño de los píxeles que conforman el sensor (fotositos), siendo deseable disponer
de píxeles elementales más pequeños. Durante las últimas décadas de auge de la
holografía digital, los dispositivos CCD han sido los favoritos para reemplazar a los
clásicos ﬁlms holográﬁcos, por su propiedad de satisfacer los requerimientos mínimos
de resolución a pesar de su elevado costo [JST01].
Los sensores CMOS cuentan con muchas ventajas en comparación con los sensores
CCD. Ofrecen mayor resolución ya que disponen de píxeles elementales más peque-
ños; requieren de menor energía para su operación, con lo cual generan menor ruido
térmico. Además, los primeros registran y descargan las imágenes más rápido siendo
más apropiados en cámaras de alta velocidad. Estas propiedades, sumado a su costo
más bajo los hacen atractivos como medio de registro en holografía digital.
Sin embargo, la principal diferencia entre ambos sensores subyace en el mecanismo
de lectura de la señal. Debido a la estructura de lectura secuencial de los sensores
CMOS, cada línea de la imagen adquirida se expone en un instante de tiempo
diferente, con un retardo temporal deﬁnido por la tecnología del sensor. Si bien este
mecanismo de lectura tiene la ventaja de minimizar la memoria buﬀer, produce el
conocido efecto rolling shutter, que distorsiona las imágenes tanto si el objeto o la
cámara de adquisición se mueven durante la captura.
El problema del efecto rolling shutter ha sido objeto de atención en los últimos años,
habiéndose desarrollado diferentes técnicas para su atenuación y/o eliminación. Al-
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gunas de ellas forman parte de ciertos software de procesamiento de imágenes para
aplicaciones de visión automática [LPC, AABA, LCC, CJK08]. En general, se uti-
lizan dispositivos mecánicos o eléctricos o bien se diseñan algoritmos matemáticos
que típicamente requieren de varias imágenes de la misma escena para su sincro-
nización. No obstante, en el análisis bibliográﬁco no se han encontrado reportes
relacionados con su corrección en técnicas interferométricas, en las cuales el efecto
puede representar un obstáculo mayor.
En las aplicaciones de la MHD, las franjas de interferencia que surgen de la su-
perposición del haz objeto y el haz de referencia son altamente sensibles a ruidos,
vibraciones, etc; por lo que pueden cambiar su conﬁguración conforme se realiza el
proceso de captura. El resultado de este efecto se traduce en perturbaciones espurias
o aberraciones de fase que introducen errores en la información óptica a procesar.
Para resolver este inconveniente cuando se utiliza un sensor CMOS como dispositi-
vo de registro, en esta tesis se propone una metodología simple y rápida, basada en
procesamiento digital de imágenes aplicada a la información de los mapas de fase
continua de objetos biológicos estáticos obtenidos por MHD.
7.3.2. Efecto rolling shutter, eliminación y/o corrección
Mientras que todos los fotodiodos de una CCD se exponen a una escena simultánea-
mente para obtener la señal correspondiente a una imagen, un sensor CMOS accede
a cada ﬁla de la imagen secuencialmente. Esquemáticamente, la forma de operación
de captura de este tipo de dispositivo se ilustra en la Figura 7.8.
Figura 7.8.: Sincronización de la matriz de sensores CMOS
Los tiempos de lectura de cada ﬁla de la imagen no se superponen, y la lectura sólo
comenzará después que la lectura anterior se haya completado. El intervalo de tiem-
po entre la exposición y la lectura es el tiempo requerido para el restablecimiento
del fotosensor. Este efecto normalmente conocido como rolling shutter (en adelante
RS en el contexto de esta tesis,) produce que el objeto, cuya imagen se desea regis-
trar, pueda aparecer inclinado, cortado, alargado, reducido y aún arbitrariamente
deformado.
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En el caso de que el objeto que se desea registrar es un holograma, el RS introdu-
ce aberraciones de fase. Esto es así ya que, aún en las condiciones experimentales
más rigurosas, mientras el sensor registra cada línea, las franjas de interferencia
del holograma pueden desplazarse por la presencia de vibraciones y ruidos externos
arbitrarios introduciendo «ondulaciones espurias». La evidencia más clara de estas
ondulaciones se maniﬁesta en el mapa de fase continua que se obtiene del holo-
grama. Si bien estas ondulaciones pueden tener una frecuencia característica, muy
difícilmente podrán ﬁltrarse en el espectro de Fourier debido a la aleatoriedad del
fenómeno.
Para ilustrar la aberración de fase introducida por el efecto rolling shutter, en la
Figura 7.9 se muestran para una microalga Ceratium Hirundinella inmersa en un
medio acuoso tanto el holograma registrado con una longitud de onda de 632.8
nm (Figura 7.9a)), como la correspondiente imagen de amplitud y de fase continua
(Figura 7.9b) y c) respectivamente). En la imagen de fase se advierte que el fondo
no es uniforme, tal como se esperaría para un medio circundante homogéneo como
lo es el agua. Esto da cuenta de la aberración, la cual se pone de maniﬁesto como
un patrón de ondulaciones horizontales.
Figura 7.9.: a) holograma de microalga Ceratium Hirundinella; b) módulo; c) fase
desenvuelta.
Típicamente, en MHD los errores de fase se estiman computando la desviación es-
tandar (DE) en un área que se asume plana dentro del mapa de fase desenvuelto.
En nuestro caso, esto se corresponde a cualquier porción perteneciente al fondo de
la Figura 7.9c). Sin embargo en nuestro caso, debido al RS, cualquier porción del
fondo puede estar alterada por la aberración. Alternativamente, la inﬂuencia del
ruido de fase introducido por el sensor puede apreciarse cuantitativamente a partir
de los valores de fase a lo largo de dos ﬁlas de prueba en la dirección horizontal X
(ﬁla de prueba 1 y 2 de la Figura 7.9c)) y una columna en la dirección vertical Y,
todas pertenecientes al fondo que se asume idealmente de fase constante. Esto se
ilustra en la Figura 7.10a), donde se aprecia que ambos perﬁles ﬁla (ﬁla de prueba
1 y ﬁla de prueba 2) tienen DE similares, pero con valores de fase promedio que
diﬁeren en aproximadamente 2 radianes, evidenciando cuantitativamente el RS. Por
otro lado, los valores de fase del fondo se desvían de un valor constante tanto para
los perﬁles ﬁla (Figura 7.10a)) como para el perﬁl columna (Figura 7.10b)), aun-
que dicha desviación es mucho más signiﬁcativa en la dirección vertical que en la
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dirección horizontal (notar la diferencia en escala de los gráﬁcos). Suponemos así,
que la DE de los perﬁles X pertenecientes al fondo dan una medida del ruido de
fase experimental no relacionado con el RS, mientras que la DE de los perﬁles Y de
la aberración vinculada al RS introducido por el sensor CMOS. Luego de analizar
varios perﬁles se encuentra un valor promedio de DE de 0.16 para la dirección X y
0.54 para la dirección Y. En términos de longitud de camino óptico, estos valores re-
presentan errores de fase promedio de alrededor de 16 nm y 54 nm respectivamente,
siendo esta última más de tres veces la primera.
Figura 7.10.: Perﬁles de la imagen de fase desenvuelta; a) perﬁles en la dirección
X b) perﬁl en la dirección Y
En ausencia del efecto RS, ambas ﬁlas de prueba de la Figura 7.10a) tendrían valores
de mediana similares. Dado que no lo tienen, la mediana de cualquier ﬁla de prueba
podría considerarse como un valor representativo asociado con el RS. Basados en
esta idea, la metodología propuesta para compensar la aberración, consiste en aplicar
ordenadamente una serie de operaciones matemáticas sobre la matriz de datos de la
fase desenvuelta original, matriz de dimensiones N×M , los cuales pueden resumirse
en los siguientes pasos:
1. Se calcula la mediana de cada ﬁla (dirección X) y se lo almacena en un arreglo
unidimensional N × 1.
2. Al arreglo resultante se le aplica un ﬁltro espacial suave, tal como un ﬁltro
Gaussiano, con el ﬁn de suavizar bordes. El tamaño por defecto es 5 píxeles.
3. El arreglo del paso 2 se estira a las dimensiones de la matriz original, replicán-
dolo hasta convertirlo en una matriz de N ×M . A esta matriz se la denomina
Matriz Filtro.
4. Finalmente, la Matriz Filtro se sustrae punto a punto del mapa de fase conti-
nuo.
Notar que se ha elegido la mediana de cada ﬁla del mapa de fase desenvuelto como
valor representativo del efecto RS, y no el valor promedio. Esto se debe a que, por un
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lado, la mediana representa un valor de fase real medido experimentalmente, y, por
otro, a diferencia del promedio, ésta no se ve afectada por valores extremos, como
por ejemplo los valores de fase pertenecientes al espécimen de interés (la microalga
en nuestro caso).
7.3.3. Resultados y Discusión
Para nuestros experimentos el sensor utilizado es un CMOS Array Bayer monocro-
mo de 2592× 1944 píxeles cuadrados de 1, 75µm de lado. En el caso que nos ocupa,
tanto la cámara como el objeto se encuentran estáticos durante el proceso de adqui-
sición mientras que las franjas de interferencia que constituyen el holograma oscilan
o vibran debido a factores externos. Por lo tanto, el RS sólo afecta a la información
de la fase y no se pone de maniﬁesto en las imágenes de amplitud. Debido a que
en las aplicaciones interferométricas, como la MHD, la información relevante está
codiﬁcada en la fase, todas las aberraciones producidas tanto por dispositivos expe-
rimentales como por perturbaciones externas deben corregirse previo a relacionarla
con la cantidad física que se desea medir. Para nuestros propósitos esta puede ser,
por ejemplo, la medida de, biovolumen o del índice de refracción del espécimen bajo
estudio.
Aplicando el algoritmo descrito en la Subsección 7.3.2, se construye la matriz ﬁltro
de las franjas espurias y se la sustrae punto a punto de la matriz de fase continua ori-
ginal (que se muestra nuevamente en Figura 7.11a)). Como resultado, se obtiene un
mapa de fase libre de ondulaciones espurias, tal como se ilustra en la Figura 7.11c).
La matriz ﬁltro, convenientemente transformada en escala de grises con ﬁnes ilus-
trativos, se muestra en la Figura 7.11b).
Figura 7.11.: Se muestra en a) fase continua original; b) matriz ﬁltro; c) imagen
de fase desenvuelta corregida
Una vez que el efecto RS ha sido corregido, se calcula la DE de un área correspon-
diente al fondo de la imagen la cual arroja un valor de 0.17. Notar que este valor es
muy similar al que se había calculado para las ﬁlas de prueba (no vinculado al efecto
RS) y está en el orden de los errores de fase típicos de la holografía digital que, al
ser una técnica interferométrica, es susceptible a varias fuentes de ruido, tales como
vibraciones, ruidos térmicos, ruido de speckle, etc. Por este motivo, puede concluirse
que el método propuesto corrige satisfactoriamente la aberración.
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Como ejemplo adicional, en la Figura 7.12 se muestran los resultados sobre otros
dos hologramas. Se advierte que el efecto RS varía de un holograma a otro, ya que
se encuentra ligado a las perturbaciones externas que ocurren durante el tiempo de
captura y que no pueden conocerse con antelación. En cualquier caso, el método
corrige la aberración con éxito.
a) b) c)
d) e) f)
Figura 7.12.: Fase envuelta, fase desenvuelta y fase desenvuelta corregida respec-
tivamente de un holograma: a), b) y c) tomado con un OM de 10X; d), e) y f)
tomado con un OM de 20X
Cabe destacar no obstante, que cuando los microorganismos abarcan porciones con-
siderables del campo visual, ya sea porque se utilizan OM de mayor potencia o
porque los especímenes son naturalmente de gran tamaño, el algoritmo podría arro-
jar resultados inexactos. Para estos casos, podría suceder que para algunas ﬁlas, se
compute un valor de la mediana correspondiente a un valor de fase de un píxel den-
tro del espécimen, generando una matriz ﬁltro con contribuciones de fase adicionales
del espécimen y no meramente de la aberración por RS. En este sentido, los mapas
que se muestran en la Figura 7.12d, e y f , corresponden respectivamente a: el mapa
de fase módulo 2π, el mapa continuo sin corregir y el mapa continuo corregido de
un holograma tomado con un OM de 20X. Entre las ventajas de usar OM de mayor
potencia, se encuentra la posibilidad de acceder a información más detallada del es-
pécimen, tal como se observa en la ﬁgura. Para este caso, si bien la microalga abarca
un área considerable del campo visual, el algoritmo propuesto corrige la aberración
sin afectar notablemente las contribuciones de fase del espécimen.
Hasta aquí, el método fue ensayado sobre hologramas registrados con el microscopio
holográﬁco montado sobre una mesa holográﬁca, tratando de minimizar las pertur-
baciones externas. Claramente, aún en estas condiciones, esenciales para holografía,
el efecto RS se maniﬁesta en los mapas de fase. Cabe recalcar que el método pro-
puesto es efectivo incluso cuando los hologramas son registrados sin las condiciones
estables usualmente requeridas en holografía, en cuyos casos la aberración por RS
corrompe de manera sustancial el mapa de fase. Para estimar el error introducido
en experimentos bajo condiciones no aisladas, se registran hologramas sin muestra
justo después de haber golpeado vigorosamente la mesa holográﬁca. Se supone que
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no existen variaciones en la temperatura del aire mientras dura el registro, por lo
que el índice de refracción es constante y, teóricamente, las franjas del holograma
registrado en conﬁguración fuera de eje debieran ser rectas paralelas, o bien segmen-
tos de arco de circunferencia bien regulares. Como consecuencia, luego de corregir
la aberración por conﬁguración fuera de eje y/o esférica, el mapa de fase continuo
(desenvuelto) tendría que ser constante. Por el contrario, las franjas de los hologra-
mas se encuentran notablemente distorsionadas por el RS, como se evidencia en el
recuadro de la Figura 7.13a). El mapa de fase desenvuelto sin aplicar la corrección
propuesta se muestra en la Figura 7.13b), en el que se aprecian grandes variaciones
de fase producto de la aberración. Al aplicar la corrección, la reducción de la aberra-
ción se hace evidente en la Figura 7.13c), en la cual, a menos de algunos artefactos,
se observa un mapa de fase continuo más o menos uniforme.
Figura 7.13.: a) holograma luego de golpear la mesa holográﬁca, b) fase desenvuel-
ta, c) fase desenvuelta corregida
Con el ﬁn de exponer el efecto cuantitativo de la corrección de la aberración sobre
los mapas de fase, se extraen varias líneas horizontales y verticales de los mapas
de fase de la Figura 7.13b) y c). En la Figura 7.14a) se muestran como ejemplo las
variaciones que experimenta la fase en una ﬁla de prueba con y sin la corrección
de la aberración; similarmente, en la Figura 7.14b) se muestran las variaciones de
fase con y sin corrección para una columna de prueba. Tal como se espera, las
variaciones de fase para la ﬁla de prueba corregida y sin corregir son similares, con
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una DE de 0.21 y 0.26 respectivamente (equivalentes a longitudes de camino óptico
de 21 nm y 26 nm). No obstante, en la dirección vertical las variaciones de fase en
la columna de prueba no corregida son mucho más signiﬁcativas, con una DE de
7.5, evidenciando un nivel de ruido introducido por RS equivalente a una longitud
de camino óptico del orden de los 759 nm y múltiples saltos de fase módulo 2π.
Como consecuencia, si no se corrige la aberración la información de cualquier objeto
bajo estudio se encontrará enmascarada por el efecto RS. Para el caso de objetos
microscópicos registrados por MHD, los errores introducidos por efecto RS podrían
afectar considerablemente la precisión de las mediciones. Al efectuar la corrección,
la DE de la fase para la columna de prueba resulta de 0.26, valor 28 veces menor
al obtenido para la columna sin corregir, y consistente con el ruido de fase obtenido
para la ﬁla de prueba. Estos resultados muestran que el método propuesto corrige
el efecto RS de manera aceptable incluso cuando las condiciones de registro del
holograma son desfavorables.
Figura 7.14.: Perﬁles extraidos de la imagen de fase desenvuelta de la
Figura 7.13b) y c) a) Perﬁl horizontal; b) Perﬁl vertical
7.3.4. Conclusiones
Como conclusión, el método resulta simple y eﬁciente para corregir aberraciones de
fase introducidas por el efecto rolling shutter característico de los sensores CMOS.
La propuesta resulta novedosa ya que en la literatura no se han encontrado reportes
para la corrección de este efecto en aplicaciones de interferometría. Los resultados
muestran que la aberración puede corregirse con considerable simplicidad, lo que
alentaría promover la sustitución de los costosos CCD en MHD. Los resultados de
esta investigación han sido publicados en ANALES AFA (Ver Apéndice B). Asimis-
mo, se encuentra en revisión un artículo enviado a Optics Communications.
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8. Detección de Trypanosoma Cruzi
en sangre mediante MHD
Algunos hemoparásitos, tales como la Filaria y el Trypanosoma cruzi (T. cruzi),
pueden identiﬁcarse en muestras de sangre por su movimiento, el cual es oscilatorio
y se propaga a través del medio a regiones alejadas de la muestra. En particular, este
comportamiento puede ser aprovechado para caracterizar los movimientos del pará-
sito T. cruzi. El presente capítulo está dedicado a la descripción de una propuesta
para detectarlo automáticamente en muestras de sangre fresca.
Con este ﬁn, se calibra el microscopio holográﬁco por transmisión. Los movimientos
de los miscroorganismos se detectan midiendo las alteraciones de fase que producen
en el frente de onda transmitido. Para ello, una capa ﬁna de sangre infectada con
el parásito se examina en el microscopio holográﬁco. Se registran dos hologramas
consecutivos del mismo campo visual; estos se restan punto a punto, y el resultado
se reconstruye mediante el método PEA. La distribución de fase resultante está rela-
cionada con dos instantes de tiempo diferentes, lo que permite detectar la presencia
del parásito. Los resultados experimentales alientan a incorporar la técnica como
parte de un sistema completamente automatizado para detectar y contar este tipo
de microorganismos.
8.1. Introducción
La identiﬁcación de microorganismos en sangre con ﬁnes taxonómicos o para el
diagnóstico de determinadas enfermedades, es una tarea de rutina en muchos labo-
ratorios. Existen varios recursos para la detección, tales como los métodos de cultivo,
que tienen la desventaja de dar resultados diferidos, o métodos basados en la Bio-
logía Molecular, que demandan un costo demasiado alto en el ámbito de la Salud
Pública. Por ello, en los últimos años, diversas investigaciones se han orientado a
la búsqueda de nuevas técnicas de detección, alternativas o complementarias, que
superen estos inconvenientes y puedan utilizarse como herramientas de diagnóstico
[ZPI93, FSC04, DJ07].
Si la evaluamos en términos de Salud Pública e impacto económico, la enfermedad de
Chagas-Mazza constituye la más importante infección parasitaria de Latinoamérica
[Chi04]. Aproximadamente 10 millones de personas la padecen, con diferentes grados
de afectación y 100 millones de personas (25% de la población de Latinoamérica)
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está en riesgo de contraerla. Es causada por el protozoo Trypanosoma cruzi (T. cru-
zi), un parásito móvil que ingresa al torrente sanguíneo a través de la piel y afecta
a diversos órganos, causando varios grados de discapacidad sobre todo en el tracto
digestivo y el corazón. Como la mayoría de los especímenes biológicos, este parási-
to es transparente, por lo que resulta diﬁcultoso distinguirlo del medio circundante
mediante microscopía de campo brillante. Afortunadamente, muchos hemoparásitos
pueden detectarse por los movimientos que inducen en los glóbulos rojos adyacentes.
Aprovechando esta característica, Alanís et al. [ABC+92, ARÁ+01, ARÁ+04] desa-
rrollaron un método para la detección temprana de T. cruzi en muestras de sangre.
El principio de detección subyacente se basa en la diferenciación temporal de una
secuencia de imágenes del mismo campo visual registrado con una cámara de video
CCD. El proceso se lleva a cabo mediante diversas herramientas de Procesamiento
Digital de Imágenes, que es capaz de detectar la presencia del parásito a tiempo
real.
En esta tesis, se propone el uso de la MHD como una herramienta para detectar el
parásito en muestras de sangre de ratones infectados con la enfermedad de Chagas.
En comparación con los métodos propuestos por Alanís et al. se reporta una me-
jora en la velocidad de detección óptica ya que se requiere de sólo dos hologramas
consecutivos. La resta de los hologramas resulta en un nuevo «holograma» que con-
tiene información relacionada con el movimiento de los parásitos durante el tiempo
transcurrido entre los registros. La reconstrucción de este último produce patrones
característicos en el mapa de fase, a partir del cual es posible detectar la presen-
cia del parásito haciendo uso de operaciones simples de procesamiento digital de
imágenes.
8.2. Enfermedad de Chagas
El T. cruzi vive en la sangre y tejidos de personas y animales enfermos. Si se lo
observa en sangre, presenta una forma alargada, fusiforme, con núcleo voluminoso
en su parte central y una cola móvil llamada ﬂagelo (tripamastigote). Cuando se
encuentra en el interior de las células tiene una forma redondeada, más pequeña y
sin ﬂagelo.
En la cadena de transmisión de la enfermedad de Chagas-Mazza hay un interme-
diario que es el eslabón obligatorio: el insecto vector. En América se conocen varias
especies capaces de transmitir la infección a través de sus defecaciones; en la Argen-
tina, la única de importancia epidemiológica es la denominada Triatoma Infestans,
conocida popularmente con el nombre de vinchuca o “chinche gaucha”. El insecto se
encuentra en gran cantidad en las zonas selváticas, y se infecta al alimentarse con
sangre de animales enfermos.
El hombre es un huésped desafortunado en el ciclo de transmisión de la enfermedad,
ya que su participación no es vital para la permanencia del parásito en la naturaleza.
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Existen tres vías básicas de transmisión mediante las cuales el hombre adquiere la
enfermedad:
- A través de la vinchuca: es la vía más frecuente (85% de los casos). Las vinchucas
se infectan al chupar sangre de mamíferos o humanos enfermos. Eventualmente el
insecto portador, en su diaria búsqueda de alimentos, se alimentará de la sangre de
una persona sana, defecando a continuación sobre la superﬁcie de la piel. El hombre
se contamina al frotarse la zona de la picadura facilitando la entrada del parásito al
organismo. Otras vías de entrada las constituyen las conjuntivas, mucosas, u heridas
de la piel.
- Congénita: esta vía representa el 6% del total de los casos. El parásito tiene la
capacidad de atravesar la placenta e infectar al feto. La transmisión a través de la
leche materna es poco probable, con lo cual no existen razones hasta el momento
como para restringir el amamantamiento en casos de infección materna.
- Parenteral: representa el 9% del total de los casos y se reﬁere a la transmisión a
través de transfusiones, accidentes en laboratorios donde se manipula sangre conta-
minada o a través del transplante de órganos provenientes de donantes infectados.
Una vez en el organismo, el parásito ingresa al torrente sanguíneo en forma de
tripamastigote y se dirige hacia los tejidos de algunos órganos (miocardio, tracto
digestivo) donde se localiza intracelularmente, se multiplica y muta en diferentes
formas para luego ser liberados nuevamente al torrente sanguíneo como tripamasti-
gote y repetir el ciclo durante uno a dos meses, momento en el cual la parasitemia
se agota como consecuencia de la producción de anticuerpos. Este período carac-
teriza la fase aguda de la enfermedad. Luego se presenta una fase intermedia o de
latencia, generalmente asintomática, que puede durar varios años. Por último en la
fase crónica suelen manifestarse los daños provocados por el parásito en el corazón,
aparato digestivo o sistema nervioso.
Para diagnosticar la enfermedad existe una serie de métodos, clasiﬁcados como di-
rectos o indirectos [LARFR00]. Los primeros diagnostican la enfermedad a partir de
la detección directa del parásito y pueden ser sólo utilizados durante la fase aguda
que está caracterizada por un nivel de parasitemia relativamente elevado. Por su
parte, los métodos indirectos, detectan la presencia de anticuerpos desarrollados por
el paciente. Éste último puede ser utilizado tanto en la fase aguda como durante las
etapas crónicas de la enfermedad (caracterizada por una parasitemia baja).
Dentro de los primeros se encuentran el xenodiagnóstico, el microhematocrito, el
método de la gota fresca, el método de concentración de Strout, y el hemocultivo. El
xenodiagnóstico presenta una sensibilidad cercana al 100% en fase aguda, que cae a
un 40% si se usa en fase crónica; y una especiﬁcidad del 100% (es decir, un resultado
positivo certiﬁca el diagnóstico). El microhematocrito presenta una sensibilidad y
especiﬁcidad similares al xenodiagnóstico. El método de concentración de Strout
tiene una sensibilidad del 95%. El hemocultivo se hace a los 8, 15 y 30 días de la
exposición, con un rédito diagnóstico similar al xenodiagnóstico.
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El xenodiagnóstico es la prueba diagnóstica más útil y efectiva de la enfermedad.
Consiste en criar vinchucas sanas en un laboratorio y luego alimentarlas con la sangre
del brazo de algún paciente sospechoso. Las excretas del hemíptero son analizadas
con el ﬁn de detectar en ellas la presencia del protozoario ﬂagelado.
En el método diagnóstico de la gota fresca se examina la sangre extraída del pa-
ciente mediante un microscopio óptico de campo brillante con el objeto de detectar
la presencia del parásito. Usualmente se usan OM de 40X, para dar un aumento
lateral de 400X. Este método es útil cuando las concentraciones de parásitos son
relativamente altas.
Los métodos indirectos consisten en la realización de un conjunto de pruebas inmu-
nológicas, generalmente serológicas. En este caso es obligatorio contar con, al menos,
dos pruebas, de las cuales una debe ser de las de mayor especiﬁcidad. En particular
se destacan la hemoaglutinación y la inmunoﬂuorescencia (detección de anticuerpos
por Ig G que se unen a antígenos especíﬁcos del parásito).
Dentro de estos, el más sensible es la inmunoﬂuorescencia indirecta (IFI) (sensibi-
lidad cercana al 100%). Otros, de alta especiﬁcidad, son ELISA (especiﬁcidad del
99%) y la aglutinación directa con y sin 2-mercaptoetanol. La ﬁjación del com-
plemento (Machado Guerreiro) y la hemoaglutinación indirecta (HAI) positivizan
tardíamente, presentando una sensibilidad del 36% en la etapa aguda y 85% a partir
del sexto mes de infección para la ﬁjación del complemento.
La necesidad de realización de dos pruebas serológicas para la conﬁrmación del
diagnóstico de la enfermedad, se debe al alto porcentaje de falsos positivos que se dan
por reacción cruzada en pacientes infectados por paludismo, leishmaniasis, síﬁlis y
otras enfermedades parasitarias o no. Los ensayos empleados no son suﬁcientemente
especíﬁcos debido a que las preparaciones de antígenos utilizadas son derivados de
extractos de parásitos que contienen epítopes que reaccionan con anticuerpos hacia
otras infecciones.
Otras técnicas relacionadas son las empleadas en Biología molecular. Con el uso
del ADN recombinante, se emplean segmentos clonados de genes de T. Cruzi para
producir en las bacterias porciones de proteínas antigénicas; y posteriormente, solas
o combinadas, se emplean como antígenos blanco en pruebas serológicas.
La necesidad de combinar al menos dos técnicas diagnósticas trae aparejado un
aumento en costos y complejidad de estudio. Por ello, en los últimos años, diversas
investigaciones se han orientado a la búsqueda de nuevas técnicas diagnósticas para
la detección de la enfermedad.
A mediados de la década del 90, en la Universidad Nacional de Salta, el Instituto
de Patología Experimental (IPE) junto con el Grupo de Óptica Láser (GOL) de la
Facultad de Ciencias Exactas, iniciaron investigaciones en este campo, empleando
técnicas ópticas relacionadas con la actividad del speckle láser [ABC+92]. La conti-
nua búsqueda de métodos más satisfactorios dio lugar, en el año 2001 [ARÁ+01], al
desarrollo de un prototipo de sistema de conteo automático, que sería de utilidad en
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los laboratorios de investigación (se construyó un prototipo ﬁnanciado por el PFIP,
RES. S.C.T.I.P Nº026/07). Hacia 2004, y relacionado con el presente trabajo, se
desarrolló un método para la detección precoz de parásitos en sangre consistente en
un microscopio interferométrico de barrido automático [ARÁ+04]. La detección se
basa en la decorrelación que causa en imágenes sucesivas la movilidad del parásito.
En términos generales, se registran 8 hologramas-imagen de una muestra de sangre
infectada; luego, los mismos se restan de a pares y las diferencias se suman para
obtener una imagen intermedia donde pueden observarse regiones cuyos valores de
niveles de gris son mayores que el resto del campo. Éstas son las áreas relacionadas
con las regiones móviles de la muestra. A la imagen intermedia se le realizan una
serie de operaciones de procesamiento a ﬁn de poder resaltar las regiones donde
se encuentra el parásito (aplicación de ﬁltro de convolución, binarización, etc.). La
imagen ﬁnal es utilizada para conﬁrmar la presencia de un parásito mediante un
programa especialmente diseñado para este ﬁn. En este método los hologramas no
se reconstruyen, con lo cual la información completa no se decodiﬁca.
La propuesta de este capítulo está basada en la combinación de estas ideas con la
posibilidad del acceso a la información de fase que provee la MHD.
8.3. Materiales y métodos
El T. cruzi es un organismo visible al microscopio que presenta una movilidad no-
table frente a los glóbulos rojos circundantes, a pesar de lo cual su detección óptica
resulta difícil dada la baja concentración del parásito en los preparados y su bajo
contraste óptico. A su vez, estas características lo hacen potencialmente útil para ser
detectado mediante MHD. Por un lado, su bajo contraste en amplitud no constituye
un problema puesto que, en todo caso, el mapa de fase obtenido de un holograma es
portador de la información de mayor relevancia. Además, la frecuencia con la que se
mueve el parásito etiológico permite su detección de una manera simple y versátil.
Por último, bajas o moderadas parasitemias hacen al método aún más sensible.
El parásito, con su movimiento, empuja notablemente los glóbulos rojos adyacen-
tes, mientras que los glóbulos más alejados no se ven afectados. Si se comparan
dos imágenes sucesivas de contraste de amplitud, los glóbulos rojos vecinos estarán
ligeramente desplazados mientras que el resto permanecerá más o menos en su lu-
gar. Al restar las dos imágenes, esto se traduce en niveles de gris marcadamente
diferentes en las zonas prevalentes del parásito, frente a un fondo comparativamen-
te similar. Asimismo, el movimiento oscilatorio puede interpretarse como una onda
que se propaga en el ﬂuido sanguíneo. Un frente de onda particular (que caracteriza
una superﬁcie de fase constante) se propagará una cierta distancia en el intervalo de
tiempo existente entre un holograma y el siguiente. Por lo tanto, con esto debiera
poder registrarse algún cambio en los mapas de fase correspondientes.
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8.3.1. Preparación de la muestra
Se prepara una muestra de sangre fresca al extraer sangre de ratones infectados con
T. cruzi. El protocolo consiste en seccionar 1mm de la punta de la cola del ratón bajo
anestesia con éter, y colectar y heparinizar 10 µl de la sangre en un tubo capilar. La
sangre se ubica en un portaobjeto y se cubre con un cubreobjetos de 20× 20 mm2.
8.3.2. Registro y reconstrucción de los Hologramas
Se usa la conﬁguración de MHD por transmisión descrita en Capítulo 4; las muestras
son iluminadas con un láser de He-Ne de longitud de onda λ = 632,8 nm, y los
hologramas registrados en una cámara de video con un sensor CCD de 756 x 542 pix2,
pixeles cuadrados de 8.4 µm, 8 bits de profundidad y velocidad de cuadro de hasta
25 Hz. Las imágenes (hologramas digitales) se recortan a un tamaño de 512×512 px2
y se almacenan temporalmente en el buﬀer de una tarjeta digitalizadora de imagen.
La reconstrucción de los hologramas se realiza por el método de Propagación del
Espectro Angular.
8.4. Resultados y Discusión
La muestra de sangre se ubica en la platina de microscopio comandada por dos
motores paso a paso que escanean ordenadamente los campos hasta cubrir el área
completa de la muestra. Como se mencionó previamente, el método de detección
se basa en los movimientos del parásito. Para detectar su presencia, se toman dos
hologramas consecutivos del mismo campo y luego se restan punto a punto. A modo
de ejemplo, uno de los hologramas registrados se muestran en Figura 8.1a. El ho-
lograma diferencia, obtenido por sustracción de este holograma con otro registrado
con 400 ms de retardo se muestra en Figura 8.1b.
En esta ﬁgura, la curvatura de las franjas de interferencia resalta la presencia de tres
parásitos. No obstante, su compleja estructura constituye un considerable obstáculo
para cualquier mecanismo de detección asistida por ordenador. Este inconvenien-
te se salva al analizar la información que contiene la imagen de contraste de fase
reconstruida, como se explica a continuación.
El proceso de reconstrucción holográﬁca se ilustra en la Figura 8.2. El espectro
angular del holograma diferencia de la Figura 8.1b se muestra en Figura 8.2a donde
se aprecian los tres órdenes de difracción típicos de la holografía. Para seleccionar el
orden real, se aplica un ﬁltro, como se muestra en Figura 8.2b. El espectro ﬁltrado
se centra al origen coordenado del dominio de frecuencias, y se propaga el espectro
hasta que el frente de onda es reconstruido a una distancia de z = 11 cm. Finalmente,
se calcula la fase; el mapa de fase módulo 2π se muestra en la Figura 8.2c.
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Figura 8.1.: a) Holograma de un campo visual de microscopio, b) Holograma dife-
rencia
Figura 8.2.: a) Espectro Angular en z=0, b) Máscara ﬁltro, c) Fase envuelta
Como se aprecia, la imagen Figura 8.2c ilustra los cambios de fase acontecidos du-
rante ambos registros y exhibe además notables peculiaridades en aquellas regiones
en las que los parásitos se mueven durante el tiempo de registro. Las trazas carac-
terísticas son ocasionadas por el desplazamiento de los glóbulos rojos que generan
las oscilaciones del ﬂagelo del T. cruzi. El fondo también sufre de variaciones de
fase, ocasionadas por el movimiento propio de los glóbulos rojos, ya que éstos vibran
alrededor de su posición original.
Con el ﬁn de obtener una imagen más adecuada que represente los cambios de fase
que ocasionan los movimientos del parásito, es necesario desenvolver los mapas de
fase. La fase desenvuelta, convertida convenientemente en niveles de gris, se muestra
en la Figura 8.3a. En esta imagen, se observan tres regiones bien deﬁnidas que
destacan los cambios de fase introducidos por los movimientos de T. cruzi. Estos
cambios de fase son mucho más grandes que los producidos por los movimientos
propios de los glóbulos rojos, tal como se observa en la perspectiva 3D de la fase
desenvuelta en la Figura 8.3b.
El método para detectar y contar automáticamente el número de parásitos, se basa
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Figura 8.3.: Fase desenvuelta, a) Imagen 2D, b) perspectiva 3D, c) imagen 2D
binarizada
en la detección de picos en los mapas de fase desenvuelta. El criterio de discrimi-
nación incluye un proceso de binarización de imagen, usando un umbral adecuado
(Figura 8.3c), y la aplicación de las operaciones morfológicas «erosion» y «bwlabel»
para el conteo, ambas incluidas en la librería de herramientas de procesamiento de
imágenes de MATLAB. El proceso se repite para cada campo visual hasta que se
examina por completo la muestra.
La precisión de la metodología de detección automática se encuentra condicionada
a la extensión espacial de las trazas que denotan la presencia del parásito en los
mapas de fase 2D. El tamaño de la superﬁcie de las peculiaridades de fase depen-
de fuertemente de la distancia de reconstrucción z y también del retardo temporal
entre el registro de los hologramas. Para evitar falsos positivos, se realizaron va-
rios experimentos para determinar los valores adecuados para estos parámetros. La
dependencia del tamaño del área de las trazas con la distancia de reconstrucción
se muestra en la Figura 8.4. Cuando la distancia de reconstrucción coincide con la
distancia de enfoque (Figura 8.4a), las perturbaciones de fase debidas al movimiento
del parásito se encuentran eclipsadas por el movimiento de los glóbulos rojos. Por
lo tanto, la reconstrucción numérica se lleva a cabo fuera de foco, como se muestra
en la Figura 8.4b, c y d respectivamente.
Estos resultados indican que las áreas de las trazas en la fase deberían conveniente-
mente ser lo suﬁcientemente grandes para distinguirlas del entorno, pero lo suﬁcien-
temente pequeñas para evitar la superposición de trazas de dos parásitos diferentes.
Experimentalmente, se encontró que la distancia de reconstrucción z = 11 cm re-
sulta óptima para asegurar la detección. Del mismo modo, para esta distancia de
reconstrucción se reconstruyeron 30 hologramas-diferencia del mismo campo visual
con diferente retardo temporal entre los hologramas consecutivos. Los resultados
sugieren que para un retardo temporal mayor a 400 ms, las áreas de las trazas
satisfacen las condiciones arriba mencionadas.
Como última consideración, cabe señalar que en esta aplicación no se requiere for-
mación de imagen de los microorganismos, lo que realza la efectividad y simplicidad
de la técnica propuesta para la detección de T. cruzi en muestras de sangre.
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Figura 8.4.: Fase reconstruida a a) z = d = 14 cm; b) z = 13 cm; c) z = 9 cm; d)
z = 11 cm
8.5. Conclusiones
La MHD se propone como una técnica alternativa para la detección de T. cruzi
en muestras de sangre fresca. Los resultados sugieren que el método podría au-
tomatizarse para ser utilizada en el futuro, como soporte complementario de las
técnicas que se aplican actualmente para el diagnóstico temprano de la enfermedad
de Chagas. Los métodos automáticos representan una nueva tendencia para llevar
adelante mediciones más precisas de la presencia y cantidad de microorganismos en
su ambiente natural, eliminando la parcialidad del observador, al reducir los erro-
res inducidos por fatiga y reduciendo apreciablemente el tiempo de análisis de la
muestra. El método permite explorar el 100% de la muestra, ya que los campos
de visión son rectangulares y no circulares como en el método clásico de observa-
ción bajo microscopio convencional. El hecho de que la MHD permite el cálculo del
campo óptico a cualquier distancia del plano del holograma, constituye una ventaja
adicional puesto que se pueden obtener imágenes desenfocadas numéricamente, sin
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intervenir mecánicamente en la conﬁguración óptica.
Los resultados de estas investigaciones han sido publicados en Optics Communica-
tions (Ver Apéndice B).
164
9. MHD aplicada a la evaluación de
biovolumen microalgal
La abundancia relativa de biomasa en un cuerpo de agua es uno de los indicado-
res más comúnmente utilizados en los estudios de calidad de aguas. Su cómputo
involucra tareas complejas que van desde la identiﬁcación y caracterización de mi-
croorganismos a la medida de su biovolumen. Particularmente, este último se estima
asociando cada género de ﬁtoplancton con formas geométricas simples, de modo que
el cálculo se lleve a cabo midiendo dimensiones lineales en imágenes al ser observados
en microscopios convencionales.
Con el objetivo de contar con un método más preciso y automático para la evaluación
del biovolumen, en este capítulo se propone una metodología híbrida basada en MHD
y herramientas de Procesamiento Digital de Imágenes (PDI). Para ello, el volumen
del espécimen bajo estudio se obtiene combinando la imagen de contraste de fase de
un holograma del mismo, con un perﬁl de espesores extraído a partir de su silueta.
La técnica ha sido implementada para determinar el biovolumen de microalgas de
la especie Ceratium hirundinella en muestras de agua. Adicionalmente, se ha en-
contrado que a partir de la metodología propuesta es posible estimar con precisión
un índice de refracción efectivo del microorganismo. Los resultados experimentales
muestran que esta técnica no sólo es una alternativa rápida y eﬁciente en compara-
ción de los métodos clásicos, sino que también resulta adecuada para automatizar
el proceso completo.
El capítulo se inicia con una descripción de la problemática regional que ha inspira-
do la propuesta de brindar una herramienta alternativa y/o complementaria en los
trabajos de rutina que se realizan para la evaluación de calidad de aguas. Luego, se
describen los métodos que se adoptan usualmente en este tipo de estudios. A conti-
nuación se enfatiza brevemente la importancia de la especie seleccionada. Entonces
se presenta la técnica propuesta, realizando un análisis crítico de las condiciones
de validez de las hipótesis presentadas. Por último, se muestran los resultados y se
compara con los que se obtienen por el método clásico.
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9.1. Introducción
9.1.1. Problemática regional
Las características geográﬁcas y climáticas de la provincia de Salta, determinan que
la disponibilidad del recurso hídrico tenga diversas restricciones no sólo en su can-
tidad sino también en su calidad. Existen numerosos antecedentes que indican la
presencia de diversos compuestos químicos considerados nocivos para la biota (bo-
ro, nitrato, mercurio, entre otras) en el agua superﬁcial y/o subterránea por sobre el
límite establecido por la reglamentación vigente (SHR 1998, Ley Residuos Peligro-
sos, CAA 2000). En los ríos Arias-Arenales, Rosario,Medina, Juramento y
en los embalses Cabra Corral y El Tunal, se han registrado niveles apreciables
de contaminantes que condicionan la aparición de ﬂoraciones algales recurrentes,
instaladas desde ﬁnes de 2000 y que continúan a la fecha, produciendo pérdidas de
especies ictícolas de interés deportivo y comercial, disminución de la biomasa total,
mortandad periódica, etc. Estos problemas traen aparejadas una serie de consecuen-
cias de gran impacto regional, tales como:
Consecuencias económicas, que involucran la pérdida de sustentabilidad de los
múltiples usos del recurso hídrico, las restricciones para su empleo en indus-
trias, y la propagación de enfermedades de interés sanitario.
Consecuencias ecológicas, tales como la modiﬁcación de la estructura de los
ecosistemas acuáticos, pérdida de productividad en especial en lo atinente a
la pesca de especies de valor comercial, recreación, turismo, etc.
Consecuencias sociales, debido principalmente a la alteración permanente de
hábitats que dejan de ser propicios para los asentamientos humanos, por el
deterioro de los recursos hídricos y la pérdida de rentabilidad de los procesos
de tratamiento para potabilización.
Las microalgas son las componentes base de la trama alimentaria que soporta la
producción ictícola de dichos cuerpos de agua, por lo que se precisa del monitoreo
continuo de estos micoorganismos y de enormes esfuerzos concentrados en el recuento
de individuos de las diferentes especies y del análisis de elevado número de muestras.
Dado que muchas veces la morfología de estos microorganismos es compleja, tales
tareas demandan una excesiva cantidad de tiempo que frecuentemente supera el
tiempo real de respuesta requerido por los organismos involucrados en la toma de
decisiones ambientales.
Dentro de los estudios que se llevan a cabo, el biovolumen microalgal constituye uno
de los descriptores morfométricos más comúnmente estudiado. Este resulta de gran
relevancia en los estudios ecológicos sobre ﬁtoplancton y sirve principalmente para
evaluar abundancia relativa (como biomasa o carbono). Parámetros relacionados,
tales como tamaño de partículas, contenido de carbono y funciones ﬁsiológicas tam-
bién forman parte de los estudios en ecosistemas no sólo de agua dulce, sino también
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marinos. Por citar un ejemplo, los datos de conversión de volumen celular a unidades
de carbono sirven para estimar in situ tasas de crecimiento de las asociaciones de
algas, o como medida de productividad primaria del sistema.
Existen diversos métodos para la estimación de biovolumen, los cuales fueron men-
cionados en la Introducción General (Capítulo 1). El más utilizado consiste en aso-
ciar las especies de microalgas con formas geométricas más o menos simples y deter-
minar su volumen a partir de medidas lineales accesibles cuando éstas se observan
bajo un microscopio ordinario [HRK+99, SL03, VCB07, KS11]. En síntesis, el pro-
cedimiento consiste en medir al menos veinte biovolúmenes individuales, para cada
una de las especies. Luego, se calcula el biovolumen promedio y al resultado se lo
multiplica por la cantidad de células/ml de cada especie para obtener la abundancia
relativa.
A pesar de los esfuerzos realizados por la comunidad cientíﬁca, aún no se cuenta con
un conjunto estandarizado de ecuaciones para estos cálculos, en los que se incluya
a la gran variedad de formas que presentan las microalgas. Generalmente surge el
dilema de cuán conveniente resulta asignar una forma ﬁtoplanctónica a un modelo
geométrico similar y complejo, o a un modelo simple, fácilmente medible, pero que no
responde a la forma del organismo. Idealmente, se busca que las formas geométricas
usadas para la determinación de biovolumen sean lo más parecidas posibles a la
forma real del organismo, pero al mismo tiempo, fácilmente distinguibles y medibles
durante los análisis de rutina. Por ende, esta metodología, además de su complejidad,
sólo contribuye con valores aproximados y genera datos que no son comparables.
En este contexto, la MHD surge como una herramienta valiosa por los motivos
discutidos exhaustivamente en los capítulos anteriores. Particularmente, problemas
típicos de la microscopia convencional como lo son los asociados al enfoque y al bajo
contraste óptico desaparecen, pero la característica que le conﬁere mayor enverga-
dura es la posibilidad de extraer la información morfológica del espécimen. Esto es
así porque la señal de fase que se obtiene en una conﬁguración por transmisión es
proporcional a la Longitud de Camino Óptico (LCO), integrado a lo largo del eje
óptico, a través del espécimen el que depende tanto de su morfología como del índice
de refracción intracelular. Lamentablemente, la extracción de la información mor-
fológica no es directa, ya que se encuentra acoplada a la información del índice de
refracción. Se ha reportado un método para desacoplar ambas variables [RMC+05],
en el cual la medida del índice de refracción permanece como un valor integral. Re-
cientemente, la holografía tomográﬁca mediante múltiples ángulos y la microscopía
tomográﬁca de fase han evolucionado para recuperar completamente el mapa de
índices de refracción 3D de la estructura intracelular, o para estimar la morfología
tridimensional y la forma de microestructuras de manera independiente. A pesar de
esto, dichas técnicas precisan de procedimientos de escaneo mecánico, con disposi-
tivos costosos ya sea rotando el objeto [CMM+06, CPC+06, MMM+13], o variando
el ángulo de iluminación [VL98], o bien involucran el uso de un láser sintonizable
continuo [Kim00, YK05].
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En esta tesis, se propone una metodología simple para calcular biovolumen combi-
nando la información que se obtiene de sólo dos hologramas con herramientas de
PDI. La técnica se aplica a la determinación de biovolumen de la especie ﬁtoplanc-
tónica Ceratium hirundinella.
9.1.2. Ceratium hirundinella
Ceratium hirundinella es un dinoﬂagelado dulciacuícola planctónico de gran tamaño
y silueta particular, característico de ambientes meso-eutróﬁcos. Es habitual en las
aguas cálidas estratiﬁcadas en cuerpos de agua templados en el verano del hemisferio
norte. A partir de 1990, esta especie comenzó a dispersarse en Argentina y Chile
en los lagos patagónicos y luego rápidamente hacia cuerpos de agua del centro y
Norte del país, en particular Salta [MDCC05, Bol05, SMS+09, ZBCRR14]. Su rápido
crecimiento poblacional, reportado en distintas estaciones desde 2000, ha producido
el deterioro de la calidad del agua para consumo, la mortandad masiva de peces y
el desequilibrio funcional del ecosistema.
Las ﬂoraciones recurrentes de esta especie, fenómeno regional sin antecedentes en
el mundo, han determinado que el interés en su estudio creciera notablemente. Una
ﬂoración o “bloom algal” es el crecimiento excesivo de microalgas, generalmente
de una sola especie que encuentra ventajas competitivas sobre otras y se desarrolla
hasta alcanzar densidades de 105 y 2×105 células/ml y una coloración observable en
el agua. Indirectamente, una estimación de biomasa puede efectuarse a través de la
medición de cloroﬁla a. Valores críticos de este pigmento se consideran alrededor de
10 µg/l. Particularmente, en el caso de Ceratium hirundinella, se ha observado que
incluso con escasa presencia del microorganismo (300 mil células/l) el agua puede
presentar una coloración amarronada. Esto se debe a que la contribución de este
organismo por unidad a la biomasa algal total es alta debido a su gran tamaño, por
lo que una abundancia de 200 mil células/l alcanzan para superar holgadamente los
10 µg/l de cloroﬁla a.
Teniendo en cuenta estas consideraciones, el conocimiento de la dinámica de esta
especie en los distintos embalses resulta de gran interés ecológico, lo que precisa
de estudios exhaustivos en toda la columna de agua a lo largo de todas las esta-
ciones del año y en diversos embalses. En este sentido, no sólo es esencial contar
con datos estadísticos descriptivos de las densidades de las poblaciones (microorga-
nismos/ml), sino también prestar especial atención a la estimación de descriptores
como el biovolumen y la biomasa [HRK+99].
En términos generales, C. hirundinella son microorganismos que tienen entre 80
y 400 µm de longitud y se caracterizan por presentar una fuerte compresión dor-
soventral; cuentan con un cuerno apical largo, despuntado y estrecho y dos o tres
cuernos ﬁlosos antapicales que divergen uno del otro distalmente. Presentan además
una excavación en el lado ventral, lo que le otorga una complejidad geométrica adi-
cional. Su forma bastante variable determina que el cálculo de su biovolumen por
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aproximaciones geométricas se torne engorroso, ya que deben utilizarse complicadas
ecuaciones que demandan de varias medidas de longitudes y diámetros por unidad
[VCB07].
El presente estudio se lleva a cabo en muestras de agua que contienen C. hirundinella
colectadas del dique la ciénaga, provincia de Jujuy, Argentina. Las propiedades
descritas en el párrafo anterior se evidencian en la Figura 9.1 que corresponde a la
fotografía de un campo de microscopio convencional tomada con un Objetivo de
Microscopio (OM) de 10X. Claramente, se observa un cierto grado de uniformidad
en la distribución de tamaños, adviertiéndose que la mayor parte de las C. hirun-
dinella en la muestra descansan en posición frontal, mientras que sólo algunas en
posición dorsoventral, tal como se muestra en la zona resaltada de la misma ﬁgura.
Aprovechando este hecho, en conjunto con la distribución más o menos uniforme
de tamaños, el cálculo del biovolumen se lleva a cabo usando un holograma del
espécimen en cada una de estas posiciones. De los hologramas de la microalga en
posición frontal, se obtiene el retardo de fase introducido por la misma. Esta infor-
mación, se combina con un espesor promedio del microorganismo que se calcula a
partir de la silueta, extraída de los hologramas, de los especímenes que aparecen en
posición dorsoventral, mediante las técnicas de extracción de ROI explicadas en la
Sección 6.5.
El cálculo en este caso no requiere de ningún dispositivo soﬁsticado ni costoso, como
los mencionados en la sección anterior. Esto alienta a que, en un futuro media-
to, pueda construirse un dispositivo portátil que pueda utilizarse por especialistas
para llevar a cabo medidas de biovolumen in situ y que cuente con el sistema au-
tomatizado aquí desarrollado para la determinación de la abundancia relativa de
microorganismos en muestras de agua.
9.2. Materiales y Métodos
9.2.1. Registro de los hologramas y reconstrucción
Se usa la conﬁguración de MHD por transmisión descrita en el Capítulo 4; las mues-
tras son iluminadas con un láser de He-Ne de longitud de onda λ = 632,8 nm, y los
hologramas registrados en una cámara de video con un sensor CMOS Bayer Array
de 2592x1944 pix2, con píxeles cuadrados de 1.75 µm, 8 bits de profundidad y velo-
cidad de cuadro de hasta 25 Hz. La reconstrucción de los hologramas se realiza por
el método de Propagación del Espectro Angular (PEA) y se aplican los algoritmos
de procesamiento de los hologramas y de corrección de aberraciones desarrollados
y explicados en los capítulos anteriores. A modo de ejemplo, en la Figura 9.2a se
muestra un holograma de la especie, mientras que el frente de onda reconstruido,
tanto en amplitud como en fase se muestran en la Figura 9.2b y c respectivamen-
te. La última es la distribución bidimensional de fase módulo 2π. Para acceder a
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Figura 9.1.: Un campo típico de una muestra de agua que contiene C. Hirundinella,
tomada con un microscopio convencional
la medida física subyacente, la fase continua se recupera aplicando el algoritmo de
desenvolvimiento mediante mapas de calidad descrito en la Subsección 5.3.2, cuyo
resultado y su perspectiva 3D se muestran en la Figura 9.2d y e.
9.2.2. Estimación de biovolumen
La determinación del biovolumen se lleva a cabo a partir de los mapas de fase
continua de las microalgas. Considerando la Figura 9.2d, para un píxel arbitrario
(i, j) dentro del alga, el retardo total de fase experimentado por la luz a través de
la muestra en la dirección z (perpendicular al plano del holograma) está dado por:
φ(i, j) = 2π
λ
[n(i, j)h(i, j) + n0 (D − h(i, j)) + ngt] (9.1)
donde n(i, j) = 1
h(i,j)
´ h(i,j)
0 nc,ij(z)dz es el valor integral del índice de refracción intra-
celular nc,ij a lo largo del espesor del espécimen h(i, j); n0 es el índice de refracción
constante del medio circundante; ng es el índice de refracción constante del vidrio; t
el espesor del porta y el cubreobjetos en conjunto; y D la altura total de la muestra.
Suponiendo que tanto los índices de refracción del medio circundante como los del
del porta y el cubreobjetos son aproximadamente constantes, las contribuciones que
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Figura 9.2.: a) Holograma de una C. hirundinella, b) amplitud, c) fase módulo 2π,
d) fase desenvuelta, y e) representación 3D de d).
introducen a la señal de fase pueden evitarse fácilmente sustrayendo el valor de la
mediana de la señal de fase dada por Ecuación 9.1. Re-acomodando la Ecuación 9.1,
es fácil mostrar que para cada píxel (i, j) la componente de la señal de fase que
corresponde netamente al retardo introducido por el espécimen es:
φ(i, j) = 2π
λ
(n(i, j)− n0)h(i, j) = 2π
λ
∆n(i, j)h(i, j) (9.2)
Esta ecuación muestra que el retardo de fase introducido por el microorganismo
en cada punto, depende tanto del espesor del mismo (requerido para el cálculo
del biovolumen), como de la diferencia entre el índice de refracción intracelular y
el índice de refracción del medio circundante. Adicionalmente, estas cantidades se
encuentran acopladas; en este sentido, regiones del individuo con idéntico espesor
pueden introducir retardos muy diferentes; por ejemplo, la región en la que se ubica el
núcleo podría corresponder a la zona de mayor índice de refracción y por ende realizar
la mayor contribución a la señal de fase. Por lo tanto, para determinar el biovolumen
algal a partir de la información de fase dada por la Ecuación 9.2, es necesario conocer
los valores de n(i, j) para cada píxel dentro del espécimen. Desafortunadamente, el
ﬁtoplancton es bastante heterogéneo, por lo que usualmente se precisan de técnicas
soﬁsticadas para medir el índice de refracción integral [RMC+05]. Alternativamente,
es posible conocer el índice de refracción promedio de ﬁtoplancton mediante técnicas
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de citometría de ﬂujo y teoría de Mie [GSOD03], o mediante estimaciones teóricas de
acuerdo a su composición metabólica [Aas96]. En el último caso, para ﬁtoplancton
en agua marina los valores de índice de refracción aceptados para una longitud de
onda de 589 nm oscilan entre 1.366 y 1.473, con un valor medio de 1.419 dependiendo
del porcentaje de contenido de agua en el alga.
Dado que el biovolumen es una cantidad global, la hipótesis de un índice de refrac-
ción promedio es atractiva ya que, dada la heterogeneidad del contenido intracelular,
puede resultar un valor representativo para gran variedad de clases y géneros de mi-
croalgas. Sin embargo, implica, como una suposición subyacente, que cada individuo
bajo estudio presenta una estructura interna idéntica, y además no tiene en cuenta
las importantes diferencias que pueden existir en el contenido intracelular, tanto
entre especies o géneros diferentes como dentro de la misma especie. Con base sobre
este análisis, y para poder determinar el biovolumen de cada individuo, se propone
estimar un índice de refracción efectivo n¯ para cada microorganismo bajo estudio. Si
bien esta suposición no permite obtener el valor exacto de cada h(i, j), el valor que
se calcule usando un índice de refracción efectivo será igualmente representativo. A
partir de la Ecuación 9.2, se sigue que el espesor equivalente de un individuo en cada
punto está dado por:
h∗ (i, j) = λ2π
φ (i, j)
∆n¯
siendo h∗ (i, j) un espesor equivalente para el píxel (i, j), suponiendo que el índice de
refracción de todo el microorganismo es uniforme, de modo que ∆n¯ = n¯−n0 es cons-
tante. Esta conjetura también implica que mayores retardos de fase se corresponden
con mayores espesores equivalentes sin afectar la precisión en la estimación del bio-
volumen. Un análisis más profundo sobre este aspecto se realizará en la próxima
sección.
El biovolumen algal se calcula entonces sumando todos los volúmenes elementales
h∗ (i, j)∆x∆y:
V =
Ø
h∗ (i, j)∆x∆y = λ2π
Ø φ(i, j)
∆n¯ ∆x∆y (9.3)
donde ∆x ∆y conforman el tamaño del píxel en la imagen, el cual varía de acuerdo
al aumento del OM utilizado.
Como se explicó en la Subsección 9.1.2, las especies C. Hirundinella se encuentran
fuertemente comprimidas dorsoventralmente, por lo que es más común encontrarlas
en posición frontal. Sin embargo, ocasionalmente pueden hallarse en posición dor-
soventral. Por lo tanto, explotando esta característica, se propone un método para
estimar ∆n¯ para cada individuo. El método consiste en combinar la información
que se extrae de las dos posiciones de la microalga, dorsoventral y frontal respecti-
vamente.
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De la primera, es posible extraer la silueta que proporciona los valores de máximo
espesor de la dimensión oculta de la microalga de la Figura 9.2d. Esto se logra al
registrar y reconstruir un holograma del alga en posición dorsoventral. La región
de interés (ROI) se extrae de los mapas de contraste de fase, como se muestra
en Figura 9.3a. Con este propósito, primero se rota la imagen de fase hasta que la
microalga yace en posición horizontal, entonces la imagen se binariza para obtener la
silueta del individuo, como se muestra en la Figura 9.3b y c respectivamente. Todos
estos pasos se llevan a cabo mediante procedimientos automáticos de PDI diseñados
ad hoc, usando un umbral apropiado [Ots79] (Ver Sección 6.5) y aplicando diversas
operaciones morfológicas como «erosion» y «dilation».
Figura 9.3.: Procedimiento para el cálculo del espesor equivalente. a) Imagen de
contraste de fase de C. Hirundinella en posición dorsoventral (como aparece en
el campo de un microscopio), b) imagen rotada, c) imagen binarizada, y d) lí-
nea sólida: perﬁl de espesores (hma´x); línea punteada: promedio de los espesores
máximos (h¯ma´x).
Cabe recalcar que, como muchos especímenes biológicos, C. hirundinella aparecen
esencialmente transparentes bajo microscopio de campo brillante, de modo que cuan-
do se analizan en microscopios convencionales la extracción de la ROI 2D se torna
diﬁcultosa. Es por ello que, en estas experiencias las imágenes de fase son elegidas
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por sobre las de amplitud ya que resultan más adecuadas para los procedimientos
de segmentación por los motivos discutidos en la Sección 6.5.
A partir de la imagen binarizada, se calcula automáticamente un perﬁl de máximos
espesores hma´x. Este se logra generando un vector cuyas componentes se obtienen
sumando todos los valores de cada columna en la imagen. Los píxeles del fondo
no contribuyen a la suma ya que están valuados en cero, mientras que los que se
encuentran dentro de la microalga toman el valor uno. Así, el vector ﬁla generado
contiene en sus componentes los valores de los espesores pero en unidades de píxeles.
El perﬁl de máximo espesor hma´x, el cual se ilustra en la Figura 9.3d se determina
multiplicando el vector ﬁla por el factor de escala de la imagen, i. e. la unidad de
longitud que representa cada píxel dependiendo del OM utilizado.
A partir del individuo en posición frontal, el mapa de fase de la Figura 9.2d se rota
hasta que la microalga yace horizontalmente sobre el eje longitudinal. Luego, se
genera un vector ﬁla; cada componente se obtiene seleccionando el máximo retardo
de fase para cada columna. A modo de ejemplo, en la Figura 9.4 se muestra un
vector típico φma´x de máximos retardos de fase .
Figura 9.4.: Línea sólida: Perﬁl de los máximos retardos de fase (φma´x). Línea
punteada: retardo de fase equivalente φ¯ma´x.
Si bien no necesariamente es cierto que exista una correspondencia punto a punto
entre hma´x y φma´x, en el sentido de que el perﬁl de máximos espesores hma´x este
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asociado con máximos retardos de fase φmax, en promedio puede esperarse una cier-
ta correlación, siempre que que se suponga al individuo con un índice de refracción
efectivo n¯ constante. Por lo tanto, nuestra hipótesis se postula en términos de pro-
medios; ambos perﬁles hma´x y φma´x se promedian (líneas punteadas en la Figura 9.3
y la Figura 9.4), de modo que el promedio de los máximos espesores h¯ma´x se co-
rresponde con un retardo de fase equivalente φ¯ma´x (promedio de los retardos de fase
máximos). Esta aseveración implica de manera implícita promediar la forma del alga
para que adopte la forma de un paralelepípedo equivalente. En este sentido, si el
alga fuera un paralelepípedo de altura h¯ma´x e índice de refracción n¯, introduciría
un retardo de fase dado por φ¯ma´x. Así, el ∆n¯ de cada microalga puede obtenerse
directamente de la Ecuación 9.2, resultando:
∆n¯ = λ2π
φ¯ma´x
h¯ma´x
(9.4)
Reemplazando la Ecuación 9.4 en la Ecuación 9.3, el biovolumen de cada individuo
puede estimarse según:
V = h¯ma´x
φ¯ma´x
Ø
φ (i, j)∆x∆y (9.5)
La Ecuación 9.5 muestra que el biovolumen, al ser una cantidad global, puede esti-
marse de manera sencilla con una metodología híbrida que combina los retardos de
fase que introduce el alga con una medida geométrica relacionada con los máximos
espesores de dicho organismo. Cabe enfatizar que esto se lleva a cabo sin la necesidad
de tener un conocimiento previo del índice de refracción intracelular.
No obstante, tal como fue presentado, este cálculo requiere hacer girar cada indivi-
duo, ya sea dando suaves golpecitos en el cubre objeto con un alﬁler o bien usando
dispositivos externos. En lugar de ello, aprovechando por un lado el hecho que las
microalgas de esta especie presentan una distribución de tamaños más o menos
uniforme, y por otro que pueden encontrase naturalmente en posición dorsoventral
dentro de la distribución, se propone evitar la manipulación del individuo usando
un espesor máximo representativo H. Este valor se calcula a partir de la silueta
promedio de diferentes individuos; esto es, se calcula h¯ma´x para las especies que apa-
recen naturalmente en posición dorsoventral en la muestra y se realiza el promedio
de estos valores. Por consiguiente, la Ecuación 9.5 se modiﬁca resultando:
V = H
φ¯ma´x
Ø
φ (i, j)∆x∆y (9.6)
La Ecuación 9.6 sugiere que las microalgas adoptan una forma proporcional al mapa
de fase óptico, que de hecho no es la morfología real de la microalga. No obstante,
del análisis desarrollado y teniendo en cuenta que el biovolumen es una cantidad
global y no local, se esperan estimaciones bastante precisas del biovolumen a partir
de ella.
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Si el objetivo ﬁnal es contar con un dispositivo de visión automática, esto facilitaría
el proceso de automatización, ya que para cada muestra, el espesor promedio podría
calcularse automáticamente, sin la necesidad de interactuar con el espécimen para
colocarlo en posición dorsoventral.
9.3. Resultados y Discusión
Para validar la hipótesis de que existe una distribución uniforme de tamaños, se
llevaron a cabo medidas en imágenes obtenidas de un microscopio de campo brillante
sobre 20 especímenes seleccionados aleatoriamente. Como resultado se obtuvieron
una longitud máxima de (170±2)µm, un ancho máximo de (44±1)µm y un espesor
máximo del cuerpo de (25,4 ± 0,5)µm, con coeﬁcientes de variación de 5%, 7% y
4% respectivamente. El bajo coeﬁciente de variación obtenido para el espesor del
cuerpo apoya la hipótesis del uso de un valor promedio H en la Ecuación 9.6.
Siguiendo la metodología propuesta y descrita en la sección anterior, se tomaron 21
hologramas de distintas C. hirundinella y se calcularon los biovolúmenes individuales
siguiendo la Ecuación 9.6. Los valores obtenidos se muestran como puntos llenos en
la Figura 9.5. Con este propósito, los mapas de fase, como el que se muestra en la
Figura 9.2d, se multiplicaron por una máscara binaria (obtenida por los mecanismos
explicados en Sección 6.5) de modo de garantizar que sólo se sumen los valores de
fase pertenecientes al individuo.
Con ﬁnes comparativos, también se incluyen los valores calculados usando aproxi-
maciones geométricas, siguiendo las mismas metodologías propuestas por Vadrucci
et al. [VCB07] y Sun et al. [SL03]. Estos cálculos se llevaron a cabo siguiendo la
forma que se emplea frecuentemente para el género Ceratium que consiste en un
elipsoide para el cuerpo, dos conos para los cuernos antiapicales y un cilindro para
el cuerno apical.
Como puede verse, el biovolumen calculado mediante la metodología propuesta ex-
hibe menor dispersión de datos que la obtenida por aproximaciones geométricas. Un
análisis estadístico comparativo se encuentra sintetizado en la Tabla 9.1.
Cuadro 9.1.: Biovolumen promedio estimado para C. Hirundinella
Sun et al. (2003) Vadrucci et al. (2007) MHD
Biovolumen promedio ×10−4[µm3] (1,8± 2,2) (3,9± 2,8) (2,9± 1,4)
CV* (%) 55 33 24
*Coeﬁciente de Variación
Si bien Sun et al. y Vadrucci et al. calculan el biovolumen celular usando el mismo
modelo geométrico, diﬁeren en la suposición realizada para la medida de la dimen-
sión oculta, lo cual explica los valores totalmente diferentes que surgen del cálculo.
Por otro lado, los métodos geométricos demandan de la medida de al menos seis
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Figura 9.5.: Cálculo de biovolumen para C. Hirundinella
dimensiones lineales, incrementando naturalmente los errores en la estimación del
biovolumen. De acuerdo a la Ecuación 9.6, nuestra metodología híbrida también
precisa de la medida de la dimensión lineal H. No obstante, dado que esta surge de
un proceso de promedio, se espera que constituya una cantidad más representativa.
Una ilustración del modelo propuesto por Sun et al. y Vadrucci et al. se muestra en
la Figura 9.6.
Realizando un análisis más detallado de la utilidad potencial de la Ecuación 9.6,
puede verse que de ella se desprende que el biovolumen es proporcional a la integral
discretizada de la fase óptica. Físicamente, esta representa el contenido no-acuoso del
individuo, el cual puede ser convertido apropiadamente en unidades de «masa seca»
de la microalga, siempre que se conozca el índice de refracción [PPL+08]. Sobre este
último punto, nuestro enfoque permite el cálculo de un índice de refracción efectivo n¯
para cada individuo estudiado, a partir de la Ecuación 9.4 y de una medida adicional
del índice de refracción del medio circundante n0. Los resultados para n¯ se trazan
en la Figura 9.7.
Para la muestra bajo estudio, n0 se midió con un refractómetro de Abbe cuya lectura
arroja n0 = 1,3345 ± 0,0005 correspondiente a una longitud de onda de 632.8 nm.
Para respaldar nuestra hipótesis, los valores obtenidos de n¯ están de acuerdo con
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Figura 9.6.: Modelo geométrico del género Ceratium como se ejempliﬁca en el tra-
bajo de Sun y Liu y Vadrucci et al.
los reportados para ﬁtoplancton. Adicionalmente, el valor promedio, n¯promedio =
1,369±0,004, cae dentro del rango de valores esperados para dinoﬂagelados [Aas96].
Es interesante notar que los valores atípicos que aparecen en la Figura 9.7 tienen
un biovolumen dentro del rango normal en la Figura 9.5. En este sentido, estas
microalgas podrían tener de hecho un índice de refracción más alto que el promedio,
o bien las desviaciones observadas podrían proceder de la naturaleza híbrida de
la metodología, lo que podría ser una consecuencia de las suposiciones realizadas
cuando se derivó la Ecuación 9.6.
Para dar cuenta de los límites de validez del método, otro aspecto particular que
vale la pena considerar es el criterio para decidir si las microalgas se encuentran
en las posiciones requeridas por nuestra metodología. Sobre este punto la experti-
cia de los especialistas juega un rol crucial. En las experiencias aquí desarrolladas
la microalga ha sido considerada en posición dorsoventral cuando sólo uno de los
cuernos antapicales aparece en la silueta. Cualquier desviación de la posición real
se considera minimizada al tomar el promedio H de una serie de valores. En lo que
concierne a la posición frontal, el valor más preciso que se puede obtener es sólo una
aproximación basada en las habilidades de los especialistas expertos. Cabe recalcar
que este aspecto no es sólo una problema inherente de la metodología propuesta
sino también de los modelos geométricos. Sin embargo, las pequeñas desviaciones
de la posición frontal podrían no ser cruciales para los presentes resultados, puesto
que se hace necesario un compromiso entre la precisión y el sentido práctico para
minimizar el esfuerzo de las medidas lineales en el microscopio.
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Figura 9.7.: Valores individuales de n¯ para cada C. Hirundinella. La línea sólida
representa el valor medio de n¯ y las líneas discontinuas n¯± σ
9.4. Conclusiones
La MHD se propone como una alternativa para efectuar medidas de biovolumen
algal. Particularmente, en el caso del género Ceratium debido a su forma bastan-
te variable y peculiar se requieren de complicadas ecuaciones para los cálculos de
biovolumen por aproximaciones geométricas. Un modelo típico está compuesto de
diferentes formas geométricas, demandando la medición de varias longitudes y diá-
metros por unidad. Incluso con este procedimiento relativamente largo y extenuante,
el biovolumen no puede calcularse de manera adecuada. En particular, el achata-
miento característico de la microalga y la excavación en el lado ventral no pueden
medirse en muestras ﬁjas, por lo cual deben hacerse diversas suposiciones. Por lo
contrario, este no es un inconveniente para el método propuesto ya que el mismo
toma en cuenta, independientemente de la forma 3D de C. hirundinella, los retardos
de fase que dependen tanto de la morfología como del índice de refracción del alga.
Así, el biovolumen se computa no sólo teniendo en cuenta el volumen geométrico,
sino también su contenido intracelular.
A partir de estas consideraciones puede concluirse que este método podría proveer
de una medida más representativa como un descriptor de biomasa. La metodología
propuesta podría extenderse a la medida del biovolumen de cualquier especie siempre
que pueda encontrarse con relativa facilidad en posición dorsoventral y que se pueda
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veriﬁcar una distribución más o menos uniforme de tamaños.
Los resultados de esta investigación han sido sintetizados en un artículo publicado
en Optics Communications (Ver Apéndice B).
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10. Aplicaciones a la identiﬁcación
de microalgas
10.1. Introducción
Reconocer objetos, independientemente de la orientación, tamaño o ubicación en
una imagen es una habilidad que damos por sentado. Cuando vemos una imagen
por ejemplo de una ﬂor particular, independientemente del lugar en la que se en-
cuentre, en un ﬂorero, al costado de una acequia, en un jardín o en un cuadro, y
de su tamaño u orientación no nos resulta difícil aseverar que es una ﬂor. Para una
máquina, sin embargo, un mismo objeto que sufre una traslación, una rotación, o un
escalamiento dentro de una imagen representa un objeto completamente diferente.
Ahora supongamos que contamos con dos ﬂores, para saber si una de ellas es una
margarita y la otra es una rosa necesitamos un conocimiento más profundo que está
dado por la experiencia.
Para que una máquina reconozca dos objetos como similares, o bien para que pueda
clasiﬁcar objetos diferentes se precisa del desarrollo de algoritmos especiales cuya
respuesta sea robusta a cambios de escala, rotación o traslación y al mismo tiempo
presente escasas variaciones intra-clase; esto es, mientras más compacta sea una
clase, mejor será el desempeño de la detección reduciendo el número de individuos
clasiﬁcados incorrectamente.
El reconocimiento automático de patrones en diversos campos tales como la indus-
tria, la medicina, la biología, etc. ha ganado en los últimos años un importante
interés principalmente en el desarrollo de sistemas de visión automática. En parti-
cular la identiﬁcación y conteo de organismos del plancton (ﬁto y zooplancton), es
indispensable para poder realizar estudios de diversidad, estructura de poblaciones y
trama tróﬁca, entre otros. Los especialistas en la materia usualmente acuden a su ex-
periencia para desarrollar las tareas de identiﬁcación y clasiﬁcación mediante simple
inspección visual de las muestras en el microscopio convencional. Existen también
distintos analizadores de imágenes semi-automáticos para ﬁto y zooplancton que
sirven como soporte en las tareas de rutina; en su mayoría utilizan las mediciones de
ciertas propiedades geométricas de los organismos tales como área, ancho, largo y
relación largo-ancho y se basan en técnicas de procesamiento de imágenes obtenidas
por microscopio convencional o microscopio invertido. Los procedimientos involu-
crados en general entrañan gran diﬁcultad manual, por lo que el análisis automático
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de estas imágenes constituye un interesante campo de investigación para ofrecer
a los especialistas una solución al problema del análisis de grandes volúmenes de
información.
No obstante, los objetos biológicos presentan una gran complejidad natural. Por
un lado, existen en muchas formas, tamaños, texturas, etc. dentro de una misma
especie, y por otro existen especies diferentes que se parecen entre sí. Es por ello
que en el campo del reconocimiento automático, algunos enfoques se centran en la
búsqueda de patrones que permiten encontrar en nuevos espacios de características
alguna información que no es visible de manera directa en las imágenes. En gene-
ral, estos espacios son los espacios de frecuencias que se encuentran mediante el
análisis de las señales basado en transformadas integrales, tales como la Transfor-
mada de Fourier. El conocido Filtro Clásico Adaptado o de Vander Lugt [Lug64],
aunque de gran utilidad en algunos casos, resulta muchas veces ineﬁciente debido
a que el pico de correlación entre la imagen de referencia y la imagen de prueba se
degrada drásticamente ante distorsiones geométricas de la imagen de prueba, como
rotaciones y cambios de escala. Desde el campo de la Óptica se han hecho aportes
signiﬁcativos en esta línea, tales como el análisis de patrones de difracción [RR87],
y el desarrollo de métodos para la identiﬁcación automática de microorganismos a
partir de las imágenes de intensidad a las que se accede mediante un microscopio
óptico [PPCÁBC01, FSC04, MPABGE06].
En este sentido, la Transformada de Fourier-Mellin (TFM), la que a nuestro conoci-
miento no ha sido aún aplicada a imágenes holográﬁcas, emerge como una alternativa
para el diseño de un ﬁltro invariante. En términos generales, ésta consiste en la reali-
zación de un mapeo log-polar de la imagen, seguido de una Transformada de Fourier.
Existen reportes de la relación entre la transformación log-polar necesaria para la
implementación de la TFM y el sentido de la vista de algunos primates [AD96],
así como de algunas similitudes entre la TFM y el oído debido a la transducción
coclear de las señales que efectúan algunos mamíferos [Alt78]. Asimismo, la TFM
ha sido utilizada para evaluar su capacidad como descriptor invariante en la clasi-
ﬁcación de arritmias cardíacas [And11], y en la identiﬁcación de hojas de plantas
[lMP00, LÁB09]. y de microorganismos [PPÁBCM03].
Las propiedades de invarianza ante cambios de escala y traslaciones y el hecho de
que puede hacerse invariante a rotaciones mediante la transformación log-polar, le
conﬁeren a la TFM el potencial de constituirse como descriptor invariante para el
reconocimiento automático de ﬁtoplancton.
En este capítulo se examina el uso de la TFM y se la implementa para evaluar su
capacidad de reconocimiento de la microalga de la especie Ceratium hirundinella
independientemente de rotación, escalamiento, o traslación. También se evalúa su
desempeño en la discriminación de clases, comparando con otra especie del género
Pediastrum, la cual presenta una gran variabilidad inter-clase. Los primeros ensayos
se realizan con caracteres conocidos, tales como las letras E y O de la clásica fuente
Times New Roman en distintos tamaños y bajo distintos ángulos. Luego, una vez que
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se elige una métrica de clasiﬁcación se ensaya el ﬁltro en las microalgas mencionadas
y se realiza un análisis de los resultados.
10.2. Materiales y métodos
10.2.1. Transformada de Fourier-Mellin
A ﬁnales de 1970, Casasent y Saltis [CP76] mediante el uso de un sistema de
lentes contribuyeron de manera sustancial a la implementación óptica de la Trans-
formada de Fourier-Mellin (TFM). Diseñaron un ﬁltro de correlación adaptado in-
variante, es decir un sistema formador de imágenes, en el que la imagen de un
objeto se correlaciona con la imagen de otro objeto. Tal sistema se usa para indagar
el grado de similaridad entre dos imágenes. Para lograr la invarianza a cambio de
escala, realizaron un mapeo logarítmico de las imágenes de referencia y de las imá-
genes de prueba escaladas y sin escalar. Luego, al emplear un computador óptico
que realice Transformada de Fourier mediante un arreglo de lentes, observaron que
los resultados de las imágenes escaladas y sin escalar eran similares.
Casasent y Saltis demostraron que la Transformada de Mellin puede obtenerse
vía Transformada de Fourier mediante un cambio adecuado de variables, con lo cual
se alcanza la TFM. Dado que el módulo de la Transformada de Fourier es invariante a
traslaciones, cualquier cambio de escala y/o rotación en una imagen son convertidos
convenientemente en corrimientos o traslaciones en cada una de las coordenadas del
espacio de Fourier. Estas últimas pueden eliminarse fácilmente considerando sólo la
magnitud de la Transformada de Fourier, la cual es invariante a la traslación.
En las presentes aplicaciones, la TFM se usa para comparar diferentes imágenes que
se encuentran trasladadas, rotadas y escaladas. Por simplicidad, y sin pérdida de
generalidad supongamos primero el caso unidimensional para mostrar la invarianza
a escala.
La TFM está basada en la Transformada de Mellin, que para una función unidimen-
sional f(x) está dada por:
M(z) =
ˆ ∞
0
f(x)xz−1dx (10.1)
Mientras que la transformada de Fourier de una función f(x) se deﬁne:
F (ω) =
ˆ ∞
−∞
f(x)e−iωxdx (10.2)
con ω = 2πfx. Ahora bien, si en la Transformada de Mellin 1D, dada por la
Ecuación 10.1, se sustituye la variable x por la variable eλ y se hace z = −is,
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entonces se sigue que la Transformada de Mellin de f(x) en el eje imaginario se
puede escribir como la Transformada de Fourier de f(eλ):
M(−is) =
ˆ ∞
0
f(eλ)e−i(sλ)dλ =
ˆ ∞
−∞
f(eλ)e−i(sλ)dλ = F
î
f(eλ)
ï
(10.3)
Por lo tanto, en el caso unidimensional, la Transformada de Mellin puede obtener-
se escalando de manera logarítmica la coordenada independiente de la función de
entrada, para luego realizar al resultado una Transformada de Fourier.
Se deﬁne la transformada de Fourier-Mellin (TFM) como la magnitud de la trans-
formada de Mellin de la magnitud del espectro de una señal, que puede escribirse
como:---M|F (ω)|(−is)--- =
-----
ˆ ∞
0
|F (ω)|ωis−1dω
----- (10.4)
que según Ecuación 10.3 puede asimismo calcularse de manera alternativa vía una
Transformada de Fourier si se escala de manera logarítmica la variable independiente
del espectro.
Para demostrar la invarianza a escala calculemos la TFM de una función g(x) una
réplica escalada y trasladada de f(x), tal que:
g(x) = kf(ax− xo)
donde a y x0 son los factores de escalamiento y traslación respectivamente, y k es un
factor de amplitud. Para ello, según la Ecuación 10.4 y la Ecuación 10.3 debemos:
1. Realizar la Transformada de Fourier de g
2. Calcular la magnitud espectral |G|
3. Escalar de manera logarítmica la variable independiente de |G|.
4. Realizar una nueva Transformada de Fourier
5. Obtener el módulo.
La transformada de Fourier de g(x) y f(x) están relacionadas por:
G(ω) = k|a| exp(−iωx0)F
3
ω
a
4
donde G(ω) es la Transformada de Fourier de g(x) y F (ω) la de f(x). Se ha he-
cho uso de las propiedades de la Transformada de Fourier dadas por los Teore-
mas de Linealidad, Similaridad y Corrimiento (Ver Apéndice A: Subsección A.2.1,
Subsección A.2.2 y Subsección A.2.3). La magnitud espectral de G(ω) es:
|G(ω)| = |k||a|
----F 3ωa
4----
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La ecuación anterior muestra que la magnitud espectral es invariante bajo trasla-
ción, pero el factor de escalamiento distorsiona el espectro de Fourier mediante un
factor 1/a en la variable independiente. El escalamiento puede desacoplarse aplican-
do una transformación logarítmica a la variable independiente de F (), de modo que
log(ω/a) = log(ω)− log(a), resultando:
|G(ν)| = kexp(ν0) |F (ν − ν0)| (10.5)
donde ν = log (ω), ν0 = log(a) , con a > 0. Como consecuencia el escalamiento se tra-
duce en una traslación en el espacio de transformación. Aplicando una Transformada
de Fourier a la Ecuación 10.5 y usando el T. del Corrimiento (Subsección A.2.3), se
obtiene:
G(u) = k exp [−ν0(1 + iu)]F (u) = k exp(−ν0) exp(−iν0u)F (u)
donde G(u) = F {G(ω)} y F (u) = F {F (ω)}. Es fácil ver que los escalamientos
se traducen en cambios de fase, puesto que están representados como traslaciones
en el nuevo espacio. Luego, teniendo en cuenta que exp(−ν0) = 1/a, la magnitud
espectral queda:
|G(u)| = k
a
|F (u)|
que es invariante ante traslaciones y escalamientos y constituye la TFM.
Ahora bien, para extender la deﬁnición al caso de funciones bidimensionales, sea
f una función en las coordenadas x e y que representa una imagen deﬁnida sobre
un conjunto compacto de reales R2. La transformada de Mellin bidimensional de la
función f(x, y) se deﬁne sobre el eje imaginario como [CP76]:
M(−iu,−iv) =
ˆ ∞
0
ˆ ∞
0
f(x, y)x−iu−1y−iv−1dxdy
En el caso bidimensional, debe tenerse en cuenta que si se rota una imagen un
ángulo θ, su Transformada de Fourier también rota el mismo ángulo. Entonces, para
alcanzar la invarianza a la rotación de la Transformada de Mellin vía Fourier, la
rotación debe transformarse convenientemente en un corrimiento o traslación de una
sola coordenada. Esta última claramente podrá eliminarse fácilmente al considerar
sólo la magnitud de la Transformada de Fourier, la cual es invariante a la traslación.
El problema se resuelve teniendo en cuenta que cuando una función bidimensional se
expresa en coordenadas polares (r, θ), cualquier rotación de la imagen se maniﬁesta
a sí misma en sólo la coordenada angular θ del sistema de coordenadas polar. En
este sentido, una imagen es una matriz de puntos que naturalmente se considera
en coordenadas cartesianas, con una coordenada horizontal x y una vertical y. Un
punto cualquiera (x, y) admite una representación polar dada por su radio r y su
185
Capítulo 10 Aplicaciones a la identiﬁcación de microalgas
ángulo θ con respecto al eje x. La coordenada radial r y componente angular θ,
están dadas por:
r =
ñ
x2 + y2
θ = arctan(y
x
)
Así, si a una función bidimensional f(x, y) se le realiza una transformación polar
f(r, θ), cada punto del sistema cartesiano(x, y) ocupará un píxel unívocamente en el
sistema coordenado (r, θ). De esta manera cualquier rotación de la función afectará
sólo a la coordenada angular θ y no simultáneamente a ambas coordenadas x e y co-
mo sucede en el caso rectangular. Al realizar la Transformada de Fourier a f(r, θ), el
cambio rotacional en θ, que representa una mera traslación, se elimina considerando
sólo la magnitud invariante a la traslación. Para ilustrar este hecho consideremos
la imagen de la Figura 10.1a y su representación polar ilustrada en la Figura 10.1c;
luego si se rota la imagen original unos 20°, como se muestra en la Figura 10.1b,
su representación polar se modiﬁca según lo ilustrado en la Figura 10.1d. Se ad-
vierte que, tal como anticipamos, la rotación se tradujo en un desplazamiento en la
coordenada angular θ.
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Figura 10.1.: a) imagen original; b) imagen rotada en 20°; c) Transformada polar
de la imagen original; d) Transformada polar de la imagen rotada.
Si bien mediante la transformación polar se alcanza la invarianza a rotaciones, no
ocurre lo mismo con la escala. Esto puede observarse claramente en las representa-
ciones polares de los cuadrados A y B, que en la imagen original tienen diferente
escala. La representación polar de los mismos (Figura 10.1c y d) es diferente, el
cuadrado interior A abarca una región menor que la del cuadrado exterior B.
Mediante la realización de una transformada log-polar es posible alcanzar no sólo
la invarianza a la rotación dada por la transformación polar, sino la invarianza a la
escala de manera simultánea. El mapeo log-polar ha recibido interés en la comunidad
cientíﬁca ya que se cree que en la mayoría de los primates y los humanos las señales
que se proyectan sobre la retina son «mapeadas» hacia la corteza visual en el cerebro
de una manera log-polar. Matemáticamente, la descripción de este proceso es que
una función imagen que aparece en la retina en plano cartesiano f(x, y), aparece en
la corteza visual como si hubiera sido muestreada en la intersección con distintos
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puntos en los cuales el intervalo de muestreo angular crece linealmente, mientras que
el radial lo hace exponencialmente, como una función f(er, θ). El mapeo exponencial
tiene como resultado que los puntos cerca del centro de la imagen se encuentren
sobremuestreados, en comparación con los puntos que se encuentran en la periferia
de la imagen.
La transformación log-polar es un mapeo de los puntos en el plano cartesiano a
puntos en el plano log-polar:
ρ = ln (r) = 12 ln
1
x2 + y2
2
θ = arctan
3
y
x
4
La imagen resultante es una matriz de N×M . La cuadrícula log-polar está construi-
da a partir de la intersección deM círculos concéntricos con radios que se encuentran
exponencialmente separados como se ve en la Figura 10.2, y N lineas radiales con
origen en el centro de la imagen.
Figura 10.2.: Cuadrícula de muestreo log-polar
Para mostrar la invarianza de la TFM, consideremos una imagen f(x, y) y la trans-
formemos a un sistema coordenado log-polar. Supongamos, sin pérdida de genera-
lidad, que la transformación se inicia desde el centro de la imagen, entonces cada
píxel de la imagen se encuentra a una distancia r del centro de la imagen y a un
ángulo θ. Si rotamos la imagen, sólo se modiﬁca θ. Ahora bien si, en lugar de r, se
toma lnr, cualquier cambio de escala se transforma en una traslación, tal como se
mostró previamente para el caso unidimensional.
Claramente, si escalamos una imagen por un factor a, un píxel en el punto cartesiano
P (x, y) de la imagen escalada estará representado por P (ln(ar), θ). Por propieda-
des de logaritmo, el logaritmo de una multiplicación puede expresarse como suma
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de logaritmos, de modo que el cambio de escala se convierte en una traslación.
Así, un punto escalado cuya representación en el sistema coordenado log-polar es
P (ln(ar), θ), puede representarse como un corrimiento: P (ln(a)+ ln(r), θ). Para ilus-
trar estas propiedades, en la Figura 10.3 se muestran claramente cómo los cambios
en rotación y escala son convertidos en meras traslaciones mediante una transfor-
mación log-polar [AD96].
Figura 10.3.: a) imagen original; b) imagen rotada; Transformación log-polar c)
de la imagen original, d) de la imagen rotada
La Figura 10.3 ilustra cómo un cambio de escala en la imagen original en coorde-
nadas cartesianas, resulta en una traslación horizontal a lo largo de la coordenada
logarítmica (ρ = ln(r), θ), sistema coordenado de la transformación log-polar. Para
ello, consideremos los cuadrados de distinta escala A y B; la representación log-polar
de ambos es idéntica, salvo por una traslación en el eje horizontal (Figura 10.3c y
d). Por su parte, en la Figura 10.3b se muestra cómo una rotación en la imagen
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original (en este caso de 20° hacia la izquierda), resulta en corrimiento vertical de
la componente θ de la imagen transformada (Figura 10.3c y d).
En resumen, la transformada log-polar permite expresar las rotaciones y cambios
de escala como corrimientos o traslaciones, los cuales pueden removerse fácilmente
considerando sólo la magnitud de la Transformada de Fourier de la función expresada
en el sistema coordenado log-polar. El cómputo de la TFM, involucra pasos idénticos
a los necesarios para el caso unidimensional:
1. Realizar la Transformada de Fourier de la imagen: F (ωx, ωy)
2. Calcular la magnitud espectral: Fabs = |F (ωx, ωy)|
3. Realizar una Transformación log-polar: Fabs(ρ = ln(r), θ), con r =
ñ
ω2x + ω2y
4. Realizar la Transformada de Fourier del resultado anterior: F(Fabs(ρ = ln(r), θ))
5. Obtener el módulo: |F|
10.2.2. Problemas de la TFM discreta
En teoría, la TFM ofrece una medida invariante a rotaciones, traslaciones y cambios
de escala. En la práctica, sin embargo, la versión discreta de la TFM es sólo una apro-
ximación del caso continuo, en la que surgen además un conjunto de inconvenientes,
entre los que se distinguen principalmente problemas de aliasing e interpolación.
Aliasing
Uno de los problemas asociados a la TFM es la probabilidad de aliasing o sub-
muestreo durante la transformación log-polar. Tal como se ilustró en la Figura 10.2,
durante una transformación log-polar típica se muestrea una imagen de modo que
se toman más muestras cercanas al centro de la imagen que las que se toman cerca
de la periferia. Por lo general, los píxeles cerca del centro están sobre-muestreados,
mientras que los de la periferia sub-muestreados. Estos últimos generan problemas
de aliasing de la imagen subyacente.
Interpolación
La implementación digital de la TFM requiere de la realización de una interpolación
durante el muestreo log-polar. A partir de este surgen índices no enteros para las ﬁlas
y las columnas de la imagen. Dado que todos los píxeles en la imagen se localizan
en índices enteros, es necesario realizar algún tipo de interpolación. Como resultado,
esta operación puede introducir errores en la TFM discreta.
La interpolación más simple consiste en la elección del valor entero más próximo,
o vecino más próximo y la inclusión de estos puntos en la imagen re-muestreada
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log-polar. Por su parte, la interpolación bilineal es una extensión de la interpolación
lineal para funciones de dos variables, en la cual se hace una interpolación lineal
en cada ﬁla, y luego se utiliza el resultado para realizar una interpolación lineal
a lo largo de cada columna. En esta se consideran los 4 píxeles más cercanos al
píxel (x, y) a interpolar. Por último, en la interpolación bicúbica se utiliza una curva
diferenciable deﬁnida en porciones mediante polinomios de grado mayor a 1, y se
consideran los 16 píxeles más cercanos al píxel (x, y) a interpolar. En la Figura 10.4
se muestran los resultados de aplicar las diferentes interpolaciones. Más allá de un
cambio en el contraste, la diferencia substancial se evidencia en la deﬁnición de los
bordes, generando bordes más suaves en los casos bilineal y bicúbica.
Figura 10.4.: a) Interpolación al entero más próximo; b) Interpolación bilineal; c)
Interpolación bicúbica
10.3. Implementación del descriptor invariante
Con el objetivo de evaluar la capacidad de la TFM como descriptor invariante, se
utilizó como conjunto de datos de ensayo un grupo de caracteres conocidos. En
particular, se usaron letras E y O de distinto tamaño y rotadas diferentes ángulos,
todas del tipo de fuente «Times New Roman». Se tomaron 34 letras E y 34 letras
O de distintos tamaño, empezando con un tamaño de fuente 6, e incrementando el
tamaño con intervalos de 2, hasta alcanzar un tamaño de fuente de 72. Por su parte,
tanto la letra E como la letra O de tamaño 26 fueron rotadas en intervalos de 3°,
tanto en sentido horario como en sentido antihorario para obtener un total de 28
caracteres, 14 versiones rotadas de cada una. Todas las letras fueron ubicadas en
imágenes de 1000× 1000 px2.
10.3.1. Clasiﬁcador automático: Primeros ensayos
Se realizó la TFM de cada una de las letras según el procedimiento expuesto en
la sección anterior, con la siguiente modiﬁcación: en el paso 2 se aplicó un ﬁltro
Kaiser pasa alto al módulo de la Transformada de Fourier del objeto, con β = 4
que atenúa las bajas frecuencias y deja pasar las frecuencias altas para resaltar los
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detalles del objeto [PPÁBCM03]. Por otro lado, el paso 3 la transformada log-polar
se llevó a cabo realizando una interpolación bicúbica para evitar el aliasing debido
al muestreo.
Las TFM constituyen descriptores o ﬁltros invariantes a la rotación, traslación y
escalamiento, por lo que, al menos en teoría, debe existir cierto grado de similitud
entre los descriptores de la misma letra (poca variación intra-clase) y un cierto grado
de discrepancia entre los descriptores de distinta letra (variación inter-clase).
Ahora bien, supongamos que queremos construir un clasiﬁcador automático de letras
E invariante al tamaño; dados los descriptores obtenidos se necesita especiﬁcar un
«blanco» o target; esto es, un descriptor representativo invariante de letras E. Este
puede ser cualquiera de los 34 descriptores obtenidos para las letras E de distinto
tamaño, o bien se puede «construir» un descriptor representativo. Luego, para deci-
dir si una letra candidato es E u O, se deben comparar de alguna manera las TFM
obtenidas con el target, de modo que el resultado de información discriminante entre
distintos tipos de letras. Se utiliza la función de correlación cruzada que describe
gráﬁcamente la similitud geométrica entre dos funciones. En general, la similitud se
maniﬁesta como elevaciones de energía localizada (picos de correlación), cuya altura
proporciona la medida del grado de similitud entre ellas. El procedimiento se resume
en el esquema de la Figura 10.5.
Figura 10.5.: Diagrama de bloques del sistema de correlación invariante
Por último, se debe establecer una métrica de desempeño del detector que mida la
habilidad del ﬁltro para distinguir la letra objetivo de una letra diferente.
Target
En cuanto a la elección del target se optó por un descriptor representativo de los 34
disponibles. Esta decisión se sustenta en el hecho de que en los ensayos realizados
se determinó que el desempeño del clasiﬁcador varía drásticamente según el target
elegido. Por ello, se consideró un target con información de la letra E para diferentes
tamaños. Designemos por T a tal target; éste está compuesto por el promedio de
los descriptores invariantes (TFM) de 11 letras E de distinto tamaño, a saber: 6, 12,
16, 20, 24, 28, 32, 36, 40, 52 y 64.
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Correlaciones
A modo ilustrativo en la Figura 10.6 se muestran perﬁles extraídos de los planos de
correlaciones cruzadas entre el target y dos descriptores de letra E y O, de tamaño
26. Los perﬁles se extraen tomando los máximos valores para cada columna de la
matriz de correlación. En estos casos se observa que el pico de correlación es de
menor tamaño cuando el target se correlaciona con los descriptores de la letra O.
Sin embargo, la correlación del target con los descriptores de la letra E no arroja
picos de energía fuertemente localizados, como esperábamos.
Figura 10.6.: Perﬁl extraído de las correlaciones cruzadas entre target y la TFM
de: a) E tamaño 26, b) O tamaño 26
Métricas de desempeño
Para poder discriminar una letra de otra es preciso deﬁnir distintas métricas. Los
valores que las mismas arrojen deberán ser muy diferentes cuando las letras sean
distintas, y similares cuando las letras sean iguales. Así se establecerá un «gap» con-
siderable entre letras iguales y letras distintas. Luego, podrá discriminarse una letra
de otra a partir de un umbral predeterminado µ. Se establecieron cuatro métricas
de desempeño. Las dos primeras, que deﬁnimos como m1 y m2, miden la relación
entre la energía contenida en el plano de correlación y la energía contenida en el
pico c(0, 0) y en sus inmediaciones:
m1 =
q
∀x,y c(x, y)q
x∗,y∗ c(x∗, y∗)
≤ µ1
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donde x∗ e y∗, son los valores de x e y mayores a la mediana de c(x, y). Similarmente:
m2 =
q
∀x,y c(x, y)q
xÍ,yÍ c(xÍ, yÍ)
≤ µ2
donde xÍ e yÍ, son los valores de x e y mayores a c(0, 0)/2, con c(0, 0) la energía del
pico.
La tercera métrica, m3, mide simplemente el valor del pico, asumiendo que valores
altos de pico se corresponden con la letra E y valores más pequeños con la letra O:
m3 = c(0, 0) ≤ µ3
Por último, la cuarta métrica es una versión de la conocida Capacidad de Discrimi-
nación (DC: Discrimination Capability):
m4 = DC =
----1− ACCC
---- ≤ µ4
donde AC, es el máximo pico de autocorrelación (correlación del target consigo
mismo), mientras que CC = c(0, 0) el máximo pico de la correlación cruzada c(x, y).
En todos los casos µi, con i = 1, 2, 3, 4, representa un umbral de decisión que nos
permite discriminar entre dos señales o reconocer dos señales como la misma, de-
pendiendo si los valores de las métricas mi están por debajo o por encima de µi.
Resultados
Haciendo uso de las métricas deﬁnidas arriba, se obtuvieron los resultados que se
observan en la Figura 10.7 los cuales evidencian que el ﬁltro clasiﬁcador no consigue
separar perfectamente las dos clases de letras, debido a que existe un solapamien-
to entre los valores de m de las letras E y O. En el mejor de los casos, µ debería
determinarse de manera que la separación entre las dos clases sea máxima. El sola-
pamiento de clases y la gran variación intra-clase determinan la existencia de falsos
positivos y falsos negativos, cualquiera sea el valor elegido para µ en cada una de las
métricas. Puede apreciarse, no obstante, que el solapamiento no es total, ni «caóti-
co», pues se advierten nubes de puntos con un cierto grado de semejanza para cada
letra, lo que podría dar cuenta de una correlación que requiera mayor análisis. Por
ejemplo, m1 muestra un crecimiento en valor proporcional al aumento de tamaño
de la fuente. Si se supusiera una tendencia lineal, se podría entonces encontrar una
curva de calibración lineal, m1 vs. Tamaño de la Fuente, para cada fuente; sin em-
bargo las letras más pequeñas representarían un obstáculo. En el caso de las otras
métricas, las relaciones funcionales parecieran estar «emparentadas». Para los casos
de las métricas m3 y m4 se advierte que si bien no es posible establecer un umbral
de decisión, no existe tampoco un solapamiento entre clases. Se podría encontrar
194
10.3 Implementación del descriptor invariante
alguna curva particular que diferencie las letras O de las E. En estos casos, no de-
berían tratarse de un umbral µ como en los casos anteriores, sino de una curva de
decisión. Si bien no se han encontrado resultados que permitan respaldar una ex-
plicación clara de este comportamiento, el estudio profundo de este aspecto queda
fuera del alcance de esta tesis. Las letras E y O son claramente muy diferentes desde
el punto de vista morfológico, por lo que se esperaría que la diferencia entre clases
sea mucho mayor. Es por ello, que no se profundiza sobre estos aspectos en pos de
buscar nuevas alternativas más eﬁcientes para la clasiﬁcación.
Figura 10.7.: Resultados del clasiﬁcador basado en el descriptor invariante TFM
según métrica: a) m1, b) m2, c) m3 y d) m4
Discusión
De los resultados se concluye que el clasiﬁcador diseñado no representa un método
adecuado para los ﬁnes que se persiguen. Además, la necesidad de computar correla-
ciones cruzadas trae como consecuencia costos computacionales elevados, ya que en
general se hace uso del teorema de la convolución (Apéndice A, Subsección A.2.5),
para lo cual deben realizarse tres Transformadas de Fourier (dos transformadas di-
rectas para las señales a correlacionar, y una transformada inversa para obtener la
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correlación). En este sentido, no sólo se precisó de gran cantidad de tiempo para
procesar las señales, sino además no se pudieron procesar las 68 señales de distinto
tamaño por falta de memoria. Se procesaron todas las letras E (34), y sólo 24 letras
O, de un total de 34 (desde el tamaño 6 al 52).
Con base en este análisis surge la necesidad de proponer un nuevo clasiﬁcador inva-
riante basado en TFM que elimine la necesidad de computar correlaciones.
10.3.2. Nuevo clasiﬁcador automático
En virtud de los inconvenientes discutidos en el párrafo anterior, se propone un nuevo
descriptor invariante basado en la TFM, que constituye un contribución original a
este trabajo. El procedimiento para obtenerlo es sólo ligeramente diferente al de la
sección anterior, y se sintetiza en los siguientes pasos:
1. Centrar imagen f(x, y) (letras E y O)
2. Realizar mapeo log-polar: f(ln(r), θ); con r =
√
x2 + y2
3. Realizar DFT: F (ωx, ωy) = F {f(ln(r), θ)}
4. Tomar la magnitud: |F (ωx, ωy)|
5. Realizar la proyección de |F (ωx, ωy)| en el eje ωx, que se obtiene al efectuar la
suma de todas las ﬁlas para cada columna: D(ωx) =
q
∀ωy |F (ωx, ωy)|
6. Normalizar el resultado
El resultado constituye descriptor invariante a rotaciones, traslaciones y cambios de
escala y lo denominamos, en el contexto de esta tesis, Huella Vectorial Invariante
(HVI).
Notar que a diferencia del procedimiento previo, en esta propuesta no se realiza una
primera Transformada de Fourier antes de la Transformación log-polar. En el caso
discutido en la sección anterior, cualquiera fuera la ubicación de las letras dentro de
la imagen original, la invarianza a la traslación se lograba con la realización de esta
primera Transformada de Fourier. Para esta nueva propuesta, en cambio, se calcula
automáticamente el centro de masa del objeto (xCM , yCM) y se desplaza la imagen
(como un todo) desde ese punto al centro de coordenadas (0, 0). Con esto se logra la
invarianza a la traslación que pudieran presentar las letras en las imágenes originales;
además presenta la ventaja de evitar el costo computacional elevado que insume la
realización de la Transformada de Fourier. Como consecuencia, al no realizar la T.
Fourier tampoco se aplica el ﬁltro pasa-altos, ni se lo aplica en ninguna otra instancia
del proceso. Por último, y quizá una de las diferencias sustanciales con el método
anterior, reside en construir un descriptor invariante o «huella» unidimensional D
en lugar de bidimensional. Se considera que este descriptor cuenta con información
representativa de la invarianza a la traslación, rotación y escalamiento, al mismo
tiempo de que es más fácil de manipular matemáticamente. Recordemos además,
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que con este nuevo clasiﬁcador no se realizan correlaciones cruzadas, por lo que las
métricas deﬁnidas para evaluar el desempeño deben ser capaces de medir el grado
de similaridad directamente a partir de las HVI.
Con estas consideraciones, se construyó en este caso un clasiﬁcador automático in-
variante tanto a rotaciones como a escalamientos; se obtuvo la HVI para cada una
de las letras E y O en sus versiones rotadas y escaladas. Una ilustración del procedi-
miento se muestra en la Figura 10.8a. Por su parte, con el objetivo de ejempliﬁcar,
en la Figura 10.8b se exhiben tanto el target, como las HVI de las letras: E tamaño
26 y 32 y O de tamaño 26 y 40. Se advierte que existe un cierto grado de similitud
funcional entre letras del mismo tipo.
a)
b)
Figura 10.8.: a) Diagrama de bloques para la obtención del descriptor invariante
HVI; b) target y HVI para dos letras E y dos letras O.
Resultados
Para determinar el grado de similitud se estableció una nueva métrica de desempeño,
denotada por d. Para calcularla se requiere de un «target» con el cual comparar el
candidato rotado o escalado (cualquiera de las HVI invariantes obtenidas). En este
sentido, se deﬁnen dos «target»: uno representativo de la escala, denotado por TE,
y otro representativo para la rotación, denotado por TR:
TE está compuesto por el promedio de las HVI de 11 letras E de distinto
tamaño, a saber: 6, 12, 16, 20, 24, 28, 32, 36, 40, 52 y 64
TR está compuesto por el promedio de las HVI de 8 letras E de tamaño 26
rotadas diferentes ángulos, a saber: 0°, 3°, 12°, 27°, -3°, -15°, -27° y -39°
Por lo tanto, para determinar la similitud entre los target y las HVI de la base
de datos, la métrica de desempeño resulta la distancia Euclidiana d entre ellas,
resultando:
dE =
óØ
i
(TEi − HVIEi)2
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dR =
óØ
i
(TRi − HVIRi)2
de manera que todas las imágenes de la base de datos pueden compararse con el
target. Cuando dE,R es pequeña se supone que existe una similitud elevada, por lo
que se trata de la misma letra que el target; en caso contrario, se trata de letras
diferentes.
En la Figura 10.9 se muestran los resultados para ambas métricas. Se advierte que
el clasiﬁcador automático es capaz de discriminar ambas letras en sus versiones
rotadas, ya que existe un «gap» entre las distintas clases, siendo las clases, además,
bastante compactas. Esto permite establecer fácilmente un umbral µ que deﬁna la
detección, por encima del cual se rechaza que el candidato se trata de una letra
E. Para el caso de las letras escaladas, existe un solapamiento para las letras más
pequeñas; principalmente para las de tamaño 6 y 8. Esto podría dar cuenta de las
limitaciones del método ante variaciones muy grandes en la escala, o bien podría
estar relacionado con una elección inadecuada de la métrica.
Figura 10.9.: a) dE vs. HVIE, b) dR vs. HVIR
10.3.3. Nuevas métricas de detección automática
De acuerdo a los resultados que acabamos de exponer, la distancia euclideana mostró
ser una métrica capaz de diferenciar entre las dos clases bajo estudio. No obstante,
dada la gran diferencia morfológica entre la letra E y la letra O se esperaría una
brecha mayor entre los valores de d para cada uno de ellos. Los resultados obtenidos
muestran que la distancia euclidiana en cualquier caso da menor a 1. Si quisiéramos
calcular la HVI para otra letra, digamos una F, dado que ésta es en cierto grado muy
«similar» a la letra E, con la métrica propuesta sería imposible diferenciarla. Más
aún, si quisiéramos extender los resultados a mayor cantidad de letras del abecedario.
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Por otro lado, la elección del target siempre será una tarea subjetiva y el desempeño
del clasiﬁcador quedará sujeto en muchos casos a una acertada elección del mismo.
Métrica MExA
Teniendo en cuenta estas consideraciones, el estudio se enfocó en encontrar una mé-
trica que devuelva un «gap» mayor entre las letras analizadas y que principalmente
no requiera de la elección de un target, eliminando así la intervención subjetiva del
operador. Con este ﬁn, de la observación de las HVI de las distintas letras, tales como
las ilustradas en la Figura 10.8b, se pensó en la posibilidad de encontrar una curva
de ajuste para cada una, cuyos parámetros den una medida de su comportamiento.
Dado el evidente comportamiento decreciente, entre la gran variedad de funciones
que pueden describir el comportamiento de estas curvas, la elección de una suma-
toria de exponenciales decrecientes de distinto orden se consideró una alternativa
atractiva:
D(ωx) =
∞Ø
n=0
Anexp [−Bnωnx ] ≈ A0+A1e−B1ωx+A2e−B2ω
2
x+A3e−B3ω
3
x+A4e−B4ω
4
x
(10.6)
donde claramente, los parámetros An y Bn dan una medida de las características
comunes de las distintas FVI, como por ejemplo la rapidez de decrecimiento, entre
otras. La idea subyacente es ajustar cada una de las HVI a una función de este tipo;
como resultado, en vez de una única métrica, se obtiene un conjunto de métricas da-
das por los parámetros de ajuste, que se han dado en llamar Métricas Exponenciales
Adaptadas (MExA) y que constituyen un aporte original al trabajo. Puede que uno
o más de estos parámetros sean capaces de discriminar entre las distintas clases, de
acuerdo a los que tengan el mayor peso en la descripción funcional de la letra en
cuestión. A modo de ejemplo, en la Figura 10.10 se muestran las HVI de una letra
E y una letra O y sus correspondientes ajustes según la Ecuación 10.6; para estos
casos, el comportamiento de la curva se encuentra mayormente ponderado exclusi-
vamente por el parámetro B4 para la letra E y por los parámetros B3 y B2 para la
letra O. Esto da evidencia cuantitativa del comportamiento funcional diferente que
anticipamos.
Métrica APC y Ancho Equivalente
Asimismo, se propone el uso complementario o alternativo de medidas de extensión
de una función. Entre las más conocidas se encuentran, por ejemplo: la desviación
estándar (σ) para datos que se supone se distribuyen normalmente; y el ancho que
se corresponde cuando el valor de la curva decrece a 1/e, para datos que se suponen
decaen exponencialmente; por su parte, el Ancho a la Mitad de la Altura Máxima
(Full Width at Half Maximum, FWHM), es útil para gran variedad de funciones.
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Figura 10.10.: HVI y curvas de ajuste para: a) E tamaño 26, b) O tamaño 26
Está dado por el ancho de la función a la mitad de la altura máxima. Esto es, se
mide la abscisa en el punto donde la función cae a la mitad de su máximo valor. Esta
medida resulta ineﬁciente en el marco de estas aplicaciones por el hecho de hacer
uso de un sólo punto de las curvas HVI, permaneciendo el resto inutilizado. Por
ejemplo, a la luz de la Figura 10.8b, se observa que para las HVI de ambas letras,
el parámetro FWHM podría tener un valor muy parecido, dado que ambas curvas
decrecen con rapidez similar. Las principales diferencias entre ambas, se encuentran
más bien cuando las funciones han decaído mucho más. Es de esperar, entonces, que
si se usaran otros puntos de esta función, la métrica fuera más representativa.
En estas aplicaciones, e inspirados en los métodos para deﬁnir parámetros que ca-
ractericen la actividad de patrones de speckle dinámico a partir de las funciones de
autocorrelación [RAR00], se optó por usar para cada una de las HVI varias medidas
de tipo FWHM. Éstas consisten en trazar rectas desde el máximo valor de la cur-
va (que en todos los casos es 1 ya que se encuentran normalizadas) hasta distintos
puntos pertenecientes a la misma. Para cada una de estas rectas características se
calcula el FWHM, y al resultado se lo denomina «Ancho Parcial Característico»
(APC). Cada uno de ellos constituye una métrica; al mismo tiempo, se puede ele-
gir una métrica representativa de todos ellos tomando el promedio, cuyo resultado
se denomina «Ancho Equivalente». El criterio para deﬁnir el número de APC y el
espaciado entre ellos, surge de la observación del comportamiento de las curvas HVI.
Resultados
Siguiendo el procedimiento propuesto, en la Figura 10.11 se muestran los resultados
para los parámetros MExA que mostraron mayor capacidad de discriminación. Se
observa que en el caso de las letras escaladas, los parámetros B2 y A0 muestran
capacidad para discriminar entre ambas clases. Análogamente, en el caso de las
letras rotadas son los parámetros B2 y B3 los que cobran mayor relevancia.
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Para el caso de las letras escaladas, se advierte de la Figura 10.11a que la letra E
se presenta como una clase compacta para el parámetro B2, mientras que la letra
O presenta cierta variabilidad intra-clase. Por otro lado, si bien en la ﬁgura pasa
inadvertido, cabe destacar que el parámetro B2 exhibe una diferencia de varios
órdenes de magnitud para las dos clases de letras: su promedio para la letra E es de
0,009, mientras que para la letra O es 12,207 (con una mediana de 13,637). Por lo
tanto, éste podría ser elegido para detectar o rechazar E independientemente de la
escala. Por su parte, el parámetro A0 genera «gap» menor, por cuanto no es buen
candidato por sí solo para discriminar entre ambas letras escaladas, aunque bien
podría ser usado como parámetro complementario.
Es interesante advertir también que la letra O más pequeña (tamaño de fuente 6)
arroja un valor B2 del mismo orden que el de las letras E, lo cual imposibilitaría su
discriminación. No obstante, teniendo en cuenta el inconveniente similar acontecido
para la distancia euclideana, resulta pertinente un análisis adicional. Las letras de
menor tamaño, podrían sufrir de un problema de aliasing en la transformación log-
polar, en cuyo caso cualquier interpolación empleada sería insuﬁciente para recuperar
la información completa ante una transformación inversa. Como consecuencia, las
HVI obtenidas en esos casos podrían no representar en absoluto el objeto en cuestión.
En relación al desempeño de la métrica para letras rotadas (Figura 10.11b), el pa-
rámetro B2 tiene un promedio de 0,007 para la letra E y 16,567 para la letra O,
evidenciando nuevamente un «gap» de varios órdenes de magnitud. Cabe mencio-
nar que los parámetros A0 y B1 (que no se muestran en la ﬁgura) mostraron asimismo
cierta capacidad de discriminación, aunque mucho menor. Si bien para estos casos,
la letra O aún presenta mayor variabilidad intra-clase que la letra E, ésta es mucho
menor que en el caso de las letras escaladas. En este sentido, el clasiﬁcador responde
con considerable mayor robustez a las letras rotadas.
En términos generales, y de acuerdo con los resultados tanto para letras escaladas
como rotadas, se puede aseverar que el «gap» entre ambas letras se incrementó
notoriamente, lo que permitiría incorporar al sistema clasiﬁcador otras letras del
abecedario.
Por otro lado, para el caso de las métricas APC y Ancho equivalente, se tomaron para
cada HVI de las letras E y O siete rectas entre el valor máximo de la curva y el valor
que toma cada HVI a distintas abscisas (desde la abscisa del píxel 5 hasta el 55), y se
calcularon para cada una de ellas los Anchos Parciales Característicos (APC), y luego
el promedio o Ancho Equivalente. A modo de ejemplo, en la Figura 10.12 se muestran
los resultados para el Ancho Equivalente y el APC correspondiente al FWHM que
surge de la recta entre el valor máximo de la curva y el valor correspondiente a la
abscisa 5 (APC-5). Nuevamente, para el caso de las letras de menor escala surge
un ligero solapamiento que podría atribuirse, como ya sugerimos, a un problema de
aliasing. Los resultados muestran una capacidad de discriminación aceptable, por lo
que podrían incorporarse como métricas de soporte en el sistema clasiﬁcador.
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Figura 10.11.: MExA para: a) letras escaladas, b) letras rotadas
10.3.4. Discusión
Los resultados obtenidos usando HVI en combinación con las nuevas métricas pro-
puestas muestran un incremento en el gap entre las distintas clases y una disminu-
ción a su vez de las variaciones dentro de una misma clase, constituyendo clases más
compactas y más adecuadas para clasiﬁcar. Por lo tanto, estas herramientas ma-
temáticas se eligen para evaluar su desempeño en la identiﬁcación de la microalga
Ceratium hirundinella, contrastando con microalgas del género Pediastrum.
10.4. Aplicación a la identiﬁcación de microalgas
Lo expuesto hasta aquí evidencia la potencialidad de la TFM a través de las HVI
como herramienta para el reconocimiento automático de especímenes. Además, apro-
vechando las potencialidades de la holografía, la hipótesis es que las imágenes fase
compiten ventajosamente con las imágenes de intensidad que se obtienen en el mi-
croscopio de campo brillante y que son típicamente utilizadas en los experimentos
de reconocimiento automático.
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Figura 10.12.: APC-5 y Ancho Equivalente para a) Letras Escaladas, b) Letras
Rotadas.
Para ello se toman hologramas de las especies Ceratium hirundinella y del género
Pediastrum; estas últimas presentan una gran variación intraclase. Pediastrum son
microalgas que construyen colonias con un número ﬁjo de células y que se agrupan
en una simetría más o menos circular, reminiscente morfológicamente a una estrella.
El número de células varía, de modo que el tamaño también. Adicionalmente, cada
célula puede presentar una o dos puntas; en el primer caso se denomina Pediastrum
simplex, y en el otro Pediastrum duplex. La variabilidad dentro del género es un factor
de probable conﬂicto en el desempeño del clasiﬁcador. Además, muchas células de
la colonia suelen degradarse, adicionando complejidad al sistema. Para ejempliﬁcar
estas características, en la Figura 10.13 se muestra la fase continua segmentada de
varios hologramas tomados para el género.
Figura 10.13.: Mapas de fase de hologramas del Género Pediastrum
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Dado que no se contó con muestras multiespecíﬁcas, los hologramas se toman con
distintos OM, de modo de contar con versiones de las especies en distinto tamaño.
Los mismos se registran en foco y son reconstruidos con el método PEA. Se aplican
los algoritmos de corrección de aberraciones y de procesamiento digital de imágenes
descritos en los capítulos anteriores. Los mapas de fase continua se obtienen haciendo
uso del método de desenvolvimiento mediante mapas de calidad.
Luego, antes de aplicar el procedimiento para encontrar las HVI, se efectúa:
Normalización de cada imagen: para tener una Imagen de Fase Normalizada
(IFN)
Segmentación por umbralización (Sección 6.5): para obtener la máscara que
permite discriminar la información de interés del fondo.
Producto punto a punto de la máscara por la IFN para aislar el objeto de
interés con toda la información de fase.
Redimensionamiento: Pegado en imagen negra de tamaño preestablecido de
1000× 1000 .
A partir de aquí se realizó el procedimiento para obtener la HVI de cada una:
1. Centrado: Debido al ruido propio de la fase, se opta por calcular el centro
de masa de las máscaras binarias debido a que éstas proveen información
meramente morfológica.
2. Transformación log-polar
3. Cálculo de la Transformada de Fourier Discreta de la imagen obtenida en el
paso anterior y obtención del módulo.
4. Obtención de la HVI
Los resultados de las métricas seleccionadas en la sección anterior se muestran en la
Figura 10.14. Para el caso de la distancia euclideana (Figura 10.14a), se utiliza un
target consistente en un promedio de «ceratium» y se la compara con las imágenes
que se desea clasiﬁcar.
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Figura 10.14.: Métricas para fase: a) Distancia Euclideana; MExA: b) A0, c) A3;
d) Ancho Equivalente y Anchos Parciales Característicos: e) APC-5, f) APC-10
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Asimismo, en la Figura 10.15 se muestran los resultados de las métricas que se
obtienen cuando las HVI se calculan a partir de las máscaras binarias, en lugar de
las máscaras de fase.
Figura 10.15.: Métricas para máscaras binarias: a) Distancia Euclideana; MExA:
b) A0, c) A3; d) Ancho Equivalente y Anchos Parciales Característicos: e) APC-35,
f) APC-55
De los resultados, no es posible validar la hipótesis de que la información de fase
compita de manera ventajosa con la silueta binaria, dado que para ambos casos
el desempeño del clasiﬁcador resultó pobre, sin evidencias claras de un desempeño
más óptimo para uno u otro caso. Sin embargo, ambos resultados presentan carac-
terísticas comunes; se advierte, por ejemplo, una escasa variación intra-clase para
la especie C. hirundinella, y una burda variación para las microalgas del género
Pediastrum, tal como se había anticipado. De cualquier manera, el método no es
capaz de discriminar éxitosamente ambas especies. Los motivos pueden deberse a
distintos factores. Claramente, es poco probable que un único algoritmo reconozca
por sí solo cualquier variación del mismo objeto y que además tenga la capacidad
de diferenciar entre diferentes objetos. En este caso, el cálculo de la relación largo
ancho, podría proveer mayor capacidad de discriminación, teniendo en cuenta la
simetría aproximadamente circular que presentan las microalgas del género Pedias-
trum. Por otro lado, dada la escasa disponibilidad de muestras de otras especies,
se sigue que el desempeño del algoritmo no puede evaluarse correctamente. Para
una detección más certera de los problemas del clasiﬁcador, se debería ensayar de
manera independiente su respuesta a cambios de escala y a rotación, tal como se
hizo en el caso de las letras.
De cualquier manera, se considera que el método debe ser mejorado para otorgar-
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le mayor robustez. Las soluciones propuestas apuntan a ensayar el reconocimiento
por múltiples canales: módulo, fase, y/o holograma complejo reconstruido, sumando
además otros descriptores, tales como la relación largo-ancho, biovolumen, área, y
descriptores de Fourier. Si se tuviera un conjunto de características o descriptores,
en vez de uno sólo como en el caso ensayado, se podría construir un sistema de
reconocimiento automático que surja tras explorar algoritmos de aprendizaje au-
tomatizado tales como los que ofrecen las Support Vector Machines o las Redes
Neuronales [TK08].
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11. Discusión General
En este apartado se presentan las conclusiones generales de esta tesis, y las perspec-
tivas de trabajo a futuro que surgen basadas en los resultados. En términos generales
en esta tesis se han abarcado diversos aspectos de la Microscopía Holográﬁca Digital
(MHD).
En cuanto al cumplimiento de los objetivos planteados al comienzo de esta Tesis, ca-
be mencionar que el objetivo general, desarrollo y puesta a punto de un microscopio
holográﬁco digital por transmisión para el estudio y caracterización de especímenes
biológicos y microestructuras, fue cumplido satisfactoriamente.
Se logró diseñar un prototipo experimental de Microscopio Holográﬁco Digital por
transmisión, que se calibró para la caracterización de especímenes biológicos, de gran
utilidad para el estudio de microestructuras transparentes que resultan invisibles ba-
jo microscopio de campo brillante. El diseño involucró el estudio exhaustivo de los
aspectos teóricos y prácticos necesarios para la implementación de la técnica. Para
ello, debió evaluarse el equipamiento y material disponible para la construcción del
prototipo experimental usado para el registro de los hologramas. Del mismo modo,
la reconstrucción del holograma requirió de un estudio minucioso de los algoritmos
de reconstrucción, su ensayo con ﬁnes comparativos, cuyo resultado fue la elección
del método PEA como el más apropiado para los propósitos de esta investigación.
Además, debió elegirse un lenguaje de programación en el cual conformar un “pa-
quete” de programas que abarque no sólo la reconstrucción de los hologramas, sino
la obtención de los mapas de fase continua, el procesamiento digital de imágenes y
la corrección de aberraciones ópticas. Si bien los primeros ensayos fueron realizados
en VISUAL BASIC, se tomó la decisión de “mudar” el proceso de reconstrucción
al lenguaje PYTHON, un software libre con una vasta librería de procesamiento
digital de imágenes incorporada. La tarea desarrollada en este campo, llevó a la
automatización y semi-automatización de gran parte del proceso, sentando ﬁrmes
bases para la construcción en el mediano plazo de un microscopio holográﬁco digital
portátil que pueda ser utilizado en los laboratorios como una herramienta auxiliar
en las tareas de rutina.
Los objetivos especíﬁcos, desarrollo de nuevas técnicas y sistemas ópticos alternati-
vos y/o complementarios del análisis cuali-cuantitativo de microorganismos, incluían
dos líneas principales: la detección de T. cruzi y la caracterización de microalgas,
particularmente C. hirundinella, cuya evaluación de la estructura cuantitativa im-
plicaba el cómputo del biovolumen, mientras que la cualitativa, su identiﬁcación.
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Para el cumplimiento de cualquiera de ellos, resultó un requisito ineludible la obten-
ción de mapas de fase continua. Esto implicó por un lado el estudio e implementación
de métodos de desenvolvimiento de mapas de fase bidimensionales, y por otro la com-
paración y elección del más adecuado para cada ﬁn. Se implementaron tres métodos,
un método global, un método camino-dependiente, y un método con dos longitudes
de onda. En el primer caso, se implementó el método por cuadrados mínimos, en
el segundo el método por mapas de calidad, y en el último, un método de carácter
original que hace uso de la información presente en dos mapas de fase envuelto, uno
de los cuales sirve como guía para desenvolver el otro. Del análisis pertinente, se
encontró que el método de desenvolvimiento mediante mapas de calidad devuelve
los resultados más precisos, es más robusto al ruido, a pesar de implicar un costo
computacional mucho mayor. El método por cuadrados mínimos es especialmente
sensible a valores atípicos, y arroja resultados que no son congruentes con la fase
envuelta subestimando los valores de fase en un escala global; no obstante, invo-
lucra costos computacionales mucho menores, siendo un algoritmo que se destaca
por su velocidad. El método por dos longitudes de onda demanda del registro de un
holograma adicional, lo que le conﬁere una complejidad adicional.
La técnica desarrollada para la detección del T. cruzi está basada en la detección
de picos en mapas de fase continua pero dado que no requiere de medias cuanti-
tativas de fase, se empleó el método de desenvolvimiento por cuadrados mínimos
dada su notable ventaja en términos de velocidad. Por lo contrario, la evaluación
cuali-cuantitativa de la microalga C. hirundinella, demanda de un algoritmo de
desenvolvimiento del cual pueda extraerse información lo más ﬁdedigna y precisa
posible. Es por ello, que para el cumplimiento de este objetivo se empleó el método
de desenvolvimiento mediante mapas de calidad. Adicionalmente, se encontró que el
éxito del método de desenvolvimiento se encuentra condicionado a la elección ade-
cuada del ﬁltro aplicado al orden virtual (real). En este aspecto, la apodización del
ﬁltro mediante ventanas Kaiser, y la aplicación de ﬁltros asimétricos le otorgaron
una importante versatilidad al proceso y una notable mejora a los resultados.
No obstante, el análisis cuali-cuantitativo requirió además que los mapas de fase con-
tinua se encuentren libres de aberraciones, perturbaciones, y ruido. En este sentido,
se realizó una exhaustiva labor, ya que durante el transcurso de la investigación, fue-
ron surgiendo una serie de inconvenientes de variada índole. Por ejemplo, se debió
trabajar con una cámara CMOS en aquellas circunstancias en las que la CCD fue
requerida para otras investigaciones llevadas a cabo en el laboratorio. La naturaleza
de lectura secuencial de este tipo de sensores repercutió en una aberración caracterís-
tica en los mapas de fase. De este hecho, surgió la necesidad de proponer un método
para corregir esta aberración, por cuanto el enfoque de la investigación se desvió
para atender este inconveniente. La propuesta de un método sencillo y rápido para
corregir el efecto rolling shutter (o persiana) constituye un aporte valioso, ya que los
sensores CMOS no sólo suelen ofrecer mayor resolución y menor ruido térmico, sino
que también se encuentran disponibles en el mercado a un precio mucho menor. Los
resultados alcanzados en este campo podrían ser fácilmente extrapolables a otras
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aplicaciones interferométricas.
Por otro lado, se propusieron métodos para la corrección de las aberraciones propias
de la conﬁguración experimental empleada, tales como la aberración por geometría
fuera de eje y la aberración esférica introducida por los Objetivos de Microscopio.
En el último caso, el método es simple, rápido y automático, con la notable ventaja
de no requerir del desenvolvimiento de fase a diferencia de los métodos reportados en
la literatura. Se encuentra en elaboración un artículo para reportar estos resultados.
En su diversidad, los métodos propuestos permitieron en conjunto la obtención de
mapas de fase adecuados para el análisis cuali-cuantitativo de microalgas; si bien
fueron desarrollados para alcanzar estos objetivos en particular, estos programas y
algoritmos podrían adaptarse a otras aplicaciones interferómetricas o de procesa-
miento digital de imágenes.
Acerca de la aplicaciones
Las aplicaciones de la MHD desarrolladas en esta tesis se orientaron a la carac-
terización de microorganismos de importancia regional. Se estableció un contacto
colaborativo con el Instituto de Patología Experimental (IPE), y con el Laboratorio
de Calidad de Aguas (LCA), quienes proveyeron las muestras a caracterizar. Los ob-
jetivos especíﬁcos planteados al inicio fueron cumplidos parcialmente y de manera
acptable. Inicialmente, se planteó como objetivo el desarrollo de nuevas técnicas y
sistemas ópticos alternativos y/o complementarios del análisis cuali-cuantitativo de
microorganismos.
Se propuso una metodología para detectar el parásito T. cruzi mediante la dife-
renciación temporal de dos hologramas registrados en dos estados diferentes del
parásito. Como parte de la colaboración interdisciplinaria con el IPE, los resultados
alientan al desarrollo de un sistema de conteo automático del parásito en muestras
infectadas, o como instrumento complementario de detección de parásitos en la fase
aguda de la enfermedad de Chagas.
Por su parte, en lo concerniente a la caracterización de microalgas, la elección de
la microalga C. hirundinella, respondió por un lado a la disponibilidad de muestras
que fueron provistas por el LCA, y por otro a un interés creciente en esta especie
por las recurrentes ﬂoraciones acontecidas en los últimos años, que han alterado de
manera considerable la calidad del recurso hídrico.
En lo que respecta a los aportes para la evaluación de la estructura cuantitativa
de microalgas, se propuso un método híbrido para el cálculo de biovolumen de la
microalga C. hirundinella, que simultáneamente provee una estimación del índice
de refracción promedio de cada individuo evaluado. Los resultados de biovolumen
se encuentran dentro del rango obtenido por métodos geométricos convencionales,
y las estimaciones de índice de refracción están de acuerdo con algunos reportes
bibliográﬁcos. Dado que el cómputo de biovolumen emerge de la medida cuantitativa
del retardo de fase, la metodología podría proveer un medida más representativa
de biomasa. Asimismo, el método podría ensayarse con otras especies siempre que
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pueda extraerse una silueta del espécimen en posición dorsoventral. Cabe recalcar,
no obstante, que aún debe realizarse gran trabajo en esta línea. Para que el método
pueda competir con los métodos tradicionales, se precisa de un sistema aún más
automatizado en el cual la tarea pueda llevarse a cabo con mayor velocidad.
En relación a la evaluación de la estructura cualitativa de microalgas, el objetivo
planteado al inicio de esta tesis, quizá el más ambicioso, suponía el desarrollo de un
sistema de identiﬁcación de especies, robusto ante cambios de escala, traslaciones
y/o rotaciones de los especímenes bajo estudio. Se optó por implementar la Trans-
formada de Fourier Mellin (TFM), dado que la misma cumplía con estos requisitos
básicos. Para probar su eﬁcacia, se la ensayó en primer término con caracteres cono-
cidos. Al no obtenerse resultados alentadores, se diseñó un nuevo descriptor basado
en la TFM, que denominamos Huella Vectorial Invariante (HVI) y se deﬁnieron nue-
vas métricas de evaluación de desempeño. A pesar de que el desempeño del sistema
mejoró considerablemente en los ensayos efectuados con caracteres conocidos, en tér-
minos generales, el sistema no resultó robusto cuando se lo ensayó con las microalgas
C. hirundinella y Pediastrum. Diversos motivos pueden estar relacionados con este
hecho. Por un lado, la gran variación intraclase que presenta el género Pediastrum
precisa de la elección de más de un descriptor para caracterizarla. Adicionalmente,
dado que el algoritmo respondió favorablemente ante rotaciones, podría tener sus
limitaciones en términos de escalamiento. En este sentido, la variación en tamaño
podría ser demasiado grande.
Se espera, sin embargo, que el descriptor propuesto en esta tesis basado en la Trans-
formada de Fourier Mellín y las métricas deﬁnidas para evaluar su desempeño pue-
dan servir como una herramienta entre muchas otras para el diseño a futuro de un
sistema de visión automática que pueda reconocer diversas especies.
En términos globales, esta tesis abarcó diversos aspectos de la MHD y sus apli-
caciones. Las líneas de investigación que se desprendieron durante el desarrollo de
este trabajo deben profundizarse con el objetivo ﬁnal de construir un prototipo de
Microscopio Holográﬁco Digital portátil que responda a las demandas de caracteriza-
ción de microorganismos de importancia regional, incluidos el T. cruzi, la microalga
C. hirundinella y otros micro-especímenes biológicos. En particular, para el caso
de las microalgas, el desarrollo de un sistema opto-digital combinado facilitaría su
caracterización automática. El tiempo que típicamente se dedica para realizar estas
tareas se vería notablemente reducido por personal técnico de los organismos guber-
namentales y la transferencia de tecnología a otros ámbitos (organismos privados
administradores de sistemas de aguas, por ejemplo) para la toma de decisiones en
la gestión ambiental.
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A. Análisis de Fourier
El análisis de Fourier es la herramienta matemática más útil en el análisis de fenó-
menos lineales y no lineales. Esta herramienta es muy utilizada en el estudio de redes
eléctricas y sistemas de comunicación. Por medio de la transformada de Fourier es
posible analizar una señal descomponiéndola en un conjunto de señales complejas
(o sinusoidales) de distinta frecuencia. Existen varias maneras de deﬁnir la trans-
formada de Fourier que diﬁeren en constantes de proporcionalidad o en el signo de
la exponencial compleja. En este apéndice centramos nuestra atención en el análisis
de funciones de dos variables independientes.
A.1. Condiciones de deﬁnición y existencia
La transformada de Fourier de una función compleja f(x, y) está denotada con Ff
y se deﬁne por:
F {f} = F (fx, fy) =
ˆ ∞
−∞
ˆ ∞
−∞
f(x, y)exp [−i2π(fxx+ fyy)] dxdy (A.1)
donde a F (fx, fy) se lo conoce como espectro de f . La transformada así deﬁnida es
una función compleja de dos variables independientes fx y fy, las que se denominan
frecuencias. En forma similar, es posible sintetizar la señal original f a partir de su
espectro. Esto se lleva a cabo la transformada de Fourier inversa que se representa
por F−1f y se deﬁne como:
F−1 {F} =
ˆ ∞
−∞
ˆ ∞
−∞
F (fx, fy)exp [i2π(fxx+ fyy)] dfxdfy (A.2)
Notar que como operaciones matemáticas la forma de las transformadas directa e
inversa son muy similares, diferenciándose solamente en el signo del exponente del
integrando.
Antes de investigar las propiedades de las transformadas de Fourier directa e inver-
sa deﬁnida por la Ecuación A.1 y la Ecuación A.2 vamos a analizar cuándo estas
deﬁniciones tienen sentido. Para ciertas funciones, las integrales deﬁnidas, no exis-
ten en sentido matemático usual, por lo tanto nuestra discusión será incompleta
sin al menos una mención respecto de la condiciones de existencia. Para la existen-
cia de Ecuación A.1, el conjunto más común de condiciones son las condiciones de
Dirichlet:
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1. f debe ser absolutamente integrable sobre el plano xy:
´∞
−∞
´∞
−∞ |f(x, y)dxdy| <∞
2. f debe tener sólo un número ﬁnito de discontinuidades y un número ﬁnito de
máximos y mínimos en cualquier rectángulo ﬁnito
3. f no debe tener discontinuidades inﬁnitas.
A.2. Teoremas
La deﬁnición básica de la transformada de Fourier dada por la expresión de la
Ecuación A.1 ofrece una rica estructura matemática asociada a las propiedades de
la transformada, propiedades de las que se uso frecuente en el presente manuscrito.
Las propiedades matemáticas de las que estamos hablando se expresan mediante
teoremas. Para los siguientes teoremas sean f y g dos funciones en las variables
x e y cuyas transformadas de Fourier están dadas por F (fx, fy) = F {f(x, y)} y
G(fx, fy) = F {g(x, y)}. La demostración de los mismos puede encontrarse en la
mayoría de los textos.
A.2.1. Teorema de Linealidad
Si α y β son dos constantes complejas, se cumple:
F {αf + βg} = αF {f}+ βF {g} (A.3)
A.2.2. Teorema de Similaridad
F {f(ax, by)} = 1|ab|F
A
fx
a
,
fy
b
B
(A.4)
Es decir un “estiramiento” de las coordenadas en el dominio espacial (x, y) resulta en
una contracción en el dominio de frecuencias (fx, fy) mas un cambio en la amplitud
de todo el espectro.
A.2.3. Teorema de Corrimiento
F {f(x− a, y − b)} = F (fx, fy) exp [−i2π (fxa+ fyb)] (A.5)
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o sea, la traslación de una función en el dominio espacial introduce un corrimiento
de fase en el dominio de frecuencias. Por lo tanto, la magnitud:
|F {f(x− a, y − b)}| = |F (fx, fy)| = |F {f(x, y)}|
con lo cual el módulo de la transformada es invariante a las traslaciones.
A.2.4. Teorema de Parseval
ˆ ∞
−∞
ˆ ∞
−∞
|f(x, y)|2 dxdy =
ˆ ∞
−∞
ˆ ∞
−∞
|F (fx, fy)|2 dxdy (A.6)
Este teorema generalmente se interpreta como un enunciado de la conservación de
la energía.
A.2.5. Convolución
A.2.5.1. Deﬁnición de convolución
La integral de convolución de dos funciones f(x, y) y g(x, y), se denota como f ⊗ g
, donde ⊗ denota convolución y está dada por:
f ⊗ g =
ˆ ∞
∞
ˆ ∞
∞
f(ξ, η)g(x− ξ, y − η)dξdη (A.7)
A.2.5.2. Teorema de Convolución
F {f ⊗ g} = F
Iˆ ∞
∞
ˆ ∞
∞
f(ξ, η)g(x− ξ, y − η)dξdη
J
= F (fx, fy)G(fx, fy) (A.8)
La transformada de la convolución de dos funciones en el dominio espacial, es equi-
valente al producto de las transformadas individuales.
A.3. Funciones Separables
Una función de dos variables independientes se dice de variable separable respecto
a un sistema de coordenadas especíﬁco si puede ser escrita como el producto de dos
funciones, cada una de las cuales depende de sólo una variable independiente. O
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sea que una función f(x, y) es separable en un sistema rectangular de coordenadas
(x, y) si
f(x, y) = fX(x)fY (y)
Mientras que será separable en coordenadas polares (r, θ) si
f(r, θ) = fR(r)fθ(θ)
Las funciones separables son las más convenientes para operar con ellas que las
funciones más generales, la separabilidad permite hacer que operaciones bidimensio-
nales complicadas se reduzcan a operaciones unidimensionales simples. Por ejemplo
una función separable en coordenadas rectangulares tiene la simple propiedad de
que su transformada de Fourier bidimensional pueda ser calculada como el producto
de trasformadas de Fourier unidimensionales, como en el siguiente ejemplo:
F {f(x, y)} = ´∞∞
´∞
∞ f(x, y)exp [−i2π(fxx+ fyy)] dxdy
=
´∞
∞ fX(x)exp [−i2π(fxx)] dx
´∞
∞ fY (y)exp [−i2π(fyy)] dy
= F {fX}F {fY }
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