Ensemble based filtering or data assimilation methods have proved to be indispensable tools in atmosphere and ocean science as they allow computationally cheap, low dimensional ensemble state approximation for extremely high dimensional turbulent dynamical systems. For sparse, accurate and infrequent observations, which are typical in data assimilation of geophysical systems, ensemble filtering methods can suffer from catastrophic filter divergence which frequently drives the filter predictions to machine infinity. A two-layer quasi-geostrophic equation which is a classical idealized model for geophysical turbulence is used to demonstrate catastrophic filter divergence.
1. Introduction 6 we conclude this paper with discussion. 
Ensemble Filtering

120
In this section we briefly describe the Ensemble Adjustment Kalman Filter (EAKF; Anderson 121 2001) which in our experience is a more stable and accurate scheme than other popular ensem-122 ble based methods (Majda and Harlim 2012) . We assume that the true signal is generated by a 123 nonlinear mapping ψ n :
where u n ∈ R d is a state vector at the n-th observation time. We consider a linear observation of 125 u n by an observation operator H : R d → R q with a rank q 126 z n = Hu n + ξ n
where ξ n is a mean zero Gaussian noise with a variance σ independent in different times and space 127 grid points. For an easy exposition of the adaptive inflation in Section 3 we use a decomposition 128 of the state variable u n into observed and unobserved variables x n ∈ R q and y n ∈ R d−q respectively 129 so that x n = Hu n and y n ∈ Ker(H).
130
As other ensemble based filters, EAKF uses ensemble members {v 
and
respectively. With these prior mean and covariance, the standard Kalman formula using observa- 
respectively. For a ensemble perturbation matrix V ∈ R d×K whose k-th column is given by the 141 ensemble perturbation δ v (k) n =ṽ (k) n − v f n , EAKF finds an adjustment matrix A n ∈ R K×K so that the 142 adjusted ensemble satisfies the posterior covariance (7)
V n A n ⊗V n A n = C n −C n H T (I + H T C n H) −1 HC n .
Once the adjustment matrix A n is calculated, the posterior ensemble is obtained by adding the 144 adjusted perturbation to the posterior mean. That is v (k) n = v a n + s
n where s (k) n is the k-th column 145 of the ensemble perturbation matrix V n A n .
146
Covariance inflation overcomes some problems caused by sampling errors due to insufficient 147 ensemble numbers or an imperfect model and requires only a minimal additional cost to the origi-148 nal EAKF. The covariance inflation introduces more uncertainty in the prior covariance so that the 149 filter has more weight on the information given by observations. That is, for a constant λ n which 150 determines the strength of inflation, covariance inflation inflates the prior covariance
for multiplicative inflation or and additive inflation (10), we focus on the simpler additive inflation in this study. The inflation 162 strength λ n of (10) is determined by two statistics of the ensemble
where c a is a tunable positive constant, Θ n is a measure related to the innovation process Hṽ
Ξ n is the l 2 norm of the cross covariance between the observed and unobserved variables
and M 1 and M 2 are fixed positive thresholds to decide whether the filter is performing well or not.
167
The first statistical information Θ n measures the accuracy of the prediction, that is, how far the 168 predicted observations are from actual observations. The second statistical information Ξ n is an 169 important factor because large cross covariance can magnify a small error in the observed com-170 ponent and impose it on the unobserved variables. Hence the adaptive inflation can be regarded 171 as a control of these two statistics to prevent catastrophic filter divergence. Note that these two 172 factors are in fact derived from a rigorous mathematical argument for nonlinear stability of finite 173 ensemble filters which can be found in Tong et al. 2016. 174 In contrast to the conventional covariance inflation which modifies the prior ensemble to satisfy 175 the inflated covariance, the EAKF with adaptive additive inflation does not modify the prior en-176 semble to inflate covariance; the additive inflation can make the rank of the posterior covariance 177 larger than or equal to d while its rank cannot exceed K − 1 where K is the ensemble size. Thus,
178
in adaptive additive inflation, we use the inflated prior covariance (10) to calculate the posterior 179 mean while the posterior covariance does not change. That is, instead of (6), the posterior mean is
using
where the posterior covariance is the same as (7), that is, no inflated prior covariance.
183
The two thresholds M 1 and M 2 of (11) 
where the benchmark for accuracy Error bench is the mean-square error of an estimator using an 189 invariant probability measure of the model
As the invariant measure of the model is not available, aggressive thresholding uses a Gaussian ap-
191
proximation to the invariant measure using climatological properties, mean and covariance. Then
192
the conditional distribution given observation z n is a Gaussian measure and can be computed ex-
193
actly which gives the following formula 
Here q j is the potential vorticity in the upper ( j = 1) and lower ( j = 2) layers, k d is the defor- to the sampling error due to a small ensemble size.
239
The first forecast model, which we call the ocean code, solves the following approximation to
240
(20) which replaces the hyper dissipation by a biharmonic dissipation of relative vorticity
This replacement is to mimic the biharmonic dissipation commonly used in eddy-permitting ocean 
248
We consider another forecast model called stochastic superparameterization which uses stochas-249 tic parameterization of the subgrid scales using randomly oriented plane waves for the subgrid 250 scales. The subgrid scales are generally not zero and influence the evolution of the resolved scales.
251
Especially in quasi-geostrophic turbulence which includes regimes with a net transfer of kinetic 252 energy from small to large scales (Charney 1971) , it is important to accurately model the effects
253
of the under-resolved eddies to obtain accurate properties of the system such as energy spectrum. The stochastic superparameterization forecast model solves (21) using the same second order 260 finite differencing for the nonlinear term but with additional terms SGS j , j = 1, 2 obtained from 261 stochastic subgrid scale parameterization
The parameterization terms SGS j , j = 1, 2 are computed by modeling the subgrid scale as ran- and stochastic superparameterization comes from the parameterization terms SGS j , j = 1, 2.
273 Figure 2 shows the time averaged kinetic energy (KE) spectra
by the direct numerical method (black), stochastic superparameterization (blue) and the ocean 274 code (red) using biharmonic viscosity ν 4 = 1.0 × 10 −7 and ν 4 = 1. 
respectively where , is the l 2 -inner product.
314
For covariance inflation, we test several combinations of inflation methods -for the inflation 315 strength λ n in (10), no inflation (noI) λ n = 0, constant inflation (CI) λ n = c c for a constant c c ,
316
adaptive inflation (AI) λ n by (11) and constant+adaptive inflation (CAI)
(see Table 2 for the tuned c c and c a used in this study). The thresholds for adaptive inflation are
318
given by the aggressive thresholding (16) and (17) If no inflation is applied, EAKF has catastrophic filter divergence for both forecast models.
327 Figure 3 shows a sequence of snapshots of the low latitude case upper layer stream function by the 328 ocean code without inflation and localization (observation points are marked with black circles).
329
At the 570th cycle, the filter still works capturing the meridional structure of the low latitude case 330 but as more cycles go on, instability develops at unobserved grid points which eventually diverges 331 to machine infinity after the 600th cycle. The first row of Figure 4 shows time series of the RMS 332 errors by each forecast method when they suffer from catastrophic filter divergence. The RMS 333 errors increase gradually but they eventually diverge to machine infinity. The two forecast models 334 run slightly longer with localization but localization fails to prevent catastrophic filter divergence.
335
The second row of Figure 4 shows time series of RMS errors with the constant+adaptive inflation
336
where the cycles at which adaptive inflation is triggered is marked with dots. In the ocean code 337 case with no localization, the adaptive inflation is triggered at the beginning and stops although the later as the filter is performing well.
344
The occurrence percentage of catastrophic filter divergence out of 100 different runs is in Table   345 3. With no localization and inflation, the filter suffers from catastrophic filter divergence more than 346 75% for both the ocean code and stochastic superparameterization. with RMS error larger than the standard deviation of the stream function.
373
In the mid latitude case, the superparameterization still has skillful filtering skill and is superior 374 to the ocean code although the perofrmance is slightly degraded compared to the low latitude case 375 as the mid latitude is more turbulent than the low latitude case. The RMS error by superparame-376 terization with adaptive inflation and localization is about 30% smaller than the standard deviation 377 and pattern correlations are larger than 75% (see Table 5 for the mid latitude case RMS errors 378 and pattern correlations). On the other hand, the ocean code does not show any significant skill 379 even with adaptive inflation and localization. In the mid latitude case, the ocean code using adap-380 tive inflation displays comparable results with and without localization, and both fail to achieve 
386
The last test regime, high latitude case, is the most difficult test case as it is strongly turbulent 387 and dominated by homogeneous and isotropic vortical flows with no spatial structure. In this test 10% smaller than the standard deviation while the unobserved lower layer RMS error is only 5% 392 smaller than the standard deviation (Table 6 ). plications, we were able to see catastrophic filter divergence of the ensemble adjustment Kalman filter, which is one of the most stable and accurate ensemble methods.
403
The constant covariance inflation and localization, which are widely used methods to account We tested the adaptive inflation using two forecast models, the ocean code without parameteri- 
