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We study large deviations of the time-averaged size of stochastic populations described by a
continuous-time Markov jump process. When the expected population size N in the steady state
is large, the large deviation function (LDF) of the time-averaged population size can be evaluated
by using a WKB (after Wentzel, Kramers and Brillouin) method, applied directly to the master
equation for the Markov process. For a class of models that we identify, the direct WKB method
predicts a giant disparity between the probabilities of observing an unusually small and an unusually
large values of the time-averaged population size. The disparity results from a qualitative change in
the “optimal” trajectory of the underlying classical mechanics problem. The direct WKB method
also predicts, in the limit of N →∞, a singularity of the LDF, which can be interpreted as a second-
order dynamical phase transition. The transition is smoothed at finite N , but the giant disparity
remains. The smoothing effect is captured by the van-Kampen system size expansion of the exact
master equation near the attracting fixed point of the underlying deterministic model. We describe
the giant disparity at finite N by developing a different variant of WKB method, which is applied
in conjunction with the Donsker-Varadhan large-deviation formalism and involves subleading-order
calculations in 1/N .
I. INTRODUCTION
Stochastic population models describe a multitude of
processes in nature and society [1–9]. Examples include
reactions among particles, dynamics of biological popula-
tions, spread of diseases, inventions, opinions and rumors,
dynamics of financial markets, and many other processes.
A convenient mathematical description of stochastic pop-
ulations is provided by Markov jump processes [10, 11].
An important class of these processes has a nontrivial
steady state, where the gain and loss processes balance
each other on average. A standard characterization of a
fluctuating steady state is in terms of its steady-state
probability distribution. For a single population in a
steady state this distribution, pin, describes the proba-
bilities to observe n = 0, 1, 2, . . . individuals, which we
will call particles.
In recent years there has been a growing interest in
a different characterization of fluctuating steady states:
by the probability distributions of long-time averages of
observables, see Refs. [12, 13] and references therein. In
the context of stochastic populations a natural quantity
of this type is the long-time average of the (fluctuating)
population size. For many stochastic systems, the prob-
ability of observing any value of the time-averaged size,
which is different from the expected one, becomes expo-
nentially small as the averaging time T increases.
A similar property, and the ensuing large deviation
function (LDF) that encodes it, have received much re-
cent attention from physicists in the context of contin-
uous diffusion processes, described by Langevin equa-
tions [12–15]. Recently this characterization has been
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extended [16] to one of the best known jump processes
in physics: the Ehrenfest Urn Model [17]. The basic ver-
sion of the Ehrenfest Urn Model involves two urns with
N identical balls. The balls hop randomly, one ball at a
time, from one urn to the other. For non-interacting balls
the LDF of the long-time average of the number of balls
in a given urn can be calculated exactly [16] by using the
Donsker-Varadhan (DV) large-deviation formalism [18],
which we briefly review below. If the balls interact, the
DV formalism can still be used numerically [16], but it
does not allow for analytical solution. However, when the
total number of balls N is very large, one can circumvent
the DV method and employ instead a WKB approxima-
tion, directly applied to the master equation [19–22]. In
this way one obtains a controlled large-N approximation
of the LDF [16].
Here we follow this line of work and identify a class
of stochastic populations, for which the direct WKB
method predicts a giant disparity between the probabil-
ities of observing an unusually small and an unusually
large values of the time-averaged population size. This
disparity results from a qualitative change of the charac-
ter of the optimal (least-action) trajectory of an underly-
ing Hamiltonian classical mechanics problem. The direct
WKB method also predicts a jump in the second deriva-
tive of the LDF, which can be interpreted as a second-
order dynamical phase transition. The sharp transition
is smoothed by finite-N effects, unaccounted for by the
leading-order WKB approximation, but the giant dispar-
ity remains. We show it by developing a different version
of WKB theory, which involves subleading-order WKB
calculations and is used in conjunction with the DV large-
deviation formalism.
Now let us be more specific. Consider a jump pro-
cess which admits a nontrivial steady state, and denote
the population size (the number of particles) in a specific
realization of the process at time t by n (t). We are in-
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2terested in the probability, P(n¯T = Na), that the time
averaged population size n¯T , defined as
n¯T =
1
T
∫ T
0
n (t) dt, (1)
is equal to Na, where N  1 is the expected population
size, and a is a real non-negative number. When T is very
large, P(n¯T = Na) satisfies the large deviations princi-
ple, which states that any deviation from the expected
value is exponentially unlikely to occur:
− lnP(n¯T = Na) ' TI (a,N) . (2)
The rate function I (a,N) is the focus of our interest. It
is a non-negative function of a that vanishes at its most
probable value which, for N  1, is a ' 1. In the limit
T → ∞, I (a,N) is independent of the initial condition.
An analytical calculation of I (a,N) is in general impos-
sible. When N  1, one can employ a direct WKB
approximation [19–22], as it has been recently done for
the Ehrenfest Urn Model [16]. In this approximation the
a- and N -dependences of the rate function I (a,N) fac-
torize [16]. In the class of models that we will work with
here, the rate function I (a,N), as predicted by the direct
WKB approximation, is proportional to N :
I (a,N) ' Nf(a), N  1. (3)
It is natural to call the function f(a) the intensive rate
function.
For many stochastic populations the intensive rate
function f(a) is an analytic function of a, and the Ehren-
fest Urn Model provides one such example [16]. As we
will see shortly, another such example is provided by the
immigration-death process ∅  A, a simple and well
studied reversible jump process. However, as we find
here, there is a class of population models where f(a),
as described by the direct WKB method, vanishes on the
whole interval 0 ≤ a ≤ 1. This corresponds to a giant dis-
parity between the probabilities of observing an unusu-
ally small and unusually large values of a. Furthermore,
the predicted f(a) is non-analytic at a = 1. We will iden-
tify this class of models and exemplify it by still another
simple reversible process: the branching-coalescence pro-
cess A 2A. Then we will obtain more accurate results
for this model, by going beyond the direct WKB method.
Here is a plan of the remainder of the paper. In Sec. II
we outline the direct WKB method and consider two
simple examples: the immigration-death process and the
branching-coalescence process. We show that the inten-
sive rate function f(a) is analytic in the former case,
and non-analytic and vanishing at 0 ≤ a ≤ 1 in the lat-
ter. In Sec. III we apply WKB approximation, in the
leading and subleading orders with respect to 1/N , to
the DV method. In the leading order this calculation
reproduces the results of the direct WKB method. In
the subleading order the f(a) = 0 degeneracy is removed
due to finite-1/N effects. We also compute the probabil-
ity distribution pin(a) of the population size, conditional
on a specified value of a. We show that, in the phase-
transition region of a, the distribution pin(a) is bimodal,
which reflects the character of the optimal trajectories
of the system in this region. We discuss our results and
some possible generalizations in Sec. IV.
II. DIRECT WKB METHOD
A. General
We start this section by considering a general single-
step jump process for a single population. A generaliza-
tion to multiple-step processes is immediate [21, 24, 25].
The process is governed by the master equation [10, 11]
∂tPn (t) = W+(n− 1)Pn−1(t) +W−(n+ 1)Pn+1(t)
− [W+(n) +W−(n)]Pn (t) , (4)
for the evolution of the probability Pn (t) of observing
n particles at time t. The first two terms on the right
describe the incoming rates into state n from the states
n−1 and n+1, whereas the last term describes the total
outgoing rate from state n. We assume throughout this
work that the birth and death rates W+(n) and W−(n)
are such that Eq. (4) admits a nontrivial steady-state
solution. We will also assume that the birth and death
rates are disparate so that the expected population size
N in the steady state is large, and exploit the large pa-
rameter N  1. Let us expand the process rates W±
in the powers of N . Introducing the rescaled population
size q = n/N , we obtain [24, 25]
W±(n) = W±(Nq) = Nw±(q) + u±(q) + ..., (5)
where w±(q) and u±(q) are assumed to be O(1).
If one multiplies the master equation (4) by n, sums it
up over all possible values of n and ignores fluctuations
[10, 11], one arrives at the deterministic rate equation
dq
dt
= w+(q)− w−(q). (6)
The stationary population, residing in a vicinity of n =
N , corresponds to an attracting fixed point of Eq. (6) at
q = 1, so that w+(1)−w−(1) = 0 and w′+(1)−w′−(1) < 0,
where prime denotes the q-derivative.
The direct WKB method for an analysis of fluctuations
[19–22] exploits the large parameter N  1 by applying
the WKB ansatz
Pn (t) = e
−Ns( nN ,t) = e−Ns(q,t) (7)
directly to the master equation. Additionally, we assume
n  1, treat q = n/N as a continuous variable, and
evaluate the action s at n±1N = q± 1N by Taylor expanding
it around q [19–21]:
s
(
q ± 1
N
, t
)
=s(q, t)± 1
N
∂s(q, t)
∂q
+
1
2N2
∂2s(q, t)
∂q2
+ . . . .
(8)
3Using this expansion of s in the WKB ansatz (7) and
plugging the ansatz into the master equation (4), we
arrive at an equation which involves q, ∂qs and ∂ts in
different orders of 1/N , and treat it order by order. In
the leading order this procedure yields a Hamilton-Jacobi
equation for the “action” s(q, t) [19–21]:
∂s
∂t
+H0
(
q,
∂s
∂q
)
= 0, (9)
where
H0(q, p) = w+(q)(e
p − 1) + w−(q)
(
e−p − 1) (10)
is the model-specific Hamiltonian. As one can see, the
population size q plays the role of the coordinate of an
effective “particle”, whereas p = ∂qs is the momentum.
The action along a trajectory q(t), p(t) is given by
s (a, T ) =
∫ T
0
p (t) q˙ (t) dt− ET, (11)
where E = H0 [q (t) , p (t)] is the (conserved) energy of
the “particle”. The constraint nT = Na (a ≥ 0) can be
accounted for by adding a term −µ ∫ T
0
q (t) dt, where µ is
a Lagrange multiplier, to the action. In the Lagrangian
formulation the constrained Lagrangian is
L(q, q˙) = L0(q, q˙)− µq, (12)
where L0(q, q˙) is the unconstrained Lagrangian, cor-
responding to the unconstrained Hamiltonian H0(q, p).
The constrained Hamiltonian is equal to [23]
H(q, p) = pq˙ − L(q, q˙) = pq˙ − L0(q, q˙) + µq, (13)
where q˙ should be expressed through q and p from the
relation p = ∂L/∂q˙. As a result, the constrained Hamil-
tonian takes the form [16]
H(q, p) = H0(q, p) + µq. (14)
As one can see, the constraint is enforced via a simple ad-
ditive term µq in the Hamiltonian. This simplicity occurs
because ∂L/∂q˙ does not depend on µ, see Eq. (12). The
phase-space trajectories q(t) and p(t) satisfy the Hamil-
ton’s equations
q˙ =
∂H
∂p
=
∂H0
∂p
, (15)
p˙ = −∂H
∂q
= −∂H0
∂q
− µ. (16)
Among all such trajectories, we must choose the one
which satisfies appropriate boundary conditions and the
condition
1
T
∫ T
0
q(t)dt = a, (17)
which ultimately sets the value of µ. If there is more than
one such trajectory, we must choose the “optimal” one
which minimizes the action (11). Having found it, we can
evaluate − lnP (n¯T = Na) ' Ns (a, T ), where s (a, T ) is
its corresponding action.
In the Hamiltonian description the attracting fixed
point q = 1 of the deterministic rate equation (6) be-
comes a saddle point (q = 1, p = 0) of the unconstrained
Hamiltonian H0. For the constrained Hamiltonian (14)
this saddle point is shifted. For finite T the action s (a, T )
depends on the initial condition q (t = 0), and must be
minimized with respect to the final condition q (t = T ).
As T increases, the effective “particle” spends more and
more time in a close vicinity of the above-mentioned
shifted saddle point of the constrained Hamiltonian [16].
For T → ∞ this saddle point dominates both the ac-
tion (11) (where the first term vanishes) and the integral
over time in Eq. (17). Then, in view of the Eq. (17), the
q-value of this fixed point must be equal to a. The cor-
responding value of p = p(a) can be obtained from the
algebraic equation
∂H0(a, p)
∂p
= 0, (18)
which follows from Eq. (15). At this stage we are already
constraining the process by a, so the Lagrange multiplier
µ becomes unnecessary. The optimal action, evaluated
at the saddle point, is very simple:
s (a, T ) = −ET = −H0 [a, p (a)]T. (19)
Finally, combining Eqs. (2), (7) and (19), we obtain the
intensive rate function f(a), defined by Eq. (3):
f(a) =
s (a, T )
T
= −H0 [a, p (a)] . (20)
Equation (20) has quite a general form, and it also holds
for multi-step processes. Let us specialize Eq. (20) to
the single-step process (4). Using Eqs. (10) and (18), we
obtain the value of p at the fixed point:
p =
1
2
ln
w−(a)
w+(a)
. (21)
As a result, Eq. (20) yields
f(a) =
[√
w+(a)−
√
w−(a)
]2
, (22)
so one only needs to know the leading-order terms of
the birth and death rates (5). Equation (22) reproduces
the recent result [16] for the rate function of the time-
averaged number of balls in one of the urns in the Ehren-
fest Urn Model.
B. 0 A
As another simple example, consider the immigration-
death process
∅ N−→ A, A 1−→ ∅ (23)
4with the per-capita immigration rate N and the per-
capita death rate 1. The process rates are W+(n) = N
and W−(n) = n. This simple process obeys the detailed
balance condition
pinW+(n) = pin+1W−(n+ 1), (24)
where the equilibrium distribution pin is Poisson:
pin =
e−NNn
n!
, n = 0, 1, . . . . (25)
Now we assume N  1 and n  1 and turn to
the WKB description. We immediately note that the
leading-order rates w+(q) = 1 and w−(q) = q are ex-
act here. Figure 1 shows the phase portrait of the con-
strained Hamiltonian,
H(q, p, µ) = ep − 1 + q(e−p − 1) + µq. (26)
The shifted saddle point is at (q, p) =[
(1− µ)−2,− ln (1− µ)
]
. It exists for −∞ < µ < 1, and
its coordinate q can take any value from zero to infinity.
1.0 1.2 1.4 1.6 1.8 2.0 2.2
0.0
0.1
0.2
0.3
0.4
q
p
FIG. 1. The phase portrait of the constrained Hamiltonian
(26) of the immigration-death process ∅  A for µ = 1 −√
2/3. The saddle point is at (q, p) = [3/2, (1/2) ln(3/2)].
Plugging the rates w+(q) = 1 and w−(q) = q into Eq.
(22), we obtain the intensive rate function of the long-
time average population size in this system:
f(a) =
(
1−√a)2 . (27)
The function f(a) is strictly convex. It vanishes at the
expected value a = 1 and is positive for all other a. It
is shown in Fig. 2 alongside with numerical results, ob-
tained by the DV method [18], which we briefly discuss
in the beginning of Sec. III. The perfect agreement, even
for a moderate value of N = 10, is explained by the fact
that, for this simple process, the WKB result (27) is ex-
act. The WKB result is also exact for the Ehrenfest Urn
Model with non-interacting balls [16].
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
a
I(a,N)
/N
FIG. 2. The rescaled rate function I (a,N) /N = (1−√a)2
for the immigration-death process ∅  A (dashed line) is
compared with numerical results obtained by the DV method
[18] for N = 10 (solid line).
C. A 2A: Giant disparity of probability and
dynamical phase transition at N →∞
Expressions (20) and, for single-step processes, (22)
are not always correct. Indeed, the shifted saddle point
with coordinate a may not exist, or it may be unaccessi-
ble for some initial conditions. But even if it exists and
is accessible, there can be a different trajectory with a
lesser action, which does not stay in a close vicinity of
the shifted saddle point. We will illustrate these general
arguments on the example of a well-known branching-
coalescence process
A
1−→ 2A, 2A 2/N−−→ A, (28)
with per-capita rates 1 and 2/N , respectively. This pro-
cess exhibits nontrivial dynamics only if it starts from a
nonzero number of particles, and we will suppose that
this is the case. The branching rate W+(n) is given by
the product of the per-capita branching rate 1 and the
current population size n. The coalescence rate W−(n)
is given by the product of the per-capita coalescence rate
2/N and the number of pairs in the population of n par-
ticles, n (n− 1) /2. As a result,
W+(n) = n, W−(n) =
n (n− 1)
N
. (29)
This process also obeys the detailed balance condi-
tion (24), and the equilibrium distribution is again Pois-
son:
pin =
Nn
(eN − 1)n! , n = 1, 2, . . . . (30)
However, as we will see now, the large deviation func-
tion of the long-time average population size is more in-
teresting here than for the immigration-death process.
Applying the direct WKB method and using Eqs. (5)
and (29), we identify the leading-order rates w+(q) = q
5and w−(q) = q2. Recklessly using Eq. (22), we would
obtain the intensive rate function
f(a) =
(√
a− a)2 , (31)
shown in Fig. 3 by the dotted line. This function is ob-
viously non-convex for a < 9/16. Actually, it is non-
convex, according to the supporting line definition of
convexity, for all 0 < a < 1. This arises suspicion, and
indeed Eq. (31) turns out to be incorrect on the whole
interval 0 < a < 1. In order to see why, let us explore the

0 916 1 1.5
0.00
0.05
0.10
0.15
0.20
0.25
0.30
a
I(a,N)
/N
FIG. 3. The rescaled rate function I (a,N) /N for the
branching-coalescence process A  2A: theory versus nu-
merics. Dotted line: prediction of Eq. (31), which turns out
to be correct only for a ≥ 1. Dashed line: correct leading-
order result from Eq. (36). Solid line: numerical results for
I (a,N) /N , obtained by the DV method [18] for N = 100.
phase portrait of the system. The deterministic equation
(6) takes the form q˙ = q− q2. The attracting fixed point
is again q = 1, but now there is also a repelling fixed
point at q = 0. This fact turns out to be crucial, as the
effective mechanical system can now stay for a long time
at the fixed point q = 0 without the need to “spend” any
action. Let us see how it works. The phase portraits of
the unconstrained Hamiltonian,
H0 (q, p) = q (e
p − 1) + q2 (e−p − 1) , (32)
is shown in Fig. 4b. The repelling and attracting
fixed points of the deterministic dynamics become sad-
dle points (q, p) = (0, 0) and (q, p) = (1, 0), respec-
tively. In addition, an elliptic fixed point appears at
(q, p) = (1/4,− ln 2).
For the flow described by the constrained Hamiltonian,
H (q, p, µ) = q (ep − 1) + q2 (e−p − 1)+ µq, (33)
the three fixed points become µ-dependent. The saddle
point (0, 0) of the unconstrained Hamiltonian becomes
[0, ln(1 − µ)]. It exists for µ < 1. The nontrivial saddle
point exists for µ > −1/8, and the elliptic point exists for
−1/8 < µ < 1. At µ = −1/8 the latter two fixed points
merge, and for µ < −1/8 they disappear: compare panels
c and d in Fig. 4. As one can check, for all µ ≥ −1/8,
the value of q of the nontrivial saddle point is greater

(a)
0.0 0.5 1.0 1.5 2.0
-2
-1
0
1
q
p

(b)
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p
FIG. 4. The phase portrait of the constrained Hamilto-
nian (33) of the branching-coalescence process A  2A for
µ = 0.32... (a), 0 (no constraint) (b), −0.12... (c), and −0.2
(d). The q-values of the nontrivial saddle point (shown by
the fat dot) in panels (a), (b) and (c), are 3/2, 1, and 2/3,
respectively. The thick trajectory on panel (b) corresponds
to the family of instanton solutions (34).
than or equal to 9/16; the equality occurs at µ = −1/8.
The absence of a nontrivial saddle point with q < 9/16
(see Fig. 4d) explains why Eq. (31) cannot be correct for
a < 9/16.
What happens for 9/16 < a < 1? Here the nontrivial
saddle point is accessible for some initial conditions, and
inaccessible for others. More importantly, there is a tra-
jectory of a different type, which corresponds to µ = 0,
provides any specified value of a ∈ (0, 1) and has a lesser
action. This trajectory is closely related to the exact
one-parameter family of instanton solutions of the un-
constrained Hamilton equations:
q (t, C) =
1
1 + et+C
, p (t, C) = − ln (1 + et+C) . (34)
These solutions, depicted in Fig. 5, satisfy the bound-
ary conditions q (t = −∞, C) = 1, q (t =∞, C) = 0,
p (t = −∞, C) = 0 and p (t =∞, C) = −∞. They cor-
respond to the zero-energy phase trajectory p = ln q,
indicated by the thick line on Fig. 4b. When T  1,
they can serve as approximate solutions on the finite in-
terval 0 < t < T , and they are accurate up to corrections
which are exponentially small with respect to T  1.
Furthermore, one can always choose the constant C so
that condition (17) is satisfied for any 0 < a < 1. The
action (11) for each of these trajectories is equal (again,
up to exponentially small corrections in T ) to
s =
∫ 0
1
p(q) dq =
∫ 0
1
ln q dq = 1. (35)
60 1/3 2/3 10.0
0.2
0.4
0.6
0.8
1.0
t / T
q
FIG. 5. Two examples of the instanton solutions (34) satis-
fying condition (17) for a ≤ 1 up to exponentially small cor-
rections in T  1: q (t, C = −T/3) (solid line, corresponds to
a = 1/3) and q (t, C = −2T/3) (dashed line, corresponds to
a = 2/3).
Crucially, this action is independent of T . As a result, the
intensive rate function f(a) = s/T vanishes at T → ∞
and 0 < a < 1, and we arrive at
f (a) =
{
0, a ≤ 1,
(a−√a)2 , a ≥ 1. (36)
Therefore, the probabilities of observing a < 1 and a > 1
are dramatically different. Notably, f(a) is continuous
with its first derivative f ′(a) at a = 1. The second
derivative, however, has a jump at a = 1 which can be
interpreted as a dynamical phase transition of second or-
der. The appearance of a giant disparity in f(a), and
of a second-order phase transition, in a simple reversible
one-population model is quite remarkable.
The sharp transition, however, is observed only in the
limit N →∞. A valuable insight into finite-N effects can
be achieved if we go beyond the WKB method and try to
interpret the unexpected result f(a) = 0 at 0 ≤ a ≤ 1 in
the language of the exact microscopic process A  2A.
We can easily do it for one particular value of n: n = 1.
What is the probability to observe, for very large T , the
average population size equal to 1 [26]? The only stochas-
tic trajectory that can contribute to this average popula-
tion size is the one where n (t) = 1, while the branching
process A→ 2A is suppressed for the whole time T  1.
The probability of the stochastic trajectory n (t) = 1 dur-
ing the time T is e−T , hence I (a = 1/N,N) = 1. Conse-
quently, in the limit N  1, we get f (a = 0) = 0. On the
other hand, I (a,N) vanishes at a ' 1 (for N  1), so
that f (a = 1) = 0. As we expect the rate function to be
convex, it must satisfy f (0 ≤ a ≤ 1) = 0, in agreement
with the first line of Eq. (36), predicted by the direct
WKB method.
The direct-WKB prediction (36) for f(a) is presented
in Fig. 3 alongside with numerical results obtained by
the DV method [18] for N = 100. One can see excel-
lent agreement for a > 1 (which is not surprising, as in
this regime the solution comes from the shifted saddle
point). The numerical result at a = 1/N perfectly agrees
with the exact result I (a = 1/N,N) /N = 1/N , quoted
above. It follows immediately from I (a = 1/N,N) = 1,
I (a ' 1, N) = 0 and the expected convexity of I(a) that
I (a,N)
N
≤ 1− a
N
+O
(
1
N2
)
, 0 ≤ a ≤ 1. (37)
The numerics indeed indicate a linear behavior of
I (a,N) /N as a function of a, with slope −1/N , so that
the upper bound (37) is in fact very close to the actual
value of I (a,N) /N . Our next goal will be to derive a
subleading WKB asymptotic which describes the finite
N effects observed in the numerics.
III. WKB FOR DV
A. DV method
The exact DV method [18] reduces the determination
of the rate function I (a,N) in the T → ∞ limit to the
solution of an eigenvalue problem. In most cases this
eigenvalue problem can only be solved numerically. Fig-
ures 2 and 3 show such numerical solutions which we ob-
tained for the processes 0 A and A 2A, respectively.
In this section we will show how to solve this eigenvalue
problem analytically, albeit approximately, by exploiting
the large parameter N  1. We will do it by developing
a different version of WKB theory, which is applied to
the DV eigenvalue problem.
We will start with a brief description of the DV
method. Consider a general jump process, governed by
a master equation of the form
∂tPn (t) =
∞∑
m=1
L+n,mPm(t). (38)
For a single-step process (4) Lˆ+ is a tridiagonal matrix.
The Ga¨rtner-Ellis [27] theorem states that the rate func-
tion I (a,N) is given by the Legendre-Fenchel transform,
I (a,N) = max
k
{kNa− λ (k,N)} , (39)
of the scaled cumulant generating function λ (k), defined
as
λ (k,N) = lim
T→∞
1
T
ln
〈
eTkNa
〉
, (40)
where 〈...〉 denotes averaging over possible values of a.
According to DV, λ (k,N) is equal to the largest eigen-
value of an auxiliary operator Lˆk:
λ (k,N) = ξmax
(
Lˆk
)
, (41)
where
Lkn,m = Ln,m + nkδn,m (42)
7is a tilted version of the operator Lˆ, which is the Hermi-
tian conjugate of Lˆ+. For any value of a, the Legendre-
Fenchel transform (39) associates a value of k. We will
denote it by k∗ (a,N), so that
I (a,N) = k∗ (a,N)Na− λ [k∗ (a,N) , N ] . (43)
We used (a truncated version of) this method to perform
our numerical calculations.
B. 1/N expansion and WKB for DV
Employing the small parameter 1/N , we can seek the
rate function perturbatively:
I (a,N) = NI0(a) + I1(a) +O
(
1
N
)
. (44)
In the absence of the phase transition in the limit of
N → ∞, both I0(a) and I1(a) are of order 1. For the
branching-coalescence process (and other models which
exhibits a phase transition of this type) I0(a) and I1(a)
are of order 1 only for a > 1. For a < 1 we should expect
I0(a) = 0, so the rate function is
I (a,N) = I1(a) +O
(
1
N
)
, a < 1. (45)
It is this, more interesting case, that we will focus on
[28]. We additionally assume that a  1/N , as the
WKB approximation does not hold for n = O(1). As
we will see, the WKB approximation also breaks down
for a very close to 1, and we will use a different approxi-
mation there.
By virtue of Eqs. (43) and (45), k∗ (a,N) must be of
order 1/N , and λ [k∗ (a,N) , N ] must be of order 1, so we
should set
k∗ (a,N) ' k
∗
1(a)
N
, (46)
λ [k∗ (a,N) , N ] ' λ
[
k∗1(a)
N
,N
]
= Λ [k∗1 (a)] , (47)
where the unknown functions k∗1(a) and Λ(k1) are of or-
der 1. The last equality in Eq. (47), where we introduce
a new function Λ [k∗1 (a)], follows from the demand that
λ [k∗1(a)/N,N ] = O(1) does not depend on N . Plugging
Eqs. (46) and (47) into Eq. (39) yields
I1(a) = max
k1
{k1a− Λ (k1)} . (48)
Let us determine the function Λ(k1), specializing our cal-
culations to the branching-coalescence model. The aux-
iliary operator Lˆk of the DV method is
Lkn,m =
n (n− 1)
N
δn−1,m + n δn+1,m
−
[
n+
n (n− 1)
N
− n
N
k1
]
δn,m, (49)
where we have set k ' k1/N , see Eq. (46). Let us con-
sider the eigenvalue problem for the right eigenvector rn,
∞∑
m=1
Lkn,mrm = ξrn, (50)
and find the maximal eigenvalue ξ = Nξ0 + ξ1 + . . .
by using WKB approximation. As in the direct WKB
method, we define q = n/N , make a WKB ansatz
rn → r(q) = eNS(q) (51)
and treat q as a continuous variable, so that
rn±1 → r
(
q ± 1
N
)
= eNS(q)±S
′(q)+ 12N S
′′(q)+.... (52)
When we plug this ansatz into Eq. (50), the factor eNS(q)
will cancel out, so we will ignore it from now on. Before
making the ansatz, we expand S(q) in the powers of 1/N :
S(q) = S0(q) +
1
N
S1(q) +
1
N2
S2(q) + ..., (53)
so that
r
(
q ± 1
N
)
∝ e±S′0(q)+ 12N S′′0 (q)± 1N S′1(q)
' e±S′0(q)
[
1 +
1
2S
′′
0 (q)± S′1(q)
N
]
. (54)
Now we make the ansatz and obtain
e−S
′
0(q)
[
Nq2 − q + q
2
2
S′′0 (q)− q2S′1(q)
]
+ eS
′
0(q)
[
Nq +
q
2
S′′0 (q) + qS
′
1(q)
]
− (Nq +Nq2 − q − qk1) = Nξ0 + ξ1. (55)
In the O(N) order we obtain a time-independent
Hamilton-Jacobi equation
H0 [q, S
′
0 (q)] = ξ0 (56)
with the Hamiltonian H0 (q, p0), defined in Eq. (32). The
quantity ξ0 plays the role of the (conserved) energy. We
immediately notice that H0 (q, p0), and therefore ξ0, do
not depend on k, so that we can evaluate them at k = 0.
But for k = 0, the right eigenvector, which corresponds
to the maximal eigenvalue, is a constant which can be
set to be rk=0 = 1 [13]. As a result, p0(q) ≡ S′0 (q) = 0,
and Eq. (56) yields ξ0 = ξ
(k=0)
0 = 0. This result coincides
with the one obtained by the direct WKB method, where
we found that the energy of the optimal trajectory is zero
for any 0 < a ≤ 1 [29].
The sub-leading correction emerges from the terms
O(1) of Eq. (55). Using the equalities p0(q) = p
′
0(q) = 0,
we obtain
q(1− q)S′1(q) + k1q = ξ1. (57)
8This is again a time-independent Hamilton-Jacobi equa-
tion, with the Hamiltonian H1 (q, p1) = q (1− q) p1+k1q.
Solving Eq. (57) for S′1(q), we see that S
′
1(q) diverges at
q = 1 unless we set ξ1 = k1. As a result, S1(q) = k1 ln q
[30]. The divergence of S1(q) at q = 0 is not dangerous,
because at q = O(1/N), that is at n = O(1), our contin-
uous WKB approximation for rn breaks down anyway.
By virtue of ξ1 = k1 and Eqs. (41) and (47), we obtain
Λ (k1) = k1. (58)
Before we use this result in Eq. (48), we will show that
k1 is bounded from below by −1. Let us return to the
exact eigenvalue problem (50):
n (n− 1)
N
rn−1 +nrn+1−
[
n+
n (n− 1)
N
− nk
]
rn = ξrn.
(59)
In particular, for n = 1 we obtain
r2
r1
= 1− k + ξ. (60)
All components of the eigenvector, corresponding to the
maximum eigenvalue, and in particular r1 and r2, must
have the same sign [13, 31]. (A familiar analog is a
ground-state wave function which does not have nodes.)
Therefore, the right hand side of Eq. (60) must be pos-
itive. Using the scalings k ' k1/N and ξ ' ξ1 [see
Eqs. (41), (46) and (47)], we obtain
1− k1
N
+ ξ1 > 0. (61)
To avoid excess of accuracy, we ignore the term −k1/N
and obtain the inequality ξ1 > −1. Applying now the
WKB result (58), we see that k1 > −1. To remind the
reader, this result is valid only in the WKB regime. Using
this bound and Eq. (58) in Eq. (48), we obtain
I1(a < 1) = max
k1>−1
{k1a− k1} = 1− a, (62)
that is the maximum is reached at the boundary.
The nonzero rate function (62) removes the degeneracy
I (a,N) = 0 at 0 ≤ a ≤ 1, that we previously observed
at N →∞.
The continuous WKB theory breaks down at a =
O (1/N), so Eq. (62) is inapplicable there. It is also in-
applicable too close to a = 1, where the WKB action is
small. Fortunately, in a close vicinity of a = 1 one can
approximate [16, 22] the exact master equation of the
jump process by a continuous Fokker-Planck equation,
using the Van Kampen system-size expansion [10]. This
leads to an effective Ornstein-Uhlenbeck process, and we
obtain (see e.g. Eq. (49) in Ref. [13])
I (a,N) ' N
4
(a− 1)2 , (63)
corresponding to the Gaussian asymptotic of P (n¯T = a)
as a function of a near the expected value a = 1. Equa-
tion (63) also follows from a Taylor expansion around
a = 1 of the a > 1 branch of I(a) from Eq. (36). No-
tably, the smooth Gaussian asymptotic clearly implies
that the second-order phase transition is an attribute of
the leading-order WKB approximation. Using Eqs. (62)
and (63), we can establish the applicability condition of
Eq. (62) at a close to 1: 1−a 1/N . Putting everything
together, we obtain
I (a,N)
N
'

1− a
N
, a 1N and 1−a 1N , (64)
(1− a)2
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, 0 ≤ 1− a 1N
or 0 ≤ a− 1 1, (65)(
a−√a)2, a ≥ 1 . (66)
The asymptotics (65) and (66) coincide in their joint re-
gion 0 ≤ a− 1 1.
Our numerics, see Fig. 6, show that the exact rate
function is strictly convex. This feature is most clearly
observed at not too large N or at small a. The approxi-
mate expression (64) is not strictly convex, but it is nat-
ural to assume that strict convexity will appear in the
next order of the perturbation procedure [32]. Figure 6
compares the asymptotics (64)-(66) with numerical re-
sults, obtained by the DV method [18], for N = 20 and
100. As one can see, the WKB approximation improves
for larger N .
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0.07
a
I(a,N)
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(b)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0
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0.04
0.05
0.06
0.07
a
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/N
FIG. 6. The rescaled rate function I (a,N) /N for the process
A  2A with N = 20 (a) and N = 100 (b), as predicted
by WKB theory [Eqs. (64) (dashed line), (65) (dotted line)
and (66) (dashed line)] is compared with numerical results,
obtained by the DV method [18] (solid line). The WKB ap-
proximation improves for larger N . Noticeable in (a) is an
infinite negative slope at a = 1/N .
9Figure 7 shows our numerical results for the stationary
distribution pin(a) of the branching-annihilation process,
conditioned on a given value of a (or k). This distribu-
tion is given by the properly normalized product of the
right and left eigenvectors, pin = rnln for a fixed value
of a (or k) [31, 33]. Remarkably (but a posteriori not
surprisingly), for 1/N < a < 1 the conditional distribu-
tion pin is bimodal: one of its two peaks is at n ' N , the
other is at n = 1. As N increases, the two peaks become
well separated, and the area under the peak at n = N
approaches a, whereas the area under the peak at n = 1
approaches 1−a. This is in a remarkable agreement with
the prediction of our direct WKB analysis of Sec. II C.
Indeed, for a < 1 the optimal trajectory is such that the
population has size N for time aT and then, after a short
transient, size 1/N (which, in the direct WKB method,
is indistinguishable from zero) for time (1− a)T .
IV. DISCUSSION
Time-averaged quantities provide a useful character-
ization of stochastic populations. Here, using a WKB
approximation, we observed, at N → ∞, a dynamical
phase transition and a giant disparity in the large devia-
tion function (LDF) of the time-averaged population size
of the branching-coalescence process. These effects result
from a qualitative change in the “optimal” trajectory of
the underlying Hamiltonian classical mechanics problem.
The phase transition is in fact smoothed at finite N , but
the probabilities of observing unusually small and un-
usually large values of the time-averaged population size
remain dramatically different. In order to resolve the
degeneracy f(a) = 0 at 0 ≤ a ≤ 1, obtained in the
leading WKB order, we developed a different version of
WKB method, which is applied in conjunction with the
Donsker-Varadhan large-deviation formalism and goes
beyond the leading-order calculations in 1/N . A simi-
lar in spirit methodology has been recently implemented
for a continuous diffusion process [34], where a (very dif-
ferent) singularity of a large deviation function, and its
regularization, have been studied.
From a more general perspective, our work provides
an additional example of a singularity in a LDF of a
time-integrated fluctuating quantity which appears in the
weak-noise limit N → ∞. A somewhat similar in spirit
singularity (also of second order) appears in the LDF of
the time- and space-integrated current in certain diffusive
lattice gases in systems with periodic boundaries [35, 36].
The details, however, are quite different.
Our results, obtained for the branching-annihilation
model, can be immediately generalized to a whole fam-
ily of single-species stochastic population models, which
have a nontrivial (that is, non-empty) steady state, corre-
sponding to a non-trivial attracting fixed point of deter-
ministic theory. A sufficient condition for the emergence
of a giant probability disparity at large N , and a second-
order dynamical phase transition in the limit of N →∞,
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FIG. 7. Stationary distribution pin(a), conditional on a spec-
ified a, found numerically by the DV method with N = 25.
(a): a ' 1.10 (circles) and a ' 1.00 (squares). Also shown by
diamonds is the exact stationary distribution (30); the squares
and diamonds coincide. (b): a ' 0.84 (circles) and a ' 0.68
(squares). (c): a ' 0.45 (circles) and a ' 0.045 (squares).
Inset: a = 1/N = 0.04. Note the different vertical scale in
different panels. For a < 1, pi is bimodal.
is the presence of a repelling fixed point at q = 0. We
can even relax the demand of the non-empty steady state
by conditioning the process on the population survival by
the time T over which the long-time average is calculated.
It would be interesting to complete our calculations of
I (a,N) in the regions a = O (1/N) and 1−a = O (1/N),
where WKB theory breaks down. It would be also inter-
esting to study statistics of the time-averaged population
size for stochastic populations which exhibit switches be-
tween two metastable states. In the deterministic de-
scription, these populations have two attracting fixed
points, and a repelling point in between. A host of ad-
ditional interesting questions concerns multi-population
systems which describe coexistence of species.
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Finally, a giant disparity and a second-order dynami-
cal phase transition should also appear, in the weak-noise
limit, in LDFs of time-averaged quantities in continu-
ous systems with multiplicative noise. In analogy to our
work, this can happen in the presence of an attracting
fixed point q 6= 0 and a repelling fixed point q = 0 in the
deterministic limit.
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