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Re´sume´
Cette the`se a pour but d’e´tudier l’impact de la taille des grains sur la rhe´ologie du manteau terrestre. Nous avons
propose´ un nouveau mode`le d’e´volution de la taille des grains et montre´ que les e´tats d’e´quilibre qu’il pre´voit sont
en ade´quation avec les donne´es expe´rimentales obtenues sur des e´chantillons d’olivine. Ce mode`le est illustre´ par des
simulations nume´riques d’une zone de cisaillement et de convection du manteau. Nous avons montre´ que notre formalisme
favorise la localisation la de´formation et modifie le re´gime de convection des plane`tes.
Notre mode`le propose que l’e´volution d’une distribution de tailles de grains soit entie`rement contrainte par l’e´nergie
des joints de grains. Cette e´nergie diminue lors de la croissance normale et augmente lors de la recristallisation dynamique.
Notre mode`le stipule que l’e´nergie ne´cessaire a` la nucle´ation des nouveaux grains est soustraite a` l’e´nergie dissipe´e dans
le mate´riau par les dislocations. Meˆme lorsque les grains de taille moyenne sont en re´gime diffusif, les grains les plus gros
se de´forment en re´gime dislocatif, peuvent continuer a` subir de la recristallisation et ainsi peuvent concourir a la re´duction
de la taille moyenne. Lorsque les effets de la croissance et de la nucle´ation se compensent, nous pouvons comparer l’e´tat
d’e´quilibre obtenu avec les donne´es expe´rimentales. Nous montrons que le partitionnement de l’e´nergie fournie de´pend
principalement de la tempe´rature.
Ce mode`le est ensuite teste´ dans une simulation nume´rique de zone de cisaillement. Dans ce syste`me, selon la
tempe´rature, la contrainte de´viatorique et la taille des grains, la de´formation peut s’effectuer en re´gime de diffusion
ou en re´gime de dislocation. Contrairement a` nos attentes, notre mode`le montre que la de´formation se localise moins
efficacement lorsque le coeur de la zone de cisaillement passe en re´gime de diffusion. La taille des grains semble fa-
voriser l’apparition des zones de cisaillement en y baissant la viscosite´ mais ne semble pas localiser intrinse`quement la
de´formation.
Finalement, nous avons teste´ notre e´quation de l’e´volution de la taille des grains a` l’aide de simulations nume´riques
de convection du manteau. La tempe´rature e´tant e´leve´e dans le manteau, nous avons conside´re´ que les grains e´taient tous
dans l’e´tat d’e´quilibre pre´vu par notre mode`le. Nous avons observe´ que la taille des grains peut suffire a` modifier le re´gime
i
de convection des plane`tes en cre´ant une couche tre`s non-Newtonienne dans leur lithosphe`re.
Cette the`se a montre´ que la taille des grains influence fortement la dynamique des plane`tes en localisant la de´formation
a` leur surface. Le nouveau mode`le qu’elle propose apporte une vue nouvelle sur la cre´ation et l’entretien du re´gime de
tectonique des plaques.
ii
Grain Size and localization of deformation in
the lithosphere - Summary
In this thesis, I studied the impact of grain size on the rheology of the mantle of the Earth. We propose a new model
of grain size evolution and show that the equilibrium states it predicts are in good agreement with the experimental data
obtained on olivine samples. This model is illustrated by numerical simulations of mantle convection and shear zones.
I show that our formalism has a non-negligible effect on the localization of deformation in shear zones and strongly
modifies the convection regimes of planets.
In our formalism, we propose that the energy of a grain size distribution is fully constrained by the energy of the
grain boundaries. This energy diminishes during grain growth and increases during dynamic recrystallization. Our model
stipulates that the amount of energy required to nucleate new grains, which is a dislocation-assisted process, is substracted
to the energy dissipated in the material. We also show that even when the mean grain size is located in the diffusion
regime, the biggest grains of the distribution can remain in the dislocation regime and continue to nucleate smaller grains.
Thus, the mean grain size can decrease, even in the diffusion regime. When the growth and recrystallization processes
are equivalent, the grain size distribution reaches an equilibrium state which can be compared with experimental data
(various published olivine piezometers). The experimental calibration of our model shows that the partitionning of energy
is principally temperature-dependent.
I test this new model in a fully viscous numerical simulation of shear zone with a non-Newtonian- grain size-dependent
viscosity. In this system, depending on the temperature, grain size or thermal state, the deformation can locally operate in
diffusion or dislocation regime. Paradoxally, my model shows that the deformation is more localized when the shear zone
is in the dislocation regime, where the viscosity does not depend on grain size. We observe that the grain size parameter
tends to favor the apparition of shear zones because it minors the stress field but is insufficient to localize deformation in
iii
the case of a constant plate velocity. A grain size-activated localization of deformation seems to require a time-dependent
stimulation which is typically obtained in visco-elasto-plastic configurations.
Finally, I have tested our grain size evolution model, in its static form, in a set of numerical simulations of mantle
convection. Our model shows that the grain size reaches its equilibrium very quickly in sub-lithospheric conditions. Thus,
I have considered that the grain size distribution is always in the equilibrium state predicted but our model. I show that
the consideration of the grain size parameter can fully modify the convection regimes of telluric planets. When surface
stresses are high enough to reach the diffusion regime, the stagnant lid usually obtained with very temperature-dependent
viscosities is broken by a very non-Newtonian and grain size-dependent top layer.
This thesis shows that grain size strongly influences the dynamics of planets in localizing the deformation in their
surfaces. The model we propose brings a new view of the creation of plate tectonics at the surface of the Earth.
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Introduction
Proble´matique
Le re´gime de tectonique des plaques re´gissant la surface de la Terre est mal compris. Les e´tudes de la convection des
plane`tes montrent qu’il est difficile d’observer ce comportement de surface en utilisant les lois rhe´ologiques classiques
des roches. En particulier, la localisation de la de´formation observe´e sur Terre aux frontie`res des plaques et l’existence
des grandes zones de cisaillement restent des challenges pour la simulation nume´rique.
Plusieurs parame`tres physiques sont suspecte´s d’avoir une influence forte sur la tectonique des plaques mais aucun
mode`le n’a su rendre compte de toutes les caracte´ristiques des plaques terrestres. En particulier, la taille des grains est de
plus en plus e´tudie´e comme parame`tre localisant mais son e´volution au cours du temps est mal contrainte. Cette the`se a
pour but d’e´tudier l’impact de la taille des grains sur la ge´ne´ration et la permanence de la tectonique des plaques. Elle
propose un nouveau mode`le d’e´volution de la taille des grains, illustre´ par des simulations nume´riques de convection du
manteau ainsi que des mode´lisations d’une zone de cisaillement.
Cette the`se montre que la taille des grains posse`de un impact tre`s important sur le re´gime de convection des plane`tes
et peut influencer la localisation de la de´formation dans les zones de cisaillement. Le nouveau mode`le d’e´volution de la
taille des grains propose´ dans ce manuscrit (article soumis a` publication, chapitre 3) apporte donc un nouvel outil pour
l’e´tude de la convection des plane`tes et de la tectonique des plaques sur Terre.
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Plan de the`se
Le chapitre 1 pre´sente brie`vement la dynamique de la Terre et en particulier le comportement de la lithosphe`re. Nous
montrons que la tectonique des plaques est mal comprise et que plusieurs parame`tres sont susceptibles d’y jouer un roˆle
de´terminant. L’enjeu majeur de la compre´hension de la tectonique des plaques terrestres semble eˆtre de comprendre quels
parame`tres favorisent la localisation de la de´formation aux frontie`res des plaques.
Le chapitre 2 re´sume les modes de de´formation visqueuse de l’olivine et offre une compilation des parame`tres
expe´rimentaux mis en e´vidence pour ce mine´ral. Quatre types de fluage y sont de´taille´s : les re´gimes de diffusion, de dis-
location, de glissement sur les joints de grains ainsi que le fluage de Peierls. Ce chapitre pre´sente e´galement les mode`les
d’e´volution de la taille des grains (croissance statique, recristallisation dynamique) ainsi que les donne´es expe´rimentales
concernant l’olivine. Les divers processus physiques a` l’e´chelle du grain y sont discute´s et repre´sentent le point de de´part
de notre travail.
Un nouveau mode`le d’e´volution de la taille des grains est pre´sente´ dans le chapitre 3. Cet article (soumis a` publication
au pe´riodique : “Geophysical Journal International”), co-e´crit avec Yanick Ricard et Dave Bercovici expose comment
nous avons adapte´ la the´orie ge´ne´rale d’e´volution de la taille des grains (re´cemment publie´e par les deux co-auteurs Ricard
et al. (2009)) au cas des distributions lognormales (distribution la plus largement utilise´e par les expe´rimentateurs). Le
formalisme d’e´volution de la taille des grains que nous pre´sentons est le premier a` respecter la conservation de l’e´nergie
et le second principe de la thermodynamique.
A la suite de cet article, toujours dans le chapitre 3, nous illustrons notre mode`le d’e´volution de la taille des grains
par la simulation d’une zone de cisaillement a` une dimension. Nous e´tudions l’impact d’une rhe´ologie de´pendant de la
tempe´rature et de la taille des grains et la comparons avec le re´gime de dislocation seul. Il apparaıˆt qu’une viscosite´
de´pendante de la taille des grains localise faiblement la de´formation dans les conditions de la lithosphe`re de la Terre.
Nous montrons que la localisation de la de´formation est plutoˆt due a` la dissipation visqueuse.
Nous constatons que la taille des grains atteint tre`s rapidement son e´quilibre dans les conditions de tempe´rature de la
lithosphe`re. La rhe´ologie des roches de´pend alors fortement de l’intensite´ des contraintes de´viatoriques qu’elles subissent,
et pas de la vitesse de de´formation. Le chapitre 4 re´sume donc les lois d’e´chelle des contraintes de´viatoriques (et du flux
de chaleur) dans le manteau terrestre. Nous pre´sentons les diffe´rents re´gimes de convection inhe´rent a` la de´pendance
en tempe´rature de la viscosite´. Dans le cas de la convection dans le re´gime du couvercle stagnant, nous montrons que
plusieurs lois d’e´chelles du flux de chaleur et de la contrainte de´viatorique ont e´te´ propose´es.
Le chapitre 5 pre´sente des simulations de convection du manteau que nous avons effectue´es. Dans le but de ca-
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racte´riser pleinement l’e´tat des contraintes dans la lithosphe`re, nous avons teste´ l’effet des rhe´ologies Newtoniennes et
non-Newtoniennes. Par ailleurs, nous montrons que l’approximation de Frank-Kamenestkii, tre`s largement utilise´e, intro-
duit une erreur dans le calcul du flux de chaleur et ne permet pas une pleine re´solution des contraintes maximales a` la
surface de la Terre.
Finalement, nous pre´sentons un ensemble de simulations de la convection du manteau dans lesquelles la rhe´ologie
de´pend de la taille des grains. Dans la lithosphe`re, les contraintes e´tant tre`s e´leve´es, les roches rentrent dans le re´gime de
diffusion et la rhe´ologie devient tre`s non-Newtonienne. Nous montrons que la conside´ration de la taille des grains peut
suffire a` briser le couvercle stagnant et tendre vers d’autres re´gimes de convection. En particulier, nous observons qu’il est
possible d’atteindre un re´gime proche de celui de la tectonique des plaques sur Terre ainsi qu’un re´gime e´pisodique plutoˆt
similaire au comportement de la surface de Ve´nus. Nous de´montrons que la conside´ration de la taille des grains dans la
lithosphe`re peut avoir un impact conside´rable sur le re´gime de convection qu’emprunte la plane`te.
3
4
Chapitre 1
Proprie´te´s me´caniques de la lithosphe`re
1.1 Structure de la Terre
La Terre est constitue´e de couches concentriques. D’un point de vue compositionnel, son centre est forme´ d’un noyau,
surplombe´ par le manteau, lui meˆme recouvert par la crouˆte (cf.figure 1.1). D’un point de vue me´canique, on conside`re la
surface de la Terre constitue´e d’une lithosphe`re (partie supe´rieure cassante forme´e de plaques tectoniques) sous laquelle
se trouve l’asthe´nosphe`re et la me´sosphe`re, re´gions ductiles, puis le noyau, essentiellement liquide.
1.1.1 Le noyau
Le noyau est constitue´ de deux parties tre`s diffe´rentes. Au centre se trouve une graine solide d’environ 1220 km de
rayon, compose´e essentiellement de fer solide sous tre`s haute pression. Cette graine a des proprie´te´s d’anisotropie et
d’atte´nuation tre`s complexes (les ondes sismiques se propagent plus rapidement suivant l’axe Nord Sud que dans le plan
e´quatorial (cf. Morelli et al. (1986))) et posse`de peut-eˆtre une structuration radiale (”innermost inner core”, cf. Anderson
(2002)). Au dessus de la graine, les conditions de pression et de tempe´rature sont telles que le me´tal qui la constitue
n’est plus stable a` l’e´tat solide. Le noyau solide est donc surplombe´ d’une deuxie`me partie liquide d’environ 2260 km
d’e´paisseur. Cette couche de me´tal en fusion concentre les e´le´ments le´gers fractionne´s lors de la cristallisation de la
graine. Les mouvements de la partie liquide du noyau ge´ne`rent le champ magne´tique qui prote`ge l’atmosphe`re de la Terre
du vent solaire. Les sources de cet e´coulement, fortement controle´ par la rotation terrestre, sont le refroidissement du
noyau (convection thermique) et la libe´ration d’e´le´ments le´gers a` la surface de la graine (convection compositionelle). Du
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FIG. 1.1 – Coupe sche´matique de la Terre et de´nomination mine´rale de la phase la plus abondante.
fait du refroidissement progressif de la plane`te, la graine est en croissance permanente. La densite´ du noyau est comprise
entre 104 kg m−3 et 1.3 104 kg m−3, sa tempe´rature va de 4000 K a` la limite noyau-manteau a` environ 7000 K au centre
de la plane`te et la pression y est comprise entre 130 et 370 GPa.
1.1.2 Le manteau
Au dessus du noyau, le manteau et la crouˆte contiennent la totalite´ des roches de la plane`te, principalement a` l’e´tat
solide. On distingue cinq couches diffe´rentes dans le manteau, que l’on regroupe en deux parties : le manteau infe´rieur
(forme´ de deux couches) et le manteau supe´rieur (forme´ de trois couches). Une fois encore, c’est la pression qui est res-
ponsable de cette organisation en couches concentriques, mais un flux permanent redistribue la matie`re entre les couches
dans le mouvement ge´ne´ral de la convection thermochimique.
En effet, plusieurs phe´nome`nes physiques engendrent la convection du manteau. Tout d’abord, la radioactivite´ natu-
relle des roches est une source d’e´nergie conside´rable (environ 20 TW), de meˆme que le refroidissement se´culaire (environ
20 TW e´galement) et enfin la puissance fournie par le noyau (5− 10 TW) (cf. Jaupart et al. (2007)). La Terre est donc le
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sie`ge de flux de chaleur permanents, son manteau e´tant soumis a` une diffe´rence de tempe´rature de plus de 3000 K entre
la limite noyau-manteau (CMB) et la surface.
Sous l’effet de la pression (variant de 1 a` 130 GPa), la masse volumique des roches augmente avec la profondeur,
variant entre 3000 et 6000 kg m−3. Etant plus denses (et donc plus lourdes) au fond, on pourrait croire les roches du
manteau dans un e´tat gravitationnellement stable mais il n’en est rien, les variations late´rales de tempe´rature (c’est-a`-dire
a` une profondeur constante) suffisent a` de´stabiliser le manteau (voir l’e´quilibre adiabatique de´crit dans le chapitre 4).
Ces diffe´rences de tempe´rature imposent la convection thermique du manteau. De fac¸on plus marginale, les variations
de composition chimique (par exemple entre la crouˆte oce´anique et la lithosphe`re mantellique subducte´e (Ricard et al.
(2005))) et de phase mine´ralogique (les transitions de phase dependent de la pression et de la tempe´rature, (cf. Christensen
& Yuen (1984), Machetel et al. (1995), Machetel & Humler (2003))) interviennent aussi dans l’e´quilibre me´canique du
manteau.
Malgre´ cette de´formation ge´ne´rale a` l’e´tat solide, le manteau est tout de meˆme compose´ de couches concentriques.
Meˆme si la matie`re est sans cesse redistribue´e a` travers le manteau, la pression la contraint a` se transformer a` certaines
profondeurs, ce qui confe`re tout de meˆme a` la mine´ralogie du manteau une syme´trie sphe´rique (cf. figure 1.1).
La figure 1.2 montre les champs de stabilite´ des mine´raux majeurs du manteau en fonction de la profondeur. Les
e´le´ments principaux du manteau supe´rieur sont l’olivine et ses polymorphes haute-pression (wadsleyite, ringwoodite),
auquels s’ajoutent les grenats et les pyroxe`nes. On note bien les 3 discontinuite´s mine´ralogiques ge´ne´rales releve´es dans la
figure 1.1. Ces trois discontinuite´s forment ce qu’on appelle la zone de transition, couche infe´rieure du manteau supe´rieur.
Sous la zone de transition (apre`s 660 km), la ringwoodite et le grenat deviennent a` leur tour instables et se trans-
forment en perovskites (ferro-magne´sienne et calcique) et oxide (ferro-magne´sienne). Finalement, au fond du manteau,
une dernie`re transition a e´te´ re´cemment de´couverte, la perovskite n’y est pas stable et se tranforme en post-perovskite
(Murakami et al. (2004), Oganov & Ono (2004)). De plus, dans une large zone du manteau inferieur, les composantes
ferreuses subissent une transition de spin (cf. Badro et al. (2004)).
1.1.3 La lithosphe`re et la crouˆte
La lithosphe`re est la couche dure, en partie cassante, qui recouvre le manteau ductile. Cette couche superficielle
englobe des roches mantelliques, dans sa partie infe´rieure, et la crouˆte terrestre, dans sa partie supe´rieure. La ve´ritable
limite manteau-crouˆte (appele´e discontuite´ de Mohorovicˇic´, du nom du chercheur qui en a de´couvert l’existence) est donc
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FIG. 1.2 – Estimation des mine´raux majeurs du manteau terrestre (cf. Ricard et al. (2005)). Notations : Ol : olivine, Wa :
wadsleyite, Rg : ringwoodite, Pv : perovskite, Cpx : clinopyroxene, Gt : grenat, Mw : magnesowustite, CaPv : Calcium
perovskite.
situe´e au coeur de la lithosphe`re.
De´terminer l’e´paisseur de la lithosphe`re demande principalement de connaıˆtre sa structure thermique parce que c’est
la tempe´rature qui controle la rhe´ologie (la pression e´tant conside´re´e a` l’e´quilibre isostatique). La nature mine´ralogique
des roches intervient e´galement pour de´terminer cette limite puisqu’elle change la re´ponse visqueuse de la roche a` la
tempe´rature. Plusieurs mode`les rhe´ologiques de lithosphe`re existent donc selon la nature de la crouˆte qui la domine (cf.
section 1.3.4 , page 22).
Formation de la crouˆte terrestre
On distingue deux types de crouˆte : la crouˆte continentale (de type granite) et la crouˆte oce´anique (de type basalte).
Chacune de ces deux crouˆtes se distingue par la fac¸on dont elle est forme´e.
Crouˆte oce´anique La crouˆte oce´anique est produite aux dorsales, au coeur des oce´ans, par la fusion du manteau remon-
tant a` la surface sous l’effet de la convection. La remonte´e de la pe´ridotite engendre une de´compression adiabatique qui
ge´ne`re de la fusion partielle a` l’extreˆme sommet du manteau. Cette fusion a pour effet de diminuer fortement la viscosite´
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FIG. 1.3 – Synthe`se de la crouˆte oce´anique. Les roches partiellement fondues sous l’effet de la de´compression adiabatique
se diffe´rencient en basaltes et gabbros. On voit que l’e´paisseur de la crouˆte est constante, une fois forme´e, alors que
l’e´paisseur de la lithosphe`re e´volue avec l’aˆge de la plaque.
de la roche, ce qui tend a` localiser la de´formation le long de ce qui devient alors une dorsale. La roche partiellement
fondue recristallise alors en deux couches : une couche de basalte surplombant une couche de gabbro (cf. figure 1.3).
La crouˆte ainsi synthe´tise´e posse`de une masse volumique d’environ 2900 kg m−3 et une e´paisseur moyenne de l’ordre
de 7 km.
Crouˆte continentale La crouˆte continentale est ge´ne´re´e par la diffe´renciation du magma cre´e´ lors de la fusion partielle
des roches du manteau supe´rieur (cf. figure 1.4). Cette diffe´renciation peut s’effectuer dans les coins mantelliques, apre`s
de´shydratation de la lithosphe`re plongeante ou alors a` l’inte´rieur des plaques au cours de divers processus tectoniques (cf.
Rudnick (1995), Tackley (2007)).
L’e´paisseur de la crouˆte continentale varie de 15 a` 80 km et sa masse volumique est d’environ 2700 kg m−3. Elle est
principalement constitue´e de roches granitiques dans sa partie supe´rieure. La crouˆte continentale est principalement d’ori-
gine volcanique (cf. figure 1.4). Dans les zones de subduction, sous l’effet des forces de convection, la crouˆte oce´anique
est amene´e a` plonger dans le manteau, suivant un angle variable. La plaque plongeante emporte avec elle une certaine
quantite´ d’eau pie´ge´e dans la roche (en volume, aux joints de grains etc.). Au fur et a` mesure qu’elle s’enfonce dans le
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FIG. 1.4 – Sche´ma de principe d’une zone de subduction, un me´canisme de cre´ation de la crouˆte continentale.
manteau, la crouˆte oce´anique voit la tempe´rature et la pression augmenter. Ces variations de conditions engendrent une
de´shydratation des mine´raux qui libe`rent alors l’eau dans le manteau supe´rieur sous-continental (figure 1.4) (R.N. An-
derson (1976), Ringwood (1977), Bird (1978), Schubert et al. (2001)). La pre´sence d’eau dans le manteau agit comme
fondant, de´stabilise la pe´ridotite qui rentre alors partiellement en fusion. Le magma ainsi cre´e´ e´tant le´ger, il tend naturel-
lement a` remonter a` la surface, ce qui engendre le volcanisme actif a` l’origine de la crouˆte continentale.
1.2 Tectonique des plaques
La lithosphe`re est trop froide pour eˆtre ductile mais n’est pas pour autant statgnante. La vigueur de la convection est
suffisante pour la briser en une douzaine de blocs rigides (e´lasto-plastiques), appele´s plaques. Chacune de ces plaques
posse`de son mouvement propre, sa vitesse (de l’ordre de quelques centime`tres par an) et est se´pare´e des autres par un
ensemble de frontie`res le plus souvent tre`s localise´es (dorsales, zones de subductions, etc. cf. figure 1.5).
Cette organisation en plaques de la lithosphe`re est un phe´nome`ne singulier en plane´tologie. Les plane`tes telluriques
du syste`me solaire ne posse`dent pas de tectonique de plaques permanente malgre´ la convection de leur manteau. Ve´nus
semble recycler sa surface de fac¸on pe´riodique dans la mesure ou` cette dernie`re pre´sente un aˆge apparent constant de 700
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FIG. 1.5 – Aperc¸u des plaques tectoniques sur Terre (cf. Wessel & Muller (2007)). Les frontie`res de plaques sont
repre´sente´es par les courbes blanches et les parties e´claircies (lorsqu’elles sont de´localise´es, cf. Gordon (2000)). Les
points rouges repre´sentent les zones de forte sismicite´ (cf. Engdahl et al. (1998)). Abbre´viation : AN, Antarctica ; AR,
Arabia ; AU, Australia ; B, Borneo ; CA, Caribbean ; CAP, Capricorn ; CL, Caroline ; CO, Cocos ; EU, Eurasia ; I, Indo-
China ; JF, Juan de Fuca ; NA, North America ; NB, Nubia ; NC, North China ; NZ, Nazca ; OK, Okhotsk ; PA, Pacific ;
PH, Philippine ; SA, South America ; SC, Scotia Sea ; SM, Somalia ; T, Tarim Basin ; Y, Yangtze.
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millions d’anne´es (cf McKinnon et al. (1997)) mais ne pre´sente pas de mouvements permanents en surface.
La figure 1.5 montre la re´partition ge´ographique des plaques tectoniques. Comment se fait-il que la plupart des
frontie`res de ces plaques soient extreˆmement localise´es ? Quelles sont les forces qui permettent l’entretien d’un tel syste`me
dynamique ? Quel est l’impact de cette structure sur le manteau de la Terre ? Que comprenons-nous de la dynamique de
la lithosphe`re ?
Plusieurs e´tudes re´centes (voir par exemple Bunge & Richards (1996); Bercovici et al. (2000)) ont montre´ que la tecto-
nique des plaques posse`de des conse´quences fondamentales sur la dynamique interne de la Terre. Les plaques plongeantes
organisent la ge´ome´trie des manteaux supe´rieur et infe´rieur parce qu’elles posse`dent une viscosite´ forte. Elles transportent
un flux thermique qui favorise, organise et stabilise les cellules de convection. Il ne semble pas exister de couche basale
chaude du manteau qui lui imposerait sa ge´ome´trie de la meˆme fac¸on. Le manteau est principalement chauffe´ de l’inte´rieur
par la radioactivite´ (9 − 17 TW), plus faiblement par la limite noyau-manteau (5 − 10 TW) (Jaupart et al. (2007)). Par
ailleurs, meˆme si on conside´rait une couche basale chaude a` la limite infe´rieure, la faible viscosite´ de cette roche ferait
qu’elle n’imposerait pas ne´cessairement sa ge´ome´trie. La convection est donc principalement engendre´e par la production
de chaleur radioactive distribue´e dans le manteau et le flux froid apporte´ par la subduction.
Par ailleurs, les plaques plongeantes transportent des he´te´roge´ne´ite´s compositionnelles (Kennett et al. (1998); Davaille
(1999); Kellogg et al. (1999); Ogawa (2008)). Il est possible que ces he´te´roge´ne´ite´s contraignent e´galement une partie de
la ge´ome´trie de la convection, contribuant ainsi indirectement au couplage lithosphe`re-manteau ductile.
1.2.1 Equilibre des forces
Forsyth & Uyeda (1975) montrent qu’il est possible de relier la vitesse de surface des plaques au pourcentage de
leur pe´rime`tre connecte´ a` une partie plongeante. Si une plaque se trouve connecte´e a` une zone de subduction, elle est
donc tracte´e late´ralement par cette partie. Cela` signifie que la force due au refroidissement thermique de la lithosphe`re
oce´anique ainsi que l’e´ventuelle traction asthe´nosphe´rique sont de plus faibles magnitudes.
A l’aide de l’analyse dimensionnelle, il est possible d’obtenir la vitesse caracte´ristique d’une plaque de surface
posse´dant une partie plongeante (Bercovici et al. (2000); Davies & Richards (1992)). Conside´rons une plaque de lar-
geur W , de longeur L et d’e´paisseur δ au sommet d’une cellule de convection D (cf. figure 1.6). En conside´rant que
le manteau posse`de une tempe´rature homoge`ne e´gale a` T0 + ∆T , ou` T0 est la tempe´rature de surface, nous pouvons
construire un ordre de grandeur de la force qu’impose la partie plongeante a` la plaque de surface.
Si l’on conside`re que la partie immerge´e de la plaque se re´chauffe en plongeant, de sorte que son profil thermique
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FIG. 1.6 – De´finition des parame`tres utilise´s pour construire une analyse dimensionnelle simple des forces agissant sur
les plaques tectoniques (cf. Davies & Richards (1992)).
vertical varie line´airement de T0 a` T0 + ∆T , on peut poser une approximation de la force gravitationnelle qu’elle subit :
Fg = αρ
∆T
2
δWDg (1.1)
ou` α est l’expansivite´ thermique (K−1), ρ la densite´ (kg m−3) et g l’acce´le´ration gravitationnelle (m s−2). Afin de per-
mettre l’e´quilibre dynamique de cette plaque qui plonge a` vitesse constante, une force d’amplitude e´gale est ne´cessaire.
On conside`re alors la force de frottement visqueux qui tend a` freiner le mouvement :
Ff = (η˙)DW =
(
η
v
L/2
)
DW (1.2)
ou` η est la viscosite´ moyenne dans le syste`me (Pa s) et ˙ la vitesse de de´formation moyenne dans la cellule de convection.
L’e´paisseur moyenne de la couche thermique supe´rieure est de´termine´e par la loi :
δ =
√
κL
v
(1.3)
qui re´git l’e´paisseur moyenne d’une couche glissant sans frottement le long d’une limite isotherme. Les e´quations 1.1, 1.2
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et 1.3 nous montrent qu’il est possible d’e´crire la vitesse de la plaque selon la loi :
v = L
((
αρg∆T
4η
)2
κ
)1/3
' 0.40κ
L
Ra2/3. (1.4)
L’application nume´rique de Bercovici et al. (2000) montre alors qu’on obtient une vitesse caracte´ristique de 10 cm an−1 en
injectant les parame`tres usuels du manteau terrestre (avec en particulier η = 1022 Pa s, significatif du manteau infe´rieur).
La pousse´e potentielle des rifts oce´aniques ne semble donc pas eˆtre un moteur important de la tectonique des plaques
sur Terre dans la mesure ou` cette analyse classique la ne´glige et trouve un ordre de grandeur de´ja` relativement e´leve´
pour la vitesse des plaques. Diverses e´tudes plus pousse´es (Hager & O’Connell (1981); Lithgow-Bertelloni & Silver
(1998)) montrent que l’e´paississement de la lithosphe`re oce´anique (le “ridge push”) induit une force effectivement secon-
daire lorsque l’on cherche les moteurs de la tectonique des plaques. Cependant, le “ridge push” n’est pas ne´cessairement
ne´gligeable devant la traction aux dorsales diminue´e du frottement visqueux sur les zones de subduction.
1.2.2 Frontie`res de plaque
Si la force motrice des plaques semble bien contrainte, les frontie`res des plaques n’en sont pas moins difficiles a`
comprendre. L’asyme´trie des zones de subduction, la cre´ation des failles transformantes, les angles que prennent les
plaques plongeantes avec la verticale ne sont pas encore explique´s. La description des plaques comme des blocs rigides
et cassants flottant sur un manteau ductile est insuffisante. Les plaques interagissent de fac¸on complexe et la ge´ome´trie de
leur mouvement relatif est encore mal contrainte.
En particulier, la plupart des simulations nume´riques peuvent pre´dire des mouvements en surface divergents ou conver-
gents (poloı¨daux) mais ne re´ussissent pas a` ge´ne´rer des mouvements cisaillants (toroı¨daux). Le champ des vitesses dans
un volume est de´composable sur la base de deux champs distincts dits poloı¨daux et toroı¨daux :
v =∇×∇× (φez) +∇× (ψez) , (1.5)
ou` φ est le champ poloı¨dal, ψ le champ toroı¨dal et ez le vecteur unitaire de l’axe z, dirige´ vers le centre de gravite´ de la
plane`te.
Le champ poloı¨dal de´crit typiquement le comportement d’un fluide isovisqueux dans la mesure ou` le champ toroı¨dal
y est absent (Bercovici et al. (2000)). Ce champ repre´sente globalement des cellules de convection adjacentes qui se
rencontrent et se se´parent de fac¸on syme´trique. Le champ toroı¨dal repre´sente une rotation par rapport a` un axe vertical qui
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FIG. 1.7 – Re´partition des champs toroı¨daux et poloı¨daux sur la surface de la Terre (Bercovici et al. (2000)).
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se superpose au champ poloı¨dal. Il est donc le quantificateur naturel des zones de failles transformantes et de la rotation
des plaques sur elles-meˆmes.
Chandrasekhar (1961), Busse (1975) et Bercovici et al. (1989b) montrent que le champ toroı¨dal n’apparait de fac¸on
auto-cohe´rente dans un fluide que quand celui-ci pre´sente des variations late´rales de viscosite´. La stratification verticale
de la viscosite´ du manteau, due aux transitions de phases et a` la de´pendance en pression de la viscosite´ ne permet donc
pas la ge´ne´ration du champ toroı¨dal.
Sur Terre, l’e´nergie cine´tique de la lithosphe`re est a` peu pre`s e´galement re´partie entre ces deux champs (la proportion
d’e´nergie due au champ toroı¨dal est comprise entre 25 et 50 %, mais souvent conside´re´e e´gale a` 50 %) (Hager & O’Connell
(1978, 1979, 1981); Kaula (1980); Forte & Peltier (1987); O’Connell et al. (1991); Olson & Kincaid (1991); Ribe (1992);
Cadek & Ricard (1992); Lithgow-Bertelloni et al. (1993); Bercovici & Wessel (1994); Bercovici (1995b); Bercovici et al.
(2000); Balachandar et al. (1995); Dumoulin et al. (1998); Weinstein (1998)). Cette e´quipartition est singulie`re et apporte
une contrainte forte aux nume´riciens pour comparer les re´sultats de leur simulations au cas de lithosphe`re de la Terre. La
figure 1.7 montre leur re´partition ge´ographique.
La ge´ome´trie des zones de subduction est e´galement difficile a` comprendre. L’angle que prend la plaque plongeante
et la rhe´ologie implique´e ou, de fac¸on ge´ne´rale, l’identification de parame`tres caracte´ristiques de ce syste`me pose en-
core proble`me. En particulier, les simulations nume´riques peuvent produire des frontie`res relativement localise´es mais
pre´voient souvent des angles de subduction proches de 90 degre´s (cf. Tackley (2000a,b); Auth et al. (2003) etc.), ce qui
repre´sente mal ce qu’il se passe sur Terre.
1.3 Rhe´ologie de la lithosphe`re
1.3.1 Etat thermique
La rhe´ologie des roches de´pendant fortement de la tempe´rature, les enveloppes de contraintes sont donc tre`s in-
fluence´es par le profil thermique de la lithosphe`re. L’e´tat thermique de la lithosphe`re peut eˆtre de´termine´ en utilisant
l’e´quation de la chaleur. La diffe´rence entre les lithosphe`res oce´anique et continentale est alors une question de condi-
tions aux limites et de taux de production de chaleur radioactive. Dans les deux cas, on conside`re un mate´riau semi-infini
(cf. Schubert et al. (2001); Jaupart & Mareschal (2007)) dont la tempe´rature de surface est constante (∼ 300 K). La
tempe´rature a` l’infini est fixe´e a` la tempe´rature du manteau supe´rieur (∼ 1600 K) comme le montre la figure 1.8.
Le profil thermique est alors de´rivable a` chaque instant en conside´rant que la lithosphe`re oce´anique (initialement a` la
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FIG. 1.8 – Allure des ge´othermes en fonction de l’aˆge de la lithosphe`re dans le mode`le de refroidissement d’un mi-
lieu semi-infini (radioactivite´ ne´glige´e). Le flux de chaleur est d’autant plus important en surface que la variation de
tempe´rature avec la profondeur est importante.
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FIG. 1.9 – Moyenne des vitesses sismiques des ondes cisaillantes (ondes S) dans le pacifique en fonction de l’aˆge de la
lithosphe`re (Maggi et al. (2006)). La courbe noire repre´sente la limite de la couche thermique calcule´e dans le mode`le de
refroidissement d’un mate´riau semi-infini (cf. Parker & Oldenburg (1973)). Cette limite peut eˆtre conside´re´e comme la
limite lithosphe`re-asthe´nosphe`re dans le cas d’une plaque oce´anique.
tempe´rature du manteau) se refroidit par conduction. On obtient alors un ge´otherme qui de´pend de l’aˆge de la lithosphe`re.
Il est e´galement possible d’inte´grer le taux de production de chaleur radioactive, plus important dans la crouˆte terrestre,
plus riche en e´le´ments incompatibles, afin de de´terminer un e´tat d’e´quilibre pour la lithosphe`re continentale (lire Jaupart
& Mareschal (2007) pour un re´sume´ complet).
La figure 1.9 montre la confrontation entre les observations des vitesses sismiques (qui de´pendent principalement
de la tempe´rature) et le mode`le de refroidissement par conduction dans le cas de la lithosphe`re oce´anique. On observe
une excellente corre´lation entre mode`le et observation, a` l’exception de la zone tre`s proche du rift ou` la ge´ome´trie est
plus complexe (voir e´galement Davis et al. (1999) et Stein & Stein (1992)). La lithosphe`re oce´anique est donc tre`s bien
contrainte par le mode`le du mate´riau semi-infini.
Dans le cas de la crouˆte continentale, le profil thermique de´pend e´galement fortement de l’histoire de la lithosphe`re,
mais cette histoire est plus complexe. La lithosphe`re oce´anique posse`de une dure´e de vie tre`s courte (rarement supe´rieure
a` 200 millions d’anne´es, cf. Mu¨ller et al. (1997)) alors que la lithosphe`re continentale atteint parfois pre`s de 4 milliards
d’anne´es (cf. figure 1.10).
La figure 1.8 repre´sente donc mal la lithosphe`re continentale qui aurait une e´paisseur trop importante si on y injectait
simplement un aˆge tre`s e´leve´. Divers mode`les permettent de re´soudre ce proble`me en calculant un e´tat d’e´quilibre ther-
mique de la lithosphe`re (Schubert et al. (2001); Jaupart & Mareschal (2007); Burov (2007)). L’e´paississement de la couche
limite thermique y est stoppe´ par la production de chaleur radioactive importante dans la crouˆte et le calcul converge vers
un ordre de grandeur plus raisonnable.
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FIG. 1.10 – Distribution des aˆges de la crouˆte continentale (Mooney (2007)). La re´partition des aˆges est extreˆmement
complexe lorsqu’on la compare a` celle de la lithosphe`re oce´anique. Etant plus le´ge`re que la crouˆte oce´anique, la crouˆte
continentale est plus rarement subducte´e.
1.3.2 Loi de Byerlee
Byerlee (1978) montre que meˆme si leur composition mine´ralogique influence fortement leur viscosite´, toutes les
roches se cassent a` la meˆme contrainte lorsqu’elles sont place´es dans les meˆmes conditions expe´rimentales. Cette contrainte
de rupture de´pend fortement de la pression lithostatique et de la pression partielle en fluides interstitiels. Le fait que les
roches obe´issent toutes a` la meˆme contrainte de rupture semble eˆtre confirme´ par les observations de failles lithosphe´riques
s’e´tendant au travers des stratifications de diffe´rentes natures mine´ralogiques (cf. Burov (2007)).
Byerlee propose des profils verticaux de contrainte seuil que la roche ne peut pas de´passer. Lorsque la contrainte
est plus importante que cette contrainte seuil, la roche subit donc une de´formation cassante. La figure 1.11 montre les
diffe´rentes enveloppes suppose´es contraindre la de´formation de la lithosphe`re en fonction des conditions de pression.
Si l’on admet que la loi de Byerlee fonctionne dans toute la lithosphe`re, on comprend l’inte´reˆt de repre´senter des
profils verticaux de contrainte. Toutefois, si la rupture des mate´riaux se quantifie facilement dans de tels diagrammes, il
en va diffe´remment de la rhe´ologie ductile des roches de la lithosphe`re.
19
FIG. 1.11 – Contraintes seuil dans diffe´rentes conditions expe´rimentales illustrant les lois de Byerlee (1978) (cf. Burov
(2007)). On voit que la lithosphe`re est beaucoup plus re´sistante en pression qu’en extension et que les fluides interstitiels
affaiblissent la roche. Ce sche´ma repre´sente l’interpolation des observations de la de´formation cassante dans la crouˆte
supe´rieure.
1.3.3 Fluage ductile
Contrairement au cas de la fracture, le fluage ductile fait intervenir des viscosite´s tre`s variables selon le type de
roche conside´re´. Pour pouvoir comparer les contraintes qu’engendrent le fluage ductile a` la contrainte seuil pre´vue par la
loi de Byerlee, les comportements rhe´ologiques des roches doivent eˆtre exprime´s dans un profil vertical de contraintes,
or ces contraintes de´pendent principalement de la tempe´rature et de l’hydratation. Afin de les tracer dans un tel dia-
gramme, Goetze & Evans (1979) proposent d’utiliser une vitesse de de´formation (constante a` travers le profil vertical)
caracte´ristique des vitesses et extensions spatiales des zones de de´formation ge´ologiques (en ge´ne´ral autour de 10−15 s−1).
Le choix d’un profil de tempe´rature de re´fe´rence a` travers la lithosphe`re et de conditions d’hydratation (et e´ventuellement
de fusion partielle) permet alors de tracer les profils rhe´ologiques des strates superpose´es repre´sentant les diffe´rents types
de lithosphe`re (voir aussi Kohlstedt et al. (1995); Karato & Wu (1993a); Kirby & Kronenberg (1987)).
Ces enveloppes de contrainte permettent donc de mode´liser les intersections entre rhe´ologie ductile et cassante pour
n’importe quel type de lithosphe`re (selon la stratification choisie) et dans n’importe quelles conditions expe´rimentales.
Si la contrainte pre´vue dans la rhe´ologie ductile est supe´rieure a` la contrainte pre´vue dans la loi de Byerlee, alors la
lithosphe`re se casse.
20
FIG. 1.12 – Enveloppes de contraintes des lithosphe`res oce´anique et continentale (Burov (2007)). On remarque l’influence
de l’aˆge (en particulier dans le cas de la lithosphe`re continentale) sur la me´canique de la lithosphe`re. On voit e´galement
que les profils thermiques convergent vers un e´tat stable, ce qui permet le calcul d’un profil rhe´ologique d’e´quilibre pour
chaque type de lithosphe`re.
1.3.4 Calcul des enveloppes
La figure 1.12 montre les enveloppes de contrainte obtenues a` l’aide des ge´othermes. Les deux types de lithosphe`re
ont des comportements me´caniques tre`s diffe´rents. Sur chaque image de la figure 1.12, on peut lire la loi de Byerlee
en compression (a` gauche) et en extension (a` droite) et on note que la lithosphe`re est plus re´sistante en compression.
Les lois de fluage utilise´es pour tracer les enveloppes de contrainte sont choisies en fonction de l’hydratation pre´sume´e
du mate´riau. Par exemple, on utilise les lois de fluage de l’olivine hydrate´e dans le cas d’une plaque continentale et les
lois de fluage de l’olivine se`che dans le cas d’une plaque oce´anique. Ce choix semble justifie´ par le fait que le mate´riau
qui ge´ne`re les plaques oce´aniques provient d’un manteau anhydre alors que la lithosphe`re sous-continentale est souvent
brasse´e et perturbe´e par les zones de subduction qui hydratent les roches (Hirth & Kohlstedt (2003)). En pratique, le choix
des rhe´ologies a` utiliser dans ces enveloppes peut poser proble`me (en particulier pour la lithosphe`re continentale) et il faut
faire des hypothe`ses quant aux conditions d’hydratation et de fusion sous-continentales.
Les parame`tres permettant de de´terminer ces enveloppes sont mal contraints. Les lois rhe´ologiques sont utilise´es tre`s
loin des conditions expe´rimentales dans lesquelles elles ont e´te´ obtenues et une telle extrapolation peut paraıˆtre incertaine
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(Kohlstedt (2007)). Le comportement a` basse tempe´rature des rhe´ologies ductiles est suppose´ obe´ir au re´gime de Peierls
(Evans & Goetze (1979)), mais une e´tude syste´matique de la loi de fluage correspondante n’a pas encore e´te´ entreprise
(voir e´galement Raterron et al. (2004); Katayama & Karato (2008)). Evans & Goetze (1979) ont observe´ que la vitesse
de de´formation pre´dite par le re´gime de dislocation est sous-estime´e a` tre`s haute contrainte de´viatorique (∼ a` partir de
500 MPa). Ils sugge`rent alors une autre loi de fluage, dite re´gime de Peierls (cf. Cottrell (1953); Nabarro (1967a); Hirth
& Lothe (1982); Frost & Ashby (1982); Kocks et al. (1975); Drury (2005); Kohlstedt (2007), voir chapitre 2), dans lequel
la vitesse de de´formation est plus importante que celle pre´dite par le re´gime de dislocation. Ce comportement est observe´
a` une vitesse de de´formation tre`s e´leve´e (observable en laboratoire) et son extrapolation aux vitesses de de´formation
significatives des zones de cisaillement est probablement encore plus mal contrainte que pour les autres re´gimes du fait du
manque de donne´es expe´rimentales. Plusieurs e´tudes (McAdoo et al. (1985); Burov & Diament (1992); Kohlstedt et al.
(1995)) conside`rent donc une version line´arise´e de la contrainte (en fonction de la profondeur) a` la base de la lithosphe`re
(cf. figure 1.12) qui ne correspond pas a` la loi rhe´ologique de Evans & Goetze (1979) mais qui limite tout de meˆme la
contrainte atteinte dans la base de la lithosphe`re de fac¸on raisonnable.
La validite´ de l’extrapolation de la loi de Byerlee a` la lithosphe`re infe´rieure reste e´galement a` de´montrer (Burov
(2007)) et Kohlstedt et al. (1995) soulignent l’incertitude quant a` la localisation de la transition cassant-ductile. Dans le
cas de la lithosphe`re oce´anique, il semble tout de meˆme que la transition pre´dite par les enveloppes expose´es ici soit assez
bien corre´le´e avec la limite infe´rieure observe´e des zones de sismicite´ (Watts & Burov (2003); Burov (2007)).
Dans le cas de la lithosphe`re continentale, la nature des roches rend la me´canique du syste`me plus complexe. Deux
mode`les qualitatifs sont apparus pour confronter la topographie des zones de sismicite´ et les enveloppes de contraintes
pre´sente´es dans cette section : les mode`les dits “creˆme brule´e” et “jelly sandwich”. Le premier, comme son nom l’indique,
conside`re une crouˆte dure et cassante en surface surplombant un manteau ductile. Ce mode`le repre´sente donc bien la
lithosphe`re oce´anique (cf. figure 1.12) qui pre´sente une faible variabilite´ rhe´ologique dans son profil ductile. Le mode`le
du “jelly sandwich” conside`re une re´partition plus complexe du champ de contraintes dans le profil vertical rhe´ologique.
La lithosphe`re crustale et la lithosphe`re mantellique y posse`dent chacune une partie cassante et une partie ductile. Ceci
peut impliquer un de´couplage me´canique des parties supe´rieures et infe´rieures de la lithosphe`re continentale conside´re´e
(cf. Brace & Kohlstedt (1980); Chen & Molnar (1983); Carter & Tsenn (1987); Molnar (1992); Handy & Brun (2004);
Precigout et al. (2007); Gueydan et al. (2008)). La figure 1.12 montre e´galement que cette structure en sandwich a` parties
de´couple´es e´volue avec l’aˆge de la lithosphe`re, il peut donc eˆtre de´terminant de contraindre le profil thermique de la
couche e´tudie´e, ce qui rajoute encore de l’incertitude. La dynamique de la lithosphe`re continentale est donc de´licate a`
contraindre et doit eˆtre e´tudie´e au cas par cas, selon la zone ge´ographique simule´e.
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Meˆme si leur structure peut varier de l’une a` l’autre, ces enveloppes rhe´ologiques pre´disent une e´chelle de contrainte
a` la lithosphe`re. Si la convection du manteau est suffisamment puissante pour atteindre cette contrainte de fac¸on perma-
nente, la lithosphe`re se casse en parties et des zones de subduction apparaissent. Les plane`tes du syste`me solaire nous
montrent que cette situation n’est pas triviale meˆme pour des corps, comme Ve´nus, de tailles et de compositions pourtant
comparables a` celles de la Terre.
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1.4 Simulation nume´rique avec localisation de la de´formation
Plusieurs ingre´dients ont e´te´ utilise´s pour obtenir une localisation de la de´formation en surface : la contrainte maximale
que peut supporter la lithosphe`re, la dissipation visqueuse, la fusion partielle, l’eau et surtout l’endommagement (taille
des grains, porosite´).
Simulations avec plasticite´
Plusieurs e´tudes (Moresi & Solomatov (1998); Trompert & Hansen (1998); Tackley (2000a,b); Richards et al. (2001);
Stein et al. (2004); van Heck & Tackley (2008); Foley & Becker (2009), cf. figure 1.14) ont incorpore´ un limiteur de
contrainte (c’est-a`-dire de viscosite´, comme nous allons le voir) dans un ensemble de simulations de convection avec fort
contraste de viscosite´.
Afin de limiter la contrainte a` l’enveloppe impose´e en surface, Stein et al. (2004) posent la viscosite´ sous la forme :
2
η
=
1
ηd
+
1
ηc
(1.6)
avec η la viscosite´, ηd la viscosite´ ductile, suivant une loi d’Arrhenius ou de Frank-Kamenetskii (cf. chapitre 4) et ηc une
viscosite´ maximale impose´e par l’enveloppe de contrainte cassante. La viscosite´ ηc est calcule´e a` l’aide de la contrainte
par la formule :
ηc =
1
2
τc(z)
˙
(1.7)
ou` τc contient le profil de contraintes maximal et ˙ est le second invariant de la contrainte de´viatorique (voir le chapitre
2). On de´finit la contrainte τc par :
τc(z) = min
(
∂τ
∂z
∣∣∣
byerlee
z, τmax
)
(1.8)
La figure 1.13 (cf. Stein et al. (2004)) montre les transitions entre diffe´rents re´gimes tectoniques. Un haut nombre de
Rayleigh de surface tend a` favoriser le re´gime de tectonique des plaques et un fort contraste de viscosite´ tend a` diminuer
les contraintes (sans dimension) de transition entre re´gimes.
De fac¸on ge´ne´rale, les simulations de convection avec contrainte seuil trouvent une contrainte lithosphe´rique comprise
entre 100 et 300 MPa (Tackley (2000a); Stein et al. (2004); Walzer & Hendel (2008); Foley & Becker (2009)), ce qui est
infe´rieur aux valeurs attendues, autour de 700 MPa (Kohlstedt et al. (1995)). Toutefois, Tagawa et al. (2007) (et e´galement
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FIG. 1.13 – Caracte´risation des transitions entre re´gime du couvercle stagnant, re´gime e´pisodique (a priori le re´gime
Ve´nusien) et re´gime de tectonique des plaques. Stein et al. (2004) cherchent les contraintes limitant les trois re´gimes en
fonction du contraste de viscosite´ et du nombre de Rayleigh (ici, de surface).
Nakakuki et al. (2008)) montrent qu’en imposant un angle de subduction plus re´aliste, une contrainte aussi basse n’est
plus ne´cessaire. Par contre, les parame`tres physiques qu’ils incorporent sont plus complexes. Leur simulations ne sont
sont pas autocohe´rentes au meˆme titre que celles propose´es par Tackley (2000a), Stein et al. (2004), van Heck & Tackley
(2008) et Foley & Becker (2009).
Ces e´tudes nume´riques montrent que la rupture permet de localiser la de´formation et donc de cre´er des plaques.
Toutefois, les plaques synthe´tise´es nume´riquement ne sont pas auto-entretenues a` la fac¸on des plaques terrestres. Les
frontie`res de plaques se cicatrisent pe´riodiquement et on n’observe pas l’e´quipartition attendue des champs toroı¨daux
et poloı¨daux. La plasticite´ est donc un premier pas vers la localisation de la de´formation mais ne suffit pas a` cre´er un
ve´ritable re´gime de tectonique de plaques parce que les zones de forte de´formation ne posse`dent pas de me´moire de la
de´formation. Ce formalisme ne permet donc pas la re´activation des zones de cisaillement.
1.4.1 Dissipation visqueuse
La dissipation visqueuse est l’e´nergie thermique libe´re´e lors d’une de´formation (Schubert et al. (2001); Regenauer-
Lieb & Yuen (2003); Ricard (2007)). Ce terme est naturellement pre´sent dans toute forme de de´formation, comme le
montre l’e´quation de conservation de l’e´nergie (e´quation 4.2). Le frottement visqueux interne a` la roche produit une
augmentation de tempe´rature proportionnelle au travail plastique τ .˙, ou` τ est le tenseur des contraintes (Pa) et ˙ le
tenseur des vitesses de de´formation (s−1), cf. chapitre 4. Ce terme est ne´glige´ dans l’approximation de Boussinesq,
(chapitre 4, e´quation 4.11). Toutefois, lorsque l’on cherche a` quantifier les parame`tres localisants, la dissipation visqueuse
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FIG. 1.14 – Simulations avec limiteurs de viscosite´ de surface. En haut a` gauche : Stein et al. (2004) (champ des
tempe´ratures sans dimension, les parties grise´es en surface de´signent les zones de faible de´formation). En haut a` droite :
Tackley (2000a) (champ des viscosite´s). En bas a` gauche : Foley & Becker (2009) (a` gauche, viscosite´s et vitesses de sur-
face, a` droite, isosurfaces de tempe´ratures). En bas a` droite : van Heck & Tackley (2008) (a` gauche, viscosite´s et vitesses
de surface, a` droite, isosurfaces de tempe´ratures). Dans chacune de ces simulations, la viscosite´ est majore´e en surface, ce
qui localise la de´formation aux frontie`res de blocs rigides. Ce comportement est tre`s similaire a` la tectonique de plaques
observe´e sur Terre.
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FIG. 1.15 – Simulation nume´rique d’une compression de lithosphe`re continentale avec dissipation visqueuse (Burg &
Schmalholz (2008)). En haut : e´tat de la stratification d’origine apre`s la de´formation, une zone de cisaillement tre`s nette
apparait. En bas : production de chaleur par dissipation visqueuse. On voit tre`s bien la corre´lation entre la production de
chaleur et la zone de cisaillement.
peut jouer un roˆle, comme le montrent plusieurs e´tudes (Schubert & Yuen (1978); Fleitout & Froidevaux (1980); Ranalli
& Murphy (1987); Ranalli (1995); Bercovici (1996); Leloup et al. (1999); Regenauer-Lieb & Yuen (2000); Gerya (2005);
Burg & Schmalholz (2008); Kaus & Podladchikov (2006); Hobbs et al. (2007)).
La diminution de la viscosite´ avec la tempe´rature limite l’efficacite´ du phe´nome`ne ; la dissipation diminue avec l’aug-
mentation de tempe´rature qu’elle produit. Burg & Schmalholz (2008) nous montrent toutefois que la conside´ration de ce
me´canisme semble permettre de localiser suffisamment la de´formation pour engendrer des structures comparables a` la
chaıˆne de l’Himalaya.
1.4.2 Fusion partielle
La fusion partielle est fondamentale dans la cre´ation du re´gime de tectonique dans la mesure ou` elle ge´ne`re les dorsales
oce´aniques (Braun et al. (2000); Schubert et al. (2001); Parmentier (2007)). Elle est e´galement tre`s pre´sente dans les zones
de subduction ou` la de´shydratation des plaques plongeantes de´stabilise les roches entraıˆne´es dans les coins mantelliques
et y affecte la rhe´ologie des roches (van Keken (2003); Hirth & Kohlstedt (2003); Abers et al. (2006); Kohlstedt (2007);
van Keken et al. (2008); Kimura et al. (2009)). La fusion partielle est e´galement utilise´e comme ge´ne´rateur de crouˆte
continentale dans certaines simulations nume´riques (Nikolaeva et al. (2008); Keller & Tackley (2009)). Dans le contexte
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de la de´formation cassante, elle est conside´re´e comme extreˆmement localisante et relaxe la contrainte de fac¸on significative
(cf. Kelemen & Hirth (2007)).
1.4.3 L’eau
Lorsque l’on pose la question de ce qui cre´e la diffe´rence entre les re´gimes tectoniques de la Terre et de Ve´nus, l’eau
est souvent mentionne´e en plus de la tempe´rature de surface. En effet, Ve´nus est connue pour avoir une tempe´rature
de surface proche de 740K (Seiff (1983)) et ne pre´sente qu’une faible quantite´ d’eau dans son atmosphe`re (Zolotov
(2007)). Diverses expe´riences montrent effectivement que l’eau a un effet important sur la rhe´ologie des roches (Hirth
& Kohlstedt (2003); Kohlstedt (2007)). De fac¸on ge´ne´rale, a` contrainte e´gale, une roche hydrate´e posse`dera une vitesse
de de´formation plus importante que la meˆme roche non-hydrate´e (cf. chapitre 2) et c’est ce qui explique les diffe´rentes
enveloppes de contraintes pre´ce´demment expose´es en fonction des conditions d’hydratation.
1.4.4 Endommagement
Dans le but de donner une me´moire concreˆte a` la roche, diverses e´tudes ont conside´re´ une variable dite d’“endommagement”.
Cette variable peut eˆtre utilise´e de fac¸on ge´ne´rique (Lyakhovsky et al. (1997); Tackley (2000b); Bercovici & Karato
(2003a); Ogawa (2003); Auth et al. (2003); Ogawa (2007); Nakakuki et al. (2008); Hieronymus et al. (2008); Finzi et al.
(2009)) ou de´signer une grandeur physique comme la porosite´ (McKenzie (1984),Spiegelman (1993a,b,c),Bercovici et al.
(2001a); Ricard et al. (2001); Bercovici et al. (2001b)), la taille des grains (cf. chapitre 3) ou la tempe´rature (la dissipation
visqueuse).
Quelle que soit la grandeur physique de´signe´e par l’endommagement ω (porosite´, inverse de la taille des grains ou
tempe´rature), ces e´tudes conside`rent qu’il affecte la viscosite´ du mate´riau η(ω) de sorte que ∂η/∂ω < 0. De cette fac¸on,
plus la roche est endommage´e (plus ω est grand), plus le mate´riau se de´forme a` une contrainte donne´e.
Dans chaque cas, l’e´volution temporelle de ω est donne´e par la compe´tition des termes d’endommagement et de
cicatrisation. Le mate´riau est conside´re´ endommage´ lors d’une de´formation (sous contrainte) et cicatrise de lui-meˆme au
cours du temps, quelle que soit la grandeur repre´sente´e par le parame`tre ω :
∂ω/∂t = endommagement− cicatrisation (1.9)
Par exemple si l’on pense a` la tempe´rature comme variable d’endommagement, le premier terme du membre de droite
correspond a` l’e´chauffement visqueux τ : ˙, le second a` la diffusion −k∇2T . D’autres auteurs ont imagine´ des endom-
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magements lie´s a` la de´formation, aux contraintes, a` la dissipation... et diffe´rentes expressions assez arbitraires pour la
cicatrisation.
Cas particulier de la taille des grains Une forte re´duction de la taille de grains (dite mylonisation ou mylonitisation)
a e´te´ observe´e dans les zones de cisaillement (Vissers et al. (1995); Jaroslow et al. (1996); Jin et al. (1998); Mancktelow
(1987); Rutter & Brodie (1988); Knipe (1990); Gerald & Stu¨nitz (1993); Molli et al. (2000); Bestmann et al. (2000)). La
taille des grains est donc de plus en plus conside´re´e comme un parame`tre indispensable a` l’e´tude de la localisation de la
de´formation dans la lithosphe`re. Son effet est e´tudie´ a` diffe´rentes e´chelles :
– au niveau microscopique, avec des programmes comme ELLE (Jessell et al. (2001, 2005); Becker et al. (2008)) ou
autre (Solomatov et al. (2002))
– dans la lithosphe`re (Kameyama et al. (1997); Braun et al. (1999); Monte´si & Hirth (2003); Bercovici & Ricard
(2005); Hier-Majumder et al. (2006); Hieronymus (2006); Kelemen & Hirth (2007))
– et dans le manteau des plane`tes (Solomatov & Moresi (1996); Solomatov (2001); Hall & Parmentier (2003); Solo-
matov & Reese (2008)).
La localisation de la de´formation de´pendante de la taille des grains intervient quand la roche est soumise a` une
contrainte telle que les grains recristallise´s se trouvent en re´gime de diffusion. Dans ce re´gime, la viscosite´ est inversement
proportionnelle au cube de la taille moyenne des grains, elle est donc diminue´e par la nucle´ation de petits grains. Puisque
la de´formation de localise dans cette zone recristallise´e, la dissipation visqueuse produit de la chaleur qui diminue encore
la viscosite´ dans la zone de cisaillement. La localisation de la de´formation est permanente si la tempe´rature n’est pas
suffisamment e´leve´e pour que les grains croissent si vite que la roche quitte le re´gime de diffusion.
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Chapitre 2
Lois rhe´ologiques de l’olivine
2.1 Me´canismes de de´formation
2.1.1 Rhe´ologie
Au cours des dernie`res de´cennies, un grand nombre d’experiences ont e´te´ e´labore´es dans le but de contraindre autant
que possible les lois rhe´ologiques des roches constitutives du manteau et de la crouˆte terrestre. La rhe´ologie (mot que
nous utilisons comme raccourci de ”loi rhe´ologique”) se de´finit comme e´tant la re´ponse me´canique d’un mate´riau a` une
excitation exerce´e. C’est une relation entre la contrainte, note´e σ (Pa), la de´formation, note´e  (sans dimension) et la
vitesse de de´formation, note´e ˙ (s−1).
La contrainte est une grandeur tensorielle qui repre´sente l’ensemble des forces par unite´ de surface s’appliquant sur un
cube infinite´simal. La figure 2.1 repre´sente cet e´le´ment infinite´simal ainsi que les composantes du tenseur des contraintes.
L’ensemble des composantes du tenseur σ (illustre´es par la figure 2.1) est re´sume´ par la matrice :
σ =

σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
 , (2.1)
Le tenseur des contraintes est syme´trique, c’est-a`-dire que ses composantes ve´rifient : σij = σji. Par convention, la
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FIG. 2.1 – De´tail des composantes du tenseur des contraintes.
pression est de´finie comme e´tant l’oppose´e de la contrainte isotrope :
P = −tr(σ)/3 = −σxx + σyy + σzz
3
. (2.2)
La pression repre´sente donc la moyenne des contraintes normales pointant vers l’inte´rieur de l’e´le´ment infinite´simal. Le
tenseur des contraintes de´viatoriques τ est de´fini par le tenseur des contraintes duquel on retire la trace (donc ou` on rajoute
la pression) : τ = σ + PI .
Le tenseur des de´formations  repre´sente la de´formation subie par l’e´le´ment infinite´simal. De meˆme que le tenseur des
contraintes, le tenseur des de´formations est syme´trique. Le tenseur des de´formations est construit a` partir des de´rive´es des
de´placements ui(x1, x2, x3) (xi repre´sentent les coordonne´es spatiales)
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.3)
La figure 2.2 montre l’exemple d’une de´formation selon la composante xy . Le fait que le tenseur des de´formations
soit syme´trique est mis en e´vidence par le fait que la de´formation suivant la composante yx est e´galement active´e.
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FIG. 2.2 – Exemple d’une de´formation selon la composante −xy .
On de´finit e´galement le tenseur des vitesses de de´formation ˙ repre´sentant la cine´tique de de´formation du mate´riau. Il
est de´fini par la relation :
˙ij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
(2.4)
ou` les xi et xj repre´sentent les coordonne´es spatiales et les vi et vj les vitesses. Ce tenseur est lui aussi syme´trique.
Chaque tenseur d’ordre deux posse`de trois invariants note´s ici I1, I2 et I3. Comme leur nom l’indique, les invariants ne
de´pendent pas du syste`me de coordonne´es dans lequel on les exprime. Les proprie´te´s physiques ne peuvent donc de´pendre
que de ces invariants (ou de leurs combinaisons), et pas des composantes individuelles du tenseur.
– Pour un tenseur A, le premier invariant I1 est de´fini par :
I1 =
3∑
i=1
Aii = tr (A) . (2.5)
Par exemple, pour le cas du tenseur des contraintes, cette somme des composantes de la diagonale du tenseur est
relie´e a` la pression par la relation : P = −Iτ1 /3, ou` Iτ1 est le premier invariant du tenseur des contraintes. Dans le
cas du tenseur des vitesses de de´formation, le premier invariant I ˙1 est e´gal a` la divergence du champ des vitesses :
I ˙1 = ˙xx + ˙yy + ˙zz =
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
, (2.6)
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Dans le cas d’un fluide incompressible, cet invariant est donc toujours e´gal a` 0.
– Le deuxie`me invariant I2 d’un tenseur syme´trique est de´fini par :
I2 = A11A22 +A22A33 +A11A33 −A212 −A223 −A213. (2.7)
Pour le tenseur des contraintes de´viatoriques, en utilisant la proprie´te´ tr(τ = 0), le second invariant peut s’exprimer
sous la forme :
I2(τ) = τ11τ22 + τ22τ33 + τ11τ33 − τ212 − τ223 − τ213 = −
1
2
(τ211 + τ
2
22 + τ
2
33)− τ212 − τ223 − τ213 = −
1
2
τ : τ . (2.8)
Cet invariant est souvent utilise´ en me´canique (des fluides) pour quantifier la partie de´viatorique de la de´formation.
Toutefois, on trouve souvent le second invariant de´fini sous une forme diffe´rente :
I ′2(τ) =
√
τ : τ , (2.9)
qui confe`re a` I ′2(τ) la meˆme dimension que τ . Cette grandeur reste toujours positive et est parfois appele´e contrainte
de´viatorique effective.
– Le troisie`me invariant I3 est de´fini par le de´terminant du tenseur.
2.1.2 Comportement e´lastique, comportement visqueux
Mate´riau e´lastique
Lors de la de´formation d’un mate´riau e´lastique, la de´formation est instantane´e et re´versible. Si l’on relache la contrainte,
le mate´riau revient dans son e´tat initial. La de´formation e´lastique est donc de´crite par une loi de la forme f(, τ) = 0.
Dans cette situation, la rhe´ologie relie donc les e´le´ments du tenseur des vitesses de de´formation kl a` ceux du tenseur des
contraintes τij . Nous obtenons alors (loi de Hooke) :
τij = Λijklkl, (2.10)
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ou` Λijkl est un tenseur d’orde 4. Dans le cas le plus fre´quent de l’isotropie du mate´riau, on peut alors introduire le
coefficient de compressibilite´ K et la rigidite´ du mate´riau µR par la relation :
 = − P
3K
I +
1
2µR
τ (2.11)
Mate´riau plastique
Lors de la de´formation d’un mate´riau plastique, l’application d’une contrainte constante cre´e une vitesse de de´formation
constante. Le mate´riau se de´forme continuellement et de fac¸on irre´versible : il ne revient pas a` son e´tat initial lorsque l’on
relache la contrainte. La rhe´ologie s’e´crit alors ge´ne´ralement f(˙, τ) = 0. Dans cette situation, la rhe´ologie relie donc les
e´le´ments du tenseur des vitesses de de´formation ˙ij a` ceux du tenseur des contraintes τij . Nous obtenons alors :
τij = 2η˙ij , (2.12)
ou` η est la viscosite´ dynamique du mate´riau (Pa.s). Les composantes τij et ˙ij sont donc suppose´es proportionnelles ici,
mais la viscosite´ peut prendre une forme tre`s complexe et de´pendre du tenseur des contraintes.
2.1.3 Rhe´ologie du manteau terrestre
Le manteau terrestre posse`de une rhe´ologie visco-e´lastique. C’est la dure´e de l’excitation qui de´termine quel type de
re´ponse est fournie. A haute fre´quence, typiquement le temps de propagation des ondes sismiques, la roche re´pond de
fac¸on e´lastique : elle transmet l’onde en se de´formant et retourne dans son e´tat initial. A basse fre´quence, par exemple lors
de la tectonique des plaques, le manteau se de´forme continuellement.
L’e´chelle de temps se´parant ces deux re´gimes est appele´e temps de Maxwell tM . On l’obtient par l’analyse dimen-
sionnelle en comparant les coefficients expe´rimentaux significatifs de la de´formation visqueuse (la viscosite´ dynamique
η) et de la de´formation e´lastique (la rigidite´ µR) :
tM =
η
µR
. (2.13)
En conside´rant une viscosite´ du manteau proche de 1021 Pa s et une rigidite´ de l’ordre de 100 GPa, on obtient un temps
de Maxwell de pre`s de 300 ans. Lorsque l’on s’inte´resse a` la dynamique globale du manteau terrestre, l’e´chelle de temps
significative des transformations est plutoˆt de l’ordre de quelques millions d’anne´es, on ne s’inte´ressera donc par la suite,
dans le pre´sent manuscrit, qu’a` la partie visqueuse de la de´formation.
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Dans le cas de la dynamique du manteau terrestre, la rhe´ologie est donc la relation entre les seconds invariants de la
vitesse de de´formation et de la contrainte de´viatorique. Elle est e´crite sous la forme τ = 2η(T, P, r, I2, . . . )˙, avec T la
tempe´rature du mate´riau, P la pression, r la taille moyenne des grains, I2 le second invariant du tenseur des vitesses de
de´formation.
2.1.4 Estimations macroscopiques
La viscosite´ du manteau terrestre est donc une variable importante en ge´odynamique, dans la mesure ou` elle relie
la vitesse de de´formation a` la contrainte. Diverses me´thodes permettent d’en estimer un ordre de grandeur a` diffe´rentes
profondeurs.
Rebond post-glaciaire
A la fin de chaque pe´riode glaciaire, la fonte massive des glaces de´charge la lithosphe`re de fac¸on abrupte sur certaines
zones plus ou moins localise´es (baie d’Hudson (Canada), Scandinavie etc.) (cf. Cathles (1975), Peltier & Andrews (1976),
Mitrovica et al. (1994), Lambeck & Nakiboglu (1984), Schubert et al. (2001), Sabadini (2007)). La relaxation de la
contrainte due a` la fonte entraine un retour a` l’e´quilibre isostatique de la lithosphe`re et du manteau supe´rieur, mettant en
jeu un fluage visqueux (puisque la re´ponse n’est pas instantane´e).
L’e´tude des modifications du niveau marin au cours des derniers 10000 ans, couple´e a` l’estimation de la charge de
glace permet alors d’estimer la cine´tique de retour a` l’e´quilibre et la contrainte relaxe´e. Divers mode`les de dynamique
de la lithosphe`re et du manteau (viscosite´ conside´re´e homoge`ne ou stratifie´e) de´duisent alors une viscosite´ proche de
1− 2 1021 Pa s.
Ge´oı¨de
Le rebond post-glaciaire permet une bonne estimation de la viscosite´ de la lithosphe`re et du manteau supe´rieur mais ne
fait intervenir le manteau infe´rieur que faiblement. Pour estimer le profil radial de viscosite´ dans la totalite´ du manteau, il
est possible d’utiliser le ge´oı¨de. Le ge´oı¨de est de´fini par la surface d’e´quipotentielle de gravite´ qui coı¨ncide avec le niveau
marin moyen. Cette surface sert de re´fe´rence d’altitude et ses ondulations peuvent permettre d’obtenir des informations
sur la structure interne de la Terre.
L’e´tude de l’e´cart entre ge´oı¨de hydrostatique (l’e´llipsoı¨de obtenue en perturbant une Terre sphe´rique avec sa rotation)
et non-hydrostatique (la surface d’e´quipotentiel gravitationnel observe´e) montre des anomalies gravitationnelles. Lorsque
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FIG. 2.3 – Estimations de la viscosite´ dans le manteau (issu de Peltier (1998)). LJN : Lambeck et al. (1990), FM : Forte
& Mitrovica (1996), HC : Hager & Clayton (1989), SH : Simons & Hager (1997). Tous les mode`les s’accordent sur la
pre´sence d’un saut de viscosite´ aux alentours de la zone de transition.
l’on de´compose ce champ d’anomalies en harmoniques sphe´riques, on s’aperc¸oit qu’il a deux sources distinctes. Les
courtes longueurs d’ondes sont corre´le´es a` la structure superficielle de la Terre (topographie, densite´ et e´paisseur de la
crouˆte) mais les grandes longueurs d’ondes ne le sont pas. La comparaison de ce signal avec les donne´es de tomographie
sismique montre alors une tre`s forte anti-corre´lation de ces grandes longueurs d’ondes avec les anomalies de densite´ du
manteau infe´rieur.
Le fait que les anomalies soient anti-corre´le´es avec le ge´oı¨de peut paraıˆtre paradoxal, on pourrait s’attendre a` ce qu’une
anomalie de densite´ positive tende a` augmenter le potentiel gravitationnel de surface. En re´alite´, ceci correspondrait a`
conside´rer le manteau comme statique. Le manteau e´tant visqueux, un e´le´ment de grande densite´ est attire´ vers le centre de
la Terre et de´forme alors son environnement. Cette de´formation occasionne alors une de´pression de la surface surplombant
l’anomalie et se re´percute sur le ge´oı¨de.
L’amplitude de la de´formation de surface permet alors d’estimer la viscosite´ du manteau profond (cf. Ricard et al.
(1984); Hager (1984); Richards & Hager (1984); Ricard et al. (1989, 1993); Thoraval & Richards (1997)). On s’aperc¸oit
que conside´rer une viscosite´ constante engendrerait une anomalie de ge´oı¨de trop ne´gative, c’est pourquoi il a e´te´ postule´
que la viscosite´ du manteau infe´rieur est supe´rieure d’un facteur 30− 100 a` celle du manteau supe´rieur (cette gamme de
valeur impliquant une bonne correspondance entre le ge´oı¨de observe´ et le ge´oı¨de recalcule´) comme l’indique la figure 2.3.
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Plaques oce´aniques et bilan de forces
L’analyse dimensionnelle des plaques oce´aniques et de leur interaction avec le manteau (infe´rieur) permet e´galement
d’estimer une viscosite´ moyenne du manteau. Le bilan des forces agissant sur une plaque oce´anique (connecte´e a` sa partie
subducte´e) peut eˆtre re´sume´ par les contributions suivantes : la pousse´e due a` l’e´le´vation isostatique des rifts (5 − 10%
de la force motrice, cf. Lithgow-Bertelloni & Silver (1998)), l’entraıˆnement duˆ a` la plonge´e de la partie subducte´e de la
plaque (90− 95% de la force motrice) et la contrainte visqueuse distribue´e dans le manteau, re´sistant au mouvement.
En ne´gligeant la pousse´e lie´e a` la contraction thermique des fonds oce´aniques, l’e´galite´ des forces montre bien qu’une
viscosite´ (conside´re´e uniforme) de 1022 Pa s est ne´cessaire pour stabiliser une vitesse de plaque de l’ordre de 10 cm par
an (cf. Bercovici et al. (2000)). Cette analyse confirme donc les re´sultats pre´ce´demment expose´s.
2.1.5 Etudes expe´rimentales
Dans la mesure ou` une expe´rience de laboratoire ne permet pas un temps d’e´tude du meˆme ordre de grandeur que le
temps naturel de de´formation de la lithosphe`re (quelques milliers d’anne´es au minimum), les contraintes de´viatoriques
applique´es aux e´chantillons sont souvent tre`s supe´rieures aux contraintes naturelles. C’est pourquoi, effectuer un lien entre
une de´formation observe´e a` grande e´chelle dans une roche naturelle et les re´sultats d’une experience de laboratoire sur un
e´chantillon de taille millime´trique a` centime´trique rele`ve toujours de l’extrapolation.
La figure 2.4 montre les trois ge´ome´tries les plus largement utilise´es. Les deux premie`res permettent une de´formation
modeste de l’e´chantillon (quelques dizaines de pourcents de la taille de l’e´chantillon, tout au plus) alors que la troisie`me
permet des de´formations quasi-infinies. Une de´formation tre`s importante (parfois jusqu’a` 1000% de la taille de l’e´chantillon)
peut eˆtre fondamentale pour la compre´hension de la rhe´ologie parce qu’elle permet d’atteindre des e´tats stationnaires dif-
ficilement accessibles a` l’aide des deux premie`res ge´ome´tries (cf. Drury (2005)).
Selon la nature de l’e´chantillon et des conditions expe´rimentales (pression, tempe´rature, teneur en eau, taux de fusion
partielle etc.) diffe´rents modes de de´formation sont observe´s (cf. section 2.2.3). On distingue les fluages par diffusion,
dislocation, glissement des joints de grain et le fluage de Peierls. Chacun de ces modes posse`de sa propre de´pendance
en tempe´rature, pression, fugacite´ de l’oxyge`ne et surtout sa propre re´ponse a` la contrainte (rhe´ologies newtoniennes et
non-newtoniennes) et a` la taille des grains, comme nous allons le montrer dans la suite de ce manuscrit.
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FIG. 2.4 – Etudes de la rhe´ologie sous diffe´rentes ge´ome´tries. L’appareil est repre´sente´ en gris et l’e´chantillon en blanc.
Les fle`ches rouges repre´sentent la contrainte applique´e et les fle`ches violettes la de´formation du mate´riau.
2.1.6 Fluage par diffusion
Introduction
Dans ce re´gime, c’est la taille des cristaux qui dicte la re´ponse du mate´riau. La de´formation est engendre´e par diffusion
des atomes et des lacunes a` travers les grains. Ce processus e´tant base´ sur un me´canisme diffusif (active´ thermiquement),
la distance moyenne entre les joints de grains est donc importante pour en quantifier la cine´tique. Une roche constitue´e
de gros grains sera donc faiblement de´forme´e par ce processus, le temps caracte´ristique de diffusion a` travers ses cristaux
e´tant trop e´leve´. Dans ce re´gime, la vitesse de de´formation de´pend donc de la taille moyenne des grains (voir l’e´quation
2.36).
Lois de fluage
Lorsque des contraintes de´viatoriques existent dans un grain, la probabilite´ de pre´sence de lacunes dans le re´seau
cristallin varie suivant l’orientation des faces du grain. Dans les milieux visco-e´lastiques, la pression n’est pas une variable
continue au passage des interfaces, et c’est la contrainte normale totale σn qui est continue et intervient dans l’expression
du potentiel chimique (cf. Nabarro (1948), Herring (1950)).
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FIG. 2.5 – Illustration du fluage par diffusion. La figure de gauche repre´sente l’e´tat d’un grain sous contrainte de´viatorique.
Une partie de ses joints est soumise a` une forte contrainte, l’autre ne subit aucune pression. La densite de lacunes est
faible dans les zones de forte pression, cela` entraine une diffusion de lacunes des zones de faible pression vers celles de
forte pression. Les atomes constituants la zone de pression ont tendance a` migrer vers les zones de basses pression. Ces
me´canismes microscopiques engendrent une de´formation du grain.
La concentration de lacunes varie selon la statistique de Boltzmann
c = c0 exp
(
− σΩ
RT
)
, (2.14)
ou` c0 est la concentration de lacune en l’abscence de contrainte et Ω le volume atomique (de l’ordre du vecteur de Burgers
au cube (cf. section 2.1.7)). Dans cette expression, la contrainte varie entre σmax et σmin selon que la face du grain est
oriente´e suivant la contrainte normale maximale ou minimale (nous utilisons ici la convention des me´caniciens du solide
ou` la compression est associe´e a σ > 0). La concentration de lacunes e´tant plus faible sur les faces en compression que
sur les faces en extension, on exprime le gradient de concentration en lacunes par :
∇c ' c0
d
(
exp
(
−σmaxΩ
RT
)
− exp
(
−σminΩ
RT
))
' −c0(σmax − σmin)Ω
dRT
(2.15)
car σΩ  RT . Ce gradient de lacunes implique suivant la loi de Fick un flux de lacune Jlac des faces en extension vers
les faces en compression suivant Jlac = −D∇c. Ce flux de lacunes (cf. figure 2.5) correspond a` un flux d’atomes en
direction oppose´e :
J =
Dgmc0(σmax − σmin)Ω
dRT
(2.16)
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Ce flux transporte donc les atomes des faces en compression vers les faces en extension.
Fluage de Nabarro-Herring
Dans ce mode`le, Nabarro (1948) et Herring (1950) conside`rent que la de´formation est entie`rement occasionne´e par
diffusion des particules a` l’inte´rieur des grains (de meˆme que dans la figure 2.5). Le volume tranporte´ par le flux d’atomes
a` travers le grain pendant le temps δt est donc de δV = Jd2Ωδt. Ce volume, correspond a` l’allongement du grain dans la
direction la moins contrainte de δV = d2δd. La vitesse de de´formation e´tant (1/d)(δd/δt), on obtient
˙ =
δd˙
d
=
Dgm
d2
σΩ
RT
. (2.17)
Fluage de Coble
Dans ce mode`le (cf. Coble (1963)), la relaxation de la contrainte s’effectue par migration des particules dans les
joints de grains. Ce processus sera donc d’autant plus lent que les grains sont gros puisque les particules doivent alors
les contourner sur une plus grande distance. Cette fois le volume transporte´ par la diffusion pendant le temps δt devient
δV = JΩdwδt. La loi de fluage se re´sume par l’e´quation :
˙ =
wDgb
d3
σΩ
RT
(2.18)
ou` w est l’e´paisseur des joints de grains et Dgb est le coefficient de diffusion des atomes dans les joints de grains.
Fluage mixte
Ces deux processus e´tant inde´pendants, on peut tout a` fait conside´rer qu’ils puissent s’activer paralle`lement l’un a`
l’autre. On peut donc re´sumer ces phe´nome`nes dans une rhe´ologie plus ge´ne´rique (cf. Kohlstedt (2007)) :
˙ =
(
σΩ
RT
)(
Dgm +Dgb
w
d
) 1
d2
(2.19)
Dans les deux cas, on peut exprimer les coefficients de diffusion sous forme Arrhenius :
D = D0 exp
(
−E + PV
RT
)
(2.20)
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avec E l’e´nergie d’activation (J mol−1), P la pression, V le volume d’activation (m3 mol−1) et D0 une constante. Par
conse´quent, la tempe´rature et la taille moyenne des grains de´termineront l’influence relative de chacun de ces termes dans
la rhe´ologie. Il est donc possible de de´finir le coefficient de diffusion effectif :
Deff =
(
Dgm +Dgb
δ
d
)
(2.21)
Les e´quations 2.19 et 2.20 montrent donc que le chemin pre´fe´rentiellement suivi par les atomes diffuse´s de´pend des
conditions de tempe´rature et de pression (suivant lequel des deux coefficients de diffusion domine l’autre).
2.1.7 Fluage par dislocations
A forte contrainte de´viatorique et taille de grains e´leve´e, la diffusion des lacunes et des atomes peut ne pas eˆtre
suffisamment rapide pour de´former le mate´riau de fac¸on significative. La taille des grains n’a alors plus aucune importance
et des phe´nome`ne plastiques apparaissent dans l’ensemble du volume. Dans cette gamme de contraintes, chaque grain peut
alors eˆtre amene´ a` de´former son re´seau cristallin selon la contrainte subie. La figure 2.7 montre l’exemple d’un glissement
qui s’initie sur le coˆte´ d’un grain. Une partie du grain commence a` glisser d’une range´e sur l’autre partie. La de´formation
se propage a` l’inte´rieur du cristal le long du plan cristallin sous forme d’un front line´ique : la dislocation. Une fois l’autre
coˆte´ du grain atteint, le cristal a subi une de´formation discreˆte quantifie´e par le vecteur de Burgers. Cette rhe´ologie est donc
inde´pendante de la taille des grains (voir l’e´quation 2.38) mais de´pend de la contrainte via une loi de puissance. En re´alite´,
le glissement pur de´crit ici, est rarement possible du fait de la forte densite´ d’impurete´s et de dislocations qui perturbent
la propagation de la dislocation conside´re´e. Ce glissement est donc accompagne´ d’autres processus de propagation des
dislocations dont le plus important est la monte´e des dislocations. Ce processus ne´cessite toutefois la diffusion d’atomes
dans le cristal, mais a` une e´chelle plus restreinte que dans le re´gime de diffusion pur.
De´finition d’une dislocation Une dislocation est une singularite´ structurelle line´ique. Elle peut se manifester entre
deux ”poles” ge´ome´triques : les dislocations coin (edge) et les dislocations vis (screw) (cf. figure 2.6). Une dislocation
quelconque n’e´tant ni rectiligne ni aligne´e avec le re´seau cristallin, elle est ge´ne´ralement une combinaison des ”e´tats” vis
et coin. La figure 2.6 montre que ces deux dislocations peuvent avoir le meˆme effet en se propageant perpendiculairement
l’une par rapport a` l’autre. La figure 2.7 propose un sche´ma tre`s simplifie´ de ge´ne´ration d’une dislocation posse`dant une
partie coin et une partie vis.
Une dislocation peut eˆtre amene´e a` suivre deux modes de propagation diffe´rents : la monte´e (cf. figure 2.8) et le
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FIG. 2.6 – Illustration d’une meˆme de´formation occasionne´e par deux dislocations diffe´rentes (Kohlstedt (2007)). (a)
dislocation coin, (b) dislocation vis, (c) e´tat du mate´riau apre`s la de´formation.
FIG. 2.7 – Illustration de la de´formation en mode de dislocation (ici, la nucle´ation et le glissement d’une dislocation coin).
(1) Le monocristal initial est soumis a` une forte contrainte. (2) La contrainte est telle que le mate´riau se disloque a` un joint
de grain. (3) La dislocation se propage le long d’un plan cristallin. (4) Le cristal est cisaille´ d’un nombre entier de range´es
atomiques, la contrainte est partiellement relaxe´e.
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FIG. 2.8 – Illustration de la monte´e des dislocations. Les atomes sont diffuse´s dans le re´seau cristallin pour permettre le
passage de la dislocation coin dont le glissement est geˆne´ par un obstacle (grain inclus dans le milieu). La dislocation coin
est donc partiellement transmise aux plans cristallins supe´rieurs par un processus diffusif (active´ thermiquement).
glissement (cf. figures 2.7). Le glissement ne ne´cessite que le cisaillement du mate´riau. Lorsque le re´seau cristallin posse`de
des de´fauts, divers obstacles empe`chent alors le glissement et ne´cessitent la monte´e des dislocations (cf. figure 2.8). Dans
ce processus, la monte´e (meˆme partielle) d’une dislocation ne´cessite la diffusion des atomes et des lacunes dans le cristal.
La figure 2.9 montre la structure tre`s he´te´roge`ne que peut prendre un re´seau de dislocations dans un empilement
cristallin. Les zones de forte densite´ de dislocations indiquent les chemins permettant la continuite´ de la contrainte dans
la roche. La pression sur les interfaces e´tant he´te´roge`ne, des dislocations apparaissent et se propageant suivant les plans
cristallins qui relaxent le mieux la contrainte.
Lois de Fluage par dislocations
Loi d’Orowan La vitesse globale des dislocations a` travers un ensemble de grains dispose´s dans l’espace de fac¸on
ale´atoire est dicte´e par une combinaison de glissement et monte´e. On de´finit donc une vitesse moyenne < v > des
dislocations. La vitesse de de´formation et la vitesse des dislocations sont relie´es par l’e´quation d’Orowan (Orowan (1940))
˙ = ρb < v > (2.22)
ou` ρ est la densite´ de dislocations par unite´ de surface (cf. section 2.3.2) et b le vecteur de Burgers (cf. section 2.1.7).
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FIG. 2.9 – Image RBS (re´tro-diffusion Rutherford) d’un agre´gat d’olivine de San Carlos (cf. Jung & Karato (2001a)). Les
re´seaux de dislocations et leurs caracte`res he´te´roge`nes sont tre`s visibles a` l’inte´rieur des grains.
Afin de de´finir le fluage en mode de dislocations, il reste donc a` relier la densite´ de dislocations (cf. section 2.3.2) ainsi
que la vitesse moyenne a` la contrainte. Un grand nombre de mode`les ont vu le jour, tenant compte de divers parame`tres
pouvant influencer la dynamique des dislocations : cine´tique de glissement, monte´e, entrainement d’impurete´s, interac-
tions mutuelles des dislocations, etc. Le lecteur est invite´ a` lire a` ce sujet les mode`les cite´s dans Poirier (1985), Takeuchi
& Argon (1976), Weertman (1955, 1957, 1978) et Nabarro (1967a) ainsi que les synthe`ses : Cannon & Landon (1988),
Evans & Kohlstedt (1995) et Weertman (1999).
Plusieurs e´tudes re´centes ont montre´ l’importance de la cine´tique de monte´e des dislocations dans l’olivine : Dohmen
et al. (2002), Chakraborty & Costa (2004) et Kohlstedt (2006) (cf. Kohlstedt (2007)). Ces e´tudes montrent une corre´lation
entre l’e´nergie d’activation de la diffusivite´ de l’espe`ce ionique la plus lente et celle du fluage du mate´riau en mode de
dislocation (cette corre´lation est bien documente´e pour l’aluminum, Langdon (1994) et Mohamed & Langdon (1974) ).
La monte´e ne´cessitant la diffusion des atomes (cf. figure 2.8) cette corre´lation met en e´vidence l’importance de la monte´e
des dislocations plus que de leur glissement dans le fluage dislocatif.
Densite´ de dislocations Les e´tudes expe´rimentales montrent que la densite´ de dislocations de´pend de la contrainte
de´viatorique.
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Karato & Jung (2003b) expriment la densite´ de dislocations de la fac¸on suivante :
ρ = αb−2
(
σ
µ
)m
(2.23)
avec b la longueur du vecteur de Burgers, α une constante sans dimension de valeur proche de 1, µ le module de cisaille-
ment (Pa) etm une constante sans dimension. La densite´ de dislocation est donc calculable par une loi de puissance simple
a` partir de la contrainte de´viatorique dans la mesure ou` on connait le vecteur de Burgers (5 Angstro¨ms) et le module de
cisaillement (autour de 80 GPa pour l’olivine).
La valeur du coefficient m peut eˆtre estime´e par un raisonnement dimensionnel. Le champ de contraintes autour de
chaque dislocation est de l’ordre du champ de contrainte applique´ macroscopiquement :
σ =
µb
r
' Sσa (2.24)
ou` r est la distance moyenne entre les dislocations et S le facteur de Schmid. La densite´ de dislocation (m−2) est donne´e
par :
ρ =
(
1
r
)2
=
(
S
b
)2(
σa
µ
)2
(2.25)
Toutefois, les travaux expe´rimentaux semblent de´terminer un exposant m compris entre 1 et 2 (figure 2.10). Kohlstedt
& Weathers (graphique de gauche) trouvent expe´rimentalement :
ρ (m−2) = 109.05 (σ (MPa))1.5 (2.26)
Karato & Jung (2003b) refont la mesure (cf. figure 2.10 a` droite), sous diffe´rentes conditions, sur des e´chantillons d’olivine
et trouvent :
ρ (m−2) = 109.04±0.41 (σ (MPa))1.41±0.16 (2.27)
Ces donne´es expe´rimentales sont tre`s proches et semblent montrer que le raisonnement simple expose´ par Karato n’est
pas parfaitement valide.
Expression de la vitesse Kohlstedt (2007) retient comme mode`les principaux ceux propose´s par Nabarro (1967a) et
Weertman (1955, 1957) qui postulent l’importance fondamentale de la monte´e des dislocations. La vitesse de glissement
e´tant conside´re´e tre`s supe´rieure a` la vitesse de monte´e (puisqu’elle ne ne´cessite pas de diffusion atomique dans le re´seau),
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FIG. 2.10 – Re´sultats expe´rimentaux de densite´ de dislocations par rapport a` la contrainte de´viatorique. La figure de
gauche est issue de la publication de Kohlstedt & Weathers (1980), celle de droite provient de la publication de Karato &
Jung (2003b).
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la vitesse moyenne de la dislocation est estime´e par la loi :
< v >=
lg
lm
vm (2.28)
ou` lg est la longueur moyenne de glissement effectue´e par la dislocation, lm la distance moyenne de monte´e et vm la
vitesse de monte´e des dislocations. La cine´tique de diffusion de l’espe`ce la plus lente nous donne alors la vitesse de
monte´e (Hirth & Lothe (1968)) :
vm = 2pi
σVmD
bRT ln (R0/rc)
(2.29)
ou` σ est la contrainte de´viatorique, D le coefficient de diffusion (le plus faible des espe`ces du milieu), Vm le volume
mole´culaire, dont l’ordre de grandeur est le volume b3, ou` b est le vecteur de Burgers, R0 la distance moyenne entre les
dislocations (cf. section 2.1.7) et rc le rayon de coeur de la dislocation (rc ' b). En reliant la distance moyenne entre les
dislocations a` la densite´ de dislocations et cette dernie`re a` la contrainte (e´quation 2.25), nous obtenons donc le mode`le de
Weertman (1955, 1957) du fluage dislocatif :
˙ =
(
2pi
Vm
b2µ2RT
1
ln (µ/σ)
lg
lm
)
Dσ3 (2.30)
ou` µ est la rigidite´ du mate´riau et D est active´ thermiquement sous forme Arrhenius (e´quation 2.20).
2.1.8 Glissement des joints de grain (GBS)
Introduction
Ce re´gime tre`s particulier est a` la frontie`re entre re´gime de diffusion et re´gime de dislocation. Il a e´te´ de´couvert
re´cemment dans l’olivine (Kohlstedt & Wang (2001); Hirth & Kohlstedt (2003)) et ne semble eˆtre actif que dans le cas
d’une olivine se`che (Mei et al. (2002)). La contrainte est trop forte pour que les cristaux aient le temps de modifier leur
forme par les me´canismes de diffusion des atomes et des lacunes mais le me´canisme de monte´e des dislocations n’est
pas le seul a` s’activer. Les dislocations rentrent en interaction avec les joints de grains pour permettre le cisaillement
de la roche et le glissement des grains les uns le long des autres. On parle alors de glissement sur les joints de grains
accommode´s par les dislocations.
Le re´gime de glissement des joints de grains semble faire intervenir une tre`s large gamme de processus emprunte´s
tant au re´gime de diffusion qu’au re´gime de dislocation. La de´termination comple`te des parame`tres de ce regime n’est
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pas du tout acheve´e (cf. Poirier (1985)). Ce type de fluage a souvent e´te´ relie´ aux processus dits de superplasticite´ ou de
recristallisation dynamique. Ces notions sont toutefois distinctes :
– la superplasticite´ repre´sente globalement l’aptitude d’un mate´riau a` subir une forte de´formation ( ' 1000%) sans
se briser (cf. Boullier & Guegen (1975), Bystricky et al. (2000)). Plusieurs processus peuvent engendrer une telle
de´formation : la fusion partielle, la recristallisation dynamique etc. (cf. Boullier & Guegen (1975), Bystricky et al.
(2000)).
– la recristallisation dynamique (cf. section 2.3.5) est le re´gime dans lequel la de´formation est effectue´e lors de
la recristallisation permanente des grains de´forme´s. Ce processus est permis graˆce a` la nucle´ation continuelle de
nouveaux grains, vides de dislocations, dont les proprie´te´s rhe´ologiques diffe`rent du reste du mate´riau et permettent
la cohe´sion de la roche malgre´ la de´formation impose´e. Dans ce re´gime, les grains recristallisent en permanence et
atteignent une taille moyenne habituellement relie´e a` la contrainte et a` la vitesse de de´formation.
Le fluage par glissement de joints de grains n’est toutefois pas ne´cessairement relie´ a` la superplasticite´ ou a` la recris-
tallisation dynamique et peut bien repre´senter un me´canisme de fluage au meˆme titre que les fluages par diffusion et par
dislocation. Sa localisation dans les cartes de rhe´ologies (cf. section 2.2.3, figure 2.16) est interme´diaire et son existence
meˆme de´pend des conditions dans lesquelles se trouve la roche (ce re´gime semble eˆtre inexistant en pre´sence d’eau, voir
Mei et al. (2002)).
Dans ce re´gime, de meˆme que dans le re´gime de diffusion, la de´formation s’effectue par glissement des grains les
uns le long des autres (cf. Lifshitz (1963), Raj & Ashby (1971)). Cependant, ici, ce sont les dislocations qui de´forment
les grains. En re´alite´, les me´canismes de de´formation active´s peuvent eˆtre plus complexes que les simples glissement
ou monte´e des dislocations. De meˆme que dans la recristallisation dynamique (cf. section 2.3.5), les dislocations sont
amene´es a` s’organiser en parois (sous-joints) dans lesquels elles se de´placent. Diffe´rentes synthe`ses de ces processus
complexes sont accessibles dans la litte´rature : Poirier (1985), Kaibyshev (1992, 1995), Langdon (1994, 1995, 2006) ainsi
que les mode`les propose´s par Ball & Hutchinson (1969), Muckherjee (1971), Gifkins (1976, 1978) et de nouveau Langdon
(1994, 1995, 2006).
Mode`le the´orique
Langdon (1994) propose deux lois de fluages rendant compte de deux versions le´ge`rement diffe´rentes du glissement
des joints de grains de Rachinger (1952) (voir la figure 2.11). Dans le cas d’un agre´gat de grains suffisamment petits, les
joints de grains sont trop proches pour que les dislocations aient a` s’empiler en parois a` l’inte´rieur des grains pour re´partir
la contrainte (cas (b) de la figure 2.11). Le fluage est alors limite´ par la monte´e des dislocations dans les joints de grains.
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FIG. 2.11 – Illustration des deux situations e´tudie´es par Langdon (issu de Langdon (2006)). (a) taille moyenne des grains
e´leve´e, (b) taille moyenne des grains faible.
Langdon le propose sous la forme :
˙ = Agbs
Dgb
d2
Vm
µRT
σ2 (2.31)
avec Agbs une constante de´pendant du type de glissement active´ (voir le de´tail dans Langdon (1994)), Dgb le coefficient
de diffusion de l’espe`ce la plus lente dans les joints de grains (limitant la monte´e des dislocations), d la taille moyenne
des grains, Vm le volume mole´culaire, µ la rigidite´ du mate´riau, R la constante de Boltzmann, T la tempe´rature et σ la
contrainte de´viatorique.
Lorsque les grains ont une taille plus importante, le me´canisme de´crit pre´ce´demment se re´ve`le insuffisant. La contrainte
subie par chaque grain est trop forte pour qu’il conserve sa ge´ome´trie, il se disloque alors en sous-grains. La cre´ation d’un
sous-joint est un e´tat d’empilement des dislocations et fait donc intervenir les potentiels d’interactions des dislocations
entre elles (voir la section sur la recristallisation dynamique 2.3.5).
Finalement, Langdon propose une autre loi de fluage pour cette configuration particulie`re (c’est-a`-dire quand les grains
sont suffisamment gros), dans laquelle les dislocations glissent le long des joints de grains (voir la figure 2.11, sche´ma
(a)) mais remontent (principalement) a` l’inte´rieur des grains (dans les sous-joints). Langdon propose (Langdon (1994),
Kohlstedt (2007)) :
˙ = Bgbs
Dgm
d
Vm
µ2RT
σ3 (2.32)
avec Bgbs une constante de l’ordre de 103 et Dgm le coefficient de diffusion de l’espe`ce la plus lente dans les grains (∼
dans les sous-joints).
Ces deux lois de fluage diffe`rent donc par le choix des coefficients de diffusion (qui de´termine l’e´nergie d’activation
de la loi de fluage) ainsi que les exposants de la taille des grains et de la contrainte. Ceci nous ame`ne donc a` formuler le
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fluage de glissement des joints de grains sous la forme ge´ne´rique :
˙ = Cgbs
σngbs
dmgbs
exp
(
−Qgbs
RT
)
(2.33)
ou` Cgbs de´pend du mate´riau conside´re´, ngbs peut varier de 2 a` 3, mgbs peut varier de 1 a` 2 et Qgbs est l’enthalpie
d’activation du processus diffusif mis en jeu.
Par analogie avec les re´gimes purs de dislocation et de diffusion, on peut donc en conclure qu’un me´canisme de´pendant
fortement de processus dislocatifs attribuera a` la contrainte un exposant e´leve´ : n ou ngbs > 1, et a` la taille des grains une
importance faible : m = 0 (dans le re´gime de dislocations) ou mgbs < mdiff , mdiff e´tant l’exposant m du re´gime de
diffusion pur.
2.1.9 Plasticite´ de basse tempe´rature
A forte contrainte (voir la partie supe´rieure de la figure 2.16) les re´gimes pre´ce´demment de´crits deviennent insuffisants
pour de´former le mate´riau. En effet, ces mode`les de fluage sont tous base´s sur les processus diffusifs qui permettent la
migration des joints de grains, la monte´e des dislocations en volume dans le cristal et la monte´e des dislocations dans
les joints de grains ou les sous-joints. Lorsque la contrainte de´viatorique a` supporter par le cristal est trop importante
(typiquement, a` basse tempe´rature pour une vitesse de de´formation classique), les atomes n’ont plus le temps de diffuser,
les dislocations doivent glisser meˆme a` travers les obstacles mis sur leur passage (autres dislocations, grains, impurete´s en
tous genres etc.).
Mode`le the´orique
Dans le re´gime de Peierls, la contrainte de´viatorique nucle´e des dislocations dans le volume meˆme des cristaux (voir
par exemple les source de Frank & Read (1950)). Le glissement d’une dislocation posse`de un couˆt e´nerge´tique appele´
barrie`re de Peierls (ou potentiel de Peierls) comme explique´ dans divers ouvrages : Cottrell (1953), Nabarro (1967b),
Hirth & Lothe (1982), Frost & Ashby (1982).
Comme illustre´ par la figure 2.12, le glissement est initie´ par la cre´ation d’un de´crochement (kink) et permet ensuite
le glissement de toute la range´e par propagation des bords de ce de´crochement le long de la ligne de dislocation. Ce
processus ne ne´cessite aucun me´canisme de diffusion contrairement a` la monte´e d’une dislocation (voir figure 2.8). Dans
le re´gime de dislocation, l’e´nergie ne´cessaire a` la nucle´ation du de´crochement est fournie par les fluctuations thermiques
du mate´riau alors que dans le re´gime de Peierls, c’est directement la contrainte qui fournit cet effort.
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FIG. 2.12 – Processus de franchissement de la barrie`re de Peierls. Nucle´ation d’un noeud et propagation engendrant le
glissement.
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La vitesse de glissement de la dislocation est proportionnelle a` la densite´ de dislocations, et dans le re´gime de Peierls,
cette densite´ est de´pendante de la contrainte. Cette de´pendance en contrainte est donc directement injecte´e dans l’enthalpie
d’activation de la re´action (Kocks et al. (1975)) sous la forme :
Hp(σ) = H0
(
1−
(
σ
σp
)r)s
(2.34)
ou`H0 est l’e´nergie libre de Helmholtz d’un noeud, σp et la contrainte de Peierls, r et s de´pendent du mode`le conside´re´.
En utilisant de nouveau la formule d’Orowan (e´quation 2.22), on obtient alors (Frost & Ashby (1982), Kohlstedt
(2007)) :
˙ = ˙p
(
σ
µ
)2
exp
(
−H0
RT
(
1−
(
σ
σp
)r)s)
(2.35)
ou` ˙p est une constante (s−1).
2.2 Application a` l’olivine
2.2.1 L’olivine
Le pre´sent chapitre re´sume les principales proprie´te´s rhe´ologiques connues de l’olivine (cf. figure 1.2). L’olivine est
un mine´ral de formule brute (Mg,Fe)2,SiO4 (l’olivine naturelle peut toutefois contenir des traces de nickel, de mangane`se,
de calcium etc.). La proportion de magne´sium par rapport au fer de´terminera donc si l’olivine est proche d’une Forste´rite
(Mg2SiO4) ou d’une Fayalite (Fe2SiO4).
Sur Terre, l’olivine la plus courante posse`de 10% de fer et 90% de magne´sium (cf. Deer et al. (1992), Zhao et al.
(2009)), elle est ge´ne´ralement de couleur verte (d’ou` son nom). A l’e´tat naturel, on la trouve ge´ne´ralement dans les
pe´ridotites forme´es principalement d’olivine et de pyroxe`nes. Les pe´ridotites, le plus souvent trouve´es dans le manteau
sont les dunites, contenant plus de 90% d’olivine, les harzburgites et les lherzolites.
2.2.2 Donne´es expe´rimentales
Fluage par diffusion
Les mode`les de Nabarro-Herring et Coble montrent la de´pendance en contrainte, taille de grain et tempe´rature de
de´formation. Cependant, le pre´facteur inversement proportionnel a` la tempe´rature n’est pas observe´ expe´rimentalement.
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Materiau n m Q A0(µmm MPa−n s−1) Description Reference
Olivine 1 2 290 104.9 dry Karato et al. (1986)
Olivine 1 2.5 300 102.78 dry Karato & Wu (1993b)
Olivine 1 3 315 106.8 dry Hirth & Kohlstedt (1995b)
Ol. Synthe`se 1 3 375 109.18 dry Hirth & Kohlstedt (2003)
Peridot. 1 3 370 109.1 dry Zimmerman & Kohlstedt (2004)
Olivine 1 2.98 261 105.25 dry Korenaga & Karato (2008)
Olivine 1 3 250 106.2 wet Karato et al. (1986)
Olivine 1 2.5 240 102.57 wet Karato & Wu (1993b)
Olivine 1.1 3 295 104.7 wet Mei & Kohlstedt (2000a)
Ol. Synthe`se 1 3 335 106 wet Hirth & Kohlstedt (2003)
Olivine 1 2.56 387 104.32 wet Korenaga & Karato (2008)
Olivine 291 Silicon/bulk diff. Houlier et al. (1990)
Olivine 1 2 376 104.18 Oxygen/bulk diff. Ranalli (1991)
Olivine 1 3 250 102.15 Oxygen/GB diff. Ranalli (1991)
Olivine 1 2 376 101.4 Silicon/bulk diff. Ranalli (1991)
Olivine 1 3 250 10−0.62 Silicon/GB diff. Ranalli (1991)
TAB. 2.1 – Compilation de re´sultats expe´rimentaux de de´formation de la pe´ridotite (ou de l’olivine seule) en re´gime de
diffusion. On voit que l’e´nergie d’activation est globalement comprise entre 250 et 400 kJ.mol−1. Les valeurs propose´es
par Hirth & Kohlstedt (2003) sont une refonte de´taille´e des donne´es pre´ce´dentes.
Dans la litte´rature, les lois rhe´ologiques de´termine´es expe´rimentalement sont pose´es sous la forme :
˙ = A2d−mσfrH2O exp(αφ) (2.36)
A2 = A20 exp
(
−Ediff + PVdiff
RT
)
(2.37)
avec ˙ la vitesse de de´formation (s−1), A20 une constante qui de´pend du mate´riau, m une constante sans dimension qui
de´pend du me´canisme de de´formation, Ediff l’e´nergie d’activation (cf. e´quation 2.20), P la pression, Vdiff le volume
d’activation, fH2O la fugacite´ de l’eau, r une constante proche de 1 (Mei & Kohlstedt (2000a)), φ le taux de fusion
partielle et α un coefficient expe´rimental compris entre 25 et 30 (Hirth & Kohlstedt (2003), Scott & Kohlstedt (2006)). la
valeur de m est donc suppose´e comprise entre 2 et 3. La table 2.1 donne un aperc¸u des rhe´ologies diffusives rapporte´es
pour l’olivine ou la pe´ridotite. Le volume d’activation semble tre`s difficile a` contraindre mais se trouve en ge´ne´ral compris
entre 2 10−6 et 10 10−6 (m3 mol−1) dans le cas d’une olivine se`che et entre 0 et 20 10−6 (m3 mol−1) dans le cas d’une
olivine hydrate´e (Hirth & Kohlstedt (2003)).
Ces rhe´ologies expe´rimentales reposent sur diffe´rentes hypothe`ses ine´vitables du fait de proble`mes expe´rimentaux.
Afin de les acque´rir, les expe´rimentateurs sont amene´s a` utiliser un e´chantillon (naturel ou synthe´tique) compose´ de grains
de taille re´duite (typiquement 1 a` 10 microns). Avant toute expe´rience, la taille moyenne des grains est mesure´e dans
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chaque e´chantillon. Le mate´riau est chauffe´ rapidement et ge´ne´ralement soumis a` des paliers de contraintes de plus en
plus e´leve´es.
La rhe´ologie a` mesurer e´tant suppose´e de´pendre de la taille moyenne des cristaux, il est primordial de suivre l’e´volution
de la taille des grains durant l’expe´rience. Malheureusement, la mesure in situ de la taille moyenne des grains durant ces
expe´riences est impossible, les expe´rimentateurs ne mesurent donc la taille des grains qu’avant et apre`s leurs expe´riences.
La dynamique de la distribution des grains n’est donc pas rapporte´e dans une expe´rience concernant la rhe´ologie en re´gime
de diffusion, elle est donc suppose´e suivre les lois de la croissance normale (cf. section 2.3.4, e´quation 2.61 et Faul &
Jackson (2007)).
Afin d’e´liminer toute influence potentielle des dislocations, ces manipulations sont donc stoppe´es tre`s toˆt avant que
les grains aient eu le temps de grossir suffisamment pour atteindre le re´gime de dislocation. Une fois les acquisitions ter-
mine´es, l’e´chantillon est refroidi rapidement et les grains sont mesure´s a` nouveau. Le calcul de l’e´volution de la taille des
grains permet alors d’obtenir la taille pre´sume´e des grains a` chaque palier de contrainte (auquel une vitesse de de´formation
a e´te´ mesure´e). Il est donc possible d’obtenir des coefficients pre´sente´s dans la table 2.1.
Coble ou Nabarro-Herring pour l’olivine dans le manteau ? Hirth & Kohlstedt (2003) pre´sentent une compilation
des coefficients de diffusion de l’olivine, en discriminant les espe`ces chimiques, a` une tempe´rature de 1573K. Les donne´es
utilise´es proviennent des e´tudes expe´rimentales de Gaetani & Watson (2000) (diffusion du magne´sium en volume), Hou-
lier et al. (1990) (diffusion du silicium en volume), Watson (1991) (diffusion du magne´sium dans les joints de grains) et
Farver & Yund (2000) (diffusion du silicium dans les joints de grains). La figure 2.13 montre la comparaison publie´e par
Hirth & Kohlstedt (2003). Pour qu’un type de migration soit ve´ritablement actif, il faut qu’il permette la pleine migration
de chaque espe`ce chimique. Par conse´quent, que ce soit pour la migration a` travers les grains ou la migration dans les
joints de grains, c’est le coefficient de migration de l’espe`ce la plus lente qui dictera la cine´tique de la transformation. En
revanche, c’est bien le processus de diffusion le plus rapide qui sera naturellement se´lectionne´ par le mate´riau. Hirth &
Kohlstedt mettent en e´vidence que c’est le silicium qui migre le plus lentement (dans les deux cas), ce sera donc l’espe`ce
limitante. Ils concluent donc qu’a` cette tempe´rature, la diffusivite´ effective de l’olivine est limite´e par un fluage de type
Coble (de´pendant de la taille des grains en d2) lorsque la taille des grains est infe´rieure a` 1 m et par le fluage de type
Nabarro-Herring dans le cas contraire.
Par ailleurs, Ranalli (2001, 1991) mesure l’e´nergie d’activation des processus de migration dans les joints de grains
et en volume (cf. table 2.1). Il est conclu qu’en plus du fait que le fluage de Nabarro-Herring n’est pas se´lectionne´
au alentours de 1600K, qui repre´sente la tempe´rature approximative du manteau supe´rieur, son e´nergie d’activation est
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FIG. 2.13 – Exemple de diffusivite´s, issu de Hirth & Kohlstedt (2003).
supe´rieure a` celle du fluage de type Coble. L’importance de la diffusion en volume diminuera donc dramatiquement avec
la tempe´rature. Il est alors raisonnable de conside´rer que le fluage de Coble est celui qu’il faut utiliser pour mode´liser le
manteau supe´rieur (Hirth & Kohlstedt, 2003).
Fluage par dislocations
N’ayant a priori aucun lien avec la taille moyenne des grains, expe´rimentalement, la rhe´ologie en re´gime de disloca-
tions est plus simple a` caracte´riser. Toutefois, l’e´valuation de la contrainte in situ reste un proble`me actuel et repre´sente
une grande source d’erreur des expe´riences de laboratoire (voir a` ce sujet Van der Wal et al. (1993)).
La rhe´ologie en mode de dislocation est ge´ne´ralement pose´e de fac¸on phe´nome´nologique sous la forme :
˙ = A1f
q
H2O
exp (αφ)σn (2.38)
A1 = A10 exp
(
−Qdisl
RT
)
(2.39)
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Mate´riau n Q A0 Description Re´fe´rence
Mt Burnett dunite 3.3 465 103.1 dry Carter & AveLallemant (1970)
Mt Burnett dunite 3.0 419 dry Kirby & Raleigh (1973)
dunites 3.6 392 102.63 dry Post (1977)
Collected data 3.0 502 104.8 dry Goetze (1978)
Olivine 3.5 528 103.9 dry Karato et al. (1982)
dunites 3.6 535 104.46 dry Chopra & Paterson (1984)
Olivine 3.5 540 105.4 dry Karato et al. (1986)
Olivine (Single) 3.5 533 104.8 dry Kirby & Kronenberg (1987)
Balsam Gap dunite 3.3 505 108.0 dry Borch & II (1989)
Olivine 3.5 520 104.5 dry Ranalli (1991)
Olivine 3.5 540 105.38 dry Karato & Wu (1993b)
S.C. Ol. (single) 3.5 540 105.05 dry Bussod et al. (1993)
S.C. Ol. and Synth. 3.0 540 105.38 dry Karato & Rubie (1997)
Peridot. 3.5 600 107.6 dry Lawlis (1998)
Olivine 3 510 105.8 dry Mei & Kohlstedt (2000b)
Peridot. 1.7 538 108.8 dry Ji et al. (2001)
Olivine 3 510 106.1 dry Karato & Jung (2003a)
Olivine 3.5 530 105.04 dry Hirth & Kohlstedt (2003)
Peridot. 4.3 550 104.8 dry Zimmerman & Kohlstedt (2004)
San Carlos Olivine 3.0 470 103.66 dry Li et al. (2006)
Synth. Ol. (single) 2.6 112 10−8.2 dry Raterron et al. (2007)
Synth. Ol. (single) 2.7 104 10−9.2 dry Raterron et al. (2007)
Olivine 4.94 610 106.09 dry Korenaga & Karato (2008)
San Carlos Olivine 3.5 530 105.04 dry Kawazoe et al. (2009)
Mt Burnett dunite 2.1 226 10−1.0 wet Carter & AveLallemant (1970)
Mt Burnett dunite 5.1 392 102.5 wet Post (1977)
dunites 3. 527 102.63 wet Post (1977)
Aheim dunite 4.48 498 102.62 wet Chopra & Paterson (1984)
Anita dunite 3.35 444 103.98 wet Chopra & Paterson (1984)
Olivine 3 420 103.3 wet Karato et al. (1986)
Olivine 3 430 103.48 wet Karato & Wu (1993b)
Olivine 3 470 103.2 wet Mei & Kohlstedt (2000b)
Olivine 3.5 480 101.95 wet Hirth & Kohlstedt (2003)
Olivine 3 470 102.9 wet Karato & Jung (2003a)
Olivine 3.60 523 100.6 wet Korenaga & Karato (2008)
TAB. 2.2 – Tableau re´capitulatif des rhe´ologies dislocatives publie´es pour la pe´ridotite. La rhe´ologie suit la loi : ˙ =
A0 exp(−Q/RT )σn, avec A0 (µmm MPa−n s−1), R = 8.314 J mol−1 et Q (kJ mol−1). Ces donne´es repre´sentent une
tre`s large gamme de conditions expe´rimentales et de types d’e´chantillons, d’ou` leur he´te´roge´ne´ite´. cf. Hirth & Kohlstedt
(2003); Karato (Available online 17 April 2009); Kirby & Kronenberg (1987).
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ou` A10 est une constante de´pendant du type de mate´riau (the´oriquement relie´e a` la diffusivite´ de l’espe`ce chimique la plus
lente du mine´ral), Qdisl est l’enthalpie d’activation (meˆme forme que pour le fluage diffusif : e´quation 2.36), fH2O est la
fugacite´ de l’eau, q est une constante proche de 1.2 (Mei & Kohlstedt (2000b)), φ est le taux de fusion partielle, α une
constante sans dimension proche de 45 (cf. Hirth & Kohlstedt (2003)) et n une constante comprise entre 3 et 5 (en ge´ne´ral
proche de 3.5). On s’aperc¸oit que le taux de fusion partielle et la fugacite´ de l’eau peuvent affaiblir conside´rablement la
roche et avoir un effet largement e´gal a` celui d’une variation de tempe´rature.
La table 2.2 regroupe un ensemble aussi large que possible de donne´es expe´rimentales obtenues sur divers echantillons
(dunites, pe´ridotites, olivines, naturelles ou synthe´tiques). Les valeurs de Hirth & Kohlstedt (2003) repre´sentent une
re´analyse des donne´es ante´rieures discute´es une a` une et font souvent re´fe´rence.
De meˆme que pour le fluage par diffusion, le volume d’activation est tre`s difficile a` contraindre dans le re´gime de
dislocation et semble eˆtre compris entre 0 (cf. Li et al. (2006)) et 27 10−6 (m3.mol−1) (cf. II & Borch (1987)).
Glissement sur les joints de grains
La de´couverte de ce processus est re´cente (expe´rimentalement, au sujet de l’olivine), et son identification pre´cise n’est
probablement pas acheve´e. Les premie`res donne´es rapporte´es au sujet de l’olivine sont dues a` Hirth & Kohlstedt (1995a),
Scott & Kohlstedt (2006), Zhao et al. (2009) et sont discute´es par Kohlstedt & Wang (2001), Hirth & Kohlstedt (2003)
(cf. figure 2.14), Drury (2005). De plus en plus d’e´tudes utilisent a` pre´sent cette loi rhe´ologique (Kelemen & Hirth (2007);
Warren & Hirth (2006); Precigout et al. (2007) etc.). Bystricky & Mackwell (2001) ont e´galement mis en e´vidence ce type
de fluage dans le clinopyroxe`ne alors que Mei et al. (2002) montrent que le glissement sur les joints de grains est inhibe´
par la pre´sence d’eau (Hirth & Kohlstedt (2003); Drury (2005)).
De meˆme que pour les autres rhe´ologies, le glissement sur les joints de grains prend la forme :
˙ = Cgbs exp(αgbsφ)
σngbs
dmgbs
exp
(
−Qgbs
RT
)
(2.40)
ou` φ est le taux de fusion partielle et αgbs et une constante comprise entre 30 et 45 (cf Scott & Kohlstedt (2006)).
Les coefficients expe´rimentaux publie´s a` ce jour a` propos de l’olivine sont rassemble´s dans la table 2.3. L’exposant de
la contrainte est supe´rieur a` ce a` quoi s’attendait Langdon (1994) et semble le´ge`rement infe´rieur a` 4, de meˆme que dans
le re´gime pur de dislocations. Cette coı¨ncidence empeˆche de discriminer simplement le re´gime de dislocations du re´gime
de glissement des joints de grains. L’exposant n de la contrainte e´tait le principal marqueur macroscopique qui permettait
d’affirmer que la rhe´ologie e´tait strictement en re´gime de dislocation, Hirth & Kohlstedt (2003) et Drury (2005) montrent
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FIG. 2.14 – Mise en e´vidence du re´gime de glissement sur les joints de grains. (a) olivine se`che, (b) olivine hydrate´e. Dans
le cas de l’olivine se`che, la de´pendance en taille de grains de la rhe´ologie est tre`s nette. Issu de Hirth & Kohlstedt (2003).
Mate´riau n m Q α A0 Description Re´fe´rence
Olivine 3.5 2 600 30− 45 1010.672 dry / T > 1250◦C Hirth & Kohlstedt (2003)
Olivine 3.5 2 400 30− 45 103.813 dry / T < 1250◦C Hirth & Kohlstedt (2003)
Fo-Fa 3.9 2 440− 45X ∼ X1.5105.792 dry Zhao et al. (2009)
Olivine 3.9 2 435.5 104.29 dry Zhao et al. (2009)
TAB. 2.3 – Tableau re´capitulatif des lois de fluage par glissement sur joints de grains publie´s pour la pe´ridotite. La
rhe´ologie suit la loi : ˙ = A0d−m exp(−Q/RT )σn, avec A0 (µmm MPa−n s−1), R = 8.314 J mol−1, d (µm) et Q (kJ
mol−1). Les donne´es de Zhao et al. concernent le me´lange Forsterite-Fayalite avec X = Fe/(Fe+Mg) (X ' 0.1 dans
l’olivine classique). µ (MPa) est une fonction de X mais j’ai conside´re´ que µ = 80 GPa a` la ligne 3 pour exprimer le
pre´facteur. La quatrie`me ligne repre´sente ce qu’on obtiendrait pour une olivine classique.
que ce n’est pas le cas. Drury pre´sente une re´interpre´tation des donne´es expe´rimentales de recristallisation dynamique
d’agre´gats d’olivine (Karato et al. (1982); Van der Wal et al. (1993); Zhang et al. (2000); Bystricky et al. (2000); Jung &
Karato (2001b,a)).
Toutefois, il semble que l’adoucissement a` la de´formation couple´e a` l’observation d’un exposant a` la contrainte
supe´rieur a` 1 puisse eˆtre un bon crite`re marqueur de ce re´gime de glissement. Drury (2005) et Slotemaker (2006) montrent
que le passage du re´gime de dislocations au re´gime de glissement sur les joints de grains, a` vitesse de de´formation
constante, engendre une chute de contrainte de´viatorique, ce qui pourrait repre´senter un nouveau marqueur macrosco-
pique du passage dans ce re´gime de glissement.
Cette de´couverte re´cente ouvre donc un large champ d’expe´rimentations dans divers domaines de la ge´ophysique,
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Mate´riau ˙p n H0 σp r s P Description Re´fe´rence
Olivine 1.3 1012 0 502 9.1 1 2 ∼ 0.1 dry Evans & Goetze (1979)
San Carlos Ol. 2.6 1016 0 564 15.4 2/3 2 9 103 dry Raterron et al. (2004)
San Carlos Ol. 108.0 2 518 1.58 1 1 2 103 water satured Katayama & Karato (2008)
San Carlos Ol. 107.1 2 518 2.06 3/4 1 2 103 water satured Katayama & Karato (2008)
San Carlos Ol. 107.9 2 518 2.00 1 4/3 2 103 water satured Katayama & Karato (2008)
San Carlos Ol. 106.9 2 518 2.79 3/4 4/3 2 103 water satured Katayama & Karato (2008)
San Carlos Ol. 107.8 2 518 2.87 1 2 2 103 water satured Katayama & Karato (2008)
TAB. 2.4 – Tableau re´capitulatif des lois de fluage de Peierls publie´es pour l’olivine. La rhe´ologie suit l’e´quation 2.41.
˙p (s−1), H0 (kJ mol−1), σp (GPa), r, s, n (sans unite´) et P la pression (MPa). Les cinq lignes donne´es au sujet de
Katayama offrent diffe´rentes repre´sentations possibles des meˆme donne´es (la figure 2.15 montre bien que la rhe´ologie est
mal contrainte).
allant des expe´riences de de´formation en laboratoire a` la simulation nume´rique a` l’e´chelle lithosphe´rique ou plane´taire.
Cela` offre e´galement de nouvelles interpre´tations possibles pour la bonne compre´hension de la recristallisation dynamique
dont le comportement reste mal compris.
Re´gime de Peierls
Contrairement aux autres rhe´ologies, l’e´tude expe´rimentale syste´matique du fluage de Peierls n’a pas e´te´ entreprise.
Cette expe´rience ne´cessite d’appliquer une contrainte tre`s importante a` l’e´chantillon. Les premie`res donne´es datent des
anne´es soixante-dix (Evans & Goetze (1979)) et l’e´tude n’a e´te´ relance´e que tre`s re´cemment avec Raterron et al. (2004)
et Katayama & Karato (2008).
De fac¸on ge´ne´rale, suivant la forme de´rive´e par Kocks et al. (1975), on recherche la rhe´ologie suivant l’e´quation :
˙ = ˙pσn exp
(
−H0
RT
(
1−
(
σ
σp
)r)s)
(2.41)
avec ˙p (s−1 MPa−n) et σ (MPa).
Katayama & Karato (2008) concluent que la pre´sence d’eau tend a` adoucir la roche dans le fluage de Peierls. Toutefois,
leur expe´rience ne couvre pas une large gamme de contrainte et ils omettent les donne´es de Raterron qui ne tombent pas
tout a` fait dans la zone suppose´e par Evans et Goetze (la loi de Raterron tombe entre les deux jeux de donne´es). Cette
rhe´ologie n’est donc pas encore parfaitement contrainte par les donne´es expe´rimentales mais tout le monde s’accorde pour
ce qui est des ordres de grandeur.
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FIG. 2.15 – Transition du fluage par dislocations au re´gime de Peierls (figure issue de Katayama & Karato (2008)). Les
donne´es de Evans et al. sont repre´sente´es par les losanges noirs et celles de Katayama et al. par les blancs.
2.2.3 Carte des rhe´ologies de l’olivine
La multitude d’e´tudes expe´rimentales entreprises depuis les dernie`res de´cennies a permis l’e´laboration de mode`les
concernant les rhe´ologies possibles pour une roche donne´e. Nous proposons ici une vue d’ensemble des modes de
de´formation connus de l’olivine.
A ce jour, quatre processus de de´formation ont e´te´ identifie´s :
– Le fluage par diffusion.
– Le fluage par dislocation.
– Le glissement sur joints de grain.
– La plasticite´ de basse tempe´rature (ou me´canisme de Peierls).
Les limites entre ces re´gimes sont difficiles a` de´finir rigoureusement du fait de leur cohabitation potentielle. Les
frontie`res entre deux zones correspondent aux situations ou` les vitesses de de´formation correspondant aux deux me´canismes
sont e´gales. Chaque rhe´ologie posse`dant sa de´pendance propre en tempe´rature, pression, pre´sence de fluides interstitiels,
la carte des rhe´ologies est donc extreˆmement de´pendante des conditions dans lesquelles se trouve le mate´riau. Diverses
synthe`ses des rhe´ologies de l’olivine ont e´te´ publie´es depuis le commencement des expe´rimentations (parmis les plus
re´centes : Hirth & Kohlstedt (2003); Drury (2005); Kohlstedt (2007); Karato (2008, Available online 17 April 2009)).
Les frontie`res entre rhe´ologies de´pendent de la contrainte de´viatorique, de la tempe´rature, de la taille moyenne des
cristaux (taille des grains), de la pre´sence d’eau, du taux de fusion partielle, de la pression etc. En ge´ne´ral, les frontie`res
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FIG. 2.16 – Un exemple de carte de rhe´ologies issu de Warren & Hirth (2006). Le re´gime de glissement sur les joints de
grains est repre´sente´ en jaune et orange.
sont repre´sente´es dans un diagramme σ − d ou` σ est la contrainte de´viatorique et d la taille des grains (cf. figure 2.16).
2.3 Evolution de la taille des grains
Les re´gimes de diffusion et de glissement sur les joints de grain sont des rhe´ologies de´pendantes de la taille des grains.
Toutefois, une roche ne posse`de jamais de grains de taille e´gale mais bien toujours une distribution de tailles de grains.
La forme de cette distribution peut varier suivant les conditions dans lesquelles se trouve la roche (croissance normale,
recristallisation dynamique etc.).
2.3.1 Grains
De´finition
Un grain est ge´ne´ralement de´fini comme un monocristal se´pare´ des autres grains par des joints de grains. Cependant,
sous l’effet d’une forte contrainte, un grain peut eˆtre amene´ a` se fractionner le´ge`rement avant de se diviser en plusieurs
parties. Un grain n’est donc pas a` proprement parler un monocristal parfait mais peut contenir ou eˆtre entie`rement constitue´
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FIG. 2.17 – Distribution expe´rimentale de tailles de grains (d’apre`s Slotemaker & Bresser (2006)).
de sous-grains de meˆme nature mine´ralogique dont les plans cristallins sont tous globalement oriente´s de la meˆme manie`re.
Un joint de grain se´pare deux cristaux de meˆme nature mine´ralogique dont les plans cristallins ne posse`de pas la meˆme
orientation ou deux cristaux de diffe´rentes natures mine´ralogiques.
Lorsqu’un sous-grain posse`de une de´sorientation trop grande par rapport au grain pe`re ou aux sous-grains voisins,
il devient un nouveau grain. La limite angulaire de de´sorientation des plans cristallins n’est pas strictement de´finie, on
conside`re souvent que lorsqu’un sous-joint posse`de une tension de surface proche de celle du joint de grain, alors les
deux cristaux qu’il se´pare sont deux grains diffe´rents. La figure 2.19 nous montre que ceci correspond a` un angle de
de´sorientation des plans cristallins d’environ 10 degre´s.
Distribution de tailles de grains
Une roche est constitue´e d’un ensemble de grains de diffe´rentes tailles, il est donc possible de de´finir une distribution
de tailles de grains (cf. Ricard & Bercovici (2009b)). De cette fac¸on, on peut repre´senter le nombre de grains en fonction
de leur taille (voir par exemple la figure 2.17 repre´sentant une distribution expe´rimentale de tailles de grains).
Une distribution continue de tailles de grains est de´finie par une densite´ νR (m−4) de grains en chaque point, par unite´
de volume et par unite´ de taille de grainR (rayon de grain conside´re´ sphe´rique). Pour obtenir le nombre de grains compris
dans un volume V , il faut donc inte´grer cette distribution dans l’espace et sur toutes les tailles de grains :
N =
∫
V
∫ ∞
0
νR dR dV. (2.42)
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FIG. 2.18 – Re´gression de la distribution expe´rimentale donne´e par Slotemaker & Bresser (2006).
Une distribution expe´rimentale est ge´ne´ralement repre´sente´e par une valeur moyenne R et une de´viation standard σ.
Les grains observe´s y sont re´pertorie´s par tranches de taille (entre R et R+ dR). En ge´ne´ral, une distribution gaussienne,
en e´chelle logarithmique, est choisie pour repre´senter la re´partition des grains. Le nombre ∆N(R1, R2) de grains de taille
comprise entre R1 et R2 est alors donne´ par :
∆N(R1, R2) =
∫ ln(R2)
ln(R1)
α exp
(
− [ln(R/R)]
2
2σ2
)
d ln(R) (2.43)
Ceci introduit donc la loi lognormale :
ν(R) =
α
R
exp
(
− [ln(R/R)]
2
2σ2
)
, (2.44)
avec α un coefficient a` de´terminer selon la normalisation utilise´e. La taille moyenne R des grains est donne´e par :
ln(R) =
(∫ ∞
−∞
ν(R) ln(R)d ln(R)
)
/
(∫ ∞
−∞
ν(R)d ln(R)
)
. (2.45)
C’est par abus de language que R est appele´ rayon moyen puisque c’est en fait l’exponentielle du logarithme moyen.
Exemple Une re´gression de la distribution donne´e par Slotemaker et al. 2006 Slotemaker & Bresser (2006) (figure 2.17)
donne (les valeurs sont extraites de la figure) : R ' 1.4 µm, σ ' 0.5 et α ' 17.
Connaissant Rf et σ, nous avons entie`rement de´termine´ la distribution lognormale. La figure 2.18 montre la bonne
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ade´quation de la distribution lognormale avec la distribution expe´rimentale. Dans ce manuscrit nous utilisons exclusi-
vement les logarithmes naturels tandis que la figure est calcule´e en logarithmes de´cimaux, notre valeur de σ est valable
pour une repre´sentation en logarithmes naturels, elle doit eˆtre divise´e par log(10) pour une repre´sentation en terme de
logarithmes de´cimaux). Remarquons que ∼ 20% des grains sont 3 fois plus grands ou 3 fois plus petits que la valeur
moyenne. Il est donc tre`s re´ducteur d’imaginer que tous les grains ont la meˆme taille.
2.3.2 Energies d’un grain
La taille des grains e´volue au cours du temps. Nous devons donc quantifier les e´nergies pre´sentes dans le syste`me. Dans
un agre´gat de grains sous contrainte, les deux principales sources d’e´nergie sont les joints de grains et les dislocations.
Nous de´taillons ici l’impact relatif de ces deux contributions.
Energie des joints de grain Le joint de grain posse`de une e´nergie ou tension de surface (J m−2). Cette e´nergie est
positive, c’est-a`-dire qu’un solide tend a` diminuer la surface de joints par unite´ de volume. La figure 2.19 montre une
mesure expe´rimentale de cette tension de surface en fonction de l’angle de rotation entre diffe´rents (sous-)grains.
L’origine de la tension de surface peut eˆtre comprise assez simplement. Au sein du solide cristallin, chaque atome
est en e´quilibre graˆce aux forces qui le lient a` ses diffe´rents voisins. Par contre les atomes en surface sont uniquement
soumis a` des forces d’atomes situe´s du cote´ interne de l’interface. L’ensemble de ces forces tend donc a` comprimer le
grain et augmenter sa pression interne. L’exce`s de pression est donne´ par la relation de Laplace : Pint = Pext + 2γ/d.
ou` γ est la tension de surface (J m−2) et d le rayon de courbure local de l’interface (m), souvent assimile´ au rayon du
grain. Cette relation s’applique aussi a la pression dans une bulle de savon. L’e´nergie de surface γ (en J m−2) peut aussi
s’interpre´ter comme la force line´ique ou tension de surface en N m−1 qui s’exerce de fac¸on tangente a` la surface du grain,
et perpendiculaire a` une ligne trace´e a` la surface du grain.
Energie stocke´e par les dislocations
Chaque dislocation engendrant un champ de de´formation dans le maillage du cristal, le calcul de son potentiel
propre revient a` inte´grer le champ de contrainte e´lastique qu’elle ge´ne`re dans son entourage. Une premie`re approche
des phe´nome`nes dus aux dislocations a e´te´ publie´ par Hirth et Lothe dans les anne´es 80 (Hirth & Lothe (1982)).
L’e´nergie stoke´e par les dislocations est distribue´e a` travers tout le re´seau sous forme e´lastique. On peut en obtenir
une estimation en quantifiant la densite´ de dislocations et le champ de contrainte qu’elles ge´ne`rent dans le re´seau.
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FIG. 2.19 – Mesure de la tension de surface (J.m−2) des joints de grains dans l’olivine par Duyster & Stockhert (2001).
Ce graphique repre´sente l’e´nergie contenue dans les interfaces entre les grains en fonction de l’angle relatif que font les
range´es d’atomes entre chaque grain respectif. Les interfaces grain/sous-grain sont donc repre´sente´es par les petits angles
et les joints de grain par les grands. On voit que les frontie`res de sous-grains, constitue´s de dislocations, sont de faible
e´nergie alors que les joints de grain posse`dent une tension de surface a` peu pre`s constante γ ' 1 J.m−2.
Tension line´ique La tension line´ique exprime la densite´ d’e´nergie ξ par unite´ de longueur contenue dans une dislocation.
Pour en avoir une estimation, Hirth & Lothe (1982) conside`rent l’e´nergie contenue dans le champ de de´formation engendre´
autour d’une dislocation parfaitement rectiligne, dans un cylindre (voir e´galement Shimizu (2008)) :
ξ =
µb2χ
4pi
ln
(
βr
b
)
(2.46)
ou` µ est le module de cisaillement du mate´riau (∼ 80 GPa pour l’olivine), b est le vecteur de Burgers (∼ 0.5 nm), χ est
une constante proche de 1 qui de´pend du caracte`re de la dislocation (vis ou coin), β est une constante proche de 4 et r est
le rayon du cylindre (m). La densite´ d’e´nergie est donc une grandeur divergente pour un cylindre dont le rayon tend vers
l’infini. Afin de trouver une valeur finie, Shimizu pose que le rayon du cylindre doit eˆtre e´gal a` la moitie´ de la distance
entre deux dislocations. L’analyse dimensionnelle nous montre :
r =
1
2
ρ−1/2 (2.47)
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ou` ρ est la densite´ de dislocation par unite´ de surface. Nous obtenons alors :
ξ =
µb2χ
4pi
ln
(
β
2b
√
ρ
)
(2.48)
Il est donc indispensable de connaıˆtre la densite´ de dislocations ρ pour calculer la valeur de la tension line´ique de chaque
dislocation.
Densite´ volumique d’e´nergie Une fois la valeur de la densite´ line´ique d’e´nergie calcule´e, on obtient la densite´ d’e´nergie
contenue dans les dislocations dans un cristal :
Edisl = ρξ (2.49)
Dans le cas the´orique, en utilisant α = χ = 1, β = 4, µ = 60 GPa (valeur de Kohlstedt & Weathers), b = 5 10−10 m et
S = 0.4, nous obtenons :
Edisl(J.m−3) = 0.21221 σ2 ln
(
7.5 104
σ
)
(2.50)
avec σ (MPa). En utilisant la valeur expe´rimentale de´termine´e par Kohlstedt et Wheathers, en utilisant directement les
e´quations 2.48 et 2.26, nous obtenons :
Edisl(J.m−3) = 1.3393 σ1.5 ln
(
1.1942 105
σ3/4
)
(2.51)
La figure 2.20 offre une comparaison entre les expressions the´oriques et expe´rimentales de la densite´ de dislocation (par
unite´ de surface) et de la densite´ d’e´nergie (par unite´ de volume).
2.3.3 De´placement des interfaces
Migration de joints de grains
Lorsque la tempe´rature est suffisamment importante, les joints de grains peuvent se de´placer et balayer les grains.
Chaque grain, de taille d, posse`de donc, a` cause de la tension de surface, une pression quelque peu diffe´rente de celle
du grain voisin. Des grains de meˆme composition et de taille diffe´rente posse`dent donc un potentiel chimique diffe´rent,
δµ = 2ργ/d (e.g. Ricard 2008). C’est cette diffe´rence de potentiel qui entraine la diffusion des atomes, et celle des
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FIG. 2.20 – A gauche, on peut observer la densite´ de dislocations normalise´e par le vecteur de Burgers par rapport a`
la contrainte de´viatorique (normalise´e par le module e´lastique) (graphique a` comparer avec la figure de Kohlstedt &
Weathers (2.10)). La relation donne´e par Kohlstedt et Weathers (e´quation 2.26 et figure 2.10) est repre´sente´e par la courbe
rouge. La courbe noire repre´sente la pre´diction the´orique (e´quation 2.25) pour la valeur S = 0.4 du facteur de Schmid.
Les courbes de droite illustrent les e´quations 2.50 et 2.51 et repre´sentent deux mode`les de la densite´ d’e´nergie contenue
par les dislocations dans un cristal.
68
FIG. 2.21 – Mesures connues des mobilite´s des joints de grains dans la pe´ridotite (issu de Evans et al. (2001)). les labels ont
la signification suivante : NM91 (Nichols & Mackwell (1991)), K89 (Karato (1989)), HK95 (Hirth & Kohlstedt (1995b))
et CK84 (Cooper & Kohlstedt (1984)).
interfaces. D’apre`s Shimizu (2008), la vitesse v de de´placement des interfaces s’e´crit :
v = MF (2.52)
ou`M est la mobilite´ et F la force agissant normalement au joint de grain (cette force est assez artificielle, puisque la seule
”vraie” force, celle de la tension de surface s’exerce paralle`lement et non normalement a` la surface). Selon Shimizu, la
mobilite´ s’exprime par la relation :
M =
bwDgb
RT
(2.53)
avec b le vecteur de Burgers, w l’e´paisseur du joint de grain, Dgb le coefficient de diffusion des particules a` travers le joint
de grain, R la constante de Boltzman et T la tempe´rature. La mobilite´ est donc exprime´e en kg m s−2 tandis que la force
est exprime´e en N m−2.
Les forces, entre deux grains de taille d et d′, sont lie´es a` la diffe´rence de potentiel chimique, donc essentiellement a
la diffe´rence de pression entre grain controle´e par 2γ|1/d− 1/d′| (la diffe´rence de densite´ de dislocations peut e´galement
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jouer, voir la section 2.3.4). Cette force, qui fait diffuser les atomes du grain le plus petit vers le plus gros, de´place
l’interface en direction du plus petit grain.
Les impurete´s pre´sentes dans les joints de grains modifient la mobilite´ alors que celles pre´sentes en volume (phases
mine´ralogiques diffe´rentes, dislocations etc.) affectent les forces applique´es aux joints de grains. La figure 2.21 montre
un re´sume´ des mesures expe´rimentales de la mobilite´ des joints de grains de la pe´ridotite (cf. Evans et al. (2001)). On
s’aperc¸oit que la mobilite´ peut varier de plusieurs ordres de grandeur a` une meˆme tempe´rature en fonction de la pression,
de la pre´sence d’eau ou de fusion partielle. On note que la tempe´rature, la pression et la pre´sence d’eau tendent a` augmenter
la mobilite´ alors que la fusion partielle tend a` la diminuer.
Bulging (bombement)
Meˆme si les dislocations pre´sentes en volume dans les cristaux posse`dent une e´nergie propre ge´ne´ralement faible par
rapport aux joints de grains, leur contribution e´nerge´tique peut ne pas eˆtre ne´gligeable dans certaines circonstances parti-
culie`res. A relativement basse tempe´rature, lorsque la diffusion des espe`ces chimiques permettant la croissance normale
est faible, on observe tout de meˆme qu’une migration des interfaces nucle´e de nouveaux grains. En re´alite´, la densite´ des
dislocations pie´ge´es dans les grains peut eˆtre suffisante pour cre´er une force motrice sur les joints de grains : le “bulging”.
Lorsqu’un joint de grain migre, il laisse derrie`re lui une zone fraıˆchement reconstitue´e dans laquelle les dislocations
ne sont pas encore apparues (cf. figure 2.22). Les dislocations posse`dant une e´nergie propre, la migration des joints cre´e
donc une diffe´rence de potentiel de part et d’autre du joint en mouvement.
Si l’on conside`re la zone nouvellement balaye´e comple`tement propre, la densite´ d’e´nergie due a` la pre´sence des
dislocations (pre´ce´demment calcule´e) est donc entie`rement convertie en un moteur actif de la nucle´ation pour peu que les
dislocations soient trop lentes pour rattraper le joint.
2.3.4 Croissance des grains
Croissance normale
Lorsque l’on compare l’e´nergie contenue dans les joints de grains (voir section 2.3.2) et celle due a` la pre´sence des
dislocations, on s’aperc¸oit que les interfaces entre grains posse`dent une e´nergie tre`s importante (voir section 2.3.2).
En effet, si on utilise l’e´quation 2.51, qui exprime la densite´ d’e´nergie due aux dislocations, et qu’on compare cette
e´nergie a` celle contenue dans un agre´gat de grains sphe´riques de taille d, on peut estimer leur importance relative. L’e´nergie
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FIG. 2.22 – Migration d’un joint de grain duˆe au gradient de densite´ de dislocation (bulging). La densite´ de dislocation est
repre´sente´e en rouge, le gradient de densite´ a` travers le joint est sche´matise´ par les fleˆches bleues. On voit que le volume
fraıˆchement balaye´ par le joint pre´sente une densite´ de dislocation tre`s faible. Par conse´quent, la migration de la frontie`re
engendre une diffe´rence de potentiel supple´mentaire qui tend a` augmenter la mobilite´ des joints de grain.
par unite´ de volume contenue dans les interfaces s’exprime par :
Eγ =
γ
2
4pid2
(4/3)pid3
=
3γ
2d
, (2.54)
nous obtenons donc une limite, illustre´e par la figure 2.23 :
3γ
2d
= 1.3393 σ1.5 ln
(
1.1942 105
σ3/4
)
(2.55)
On s’aperc¸oit que l’e´nergie de surface des grains est bien supe´rieure a` l’e´nergie e´lastique des dislocations dans les condi-
tions typiques du manteau terrestre.
Tendant a` atteindre son e´tat de moindre e´nergie, la roche minimisera donc sa densite´ d’interfaces dans une cine´tique
de croissance de ses grains. La croissance de grains ne´cessitant la mobilisation d’atomes (ou de lacunes) dans le milieu,
elle est fortement de´pendante de l’e´tat thermique de la roche, qui permet aux particules de briser leurs liaisons avec
leur entourage et de se soumettre a` un mouvement. La cine´tique de croissance contient un terme de type Arrhenius dont
l’e´nergie d’activation de´pend du type de roche conside´re´e.
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FIG. 2.23 – Importance relative des interfaces et des dislocations. La courbe noire repre´sente les conditions dans lesquelles
l’e´nergie contenue dans les interfaces est e´gale a` celle contenue dans les dislocations. La courbe tirete´e bleue repre´sente
la transition diffusion-dislocation pour une olivine se`che a` une tempe´rature T = 1600K, sous pression atmosphe´rique (cf.
Hirth & Kohlstedt (2003)).
Selon le formalisme initialement propose´ par Lifshitz & Slyozov (1961) et un peu plus tard par Hillert (1965), la
vitesse v d’une interface est donc exprime´e par :
v = −2γM(1
d
− 1
d′
) (2.56)
avecM la mobilite´ des interfaces dans laquelle on trouve le terme d’Arrhenius (v est compte´ positif si le grain de taille
d grossit.). Lifshitz & Slyozov (1961) et Hillert (1965) supposent que le grain de taille d est en contact avec l’ensemble
de tous les autres grains. Le terme 1/d′ est donc interpre´te´ comme 1/ < d >.
L’e´volution de la taille d d’un grain quelconque est donc conditionne´e par la taille moyenne de ses voisins, on pose
alors sa croissance sous la forme :
∂d
∂t
= 2Mγ
(
1
< d >
− 1
d
)
(2.57)
ou` < d > est la valeur moyenne de la taille des grains dans la roche. L’e´volution de la taille moyenne des grains et donc
e´gale a` la valeur moyenne du terme de droite de l’e´quation 2.57 :
∂ < d >
∂t
= 2Mγ(
1
< d >
− < 1
d
>) (2.58)
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Lifshitz & Slyozov (1961) et Hillert (1965) cherchent des solutions de l’e´quation 2.57 self-similaires, c’est-a`-dire des dis-
tributions de la taille des grains qui e´voluent dans le temps, mais qui, normalise´es par l’amplitude maximale et repre´sente´es
en fonction de la taille de grain normalise´e a` la taille de grain moyenne d/ < d >, sont constantes. Ce type de solution
self similaire est typique des e´quations diffe´rentielles de syste`mes qui n’ont pas de dimensions caracte´ristiques propres.
Les solutions cherche´es sont telles que la distribution de tailles ν(d, t) (la proportion de grains de taille d a` l’instant t)
s’e´crit ν(d, t) = a(t)f(d/ < d(t) >) ou` l’amplitude a et la forme f de la distribution sont deux fonctions a` de´terminer.
Dans le cas d’une distribution self similaire, il est facile de de´montrer que < 1/d > et 1/ < d > sont dans un rapport
R < 1 constant : < 1/d >= R/ < d > (de meˆme d’ailleurs que tous les moments de la distribution de forme < dn >
sont dans des rapports constants). On a donc simplement :
∂ < d >
∂t
= 2(1−R) Mγ
< d >
⇔ ∂ < d >
2
∂t
∝Mγ (2.59)
Les grains croissent donc comme t1/2. Dans une situation re´aliste, les grains peuvent posse´der une forme tre`s irre´gulie`re,
c’est pourquoi cette forme de cine´tique de croissance n’est pas ne´cessairement suffisante pour rendre compte des re´sultats
expe´rimentaux de croissance cristalline. En revanche, l’allure ge´ne´rale de l’expression 2.59 semble tout a` fait approprie´e
et est ge´ne´ralise´e sous la forme :
∂ < d >p
∂t
∝Mγ (2.60)
ou` p est une constante de´termine´e expe´rimentalement (ge´ne´ralement entre 2 et 5). Le terme de mobilite´ e´tant thermique-
ment active´, on obtient une loi de type Arrhenius :
∂ < d >p
∂t
= k0 exp
(
− Qg
RT
)
(2.61)
La table 2.5 montre divers re´sultats expe´rimentaux de croissance de grains (olivine) dans diffe´rentes conditions
expe´rimentales. Le formalisme pre´ce´demment pre´sente´ convient parfaitement a` la description de la croissance, pour peu
qu’on adapte l’exposant p et la constante k0 aux conditions expe´rimentales.
Les dislocations semblent avoir un effet ne´gligeable sur la diffusivite´ des impurete´s a` travers les grains. Ge´rard & Jaoul
(1989) ont mesure´ la diffusion de l’oxyge`ne a` travers une olivine naturelle (San Carlos) et n’observent aucun impact de la
densite´ de dislocations. La densite´ de dislocations est mesure´e a` 2 1011 m−2 et repre´sente une contrainte de´viatorique de
40 MPa environ (cf. e´quation 2.27). Aucun impact sur la diffusivite´ de l’oxyge`ne n’est rapporte´.
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Mate´riau p Qg k0(mp s−1) Description Re´fe´rence Source
Pe´ridot.(syn.) 2 520 5 10−8 dry Karato (1989) Evans et al. (2001)
Pe´ridot.(syn.) 3 600 dry Karato (1989) Evans et al. (2001)
Olivine 2 200 4 10−8 dry Karato (1989) Karato (2008)
Pe´ridot.(syn.) 2 160 1.6 10−8 wet Karato (1989) Evans et al. (2001)
Pe´ridot.(syn.) 2 160 5 10−8 wet Hirth & Kohlstedt (1995b) Evans et al. (2001)
Pe´ridot.(syn.) 4.3 390 8.2 10−14 molten Faul & Scott (2006) Faul & Scott (2006)
Olivine 2 200 10−8 Kameyama et al. (1997) Braun et al. (1999)
Pe´ridot.(syn.) 4 290 Nichols & Mackwell (1991) Evans et al. (2001)
Pe´ridot.(syn.) 5 345 Nichols & Mackwell (1991) Evans et al. (2001)
TAB. 2.5 – Tableau re´capitulatif des croissances de l’olivine.
2.3.5 Recristallisation dynamique
La recristallisation dynamique est le processus ge´ne´ral qui permet a` une roche de ge´ne´rer de nouveaux cristaux aux
interfaces des grains. Plusieurs e´tudes ont e´galement permis de mettre en e´vidence le fait que la taille des cristaux dans
ces zones fortement de´forme´es de´pend de la contrainte subie par la roche. Il existe donc une relation univoque entre la
contrainte et la taille moyenne des grains, cette relation a rec¸u la de´nomination de “pie´zome`tre”.
Cette de´couverte est extreˆmement inte´ressante pour les tectoniciens puisqu’elle leur permet de de´terminer une four-
chette de contraintes qu’ont subi leurs e´chantillons. Cet outil est devenu un e´le´ment indispensable pour la de´termination
de l’histoire tectonique d’une zone ge´ologique mal comprise (cf. Post & Tullis (1999); Stipp & Tullis (2003); Sassier
(2007)).
L’existence des piezome`tres nous indique e´galement que la roche atteint un e´tat d’e´quilibre dynamique dans la
cine´tique de croissance de ses grains. Un pie´zome`tre est ge´ne´ralement exprime´ sous forme d’une loi de puissance :
d = K0 exp
(
−Qk
RT
)
σ−β (2.62)
avec d (µm) la taille moyenne des grains, K0 (µm MPaβ) une constante de´pendant de la nature du mate´riau, σ (MPa) la
contrainte de´viatorique,Qk est une e´nergie d’activation tre`s faible ou nulle,R la constante de Boltzmann, T la tempe´rature
et β une constante comprise entre 0.7 et 1.5.
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Materiau K0 Qk β γ description Re´fe´rence
San Quintin Baya Ol. 2.71 104 0 1.23 1.00 dry Mercier et al. (1977)
Mt Burnett dunite ? 0 0.75 dry Post (1977), cf. Bresser et al. (2001)
Mt Burnett dunite 4.75 104 0 1.27 0.62 dry Ross et al. (1980)
Olivine Single 8.3 103 0 1.18 0.67 dry Karato et al. (1980)
Mt Burnett dunite ? 0 0.89 wet Post (1977), cf. Bresser et al. (2001)
Mt Burnett dunite 1.38 105 14.2 0.82 0.69 wet Ross et al. (1980)
Aheim dunite 7.51 103 0 1.19 0.59 wet Van der Wal et al. (1993)
Anita Bay dunite 1.45 103 0 0.88 0.42 wet Van der Wal et al. (1993)
Mt Burnett dunite 7.74 104 0 1.49 dry & wet Post (1977)
TAB. 2.6 – Pie´zome`tres de l’olivine. K0 (µm MPaβ), Qk (kJ mol−1). Les donne´es de Zhang et al. (2000) ainsi que celles
de Jung et al. (2006) n’explorent pas une gamme de contrainte suffisante pour cre´er un pie´zome`tre. Elles ont e´te´ effectue´es
pour l’e´tude de l’orientation pre´fe´rentielle des mailles cristallines au cours de la de´formation.
Mode`les the´oriques
Plusieurs e´tats de l’art ont vu le jour au sujet de la recristallisation dynamique (Bresser et al. (2001); Drury (2005);
Shimizu (2008)) et pre´sentent 6 mode`les de pie´zome`tres :
– Twiss (1977)
– Edward et al. (1982)
– Derby & Ashby (1987); Derby (1990, 1991))
– Shimizu (1998a,b, 1999)
– De Bresser et al. (1998); Bresser (2002)
– Austin & Evans (2007)
Deux processus sont a` la base de chacun de ces mode`les (hormis ceux de Twiss et Edward et al. comme nous allons
le voir) : la nucle´ation de nouveaux grains et la migration des joints de grain. A ce sujet, Shimizu (2008) dresse un e´tat de
l’art complet et identifie deux types de nucle´ation et deux processus de migration des interfaces.
Nucle´ation des sous-grains Deux types de nucle´ation ont e´te´ identifie´s a` ce jour : la nucle´ation par rotation de sous-
grain (SGR) et la nucle´ation par renflement des joints de grains (BLG : bulging, cf. section 2.3.3).
Dans le cas de cristallisation par rotation des sous-grains, les dislocations forment des sous joints et permettent a`
diverses parties du grain de tourner les unes par rapport aux autres (cf. le sche´ma de Shimizu (figure 2.25) et la photogra-
phie issue de Warren et al. (figure 2.24), fle`che labelle´e “SB” pour subgrain-boundary). Cette recristallisation a tendance
a` cre´er des sous-joints bien rectilignes et ne demande aucun mouvement aux joints de grains initialement pre´sents dans
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FIG. 2.24 – Microphotographie en lumie`re polarise´e analyse´e de la structure interne d’une lame mince de Harzburgite
(issu de Warren & Hirth (2006)).
FIG. 2.25 – Illustration des diffe´rents types de nucle´ations re´pertorie´s par Shimizu (image issue de Shimizu (2008)).
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FIG. 2.26 – Recristallisation par bulging dans le quartz (Stipp et al. (2006)). Ce type de cristallisation engendre des joints
de grains tre`s irre´guliers.
le mate´riau. Ce me´canisme est souvent suppose´ eˆtre le plus important dans la recristallisation dynamique de l’olivine et
permet de nucle´er des grains de taille tre`s variable.
La recristallisation par bulging est plus rarement observe´e dans les e´tudes expe´rimentales sur l’olivine et engendre
une structure cristalline tre`s particulie`re (le sche´ma de Shimizu (figure 2.25) en montre deux versions). Comme expose´
pre´ce´demment (cf. section 2.3.3), le bulging est base´ sur le fait que les dislocations pre´sentes dans les grains posse`dent
une e´nergie importante et peuvent cre´er une diffe´rence de potentiel de part et d’autre des joints de grains. Cette densite´
importante de dislocations de´forme donc les joints qui prennent une allure de´coupe´e et nucle´e des grains de petite taille
dans les entrelacements des interfaces (figure 2.26).
Ce mode de cristallisation est principalement actif a` basse tempe´rature lorsque les dislocations sont fige´es, c’est
pourquoi il est rarement observe´ pour l’olivine puisque les e´tudes expe´rimentales sont effectue´es dans les conditions de
tempe´rature du manteau supe´rieur. Le temps ne´cessaire a` l’empilement des dislocations e´tant drastiquement augmente´ par
la tempe´rature trop basse, c’est alors la migration des joints de grains qui permet la cre´ation de nouveaux grains de petite
taille.
De fac¸on ge´ne´rale, ce sont les conditions de tempe´rature et de de´formation qui distingueront le processus dominant. A
basse tempe´rature et vitesse de de´formation importante, le bulging sera dominant, a` haute tempe´rature et basse vitesse de
de´formation, les dislocations ayant le temps de s’organiser dans leurs interactions mutuelles, elles permettront a` la roche
d’atteindre le re´gime de rotation des sous-grains.
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Croissance des sous-grains Une fois ces nouveaux grains nucle´e´s, le mate´riau est alors tre`s adouci si la de´formation est
maintenue (voir Drury (2005); Kohlstedt (2007)). Cependant, ces conditions plus favorables a` la de´formation indiquent
que les me´canismes de diffusion des espe`ces chimiques sont actifs et impliquent donc que la migration des interfaces est
e´galement active. Les nouveaux grains sont donc amene´s a` grossir suivant le processus se´lectionne´ de migration des joints
de grains.
Hormis les mode`les de Twiss et Edward, qui ne conside`rent que la nucle´ation des sous-grains pour proposer un
pie´zome`tre, les pie´zome`tres repre´sentent donc un e´tat d’e´quilibre entre la nucle´ation de sous-grains et leur croissance. En
effet, il est raisonnable de conside´rer que ce processus puisse atteindre un e´tat d’e´quilibre puisque lorsque les nouveaux
grains atteignent une taille suffisamment importante, ils deviennent alors a` leur tour sature´s de dislocations et permettent
de nouveau la cre´ation de sous grains etc.
Mode`les de pie´zome`tres
Mode`le de Twiss Le premier mode`le de pie´zome`tre (cf. Twiss (1977)) ne repre´sente pas un e´tat d’e´quilibre dyna-
mique entre la nucle´ation et la croissance. Twiss de´rive une loi d’e´chelle de la taille des grains nucle´e´s par les dislocations
qui, sous contrainte, s’organisent en interfaces (les sous-joints). Ce mode`le conside`re donc que l’e´nergie e´lastique des
dislocations est entie`rement utilise´e pour cre´er des sous joints, selon une taille de sous-grain qui de´pend de la densite´
initiale de dislocations.
Twiss introduit un parame`tre libre difficile a` quantifier expe´rimentalement : le taux d’e´longation des dislocations dans
la cre´ation des sous-joints :
φ =
Lf
Li
(2.63)
ou`Lf est la longueur moyenne des dislocations constituant les sous-joints etLi leur longueur initiale, avant la de´formation.
Twiss utilise ce taux d’e´longation, mal connnu, pour de´river son pie´zome`tre :
d = Kσ−
2φ−1
φ (2.64)
ou` K est une constante. φ e´tant estime´ entre 1.4 et 2, l’exposant a` la contrainte est donc borne´ entre 1.3 et 1.5. Cependant,
ce pie´zome`tre ne conside`re qu’un e´tat instationnaire (les sous grains ne sont pas suppose´s grossir une fois nucle´e´s), n’uti-
lise qu’une ge´ome´trie tre`s particulie`re de dislocations et les bornes de φ propose´es par Twiss se sont re´ve´le´es arbitraires
par la suite (cf. Bresser et al. (2001)). Le mode`le de Twiss est donc a` pre´sent tre`s critique´.
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Mode`le d’Edward, Etheridge & Hobbs Edward et al. (1982) proposent un mode`le de nucle´ation plus complexe
dans lequel la taille des sous-grains est donne´e par la compe´tition entre le flux de dislocations en glissement et en monte´e
dans les sous-grains et le taux d’annihilation des dislocations aux points de jonction entre trois sous-grains. La cine´tique
de cette re´action est donc e´galement de´pendante du taux de cre´ation des dislocations et de la vitesse de monte´e des disloca-
tions dans les sous-joints. Ce mode`le repre´sente donc un e´tat d’e´quilibre entre nucle´ation et annihilation des dislocations,
la taille des sous grains e´tant calcule´e de fac¸on a` permettre cet e´tat d’e´quilibre. Edward et al. formulent finalement la
compe´tition entre nucle´ation et annihilation des dislocations suivant la loi :
d = Kσ−n/4 exp
(
Qf −Qm
4RT
)
(2.65)
ou`K est une constante,Qf repre´sente l’e´nergie d’activation associe´e au fluage du mate´riau (en re´gime de dislocations), n
est l’exposant a` la contrainte du re´gime de dislocations (cf. section 2.2.2, e´quation 2.38) et Qm est l’e´nergie d’activation
du processus de monte´e des dislocations.
Ce mode`le, bien que plus e´labore´ que celui de Twiss, est e´galement critique´ de nos jours puisqu’il ne repre´sente
toujours pas un e´tat d’e´quilibre entre nucle´ation et croissance des grains. Toutefois, n e´tant usuellement compris ente 3 et
5, ce pie´zome`tre est tout a` fait raisonnable et permet de´ja` de rendre compte de la plupart des expe´riences de recristallisation
dynamiques publie´es.
Mode`le de Derby & Ashby Ce mode`le (cf. Derby & Ashby (1987)) est le premier a` conside´rer le pie´zome`tre
comme re´sultant d’une compe´tition entre nucle´ation et croissance des sous grains. Les grains sont suppose´s nucle´e´s par
bulging et la migration des joints de grains s’effectue par diffusion des espe`ces chimiques en volume. Derby et Ashby
conside`rent toujours la rhe´ologie en re´gime de dislocation et des grains sphe´riques de tailles e´gales. L’e´nergie ne´cessaire
a` la nucle´ation et a` la croissance est fournie par les sous-joints, eux-meˆme cre´e´s par le travail des contraintes dans la
de´formation. La mobilite´ des joints e´tant relie´e a` leur largeur et au coefficient des espe`ces dans le volume, Derby &
Ashby proposent la loi :
d = Kσ−n/2 exp
(
Qv −Qgb
2RT
)
(2.66)
ou` Qv est l’e´nergie d’activation associe´e a` la diffusion des espe`ces en volume, Qgb est l’e´nergie d’activation associe´e a`
la migration des joints de grains et n l’exposant a` la contrainte en re´gime de dislocation. Dans ce mode`le, l’exposant a`
la contrainte n/2 (dans la loi piezome´trique) semble le´ge`rement trop e´leve´ pour rendre compte parfaitement des donne´es
expe´rimentales concernant l’olivine.
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Mode`le de Shimizu Shimizu (1998b) pre´sente un mode`le e´galement base´ sur la compe´tition entre nucle´ation et
croissance. Les grains sont suppose´s nucle´e´s par rotation de sous-grains en volume ou aux frontie`res de grains. Pour la
premie`re fois, Shimizu conside`re une distribution de tailles de grains et pas seulement une taille moyenne, ce qui lui
permet plus de re´alisme dans la ge´ome´trie du syste`me et de calculer des probabilite´s de nucle´ation dans cette distribution.
Conside´rant que la densite´ de dislocations disponibles pour cre´er les sous-joints par monte´e de´pend de la contrainte
applique´e (voir l’e´quation 2.25), Shimizu pre´sente deux formules :
d = Kσ−1.25 exp
(
Qv −Qgb
4RT
)
(2.67)
lorsque les grains sont nucle´e´s dans le volume et
d = Kσ−1.33 exp
(
Qv −Qgb
3RT
)
Qv −Qgb
3RT
(2.68)
lorsque les grains sont nucle´e´s le long des frontie`res de´ja` existantes (de meˆme que lors d’une nucle´ation par bulging).
Mode`le de De Bresser De Bresser et al. (1998) pensent que le pie´zome`tre exprime plus qu’une compe´tition entre
nucle´ation et croissance. Les grains fraıˆchement nucle´e´s sont suffisamment petits pour tomber dans le re´gime de diffusion
(argument e´galement rapporte´ par Kohlstedt (2007)), ce qui signifie que la seule conside´ration de la densite´ de dislocation
pour la migration de joints de grains n’est pas suffisante. De Bresser explique que la tension de surface des grains doit
jouer un roˆle quand les grains sont de petite taille. Il conside`re donc le fluage comme e´tant un me´lange de diffusion et de
dislocation ˙rx = ˙d + ˙f , avec ˙d la vitesse de de´formation associe´e au re´gime de diffusion, ˙f celle associe´e au re´gime
de dislocations et ˙rx la vitesse de de´formation observe´e (voir e´galement Bresser et al. (2001)). De Bresser propose donc
finalement :
d = Kσ−(n−1)/p exp
(
Qf −Qd
4RT
)
(2.69)
ou` n est l’exposant a` la contrainte dans le re´gime de dislocation, p l’exposant a` la taille des grains dans le re´gime de
diffusion et Qd l’e´nergie d’activation associe´e au re´gime de diffusion.
Mode`le de Austin & Evans Austin & Evans (2007) proposent que l’e´nergie ne´cessaire a` la diminution de la taille
des grains (c’est-a`-dire l’augmentation de la surface de joints de grains) soit emprunte´e a` l’e´nergie rec¸ue par le syste`me.
Il est ge´ne´ralement conside´re´ que cette e´nergie est entie`rement convertie en chaleur (par dissipation visqueuse) mais
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Austin & Evans (2007) sugge`rent qu’une portion λ de cette e´nergie peut eˆtre convertie en tension de surface suivant un
raisonnement emprunte´ a` Bercovici & Ricard (2005).
Ce mode`le ne conside`rant pas de distribution de grains, il est alors possible de calculer directement la surface des
joints de grains en les posant tous de meˆme taille et forme. Austin & Evans (2007) de´rivent alors la dynamique de la taille
moyenne des grains :
∂td = −βλd
2
cγ
σ˙+
G
pdp−1
(2.70)
ou` d est la taille moyenne des grains, β est un parame`tre sans dimension (qui passe de 0 en re´gime de diffusion a` 1 en
re´gime de dislocation), ˙ le second invariant des vitesses de de´formation, c une constante ge´ome´trique, γ la tension de
surface des joints de grains, p une constante et G une variable qui controˆle la croissance normale. Ce mode`le empirique
est proche de celui que nous discuterons dans la section 3.
Cette formulation de la dynamique des grains permet le calcul d’un e´tat d’e´quilibre (sous forme de loi pie´zome´trique)
en conside´rant que seule l’e´nergie libe´re´e en re´gime de dislocation permet la re´duction de la taille des grains :
d = Kσ−
n+1
p+1 exp
(
−Qg −Qdisl
p+ 1
)
(2.71)
ou` K est une constante, n est l’exposant a` la contrainte de la rhe´ologie en re´gime de dislocation, Qg est l’e´nergie d’acti-
vation de la croissance normale et Qdisl l’e´nergie d’activation de la rhe´ologie en re´gime de dislocation.
Austin & Evans (2007) appliquent ce formalisme aux pie´zome`tres de la calcite, du quartz et de l’olivine et montrent
qu’ils peuvent rendre compte des donne´es expe´rimentales pour la plupart des roches conside´re´es (cf. figure 2.27).
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FIG. 2.27 – Comparaison du mode`le de Austin & Evans (2007) avec les donne´es expe´rimentales. A : Calcite avec exposant
p = 3, B : Calcite avec inversion de l’exposant p, C : Quartz, D : Olivine.
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Chapitre 3
A thermodynamically self-consistent damage
equation for grainsize evolution during
dynamic recrystallization.
Le de´but de ce chapitre (sections 3.1 a` 3.9) est un article soumis a` la publication au journal “ Geophysical Journal
International”, il n’est donc re´dige´ en franc¸ais. Notre mode`le d’e´volution de la taille des grains y est expose´ en de´tail. A
la fin du chapitre (a` partir de la section 3.10), nous testons ce mode`le de le cadre d’une zone de cisaillement.
3.1 Abstract
We employ basic non-equilibrium thermodynamics to propose a general equation for the mean grainsize evolution in a
deforming medium, under the assumption that the whole grainsize distribution remains self-similar. We show that the
grainsize reduction is controlled by the rate of mechanical dissipation in agreement with recent findings. Our formalism
is self consistent with mass and energy conservation laws and allows a mixed rheology. As an example, we consider
the case where the grainsize distribution is lognormal, as is often experimentally observed. This distribution can be used
to compute both the kinetics of diffusion between grains and of dynamic recrystallization. The experimentally deduced
kinetics of grainsize coarsening indicates that large grains grow faster than what is assumed in classical normal grain
growth theory. We discuss the implications of this model for a mineral that can be deformed under both dislocation creep
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and grainsize sensitive diffusion creep using experimental data of olivine. Our predictions of the piezometric equilibrium
in the dislocation-creep regime are in very good agreement with the observations for this major mantle-forming mineral.
We show that grainsize reduction occurs even when the average grainsize is in diffusion creep, because the largest grains
of the grainsize distribution can still undergo recrystallization. The resulting rheology that we predict for olivine is time-
dependent and more non-linear than in dislocation creep. As the deformation rate remains an increasing function of the
deviatoric stress, this rheology is not localizing.
3.2 Introduction
The localization of deformation in narrow shear bands is necessary for plate tectonics to occur (see e.g., Bercovici et al.,
2000). Weak faults can be formed during deformation but their weakness can persist even after a reorganization of the large
scale stress pattern (e.g., Gurnis et al., 2000). This indicates that the rheology is not only controlled by the instantaneous
stress field but has memory and healing.
Localization occurs by a feed-back between the rheological law and the deformation wherein a faster deformation can
be obtained with a lower stress. In simple shear experiments, this happens when the derivative of deviatoric stress τ with
respect to strain-rate ˙ is negative (Bercovici, 1993; Monte´si & Zuber, 2002). The fact that the rheology of silicates is often
expressed by a non-linear expression with  ∝ τn and n ≥ 1 (Ranalli, 1995) does not lead to strike slip localization as τ
remains a monotonically increasing function of ˙ (Bercovici, 1995a). Non-linear rheologies with large positive exponents
tend, however, to narrow the zones of deformation (Weinstein & Olson, 1992; Landuyt & Bercovici, 2009).
Shear heating has often been proposed as a source of localization that provides some long term memory to the rheology
(the thermal diffusion time) (Fleitout & Froidevaux, 1980; Leloup et al., 1999; Kameyama et al., 1997). Unfortunately,
although shear heating is necessarily associated with localization, it does not seem to explain either the narrowness of
plate boundaries, or their geometries (e.g., Bercovici & Karato, 2003a). A local increase of porosity/microcraks occurring
during deformation has also been invoked for localizing the deformation (Bercovici, 1998; Ogawa, 2003) but this process
is not efficient in 3D simulations at generating toroidal motions, e.g. shearing between plates and plate rotations (Bercovici
& Ricard, 2005). Anisotropic mechanical behaviour due to an inherited preferred orientation of crystals could also control
or favor the localization (e.g., Tommasi et al., 2009; Bystricky et al., 2000). Once the localization is effective, minor
mineralogical phases like serpentine can also lubricate the motion (Hilairet et al., 2007).
Grainsize reduction seems the most attractive physical process for explaining the initial localization of the deformation.
Cataclastic fracturing and recrystallisation are well known mecanisms of grainsize reduction and the ductile deformation
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in the diffusive regime is facilitated in the presence of small grains (Kelemen & Hirth, 2007). However, models of
localization by grainsize reduction are not self-consistent. Recrystallisation is observed in the dislocation regime (i.e.,
when the microscospic deformation proceeds by coherent motion of crystal dislocations rather than by the individual
diffusion of atoms and vacancies). Grainsize reduction and localization by grainsize sensitive rheology occur therefore
in somewhat exclusive regimes (Karato et al., 1980; Derby & Ashby, 1987). Various models have however discussed the
possible interactions between large scale deformation and grainsize evolution (Kameyama et al., 1997; Braun et al., 1999;
Monte´si & Hirth, 2003; Bercovici & Ricard, 2005).
Up to now, most attempts to model the evolution of grainsizes have been derived from phenomenologic laws involving
only a mean grainsize. A few attempts have been made to describe in a very general way the evolution of an assemblage of
grains under deformation (e.g., Slotemaker, 2006; Ricard & Bercovici, 2009b). In these approaches, one has to consider
the complete distribution of grains ν(R,X, t) (which is the number of grains per unit volume near the position X and at
time t, having a size between R and R + dR). Although a general and physically consistent theory has been proposed
(Ricard & Bercovici, 2009b), the mathematical formalism remains cumbersome and a general implementation in a 3D
and time dependent geodynamic simulation seems implausible.
The approach followed by Ricard & Bercovici (2009b) shows that the grainsize reduction cannot be related to the
stress or to the strain-rate tensor, alone, but necessarily to their scalar product τ : ˙ (where τ : ˙ = Σijτij ˙ij). This
result is based on the second law of thermodynamics that requires the positivity of the entropy sources. This theoretical
requirement already used in Bercovici & Ricard (2005), has been confirmed empirically by Austin & Evans (2007)
that concluded that the grainsize is a ”paleowattmeter” (i.e., a measure of the rate of dissipation) rather than a ”paleo
piezometer” (i.e., a measure of the deviatoric stress).
At a microscopic level and laboratory scale there are a large number of observations regarding the evolution of silicate
rheology with grainsize, pressure, temperature and stress (but also, water content, oxygen fugacity, porosity...). At the
same time, models of mantle convection simulate the existence of plates with ad hoc rheologies (Tackley, 2000a,b; Stein
et al., 2004). Up to now, these models are not based on experiments but often assume that the lithosphere has a linear
viscosity with a plasticity threshold. The goal of this paper is to provide a theory based on laboratory experiments that
could be used in large scale geodynamic modeling.
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3.3 Evolution of grainsize distribution
Within a volume of material, there is a continuous distribution of grainsizes, ν(R,X, t), so that the number of grains dn
with sizes between R and R+ dR, per unit volume dV , at position X and time t is
dn(R,X, t) = ν(R,X, t) dRdV. (3.1)
The distribution ν has units of m−4. From this distribution, average quantities like the mean grainsize can be computed.
The equations for grainsize evolution that have been proposed are empirical and consider the mean grainsize only. Here,
we also derive an equation for the mean grainsize but from theoretical thermodynamic considerations, starting explicitly
from the existence of the grainsize distribution.
The grainsize distribution evolves through two different processes. First, mass transfer between grains can occur
continuously through grain boundary migration or diffusion. This involves a change in the number of grains dn in the
bin of size R (i.e., a change in the number of grains of sizes between R and R + dR) by coarsening of smaller grains
(or continuous reduction of larger grains). This can be described by introducing the rate of movement of the grain in size
space R˙ = ∂R(X, t)/∂t (Lifshitz & Slyozov, 1961). Mathematically, this process occurs at constant total number of
grains per unit volume (experimentally, smallest grains shrink below observability). Second, the number of grains of a
given size can be populated by a discontinuous transfer from remote population bins. For example, large grains can be
subdivided by the formation of sub-grain boundaries that nucleate new small grains (Hobbs, 1968), or can be broken by
cataclasis. We call Γ(R) the rate at which grains are added to or removed from the bin of sizeR by discontinuous process.
This discontinuous process changes the total number of grains per unit volume. The balance of grain population implies
a continuity equation for the grainsize distribution itself (Atkinson, 1988; Hillert, 1965; Ricard & Bercovici, 2009b)
∂ν
∂t
+
∂R˙ν
∂R = Γ, (3.2)
where t is time. For simplicity we omit the space variable X and the advection term ∇ · (vν) where v(X, t) is the
macroscopic velocity of the grained medium (Ricard & Bercovici, 2009b).
Most attempts of modeling grain coarsening or damage have assumed that the whole grainsize distribution can be
obtained by the knowledge of its mean grainsize (c.f., Bresser et al., 2001; Ricard & Bercovici, 2009b). Representing the
whole grainsize distribution by only a single size scale (e.g., some average) means mathematically that the distribution is
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self-similar, i.e. that
ν(R, t) = A(R0)H(u), (3.3)
where R0 is some average grainsize function of t that will be defined later, u = R/R0 is the self-similarity variable,
and A is an amplitude. This self-similarity assumption is supported experimentally (e.g., Slotemaker, 2006) although
exceptions exist such as abnormal grain growth (Hillert, 1965). Self-similarity has also a mathematical justification. If
one solves the equation (3.2) starting from any arbitrary distribution, and for quite general assumptions for R˙ or Γ, the
distribution evolves toward a self-similar solution like (3.3), after sufficiently long time. This mathematical result has
been used in various classical studies of grain coarsening (Lifshitz & Slyozov, 1961; Wagner, 1961; Hillert, 1965), grain
fragmentation or aggregation (Collet, 2004) and is valid under more general assumptions (Ricard & Bercovici, 2009b).
Our basic start is therefore that although the self-similarity may not be strictly valid, the system remains close enough to
a self-similar state than a mean size theory remains useful and is a reasonable compromise between the complexity of a
general grainsize distribution theory and what can be constrained by the available observations. Future observations of
time evolution of grainsize variance, skewness and other higher moments of the grainsize distribution will be needed to
adjust the parameters of a more general theory.
The mass conservation equation, assuming a constant density of grains, implies that the unit volume is just the sum of
the volumes of grains, which leads to the normalization
∫ ∞
0
vˇν(R) dR = 1, (3.4)
where
vˇ =
4
3
piR3, (3.5)
is the grain volume. The notations follow Ricard & Bercovici (2009b) and the breve accent (e.g.,ˇ) represents variables at
the grainsize level. The grains are assumed to be spherical, but more complex shapes could be handled easily by replacing
pi by a comparable factor accounting for polyhedral grain shapes (see Ricard & Bercovici, 2009b). In the normalization
(3.4), we omit the space and time variables, and we integrate the distribution over all grainsizes, potentially from R = 0
to R = +∞ (we assume that H is zero after some finite value or is well-behaved enough that all the integrals containing
H converge at u = +∞).
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Using the self similar expression (3.3), this normalization condition implies
A(R0) =
3
4piλ3
1
R40
(3.6)
where we define, as in Ricard & Bercovici (2009b),
λn =
∫ ∞
0
unH(u)du. (3.7)
The amplitude A(R0) is therefore related to the grainsize distribution H .
3.4 Average grain coarsening and damage
The rules of differentiation applied to distribution (3.3) taking into account the time dependence of the amplitude (3.6)
lead to
∂ν
∂t
= − 3
4piλ3
1
R50
dR0
dt
1
u3
∂u4H
∂u
. (3.8)
This proves that ∂ν/∂t is also a self similar function as it can be written as a function of R0 times a function of u. As
∂ν/∂t appears in the evolution equation (3.2), ∂R˙ν/∂R (and therefore R˙) and Γ must also be self similar (or have non
self similar contributions that cancel each other and are irrelevant to the grainsize evolution). Γ is therefore the product of
a time-dependent (or R0-dependent) amplitude C(R0) times a shape functions of u = R/R0 such that
Γ =
3
4piλ3R50
C(R0)
1
u3
∂u4H
∂u
, (3.9)
(the coefficient 3/(4piλ3R50) is included for subsequent simplification). Similarly, given (3.2) and (3.8), R˙ can be written
as
R˙ = B(R0)
1
H
(
b+
∫ u
0
1
v3
∂v4H
∂v
dv
)
= B(R0)
(
b
H
+ u+
3
H
∫ u
0
Hdv
)
, (3.10)
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and where B(R0) is an amplitude factor. The integration constant b can be obtained from the condition of mass conser-
vation (see Ricard & Bercovici (2009b))
∫ ∞
0
vˇΓ(R)dR = 0 and
∫ ∞
0
dvˇ
dt
ν(R)dR = 0, (3.11)
where vˇ is the volume of a grain (see (3.5)). This assumes that mass is conserved either during the fusion or fission of
grains (first equality) or during continuous mass transfer between grains (second equality). According to (3.3), (3.9) and
(3.15), these two equations become
∫ ∞
0
du4H
du
du = 0 and
∫ ∞
0
u2(b+ uH + 3
∫ u
0
H dv)du = 0. (3.12)
The first condition is already verified provided that u4H is zero for u = 0 and u = +∞. Then, by using an integration by
parts, ∫ X
0
(
3u2
∫ u
0
Hdv
)
du =
[
u3
∫
H du
]X
0
−
∫ X
0
u3H du (3.13)
in the limit of X → +∞, we therefore prove that mass conservation implies
b = −3
∫ +∞
0
H du. (3.14)
which allows us to write
R˙ = B(R0)
(
u− 3
H
∫ +∞
u
Hdv
)
. (3.15)
As the u-shapes of Γ and R˙ are derived from (3.2), which is itself another expression of the condition of mass conservation,
it is not surprising that mass conservation is naturally satisfied.
When the self similar expressions (3.9) and (3.15) are introduced back into (3.2), the shape function can be eliminated
and only a differential equation for the average size R0 remains
dR0
dt
= B(R0)− C(R0). (3.16)
Up to now the signs of B(R0) and C(R0) are not known. The goal is therefore to constrain these quantities which control
the kinetics of continuous and discontinuous grain processes, respectively from observations guided by the necessary
condition of positivity of entropy production.
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3.5 Energy considerations
During deformation, part of the input energy is simply dissipated (entropy) and part is stored reversibly (work). The
irreversible energy is dissipated as heat although some minor entropy component (here neglected) can be associated with
interfaces when the surface energy is temperature dependent (Bailyn, 1994; Bercovici et al., 2001a). Three reversible
terms can be considered: the macroscopic elastic energy, the energy of dislocations (Karato, 2008) and the surface energy
of grains, γ (in J m−2). The elastic energy stored around dislocations is always negligible compared to the surface energy
of grains (see Shimizu, 2008). When a material is deformed, some of the input energy is initally stored elastically, then
some is used to increase the density of dislocations (see, Kohlstedt & Weathers, 1980; Karato & Jung, 2003b). At a
given point, the dislocations will rearrange to form subgrain boundaries and later, grain boundaries. The elastic energy
around dislocations is therefore mostly a temporary buffer converting some of the deformational work into surface energy.
Our assumption is that, in the long term, the energy balance is between the deformational work, the viscous dissipation
and the change of grain surfaces. Understanding the grainsize evolution is therefore understanding how the macroscopic
energy partitions between dissipation (through heat production) and storage (by creation of new grain surface through a
temporary elastic stage).
Ricard & Bercovici (2009b) show that the energy conservation and the requirement of entropy positivity lead to
∫ ∞
0
(
−2γR
dvˇ
dt
ν(R)− 3
2
2γ
R vˇΓ(R) + τˇ :
˙ˇ vˇν(R)
)
dR ≥ 0. (3.17)
Although complex, the meaning of this equation is straigthforward. The first term represents the continuous change of
surface energy of grains and the second term the surface energy stored or removed by the fusion or fission of grains. The
third term represents the energy deposited in each grain by the deformation (τˇ and ˙ˇ are the stress and strain-rate in each
grain). We retain the term 2γ/R as it appears in the Laplace expression for the excess pressure in a sphere due to surface
tension γ (γ can either be interpreted as a surface energy (in J m−2) or as the surface tension (in N m−1) (see Bailyn,
1994).
The likely most common case of grainsize evolution is when the grain growth is dominated exclusively by the diffusive
mass exchange in keeping with Lifshitz & Slyozov (1961); Wagner (1961); Feltham (1957), but where grain reduction is
driven by the deformation populating the material with small grains issued from ”breaking” large grains. This suggests
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we look for mechanisms that independently obey to
∫ ∞
0
−2γR
dvˇ
dt
ν(R) dR ≥ 0, (3.18)
and ∫ ∞
0
(
−3
2
2γ
R vˇΓ(R) + τˇ :
˙ˇ vˇν(R)
)
dR ≥ 0. (3.19)
According to (3.3), (3.9) and (3.15) these two conditions can be readily expressed. The first one, (3.18), just implies
−B(R0)
∫ ∞
0
u
(
uH − 3
∫ +∞
u
Hdv
)
du =
1
2
B(R0)λ2 ≥ 0, (3.20)
where the equality is obtained by integration by parts (similar to (3.13) with n = 2) and where λ2 is the positive integral
defined in (3.7). This inequality means that B(R0) ≥ 0, and therefore that continuous transport must always lead to grain
coarsening. The second inequality imposed by the positivity of entropy sources (3.19), becomes
3γ
R20
λ2
λ3
C(R0) ≤
∫ ∞
0
τˇ : ˙ˇ vˇν(R) dR. (3.21)
Notice that while the continuous coarsening of grains is necessarily an entropy source (i.e., B(R0) must be positive), the
processes of fragmentation/coagulation of grains can be either a source (when C(R0) ≤ 0) or a sink (when C(R0) ≥ 0)
of entropy. The dissipation term itself τˇ : ˙ˇ is always positive.
The process reducing the grain size is an entropy sink C(R0) ≥ 0. This term is bounded by the mechanical dissipation
expressed by the previous inequality. As advocated in a series of papers (Bercovici et al., 2001a,b; Bercovici & Ricard,
2005; Ricard & Bercovici, 2009b), a reasonable and pragmatic choice is to introduce a partitioning function fˇ(R, τ), with
0 ≤ fˇ(R, τ) ≤ 1 so that
C(R0) =
R20
3γ
λ3
λ2
∫ ∞
0
fˇ τˇ : ˙ˇ vˇν(R) dR (3.22)
The general expression of the grainsize evolution (3.16) becomes therefore
dR0
dt
= B(R0)− R
2
0
3γ
λ3
λ2
∫ ∞
0
fˇ τˇ : ˙ˇ vˇν(R) dR (3.23)
The coarsening term is often given on the form B(R0) = G/R0p−1 (Hillert, 1965; Atkinson, 1988; Karato, 2008) where
p is of order 2 (corresponding to a coarsening law where R0 ∝ t1/2). The kinetic term G is temperature dependent,
91
G = k0 exp (−Eg/(RT )) but we are not aware of an experimentally observed dependence on stress (cf. Table 3.1). We
therefore use
dR0
dt
=
G
pRp−10
− R
2
0
3γ
λ3
λ2
∫ ∞
0
fˇ τˇ : ˙ˇ vˇν(R) dR (3.24)
3.6 The case of lognormal distributions
3.6.1 Experimental distributions
Various experimental studies have indicated that the grainsize distribution is lognormal (e.g., Feltham, 1957; Slotemaker,
2006; Faul & Scott, 2006). The distribution of grainsizes (3.1) is in this case, a Gaussian when plotted as a function of
lnR, i.e.,
dn ∝ exp
(
− (ln(R/R0)
2
2σ2
)
d lnRdV
=
1
R exp
(
− (ln(R/R0)
2
2σ2
)
dRdV.
(3.25)
In this expression, σ is the dimensionless variance of the distribution of ln(R/R0) and R0 is the ”mean” grainsize.
The lognormality of observed grainsize distributions is only approximate. In a recent compilation of quartz grainsizes,
Stipp et al. (2010) argue that the distribution is not lognormal but shows modes indicative of the various processes occuring
during dynamic recrystallisation. However, to first order, the distribution observed by Stipp et al. (2010) is, in fact, not
far from lognormal when plotted in appropriate logarithmic coordinates. We therefore introduce the lognormal shape
function
H(u) =
1√
2piσu
exp
(
− (lnu)
2
2σ2
)
, (3.26)
(while experimentalists often use the common (base 10) logarithm, we use the natural logarithm which makes the com-
putations of derivatives and integrals less confusing).
In the following of the paper, we refer to R0 as a mean grainsize, in agreement with experimental literature. However
the real mean grainsize is defined as
< R >=
∫ ∞
0
Rν(R)dR/
∫ ∞
0
ν(R)dR = R0 exp
(
σ2
2
)
(3.27)
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while the true definition of R0 is exp(< lnR >) as using (3.3),
< ln(R) >=
∫ ∞
0
ln(R)ν(R)dR/
∫ ∞
0
ν(R)dR = ln(R0) (3.28)
The ”mean” grainsize reported in most publications is indeed the mean of the grainsize distribution plotted as a function of
lnR rather than< R >. The difference betweenR0 and< R > decreases with the decreasing variance of the distribution
σ, see (3.27). For a monodisperse distribution of grainsizes (a Dirac distribution) the two quantities become identical. The
choice of a lognormal distribution allows us to compute explicitly the integrals that appear in various equations (e.g. (3.27)
or (3.28)). A similar exercise could have been done with any other distribution.
The lognormal distribution means that when the maximum of the grainsize distribution is at R0, the grains of sizes
Rσ = R0 exp(±σ
√
2 ln 2), (3.29)
are two times less frequent. From observations on olivine (Slotemaker, 2006; Karato, 2008), σ seems to be between 0.5
and 1. This indicates that grains, 3 times larger or 3 times smaller than the average grainsize are half less probable than
grains of the grainsize (this estimate uses σ = 0.93). In other words, the center of the distribution covers already about
one order of magnitude in sizes (32) and the tails of the distribution cover another order of magnitude.
With this choice of distribution law, we get
∫
unH(u)du = −1
2
exp
(
n2σ2
2
)
erf
(
nσ2 − ln(u)√
2σ
)
, (3.30)
which implies
λn =
∫ ∞
0
unH(u)du = exp
(
n2σ2
2
)
, (3.31)
R˙ = B(R0)
[
u− 3
2H(u)
erfc
(
lnu√
2σ
)]
, (3.32)
where erfc is the complementary error function, (1− erf), and finally,
Γ =
3C(R0)
4piλ3R50
H(u)
(
3− lnu
σ2
)
. (3.33)
These distributions are plotted in Figure 3.1. The function H is shaded and the R˙ and Γu3 normalized functions (i.e.,
R˙/B(R0) and 4piλ3R50Γu3/(3C(R0))) are depicted in blue dot-dashed and red dashed. We display a curve proportional
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to Γu3 instead of Γ to emphasize the negative lobe of the damage term. These two curves change sign roughly at the
average grainsize around u = 3. As expected the function Γ, accounting for the discontinuous formation of grains,
implies the breaking of large grains (Γ < 0 for large R), and thus the formation of small grains (Γ > 0 for large R).
Although the R˙ function (3.32) seems very complex, it is a simple monotonically increasing function.
Notice that Feltham (1957) in a well-known paper, using an approach that is, in principle, equivalent, writes that
a lognormal distribution corresponds approximatively to R˙ = C ′(R0) lnu/u. His result is not in agreement with our
findings. In his demonstration, Feltham (1957) identifies wrongly the grainsize distribution with the size distribution of
grain sections. The probability to have a grain section of radius r is actually the convolution of the grainsize distribution
by the probability to cut any grain of radius larger than r, at the specific grainsize section of radius r.
The grain growth law, R˙, is not much different from the functions previously used (see Figure 3.2), which are based
on the inference that the kinetics of intergranular exchange is related to 2γ/R − 2γ/R = 2γ/R0(1/u − 1/u), i.e., the
difference between the pressure in a given grain due to its surface tension, ∝ 2γ/R, and some average grain pressure
written as ∝ 2γ/R (where R is related to the grainsize distribution through mass conservation, see (3.11)). When u is
large the shape of R˙ looks like u(1/u− 1/u), while the shape used by Lifshitz & Slyozov (1961) was 1/u(1/u− 1/u),
and the shape used by Hillert (1965) was (1/u − 1/u) (see Figure 3.2). The stronger dependence of R˙ with R at large
grainsize, suggests that grains significantly larger than the average grainsize are more favorable than expected by Lifshitz
& Slyozov (1961) or Hillert (1965). These other authors’ assumptions yield narrow grainsize distributions of finite extent
(see Ricard & Bercovici (2009b)) where the maximum grainsize is only twice the average grainsize, while observations
show distributions with much longer tails (Faul & Scott, 2006).
3.6.2 Microscopic rheology
At grainsize level, and for mantle conditions, the olivine rheology is generally found as a mixture of diffusion and dislo-
cation creep (Ranalli, 1995; Karato, 2008; Hirth & Kohlstedt, 1995b,c). At very high stress regimes, other deformation
mechanisms might be present like grain boundary sliding (Kohlstedt & Wang, 2001; Hirth & Kohlstedt, 2003; Drury,
2005; Langdon, 2006; Kohlstedt, 2007) or Peierls mechanisms (Evans & Goetze, 1979; Frost & Ashby, 1982; Raterron
et al., 2004; Katayama & Karato, 2008; Kohlstedt, 2007). We only consider diffusion and dislocation creep laws for
simplifications, but other mechanisms could be added. We use
˙ˇε = (aτˇn−1 + bR−m)τˇ (3.34)
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Figure 3.1: The lognormal distribution H is shaded. The normalized function Γu3 is depicted with a red dashed line, the
normalized grain growth R˙ by a blue dot-dashed line. The value σ = 0.6 has been used.
Figure 3.2: The shape of the function R˙, similar to Figure 1 but with a different scale, is depicted with a black line.
Previous studies have assumed that R˙ was given by the red (dashed) (Ricard & Bercovici, 2009b), purple (dot-dashed)
(Hillert, 1965) or blue (double-dot-dashed) (Lifshitz & Slyozov, 1961) lines. We arbitrary choose the amplitudes of these
three later curves so they change sign with the same slopes.
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assuming that the mechanisms of deformation occur in parallel (and τˇ is the second invariant of τˇ ). In (3.34), the two
terms correspond to the dislocation stress-dependent mechanism and to the diffusion grainsize-dependent mechanism.
Typically n ∼ 3 and m ∼ 3 (Hirth & Kohlstedt, 2003; Kohlstedt, 2007).
The macroscopic rheology τ = 2η˙ is obtained by computing the volume average deformation rate and stress (see
Ricard & Bercovici (2009b) for more details). This can be done numerically but not analytically in the more general case
although some variational estimates might be possible as in Hashin & Shtrikman (J. Mech. Phys. Solids). As a simple
case, we assume that the stress tensor at the grainsize level τˇ is uniform and therefore equal to the macroscopic stress τ .
This is akin to the Reuss averaging in elasticity (Reuss, 1930). In this case,
˙ = τ
∫ +∞
0
(aτn−1 + bR−m)vˇν(R)dR (3.35)
and the use of a selfsimilar distribution (3.3) allows us to express this relation as a function of average grainsize R0 and
stress τ .
˙ =
(
aτn−1 + b
λ3−m
λ3
R−m0
)
τ = aτn−1
(
1 +
(Rc
R0
)m)
τ (3.36)
where
Rc =
(
b
a
λ3−m
λ3
τ1−n
)1/m
(3.37)
is the average grainsize at the macroscopic transition between diffusion and dislocation creeps. The macroscopic rheology
is thus a function of the mean grainsizeR0 and the grainsize distribution through λ3−m/λ3. Notice that when the average
grainsize isRc, the macroscopic material is exactly at the transition between diffusion and dislocation, the individual grain
with the same radius is still largely in the diffusion regime as λ3−m/λ3 ∼ 0.1 according to (3.31). The experimentalist
that works with a sample containing a distribution of grainsizes cannot measure directly the microscopic rheological factor
of diffusion creep b, but only get the macroscopic coefficient b(λ3−m/λ3). This coefficient together with the rheological
factor a of dislocation creep, are both temperature dependent with an Arrhenius form and their own activation energies,
i.e.,
a = A1 exp
(
− E1
RT
)
and b
λ3−m
λ3
= A2 exp
(
− E2
RT
)
, (3.38)
where R is the gas constant.
In order to provide a simpler expression for the grainsize evolution than the general expression (3.24), we need to know
the value of the partitioning energy factor fˇ . In the absence of direct observations, we can make two simple guesses:
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1. The simplest case is to assume a constant partitioning fˇ = f0.
The partitioning is the same irrespective of the deformation mechanism itself. In this case the general grainsize
evolution would obey
dR0
dt
=
G
pRp−10
− f0R
2
0
3γ
λ3
λ2
τ : ˙ (3.39)
2. The creation of new grains occurs by formation of subgrain boundaries (Twiss, 1977; Derby, 1990, 1991; Shimizu,
1998a,b, 1999; De Bresser et al., 1998; Bresser, 2002). This requires the presence of dislocations density and it
can be argued that the partitioning of energy only occurs during dislocation creep (in each grain, the strain-rate is
determined by a mixture of diffusion and dislocation creep, but only the mechanical work done by dislocation creep
can be used to form new grains). This means that
dR0
dt
=
G
pRp−10
− f0R
2
0
3γ
λ3
λ2
τ : ˙disloc
=
G
pRp−10
− f1(τ,R0)R
2
0
3γ
λ3
λ2
τ : ˙,
(3.40)
where
f1(τ,R0) = f0
1
1 + (Rc/R0)m
. (3.41)
which is depicted in Figure 3.3. The function goes from 0 (no grain reduction occurs when the mean grain is largely in
the diffusion regime) to f0 (all the grains are in the dislocation regime and they all shrink). The partitioning function is
independent of σ, the spread of the grainsize distribution.
3.7 Application to olivine
The creep map of olivine has been described by various authors (Chopra & Paterson, 1981; Karato et al., 1986; Karato
& Wu, 1993a; Hirth & Kohlstedt, 2003; Korenaga & Karato, 2008). We compiled some reference values for exponents,
prefactors and activation energies appropriate for dry olivine in Table 3.1. The exponents n and m are close to n ' 3.5
and m ' 3 for dry olivine although Korenaga & Karato (2008) suggest a larger n exponent, n ' 4.94 for dislocation
creep.
There are few studies and more uncertainty for the grain growth kinetics. As a reference case we use a value of
p = 2 taken from Karato (1989) and in agreement with the theoretical model of Hillert (1965), and the form of G =
k0 exp(−Eg/RT ) (see Table 3.1) is identical to that chosen in Kameyama et al. (1997). This choice based on Karato
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Figure 3.3: The normalized partitioning function f1/f0 (solid blue curve) for a mean grainsize varying between 10−1
and 10 times the critical grain size at the macroscopic boundary between diffusion and dislocation creep. The transition
between diffusion and dislocation creeps occurs through a large range of grainsizes.
(1989) leads to a grain growth much faster than what is obtained in Evans et al. (2001) or Faul & Scott (2006) who use
p = 4.3 and much larger than what is expected from observations of natural peridotites. Grain boundary pinning by
impurities and minor phases may explain this discrepancy.
Equations (3.39) and (3.40) imply the existence of steady state regime, dR0/dt = 0 where a constant grainsize
results from balancing grain coarsening by dynamic recrystallization. If we use (3.40), coarsening can only be driven by
energy subtracted from the dissipation associated with dislocations. In this case, the steady state regime usually called
piezometric equilibrium (Van der Wal et al., 1993; De Bresser et al., 1998) satisfies
R0 =
(
3γ
p
G
fa
)1/(p+1)
τ−(n+1)/(p+1). (3.42)
This equilibrium, where R0 ∝ τ−1.5, occurs both in the dislocation and diffusion regimes because even in the diffusive
regime, the larger grains in the grainsize distribution are still subject to dynamic recrystallization. If even the energy
subtracted from dissipation in the diffusive regime contributes to grainsize reduction, as in (3.39), another equilibrium can
be reached with
R0 =
(
3γ
p
Gλ2
fbλ3−m
)1/(p+1−m)
τ−2/(p+1−m). (3.43)
In the case p = 2 and m = 3, as p + 1 − m = 0, this equilibrium becomes independent of R0 and simply defines a
plasticity threshold, τc = (3γGλ2/pfbλ3−m)1/2.
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Figure 3.4: Equilibrium curves using our two approximations. We use the standard set of rheologies displayed in table
3.1, T = 1923K, P = 1 atm. The green shaded area corresponds to the zone where the rheology is predominantly in
the diffusive regime. The equilibrium state (or piezometer) in the dislocative regime goes through the experimental points
(Karato et al., 1980). A plasticity threshold is predicted for the case defined by (3.39) (label f0).
Figure 3.4, depicts the domains of dislocation dominant and diffusion dominant creeps for olivine at 1923 K. The
dot-dashed black and solid blue curves indicate the equilibrium states (∂R0/∂t = 0) predicted by (3.42) and (3.43) when
we choose f0 = 1.5 10−6 (f0 controls the intercepts of the theoretical piezometers, not their slopes). All grains below
these curves grow until they reach the piezometric curve and reciprocally, above these curves the dynamic recrystallization
dominates and the grainsize decreases. Purple squares represent experimental data from Karato et al. (1980) which fit our
model for the chosen f0. In the diffusion creep domain, no experimental points are available. This is reasonable because
if the hypothesis (3.39) is true, the plasticity threshold forbids any equilibrium in the diffusive regime. Even in the case
where the recrystallization is only controlled by the dislocation, i.e., using (3.40) (Figure 3.4, blue curve), the equilibrium
in the diffusive domain may be difficult to identify. Indeed, as the equilibrium grainsize is stress dependent, R0 ∝ τ−1.5,
the diffusive grainsize dependent rheology appears, at equilibrium, more stress dependent than in the dislocation domain
since ˙ ∝ R−30 τ = τ5.5. The experimentalist may interpret the data as an indication of grain boundary sliding rather than
diffusion.
Figure 3.4 is computed at T = 1923 K. Other experimental piezometers have been proposed at different temperature
and for olivine with different water contents (Post, 1977; Ross et al., 1980; Karato et al., 1980; Van der Wal et al., 1993;
Zhang et al., 2000; Jung & Karato, 2001a; Jung et al., 2006). For each set of experiments we can obtain an appropriate
value for f0. These different values are depicted in Figure 3.5. We also infer an empirical fit f0 = exp(−2.0(T/1000)2.9)
that agrees with the requirement 0 ≤ f0 ≤ 1. The partitioning factor decreases significantly with temperature and does
99
Figure 3.5: Various experimental piezometers can be fitted by choosing f0 = exp(−2.0(T/1000)2.9). The fit does not
seem to depend much on the pressure or the water content.
not seem to vary much with pressure or water content (f0 might decrease slightly with water content and increase slightly
with pressure). The non equilibrium thermodynamics imposes the form of the evolution equation and bounds the possible
values of f0, but at this stage, we have not tried to derive this parameter from a microscopic kinetic model.
When the grainsize evolves with time and stress, the rheology becomes itself a time dependent function. We illustrate
this point in Figure 3.6. We start with an olivine with very small grainsize (1 µm) and impose a constant deviatoric stress
at a temperature of 1100 K. In this case, the rheology is initially Newtonian, i.e., in the diffusion creep (dashed line).
However, the grains coarsen or shrink (at very large stress) and the rheology becomes non-linear. For low deviatoric
stresses (below 300 MPa), the equilibrium rheology is dislocative (stress exponent 3). For larger stresses, the grains
deform under diffusion creep but as the grainsize is stress dependent, the equilibrium rheology is also non-linear (stress
exponent 5.5).
Another illustration of the time dependence of the rheology is provided in Figure 3.7. We compute a stress profile
within an oceanic lithosphere with age 50 Myrs (the temperature is an error function with standard parameters). A uniform
strain-rate ˙ = 10−15 s−1 is imposed (Goetze & Evans, 1979). We assume that the average grainsize is initially R0 = 1
µm and, except in the shallower zone where the stress is limited by Byerlee failure criterion (Byerlee, 1978), diffusion
creep prevails. The grainsize then evolves quite rapidly and the strength of the lithosphere increases with time. The
lithosphere recovers in a few 10 kyrs. At equilibrium, the lithosphere is in the dislocation regime at large depth (above 50
km). From 20 to 50 km, the presence of small average grainsizes places the rheology in the diffusive regime. In this layer
whose deeper limit is marked by a kink in the equilibrium grainsize (see Figure 3.7, bottom panel), the rheology is in fact
100
Figure 3.6: Evolution of the rheology with increasing grain size (from 1µm). The shear stress varies initially with the
strain-rate as τ (diffusive case), then as τ1/3.5 (dislocative case, for τ < 300 MPa), or as τ1/5.5 (diffusive case with stress
dependent grainsize).
Table 3.1: Chosen sets of parameters: (1 from Duyster & Stockhert (2001), 2 from Hirth & Kohlstedt (2003), 3 from
Kameyama et al. (1997).
Reference
case
Parameter Value Unit
γ 1 J m−2 Surface tension1
E1 530 kJ mol−1 Act. Energy (disl.)2
A1 1.1 105 MPa−n s−1 Prefactor2
V1 2 10−5 J mol−1 Pa−1 Act. volume2
n 3.5 disl. exponent 2
E2 375 kJ mol−1 Act. Energy (diff.)2
A2 1.5 109 µmm MPa−1 s−1 Prefactor2
V2 5 10−6 J mol−1 Pa−1 Act. volume2
m 3 diff. exponent2
Eg 200 kJ mol−1 Act. Energy (growth)3
k0 2.0 104 µmp s−1 Kinetic factor3
p 2 growth exponent3
101
Figure 3.7: Time dependent stress profile (top) and time dependent grainsize profile (bottom). The initial grain size is
d = 1µm, a constant and uniform strain-rate is assumed, across a 50 Myrs oceanic lithosphere.
more stress-dependent than in the underlying layer undergoing dislocation creep.
3.8 Discussion and conclusion
In this paper, we started from simple thermodynamics requirements to derive a very general equation for grainsize evolu-
tion. Our method takes into account the spread of the grainsize distribution and considers that, at a given time and around
a given position, not all grains deform with the same creep mechanism. Large grains can be submitted to recrystallization
while the small grains can deform then coarsen in the diffusive regime. A corollary of our approach is that the kinetics of
coarsening and recrystallisation can be estimated from the grainsize distribution itself. Experimental observations suggest
that the growth of large grains is faster than what was considered in the classic theories of Lifshitz & Slyozov (1961) or
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Hillert (1965).
We infer a grainsize equation of the form
dR0
dt
=
G
pRp−10
− f0 11 + (Rc/R0)m
R20
3γ
λ3
λ2
τ : ˙, (3.44)
where Rc is the transitional grain radius between diffusion and dislocation. This equation assumes the self similarity of
the grainsizes within a lognormal distribution. As already stated, self-similarity is approximately verified experimentally
and is the consequence of the equation of grainsize distribution itself (3.2) whose solutions tend to self-similarity. If
we reject this hypothesis, then we need to derive the expressions for R˙ and Γ directly from observations. The difficulty
is then not so much with the mathematics than with the experiments: reporting the evolution of the average grainsize
but not the evolution of the grainsize distribution itself is not sufficient to constrain the kinetics of grain diffusion and
recrystallization.
The rheology of the grained material is naturally non-linear and time-dependent (it could also be anisotropic which is
another complexity not accounted for in this paper (Tommasi et al., 2009)). This provides a memory to the mechanical
behavior of the lithosphere, an ingredient that is missing to the models of convection with self-consistent plates (i.e.
Tackley, 2000a,b; Stein et al., 2004). When the grainsize-stress relation is taken into account, we predict that the diffusive
rheology is more stress-dependent than the dislocative rheology, in contradiction with traditional rheological models.
At equilibrium, the strain-rate remains an increasing function of the stress and the rheology appears to be monotonic
and simply non-linear with an exponent varying from 3.5 to 5.5. This is however, a very partial view of the rich dynamics
implied by equation (3.44). In a realistic time dependent situation, the rheology maybe far from equilibrium and the
effective stress–strain-rate relation can be much more complex than at equilibrium. The dynamics is also affected by
the feedback between deformation and heat production by viscous dissipation as various parameters are temperature
dependent. All these aspects are beyond the scope of the present paper but will be studied in the future.
The equation (3.44) can be compared to what is used in various publications (Braun et al., 1999; Kameyama et al.,
1997; Bercovici & Karato, 2003a).
dR0
dt
= s
G
pRp−10
− ˙
˙T
(R0 −RP ), (3.45)
where s goes from 1 in the diffusion domain to 0 in the dislocation domain, ˙T is an experimental parameter and RP the
equilibrium grainsize function of stress.
Our formalism (3.44) differs from what has been used previously (3.45) by various points. We assume that coarsen-
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ing occurs even in the dislocation regime while (3.45) considers that it only happens in the diffusion regime (although
Bercovici & Karato (2003a) use (3.45) with s = 1). Using non-equilibrium thermodynamics, we prove that grain reduc-
tion is related to the energy dissipated in the system, not to the strain-rate alone. In our model, the term representing recrys-
tallization always reduces the grainsize while in (3.45), recrystallization facilitates grain coarsening when R0 < RP . At
last, we predict the piezometric equilibrium while (3.45) must include an equilibrium radiusRP which is not consistently
deduced by the model itself.
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3.10 Evolution de la taille des grains dans une zone de cisaillement
3.10.1 Mode`les teste´s pre´cedemment
Plusieurs articles ont e´te´ publie´s dans le but de quantifier l’effet de la recristallisation sur la cine´tique de de´formation
des zones de cisaillement (Kameyama et al. (1997); Braun et al. (1999); Monte´si & Hirth (2003)). Dans ces e´tudes, c’est la
vitesse de de´formation qui quantifie la cine´tique de retour a` l’e´quilibre pie´zome´trique de la taille des grains. Cette cine´tique
ne de´rive d’aucun mode`le physique, elle est impose´e arbitrairement. L’e´volution de la taille des grains est suppose´e obe´ir
a` une e´quation de la forme :
∂d
∂t
=
k0
d
exp
(
− Q
RT
)
γ +
˙
T
(dr − d) (3.46)
dr = Mτ−s (3.47)
γ =
ηdisl
ηdiff + ηdisl
(3.48)
ou` d est la taille moyenne des grains, t le temps, ˙ la vitesse de de´formation, T une de´formation de re´fe´rence, dr la taille
de grain recristallise´, k0 une constante, Q l’enthalpie d’activation, R la constante de Boltzman, T la tempe´rature, M une
constante pie´zome´trique expe´rimentale, τ le second invariant de la contrainte de´viatorique, s une constante expe´rimentale
et ηdiff et ηdisl sont les viscosite´s en re´gime de diffusion en dislocation, respectivement.
La premie`re e´quation (3.46) de´crit l’e´volution de la taille des grains. Elle est construite de manie`re phe´nome´nologique,
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FIG. 3.8 – Viscosite´ en fonction de la taille des grains pour diffe´rentes contraintes de´viatoriques. Ces courbes sont obtenues
en utilisant les rhe´ologies de diffusion et dislocation de Hirth & Kohlstedt (2003) (a` 1100 K et en ne´gligeant la pression)
et la loi pie´zome´trique de Van der Wal et al. (1993).
tous ces termes ne repre´sentent donc pas explicitement un processus physique mais plutoˆt un comportement macrosco-
pique. Le premier terme du membre de droite est base´ sur la croissance statique (Lifshitz & Slyozov (1961); Hillert (1965);
Atkinson (1988); Ricard & Bercovici (2009a), cf. chapitre 2). En l’abscence de de´formation, ce terme permet aux grains
de croıˆtre selon la racine carre´e du temps et de fac¸on plus ou moins intense en fonction des conditions de tempe´rature et de
pression. Braun et al. (1999) introduisent un terme γ de´crit par l’e´quation 3.48. Ce terme permet d’estomper la croissance
des grains lorsque la rhe´ologie devient dislocative et laisse alors agir le deuxie`me terme qui rame`ne la taille des grains
vers le pie´zome`tre de´crit par l’e´quation 3.47. Ce terme γ est donc totalement ad hoc et ne repre´sente aucune re´alite´ phy-
sique qui inhiberait subitement la croissance quand les grains rentrent dans le re´gime de dislocation. Le deuxie`me terme
a` droite, de l’e´quation 3.46 de´clenche un retour a` l’e´quilibre de la taille des grains (c’est-a`-dire sur le pie´zome`tre de´crit
par l’e´quation 3.47) lorsque le mate´riau subit une de´formation. Ce terme repre´sente donc la recristallisation dynamique
de l’agre´gat et montre qu’elle est active´e par la vitesse de de´formation. L’introduction du parame`tre ˙/T permet donc de
de´finir une constante de temps pour la recristallisation dynamique.
La figure 3.8 montre la viscosite´ instantanne´e (hors e´quilibre) en fonction de la taille de grains et de la contrainte
de´viatorique. Les losanges indiquent les tailles de grains et la viscosite´ d’e´quilibre pour une contrainte donne´e. A contrainte
donne´e, les zones tre`s de´forme´es e´voluent vers ces losanges tandis que les zones non de´forme´es gardent leurs viscosite´s
hors e´quilibre. Un large contraste de viscosite´ peut ainsi s’e´tablir entre zones de´forme´es et zones non de´forme´es. Ce
contraste est plus grand a` forte contrainte.
Kameyama et al. (1997) couplent ce formalisme d’e´volution de la taille des grains a` l’e´quation de la chaleur dans une
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zone de cisaillement a` une dimension. Ils montrent que la localisation de la de´formation n’est pas syste´matique et de´pend
de la compe´tition entre croissance des grains et production de chaleur par dissipation visqueuse. Le re´sultat principal de
leur e´tude est que la localisation peut eˆtre effective sur Terre a` partir de ∼ 1000 K en conside´rant des taux de croissance
cristalline proches des valeurs expe´rimentales.
Braun et al. (1999) montrent que la localisation de la de´formation intervient lorsqu’une portion de la zone de ci-
saillement entre dans le re´gime de diffusion. Toutefois, dans leur calcul a` tempe´rature homoge`ne, la taille des grains
s’homoge´ne´ise syste´matiquement. Braun et al. (1999) imposent alors un refroidissement ge´ne´ral du mate´riau. Dans ce
cas, afin de conserver une vitesse de de´formation constante, la contrainte de´viatorique a` laquelle le syste`me est soumis,
augmente continuellement, ce qui a pour effet de nucle´er des grains recristallise´s de plus en plus petits. La compe´tition
entre croissance normale et recristallisation dynamique permet alors a` la localisation de la de´formation de se stabiliser.
Ces e´tudes montrent donc que la localisation de la de´formation ne s’effectue pas sans l’aide de variations de tempe´rature.
Ceci peut s’expliquer simplement par le fait que la taille des grains est invariablement attire´e vers leur taille pie´zome´trique.
Si l’on cherche a` savoir si la localisation de la de´formation dans une zone de cisaillement est stationnaire, on est amene´
a` chercher une distribution de grains he´te´orge`ne dans une zone spatiale soumise a` une contrainte de´viatorique homoge`ne
et constante. La loi pie´zome´trique reliant la taille des grains a` la contrainte de fac¸on monotone, la localisation de la
de´formation n’est pas possible sans variations spatiales (Kameyama et al. (1997)) ou temporelles (Braun et al. (1999)) de
tempe´rature.
3.10.2 Notre mode`le
Dans cette section, nous montrons que notre mode`le d’e´volution de la taille des grains permet la localisation de la
de´formation dans un mate´riau a` une dimension sous contrainte de´viatorique. De meˆme que dans les e´tudes pre´ce´dentes,
cette localisation est permise par les variations de tempe´rature qui permettent la cohabitation des re´gimes de diffusion et
dislocation a` contrainte de´viatorique e´gale.
Nous conside´rons un domaine a` une dimension de longueur L, discre´tise´ en n points (cf. figure 3.9). La contrainte
de´viatorique est homoge`ne a` travers l’e´chantillon mais peut de´pendre du temps selon l’expe´rience conside´re´e. Dans ce
milieu, la rhe´ologie mixte diffusive-dislocative, est donne´e par :
1
η
=
1
ηdiff
+
1
ηdisl
= A1τn−1 +A2R−m0 , (3.49)
ou` Ai = Ai0 exp
(− EiRT ) avec Ai0 des constantes expe´rimentales, Ei les e´nergies d’activation et m une constante
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FIG. 3.9 – Sche´ma de principe de la zone de cisaillement conside´re´e. Chaque cellule i contient sa taille moyenne de grains
d(i), sa tempe´rature T (i), sa viscosite´ η(i) et est encadre´e par deux vitesses : v(i) et v(i+ 1).
expe´rimentale. Une vitesse de cisaillement constante v, est impose´e aux bornes du domaine. La contrainte cisaillante
e´tant uniforme dans cette ge´ome´trie, nous la recherchons a` chaque pas de temps en re´solvant :
∫
1
2η
τ dx = v (3.50)
Afin de simuler la moitie´ d’une zone de cisaillement syme´trique, nous imposons un flux de chaleur nul a` gauche et
une tempe´rature constante a` droite. La gauche du domaine correspond donc au centre de la faille transformante et la partie
droite a` la partie a priori peu de´forme´e et a` tempe´rature constante. Dans ce domaine, nous re´solvons l’e´quation de la
chaleur :
∂T
∂t
= κ
dT 2
dx2
+
1− f0
ρCp
τ
dv
dx
− ζκT − T0
h2
(3.51)
ou` T est la tempe´rature (K), t le temps (s), κ la diffusivite´ thermique (m2 s−1), f0 le coefficient de partitionnement de´fini
dans ce chapitre (sans dimension), ρ la densite´ du mate´riau (kg m−3), Cp sa capacite´ calorifique a` pression constante (J
K−1 kg−1), τ la contrainte cisaillante, v la vitesse, ζ un nombre sans dimension, h une profondeur de re´fe´rence (m) et T0
une tempe´rature de re´fe´rence (K). Tous les parame`tres expe´rimentaux sont de´finis dans la table 3.2. Dans cette e´quation,
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le premier terme quantifie la diffusion horizontale de la chaleur, le deuxie`me terme est le terme source duˆ a` la dissipation
visqueuse et le troisie`me terme cherche a` simuler l’effet d’un flux vertical de chaleur. Nous calculons ce flux de chaleur
vertical en conside´rant que la zone simule´e se situe juste en dessous de la transition cassant-ductile, a` une profondeur
d’environ h = 50 km. L’utilisation de ce flux permet un profil horizontal d’e´quilibre tre`s proche de celui obtenu par
Leloup et al. (1999) dans leur simulation a` deux dimensions.
Dans chaque cellule, nous calculons l’e´volution de la taille moyenne des grains :
∂R0
∂t
=
G
pRp−10
− 2f0A1λ3
3γλ2
R20τn+1, (3.52)
ou` G = k0 exp(−Eg/(RT )) est la constante cine´tique de croissance des grains avec k0 une constante expe´rimentale, Eg
l’e´nergie d’activation, R la constante de Boltzmann, p une constante expe´rimentale sans dimension, f0 le coefficient de
partitionnement de l’e´nergie de´fini pre´ce´demment, λi les constantes sans dimension de´finies pre´demment et γ la tension
de surface. De meˆme que dans les sections pre´ce´dentes, nous choisissons :
f0 = exp
(
−αf
(
T
1000
)β)
, (3.53)
ou` αf et β sont des constantes sans dimension. Le choix des parame`tres αf et β influence la de´pendance en tempe´rature
du pie´zome`tre et modifie donc la contrainte de transition diffusion-dislocation a` l’e´quilibre. Notre mode`le propose les
valeurs αf = 2 et β = 2.9, obtenues par re´gression, toutefois, ces parame`tres sont relativement mal contraints. Dans cette
e´tude, nous testons e´galement αf = 1, ce qui repre´sente une valeur acceptable en vue de l’incertitude sur la qualibration
de f0. Ceci permet a` la taille de grains d’e´quilibre de se trouver en re´gime de diffusion a` plus basse contrainte de´viatorique.
Nous discutons ce choix plus en de´tail dans la section 3.10.4.
Les e´volutions de la tempe´rature et de la taille des grains sont calcule´es a` l’aide d’un algorithme de Runge-Kutta
d’ordre 4.
A tempe´rature constante, notre loi d’e´volution de la taille des grains ne permet pas de localisation de la de´formation a`
l’e´quilibre puisqu’une seule taille de grains peut eˆtre atteinte pour une contrainte de´viatorique donne´e. La localisation de
la de´formation se produira e´ventuellement par un me´canisme couple´ impliquant variations de tempe´rature et variations de
tailles de grains.
La figure 3.10 montre qu’a` une contrainte donne´e, la taille de grain d’e´quilibre peut se trouver en re´gime de diffusion
ou en re´gime de dislocation selon les conditions de tempe´rature. A haute tempe´rature, les grains peuvent trouver leur
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FIG. 3.10 – Equilibres pie´zome`triques et zones de transitions entre re´gime de diffusion et re´gime de dislocation pour
diffe´rentes tempe´ratures (et a` pression atmosphe´rique). Les courbes d’e´quilibres sont repre´sente´es en traits pleins et les
courbes de transition en tirete´s. La ligne pointille´e horizontale repre´sente l’e´chelle de contraintes attendue dans la li-
thosphe`re (∼ 500 MPa). On voit qu’a` cette contrainte, la taille de grains d’e´quilibre est en re´gime de diffusion a` haute
tempe´rature et en dislocation a` basse tempe´rature.
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taille d’e´quilibre dans le re´gime diffusif et a` basse tempe´rature, les grains croissent jusqu’au re´gime de dislocation. Une
situation localisante est donc atteinte lorsque suffisamment de chaleur est produite par dissipation visqueuse sans pour
autant trop baisser la contrainte de´viatorique qui rame`nerait la zone chaude dans le re´gime de dislocation.
3.10.3 Etat initial
Leloup et al. (1999) montrent que la localisation de la de´formation est maximale juste en dessous de la transition
cassant-ductile, nous nous plac¸ons donc dans ce contexte de tempe´rature. La tempe´rature a` la limite exterieure de la zone
de cisaillement est impose´e a` 850 K, ce qui correspond a` une profondeur d’environ 40 km pour une lithosphe`re d’aˆge
proche de 100 millions d’anne´es. Nous imposons diverses vitesses (entre 0.1 et 5 cm par an) a` la limite exte´rieure et
conservons le coeur de la zone de cisaillement immobile. Afin de s’affranchir au maximum des conditions limites de
tempe´rature, nous choisissons d’observer un domaine d’une largeur de 200 km.
Diffe´rents e´tats initiaux peuvent eˆtre impose´s pour l’e´tude de la localisation de la de´formation. La situation dans la-
quelle les distributions de tailles de grains et de tempe´rature sont uniformes pre´sente peu d’inte´reˆt parce que le syste`me
est alors imme´diatement influence´ par les conditions aux limites de tempe´rature. En effet, le syste`me e´tant parfaitement
homoge`ne, la de´formation n’est pas localise´e initialement. Dans un premier temps, la tempe´rature augmente donc uni-
forme´ment dans toute la zone, sauf a` l’extreˆme limite du domaine ou` elle reste constante. Cette situation est peu re´aliste.
La perturbation du champ des tailles de grains ou des tempe´ratures est donc plus approprie´e pour e´tudier les zones
de cisaillement. Nous avons choisi d’imposer comme e´tat initial une zone de distribution de tailles de grains uniforme
avec une perturbation positive de tempe´rature (un pic gaussien de largeur δ) situe´e au coeur de la zone de cisaillement.
La de´formation est initialement localise´e par la tempe´rature, quelle que soit la rhe´ologie. Nous imposons une taille de
grains homoge`ne initialement e´leve´e (1 cm). Cette taille diminue imme´diatement dans le coeur de la zone a` tempe´rature
plus e´leve´e ou` le terme en τ : ˙ est e´leve´, malgre´ une croissance normale intensifie´e par la tempe´rature. Une perturbation
initiale positive de tempe´rature engendre donc imme´diatement une perturbation ne´gative dans la distribution de tailles de
grains en s’affranchissant des conditions aux limites, dans un premier temps.
Afin de rester dans les gammes de contraintes de´viatoriques attendues dans la lithosphe`re (de l’ordre de 700 MPa au
maximum, cf. Kohlstedt et al. (1995)), nous imposons un pic de tempe´rature initiale suffisamment e´leve´ (150 K) au coeur
de la zone de cisaillement.
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TAB. 3.2 – Choix des parame`tres expe´rimentaux pour l’e´tude de la zone de cisaillement.
Parame`tre Valeur Unite´
κ 10−6 m2 s−1 Diffusivite´ thermique
ρ 5000 kg m−3 Densite´
Cp 1000 J K−1 kg−1 Capacite´ calorifique
k0 5 103 m2 s−1 Pre´facteur croissance
A10 1.1 105 MPa−n s−1 Pre´facteur dislocation
A20 1.5 109 MPa−1 s−1 Pre´facteur diffusion
Eg 200 kJ mol−1 Energie activation croissance
E1 530 kJ mol−1 Energie activation dislocation
E2 375 kJ mol−1 Energie activation diffusion
L 1000 m Largeur du domaine
δ 100 m Largeur de la zone chaude
αf 1− 2 Coefficient de f0
β 2.9 Coefficient de f0
n 3.5 Coefficient dislocation
m 3 Coefficient diffusion
p 2 Coefficient croissance
σ 0.6 De´viation standard distribution
ζ 0− 1 Conside´ration du flux vertical
h 50 km Echelle de profondeur
λ2 2.054
λ3 5.053
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FIG. 3.11 – Tempe´rature maximale et contrainte atteintes dans nos simulations. Les courbes pointille´es repre´sentent les
simulations en re´gime de dislocation. Les courbes en traits pleins repre´sentent les simulations dans lesquelles le re´gime
de diffusion et le re´gime de dislocation peuvent cohabiter.
3.10.4 Re´sultats
Comportement a` l’e´quilibre
La figure 3.10 montre que pour que l’e´quilibre des grains se trouve en re´gime de diffusion, le centre de la zone de
cisaillement doit eˆtre a` forte contrainte (∼ 300 MPa) et haute tempe´rature (∼ 1200 K). Afin de de´terminer les conditions
dans lesquelles le syste`me atteint cet e´tat, nous avons balaye´ plusieurs vitesses impose´es et teste´ l’effet d’un flux de chaleur
vertical dans des simulations en re´gime de dislocation.
La figure 3.11 montre les re´sultats obtenus lors de ces simulations en re´gime de dislocation (courbes pointille´es).
La courbe noire montre les tempe´ratures maximales et contraintes atteintes a` l’e´quilibre lorsque l’on ne permet pas a`
la chaleur de diffuser verticalement (ζ = 0). La courbe violette montre le cas dans lequel ce flux vertical de chaleur
est permis. La tempe´rature maximale dans le cas adiabatique est supe´rieure d’environ 60 K a` celle obtenue dans les
simulations avec flux vertical. Dans cette premie`re simulation, la chaleur accumule´e baisse la viscosite´ de la zone, ce
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FIG. 3.12 – Tempe´ratures d’e´quilibre dans les cas ou` la rhe´ologie est entie`rement en re´gime de dislocation. En haut, cette
e´tude, en bas, figure issue de Leloup et al. (1999). La vitesse impose´e est voisine de 1 cm/an. On constate que notre
e´tat d’e´quilibre avec flux vertical (courbe violette, ζ = 1) est tre`s similaire a` l’e´tat obtenu dans une simulation a` deux
dimensions. L’e´tat adiabatique (courbe noire, ζ = 0) semble de´raisonnable.
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qui fait chuter la contrainte d’un facteur proche de 4, comme le montre le graphique du bas. Nous constatons e´galement
que, de fac¸on ge´ne´rale, l’augmentation de la vitesse aux limites augmente invariablement la tempe´rature de la zone de
cisaillement, ce a` quoi on pouvait s’attendre, mais diminue e´galement la contrainte de´viatorique.
La figure 3.12 montre les profils thermiques horizontaux obtenus dans ces simulations en re´gime de dislocation. La
courbe noire repre´sente l’e´tat final obtenu en l’absence de flux vertical et la courbe violette l’e´tat final avec ζ = 1. Nous
pouvons ve´rifier ici que la deuxie`me situation est tre`s proche du profil horizontal d’e´quilibre de´rive´ par Leloup et al.
(1999) (figure du bas) juste en dessous de la transition cassant-ductile. Nous conside´rerons dans la suite de cette e´tude
que le cas ζ = 1 est le plus re´aliste.
Notre mode`le d’e´volution de la taille des grains pre´dit une contrainte de transition entre re´gimes de diffusion et de
dislocation qui de´pend de la tempe´rature. La figure 3.13 pre´sente une comparaison entre cette contrainte de transition
(courbe pointille´e rouge) et les donne´es pre´sente´es pre´ce´demment, (cf. figure 3.11). Nous constatons que la contrainte
obtenue a` l’e´quilibre (avec ζ = 1, courbe violette) ne de´passe la contrainte de transition que lorsque la tempe´rature
est basse, c’est-a`-dire a` faible vitesse de de´formation. Nous montrons e´galement que l’absence de flux de chaleur vertical
(ζ = 0, courbe noire) ne permet jamais d’atteindre le re´gime de diffusion dans les gammes de vitesses de plaque observe´es
sur Terre.
La figure 3.13 nous montre que le re´gime de diffusion est difficile a` atteindre a` l’e´quilibre. Nous testons aussi la valeur
αf = 1 (au lieu de αf = 2). Le choix de ce parame`tre confe`re a` f0 une valeur plus e´leve´e, ce qui a pour effet de baisser
la taille de grain d’e´quilibre. La contrainte de transition est donc le´ge`rement diminue´e pour toutes les tempe´ratures (cf.
courbe orange pointille´e, figure 3.13). Le choix de ce parame`tre est compatible avec les donne´es expe´rimentales dont nous
avons effectue´ une re´gression en de´but de chapitre, compte tenu des incertitudes sur les lois de fluage utilise´es (cf. Hirth
& Kohlstedt (2003)), sur la contrainte expe´rimentale (cf. Van der Wal et al. (1993)), la tempe´rature etc.
Nous testons a` pre´sent l’effet de la taille des grains sur le comportement de la zone de cisaillement. Nous utilisons
notre mode`le d’e´volution de la taille des grains avec αf = 2 (courbes en traits pleins rouges, figures 3.11 et 3.13) et
αf = 1 (courbes en traits pleins oranges, meˆmes figures). Dans tous les cas, la taille des grains posse`de un impact tre`s
faible sur le comportement d’e´quilibre des zones de cisaillement. A vitesses de de´formations e´gales, nous ne constatons
qu’une tre`s le´ge`re baisse de tempe´rature maximale au coeur de la zone cisaille´e et une variation de contrainte de´viatorique
d’e´quilibre insignifiante. Meˆme en diminuant la contrainte de transition diffusion-dislocation (en choisissant αf = 1),
l’e´tat des contraintes et des tempe´ratures d’e´quilibre n’est pas modifie´.
La figure 3.14 montre les profils horizontaux des vitesses de de´formation, tempe´ratures et tailles de grains dans les
simulations avec une vitesse aux limites de 1 mm/an. Imposant une faible vitesse de de´formation, nous ve´rifions que
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FIG. 3.13 – Comparaison des contraintes de´viatoriques de transition (courbe rouge) et d’e´quilibre (courbes en traits
pleins). Seules les simulations dont la tempe´rature maximale est faible de´passent la transition diffusion-dislocation a`
l’e´quilibre.
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FIG. 3.14 – Etat du syste`me pour une vitesse de plaque de 1 mm par an (cas suppose´ le plus localisant). En haut : vitesse
de de´formation (s−1), au centre : Tempe´rature (K), en bas : taille des grains (µm).
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le re´gime de diffusion est atteint dans une large partie de la zone de cisaillement (d’autant plus large que αf est petit).
Les courbes violettes montrent l’e´tat du domaine lorsque la viscosite´ est en re´gime de dislocation (avec R0 = 1 cm).
Les courbes marrons fonce´s et rouges repre´sentent les profils des simulations avec αf = 2 : marron fonce´, re´gime de
diffusion, rouge, re´gime de dislocation. Les courbes marrons clair et oranges repre´sentent les profils des simulations avec
αf = 1 : marron clair, re´gime de diffusion, orange, re´gime de dislocation.
Nous observons la grande similitude des vitesses de de´formation (en haut) qui varient sur trois ordres de grandeur a`
travers la zone de cisaillement. La variation de vitesse de de´formation est corre´le´e avec le profil thermique. La figure du
bas montre que la taille des grains est presque constante a` travers le domaine a` l’e´quilibre (elle varie au maximum d’un
facteur 4 sur 200 km).
La figure 3.15 montre les profils horizontaux obtenus lorsque l’on impose une vitesse de plaque de 5 cm/an. Nous
ne voyons effectivement plus de re´gime de diffusion au coeur de la zone de cisaillement mais nous constatons que la
de´formation est extreˆmement localise´e. La vitesse de de´formation varie sur 10 ordres de grandeur dans les trois cas. Il
apparaıˆt donc clairement que c’est la tempe´rature qui localise la de´formation a` l’e´quilibre.
Comportement dynamique
L’e´volution des contraintes de´viatoriques montre que la taille des grains joue un roˆle important dans la dynamique des
zones de cisaillement. La figure 3.16 pre´sente l’e´volution des contraintes de´viatoriques pour deux vitesses de plaques :
1 mm par an (courbes violette et orange) et 5 cm/an (courbes bleue et rouge). Dans chaque cas nous avons effectue´
une premie`re simulation ou` la rhe´ologie est entie`rement dislocative (courbes bleue et violette) puis une seconde avec
une rhe´ologie mixte (rouge et orange). Dans cette section, nous conservons αf = 2. Pour chaque vitesse de plaque, on
remarque que les contraintes sont initialement identiques. Dans les cas ou` la taille des grains est laisse´e libre d’e´voluer
(courbes orange et rouge), la contrainte chute subitement au bout de quelques dizaines d’anne´es a` quelques centaines
d’anne´es quand les grains situe´s au coeur de la zone de cisaillement atteignent le re´gime de diffusion. On remarque que
ceci arrive meˆme dans la simulation a` tre`s forte vitesse de cisaillement de laquelle le re´gime de diffusion est absent a`
l’e´quilibre. Dans le cas d’un faible vitesse, la zone de cisaillement reste dans le re´gime de diffusion jusqu’a` l’e´quilibre, la
contrainte dans le cas mixte est alors maintenue plus faible que dans le cas dislocatif (voir les courbes orange et violette).
Dans le cas d’une forte vitesse de de´formation, l’e´le´vation de tempe´rature est telle que la contrainte est encore diminue´e
et fait disparaıˆtre la zone en re´gime de diffusion. Les deux courbes de contrainte se rejoignent au bout d’une centaine de
milliers d’anne´es environ.
Les figures 3.17, 3.18 et 3.19 pre´sentent les e´volutions temporelles des zones de cisaillement pour les deux vitesses
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FIG. 3.15 – Etat du syste`me pour une vitesse de plaque de 5 cm/an. En haut : vitesse de de´formation (s−1), au centre :
Tempe´rature (K), en bas : taille des grains (µm). Le code de couleur est identique a` celui de la figure 3.14.
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FIG. 3.16 – Evolution temporelle de la contrainte de´viatorique dans les simulations avec des vitesses aux limites impose´es
a` 1 mm/an (courbes violette et orange) et 5 cm/an (courbes bleue et rouge).
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FIG. 3.17 – Evolution temporelle des tempe´ratures dans la zone de cisaillement pour des vitesses de 1 mm/an (en haut) et
5 cm/an (en bas). A gauche, la rhe´ologie des simulations est entie`rement dislocative, a` droite, la rhe´ologie de´pend de la
taille des grains. Le code de couleur est le meˆme pour les deux figures du haut et se´pare´ment, les deux figures du bas. Le
changement de couleur au sein d’une meˆme courbe signifie le changement de rhe´ologie.
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FIG. 3.18 – Evolution temporelle des vitesses de de´formation dans la zone de cisaillement pour des vitesses de 1 mm/an
(en haut) et 5 cm/an (en bas). A gauche, la rhe´ologie des simulations est entie`rement dislocative, a` droite, la rhe´ologie
de´pend de la taille des grains. Le code de couleur est le meˆme pour les deux figures du haut et se´pare´ment, les deux figures
du bas.
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FIG. 3.19 – Evolution temporelle des tailles de grains dans la zone de cisaillement pour des vitesses de 1 mm/an (en haut)
et 5 cm/an (en bas). A gauche, la rhe´ologie des simulations est entie`rement dislocative, a` droite, la rhe´ologie de´pend de la
taille des grains. Le code de couleur est le meˆme pour les deux figures du haut et se´pare´ment, les deux figures du bas.
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de plaque (dans chaque figure, en haut : 1 mm/an, en bas : 5 cm/an). La figure 3.17 montre l’e´volution de la tempe´rature.
Pour les deux vitesses de de´formation, nous observons une tre`s le´ge`re baisse de l’intensite´ du pic de chaleur quand le
re´gime de diffusion apparaıˆt au coeur de la zone de forte de´formation. Dans les deux cas, la diffe´rence est minime.
La figure 3.18 montre l’e´volution des vitesses de de´formation. On voit que la localisation de la de´formation est
le´ge`rement plus marque´e quand la viscosite´ de´pend de la taille des grains (comparer les courbes rouges et oranges a`
gauche avec celles de droite). Toutefois, de meˆme que dans la figure pre´ce´dente, la diffe´rence de comportement induite
par la variation de rhe´ologie reste minime.
La figure 3.19 montre l’e´volution de la taille des grains dans la zone de cisaillement. Dans le cas de la plaque lente, on
voit que la taille des grains reste proche de la taille de grain de transition entre re´gime de diffusion et re´gime de dislocation.
Ceci explique que la diminution de contrainte observe´e dans la figure 3.16 soit relativement faible (de l’ordre de 50 MPa).
La taille des grains tend a` s’homoge´ne´iser rapidement. Dans le cas de la forte vitesse de de´formation, la taille des grains
aux centre de la zone cisaille´e chute tre`s rapidement. La taille de grain minimale pe´ne`tre le´ge`rement plus dans le re´gime
de diffusion mais ne parvient pas a` passer d’un ordre de grandeur en dessous de la taille de grain de transition.
3.10.5 Conclusion
Nous avons observe´ l’impact de la taille des grains sur la localisation de la de´formation a` l’e´quilibre et au cours de
l’e´volution d’une zone de cisaillement soumise a` diffe´rentes vitesses de de´formation. En dessous de la transition cassant-
ductile, il apparaıˆt que la taille des grains permet une localisation de la de´formation ne´gligeable devant celle engendre´e
par la tempe´rature.
Meˆme en se plac¸ant dans les conditions les plus favorables (en posant αf = 1), le passage d’une partie de la zone de
cisaillement dans le re´gime de diffusion n’a pas d’autre effet que de relaxer la contrainte, aussi longtemps que perdure
cette re´gion diffusive. En particulier, notre e´tude montre que les zones de cisaillement soumises a` une faible vitesse de
de´formation (des vitesses de plaque infe´rieures a` 1 cm par an) stabilisent cette zone diffusive et relaxent une partie de
la contrainte de´viatorique. Toutefois, dans ces zones diffusives, la taille des grains tend a` s’homoge´ne´iser du fait de la
diffusion de la tempe´rature et de l’e´galite´ des contraintes a` travers le domaine, ce qui supprime tout effet localisant lie´ a`
la taille des grains.
La viscosite´ de´pendant principalement de la tempe´rature, elle ne permet pas a` la taille de grains de localiser ve´ritablement
la de´formation parce que ce processus engendre de la chaleur par dissipation visqueuse, ce qui relaxe la contrainte et par
conse´quent supprime les zones qui se trouvaient dans le re´gime de diffusion. Par une re´troaction avec la dissipation vis-
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queuse, les re´gions dans lesquelles la taille des grains est tre`s faible ne permettent pas la localisation de la de´formation
parce qu’elles relaxent les contraintes, ce qui ote a` la viscosite´ sa de´pendance en taille de grains. C’est pourquoi nous
observons que meˆme lorsque la distribution spatiale des tailles de grains est tre`s pique´e, la tempe´rature reste le parame`tre
localisant le plus la de´formation.
Une ve´ritable localisation de la de´formation a` l’aide de la taille des grains n’est donc possible a` l’e´chelle des frontie`res
de plaques qu’en pre´sence d’un fort flux vertical de chaleur. Une e´vacuation efficace de la chaleur permettrait aux zones
en re´gime de diffusion de perdurer et alors a` la rhe´ologie de de´pendre ve´ritablement de la taille des grains.
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Chapitre 4
Convection et contraintes dans la lithosphe`re
4.1 Introduction
Le mode`le d’e´volution de la taille propose´ dans le chapitre 3 pre´voit une taille de grain d’e´quilibre dans le re´gime de
dislocation a` basses contraintes et dans le re´gime de diffusion a` hautes contraintes. Le but de ce chapitre est de re´sumer
les e´tudes quantifiant l’impact de la vigueur de la convection et du contraste de viscosite´ sur les contraintes de surface des
plane`tes. Les lois physiques re´gissant la convection et les diffe´rentes approximations permettant de les re´soudre y sont
introduits dans les re´gimes de diffusion et de dislocation.
Ce chapitre pre´sente les trois re´gimes de convection observe´s dans les simulations nume´riques de convection des
plane`tes. Dans chaque cas, l’e´tat des contraintes dans le syste`me y est de´taille´. Une attention particulie`re est apporte´e au
re´gime du couvercle stagnant, qui semble mieux correspondre au comportement des plane`tes telluriques qui ne recyclent
pas leur surface (par tectonique de plaques ou effondrement catastrophique de la lithosphe`re).
4.2 Convection, tempe´rature et viscosite´
La tectonique des plaques est une preuve irre´futable de la convection du manteau terrestre. Toutefois, l’e´tude des
plane`tes du syste`me solaire montre que la Terre est aujourd’hui la seule plane`te a` posse´der un tel re´gime de fac¸on entre-
tenue et cela` ne signifie pas pour autant que les manteaux de Mars, Ve´nus, Mercure ne soient pas en convection.
Quelles sont les lois physiques qui re´gissent la convection dans le manteau des plane`tes ? Les paragraphes suivants
s’emploient a` re´pondre a` cette question en pre´sentant les e´quations de la me´canique des fluides utiles au cas de la convec-
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tion ainsi que les approximations habituellement utilise´es pour les re´soudre.
4.2.1 Equations de conservation et nombres sans dimension
Les roches mantelliques pre´sentent un comportement e´lastique (transmission des ondes sismiques) a` haute fre´quence
et un comportement visqueux (convection, de´formation irre´versible) a` basse fre´quence. La me´canique des milieux conti-
nus pre´cise des lois de conservation a` respecter (Batchelor (1967); Landau & Lifshitz (1980)). Parmis ces lois1, on dis-
tingue la conservation du moment (e´quation de Navier-Stokes) :
ρ
Dv
Dt
= −∇P +∇ · τ + ρg, (4.1)
la conservation de l’e´nergie2 (advection-diffusion de la chaleur et e´change travail-chaleur) :
ρCp
DT
Dt
= −∇ · q + αT DP
Dt
+ τ :∇v + ρH (4.2)
et la conservation de la masse (e´quation de continuite´) :
∂ρ
∂t
+∇ · (ρv) = 0, (4.3)
avec ρ la densite´ (kg m−3), v la vitesse (m s−1), t le temps (s), P la pression (Pa), τ le tenseur des contraintes
de´viatoriques (Pa), g l’acce´le´ration gravitationnelle (m s−2), Cp la capacite´ calorifique a` pression constante (J K−1 kg−1),
T la tempe´rature (K), q le flux de chaleur (W m−2), α l’expansivite´ thermique (K−1) et H le taux de production de cha-
leur radioactive (W kg−1). Plusieurs ouvrages de re´fe´rence pre´sentent des expose´s de´taille´s des lois de conservation, de
la physique de la convection ainsi que leur application a` la Terre : Schubert et al. (2001), Ricard (2007).
Profil de Re´fe´rence
Afin d’adimensionner les e´quation 4.1, 4.2 et 4.3, on utilise ge´ne´ralement un profil de re´fe´rence pour chaque variable
(tempe´rature, pression) autour duquel on exprime sa variation. Le profil de re´fe´rence commune´ment utilise´ est donne´
par la solution adiabatique de l’e´quation de conservation de l’e´nergie. Le gradient adiabatique thermique est le profil
de tempe´rature que suivrait une masse qui n’e´changerait pas de chaleur avec son entourage alors qu’elle se de´placerait
1Les tenseurs sont repre´sente´s par des symboles en caracte`re gras et souligne´s alors que les vecteurs sont seulement en gras.
2La notation∇v repre´sente le tenseur engendre´ par les deux vecteurs∇ et v (de composantes ∂ivj ), alors que la notation∇ · v repre´senterait le
produit scalaire (
∑
i
∂ivi).
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verticalement dans le manteau. Si le mouvement est suffisamment rapide, c’est-a`-dire ne laissant pas a` la tempe´rature le
temps de diffuser, ni a` la production de chaleur radioactive le temps de s’effectuer. Cette masse s’e´chaufferait donc en
descendant ou refroidirait en remontant a` cause du travail des forces de pression.
Si on ne conside`re que cet effet, c’est-a`-dire qu’on ne´glige les flux de chaleur diffusifs, la dissipation visqueuse et la
production radioactive, l’e´quation de la chaleur 4.2 permet de de´river le syste`me d’e´quilibre adiabatique (ou isentropique,
rappele´ par l’indice “S”) (cf. Ricard (2007)) :
 (∇ lnT )S − Γ(∇ ln ρ)S = 0(∇ lnT )S − αρCp (∇P )S = 0 (4.4)
ou` Γ est le parame`tre de Gru¨neisen de´fini par :
Γ =
αKT
ρCv
, (4.5)
avec Cv la capacite´ calorifique a` volume constant. Le parame`tre de Gru¨neisen quantifie donc l’impact de la tempe´rature
sur la densite´ a` entropie constante. En conside´rant que la pression suit le profil hydrostatique (∇P = ρg), la deuxie`me
e´quation du syste`me 4.4 implique :
∇T = αg
Cp
T. (4.6)
A l’aide de la premie`re e´quation du syste`me 4.4, nous pouvons alors de´river le profil de re´fe´rence de la densite´ dans le
manteau terrestre :
∇ρ = αg
ΓCp
ρ. (4.7)
Adimensionnement
Dans cette situation, le processus qui entraine la convection du fluide est re´gi par les variations de densite´ par rapport
au profil de re´fe´rence (stable). La variation de densite´ en fonction de la tempe´rature et de la pression est donne´e par le
de´veloppement limite´ :
ρ = ρs(z)
(
1− α(T − Ts) + P − PH
KT
)
, (4.8)
ou` KT est le coefficient d’incompressibilite´, TS est la tempe´rature adiabatique et PH est la pression lithostatique. La
variation moyenne de la densite´ avec la profondeur est incluse dans le profil moyen de densite´ adiabatique ρs(z). Le
gradient thermique non-adiabatique ∆Tna (qui est choisi comme e´chelle3 de tempe´rature, de l’ordre de 1000 K dans le
3Les nombres sans dimension sont note´s []∗ et les grandeurs physiques utilise´es pour adimensionner sont note´es []0
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manteau terrestre) engendre alors une variation de densite´ de l’ordre de ∆ρ = ρ0α0∆Tna, ce qui permet une estimation
de la pression non hydrostatique : P0 = ∆ρg0h = α0ρ0g0∆Tnah, avec, respectivement, g0, α0, ρ0 l’acce´le´ration gravita-
tionnelle, l’expansivite´ thermique et la densite´ de re´fe´rence et h l’e´paisseur du syste`me. Afin d’adimensionner les vitesses,
une grandeur significative est donne´e par la vitesse de Stokes v0 de sorte que : v = v0v∗ = (α0ρ0g0∆Tnah2/η0)v∗. Pour
finir, le temps est adimensionne´ par le temps de stokes t0 = h/v0.
Bien sur, la de´rivation d’un profil de re´fe´rence et le choix d’un adimensionnement ne doivent pas influencer le re´sultat
final du calcul. Par contre, le choix de dimensions cohe´rentes avec les e´chelles physiques du proble`me permet de mettre
en e´vidence les termes e´ventuellement ne´gligeables. Une fois ces termes supprime´s, le re´sultat du calcul change de fac¸on
insignifiante mais le calcul a e´te´ fortement simplifie´ et est en ge´ne´ral plus rapide.
Approximations
Une fois le profil de re´fe´rence et les e´chelles dimensionnelles choisis, il est alors possible de faire certaines approxi-
mations en conside´rant l’importance relative des nombres sans dimension qui apparaissent. Deux approximations sont
particulie`rement utilise´es en ge´odynamique : l’approximation ane´lastique et l’approximation de Boussinesq (Schubert
et al. (2001); Ricard (2007)).
Approximation ane´lastique Dans cette approximation, les forces de flottabilite´ proviennent a` la fois des variations de
tempe´rature, mais e´galement des variations non-hydrostatiques de pression (e´galement appele´e pression dynamique). On
doit conside´rer e´galement les termes de dissipation visqueuse et de libe´ration ou absorption de la chaleur au cours des
changements de pression. Les variations rapides de la densite´ (∂ρ/∂t) sont ne´glige´es.
Approximation de Boussinesq Dans l’approximation de Boussinesq, la flottabilite´ ne de´pend que de la tempe´rature (les
variations de la densite´ en fonction de la pression sont ne´glige´es). On ne conside`re ni le terme de dissipation visqueuse
dans l’e´quation de la chaleur ni le travail des forces de volume. Les e´quations deviennent (je supprime les []∗ par souci de
lisibilite´, aucune des variables n’a de dimension) :
∇ · v = 0 (4.9)
Ra
Pr
Dv
Dt
= −∇P +∇ · (η (∇v + [∇v]t))− Tez (4.10)
Ra
DT
Dt
= ∇2T + RaH
Ra
(4.11)
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ou` ez est un vecteur unitaire dirige´ vers le centre de gravite´ de la plane`te, Ra et RaH sont les nombres de Rayleigh (cf.
paragraphe suivant), Pr est le nombre de Prandtl. Comme nous allons le voir, la quantite´ Ra/Pr est ne´gligeable dans le
manteau terrestre, ce qui permet de supprimer le membre de gauche de l’e´quation de Navier-Stokes.
Nombre de Rayleigh
Le nombre de Rayleigh est un nombre sans dimension qui quantifie la vigueur de la convection dans un syste`me
visqueux. Plusieurs de´finitions peuvent eˆtre donne´es en fonction du moteur de la convection. En sciences de la Terre,
deux nombres de Rayleigh sont largement utilise´s, l’un (Ra) base´ sur un saut de tempe´rature impose´ entre le haut et le
bas (chauffage par le bas), l’autre (RaH ) base´ sur la production de chaleur radioactive (chauffage interne). Ces nombres
de Rayleigh sont de´finis par :
Ra =
αρg∆Th3
κη
(4.12)
RaH =
αHρ3gh5Cp
k2η
(4.13)
avec k la conductivite´ thermique (W m−1 K−1) et κ la diffusivite´ thermique (m2 s−1). Si la viscosite´ est variable, on
peut de´finir diffe´rents nombres de Rayleigh. Par exemple, le nombre de Rayleigh interne (base´ sur la viscosite´ interne)
est souvent utilise´ (la viscosite´ interne de´pendant le plus souvent de la tempe´rature interne). Par la suite, nous utiliserons
souvent le nombre de Rayleigh basal, base´ sur la viscosite´ du bas dans la simulation ou le nombre de Rayleigh de surface,
base´ sur la viscosite´ de surface.
Plus le nombre de Rayleigh est grand, plus la convection est vigoureuse. Le nombre de Rayleigh de la Terre est de
l’ordre de 107 − 108. La convection de´marre au dela` d’un nombre de Rayleigh critique de l’ordre de 103, le manteau
terrestre est donc le sie`ge d’une convection vigoureuse.
Nombre de Prandtl
Le nombre (sans dimension) de Prandtl compare les temps caracte´ristiques de la diffusion thermique et de la diffusion
du moment. Il est de´fini par :
Pr =
ηCp
k
. (4.14)
Dans le manteau, la viscosite´ est tre`s e´leve´e (de l’ordre de 1021 Pa.s, cf. chapitre 2). En choisissant des valeurs standards
de Cp, η et k, le nombre de Prandtl du manteau atteint 1023, ce qui est tre`s supe´rieur au nombre de Rayleigh et montre
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que le rapport Ra/Pr est ne´gligeable.
Le manteau terrestre est donc en forte convection mais ne posse`de pas pour autant le comportement turbulent visible
dans le soleil ou dans l’atmosphe`re a` cause de sa viscosite´ (son nombre de Reynolds est justement e´gal a` Ra/Pr ' 0). La
re´solution de l’e´quation de Navier-Stokes pourrait paraıˆtre simple, une fois les forces d’inertie ne´glige´es, mais la viscosite´
peut posse´der une structure tre`s complexe, selon la loi de fluage conside´re´e, et rendre proble´matique l’inversion de la
matrice des vitesses. L’absence de terme inertiel permet d’obtenir le champ des vitesses a` l’aide des seuls champs de
viscosite´ et de tempe´rature.
Nombre de Nusselt
Ce nombre sans dimension caracte´rise le flux de chaleur a` travers une couche convective rapporte´ au flux de chaleur
qui devrait eˆtre conduit en l’absence de convection. Le nombre de Nusselt est important parce qu’il permet de comparer
le flux de chaleur de´duit du champ des tempe´ratures d’une simulation au flux de chaleur mesure´ sur la plane`te conside´re´e.
Par exemple, la densite´ de flux de chaleur mesure´e sur Terre est de l’ordre de 90 mW m−2 (Jaupart et al. (2007)). Cette
valeur est obtenue en divisant le flux de chaleur total mesure´ par la surface de la Terre.
Le flux de chaleur a` de´duire d’une simulation doit donc eˆtre une moyenne des flux a` une profondeur donne´e (un
nombre de Nusselt peut eˆtre exprime´ a` n’importe quelle profondeur). En chaque point de la simulation, le flux de chaleur
F (W m−2) s’e´crit :
F = k
∂T
∂z
(4.15)
avec k le coefficient de conductivite´ thermique (W m−1 K−1) et z la profondeur (m). La valeur moyenne qui nous inte´resse
est donc celle donne´ par :
< F >x= k <
∂T (x, z)
∂z
>x= k
∂ < T (x, z) >x
∂z
(4.16)
Comme le montre le dernier terme de l’e´quation pre´ce´dente, la densite´ de flux de chaleur est donc ge´ne´ralement calcule´e
a` partir du profil vertical des tempe´ratures dans la simulation :
< T (x, z) >x= T (z) =
1
L
∫ L
0
T (x, z)dx (4.17)
ou` L est la largeur (m) de la boite. Une fois ce calcul fait, le nombre de Nusselt qui correspond a` ce flux normalise´ est
donne´ par :
Nu =< F >x
h
k∆T
(4.18)
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FIG. 4.1 – Champ des tempe´ratures de cellules de convection pour un fluide isovisqueux en fonction du nombre de
Rayleigh. De haut en bas : Ra = 104, Ra = 105, Ra = 106 et Ra = 107.
A partir des variables sans dimension (tempe´rature T ∗ et profondeur z∗), le nombre de Nusselt se calcule donc :
Nu(z) = k
∂T (z)
∂z
h
k∆T
=
∂T (z)∗
∂z∗
(4.19)
Le nombre de Nusselt repre´sente donc e´galement le gradient du profil de tempe´rature (sans dimension) a` une profondeur
donne´e.
Cellules de convection et nombre de Rayleigh
En fonction du nombre de Rayleigh, de la rhe´ologie du mate´riau et de la ge´ome´trie de l’espace conside´re´, la structure
de la convection peut eˆtre tre`s diversifie´e. La viscosite´ influence e´norme´ment les caracte´ristiques principales du syste`me.
Les figures 4.1 et 4.2 montrent l’influence du nombre de Rayleigh sur une convection isovisqueuse. A haut nombre de
Rayleigh, les couches limites thermiques sont plus fines, ce qui a pour effet d’augmenter le flux de chaleur (le lien entre
le flux de chaleur et le nombre de Rayleigh est de´taille´ dans les sections suivantes selon le re´gime de convection). Par
ailleurs, a` bas nombre de Rayleigh, les cellules de convection sont plus stables. La convection s’arreˆte pour un nombre de
Rayleigh infe´rieur a` ∼ 103.
131
FIG. 4.2 – Cellules de convection pour un fluide isovisqueux en fonction du nombre de Rayleigh en 3D (simulations de
Fabien Dubuffet, cf. Ricard (2007)). De haut en bas et de gauche a` droite : Ra = 105, Ra = 106, Ra = 107 et Ra = 108.
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4.2.2 Viscosite´
Dans le manteau, la viscosite´ des roches est difficile a` de´terminer pre´cisemment. Le chapitre 2 pre´sente deux moyens
de l’estimer : l’e´tude expe´rimentale de la rhe´ologie des roches et l’e´tude phe´nome´nologique du comportement de la
lithosphe`re (rebond post-glaciaire, e´quilibre des plaques, ge´oı¨de etc.).
Rhe´ologies et adimensionnement
Les e´tudes expe´rimentales (cf. Hirth & Kohlstedt (2003); Kohlstedt (2007)) montrent que les roches du manteau
posse`dent une rhe´ologie (visqueuse) tre`s complexe :
˙ =
∑
i
(
Ai0 exp
(
− Hi
RT
)
friH2Od
−mi exp (αiφ) Ini−12,τ
)
τ =
1
2η
τ (4.20)
ou` l’indice i repre´sente les diffe´rents re´gimes possibles (diffusion, dislocation, glissement sur les joints de grains, Peierls),
˙ est le tenseur des vitesses de de´formation (s−1), τ est le tenseur des contraintes de´viatoriques, Ai0 est le pre´facteur
expe´rimental (MPa−ni s−1 µm−mi ppm−ri ) du re´gime i, Hi son enthalpie d’activation (J mol−1), R la constante de
Boltzmann (J mol−1 K−1), T la tempe´rature (K), fH2O la fugacite´ de l’eau (ppm), d la taille moyenne des grains (µm), φ
le taux de porosite´ (sans dimension), I2,τ le second invariant de la contrainte de´viatorique (MPa), η la viscosite´ (MPa.s)
αi, ri, mi et ni sont des nombres sans dimension.
L’enthalpie d’activation s’e´crit : Hi = Ei + PVi, ou` Ei est l’e´nergie d’activation (J mol−1), P la pression (Pa) et Vi
le volume d’activation. Dans le cas du re´gime de Peierls, l’enthalpie prend une forme particulie`re (cf. Evans & Goetze
(1979)) : H4 = (E4 + PV4)(1 − (τ/τP ))2, avec τP la contrainte de Peierls (MPa). Les tables 4.1 et 4.2 donnent une
compilation des valeurs expe´rimentales de ces parame`tres dans les cas de l’olivine seˆche et de l’olivine hydrate´e.
L’e´quation 4.20 montre que la viscosite´ dans le manteau peut de´pendre d’une grande quantite´ de parame`tres mal
contraints (l’eau, le taux de fusion partielle, la taille des grains etc.). Dans le cas de l’olivine, ces parame`tres expe´rimentaux
sont obtenus, le plus souvent, dans les conditions de pression et tempe´rature du manteau supe´rieur mais a` des vitesses de
de´formation bien plus e´leve´es que dans les conditions naturelles. Leur utilisation repose donc sur une extrapolation tre`s
large.
De fac¸on ge´ne´rale, on utilise des versions simplifie´es de ces lois pour pouvoir proposer des lois d’e´chelles des
contraintes et du flux de chaleur. Premie`rement, une estimation des contraintes effectives dans le manteau terrestre montre
que les re´gimes de Peierls et de glissement sur les joints de grains y semblent inaccessibles (cf. Solomatov (2004); Drury
(2005)). Le manteau semble donc dans le re´gime de diffusion ou le re´gime de dislocation. Deuxie`mement, la dynamique
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TAB. 4.1 – Parame`tres rhe´ologiques de l’olivine se`che : (1 issu de Hirth & Kohlstedt (2003), 2 issu de Evans & Goetze
(1979). Les volumes d’activations sont mal contraints, les valeurs donne´es repre´sentent une moyenne des quantite´s cite´es
par Hirth & Kohlstedt (2003).
Parame`tre Valeur Unite´
Olivine se`che
1 - Dislocation
E1 530 kJ mol−1 Energie d’activation1
A10 1.1 105 MPa−n s−1 Pre´facteur1
V1 1.43 10−5 J mol−1 Pa−1 Volume d’activation1
n1 3.5 exposant, contrainte 1
m1 0 exposant, grains1
r1 0 exposant, eau1
α1 ∼ 45 activation, fusion1
2 - Diffusion
E2 375 kJ mol−1 Energie d’activation1
A20 1.5 109 µmm MPa−1 s−1 Pre´facteur1
V2 6 10−6 J mol−1 Pa−1 Volume d’activation1
n2 1 exposant, contrainte 1
m2 3 exposant, grains1
r2 0 exposant, eau1
α2 ∼ 30 activation, fusion1
3 - Glissement
T > 1523K
E3 600 kJ mol−1 Energie d’activation1
A30 4.7 1010 µmms MPa−ns s−1 Pre´facteur1
T < 1523K
E3 400 kJ mol−1 Energie d’activation1
A30 6500 µmms MPa−ns s−1 Pre´facteur1
V3 1.43 10−5 J mol−1 Pa−1 Volume d’activation1
n3 3.5 exposant, contrainte1
m3 2 exposant, grains1
r3 0 exposant, eau1
α3 ∼ 45 activation, fusion1
4 - Peierls
E4 502 kJ mol−1 Energie d’activation2
A40 1.3 1012 s−1 Pre´facteur2
V4 1.43 10−5 J mol−1 Pa−1 Volume d’activation1
τP 9.1 103 MPa Contrainte de Peierls2
n4 0 exposant, contrainte 2
m4 0 exposant, grains1
r4 0 exposant, eau1
α4 ∼ 45 activation, fusion1
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TAB. 4.2 – Parame`tres rhe´ologiques de l’olivine hydrate´e : (1 issu de Hirth & Kohlstedt (2003), 2 issu de Evans & Goetze
(1979). Les volumes d’activations sont mal contraints, les valeurs donne´es repre´sentent une moyenne des quantite´s site´es
par Hirth & Kohlstedt (2003). Le re´gime de Peierls de l’olivine hydrate´e est encore controverse´ (Raterron et al. (2004),
Katayama & Karato (2008)), il s’agit ici de la meˆme valeur que pour l’olivine se`che.
Parame`tre Valeur Unite´
Olivine hydrate´e
1 - Dislocation
E1 480 kJ mol−1 Energie d’activation1
A10 90 MPa−n s−1 Pre´facteur1
V1 11 10−6 J mol−1 Pa−1 Volume d’activation1
n1 3.5 exposant, contrainte1
m1 0 exposant, grains1
r1 1.2 exposant, eau1
α ∼ 45 activation, fusion1
2 - Diffusion
E2 335 kJ mol−1 Energie d’activation1
A20 106 µmm MPa−1 s−1 Pre´facteur1
V2 4 10−6 J mol−1 Pa−1 Volume d’activation1
n2 1 exposant, contrainte1
m2 3 exposant, grains1
r2 1 exposant, eau1
α ∼ 30 activation, fusion1
3 - Glissement inexistant
4 - Peierls
E4 502 kJ mol−1 Energie d’activation2
A40 1.3 1012 s−1 Pre´facteur2
V4 1.43 10−5 J mol−1 Pa−1 Volume d’activation1
τP 9.1 103 MPa Contrainte de Peierls2
n4 0 exposant, contrainte 1
m4 0 exposant, grains1
r4 0 exposant, eau1
α ∼ 45 activation, fusion1
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de l’eau dans le manteau est tre`s mal connue. On sait que l’eau est tre`s pre´sente dans les coins mantelliques a` cause de la
de´shydratation des plaques plongeantes (cf Hirth & Kohlstedt (2003)) mais on ne sait pas encore estimer sa dynamique
de fac¸on robuste. On ne sait pas non plus dans quelle proportion exacte elle peut pe´ne´trer les zones de transition de
phase (Bercovici & Karato (2003b, 2005)) ou le manteau profond (Richard (2003)). On ne´glige donc souvent son effet.
Troisie`mement, l’e´volution de la taille des grains e´tant relativement mal contrainte, tre`s peu d’e´tudes l’ont conside´re´e
directement (Hall & Parmentier (2003); Solomatov & Reese (2008)).
La taille des grains peut avoir un effet important sur le re´gime de convection des plane`tes principalement par le fait
qu’elle permet de localiser la de´formation, de meˆme que la porosite´ inhe´rente a` la fusion partielle. Mais de tous ces
parame`tres, le plus important, et donc le premier sur lequel il faut s’attarder reste, de loin, la tempe´rature.
Dans un premier temps, nous ne conside´rons donc que deux viscosite´s possibles dans le manteau des plane`tes :
η1 = η0τ exp
(
H1
RT
)(
I2,τ
I20,τ
)1−n
(4.21)
η2 = η02 exp
(
H2
RT
)
(4.22)
avec I20,τ un second invariant de re´fe´rence de la contrainte de´viatorique, η1 la viscosite´ en re´gime de dislocation, η2 la
viscosite´ en re´gime de diffusion et η0τ et η02 des viscosite´s de re´fe´rence. Cette de´finition des viscosite´s (dites d’Arrhenius)
suffit a` poser des proble`mes de calcul pour deux raisons : la non line´arite´ en contrainte de l’e´quation 4.21 et les grandes
variations late´rales de viscosite´.
Viscosite´ non-Newtonienne L’e´quation 4.21 est non-line´aire. La viscosite´ de´pend du second invariant du tenseur des
contraintes, lui meˆme lie´ a` la viscosite´ par la loi :
I2,τ = 2ηI2,˙. (4.23)
ou` I2,˙ est le second invariant du tenseur des vitesses de de´formation (cf. chapitre 2). En utilisant les e´quations 4.21 et
4.23, il est donc possible de de´finir la viscosite´ du re´gime de dislocation sous la forme :
η1 = η01 exp
(
H1
nRT
)(
I2,˙
I20,˙
) 1−n
n
, (4.24)
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ou` η01 est une viscosite´ de re´fe´rence et I20,˙ un second invariant de re´fe´rence du tenseur des vitesses de de´formation de´fini
par I20,˙ = κ/h2.
Contraste de viscosite´ Un rapide calcul montre que les exponentielles apparaissant dans la de´finition des viscosite´s
(e´quations 4.22 et 4.24) indiquent un contraste de viscosite´ tre`s e´leve´ lorsque l’on examine le rapport entre viscosite´
de surface (en posant T = 300 K) et la viscosite´ du manteau (en posant par exemple T = 1600 K). Le contraste de
viscosite´ obtenu est compris entre 1020 et 1050 selon la rhe´ologie conside´re´e. Cette valeur du contraste de viscosite´
est tre`s importante et pose des proble`mes de calcul. On peut alors utiliser l’approximation de Frank-Kamenestkii pour
contourner cette dificulte´.
Approximation de Frank-Kamenetskii
De´finition L’ide´e a` la base de l’approximation de Frank-Kamenetskii est de dire qu’il est inutile de re´soudre la ve´ritable
viscosite´ dans les zones non convectives a` partir du moment ou` la viscosite´ est assez grande pour que le fluide soit fige´.
Dans ce cas, au lieu d’utiliser une de´pendance en exp(H/RT ), on utilise une de´pendance en exp(−θ′T ), ou` θ′ est une
constante.
La viscosite´ de type Frank-Kamenestkii doit donc de´pendre de la tempe´rature de la meˆme fac¸on que la viscosite´ de
type Arrhenius dans le manteau terrestre et sur plusieurs ordres de grandeur. On pose donc :
∂ ln (ηFK)
∂T
∣∣∣∣
Ti
=
∂ ln (ηArr)
∂T
∣∣∣∣
Ti
(4.25)
et
ηFK(Ti) = ηArr(Ti) (4.26)
avec ηFK la viscosite´ de type Frank-Kamenetskii et ηArr la viscosite´ de type Arrhenius. Par ailleurs, ceci de´finit e´galement
le parame`tre de Frank-Kamenetskii θ (sans dimension) :
θ =
∣∣∣∣∣∂ ln (ηArr)∂T
∣∣∣∣
Ti
∣∣∣∣∣∆T = ∆TERT 2i (4.27)
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On peut alors construire la viscosite´ de l’approximation de Frank-Kamenetskii sous la forme :
η1,FK = η01,FK exp
(
− θ
n
T ∗
) (
I2,˙
I20,˙
) 1−n
n
dans le cas non-Newtonien (4.28)
η2,FK = η02,FK exp (−θT ∗) dans le cas Newtonien (4.29)
ou` η01,FK et η02,FK sont des viscosite´s de re´fe´rence et T ∗ la tempe´rature sans dimension.
4.2.3 Re´gimes de convection
Le contraste de viscosite´ a`travers la lithosphe`re d’une plane`te e´tant tre`s e´leve´, plusieurs e´tudes se sont donc employe´es
a` contraindre son impact sur le re´gime de convection en utilisant le plus souvent l’approximation de Frank-Kamenetskii
(Christensen (1989); Christensen & Harder (1991); Ogawa et al. (1991); Solomatov (1995); Moresi & Solomatov (1995);
Kameyama & Ogawa (2000); Morris & Canright (1984); Fowler (1985); Reese et al. (1998); Dumoulin et al. (1999);
Deschamps & Sotin (2000); Doin et al. (1997); Grasset & Parmentier (1998); Trompert & Hansen (1998)). En particulier,
Ogawa et al. (1991) et Solomatov (1995) de´rivent trois grands re´gimes de convection (illustre´s par la figure 4.3 dans le
cas Newtonien, 4.4 et 4.5 dans le cas non-Newtonien) : le re´gime de faible contraste de viscosite´ (re´gime 1), le re´gime
interme´diaire (re´gime 2) et le re´gime du couvercle stagnant (re´gime 3).
Viscosite´ Newtonienne La figure 4.3 montre ou` se situent les trois re´gimes dans un graphique contraste de viscosite´-
nombre de Rayleigh. Il s’agit du nombre de Rayleigh basal, base´ sur la viscosite´ a` la base de la cellule.
Le graphique pre´sente´ par Solomatov montre qu’a` faible contraste de viscosite´ (re´gion labelle´e “isoviscous”), le
syste`me se comporte comme si la viscosite´ e´tait constante. La tempe´rature moyenne sans dimension est donc proche
de 0.5 et les couches limites froides et chaudes sont presque syme´triques. Dans le re´gime de transition (re´gion “Sluggish
lid”), la syme´trie des couches limites est rompue et la tempe´rature interne augmente. La couche froide supe´rieure pe´ne`tre
le manteau sous forme de panaches larges et visqueux. En ge´ome´trie carte´sienne a` trois dimensions, les panaches descen-
dants s’organisent alors en plans et les panaches ascendants en cylindres. Lorsque le contraste de viscosite´ de´passe 104
(re´gion “stagnant lid”), une couche conductive froide et visqueuse (le couvercle) se de´veloppe a` la surface. La tempe´rature
interne est alors tre`s e´leve´e (cf. figure 4.3) et la tempe´rature dans le couvercle suit un profil diffusif. Sous le couvercle, la
convection se produit de fac¸on presque isovisqueuse.
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FIG. 4.3 – A gauche : influence du contraste de viscosite´ (CV ) sur le champ de tempe´rature. Le nombre de Rayleigh de
fond est fixe´ a` 106. De haut en bas : CV = 10, CV = 103, CV = 105. A droite : Re´gimes de convection identifie´s
par Solomatov (1995) a` l’aide de lois d’e´chelles applique´es aux couches limites thermiques dans l’approximation de
Frank-Kamenetskii. Figure issue de Davaille & Limare (2007).
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Viscosite´ non-Newtonienne L’expression de la viscosite´ non-Newtonienne (e´quation 4.24 ou e´quation 4.28) ne permet
pas une de´finition simple du nombre de Rayleigh puisque la viscosite´ de´pend du champ des vitesses et que ce champ est
initialement inconnu. Toutefois, Solomatov (1995) propose une analyse des couches limites de la meˆme fac¸on que dans le
cas Newtonien mais en utilisant un nombre de Rayleigh base´ sur la partie de la viscosite´ inde´pendante de la contrainte :
Ranl,FK =
αρg∆Th3
κ
(
η01,FK exp
(− θnT ∗)) . (4.30)
Ce nombre de Rayleigh n’est donc pas base´ sur la ve´ritable viscosite´ (puisqu’elle de´pend des vitesses), mais permet la
classification des trois re´gimes de convection e´galement observe´s dans le cas non-Newtonien (cf. figures 4.4 et 4.5). Un tel
nombre de Rayleigh peut e´galement eˆtre de´fini dans la cas d’une viscosite´ de type Arrhenius suivant le meˆme formalisme :
Ranl,A =
αρg∆Th3
κ
(
η01 exp
(
H1
nR(TS+∆T T∗)
)) . (4.31)
Dans chaque cas, le choix de la tempe´rature de´finit le nombre de Rayleigh conside´re´ :
– T ∗ = 1, nombre de Rayleigh basal,
– T ∗ = T ∗i , nombre de Rayleigh interne (avec T
∗
i la tempe´rature interne sans dimension),
– T ∗ = 0, nombre de Rayleigh de surface.
Afin de proposer une carte des frontie`res entre les re´gimes de convection (figure 4.5), Solomatov (1995) utilise l’expo-
nentielle du parame`tre de Frank-Kamenetskii. En re´gime Newtonien, ce parame`tre repre´sente le contraste de viscosite´ (cf.
figure 4.3, a` droite, axe des ordonne´es) mais dans le cas non-Newtonien, il n’a pas de signification directe. La le´gende de
la figure 4.4 montre que le ve´ritable contraste de viscosite´ obtenu dans une simulation non-Newtonienne a` faible θ (re´gime
“isovisqueux”) est supe´rieur a` 104. Ce contraste minimal est inhe´rent au terme non-line´aire de la viscosite´ et n’est pas duˆ
a` la tempe´rature. Toutefois, lorsque la couche thermique supe´rieure est plus visqueuse que les zones non-cisaille´es de la
couche convective (par exemple, les portions en rotation visibles dans la figure 4.4 au centre des rouleaux), le contraste
effectif de viscosite´ augmente avec θ.
Ceci explique que le contraste effectif de viscosite´ de la simulation du couvercle stagnant atteigne subitement 1010.
Lois d’e´chelle Solomatov (1995) a propose´ des lois d’e´chelle du nombre de Nusselt, des vitesses et des contraintes
dans les re´gimes de´crits pre´ce´demment. Nous de´crivons brie`vement le re´gime de faible contraste de viscosite´ et le re´gime
interme´diaire dans les pages qui suivent. Le re´gime du couvercle stagnant est de´crit plus en de´tail dans la section 4.3.
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FIG. 4.4 – A gauche : influence du parame`tre de Frank-Kamenestkii sur le champ des tempe´ratures. Le nombre de
Rayleigh de fond (cf. e´quation 4.30) est fixe´ a` 104. De haut en bas : exp(θ) = 102, exp(θ) = 106 et exp(θ) = 1010.
La tempe´rature sans dimension suit le code de couleur 1 : rouge, 0.5 : noir, 0 : bleu. A droite : logarithme du champ des
viscosite´s dans les meˆmes conditions (rouge : fluide, bleu : visqueux). Les contrastes effectifs de viscosite´s sont de l’ordre
de 3.5 104, 105 et 1010 (pour les re´gimes 1, 2 et 3 respectivement). On voit que la viscosite´ posse`de une structure plus
complexe dans le cas non-Newtonien.
FIG. 4.5 – Zones de convection de´rive´es par Solomatov (1995) dans le cas d’une viscosite´ non-Newtonienne. La zone 1
repre´sente le re´gime isovisqueux (foir figure 4.4, cas du haut), la zone 2 repre´sente le re´gime interme´diaire (meˆme figure,
cas du milieu) et la zone 3 repre´sente le re´gime du couvercle stagnant (meˆme figure, cas du bas).
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Dans les re´gimes 1 et 2, les lois d’e´chelles sont base´e sur l’e´galite´ entre l’e´nergie dissipe´e par frottement visqueux
(dissipation visqueuse) et le travail me´canique duˆ a` la convection thermique :
∫
V
τij ˙ijdV =
αgV
Cp
F
(
1− 1
Nu
)
' αgV
Cp
F (4.32)
avec τij le tenseur des contraintes (Pa), ˙ij le tenseur des vitesses de de´formation (s−1), V le volume total (m3), α
l’expansivite´ thermique (K−1), g l’acce´le´ration gravitationnelle (m s−2), Cp la capacite´ calorifique (J kg−1 K−1) et F le
flux de chaleur (W m−2). Le terme
(
1− 1Nu
)
permet de ne conside´rer que la partie advective du flux de chaleur (si le
syste`me ne convecte pas, le flux n’est pas pour autant nul mais il n’y a pas de travail me´canique).
Afin de de´river des lois d’e´chelles, il faut donc adapter l’e´quation 4.32 au cas particuliers de chaque re´gime.
Faible contraste de viscosite´
Dans ce re´gime, les lois d’e´chelles sont identiques a` celles calcule´es dans le cas d’une simulation dans laquelle la
viscosite´ (Newtonienne ou non) ne de´pend pas de la tempe´rature. Le contraste de viscosite´ est conside´re´ trop faible pour
avoir une influence significative. La zone de convection occupe donc tout le domaine, l’e´quation 4.32 devient donc :
ηi
(u0
d
)2
V =
αg
Cp
FV (4.33)
avec u0 la vitesse moyenne en haut de la simulation (m s−1) et ηi la viscosite´ interne (Pa.s) (sous la forme de l’e´quation
4.28). Cette e´quation est e´galement valable dans le cas non-Newtonien ou` la vitesse de de´formation est conside´re´ partout
e´gal a` u0/d dans ce re´gime (ce qui permet de connaıˆtre la viscosite´). Le syste`me est encadre´ par les couches limites ther-
miques du haut d’e´paisseur δ0 et du bas, d’e´paisseur δ1, de tailles suppose´es identiques δ. En conside´rant que l’e´paisseur
moyenne d’une couche limite varie comme
δ '
√
κd/u, (4.34)
ou` u est la vitesse du fluide et d, l’e´paisseur totale de la couche, et que le flux de chaleur s’exprime par
F ' k∆T
δ
, (4.35)
l’e´quation 4.33 implique :
δ ' dRa−n/(n+2)i (4.36)
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avec Rai le nombre de Rayleigh interne. Ceci permet de de´river la loi d’e´chelle :
Nu ' d
δ0 + δ1
∝ Ran/(n+2)i (4.37)
Et finalement, les e´quations 4.34 et 4.36 nous donnent :
u0 ∝ κ
d
Ra
2n/(n+2)
i (4.38)
Ayant de´termine´ le champ des vitesses et la tempe´rature interne (sans dimension) e´tant conside´re´e e´gale a` 0.5, nous
obtenons donc une loi d’e´chelle pour les contraintes :
I2,τ = ηiI2,˙ ' ηiu0
d
=
κ
d2
η0 exp
(
− θ
2n
)
Ra
2
n+2
i (4.39)
Re´gime interme´diaire
Comme son nom l’indique, ce re´gime fait l’interface entre le re´gime de faible contraste de viscosite´ et le re´gime du
couvercle stagnant. Dans ce cas, l’e´quation 4.32 qui quantifie le bilan e´nerge´tique de la simulation est divise´e en deux
contributions conside´re´es identiques. La premie`re partie quantifie l’impact de la de´formation dans la lithosphe`re. En effet,
la couche thermique supe´rieure n’e´tant pas suffisamment visqueuse, la lithosphe`re est en mouvement et s’e´crase sur elle
meˆme au dessus des panaches visqueux descendants (cf. Moresi & Solomatov (1995) et les figures 4.3 et 4.4). Solomatov
(1995) estime la taille de cette re´gion de forte de´formation a` δ20 et la vitesse de de´formation a` ˙ = u0/δ0. Nous obtenons
donc :
η0
(
u0
δ0
)2
dδ20 =
1
2
αg
Cp
FV (4.40)
ou` η0 est la viscosite´ dans la couche thermique supe´rieure. La deuxie`me partie de l’e´quation de bilan e´nerge´tique (e´quation
4.32) provient du travail effectue´ dans la zone convective, dans laquelle la de´formation est conside´re´e parfaitement dis-
tribue´e (˙ = u1/d) :
ηi
(u1
d
)2
V =
1
2
αgd
Cp
FV (4.41)
De la meˆme fac¸on que dans le premier re´gime (avec Ra0 le nombre de Rayleigh de surface et Rai,S = αρg∆Td
3
κη0 exp(−θTi) ),
Solomatov obtient :
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– L’e´paisseur moyenne de la lithosphe`re (couche diffusive) :
δ0 = d Ra
−n/3
0 (4.42)
– L’e´paisseur moyenne de la couche convective du bas :
δ1 = d Ra
− n26(n+1)
0 Ra
− n2(n+1)
i (4.43)
ou, sous la forme donne´e par Solomatov (1995) :
δ1 = d Ra
−n2+3n−36(n+1)
0 Ra
− 12(n+1)
i,S (4.44)
– La vitesse moyenne de la couche thermique superieure :
u0 =
κ
d
Ra
2n
3
0 (4.45)
– La vitesse moyenne de la couche thermique inferieure :
u1 =
κ
d
Ra
n2
3(n+1)
0 Ra
n
n+1
i (4.46)
ou :
u1 =
κ
d
Ra
n2+3n−3
3(n+1)
0 Ra
1
n+1
i,S (4.47)
Ces re´sultats permettent donc de de´river deux lois d’e´chelle pour les contraintes :
– Dans la lithosphe`re (partie sous forte contrainte) :
I lith2,τ = η
lithI lith2,˙ = η0
κ
d2
Ra0 (4.48)
– Dans la zone interne :
Iint2,τ = ηiI
int
2,˙ = η0
κ
d2
Ra
4n+3
3(n+1)
0 Ra
− nn+1
i (4.49)
Les re´gimes isovisqueux et de transition de´crivent mal le comportement des plane`tes. Le premier semble paradoxale-
ment le plus proche de ce qu’on observe sur Terre parce qu’il pre´voit des vitesses de surface en ade´quation avec les vitesses
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observe´es (cf. section 1.2). Toutefois, il n’explique pas la localisation de la de´formation aux frontie`res des plaques et le
fort contraste de viscosite´ entre la couche thermique froide et la partie centrale de la simulation. Le re´gime de transition
ne semble de´crire aucune plane`te connue. Pour finir, ces deux re´gimes utilisent des e´nergies d’activation (dans la visco-
site´) bien trop infe´rieures a` celles que pre´disent les expe´riences rhe´ologiques de laboratoire. Nous nous tournons donc
naturellement vers le troisie`me re´gime.
4.3 Re´gime du couvercle stagnant
4.3.1 Description
Le re´gime du couvercle stagnant est tre`s e´tudie´ parce qu’il semble caracte´ristique des plane`tes telluriques (Mercure,
Mars, peut-eˆtre Ve´nus, de fac¸on e´pisodique) et la Lune (en tout cas dans les phases pre´coces). De fac¸on ge´ne´rale, c’est
le re´gime dans lequel se situe tout fluide en convection dont la viscosite´ de´pend si fortement de la tempe´rature qu’une
couche se fige a` sa surface.
La figure 4.6 montre la configuration que prend le syste`me dans ce re´gime. On y distingue deux parties :
– Le couvercle.
Dans cette partie, la viscosite´ est si forte que le mate´riel froid est immobile : le profil de tempe´rature est line´aire
en absence de chauffage interne et parabolique en pre´sence de sources radioactives. L’essentiel des variations de
tempe´rature est localise´e dans cette zone.
– La zone convective.
Sous la lithosphe`re, les variations de tempe´rature (et donc de viscosite´) sont faibles, la convection est similaire au cas
isovisqueux (re´gime 1). La tempe´rature s’homoge´ne´ise autour d’une valeur e´leve´e (la tempe´rature sans dimension
est ge´ne´ralement proche de 0.9) et le transfert de chaleur s’effectue principalement par advection.
Le couvercle stagnant est d’e´paisseur δ0. A l’interface entre ce couvercle et la zone diffusive se trouve une fine frontie`re
d’e´paisseur δrh, dite “couche rhe´ologique”. Les panaches sur les bords de la simulation sont d’e´paisseur δp. La convection
interne e´tant conside´re´e isovisqueuse et chauffe´e par le bas, les panaches ascendants et descendants sont d’e´paisseur e´gale.
De meˆme, les couches thermiques encadrant les haut et bas de la re´gion interne sont conside´re´es d’e´paisseur e´gale (δrh,
voir figure 4.6). La couche diffusive fait parfois un angle λ marque´ avec l’hoizontale, engendrant un champ de contraintes
significatif a` prendre en compte dans l’e´laboration des lois d’e´chelle.
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FIG. 4.6 – Description sche´matique (figure du haut) et profils (figure du bas) des grandeurs significatives dans une simu-
lation avec couvercle stagnant. Les figures du bas montrent les profils obtenus pour une simulation de type Arrhenius de
tempe´rature de surface TS = 600 K, de saut de tempe´rature ∆T = 1000 K, d’e´nergie d’activation E = 191222 J mol−1
et de nombre de Rayleigh basal RAb = 1.2698 106.
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4.3.2 Echelle de tempe´rature
L’essentiel du saut de tempe´rature s’effectue dans le couvercle stagnant, la convection est donc ge´ne´re´e par un saut de
tempe´rature plus faible. Il est possible d’utiliser le parame`tre de Frank-Kamenestkii pour estimer le saut de tempe´rature
entre la base et la zone interne :
∆Trh =
∣∣∣∣∣∂ln (η)∂T
∣∣∣∣∣
−1
Ti
=
∆T
θ
(4.50)
ou` ∆Trh repre´sente la variation de tempe´rature dite “rhe´ologique”.
Cette de´finition dimensionnelle donne alors directement une loi d’e´chelle pour la tempe´rature interne (sans dimen-
sion) :
T ∗i = 1−
∆Trh
∆T
= 1− 1
θ
(4.51)
Dans le cas d’une viscosite´ de type Frank-Kamenetskii, la de´finition du parame`tre θ est directe, mais dans le cas Arrhenius,
ce parame`tre de´pend lui meˆme de la tempe´rature interne (cf. e´quation 4.27), ce qui rend le calcul moins direct. Toutefois,
le calcul de la tempe´rature interne e´tant e´quivalent au calcul de la variation thermique de la couche basale, il est e´galement
possible de de´finir la tempe´rature interne via l’utilisation d’un parame`tre θb :
θb =
∂ln (η)
∂T
∣∣∣∣∣
Tb
∆T =
E∆T
RT 2b
' E∆T
RT 2i
(4.52)
Avec Tb la tempe´rature impose´e a` la base du fluide. Nous pouvons donc rede´finir la tempe´rature interne sans dimension a`
l’aide du parame`tre θb en utilisant l’e´quation 4.51.
4.3.3 Nombre de Nusselt
Les lois d’e´chelles du nombre de Nusselt ont e´te´ initialement propose´es par Morris & Canright (1984) et Fowler
(1985). De meˆme que dans les re´gimes pre´ce´demment expose´s, le nombre de Rayleigh interne y joue un roˆle de´terminant
puisqu’il re´git l’intensite´ de la convection dans la zone chaude. Mais dans le cas du re´gime du couvercle stagnant, Fow-
ler (1985) montre que les e´paisseurs de la zone diffusive et de la couche rhe´ologique (labelle´e δrh dans la figure 4.6)
de´pendent e´galement du contraste de viscosite´ et donc du parame`tre de Frank-Kamenetskii. Fowler (1985) met e´galement
en e´vidence que l’angle λ que fait le fond de la couche diffusive avec l’horizontale (cf. figure 4.6) joue un roˆle dans les
lois d’e´chelle. Deux approximations voient alors le jour, l’une conside´rant un angle λ faible et l’autre un angle λ fort.
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Reese et al. (1998) offrent un re´sume´ de ces lois d’e´chelle du nombre de Nusselt et des contraintes de´viatoriques
internes a` la zone convective base´ sur les arguments de Fowler (1985) et ge´ne´ralise´ au cas non-Newtonien que nous
pre´senterons brie`vement dans les paragraphes suivants. Par ailleurs, Solomatov (2004) propose un mode`le alternatif simple
qui permet de retrouver des lois d’e´chelle similaires sans de´tailler la re´solution de l’e´quation de Navier-Stockes dans
chaque zone du domaine. Cette approche ne tient pas compte de l’angle que fait le bas de la couche diffusive avec
l’horizontale mais montre de bons re´sultats pour le calcul des contraintes internes au couvercle stagnant.
Approche de Solomatov
Pour Solomatov (1995); Solomatov & Moresi (2000); Solomatov (2004), le nombre de Nusselt s’exprime simplement
en conside´rant que l’inte´rieur de la zone convective se comporte comme dans le cas isovisqueux. Le calcul de l’e´paisseur
de la couche limite froide dans le cas isovisqueux (e´quation 4.36), nous donne δ ' LRa−n/(n+2), ou` Ra est construit
avec le saut de tempe´rature (∆Trh) dans la couche convective et L est l’e´paisseur de la couche. En utilisant la de´finition
du saut de tempe´rature dans la couche rhe´ologique ∆Trh = ∆T/θ, Solomatov (2004) obtient :
δrh = (d− δ0)
(
Rai
∆Trh
∆T
)− nn+2
' d
(
Rai
θ
)− nn+2
, (4.53)
ou` nous conside´rons δ0 ne´gligeable devant d. Finalement, Solomatov utilise la continuite´ du gradient thermique a` la base
de la couche diffusive :
∆T
δ0
' ∆Trh
δrh
⇒ δ0 ∝ δrh ∆T∆Trh ' δrhθ. (4.54)
En combinant les e´quations 4.53 et 4.54, Solomatov (1995) obtient alors :
Nu ' d
δ0
' θ− 2n+2n+2 Ra
n
n+2
i . (4.55)
Cette estimation du nombre de Nusselt ne permet pas de rendre compte de la diffe´rence entre simulations Newtoniennes
stationnaires et instationnaires ou` l’angle que fait la couche rhe´ologique avec l’horizontale varie.
Approche de Fowler et Reese
Fowler (1985) et Reese et al. (1998) e´crivent l’e´galite´ des puissances motrices et des puissances dissipe´es dans deux
domaines :
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– dans le coeur de la cellule
αρg∆Tpδp ' ηi vi
d
, (4.56)
– et dans la sous-couche rhe´ologique
αρg∆Trhδrhλ ' ηrh vrh
δrh
. (4.57)
Dans cette derniere e´quation, λ repre´sente l’angle que fait la couche rhe´ologique avec l’horizontale.
Dans les e´quations 4.56 et 4.57, les viscosite´s sont calculables en fonction des tempe´ratures et des invariants de
de´formations qui sont respectivement vi/d et vrh/δrh. En utilisant la de´finition rhe´ologique 4.28, on obtient donc
ηi = η01,FK exp
(
−θTi
n
)(
d
δp
)2 (1−n)n
(4.58)
ηrh = η01,FK exp
(
−θTi
n
)(
d
δrh
)3 (1−n)n
(4.59)
Reese et al. (1998) montrent que la continuite´ du gradient thermique a` la base de la couche diffusive et l’e´galite´ des
gradients autour des coins de la zone convective (Fowler (1985)) implique :
∆T
δ0
' ∆Tp
δp
' ∆Trh
δrh
' ∆T
θδrh
. (4.60)
L’ensemble des relations de 4.56 a` 4.60 permet ainsi de de´duire les lois d’e´chelle des e´paisseurs de couches limites :
δrh
d
'
(
θ
λRai
)n/(n+3)
(4.61)
δ0
d
' θ
(2n+3)/(n+3)
(λRai)n/(n+3)
(4.62)
δp
d
' 1
λn/(n+3)
(
θ
Rai
)(2n+3)/(n+3)
(4.63)
Ces lois rhe´ologiques de´pendent de l’angle de la frontiere infe´rieure de la lithosphere, pour laquelle Fowler (1985) et
Reese et al. (1998) font deux hypothe`ses :
Grande pente Dans cette situation, Fowler (1985) suppose que l’angle λ que fait la base de la couche diffusive avec
l’horizontale est donne´e par :
λ =
δ0
d
. (4.64)
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Cette e´quation permet alors de re´e´crire le syste`me pre´ce´dent (4.61, 4.62 et 4.63) :
δrh
d
' 1
Ra
n/(2n+3)
i
(4.65)
δ0
d
' θ
Ra
n/(2n+3)
i
(4.66)
δp
d
' θ
n/(2n+2)
Ra
3n/(4n+6)
i
(4.67)
Ce syste`me offre donc e´galement une loi d’e´chelle pour l’angle λ :
λ ' θ
Ra
n/(2n+3)
i
(4.68)
Le nombre de Nusselt dans cette approximation est finalement donne´ par la loi :
Nu ' d
δ0 + δrh
' d
δ0
' Ran/(2n+3)i θ−1 (4.69)
Faible pente Dans cette approximation, l’angle λ est suppose´ beaucoup plus faible :
λ =
δrh
d
(4.70)
Nous pouvons alors de nouveau re´e´crire le syste`me des lois d’e´chelle des couches limites (4.61, 4.62 et 4.63) :
δrh
d
'
(
θ
Rai
)n/(2n+3)
(4.71)
δ0
d
' θ
(3n+3)/(2n+3)
Ra
n/(2n+3)
i
(4.72)
δp
d
'
(
θ
Rai
)3n/(4n+6)
(4.73)
Le nombre de Nusselt est donc maintenant pre´dit sous la forme :
Nu ' Ra
n/(2n+3)
i
θ(3n+3)/(2n+3)
(4.74)
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Equation α β γ mode de chauffage ge´ome´trie n methode re´fe´rence
4.55 1.333 0.333 chauf. bas 1 the´orie 1
4.69 1.0 0.2 chauf. bas 1 the´orie 2,3
4.74 1.2 0.2 chauf. bas 1 the´orie 2,3
1.89 1.02 0.2 chauf. bas 1 x 1 1 num. 4
1.99 1.0 0.2 chauf. bas 1 x 1 1 num. 5
2.51 1.2 0.2 interne sphe´rique 1 num. 6
0.53 1.333 0.333 interne 4 x 1 1 num. 7
3.8 1.63 0.258 chauf. bas 1 x 1 1 num. 8
4.55 1.5 0.5 chauf. bas 2 the´orie 1
4.69 1 0.28 chauf. bas 2 the´orie 3
4.74 1.2 0.2 chauf. bas 2 the´orie 3
0.76 1.5 0.5 interne 4 x 1 2 num. 9
4.55 1.6 0.6 chauf. bas 1 x 1 3 the´orie 1
4.69 1. 0.333 chauf. bas 1 x 1 3 the´orie 3
4.74 1.333 0.333 chauf. bas 1 x 1 3 the´orie 3
2.8 0.96 0.29 chauf. bas 1 x 1 3 num. 3
TAB. 4.3 – Lois d’e´chelles du nombre de Nusselt, Solutions stationnaires : Nu = αθ−βRAγi . Re´fe´rences : (1) Solomatov
(1995), (2) Fowler (1985), (3) Reese et al. (1998), (4) Moresi & Solomatov (1995), (5) Dumoulin et al. (1999), (6) Reese
et al. (1999), (7) Solomatov & Moresi (2000), (8) Deschamps & Sotin (2000), (9) Solomatov & Moresi (2000).
Comparaisons nume´riques
Les trois expressions du nombre de Nusselt propose´es sont :
– Nu ∝ θ− 2n+2n+2 Ra
n
n+2
i dans le mode`le de Solomatov,
– Nu ∝ θ−1Ran/(2n+3)i dans le mode`le de Fowler et Reese, dans l’approximation de la grande pente,
– Nu ∝ θ−(3n+3)/(2n+3)Ran/(2n+3)i dans le mode`le de Fowler et Reese, dans l’approximation de la faible pente.
Plusieurs auteurs les ont teste´es nume´riquement. Les tables 4.3 et 4.4 re´sument les re´sultats pour les cas stationnaires puis
instationnaires.
Dans le cas stationnaire, seule les e´tudes de Moresi & Solomatov (1995) et Reese et al. (1998) de´duisent les parame`tres
α, β et γ en effectuant une inversion de ceux ci. Les autres e´tudes ont choisi les exposants suivant une the´orie et n’ont
inverse´ que le pre´facteur. Il semble que la the´orie de Fowler (1985) et Reese et al. (1998) pre´disent les bons exposants
dans le cas line´aire. Dans le cas non-line´aire c’est encore la the´orie de Fowler (1985) et Reese et al. (1998) qui permet les
meilleures pre´dictions. Dans le cas n = 3, le mode`le a` grande pente semble bien fonctionner. Cependent visuellement, la
lithosphe`re ne semble pas avoir une frontie`re infe´rieure tre`s incline´e et l’accord entre les nombres de Nusselt pre´dits et
observe´s semble fortuit.
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Equation α β γ mode de chauffage ge´ome´trie n methode re´fe´rence
4.55 1.333 0.333 chauf. bas 1 the´orie 1
4.69 1.0 0.2 chauf. bas 1 the´orie 2,3
4.74 1.2 0.2 chauf. bas 1 the´orie 2,3
0.54 1.333 0.333 chauf. bas 4 x 1 1 num. 4
0.52 1.333 0.333 chauf. bas 4 x 1 1 num. 5
0.53 1.333 0.333 interne 4 x 1 1 num. 6
0.92 1.294 0.294 interne 2 x 1 1 num. 7
0.57 1.333 0.333 interne 2 x 1 1 num. 7
0.287 chauf. bas 4 x 1 1 num. 8
0.26 chauf. bas 4 x 4 x 1 1 num. 8
0.47 1.333 0.333 froid. haut 0.3 x 0.3 x 0.2 m 1 expe´ 9
4.55 1.5 0.5 chauf. bas 2 the´orie 1
4.69 1 0.28 chauf. bas 2 the´orie 2,3
4.74 1.2 0.2 chauf. bas 2 the´orie 2,3
0.76 1.5 0.5 interne 4 x 1 2 num. 6
4.55 1.6 0.6 chauf. bas 3 the´orie 1
4.69 1.0 0.333 chauf. bas 3 the´orie 2,3
4.74 1.333 0.333 chauf. bas 3 the´orie 2,3
0.87 1.6 0.6 chauf. bas 4 x 1 3 num. 5
0.97 1.6 0.6 interne 4 x 1 3 num. 6
TAB. 4.4 – Lois d’e´chelles du nombre de Nusselt, Solutions de´pendantes du temps : Nu = αθ−βRAγi . Re´fe´rences :
(1) Solomatov (1995), (2) Fowler (1985), (3) Reese et al. (1998), (4) Doin et al. (1997), (5) Dumoulin et al. (1999), (6)
Solomatov & Moresi (2000), (7) Grasset & Parmentier (1998), (8) Trompert & Hansen (1998), (9) Davaille & Jaupart
(1993).
152
La table 4.4 montre les lois d’e´chelle du nombre de Nusselt dans le cas instationnaire. Tous les re´sulats nume´riques
sont en bonne concordance avec la the´orie de Solomatov (1995) mais aucun auteur n’a publie´ de re´gression dans laquelle
les parame`tres α, β et γ seraient laisse´s libres. Toutefois, dans le cas instationnaire, la the´orie de Fowler (1985) et Reese
et al. (1998) n’est pas suppose´e eˆtre approprie´e puisqu’elle suppose les champs stationnaires, ce qui n’est pas le cas de la
the´orie de Solomatov.
4.3.4 Contraintes
La figure 4.6 montre un profil de contraintes typique du re´gime du couvercle stagnant. On distingue globalement trois
e´chelles de contraintes plus ou moins bien se´pare´es selon le contraste de viscosite´ et l’e´paisseur de la couche diffusive :
– les contraintes internes τi, dans la partie convective,
– la contrainte lithosphe´rique extrapole´e en surface, τl dans la couche diffusive (labelle´e “lid stress”, cf. figure 4.6,
sche´ma du bas),
– la contrainte maximale τs dans la partie superficielle (couche dite “Skin”, d’e´paisseur δs).
Les contraintes internes sont ge´ne´re´es par les panaches montants (en cas de chauffage par le bas) et descendants. Les
contraintes dans la couche thermique superieure sont dues a` la topographie de la couche rhe´ologique et e´galement aux
panaches. La contrainte maximale est due aux contraintes normales qui se localisent le long de la limite supe´rieure. Ce
pic de contrainte n’existe que dans le cas de simulations aux conditions limites libres en surface.
Contraintes internes Le point de de´part du travail de Fowler (1985) est de poser la vitesse de de´formation interne
est e´gal a` vp/d, ou` vp est la vitesse des panaches et d la largeur du domaine. En utilisant que l’e´paisseur moyenne des
panaches est donne´e par δp '
√
κd
vp
, Fowler obtient les contraintes internes sans dimension :
τ∗i '
(
ηi
vp
d
)
ηi
κ
d2
'
(
d
δp
)2
. (4.75)
Les contraintes internes sans dimension pre´dites par Fowler (1985) et Reese et al. (1998) sont donc donne´es dans le cas a`
grande pente (d’apre`s l’e´quation 4.67)
τ∗i ∝ θ−
n
n+1Ra
3n
2n+3
i , (4.76)
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et dans le cas d’une petite pente (d’apre`s l’e´quation 4.73) par
τ∗i ∝ θ−
3n
2n+3Ra
3n
2n+3
i , (4.77)
Solomatov & Moresi (2000); Solomatov (2004) proposent une autre e´chelle de contraintes internes et la valident
nume´riquement dans les cas Newtoniens et non-Newtoniens. En comparant les contributions des panaches et de la
couche rhe´ologique, ils montrent que les contraintes internes sont mieux de´termine´es par le comportement de la couche
rhe´ologique que par l’e´quilibre me´canique interne utilise´ par Fowler (1985) et Reese et al. (1998) :
τi ' aiαρg∆Trhδrh. (4.78)
ou` ai ' 0.026 est valable dans les cas Newtoniens et non-Newtoniens, stationnaires et instationnaires. Afin de de´river les
lois d’e´chelle, Solomatov & Moresi (2000) et Solomatov (2004) utilisent, comme dans leur calcul du nombre de Nusselt
(cf. e´quation 4.53), δrh ' d
(
Rai
θ
)− nn+2 . Les contraintes internes sans dimension pre´dites par Solomatov & Moresi
(2000); Solomatov (2004) sont alors exprime´es par :
τi ' θ−2/(n+2)Ra2/(n+2)i (4.79)
Contrainte extrapole´e en surface Solomatov & Moresi (2000) et Solomatov (2004) montrent nume´riquement que les
contraintes dans la couche suivent la meˆme loi d’e´chelle que les contraintes internes, au pre´facteur pre`s. A la place du
pre´facteur ai de l’e´quation 4.78, ils utilisent des pre´facteurs, al = 0.4, 0.13 et 0.12, pour n = 1, 2 et 3.
Fowler (1985) de´crit l’e´tat des contraintes en haut du couvercle stagnant mais seulement dans le cas line´aire. Dans son
approche, il re´soud explicitement le champ des tempe´ratures dans le couvercle et en de´duit l’expression des contraintes
maximales dans la couche supe´rieure. Il obtient :
τ∗l ∼ θ2Ra0.6i . (4.80)
Ces deux pre´dictions sont extreˆmement diffe´rentes (en particulier pour la dependence en θ a`Rai fixe) mais les simulations
nume´riques entreprises par Solomatov (2004) semblent lui donner raison.
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Contraintes maximales
Pour conclure son e´tude, Fowler (1985) montre que les contraintes maximales τs dans la couche supe´rieure sont dues a`
la conversion des contraintes cisaillantes en contraintes normales. Cette conversion s’effectuant dans une couche tre`s fine
d’e´paisseur δs, les contraintes maximales peuvent eˆtre tre`s importantes (de plus d’un ordre de grandeur que les contraintes
dans le couvercle). Il propose une expression voisine de la pre´ce´dente :
τ∗s ∝ θ2Ra0.8i , (4.81)
dans le cas de la grande pente et :
τ∗s ∝ θ1.8Ra0.8i , (4.82)
dans le cas de la faible pente, au terme d’une de´monstration peu claire.
Pour Solomatov (2004), ce pic de contraintes de surface est e´galement duˆ a` la conversion des contraintes cisaillantes
τxz en contraintes normales τxx. L’e´quilibre horizontal des contraintes impose la relation :
τs
lh
' τl
δs
, (4.83)
ou` τs est le second invariant du tenseur des contraintes dans la zone supe´rieure, δs la largeur de la couche supe´rieure de
hautes contraintes normales et lh l’e´chelle de largeur des cellules de convection.
Solomatov (2004) suppose que le saut de tempe´rature ∆Ts de la couche de contrainte maximale de´pend de la variation
de viscosite´ a` la surface :
1
∆Ts
=
∣∣∣∣d ln ηdT
∣∣∣∣
z=0
. (4.84)
Lorsque la viscosite´ est donne´e dans tout le fluide par une loi de Frank-Kamenestkii, cette dernie`re quantite´ est simple-
ment le parame`tre θ de la loi de Frank-Kamenestkii. Cependant, si la viscosite´ est donne´e par une loi d’Arrhenius, cette
expression de´finit une parame`tre de Frank-Kamenestkii de surface :
∣∣∣∣d ln ηdT
∣∣∣∣
z=0
= θs, (4.85)
qui peut eˆtre bien supe´rieur au parame`tre de Frank-Kamenestkii que nous avons de´fini sous le couvercle stagnant, dans la
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zone convetive ou` z ' 1. Par ailleurs, la continuite´ du flux de chaleur impose :
∆Ts
δs
' ∆T
δ0
. (4.86)
De ces deux e´quations, il en de´duit :
δs ' δ0
θs
(4.87)
Solomatov (2004) illustre cette hypothe`se par une comparaison entre une simulation de type Arrhenius et une simulation
de type Frank-Kamenetskii de meˆme parame`tre θ. Les parties convectives des deux simulations sont strictement identiques
mais Solomatov (2004) montre que l’e´paisseur de la couche supe´rieure varie effectivement proportionnellement a 1/θs
(qui est le seul parame`tre qui varie entre les deux simulations).
En utilisant les e´quations 4.83 et 4.87, Solomatov (2004) obtient la loi d’e´chelle pour la contrainte maximale :
τs =
lhτlθs
δ0
(4.88)
La taille des cellules est parfois contrainte par la taille de la boıˆte de calcul (rapport d’aspect fois d). Dans les cas plus
complexes, Reese & Solomatov (2002) et Solomatov (2004) proposent alors une loi d’e´chelle pour la taille des cellules
de convection :
lh ' ahd
(
θ
Rai
)β0
(4.89)
avec ah = 6.3, 2,6 et 1.8 pour n = 1, 2 et 3, tandis que β0 reste proche de 0.27.
Graˆce a cette loi d’e´chelle sur la taille des cellules (e´quation 4.89) et l’expression de τl (c’est-a`-dire τi avec un
pre´facteur plus e´leve´, e´quation 4.78), les contraintes maximales du mode`le de Solomatov (2004) sont donne´es par :
τs ∝ d
δ0
(
θ
Rai
)β0
θsτl ⇔ τ∗s ∝ θsθβ0−2Ra1−β0i . (4.90)
Ce re´sultat est le premier a` montrer que la contrainte maximale de´pend du parame`tre θs. La table 4.5 re´sume les lois
pre´ce´dentes (dans la cas Newtonien seulement). Les deux mode`les (Fowler (1985); Reese et al. (1998) et Solomatov
(2004)) sont assez en accord avec les simulations nume´riques pour la contrainte interne (avec un petit avantage pour la
formulation de Solomatov). Pour la contrainte maximale en surface, la loi d’e´chelle propose´e par Solomatov (2004) est
tre`s e´loigne´e des re´sultats nume´riques de Moresi & Solomatov (1995). La de´pendance observe´e en θ n’a meˆme pas le
signe pre´dit par Solomatov. Un meilleur accord est obtenu avec l’expression de Fowler (1985).
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contraintes Fowler (1985) Solomatov (2004) Nume´riquement
(Moresi & Solomatov (1995))
τ∗i θ
−0.5Ra0.6i θ
−2/3Ra2/3i θ
−0.64Ra0.69i
τ∗l θ
2Ra0.6i θ
−2/3Ra2/3i X
τ∗s θ
2Ra0.8i θsθ
β0−2Ra1−β0i θ
0.98Ra1.00i
= θ−1Ra1i
TAB. 4.5 – Re´sume´ des contraintes sans dimension dans les mode`les de Fowler (1985) et Solomatov (2004) dans le cas
Newtonien. Pour les contraintes internes et maximales, ces mode`les sont confronte´s aux re´sultats nume´riques de Moresi
& Solomatov (1995) (en posant β0 = 0 puisque la taille des cellules ne varie pas dans ces simulations).
A ce jour, les e´tudes nume´riques ont uniquement utilise´ l’approximation de Frank-Kamenestkii, c’est-a`-dire qu’elles
ont identifie´ θ et θs. Personne n’a propose´ de re´gression explicite de la de´pendance en θs de la contrainte maximale. Nous
avons effectue´ cette e´tude, nos re´sultats sont re´sume´s dans le chapitre 5.
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Chapitre 5
Ge´ne´ralisation des lois d’e´chelles
La section 5.1 pre´sente une e´tude nume´rique des lois d’e´chelle du nombre de Nusselt et de la contrainte maximale
dans le re´gime du couvercle stagnant. A l’aide d’un grand nombre de simulations Newtoniennes et non-Newtoniennes,
stationnaires et instationnaires, nous montrons que l’approximation de Frank-Kamenestkii introduit une erreur dans le
calcul des flux de chaleur et des tempe´ratures internes des plane`tes. Nous proposons finalement un mode`le alternatif qui
permet de mieux rendre compte de nos re´sultats nume´riques.
La section 5.2 pre´sente les re´sultats de simulations nume´riques de convection avec une rhe´ologie tre`s non-line´aire,
utilisant une version statique du mode`le d’e´volution de la taille des grains pre´sente´ au chapitre 3. Cette e´tude montre que
la conside´ration de la taille des grains dans la couche thermique supe´rieure (assimile´e a` la lithosphe`re) suffit a` modifier le
re´gime de convection des plane`tes sans incorporer de plasticite´, comme c’est le cas habituellement. Ces re´sultats montrent
que la taille des grains est un parame`tre indispensable a` la compre´hension des re´gimes de convection de Ve´nus et de la
Terre.
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5.1 Arrhenius vs Frank-Kamenetskii
L’objet de cette e´tude a e´te´ de ve´rifier la validite´ de l’approximation de Frank-Kamenestkii dans le re´gime du cou-
vercle stagnant en testant les lois d’e´chelle expose´es pre´ce´demment. Nous avons donc entrepris l’e´tude syste´matique
de viscosite´s de type Frank-Kamenestkii Newtoniennes et non-Newtoniennes ainsi que des viscosite´s de type Arrhenius
Newtoniennes et non-Newtoniennes. Les re´sultats bruts sur lesquels sont base´es les lois d’e´chelles du nombre de Nusselt
et de la contrainte maximale sont donne´s en annexe (cf. section 5.2.5).
Le programme utilise´ nous a e´te´ aimablement fourni par Joerg Schmalzl Trompert & Hansen (1998). Il s’agit d’un
code de convection 2D en volumes finis, utilisant un multi-grille pour faire converger les solutions de l’e´quation de
Navier-Stokes en ge´ome´trie carte´sienne. Le maillage utilise´ est re´gulier selon l’axe horizontal et suit la ge´ome´trie des
racines du polynome de Chebytchev selon l’axe vertical. Ceci permet d’obtenir une meilleure re´solution dans les couches
limites thermiques (cf. figure 5.2). Les conditions aux limites utilise´es sont de type free-slip pour le champ des vitesses,
isothermes en haut et en bas pour le champ des tempe´ratures et un flux thermique nul est impose´ sur les bords late´raux.
Nous avons utilise´ l’approximation de Boussinesq, avec chauffage par le bas. Plus de de´tails sur la re´solution nume´rique
des e´quations gouvernant la physique de la convection sont disponibles dans Schubert et al. (2001); Zhong et al. (2007).
La configuration du champ de tempe´ratures re´solu avec ce programme est en tre`s bon accord avec les benchmarks
publie´s par Blankenbach et al. (1989), comme l’atteste la table 5.1. Les donne´es de´crites dans cette section (nombre de
Nusselt, contraintes sans dimension) sont en parfaite ade´quation avec celles publie´es par Moresi & Solomatov (1995);
Solomatov & Moresi (1997). La plupart des simulations ont e´te´ entreprises sur un maillage de 64 points par 64 points
lorsque le rapport d’aspect est e´gal a` un et 64 point (selon l’axe verticale) par 128 point (selon l’axe horizontal) lorsque le
rapport d’aspect est superieur a` un ou que la convergence des solutions de l’e´quation de Navier-Stokes l’exigait.
5.1.1 Comparaison simple Arrhenius/Frank-Kamenestkii
L’approximation de Frank-Kamenestkii est largement utilise´e en ge´odynamique. Cette section pre´sente une bre`ve
comparaison avec les re´sultats obtenus avec une rhe´ologie de type Arrhenius, dans le re´gime du couvercle stagnant a`
l’aide de trois simulations Newtoniennes.
La premie`re simulation utilise l’approximation de Frank-Kamenestkii (cf. figure 5.1 courbes bleues). Le nombre de
Rayleigh basal est fixe´ a` 107 et le contraste de viscosite´ a` 106, le parame`tre θ de Frank-Kamenestkii est donc e´gal a`
θ = ln
(
106
)
= 13.816. Nous obtenons une tempe´rature interne T ∗i = 0.925 (cf. figure 5.1, graphique de gauche).
Les deuxie`me et troisie`me simulations utilisent des viscosite´s de type Arrhenius (cf. figure 5.1 courbes noires et
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size Nu vrms q1 q2 q3 q4
case 2a
32x32 10.093 478.3 18.14 0.8735 30.800 0.131
64x64 10.0975 481.615 17.693 0.9891 27.615 0.3235
64x128 10.0845 479.127 17.657 0.9992 27.610 0.4560
128x128 10.0766 480.881 17.573 1.0054 26.922 0.4537
Blankenbach 10.0659 480.433 17.531 1.0085 26.808 0.4974
case 2b
32x64 6.9129 173.15 19.2645 0.1656 13.9571 0.4849
64x128 6.9270 172.06 18.6941 0.1751 14.0449 0.5732
Blankenbach 6.9299 171.76 18.4877 0.1774 14.1700 0.6177
TAB. 5.1 – Re´sultats produits par le code pour diffe´rentes grilles de calculs dans les conditions de´crites dans Blankenbach
et al. (1989), dans les cas 2a (viscosite´ de´pendante de la tempe´rature) et 2b (viscosite´ de´pendante de la tempe´rature et
de la pression). Le test nume´rique consiste en reproduire un certain nombre de valeurs caracte´ristiques : Nusselt, vitesse
moyenne, tempe´ratures en certains points (valeurs note´es q1...q4). Nos re´sultats sont en tre`s bonne ade´quation avec les
donne´es publie´es.
rouges). Plusieurs simulations de type Arrhenius sont possibles pour une meˆme simulation de type Frank-Kamenestkii
parce que plusieurs combinaisons des parame`tres E (l’e´nergie d’activation), Ts (la tempe´rature de surface) et ∆T (le saut
de tempe´rature) peuvent engendrer le meˆme parame`tre θ. La relation entre ces parame`tres est donne´e par la de´finition du
parame`tre de Frank-Kamenestkii :
θ =
∣∣∣∣∂ ln (η)∂T
∣∣∣∣
T=Ti
=
E∆T
R(Ts + ∆T T ∗i )2
(5.1)
ou` T ∗i est la tempe´rature interne sans dimension. Cette de´finition montre que la connaissance de θ et de T
∗
i correspond a`
un ensemble de choix possibles pour E, Ts et ∆T .
Une fois la tempe´rature interne fixe´e, une infinite´ de combinaisons permet d’obtenir le meˆme parame`tre θ. Nous fixons
arbitrairement ∆T = 1000 K, et deux tempe´ratures de surface, Ts = 500 K (courbe rouge) puis Ts = 1000 K (courbe
noire). Il est alors possible de calculer les deux valeurs des e´nergies d’activation E = 233240 J mol−1 dans le cas 2 et
E3 = 425640 J mol−1 dans le cas 3. La viscosite´ basale est choisie dans les trois situations (Frank-Kamenestkii puis les
deux simulations Arrhenius) pour obtenir un meˆme nombre de Rayleigh interne :
Rai = Ra1 exp (θ(T ∗i − 1)) = 3.5481 106 (5.2)
Cela nous donne la viscosite´ interne, dimensionne´e de notre simulation. La viscosite´ interne, variable adimensionne´e, qui
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FIG. 5.1 – Comparaison de simulations de type Arrhenius et Frank-Kamenestkii. De gauche a` droite : profils des
tempe´ratures, contraintes, vitesses horizontales et viscosite´s. Les deux simulations de type Arrhenius sont repre´sente´es en
noir (Ts = 1000 K) et rouge (Ts = 500 K) et la simulation de type Frank-Kamenestkii en bleu.
par de´finition vaut 1 pour T = T ∗i est donc :
η∗ = exp
(
E
R(Ts + ∆TT ∗)
− E
R(Ts + ∆TT ∗i )
)
(5.3)
Nous sommes finalement assure´s que les trois simulations posse`dent un parame`tre θ tre`s proche, et un meˆme nombre de
Rayleigh interne. Nous ve´rifions effectivement les tempe´rature internes a posteriori : T ∗i ' 0.935 et T ∗i ' 0.938 sont bien
proches de la valeur espe´re´e.
La figure 5.1 montre que les profils de tempe´ratures, vitesses et contraintes sont tre`s similaires dans les trois cas. Les
gradients des profils thermiques de la couche limite supe´rieure montrent que le nombre de Nusselt n’est pas strictement
identique dans les trois cas. Cet e´cart peut provenir du fait que les tempe´ratures internes sont le´ge`rement diffe´rentes,
modifiant le nombre de Rayleigh interne ou du fait que la viscosite´ ne de´pend pas identiquement de la tempe´rature. Le
premier effet est inhe´rent a` cet exemple simple et ne rentrera pas en compte dans l’e´tude qui suit puisque nous avons
calcule´ le parame`tre θ a` la fin des simulations a` l’aide de la vraie tempe´rature interne. Cette e´tude a donc pour but de
quantifier le deuxie`me effet : l’effet de la viscosite´ de type Arrhenius sur le nombre de Nusselt.
La figure 5.1 montre e´galement la grande similitude des profils de contrainte dans la partie convective. Toutefois, le
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FIG. 5.2 – De´tail des profils de contrainte (partie supe´rieure). La contrainte maximale et la taille de la couche limite
semblent effectivement de´pendre fortement de la viscosite´ de surface. Cette observation confirme la supposition de Solo-
matov (2004). Le code de couleur est le meˆme que dans la figure 5.1.
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FIG. 5.3 – Description des simulations utilise´es pour de´river les lois d’e´chelle. A gauche : simulations Newtoniennes, a`
droite : simulation non-Newtoniennes (n = 3). Les ronds rouges et bleus repre´sentent les simulations de type Arrhenius
stationnaires et instationnaires (respectivement). Les carre´s noirs et verts repre´sentent les simulations de type Frank-
Kamenestkii stationnaires et instationnaires (respectivement).
de´tail de la partie supe´rieure des profils de contrainte (figure 5.2) confirme l’hypothe`se de Fowler (1985) et Solomatov
(2004) au sujet de l’e´paisseur de la couche de fortes contraintes et de leur intensite´. Nous pre´senterons donc e´galement
des lois d’e´chelle de la contrainte maximale dans les paragraphes suivants.
Les profils de vitesses sont e´galement tre`s comparables. On constate que leur re´partition verticale semble tre`s corre´le´e
au profil des tempe´rature. Les profils de viscosite´s sont tre`s proches dans la partie convective (malgre´ la le´ge`re diffe´rence
de tempe´rature interne) et radicalement diffe´rents dans la couche diffusive.
5.1.2 Description des donne´es
Dans le but de construire les lois d’e´chelle de la contrainte maximale et du nombre de Nusselt, beaucoup de simulations
ont e´te´ conside´re´es, la figure 5.3 les re´sume. Afin de pouvoir comparer le comportement des viscosite´s de type Arrhenius
et Frank-Kamenestkii, nous avons balaye´ le nombre de Rayleigh basal et le contraste de viscosite´ dans les deux cas,
de sorte de pouvoir e´galement observer les re´gimes stationnaires et instationnaires. Afin de tester le programme, nous
avons reproduit avec succe`s les donne´es de Moresi & Solomatov (1995) et Solomatov & Moresi (1997). Dans le cas des
simulations instationnaires, les valeurs tabule´es sont des moyennes temporelles.
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α β Restriction Label
θ 0.9291 1 Newtonien 1
θ 1.308 1 non Newtonien 2
θ 0.2988 0.4968 Newtonien 3
θ 0.3462 0.4571 non Newtonien 4
α β Restriction Label
θb 0.8456 1 Newtonien 5
θb 1.145 1 non Newtonien 6
θb 0.256 0.4468 Newtonien 7
θb 0.2789 0.3902 non Newtonien 8
TAB. 5.2 – Meilleurs parame`tres obtenus pour les lois d’e´chelle de la tempe´rature interne sans dimension sous la forme :
T ∗i = 1−α/θ′β . A gauche, on utilise θ′ = θ, base´ sur la tempe´rature interne (cf. e´quation 4.27). A droite, on pose θ′ = θb,
le parame`tre de Frank-Kamenestkii base´ sur la tempe´rature du fond (cf. e´quation 5.5). Les chiffres de la colonne ”label”
correspondent a` ceux de la figure 5.4
5.1.3 Tempe´rature interne
Fowler (1985) et Solomatov (1995) montrent que la tempe´rature interne sans dimension s’e´crit sous la forme : T ∗i =
1−1/θ (cf. e´quation 4.51). Cette approximation permet de calculer le saut de tempe´rature de la couche rhe´ologique, nous
testons donc sa validite´.
La table 5.2 montre les re´sultats des meilleurs coefficients trouve´s en utilisant la forme :
Ti = 1− α
θ′β
(5.4)
ou` θ′ = d ln η/dT est un parame`tre de Frank-Kamenestkii, α et β sont des constantes. Dans le cas ou` la viscosite´ est
exactement donne´e sous la forme Frank-Kamenestkii, θ′ ne de´pend pas de la tempe´rature. Dans le cas Arrhenius, nous
avons teste´ un parame`tre θ′ base´ sur la tempe´rature interne et un parame`tre θ′ = θb, base´ sur la tempe´rature basale :
θb =
E∆T
R(Ts + ∆T )2
. (5.5)
Ce deuxie`me parame`tre est plus pratique a` utiliser puisqu’il ne de´pend que des constantes E, Ts, R, ∆T et pas d’un
re´sultat final de simulation : Ti. La figure 5.4 montre l’allure des donne´es en utilisant les coefficients expose´s dans la table
5.2.
Ces lois d’e´chelle montrent qu’en fixant l’exposant β = 1, on obtient bien les parame`tres α proches de 1, l’hy-
pothe`se de Fowler (1985) semble donc relativement bien ve´rifie´e dans tous les cas. Toutefois, la figure 5.4 montre que la
concordance entre mode`les et donne´es n’est pas parfaite. En laissant le parame`tre β libre, on constate que la meilleure
concordance est trouve´e pour un parame`tre β plutoˆt proche de 0.5, dans les cas Newtoniens et non-Newtoniens.
Finalement, on remarque e´galement que l’utilisation du parame`tre θb ne modifie que tre`s peu les coefficients trouve´s
et l’allure des courbes, son utilisation semble donc tout a` fait approprie´e. Ce parame`tre ne de´pend que des conditions
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FIG. 5.4 – Lois d’e´chelle de la tempe´rature interne. Les coefficients utilise´s dans chaque cas sont donne´s dans la table 5.2.
On voit que l’utilisation de θb n’affecte pas la qualite´ des lois d’e´chelle.
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aux limites, il permet d’estimer la temperature interne et donc d’estimer le parame`tre de Frank-Kamenestkii base´ sur la
tempe´rature interne θi,b. Ce parame`tre est entie`rement de´duit des conditions aux limites et en particulier des conditions
basales (d’ou` l’indice b) et est donc le´ge`rement diffe´rent du parame`tre θ que nous pouvons calculer a posteriori, lorsque la
simulation finie, nous mesurons la tempe´rature interne. De la meˆme fac¸on, nous pouvons de´finir un nombre de Rayleigh
interne a priori, Rai,b, a` l’aide de la viscosite´ calcule´e avec la tempe´rature interne estime´e. Dans un premier temps nous
allons estimer la tempe´rature interne et donc θi,b et Rai,b en utilisant β = 1 dans la loi 5.4.
5.1.4 Nombre de Nusselt
Nous testons a` pre´sent les lois d’e´chelle du nombre de Nusselt. Selon l’hypothe`se de Fowler (1985) et Reese et al.
(1998), nous conside´rerons se´pare´ment les simulations stationnaires et instationnaires. Le chapitre 4 montre que diverses
lois d’e´chelle pour le nombre de Nusselt sont propose´es :
– Nu ∝ θ− 2n+2n+2 Ra
n
n+2
i dans le mode`le de Solomatov (1995),
– Nu ∝ θ−1Ran/(2n+3)i dans le mode`le de Fowler (1985) et Reese et al. (1998), dans l’approximation de la grande
pente,
– Nu ∝ θ−(3n+3)/(2n+3)Ran/(2n+3)i dans le mode`le de Fowler (1985) et Reese et al. (1998), dans l’approximation
de la faible pente.
Cas Newtonien stationnaire - grande pente
Dans un premier temps, nous avons ve´rifie´ que nos donne´es sont en accord avec les re´sultats de Moresi & Soloma-
tov (1995) (correspondant au mode`le de Fowler (1985)). Nous avons donc reproduit ces re´sultats dans un ensemble de
simulations Newtoniennes, en utilisant l’approximation de Frank-Kamenestkii. La figure 5.5 (a` gauche) montre que leur
re´gression : Nu = 1.89 θ−1.02Ra0.20i fonctionne tre`s bien avec nos simulations de type Frank-Kamenestkii (carre´s noirs)
mais n’est pas approprie´e pour les simulations de type Arrhenius (cercle rouges), dont le nombre de Nusselt est alors
surestime´. Le deuxie`me graphe montre notre test du mode`le de Solomatov (1995) : Nu = 0.489 θ−4/3Ra1/3i . On voit
que ces exposants ne permettent pas d’aligner les donne´es convenablement, ni dans le cas Frank-Kamenestkii, ni dans le
cas Arrhenius.
En effectuant une re´gression de nos nombres de Nusselt, laissant libres les parame`tres α, β et γ dans la formulation :
Nu = αθ−βRaγi , nous obtenons le troisie`me graphique. La re´gression nous donne la loi : Nu = 0.618 θ
−0.693Ra0.214i .
En utilisant le parame`tre θi,b et le nombre de Rayleigh Rai,b de´finis pre´ce´demment, nous obtenons la figure de droite
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FIG. 5.5 – Lois d’e´chelle du nombre de Nusselt dans le cas Newtonien et stationnaire (avec grande pente). Carre´s noirs,
simulations de type Frank-Kamenestkii, cercles rouges : simulations de type Arrhenius. A gauche, loi d’e´chelle de Moresi
& Solomatov (1995) : Nu = 1.89 θ−1.02Ra0.20i . Deuxie`me graphe, loi d’e´chelle suivant les exposants de Solomatov
(1995) : Nu = 0.489 θ−4/3Ra1/3i . Troisie`me graphe, meilleure re´gression avec θ et Rai : Nu = 0.618 θ
−0.693Ra0.214i .
A droite, meilleure re´gression avec θi,b et Rai,b : Nu = 0.717 θ−0.967i,b Ra
0.248
i,b .
avec : Nu = 0.717 θ−0.967i,b Ra
0.248
i,b .
La figure 5.5 nous montre deux choses :
– l’exposant au parame`tre de Frank-Kamenestkii dans la loi d’e´chelle du nombre de Nusselt avec une viscosite´ de
type Arrhenius semble moins ne´gatif, -0.7, que celui pre´vu par Fowler (1985), -1, et Solomatov (1995),- 1.33, mais
l’exposant au nombre de Rayleigh interne semble correspondre a` la pre´diction de Fowler (1985), 0.2.
– L’utilisation des parame`tres θi,b et Rai,b, base´s sur une approximation de la tempe´rature interne a` partir des condi-
tions aux limites, permet une tre`s bonne re´gression du nombre de Nusselt.
Cas Newtonien instationnaire - faible pente
Afin de tester le mode`le de la faible pente (dans lequel la base de la couche thermique froide fige´e est tre`s proche de
l’horizontale), nous avons effectue´ des re´gressions du nombre de Nusselt dans les cas Newtonien-instationnaire et Non-
Newtonien (avec n = 3). La figure 5.6 nous montre les re´sultats obtenus en fonction du mode`le conside´re´. A gauche,
on voit que la loi d’e´chelle de Dumoulin et al. (1999), base´e sur le mode`le de Solomatov (1995), rend bien compte des
donne´es de type Frank-Kamenestkii (carre´s verts) : Nu = 0.52 θ−4/3Ra1/3i . De meˆme que dans le cas stationnaire, le
nombre de Nusselt des simulations de type Arrhenius (cercles bleus) est surestime´ par le mode`le. Le deuxie`me graphique
montre une re´gression des donne´es en imposant les exposants selon le mode`le de faible pente de Fowler (1985). Nous
obtenons :Nu = 2.736θ−6/5Ra0.2i . La re´gression semble le´ge`rement meilleure que dans le mode`le de Solomatov (1995)
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FIG. 5.6 – Lois d’e´chelle du nombre de Nusselt dans le cas Newtonien instationnaire (faible pente). Carre´s verts :
simulatiosn de type Frank-Kamenestkii, cercles bleus : simulations de type Arrhenius. De gauche a` droite : 1, loi
d’e´chelle de Dumoulin et al. (1999) : Nu = 0.52 θ−4/3Ra1/3i . 2, loi d’e´chelle pre´vue par l’analyse de Fowler (1985)
dans le cas Newtonien stationnaire : Nu = 2.736 θ−6/5Ra0.2i . 3, meilleur re´gression avec les parame`tres θ et Rai :
Nu = 1.173 θ−0.770Ra0.184i . 4, meilleure re´gression avec les parame`tres θi,b et Rai,b : Nu = 1.005 θ
−0.950
i,b Ra
0.221
i,b , ou`
la tempe´rature interne est calcule´e avec β = 1.
mais les points ne sont toujours pas parfaitement aligne´s.
Le troisie`me volet de la figure 5.6 pre´sente le re´sultat de la re´gression que nous obtenons en laissant libres les pa-
rame`tres α, β et γ : Nu = 1.173 θ−0.770Ra0.184i . On constate que les points s’alignent tre`s bien. Le dernier graphique
montre notre meilleure re´gression avec les parame`tres θi,b et Rai,b : Nu = 1.005 θ−0.950i,b Ra
0.221
i,b . De meˆme que dans le
troisie`me volet, les points s’alignent tre`s bien.
Les re´gressions du nombre de Nusselt dans le cas Newtonien instationnaire montrent donc la meˆme chose que dans
le cas Newtonien stationnaire : l’exposant a` θ est surestime´ dans les mode`les alors que l’exposant au nombre de Ray-
leigh semble correspondre au mode`le de Fowler (1985) et l’utilisation des parame`tres θi,b et Rai,b permettent une bonne
re´gression.
Cas non-Newtonien
En examinant les donne´es, nous n’avons constate´ aucune diffe´rence de loi d’e´chelle entre le nombre de Nusselt des
cas non-Newtoniens stationnaires et instationnaires. Cette observation semble ge´ne´ralement admise et vient du fait que
la couche rhe´ologique (a` la base du couvercle) ne prend jamais d’angle e´leve´ par rapport a` l’horizontale lorsque la vis-
cosite´ est non-Newtonienne. Nous effectuons donc nos re´gressions sur l’ensemble des donne´es non-Newtoniennes sans
distinction quant a` la stationnarite´ des simulations.
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FIG. 5.7 – Lois d’e´chelle du nombre de Nusselt dans le cas non-Newtonien (code de couleur identique aux figures
pre´ce´dentes). De gauche a` droite : 1, loi d’e´chelle (obtenue nume´riquement) de Reese et al. (1998) pour l’approximation
de Frank-Kamenestkii : Nu = 2.8 θ−0.96Ra0.29i . 2, loi d’e´chelle pre´dite par la the´orie de Reese et al. (1998) (exposants
impose´s seulement) : Nu = 3.728 θ−4/3Ra1/3i . 3, loi d’e´chelle obtenue par re´gression : Nu = 1.272 θ
−0.676Ra0.273i . 4,
loi d’e´chelle obtenue par re´gression : Nu = 1.490 θ−0.860i,b Ra
0.309
i,b avec β = 1.
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La figure 5.7 montre les lois d’e´chelle propose´es dans la litte´rature (en haut) et les lois d’e´chelle que nous de´rivons
nume´riquement par re´gression (en bas). En haut a` gauche, nous testons la loi d’e´chelle obtenue nume´riquement par Reese
et al. (1998) dans le cas non-Newtonien stationnaire : Nu = 2.8 θ−0.96Ra0.29i . Une fois de plus, on voit que cette loi
rend effectivement compte du nombre de Nusselt des simulations de type Frank-Kamenestkii stationnaires (carre´s noirs)
mais ne convient pas aux autres donne´es (carre´s verts, cercles rouges et cercles bleus). En haut et au centre, nous avons
teste´ le mode`le de faible pente de´rive´ par Reese et al. (1998) pour n = 3. Nous imposons donc les exposants a` θ et Rai et
obtenons : Nu = 3.728 θ−4/3Ra1/3i . Les donne´es ne semblent pas eˆtre bien contraintes par ce mode`le. En haut a` droite,
nous testons la pre´diction de Solomatov (1995). En imposant les exposants, nous obtenons : Nu = 0.665 θ−1.6Ra0.6i .
Cette loi d’e´chelle semble encore moins rendre compte de nos donne´es que les autres.
En bas a` gauche, nous avons repre´sente´ la re´gression que nous obtenons en laissant libres les exposants : Nu =
1.272 θ−0.676Ra0.273i . On constate que les points sont convenablement aligne´s. Comme dans les cas pre´ce´dents, il semble
que l’exposant a` Rai soit proche de la the´orie de Reese et al. (1998) et que l’exposant a` θ soit infe´rieur a` toutes les
pre´dictions. Pour finir, en bas a` droite, la figure 5.7 repre´sente la re´gression que nous obtenons avec les parame`tres θi,b
et Rai,b : Nu = 1.490 θ−0.860i,b Ra
0.309
i,b . Encore une fois, il apparaıˆt que l’utilisation de ces parame`tres donne un re´sultat
similaire a` celui des parame`tres θ et Rai.
Une interpre´tation des nouvelles lois d’e´chelle du nombre de Nusselt que nous venons de pre´senter est propose´e dans
la section 5.1.6.
5.1.5 Contrainte maximale
Nous avons e´galement observe´ les contraintes maximales dans chaque simulation. Nous proposons donc, pour la
premie`re fois, une comparaison des contraintes dans les simulations Newtoniennes et non-Newtoniennes de type Frank-
Kamenestkii et Arrhenius. De meˆme que dans le cas du nombre de Nusselt, nous distinguons Newtonien stationnaires et
instationnaires mais observons toutes les donne´es non-Newtoniennes ensemble. Pour toutes les donne´es, les contraintes
sont adimensionne´es avec la viscosite´ de la base du domaine η
∣∣
T∗=1 et le temps diffusif
d2
κ .
Rappelons que les diffe´rents mode`les de la litte´rature proposent pour la contrainte maximale sans dimension :
– τ∗max ∝ θsθβ0−2Ra1−β0i dans le mode`le de Solomatov (2004), valable dans les cas Newtoniens et non-Newtoniens,
(rappellons que β0 est lie´ au nombre de cellules de convection et devrait eˆtre proche de 0 dans nos simulations en
boites de faibles rapport d’aspect)
– τ∗max ∝ θ2Ra0.8i dans l’approximation de la grande pente (Fowler (1985)), a priori valable dans le cas Newtonien
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stationnaire,
– et τ∗max ∝ θ1.8Ra0.8i dans l’approximation de la faible pente (Fowler (1985)), valable dans le cas Newtonien
instationnaire.
Nous remarquons que les the´ories de Fowler (1985) et en particulier de Reese et al. (1998) ne proposent pas de mode`le
de la contrainte maximale dans le cas non-Newtonien. Par ailleurs, l’exposant β0 de´rive´ par Solomatov (2004) dans sa
loi d’e´chelle concerne les simulations posse`dant un grand nombre de cellules de convection, ce qui n’est pas le cas avec
nos donne´es. Afin de tester convenablement le mode`le de Solomatov (2004), nous prenons β0 = 0. La loi d’e´chelle de
Solomatov devient alors : τ∗max ∝ θsθ−2Rai.
Cas Newtonien stationnaire - grande pente
La figure 5.8 pre´sente les contraintes maximales de nos simulations Newtoniennes stationnaires. En haut a` gauche,
nous testons la re´gression de Moresi & Solomatov (1995) : τ∗max = 0.051 θ
0.98Ra1.00i . Dans cet article, Moresi et
Solomatov choisissent de n’effectuer leur re´gression que sur les simulations posse`dant un contraste de viscosite´ supe´rieur
a` 106. Nous montrons ici toutes nos simulations dont le contraste de viscosite´ est supe´rieur a` 104, c’est pourquoi quelques
carre´s noirs (repre´sentant les simulations de type Frank-Kamenestkii) s’e´cartent de leur loi d’e´chelle. Nous observons donc
que la re´gression de Moresi & Solomatov (1995) rend tout a` fait compte de nos simulations de type Frank-Kamenestkii
mais, une fois encore, ne convient pas aux simulations de type Arrhenius. Le deuxie`me graphique montre le test des
exposants pre´vus par Solomatov (1995). Nous obtenons : τ∗max = 2.57 θsθ
−2Rai. Ce mode`le n’avait a priori jamais
e´te´ teste´ nume´riquement. Nous montrons qu’il ne permet pas de rendre compte de nos donne´es. En haut a` droite, nous
testons les exposants pre´vus par Fowler (1985), nous obtenons : τ∗max = 0.193 θ
2Ra0.8i . Ce mode`le permet un meilleur
alignement des donne´es mais semble discriminer les simulations de type Frank-Kamenestkii de celles de type Arrhenius.
Le parame`tre θs e´tant le meilleur candidat pour une telle discrimination, il semble que l’introduction de ce parame`tre,
propose´e par Solomatov (2004), soit effectivement fonde´e compte tenu de l’allure de ce graphique.
A mi-hauteur a` gauche, nous pre´sentons le re´sultat d’une premie`re re´gression a` l’aide des parame`tres θ et Rai :
τ∗max = 5.234 θ
0.530Ra0.793i . Les donne´es sont le´ge`rement mieux aligne´es mais la qualite´ de la loi d’e´chelle laisse
toujours a` de´sirer. A mi-hauteur a` droite, nous effectuons la meˆme re´gression mais en utilisant la tempe´rature interne
the´orique, c’est-a`-dire les parame`tres θi,b et Rai,b. Nous obtenons alors : τ∗max = 11.53 θ
−0.1583
i,b Ra
0.8438
i,b . La qualite´ de
la re´gression semble identique au cas pre´ce´dent et nous observons curieusement le changement de signe de l’exposant a`
θi,b.
En bas a` gauche de la figure 5.8, nous utilisons les trois parame`tres sugge´re´s par Solomatov (2004) : θ, θs etRai. Nous
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FIG. 5.8 – Lois d’e´chelle de la contrainte maximale τ∗max atteinte dans les simulations Newtoniennes stationnaires.
Carre´s noirs : simulations de type Frank-Kamenestkii, cercles rouges : simulations de type Arrhenius. En haut a` gauche,
loi d’e´chelle de Moresi & Solomatov (1995) : τ∗max = 0.051 θ
0.98Ra1.00i . En haut au centre, mode`le de Solomatov
(2004) : τ∗max = 2.57 θsθ
−2Rai. En haut a` droite, mode`le de Fowler (1985) : τ∗max = 0.193 θ
2Ra0.8i . A mi-hauteur
a` gauche, re´gression avec les parame`tres θ et Rai : τ∗max = 5.234 θ
0.530Ra0.793i . A mi-hauteur a` droite, re´gression
avec les parame`tres θi,b et Rai,b : τ∗max = 11.53 θ
−0.1583
i,b Ra
0.8438
i,b . En bas a` gauche, re´gression avec θ, θs et Rai :
τ∗max = 0.071 θ
0.726θ0.811s Ra
0.875
i . En bas a` droite, re´gression avec θi,b, θs etRai,b : τ
∗
max = 0.090 θ
−0.070
i,b θ
0.906
s Ra
0.959
i,b .
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obtenons alors une re´gression d’une qualite´ remarquable avec pour loi d’e´chelle : τ∗max = 0.071 θ
0.726θ0.811s Ra
0.875
i . En
bas a` droite, nous utilisons finalement les trois parame`tres pre´ce´dents mais en utilisant la tempe´rature interne the´orique.
Nous observons : τ∗max = 0.090 θ
−0.070
i,b θ
0.906
s Ra
0.959
i . De meˆme qu’avec les parame`tres θi,b et Rai,b seuls (graphique
a` mi-hauteur a` droite), nous observons le curieux changement de signe de l’exposant a` θ. L’exposant a` θs reste proche
de 0.85 dans les deux cas, ce qui confirme l’argument de Solomatov (2004) qui proposait : τ∗max ∝ θs. La qualite´ de la
re´gression est extreˆmement satisfaisante.
Cas Newtonien instationnaire - faible pente
Nous avons effectue´ exactement le meˆme travail de test avec les simulations Newtoniennes instationnaires ou` nous
obtenons les meˆmes conclusions. La figure 5.9 pre´sente les re´gressions que nous avons effectue´es.
En haut a` gauche, nous testons la re´gression de Moresi & Solomatov (1995) qui confirmait le mode`le de Fowler
(1985) dans le cas Newtonien stationnaire : τ∗max = 0.051 θ
0.98Ra1.00i . Nous observons que les contraintes obtenues dans
les simulations instationnaires ne s’e´loignent pas de celles obtenues dans les cas stationnaires de fac¸on significative. De
meˆme que pre´ce´demment, la loi d’e´chelle se semble pas aligner parfaitement les donne´es. En haut au centre, nous testons
les exposants du mode`le de Solomatov (2004). Nous obtenons : τ∗max = 6.632 θsθ
−2Rai. La re´gression est de tre`s faible
qualite´. En haut a` droite, nous testons les exposants propose´s par le mode`le de Fowler (1985). La re´gression du pre´facteur
nous donne : τ∗max = 0.173 θ
1.8Ra0.8i . La loi d’e´chelle semble toujours d’assez faible qualite´.
A mi-hauteur a` gauche, nous effectuons une re´gression des contraintes maximales a` l’aide des parame`tres θ et Rai :
τ∗max = 1.963 θ
0.534Ra0.857i . La qualite´ de la re´gression semble augmenter le´ge`rement. L’exposant au nombre de Ray-
leigh interne est proche de celui pre´vu par Fowler (1985) (qui pre´dit 0.8) et le signe de l’exposant a` θ est positif mais
infe´rieur a` la pre´diction de Fowler (' 1.8). A mi-hauteur a` droite, nous effectuons le meˆme calcul a` l’aide de la tempe´rature
interne the´orique. Il apparaıˆt que : τ∗max = 2.174 θ
−0.106
i,b Ra
0.946
i,b . L’exposant au nombre de Rayleigh interne semble plus
proche de la pre´diction de Solomatov (2004) et celui a` θi,b devient ne´gatif et proche de 0. La qualite´ de la re´gression laisse
toujours a` de´sirer.
En bas a` gauche, nous ajoutons le parame`tre θs sugge´re´ par Solomatov (2004), ce qui a pour effet d’augmenter
fortement la qualite´ de la re´gression. Nous obtenons alors : τ∗max = 0.670 θ
0.884θ0.641s Ra
0.740
i . De meˆme que dans le
cas Newtonien stationnaire, nous observons que tous les exposants de cette re´gression sont positifs et compris entre 0.6
et 0.9, ce qui sera discute´ ulte´rieurement. En bas a` droite, nous avons teste´ l’effet de la tempe´rature interne the´orique et
obtenons : τ∗max = 0.405 θ
0.406
i,b θ
0.791
s Ra
0.811
i . Le signe de l’exposant a` θ ne s’inverse pas et la qualite´ de la loi d’e´chelle
semble encore augmenter.
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FIG. 5.9 – Lois d’e´chelle de la contrainte maximale τ∗max atteinte dans les simulations Newtoniennes instationnaires.
Carre´s verts : simulations de type Frank-Kamenestkii, cercles bleus : simulations de type Arrhenius. En haut a` gauche,
loi d’e´chelle de Moresi & Solomatov (1995) : τ∗max = 0.051 θ
0.98Ra1.00i . En haut au centre, mode`le de Solomatov
(2004) : τ∗max = 6.632 θsθ
−2Rai. En haut a` droite, mode`le de Fowler (1985) : τ∗max = 0.173 θ
1.8Ra0.8i . A mi-hauteur
a` gauche, re´gression avec les parame`tres θ et Rai : τ∗max = 1.963 θ
0.534Ra0.857i . A mi-hauteur a` droite, re´gression
avec les parame`tres θi,b et Rai,b : τ∗max = 2.174 θ
−0.106
i,b Ra
0.946
i,b . En bas a` gauche, re´gression avec θ, θs et Rai :
τ∗max = 0.670 θ
0.884θ0.641s Ra
0.740
i . En bas a` droite, re´gression avec θi,b, θs et Rai,b : τ
∗
max = 0.405 θ
0.406
i,b θ
0.791
s Ra
0.811
i,b .
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Cas non-Newtonien
Seule la loi d’e´chelle de Solomatov (2004) est suppose´e s’appliquer au cas des contraintes maximales dans le cas
non-Newtonien. Toutefois, nous testons e´galement les lois de´rive´es par Moresi & Solomatov (1995) et Fowler (1985)
(dans l’approximation de la faible pente). La figure 5.10 pre´sente les re´sultats des re´gressions que nous avons effectue´es.
En haut a` gauche, nous testons le mode`le de Moresi & Solomatov (1995) : τ∗max = 0.051 θ
0.98Ra1.00i . Dans les
cas non-line´aires la valeur absolue de la viscosite´ de re´fe´rence est difficile a` controˆler a priori. Nous testons donc le
paralle´lisme des donne´es et des lois d’e´chelle plutoˆt que l’e´galite´ de celles-ci. Quoi qu’il en soit, meˆme en conside´rant
un changement d’ordonne´e a` l’origine, cette loi d’e´chelle ne permet pas d’aligner les donne´es. En haut au centre, nous
avons teste´ les exposants pre´dits par le mode`le de Solomatov (2004) et obtenons : τ∗max = 0.413 θsθ
−2Rai. Cette loi
d’e´chelle ne permet pas l’alignement des donne´es mais les donne´es de type Arrhenius stationnaire semblent s’aligner
inde´pendamment des autres. En haut a` droite, nous avons teste´ le mode`le de Fowler (1985), suppose´ valable dans le cas
Newtonien. Nous obtenons : τ∗max = 8.28 10
−3 θ1.8Ra0.8i . Cette re´gression est de tre`s mauvaise qualite´.
En bas a` gauche, nous pre´sentons une re´gression des contraintes maximales a` l’aide des parame`tres θ et Rai laisse´s
libres. Nous obtenons : τ∗max = 658.2 θ
−0.718Ra0.226i . Les donne´es sont plus regroupe´es autour de la droite unite´ mais les
points ne tendent pas a` s’aligner autour de l’axe. Il semble que l’incorporation du parame`tre θs soit indispensable. En bas
au centre, nous testons donc ce parame`tre et obtenons : τ∗max = 0.166 θ
0.781θ1.232s Ra
0.185
i . Les donne´es se regroupent
encore plus et surtout tendent a` s’aligner paralle`lement a` l’axe central. Il semble donc que l’exposant au parame`tre θs
soit effectivement proche de 1, comme le propose Solomatov (2004). Ce fit repre´sente la meilleure loi d’e´chelle dans
les cas stationnaires et instationnaires, toutefois, la re´gression n’est pas parfaite. En bas a` droite, nous avons effectue´
une re´gression des donne´es issues des simulations de type Arrhenius stationnaires seulement afin de s’affranchir des
effets des oscillations inhe´rentes a` la convection instationnaire. Dans le but de ve´rifier la validite´ de cette loi d’e´chelle,
nous repre´sentons e´galement les autres donne´es sur le meˆme graphique mais elles n’ont pas contribue´es a` la re´gression.
Nous obtenons : τ∗max = 0.417 θ
0.231Ra0.453i θ
0.793
s . On s’aperc¸oit que les autres donne´es tendent a` mieux se regrouper
autour de l’axe, a` l’exclusion de certaines donne´es instationnaires. Les donne´es de type Arrhenius stationnaire s’alignent
parfaitement (cf. figure 5.11 pour un de´tail pre´cis). L’inte´reˆt de cette loi pour une application ge´ophysique est cependant
faible car la convection terrestre n’est pas stationnaire.
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FIG. 5.10 – Lois d’e´chelle de la contrainte maximale τ∗max atteinte dans les simulations non-Newtoniennes. Carre´s
noirs : Frank-Kamenestkii stationnaire, carre´s verts : Frank-Kamenestkii instationnaires, cercles rouges : Arrhenius sta-
tionnaire, cercles bleus : Arrhenius instationnaire. En haut a` gauche, loi d’e´chelle de Moresi & Solomatov (1995) :
τ∗max = 0.051 θ
0.98Ra1.00i . En haut au centre, mode`le de Solomatov (2004) : τ
∗
max = 0.413 θsθ
−2Rai. En
haut a` droite, mode`le de Fowler (1985) : τ∗max = 8.28 10
−3 θ1.8Ra0.8i . En bas a` gauche, re´gression avec les pa-
rame`tres θ et Rai : τ∗max = 658.2 θ
−0.718Ra0.226i . En bas au centre, re´gression avec les parame`tres θ, θs et Rai :
τ∗max = 0.166 θ
0.781θ1.232s Ra
0.185
i . En bas a` droite, re´gression des simulations de type Arrhenius (seulement) en fonction
de θ, θs et Rai : τ∗max = 0.417 θ
0.231Ra0.453i θ
0.793
s . Les autres contraintes sont e´galement repre´sente´es mais n’ont pas
participe´ a` la re´gression.
177
FIG. 5.11 – Re´gression des contraintes maximales obtenues dans les simulations de type Arrhenius stationnaires : τ∗max =
0.417 θ0.231Ra0.453i θ
0.793
s .
5.1.6 Discussion
De fac¸on ge´ne´rale, les exposants au parame`tre de Frank-Kamenestkii (θ) que nous avons obtenu dans les lois d’e´chelle
du nombre de Nusselt et de la contrainte maximale sont infe´rieurs aux exposants usuellement de´termine´s analytiquement
ou nume´riquement dans les approches de type Frank-Kamenestkii. Par exemple, la meilleure re´gression que nous obte-
nions pour le nombre de Nusselt dans le cas stationnaire est donne´e par : Nu = 0.618 θ−0.693Ra0.214i ou` Fowler (1985)
pre´voit : Nu ∝ θ−1Ra0.2i . Nous faisons la meˆme observation dans le cas du nombre de Nusselt des simulations insta-
tionnaires, ou` nous obtenons : Nu = 1.173 θ−0.77Ra0.184i au lieu de Nu ∝ θ−1.2Ra0.2i . Dans chaque cas, l’exposant
au nombre de Rayleigh est tre`s proche des pre´dictions mais l’exposant a` θ leur est infe´rieur. Il en va de meˆme dans le
cas non-Newtonien. De plus, l’utilisation les parame`tres θi,b et Rai,b estime´s a priori donne toujours des re´gressions de
qualite´s tre`s similaires a` celles obtenues avec les parame`tres θ et Rai mesure´s a posteriori. Ce re´sultat permet a` nos lois
d’e´chelle d’eˆtre re´ellement pre´dictives.
Cette baisse de l’exposant a` θ dans les cas Arrhenius peut s’expliquer par le fait que l’e´le´ment de base de toutes
les e´tudes expose´es, a` savoir la tempe´rature interne, ne suit pas exactement la loi d’e´chelle usuellement admise pour les
simulations de type Frank Kamenetskii. Le de´but de cette section (voir 5.4) montre que le saut de tempe´rature rhe´ologique
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Type α β Source
Newtonien 2/3 1/3 Solomatov (1995) modifie´
Newtonien stationnaire 0.5 0.2 Fowler (1985) modifie´
Newtonien instationnaire 0.6 0.2 Fowler (1985) modifie´
Newtonien stationnaire 0.693 0.214 cette e´tude
Newtonien instationnaire 0.77 0.184 cette e´tude
Non-Newtonien 0.8 0.6 Solomatov (1995) modifie´
Non-Newtonien 2/3 1/3 Reese et al. (1998) modifie´
Non-Newtonien 0.676 0.273 cette e´tude
TAB. 5.3 – Confrontation des lois d’e´chelle du nombre de Nusselt obtenues par re´gression dans cette e´tude aux mode`les
modifie´s par la nouvelle e´chelle de tempe´rature (cf. e´quation 5.6). Notation : Nu ∝ θ−αRaβi . On voit que nos donne´es
sont tre`s proches du mode`le de Reese et al. (1998) modifie´.
que nous pre´disons est plus proche de :
∆T ∗rh = 1− T ∗i ∝
1√
θ
6= 1
θ
(5.6)
Cette nouvelle e´chelle de tempe´ratures diminue d’un facteur 2 les exposants de θ dans les mode`les de Fowler (1985),
Reese et al. (1998), et Solomatov (2004). Les nouveaux exposants que nous de´rivons sont re´sume´s dans les tables 5.3 (pour
le nombre de Nusselt) et 5.4 (pour les contraintes maximales). Lors de nos modifications, il est inte´ressant de pre´ciser que
les exposants aux nombres de Rayleigh ne sont pas modifie´s.
La table 5.3 montre les nouveaux exposants de´rive´s par les mode`les du nombre de Nusselt de Fowler (1985), Reese
et al. (1998) et Solomatov (1995) pour lesquels nous avons injecte´ la nouvelle loi d’e´chelle de la tempe´rature interne.
Nous rapportons e´galement les exposants obtenus dans nos e´tudes pour les confronter aux nouveaux mode`les. Nous
obtenons une tre`s bonne ade´quation de nos donne´es avec les mode`les de Fowler (1985) et Reese et al. (1998). Dans le cas
Newtonien, les exposants a` θ sont plutoˆt proches du mode`le de Solomatov (1995) modifie´. Toutefois, l’augmentation de
∼ 0.1 en passant du cas stationnaire au cas instationnaire e´voque le mode`le de Fowler (1985). Les exposants au nombre
de Rayleigh sont proches du mode`le de Fowler (1985). Dans le cas non-Newtonien, les exposants sont presque e´gaux a`
ceux pre´dits par le mode`le de Fowler modifie´.
Dans le cas des lois d’e´chelles en contrainte, le changement de la loi d’e´chelle de la tempe´rature interne affecte
l’exposant a` θ, pas celui a` θs. La table 5.4 nous montre que la contrainte maximale ne semble pas correspondre a´ aucun des
mode`les pre´ce´demment propose´s. Dans le cas stationnaire, l’exposant au nombre de Rayleigh semble tre`s bien contraint
par le mode`le de Fowler (1985). Les exposants a` θ et θs semblent eˆtre compris entre 0.5 et 1. L’exposant de θs correspond
plus ou moins a` celui de Solomatov (2004), mais l’exposant de θ est oppose´ a` sa pre´diction. Les contraintes maximales
dans le cas Newtonien semblent finalement suivre une loi proche de : τ∗max ∝ θ0.8θ0.7s Ra0.8i .
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Type α β γ Source
Newtonien −1 1 1 Solomatov (1995) modifie´
Newtonien stationnaire 1 0.8 Fowler (1985) modifie´
Newtonien instationnaire 0.9 0.8 Fowler (1985) modifie´
Newtonien stationnaire 0.530 0.793 cette e´tude
Newtonien stationnaire 0.726 0.811 0.875 cette e´tude
Newtonien instationnaire 0.534 0.857 cette e´tude
Newtonien instationnaire 0.884 0.641 0.74 cette e´tude
Non-Newtonien −1 1 1 Solomatov (1995) modifie´
Non-Newtonien 0.231 0.793 0.453 cette e´tude (Arrhenius stationnaire)
TAB. 5.4 – Confrontation des lois d’e´chelle de la contrainte maximale obtenues par re´gression dans cette e´tude aux
mode`les modifie´s par la nouvelle e´chelle de tempe´rature (cf. e´quation 5.6). Notation : τ∗max ∝ θαθβsRaγi .
Dans le cas non-Newtonien les contraintes maximales ne semblent pas non plus suivre le mode`le de Solomatov (2004)
(modifie´ ou non). Comme pre´ce´demment, l’exposant a` θs semble proche de 0.8 mais les exposants au nombre de Rayleigh
et a` θ sont bas mais positifs.
Le re´sultat principal de cette e´tude est donc que les tempe´ratures internes obtenues dans des simulations de type Arrhe-
nius ou Franck-Kamenetskii ne sont pas identiques. Nous montrons que cette nouvelle e´chelle de tempe´rature engendre
des flux de chaleur qui confirment totalement l’approche analytique de Fowler (1985) et Reese et al. (1998). Ce travail
est donc susceptible d’avoir des conse´quences quant aux estimations des tempe´ratures internes des plane`tes telluriques
puisqu’il montre que l’approximation de Frank-Kamenestkii, largement utilise´e, introduit un biais dans la de´rivation de
la tempe´rature interne qui a des conse´quences sur l’ensemble du syste`me convectif. Toutefois, cette nouvelle e´chelle de
tempe´ratures ne semble donner raison a` aucun des mode`les propose´s pour les contraintes maximales.
Les lois que nous avons e´tablies dans les tables 5.3 et 5.4 sont base´es sur des variables diagnostiques, mesure´es
apre`s la simulation. Nous pouvons aussi e´tablir des lois d’e´chelles base´es sur des quantite´s prognostiques . Nous avons
de´ja` fait cela` en utilisant les parame`tres θi,b et Rai,b. Nous avions note´ que l’exposant a` θi,b n’avait pas forcement le
meˆme signe que celui a` θ, dans le cas des contraintes Newtoniennes. Cela e´tait curieux et peu satisfaisant. Cela est en
fait du a` l’impre´cision avec laquelle nous avons estime´ la tempe´rature interne, c’est-a`-dire en supposant (voir 5.4) que
1− Ti ∝ 1/θb alors qu’une loi de type 1− Ti ∝ 1/θ0.5b semble plus approprie´e.
En effectuant de nouveau une re´gression des tempe´ratures internes en fonction de θ1/2b , nous obtenons T
∗
1/2 = 1 −
0.301 θ−1/2b dans le cas Newtonien et T
∗
1/2 = 1 − 0.384 θ−1/2b dans le cas non-Newtonien. Cette nouvelle expression
explicite de la tempe´rature interne permet alors de rede´finir un parame`tre de Frank-Kamenestkii θ1/2 ainsi qu’un nouveau
nombre de Rayleigh interne Ra1/2 base´ sur la viscosite´ de´pendante de la nouvelle tempe´rature interne. Nous obtenons
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donc toutes les variables ne´cessaires a` notre loi d’e´chelle de fac¸on analytique :
θb =
E∆T
R (Ts + ∆T )
2 , (5.7)
qui ne de´pend que des conditions aux limites, a` partir duquel nous estimons la tempe´rature interne,
T ∗1/2 ' 1−
0.3√
θb
, (5.8)
et la de´rive´e de la viscosite´ dans la couche convective
θ1/2 =
E∆T
R
(
Ts + ∆T T ∗1/2
)2 , (5.9)
puis le nombre de Rayleigh approprie´
Ra1/2 =
αρg∆Td3
κη(T ∗1/2)
. (5.10)
Nous sommes alors en mesure de proposer une loi d’e´chelle du nombre de Nusselt qui ne de´pend plus de la tempe´rature
interne obtenue de fac¸on indirecte en de´pouillant les donne´es de simulations nume´riques.
La figure 5.12 montre les lois d’e´chelle du nombre de Nusselt obtenues a` l’aide de T ∗1/2 dans les cas Newtoniens
stationnaires, instationnaires et non-Newtoniens. A gauche, notre re´gression nous donne :Nu = 0.358 θ−0.7801/2 Ra
0.245
1/2 ou`
le mode`le de Fowler (1985) modifie´ pre´dit : Nu ∝ θ−0.5Ra0.2i . L’exposant a` θ de notre re´gression est donc interme´diaire
entre les mode`les de Fowler (1985) modifie´s et d’origine. L’exposant au nombre de Rayleigh est toujours plus proche
du mode`le de Fowler. Au centre, nous effectuons la re´gression des nombre de Nusselt des simluations Newtoniennes
instationnaires : Nu = 0.765 θ−0.8081/2 Ra
0.218
1/2 . Nous observons le meˆme comportement des exposants que dans le cas
pre´ce´dent. A droite, nous pre´sentons la re´gression du nombre de Nusselt des simulations non-Newtoniennes : Nu =
1.168 θ−0.7181/2 Ra
0.296
1/2 . Dans cette situation, le mode`le de Fowler (1985) modifie´ pre´dit Nu ∝ θ−0.666Ra0.333i . Nos
re´sultats sont donc en tre`s bonne ade´quation avec le mode`le de Fowler (1985).
La figure 5.13 montre les re´sultats de notre nouveau mode`le de la tempe´rature interne applique´ a` la contrainte maxi-
male. On observe que l’utilisation des parame`tres θ1/2 et Ra1/2 suffit a` produire d’excellentes re´gressions dans le cas
Newtonien et permet une re´gression de qualite´ e´quivalente a` celle de´rive´e avec θ et Rai dans le cas non-Newtonien.
A gauche, notre re´gression dans le cas Newtonien stationnaire donne : 0.030 θ0.4881/2 θ
0.878
s Ra
0.960
1/2 . Les exposants a`
θs et Rai sont donc toujours proches de 1 mais l’exposant a` θ est plus proche de 0.5. Au centre, la re´gression des cas
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FIG. 5.12 – Loi d’e´chelles du nombre de Nusselt en utilisant la tempe´rature interne T ∗1/2. A gauche : Newtonien sta-
tionnaire : Nu = 0.358 θ−0.7801/2 Ra
0.245
1/2 . Au centre : Newtonien instationnaire : Nu = 0.765 θ
−0.808
1/2 Ra
0.218
1/2 . A droite,
non-Newtonien : Nu = 1.168 θ−0.7181/2 Ra
0.296
1/2 .
FIG. 5.13 – Lois d’e´chelle des contraintes maximales en utilisant la tempe´rature interne the´orique T ∗1/2. A gauche, Newto-
nien stationnaire : 0.030 θ0.4881/2 θ
0.878
s Ra
0.960
1/2 . Au centre, Newtonien instationnaire : 0.129 θ
0.924
1/2 θ
0.801
s Ra
0.810
1/2 . A droite,
Non-Newtonien (re´gression des donne´es Arrhenius stationnaires) : τ∗max = 0.140 θ
0.808
1/2 θ
1.239
s Ra
0.192
1/2 .
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Newtoniens instationnaires donne : 0.129 θ0.9241/2 θ
0.801
s Ra
0.810
1/2 . Les exposant sont alors tous proches de 1. A droite, les
simulations non-Newtoniennes suivent la loi d’e´chelle : τ∗max = 0.140 θ
0.808
1/2 θ
1.239
s Ra
0.192
1/2 . L’exposant au nombre de
Rayleigh dans le cas non-Newtonien est donc toujours compris entre 0 et 0.5, ce qu’aucun mode`le n’a permis d’expliquer
a` ce jour. Les exposants a` θ1/2 et θs sont de nouveau proches de 1.
5.1.7 Conclusion
Nous avons entrepris l’e´tude syste´matique des lois d’e´chelle du nombre de Nusselt et de la contrainte maximale
dans des simulations de convection Newtoniennes et non-Newtoniennes avec des viscosite´s de type Arrhenius et Frank-
Kamenestkii.
Nous observons que la tempe´rature interne d’une simulation de type Arrhenius ne suit pas la meˆme loi d’e´chelle que la
tempe´rature interne d’une simulation de type Frank-Kamenestkii. Lorsque nous avons effectue´ nos re´gressions du nombre
de Nusselt et des contraintes maximales, il est apparu que nos donne´es ne suivent pas les lois d’e´chelles de´rive´es par
diffe´rents mode`les (Fowler (1985); Solomatov (1995); Reese et al. (1998); Solomatov (2004)).
Nous avons donc propose´ une nouvelle loi d’e´chelle pour la tempe´rature interne qui ne ne´cessite pas de connaıˆtre au
pre´alable le re´sultat de la simulation, contrairement aux mode`les publie´s dans la litte´rature. A l’aide de cette nouvelle
tempe´rature interne, nous montrons qu’il est possible de re´utiliser les mode`les de Fowler (1985), Reese et al. (1998) et
Solomatov (2004) pour mieux rendre compte du nombre de Nusselt et dans une moindre mesure de la contrainte maximale.
Le cas des contraintes maximales n’ayant jamais e´te´ observe´ dans toutes ces configurations, nous proposons donc les
premie`res lois d’e´chelle impliquant une viscosite´ de type Arrhenius dans les cas Newtoniens et non-Newtoniens. Cette
e´tude montre que l’approximation de Frank-Kamenestkii introduit une erreur dans le calcul des flux de chaleur et des
tempe´ratures internes des plane`tes et propose un mode`le alternatif principalement base´ sur les travaux de Fowler (1985)
et Reese et al. (1998).
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5.2 Convection et rhe´ologie de´pendante de la taille des grains
Dans cette section, nous testons nume´riquement l’impact de notre mode`le d’e´volution de la taille des grains sur la
convection des plane`tes. Nous avons effectue´ un ensemble de simulations nume´riques non-Newtoniennes a` fort contraste
de viscosite´. Nous observons que l’incorporation de la taille des grains dans les mode`les de convection peut suffire a` briser
le couvercle stagnant sans incorporer de comportement cassant.
5.2.1 Introduction
Le mode`le que nous pre´sentons dans le chapitre 3 pre´dit un e´quilibre pie´zome´trique de la taille des grains en accord
avec les e´tudes expe´rimentales. De meˆme que dans les mode`les propose´s dans la litte´rature (cf. chapitre 2), dans notre
approche, la taille d’e´quilibre des grains est directement controle´e par le second invariant de la contrainte de´viatorique.
Notre formalisme montre e´galement que lorsqu’une distribution de grains est e´loigne´e de sa taille d’e´quilibre (a` une
contrainte donne´e), sa cine´tique de retour a` l’e´quilibre est tre`s rapide devant les temps implique´s dans les processus
convectifs (la figure 3.7 du chapitre 3 montre qu’il suffit de quelques milliers d’anne´es dans la lithosphe`re). Dans cette
section, nous faisons donc l’hypothe`se que cette cine´tique est ne´gligeable et forc¸ons la taille des grains a` se trouver sur
l’e´quilibre pie´zome´trique.
A l’e´quilibre, a` haute contrainte, la taille des grains est en re´gime de diffusion ; a` basse contrainte, elle est en re´gime
de dislocation. Dans le re´gime de diffusion, la viscosite´ de´pend de la taille des grains alors qu’en re´gime de dislocation,
ce n’est pas le cas. Le chapitre 4 montre la re´partition des contraintes de´viatoriques dans un domaine en convection,
dans le re´gime du couvercle stagnant. Nous observons toujours que les contraintes internes sont faibles alors que les
contraintes dans le couvercle sont tre`s e´leve´es. Dans nos simulations, l’e´quilibre pie´zome´trique impose donc qu’une
partie du couvercle se trouve dans le re´gime de diffusion alors que la zone convective du manteau se trouve en re´gime
de dislocation. Cette situation semble contraire a` diverses pre´dictions (Karato & Wu (1993a)) base´es sur un raisonnement
hors e´quilibre (c’e´st a` dire a` taille de grain fixe´e), qui stipulent que le manteau est en re´gime de diffusion et la lithosphe`re
en re´gime de dislocation.
Dans nos expe´riences nume´riques, afin de de´terminer pleinement l’impact de notre mode`le d’e´volution de la taille des
grains, nous n’incorporons pas de contrainte de rupture (comme une loi de Byerlee) dans la lithosphe`re. Nous observons,
dans un premier temps, l’effet de cette couche supe´rieure en re´gime de diffusion en gardant a` l’esprit que l’incorporation
d’une contrainte de rupture (cassante) diminuerait la re´sistance de surface. Malgre´ ces limitations, les re´sultats obtenus
montrent que l’e´volution de la taille des grains peut modifier le comportement ge´ne´ral de la convection et peut conduire
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une plane`te du re´gime de couvercle stagnant vers les re´gimes “isovisqueux” ou e´pisodique sans incorporer de comporte-
ment cassant.
5.2.2 Formalisme
Afin de quantifier en de´tail l’impact de notre loi pie´zome´trique sur la convection, nous nous plac¸ons dans un e´tat
ge´ome´trique aussi simple que possible. Nous choisissons donc un rapport d’aspect de 1 et un nombre de Rayleigh basal
e´gal a` 104 pour toutes les simulations. De meˆme qu’auparavant dans les simulations non-Newtoniennes, ce nombre de
Rayleigh exclut la partie non-line´aire de la viscosite´. Le nombre de Rayleigh interne effectif des simulations est de l’ordre
de 1− 3 107.
Le chapitre 4 montre que le re´gime de convection des plane`tes est principalement de´termine´ par le contraste de
viscosite´ entre le sommet et la base du domaine conside´re´. Dans le cas non-Newtonien (avec l’exposant a` la contrainte
n = 3 dans la loi rhe´ologique), Solomatov (1995) pre´dit un contraste de viscosite´ critique au travers de la lithosphe`re de
l’ordre de 107. Lorsque le contraste de viscosite´ est supe´rieur a` cette valeur, la lithosphe`re se fige, dans le cas contraire, la
convection rentre dans le re´gime de transition ou le re´gime isovisqueux. Dans cette e´tude, nous voulons quantifier l’impact
de la couche supe´rieure en re´gime de diffusion sur ce contraste de viscosite´ de transition.
Afin de de´terminer les limites entre re´gimes de convection de fac¸on robuste, nous testons divers contrastes de viscosite´
dans un ensemble de simulations de type Arrhenius dont nous faisons varier les e´nergie d’activation. Par souci de simpli-
cite´, nous avons impose´ des tempe´ratures a` la base et a` la surface constantes : Ts = 1000 K et ∆T = 1000 K et nous ne
faisons varier que l’e´nergie d’activation.
Nous conside´rons donc les deux vitesses de de´formation potentielles des re´gimes de dislocation ˙1 et de diffusion ˙2 :
˙1 = A1τ
n−1τ (5.11)
et
˙2 = A2d
−mτ , (5.12)
ou`
Ai = Ai0 exp
(
− Ei
RT
)
, (5.13)
avec, comme pre´ce´demment, A1 (MPa−n s−1), A2 (MPa−1 s−1 µmm), τ (MPa) le second invariant de la contrainte
de´viatorique, n et m des constantes sans dimension, R la constante de Boltzmann (J mol−1 K−1), T la tempe´rature (K),
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Ei les e´nergies d’activation (J mol−1) et d la taille moyenne des grains (µm).
Afin de de´terminer la taille moyenne des grains dans l’e´quation 5.12, nous conside´rons que la taille des grains est
toujours a` l’e´quilibre piezome´trique :
∂d
∂t
= 0 =
G
pdp−1
− 2f0A1λ3
3γλ2
d2τn+1 (5.14)
avec t le temps (s), G le terme de croissance des grains (mp s−1), p une constante sans dimension, f0 e coefficient de
partitionnement sans dimension, γ la tension de surface des joints de grains (J m−2) et λi des variables sans dimension.
Cette expression est en accord avec notre mode`le discute´ section 3.6.2, e´quation 3.40. On exprime le terme de croissance
par :
G = k0 exp
(
− Qg
RT
)
, (5.15)
ou` k0 est un pre´facteur expe´rimental constant (mp s−1) et Qg est une e´nergie d’activation. Le coefficient de partitionne-
ment est choisi sous la forme (cf. chapitre 3) :
f0 = exp
(
−αf
(
T
1000
)β)
(5.16)
avec αf et β des constantes sans dimension. Par souci de simplicite´, nous avons supprime´ la de´pendance en pression du pa-
rame`tre f0. Le chapitre 3 montre que le coefficient de partitionnement de´pend beaucoup plus fortement de la tempe´rature.
Les variables λi sont de´finies par :
λi = exp
(
i2σ2
2
)
. (5.17)
ou` σ (sans dimension) est la de´viation standard de la distribution des tailles de grains. Afin d’alle´ger les calculs, nous
de´finissons e´galement le parame`tre χ (µmp+1 MPan+1) :
χ =
3γGλ2
2pfA1λ3
(5.18)
La taille de grains d’e´quilibre, calcule´e a` l’aide de l’e´quation 5.14 s’e´crit alors :
d = χ
1
p+1 τ−
n+1
p+1 . (5.19)
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Nous pouvons donc calculer la vitesse de de´formation du re´gime de diffusion (a` l’aide des e´quations 5.12 et 5.19) :
˙2 = A2χ
− mp+1 τ
m(n+1)
p+1 τ . (5.20)
En utilisant les valeurs standard des coefficients expe´rimentaux : m = 3 et p = 2, nous obtenons donc un exposant
a` la contrainte e´gal a` 5. Dans ce formalisme, le re´gime de diffusion est donc tre`s non-Newtonien. En chaque point du
domaine conside´re´, nous avons donc calcule´ les deux viscosite´s re´sultantes des deux vitesses de de´formation et imposons
finalement :
˙2 = max(A1τ
n−1, A2χ−
m
p+1 τ
m(n+1)
p+1 )τ (5.21)
De cette fac¸on, les zones subissant une forte contrainte de´viatorique se trouvent dans le re´gime de diffusion alors que les
zones a` faible contraintes restent dans le re´gime de dislocation.
5.2.3 Contrainte de transition
Dans une simulation nume´rique de convection, il est impossible d’utiliser les coefficients expe´rimentaux ; le contraste
de viscosite´ serait alors trop e´leve´ et la re´solution de l’e´quation de Navier-Stokes deviendrait impossible. Nous diminuons
donc suffisamment l’e´nergie d’activation de la rhe´ologie et augmentons la tempe´rature de surface pour que le calcul
soit possible. Dans une simulation non-Newtonienne, le proble`me du choix du pre´facteur a` la rhe´ologie est encore plus
complexe parce que la viscosite´ de´pend des contraintes et n’est donc pas connue avant la simulation. Notre strate´gie de
choix des parame`tres est donc la suivante.
Nous effectuons une premie`re simulation pour une rhe´ologie entie`rement dislocative en choisissant une e´nergie d’ac-
tivation dislocative E1 suffisamment e´leve´e (mais encore infe´rieure a` la valeur mesure´e pour des proble`mes de re´solution
nume´rique). Cette simulation demande la connaissance d’un nombre de Rayleigh basal que nous imposons et d’une vis-
cosite´ sans dimension :
η∗1 = exp
(
E1
nR
(
1
Ts + ∆T T ∗
− 1
Ts + ∆T
))
˙∗
1−n
n (5.22)
La valeur du nombre de Rayleigh basal nous permet d’estimer la valeur absolue de la viscosite´ basale et donc le pre´facteur
A10 de la viscosite´. Durant cette simulation nous mesurons la contrainte maximale en surface τref .
Nous effectuons ensuite une deuxie`me simulation avec une rhe´ologie qui peut e´voluer vers le cas diffusif. Nous
choisissons une e´nergie d’activation diffusive E2 = 0.7E1. Ce rapport est typiquement celui des e´nergies d’activation
effectivement mesure´es en laboratoire (voir par exemple le tableau 3.1). Il nous reste encore a de´finir un dernier parame`tre
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TAB. 5.5 – Choix des parame`tres expe´rimentaux choisis pour les e´tudes de convection avec piezome`tre.
Parame`tre Valeur Unite´ Description
κ 10−6 m2 s−1 Diffusivite´ thermique
α 3 10−5 K−1 Expansivite´ thermique
ρ 5000 kg m−3 Densite´
g 10 m s−2 Acce´le´ration gravitationnelle
∆T 1000 K Saut de tempe´rature
TS 1000 K Tempe´rature de surface
h 2900 km Profondeur du domaine
k0 4 104 m2 s−1 Pre´facteur croissance
Eg 200 kJ mol−1 Energie activation croissance
αf 0.439 Coefficient de f0
β 5.76 Coefficient de f0
n 3 Coefficient dislocation
m 3 Coefficient diffusion
p 2 Coefficient croissance
σ 0.6 De´viation standard distribution
λ2 2.054 Constante
λ3 5.053 Constante
A20 (relie´ a` l’amplitude de la viscosite´ diffusive). Pour cela, nous notons que la transition diffusion-dislocation se produit
(cf. 5.21) lorsque :
A1τ
n−1 = A2χ−
m
p+1 τ
m(n+1)
p+1 (5.23)
Nous choisissons empiriquement A20 pour que cette e´quation soit ve´rifie´e pour τc = Ω τref et T = Ts, avec 0 < Ω < 1.
Si Ω est nul, la rhe´ologie composite devient entie`rement diffusive (mais non-line´aire en contrainte puisque la taille de
grains e´volue avec la contrainte), si Ω = 1, la rhe´ologie est entie´rement dislocative. Selon la valeur de Ω, une proportion
plus ou moins large du domaine peu profond passe en re´gime diffusif. La table 5.5 pre´sente une compilation des valeurs
choisies pour tous les parame`tres.
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5.2.4 Re´sultats
Nous avons effectue´ un ensemble de simulations nume´riques en faisant varier Ω de 0.003 a` 1 et E1 de 250 kJ mol−1
a` 415 kJ mol−1. Dans chaque simulation, nous imposons ∆T = TS = 1000 K. Quatre re´gimes sont observe´s en faisant
varier nos deux parame`tres : le re´gime du couvercle stagnant, le re´gime isovisqueux dislocatif, le re´gime e´pisodique et le
re´gime isovisqueux diffusif. La figure 5.14 pre´sente la localisation de ces domaines en fonction de Ω et E1. Pour Ω = 1,
nous retrouvons exactement le contraste de viscosite´ de transition (indique´ par une e´toile) entre re´gime isovisqueux et
re´gime du couvercle stagnant pre´dit par Solomatov (1995). Solomatov pre´dit un contraste de viscosite´ : ∆η = 8.89 106,
ce qui correspond a` E1 = 266 kJ mol−1 pour ∆T = TS = 1000 K. En diminuant le parame`tre Ω (c’est a` dire en
augmentant l’importance de la couche diffusive), nous observons que la transition entre les re´gimes du couvercle stagnant
et isovisqueux est obtenue pour une valeur de E1 grandissante. Pour une valeur de Ω suffisamment faible (qui de´pend de
E1), nous observons pour la premie`re fois que le syste`me rentre dans un re´gime e´pisodique en l’absence de comportement
cassant. Lorsque Ω est tre`s faible (infe´rieur a` 10−2), nous constatons que la couche diffusive se propage dans l’ensemble
du manteau et ame`ne la convection dans le re´gime diffusif. Cet e´tat est trop e´loigne´ de notre hypothe`se initiale selon
laquelle la couche diffusive se situe dans la lithosphe`re. Nous ne de´taillerons donc pas cet e´tat.
Afin d’illustrer les re´gimes de convection, nous observons quatre simulations avec E1 ' 290 kJ mol−1. Pour Ω = 1
et 0.3, la convection s’effectue dans le re´gime du couvercle stagnant. Pour Ω = 0.1, le re´gime devient isovisqueux et pour
Ω = 0.06, le syste`me rentre dans le re´gime e´pisodique. Les figures 5.15 et 5.16 illustrent les trois premie`res simulations
et les figures 5.17 et 5.18 de´crivent le re´gime e´pisodique. Nous commencerons par les trois premie`res simulations.
La figure 5.15 montre les champs de tempe´rature ainsi que les zones rhe´ologiques dans le domaine en convection. Pour
Ω = 1 (a` gauche), le syste`me est simplement dans le re´gime du couvercle stagnant et il n’y a pas de couche diffusive. Pour
Ω = 0.3 (au centre), on voit apparaıˆtre la couche diffusive dans la couche superficielle de forte contrainte de´viatorique.
Toutefois, la couche n’est pas suffisamment e´paisse pour briser le couvercle. Pour Ω = 0.1 (a` droite), la convection
est de type isovisqueuse, la couche diffusive a e´te´ assez e´paisse pour briser le couvercle. Nous constatons que le coin
surplombant le panache froid est en re´gime de diffusion a` l’e´quilibre. La zone de forte contrainte est e´tire´e autour du coin
supe´rieur droit ; la couche diffusive y diminue la viscosite´ qui n’est plus assez e´leve´e pour cre´er un couvercle stagnant.
La figure 5.16 montre les profils de contraintes dans ces trois simulations. On remarque que les contraintes sont tre`s
similaires dans les deux simulations avec couvercle (courbes noires et bleues). Pour ces deux courbes, on voit que les
gradients de contraintes semblent identiques dans l’ensemble du domaine, a` l’exclusion de la couche supe´rieure (entre
z∗ = 0 et z∗ = 0.03), comme le montre le graphique de droite, ou` les courbes noires et bleues se croisent dans la zone
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FIG. 5.14 – Re´gimes de convection en fonction des parame`tres Ω et E1. Carre´s rouges : couvercle stagnant, carre´s noirs :
isovisqueux, losanges bleus : e´pisodique, cercles verts : manteau diffusif. Les diffe´rentes limites sont dessine´es de fac¸on
indicative. L’e´toile correspond a` la transition pre´dite par Solomatov (1995).
FIG. 5.15 – Illustration des re´gimes du couvercle stagnant et isovisqueux avec E1 ' 290 kJ mol−1 et (de gauche a` droite)
Ω = 1, 0.3 et 0.1. En haut, nous pre´sentons les champs de tempe´rature, en bas, nous repre´sentons les rhe´ologies actives.
En bas, le re´gime de dislocation est repre´sente´ en bleu et le re´gime de diffusion en orange´.
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FIG. 5.16 – Profils des contraintes de´viatoriques dans les cas du couvercle stagnant et du re´gime isovisqueux pour Ω = 1
(courbe noire), Ω = 0.3 (courbe bleue) et Ω = 0.1 (courbe rouge). Ces profils de contrainte correspondent aux simulations
pre´sente´es dans la figure 5.15. De meˆme que pre´ce´demment, nous avons choisi E1 ' 290 kJ mol−1. Les courbes noires
et bleues correspondent au cas du couvercle stagnant et la courbe rouge au cas du re´gime isovisqueux.
diffusive. La courbe rouge, repre´sentant la simulation dans le re´gime isovisqueux, se confond avec les deux autres dans
la partie supe´rieure (0 < z∗ < 0.1). Dans la zone interne, les contraintes du re´gime isovisqueux sont supe´rieures d’un
facteur ∼ 5 aux contraintes du re´gime du couvercle stagnant mais la tempe´rature y est plus faible.
Les figures 5.17 et 5.18 illustrent le comportement de la convection dans le re´gime e´pisodique pour Ω = 0.06 (et
toujours E1 ' 290 kJ mol−1). Nous observons un re´gime cyclique a` deux phases distinctes : l’e´paississement de la
lithosphe`re et son effondrement au fond du manteau.
La figure 5.17 montre cinq e´tats internes a` ce cyle. Dans la phase 1, la convection est presque arreˆte´e. L’activite´ interne
e´tant tre`s faible, les contraintes de surface le sont e´galement. On voit que la couche rhe´ologique en re´gime de diffusion
n’est pas e´paisse. Les couches limites thermiques croissent (on voit que les flux de chaleur diminuent). Dans l’e´tape 2, la
couche thermique basale e´tant tre`s e´paisse, une instabilite´ s’y de´veloppe. Un panache chaud remonte sous la lithosphe`re
et exerce une contrainte ; la couche diffusive s’e´paissit. Dans la phase 3, le panache chaud atteint la lithosphe`re qui se
de´stabilise a` son tour et ge´ne´re un panache froid. La couche diffusive se propage dans le panache froid et engendre la
chute de la totalite´ de la lithosphe`re dans le manteau. Dans l’e´tape 4, la lithosphe`re et la couche diffusive atteignent
le fond du domaine et se figent. Les flux de chaleurs sont tre`s e´leve´s et il n’y a plus de couche diffusive a` la surface.
191
FIG. 5.17 – Illustration d’un cycle dans le re´gime e´pisodique (E1 ' 290 kJ mol−1, Ω = 0.06). En haut, champ des
tempe´ratures sans dimension, en bas, re´gions rhe´ologiques : bleu, re´gime de dislocation, orange´, re´gime de diffusion.
Dans la phase 5, la chaleur de la lithosphe`re engloutie diffuse au fond du manteau et stoppe la convection. La couche
diffusive embarque´e par le panache disparaıˆt. Une nouvelle lithosphe`re et une tre`s fine couche diffusive apparaissent
progressivement a` la surface.
La figure 5.18 pre´sente l’e´volution de l’e´tat thermique du syste`me. En haut, nous distinguons les nombres de Nusselt
supe´rieur (courbe noire) et infe´rieur (courbe rouge). Le cycle de´crit par la figure 5.17 semble se re´pe`ter inde´finiment de
fac¸on presque pe´riodique. En bas, nous repre´sentons l’e´volution de la tempe´rature moyenne (de l’ensemble du domaine).
Comme le montre la courbe, nous sommes partis d’un e´tat initial chaud et observons le refroidissement du manteau. On
voit que l’e´pisodicite´ du re´gime de convection n’est pas duˆ au refroidissement de la plane`te mais est bien inhe´rent au jeu
de parame`tres choisis : Ω = 0.06, n = 3, E1 ' 290 kJ mol−1, Ra1 = 104, TS = ∆T = 1000 K.
Pour finir, la figure 5.19 montre la variation du profil horizontal des vitesses en fonction de Ω dans le re´gime isovis-
queux. Nous choisissons E1 ' 250 kJ mol−1 pour disposer de plusieurs simulations dans le meˆme re´gime. Il apparaıˆt
clairement que l’incorporation de la couche diffusive influence directement la mobilite´ de la surface. A gauche, nous
observons que la de´formation est le´ge`rement plus localise´e du fait du changement d’exposant a` la contrainte dans la zone
diffusive (n ' 5 en surface). Le graphique de droite montre qu’il est possible d’effectuer une re´gression de la vitesse
de surface maximale en fonction du parame`tre Ω : v∗x ' 99 − 88 ln (Ω), ou` v∗x est la vitesse de surface sans dimension.
Les vitesses sont adimensionne´es par la taille du domaine et un temps diffusif. En les dimensionnant, nous obtenons :
vx = 0.11 cm an−1 pour Ω = 1 et vx = 0.3 cm an−1 pour Ω = 10−2. Ces valeurs sont relativement faibles (d’un facteur
10 infe´rieur aux vitesses de plaque observe´es sur Terre) mais de´pendent fortement du nombre de Rayleigh interne qui
varie tre`s peu entre ces simulations.
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FIG. 5.18 – Nombres de Nusselt de surface et basal d’une simulation en re´gime e´pisodique et e´volution de la tempe´rature
moyenne sans dimension (E1 ' 290 kJ mol−1, Ω = 0.06). On constate que le re´gime e´pisodique se maintient tandis que
la tempe´rature moyenne oscille autour d’une valeur constante.
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FIG. 5.19 – Vitesses de surface sans dimension en fonction de Ω dans le re´gime isovisqueux avec E1 ' 250 kJ mol−1. A
gauche, profil horizontal des vitesses a` la surface de la simulation. A droite, re´gression des vitesses maximales en fonction
de Ω : v∗x ' 99− 88 ln (Ω). On voit que l’incorporation de la couche diffusive augmente la mobilite´ de la surface.
5.2.5 Conclusion
Cette e´tude montre que la conside´ration de la taille des grains est de premie`re importance dans la dynamique des
plane`tes. Nous observons que la re´duction de la taille des grains dans la lithosphe`re peut induire un comportement similaire
a` celui attribue´ a` la fracture des roches. Nous montrons nume´riquement que notre mode`le d’e´volution de la taille des grains
suffit a` cre´er un re´gime proche de celui de la tectonique des plaques a` partir de simulations dont la viscosite´ est si contraste´e
qu’elle engendre usuellement un couvercle stagnant. Nous constatons e´galement que notre mode`le influence fortement la
mobilite´ de la surface par son effet lubrifiant aux frontie`res des plaques.
De plus, nous observons que l’incorporation d’une couche rhe´ologique en re´gime de diffusion permet a` la convection
de se figer dans le re´gime e´pisodique dans lequel la lithosphe`re alterne des phases d’e´paississement et d’effondrement
dans le manteau. Le re´gime e´pisodique est observe´ pour un parame`tre Ω suffisamment faible (et supe´rieur a` 10−2), c’est-
a`-dire si l’on confe`re a` la couche diffusive une importance suffisante, le manteau rentre invariablement dans le re´gime
e´pisodique. Cette e´tude apporte donc une approche nouvelle sur la dynamique de Ve´nus dont la surface semble avoir e´te´
uniforme´ment recycle´e en un temps tre`s court (cf. Sohl & Schubert (2007)).
Nous pre´disons potentiellement un re´gime e´pisodique dans nos simulations. Il est probable mais cela reste a` ve´rifier,
que la re´solution exacte de l’e´quation d’e´volution de la taille de grain, 3.40, donne au syste`me une me´moire, que les
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simulations supposant le´quilibre textural, ne posse`dent pas. A faible tempe´rature, vers la surface, la diminution de la
cine´tique de croissance des grains pourrait permettre la permanence des zones de faible taille de grain. Cela devra eˆtre
confirme´ dans le futur.
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Conclusion
Cette the`se montre que la taille des grains est un parame`tre indispensable a` l’e´tude de la localisation de la de´formation.
Nous apportons un nouveau mode`le entie`rement physique d’e´volution de la taille des grains, calibre´ sur les donne´es
expe´rimentales obtenues sur des e´chantillons d’olivine, mine´ral majeur du manteau supe´rieur des plane`tes telluriques.
Nous avons teste´ ce mode`le nume´riquement dans diverses configurations significatives de la tectonique des plaques sur
Terre.
Nous avons e´tudie´ une zone de cisaillement subissant diverses vitesses de de´formation. A faible cisaillement, pour
des vitesses de plaque infe´rieures a` 1 cm par an, notre mode`le stipule que le coeur de la zone de´forme´e peut se stabiliser
en re´gime de diffusion. A plus fort cisaillement, nous observons que la diminution rapide de la taille des grains accroıˆt
le´ge`rement la localisation thermique de la de´formation mais relaxe trop la contrainte de´viatorique pour que la zone de
cisaillement se stabilise en re´gime de diffusion. Dans tous les cas, le passage en re´gime de diffusion tend paradoxalement a`
oˆter a` la viscosite´ sa de´pedance en taille de grains parce qu’il relaxe la contrainte. La taille de grain d’e´quilibre se trouvant
alors en re´gime de dislocation, il n’y a plus que la tempe´rature qui puisse localiser la de´formation. La taille des grains
semble donc ne pas favoriser la localisation de la de´formation dans le contexte d’une zone de cisaillement a` l’e´chelle de
la lithosphe`re. Par contre, nous observons que lorsque le coeur d’une zone de cisaillement est stabilise´e dans le re´gime
diffusion, elle baisse la contrainte de´viatorique ne´cessaire a` la de´formation. La taille des grains favorise donc la cre´ation
des zones de cisaillement, sans pour autant y localiser la de´formation.
Nous avons e´galement teste´ notre mode`le dans le contexte de la convection du manteau de la Terre. Nous proposons
en premier lieu de nouvelle lois d’e´chelle du flux de chaleur et de la contrainte maximale dans la lithosphe`re. En second
lieu, nous avons examine´ l’impact de la taille des grains a` l’e´quilibre pie´zome´trique dans la lithosphe`re sur le re´gime de
convection des plane`tes. Nous montrons pour la premie`re fois que l’incorporation, meˆme implicite, de la taille des grains
suffit a` engendrer un re´gime proche de la tectonique des plaques sur Terre ou un re´gime de subduction e´pisodique plus
proche du comportement suppose´ de Ve´nus.
197
Nous avons donc de´montre´ nume´riquement que notre nouveau mode`le d’e´volution de la taille posse`de un impact
conside´rable sur la dynamique des plane`tes telluriques du syste`me solaire. Une rhe´ologie de´pendante de la taille des
grains modifie potentiellement le re´gime de convection a` grande e´chelle mais ne semble pas jouer un roˆle aussi important
que la dissipation visqueuse dans le contexte d’une zone de cisaillement.
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Perspectives
Cette the`se apporte un nouveau parame`tre d’importance conside´rable dans l’e´tude de la dynamique des plane`tes et
de la ge´ne´ration de la tectonique des plaques. Toutefois, il ne s’agit que de premie`res e´tudes qui mettent en e´vidence
l’existence de processus localisants mais qui ne suffisent pas a` pre´dire le comportement de la Terre ou de Ve´nus avec
robustesse. Des e´tudes syste´matiques des zones de cisaillement et de la convection des plane`tes doivent eˆtre entreprises
de fac¸on a` pouvoir apporter une re´ponse pre´cise a` la question de la localisation de la de´formation par la taille des grains.
Pour ce qui est des zones de cisaillement, le mode`le unidimensionnel que j’ai propose´ reste insuffisant et doit eˆtre
ame´liore´. Dans le but d’e´tudier le comportement de la lithosphe`re avec plus de pre´cision, il semble indispensable de
calibrer notre mode`le d’e´volution de la taille des grains sur tous les types de roches implique´s dans les processus li-
thosphe´riques. La conside´ration conjointe de la fracture, de la dissipation visqueuse et de l’e´volution de la taille des
grains dans les diffe´rentes roches de la lithosphe`re permettrait une ve´ritable comparaison de nos mode`les nume´riques
avec les grandes zones de cisaillement observe´es a` la surface de la Terre.
Pour ce qui est de la convection, deux dimensions sont insuffisantes pour engendrer un ve´ritable re´gime de tectonique
des plaques. L’examen de la partition des champs toroı¨daux-poloı¨daux est indispensable. Je m’appreˆte donc a` utiliser le
programme de Paul Tackley, StagYY, pour effectuer une e´tude syste´matique de la localisation de la de´formation avec
notre formalisme et en trois dimensions. Je pense que deux approches peuvent donner des re´sultats utiles : le couplage
fracture-taille des grains d’une part et la variation des conditions limites d’autre part. En examinant les effets combine´s
de la rupture de la surface de la lithosphe`re et de la pre´sence d’une couche en re´gime de diffusion, nous pouvons espe´rer
obtenir un re´gime de tectonique des plaques tre`s proche de celui observe´ sur Terre. Une fois cette calibration effectue´e, la
variation des tempe´ratures aux limites peut peut-eˆtre suffire a` expliquer pourquoi Ve´nus (dont la surface est de plusieurs
centaines de degre´s plus chaude que celle de la Terre) ne posse`de pas le meˆme re´gime de convection que la Terre. Cette
e´tude peut s’ave´rer de´licate parce que beaucoup de parame`tres peuvent varier en changeant les conditions de tempe´rature
et il nous est impossible d’effectuer les calculs sans modifier les lois de fluage qui empeˆchent la convergence de l’e´quation
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de Navier-Stokes. Il est donc indipensable de proposer des lois d’e´chelle du nombre de Nusselt et des contraintes en
fonction de l’e´paisseur de la couche diffusive dans la lithosphe`re, du nombre de Rayleigh, des tempe´ratures aux limites et
de l’intensite´ du chauffage interne, ne´glige´ au cours de cette the`se.
Mon e´tude des zones de cisaillement montre que la dissipation visqueuse joue un roˆle tre`s important a` l’e´chelle des
frontie`res de plaques. Il me semble donc e´galement indispensable de tester l’effet de la dissipation visqueuse sur les
changements potentiels de re´gime de convection dans un ensemble de simulations a` e´chelle plane´taire. Ma the`se montre
donc qu’une e´tude de´taille´e de l’ensemble taille des grains-fracture-dissipation visqueuse est encore ne´cessaire a` grande
e´chelle et a` l’e´chelle des frontie`res de plaques dans la lithosphe`re.
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Annexe - Re´sultats nume´riques
Nous re´sumons ici les re´sultats bruts sur lesquels nous avons base´ nos lois d’e´chelle de la section 5.1. La viscosite´ de
type Frank-Kamenestkii sans dimension est de´finie par :
η = exp
(
−θT
∗
n
)
, (5.24)
ou` T ∗ est la tempe´rature sans dimension (allant de 0 a` 1). La viscosite´ de type Arrhenius sans dimension est de´finie par :
η = exp
[
1
n
(
E +Wz∗
TS + ∆T T ∗
− E
TS
)]
(˙∗)
1−n
n (5.25)
ou` z∗ est la profondeur sans dimension (allant de 0 a` 1) et ˙∗ est le second invariant des vitesses de de´formation sans
dimension (adimensionne´ par ˙0 = κl2 avec κ = 10
−6 m2 s−1 et l = 2.9 106 m).
Dans les tables qui suivent, nous utilisons les notations :
– θ : parame`tre de Frank-Kamenestkii.
– RaS : nombre de Rayleigh de surface (base´ sur la viscosite´ de surface).
– Ti : tempe´rature interne sans dimension.
– τt : second invariant maximal de la contrainte de´viatorique adimensionne´ par la viscosite´ du haut.
– τ topt : moyenne de surface du second invariant de la contrainte de´viatorique adimensionne´ par la viscosite´ de surface.
– Nusselt : nombre de Nusselt.
– n : exposant rhe´ologique (dans l’expression ˙ = A1τn).
– asp : rapport d’aspect de la simulation.
– ncell : nombre de cellules de convection (si ncell n’est pas donne´, il est e´gal a` 1).
– stable : parame`te quantifiant la stabilite´ de la simulation (stable = 1 → simulation stationnaire, stable = 0.8 →
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pre´sence de perturbations pe´riodiques, stable = 0.5 → simulation instationnaire, stable < 0.5 → simulation tre`s
instationnaire). Toute simulation avec stable < 1 est conside´re´e instationnaire.
– TS : tempe´rature de surface dimensionne´e (K).
– Tmoy : tempe´rature moyenne sans dimension dans l’ensemble du domaine.
– ∆T : saut de tempe´rature dimensionne´e (K) a` travers l’ensemble du domaine.
– W : substitut au volume d’activation (voir la de´finition de la vsicosite´).
– E : substitut a` l’e´nergie d’activation (voir la de´finition de la vsicosite´).
– Ψtopt : moyenne de surface du terme d’endommagement sans dimension : Ψ = τ ˙, ou` τ est le second invariant
de la contrainte de´viatorique sans dimension (adimensionne´ avec la viscosite´ du haut de la simulation et un temps
diffusif) et ˙ le second invariant du tenseur des vitesses de de´formation sans dimension.
– Ψmaxt : Endommagement maximal (meˆme adimensionnement que la variable pre´ce´dente).
θ RaS Ti τt Nusselt asp n stable
13.8155 3 0.91500 5.8000 10−1 2.0500 1 1 1
16.1181 3 10−1 0.90000 6.2000 10−2 1.7330 1 1 1
9.2103 1 103 0.87600 1.5100 102 5.1900 1 1 1
11.5129 1 102 0.90400 1.7700 101 3.3700 1 1 1
13.8155 1 101 0.92400 1.9900 2.6500 1 1 1
16.1181 1 0.93200 2.2100 10−1 2.2250 1 1 1
18.4207 1 10−1 0.93200 2.3700 10−2 1.9300 1 1 1
20.7233 1 10−2 0.92100 2.4500 10−3 1.7100 1 1 1
23.0259 1 10−3 0.90400 2.4800 10−4 1.5300 1 1 1
11.5129 3 102 0.93800 5.1500 101 4.5500 1 1 1
13.8155 3 101 0.93000 5.8000 3.3700 1 1 0.8
16.1181 3 0.92000 6.5800 10−1 2.7900 1 1 0.5
18.4207 3 10−1 0.91200 7.4600 10−2 2.3900 1 1 0.5
20.7233 3 10−2 0.94400 8.1800 10−3 2.1130 1 1 0.5
23.0259 3 10−3 0.94700 9.5880 10−4 1.8850 1 1 1
25.3284 3 10−4 0.94300 8.7600 10−5 1.7090 1 1 1
27.6310 3 10−5 0.92300 8.7350 10−6 1.5650 1 1 1
23.0259 1 10−2 0.95000 3 10−3 2.4000 1 1 0.5
27.6310 1 10−4 0.95500 3.2500 10−5 1.9500 1 1 0.5
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Summary
In this thesis, I study the impact of grain size on the rheology of the mantle of the Earth. We propose a new model
of grain size evolution and show that the equilibrium states it predicts are in good agreement with the experimental data
obtained on olivine samples. This model is illustrated by numerical simulations of mantle convection and shear zones.
I show that our formalism has a non-negligible effect on the localization of deformation in shear zones and strongly
modifies the convection regimes of planets.
In our formalism, we propose that the energy of a grain size distribution is fully constrained by the energy of the
grain boundaries. This energy diminishes during grain growth and increases during dynamic recrystallization. Our model
stipulates that the amount of energy required to nucleate new grains, which is a dislocation-assisted process, is substracted
to the energy dissipated in the material. We also show that even when the mean grain size is located in the diffusion regime,
the biggest grains of the distribution can remain in the dislocation regime and continue to nucleate smaller grains. Thus, the
mean grain size can decrease, even in the diffusion regime. When the growth and recrystallization processes are equivalent,
the grain size distribution reaches an equilibrium state which can be compared to experimental data (various published
olivine piezometers). The experimental calibration of our model shows that the partitionning of energy is principally
temperature-dependent.
I test this new model in a fully viscous numerical simulation of shear zone with a non-Newtonian- grain size-dependent
viscosity. In this system, depending on the temperature, grain size or thermal state, the deformation can locally operate in
diffusion or dislocation regime. Paradoxally, my model shows that the deformation is more localized when the shear zone
is in the dislocation regime, where the viscosity does not depend on grain size. We observe that the grain size parameter
tends to favor the apparition of shear zones because it minors the stress field but is insufficient to localize deformation in
the case of a constant plate velocity. A grain size-activated localization of deformation seems to require a time-dependent
stimulation which is typically obtained in visco-elasto-plastic configurations.
Finally, I have tested our grain size evolution model, in its static form, in a set of numerical simulations of mantle
convection. Our model shows that the grain size reaches its equilibrium very quickly in sub-lithospheric conditions. Thus,
I have considered that the grain size distribution is always in the equilibrium state predicted but our model. I show that
the consideration of the grain size parameter can fully modify the convection regimes of telluric planets. When surface
stresses are high enough to reach the diffusion regime, the stagnant lid usually obtained with very temperature-dependent
viscosities is broken by a very non-Newtonian and grain size-dependent top layer.
This thesis shows that grain size strongly influences the dynamics of planets in localizing the deformation in their
surfaces. The model we propose brings a new view of the creation of plate tectonics at the surface of the Earth.
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