This paper reviews recent advances in physical modeling of interfacial and transport phenomena in electric double layer capacitors (EDLCs) under both equilibrium and dynamic cycling. The models are based on continuum theory and account for (i) the Stern layer at the electrode/electrolyte interface, (ii) finite ion sizes, (iii) steric repulsions, (iv) asymmetric electrolytes featuring ions with different valencies, effective diameters, or diffusion coefficients, (v) electric-field-dependent dielectric permittivity of the electrolyte, and/or (vi) porous three-dimensional morphology of the electrodes. Typical characterization methods such as electrochemical impedance spectroscopy, cyclic voltammetry, and galvanostatic cycling were reproduced numerically to identify the dominant physical phenomena and to gain insight into experimental observations. In addition, recent thermal models derived from first principles for EDLCs under constant-current cycling accounting for irreversible Joule heating and reversible heat generation rates due to ion diffusion, steric effects, and changes in entropy are discussed. Scaling analyses of both equilibrium and dynamic models are also presented as a way to identify self-similar and asymptotic behaviors as well as to develop design rules for electrodes and electrolytes of next generation EDLCs. Electrical double layer capacitors (EDLCs) store energy by ion adsorption in the electrical double layer (EDL) forming at the electrode/electrolyte interfaces.
Electrical double layer capacitors (EDLCs) store energy by ion adsorption in the electrical double layer (EDL) forming at the electrode/electrolyte interfaces. 1, 2 This process is highly reversible and the cycle life of EDLCs exceeds 100,000 cycles. 2, 3 EDLCs can operate in a wide range of specific energy and power densities. This versatility is a key feature for electrical energy storage, energy harvesting, and energy regeneration applications. 2 The performance of EDLCs is determined by the combination of the electrode material and morphology and of the electrolyte. In general, the key attributes of a good electrode include 1, [3] [4] [5] [6] [7] (i) large surface area accessible to ions to maximize charge storage, (ii) optimum pore size, short pore length, and good pore connectivity to facilitate ion transport, (iii) large electrical conductivity to enable fast charging and discharging and low ohmic resistance, (iv) thin electrodes and current collectors to reduce the total resistance of the device, (v) small leakage current, (vi) small self-discharge, (vii) environmentally friendly materials, and (viii) low price. However, satisfying all these criteria simultaneously is challenging. For example, increasing surface area often results in larger electrode electrical resistivity. 1 Micropores with diameter less than 2 nm contribute greatly to EDLCs capacitance. 2 But pores smaller than the ion size are typically inactive and do not contribute to charge storage. 1, 8 Porous electrodes must also be electrochemically accessible to ions. Then, interconnected mesopores with diameter ranging from 2 to 50 nm are necessary for fast charging thanks to their easier accessibility to ions. 1, 6, [9] [10] [11] In practice, electrodes of EDLCs are typically made of carbon-based materials including activated carbon, [12] [13] [14] [15] [16] carbon nanotubes, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] templated carbons, 10, 11, 29, 30 carbon aerogels, 31, 32 and graphene. [33] [34] [35] Porous carbon materials are attractive for EDLC electrodes due to their easy processability, non-toxicity, high chemical stability, low density, large electrical conductivity, large surface area, and relatively low cost. 1, 6, 7 The performance of EDLCs also strongly depends on the choice of electrolyte consisting of a salt dissolved in a solvent into its constituent ions. The ideal electrolyte solutions for EDLCs should feature 2 (i) large ionic conductivity and mobility for fast charge-discharge rates, (ii) large dielectric constant, (iii) large chemical and electrochemical stability resulting in a large capacitance and long device lifetime, (iv) large temperature window to deliver power and energy at both low and high temperatures, as well as (v) low volatility, flammability, and toxicity for safety considerations. The choice of electrolyte strongly influences the effective electrical resistance of EDLCs. Two principal factors affect the electrical conductivity of the electrolytes (1) the concentration of the electrolyte and its ability to dissociate in cations and anions serving as free charge carriers and (2) the mobility of the dissociated ions in the electrolyte solution. 4 In addition, the operating voltage of EDLCs is determined by the electrochemical stability window of their electrolytes. 2, 36 Above this critical voltage, electrolysis of the electrolyte occurs resulting in potential system failure and destruction. Both the energy and power densities of EDLCs depend quadratically on the maximum operating voltage. Thus, electrolytes with large electrochemical operational window are highly desirable. 2, 36 Three main types of electrolytes have been used in EDLCs, namely aqueous electrolytes, organic electrolytes, and ionic liquids. 7, 8 Two frequently used aqueous electrolytes are KOH and H 2 SO 4 at high concentrations. Both have large electrical conductivity resulting in low device impedance and fast response time. 2 However, the maximum operating voltage for aqueous electrolyte solutions is typically restricted to about 1 V due to the electrochemical stability window of water (1.23 V). 2, 4, 37 This limits the energy density of EDLCs using aqueous electrolytes. Higher voltage can be achieved by using organic electrolytes which typically allow for voltages above 2 V. 4, 37 Organic electrolytes used in commercial EDLCs generally consist of 1 M solutions of tetraethylammonium tetrafluoroborate TEABF 4 or triethylmethylammonium tetrafluoroborate TEMABF 4 in acetonitrile (AN) or propylene carbonate (PC). 2 However, the use of organic electrolytes is hindered by major limitations including their high cost, small electrical conductivity compared with aqueous electrolytes, low dielectric constant leading to smaller capacitance, complex purification procedures, as well as safety concerns due to their flammability and toxicity. 4 Finally, ionic liquids (ILs) are attractive candidates as electrolytes because of their high thermal stability, large decomposition voltage (>3 V), low
To date, optimization of the porous morphology of electrodes and electrolytes used in EDLCs has been mainly carried out experimentally, by trial and error informed by physical intuition. However, the large number of variables to be considered and the different competing phenomena previously discussed make intuitive predictions difficult. In addition, experimental approaches are typically time consuming and costly. By contrast, rigorous physical modeling and accurate numerical tools could facilitate the design and optimization of the electrode morphology and the identification of the ideal electrolyte in a more systematic and efficient way. Physical modeling of supercapacitors is made difficult by the multiple and intimately coupled interfacial and transport phenomena simultaneously occurring in the device such as (i) charge transport in the electrodes, (ii) ion transport in the electrolyte and through the porous electrode structure driven by both electric field and concentration gradients, (iii) steric repulsion among ions, and (iv) local heat generation. Another challenge in modeling EDLCs is the multiscale nature of the system and the sometimes complex porous electrode morphology with unsolvated or solvated ions around 1 nm or less in diameter, pore size ranging from one to tens of nanometers, electrodes up to hundreds of microns thick, and devices several millimeters in size.
This paper aims to present recent advances in multiphysics and multiscale continuum modeling of interfacial and transport phenomena in EDLCs. The Background section introduces basic concepts and physical phenomena taking place in EDLCs. The Equilibrium Modeling section presents equilibrium models for EDLCs illustrated by detailed simulations of three-dimensional (3D) highly-ordered mesoporous carbon electrodes. This section also offers design rules for optimum EDLCs obtained from scaling analysis applied to experimental data for porous carbon electrodes with pores featuring a wide range of shapes and sizes. The Dynamic Modeling section and the Thermal Modeling section review dynamic models governing the spatiotemporal evolution of electric potential, ion concentrations, and temperature in EDLCs for different types of electrolytes. They present numerical simulations reproducing commonly used experimental characterization techniques such as electrochemical impedance spectroscopy (EIS), cyclic voltammetry (CV), and galvanostatic cycling. Finally, this review ends by discussing limitations of existing continuum models and providing recommendations for future research.
Background
Electrical double layer theories.- Figure 1 schematically shows different electrical double layer (EDL) models proposed over time. The concept of EDL was first introduced by Helmholtz 38 who suggested that a charged surface immersed in an electrolyte solution repels ions of the same charge (positive or negative) but attracts their counter-ions. The layer of electronic charge at the electrode surface and the layer of counter-ions in the electrolyte forms what has been termed the electrical double layer. 39, 40 The Helmholtz model 38 hypothesized that counter-ions form a monolayer near the electrode surface, as illustrated in Figure 1a . This structure is analogous to that of conventional dielectric capacitors with two planar electrodes separated by a small distance H , approximated as the radius of an ion. [38] [39] [40] [41] The Helmholtz model was modified by Gouy 42 and Chapman 43 with the consideration that the ion distribution should be continuous in the electrolyte solution and given by the Boltzmann distribution. The Gouy-Chapman model accounts for the fact that the ions are mobile in the electrolyte solution under the combined effects of ion diffusion driven by concentration gradients and electromigration driven by the electric potential gradient, i.e., the electric field. This results in the so-called "diffuse layer" illustrated in Figure 1b . However, the GouyChapman model overestimates the electrical double layer capacitance because it treats ions as point-charges resulting in unrealistically large ion concentrations at the electrode surfaces. 4, 39, 40 In 1924, Stern proposed a new EDL model accounting for the finite size of ions. Stern 44 combined the Helmholtz model and the Gouy-Chapman model to explicitly describe two distinct regions, namely (1) the inner region of thickness H termed the Stern layer and (2) the outer region called the diffuse layer, as shown in Figure 1c . In the diffuse layer, the ions are mobile under the coupled influence of diffusion and electrostatic forces, and the Gouy-Chapman model applies in this layer. 36, [39] [40] [41] In 1947, Grahame 45 improved this model by eliminating a number of deficiencies. The author emphasized that in the Stern layer, specific (covalent) and non-specific adsorption of ions at the same electrode surface lead to different closest distances from the charged surface. 4, 36, 40, 41 The inner Helmholtz plane (IHP) consists of ions adsorbed by specific (covalent) forces and the outer Helmholtz plane (OHP), or Stern layer, of ion adsorbed by non-specific (electrostatic) forces. However, continuum models of EDLCs typically consider only electrostatic adsorption, corresponding to the Stern model. Note that electroneutrality does not prevail within the electrical double layer. Electric double layer capacitors.-EDLC devices consist of two electrodes supported by their respective current collectors and separated by a separator impregnated with electrolyte. Each electrode is characterized by its capacitance defined per unit surface area, called the areal capacitance, and denoted by C s (in F/m 2 ). Capacitance can also be defined per unit mass of electrode materials known as gravimetric capacitance and denoted by C g (in F/g). The total capacitance C (in F) of an electrode is thus expressed as C = C s A i = C g m where A i is the interfacial surface area between the electrode and the electrolyte, typically measured by gas adsorption porosimetry, and m is the mass of the electrode.
Furthermore, one can define the areal differential capacitance C s,di f f and the areal integral capacitance C s,int of an electrode (both in F/m 2 ) respectively as, 36 ,41,49
where q s and ψ s represent the electrode's surface charge density (in C/m 2 ) and its surface electric potential (in V) relative to the bulk electrolyte, respectively. Note that differential and integral capacitances can also be defined on a gravimetric basis. These definitions are independent of the experimental method used to measure them. However, note that capacitances measured using dynamic cycling methods may depend on the cycling period or frequency. In the limit of slow cycling, the capacitance becomes independent of the cycling rate and its value corresponds to the equilibrium capacitance. 50, 51 In the context of the the Gouy-Chapman-Stern model presented in Figure 1c , the differential, integral, and equilibrium areal capacitance of one electrode can be computed by considering the Stern and diffuse layer capacitances in series, i.e.,
where C St s and C D s are respectively the Stern and diffuse layer areal capacitances on a differential, integral, or equilibrium basis.
An EDLC device with electrodes A and B can be treated as two capacitors in series with integral capacitances C A = C s,A A i,A and C B = C s,B A i,B . Thus, the total integral capacitance C T of the device is given by
Note that EDLC devices consisting of identical electrodes, such that C A = C B , have total capacitance C T = C A /2. Alternatively, for hybrid devices with a pseudocapacitive electrode, such that C B C A , the total integral capacitance equals the smallest capacitance, i.e.,
Finally, the total energy stored in the EDLC with electrodes A and B subjected to potential difference ψ is typically approximated as E = 1 2 C int,T ψ 2 . 8, 36, 52 This suggests that in order to maximize the total EDLC energy storage, one needs to maximize the capacitance C int,T and the potential difference ψ between the two electrodes. The total capacitance C int,T can be increased by increasing the surface area A i of the porous electrodes. Note however that the areal capacitance C s,int depend on the porous structure of the two electrodes and on the accessibility of the electrode surface to ions. It may decrease as the total surface area of the electrodes increases.
RC circuit and homogeneous models.-Numerous equivalent RC circuit models [53] [54] [55] [56] [57] have been proposed and used to numerically investigate and predict the performance of EDLCs. They include but are not limited to (i) the simple series RC circuit, (ii) the so-called classical equivalent circuit 58 consisting of a resistor in parallel with a capacitor with an additional resistance in series, (iii) the three branch model with one voltage-dependent capacitance, 59 and (iv) the transmission line network model with an arbitrary number of equivalent RC circuit stages. 55, 60, 61 However, all these models suffer from several drawbacks. 62 First, they require prior knowledge of the resistance and capacitance of the actual device which are typically determined experimentally. 58 Thus, this approach can be used for control but it cannot be used for designing and optimizing the electrode architecture and electrolyte of novel EDLCs. In fact, the above models successively add variables to better fit the experimental measurements. In addition, the concept of RC circuit models is inadequate for EDLCs since this approach inherently neglects ion diffusion and the timedependent and non-uniform ion concentrations in the electrolyte. [63] [64] [65] Some intuitive arguments have been proposed to justify these RC circuit models. However, no rigorous justifications and validation have been provided. For example, the parallel resistance in the classical equivalent model was attributed to leakage current while the series resistance corresponded to the resistance of the electrolyte, the electrodes, and current collectors. 58 The transmission line network model was justified as a way to represent individual pores of the electrodes as a RC circuit connected in series. 60 However, the number of RC stages was typically small and not related to the electrode morphology. 55 Moreover, two different RC circuit models may produce the same impedance response. This suggests that fitted values of the resistances and capacitances in the RC circuit models provides "little or no direct information about the physical meaning of the elements for such models". 62 Finally, the fitted capacitance values based on complex RC circuits were also reported to underpredict those measured using other techniques. [66] [67] [68] [69] [70] Alternatively, homogeneous models were also developed to investigate the charging / discharging dynamics of EDLCs. These models treat the heterogeneous microstructure of the electrodes as homogeneous with some effective macroscopic properties determined from effective medium approximations and depending on porosity and specific area. [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] However, these models imposed the specific area capacitance or the volumetric capacitance instead of predicting them. In addition, they cannot account for the detailed mesoporous electrode architecture.
Thermal considerations.-In applications such as energy storage onboard automobiles, EDLCs should be able to operate over a wide range of temperatures corresponding to various climates and seasons. Moreover, during EDLC charging and discharging, heat is generated internally, leading to temperature rise in the device. The heat generation rate depends on the cell's design, the electrode and electrolyte materials, and the operating conditions. 83 It has been established that increasing the EDLC temperature within a reasonable range significantly increases the EDLC performance. 84, 85 This was attributed to the increase in electrolyte conductivity with increasing temperature. [84] [85] [86] [87] However, EDLC operation at elevated temperatures may also result in (i) accelerated aging, 83, [88] [89] [90] [91] (ii) increased selfdischarge rates, [88] [89] [90] 92 (iii) increased cell pressure, and possibly (iv) electrolyte evaporation. 88 For example, a 10 K temperature rise or a 100 mV increase in cell voltage approximately doubles the aging rate. 91, 92 EDLC aging results in permanent decrease in capacitance and increase in internal resistance leading, in turn, to larger heat generation rate and larger cell voltage. 55 In addition, temperature differences between cells in a series-connected EDLC module can cause voltage imbalances and destructive over-voltages of individual cells. 83, 90 To avoid these harmful effects, temperature changes in EDLCs should be controlled.
This paper reviews recent efforts in physical modeling of interfacial and transport phenomena in EDLCs under either equilibrium or dynamic cycling conditions. Its aims to provide the interested reader with all the necessary information to perform multiscale and multiphysics simulations of EDLCs under realistic conditions. It systematically presents the governing equations, boundary conditions, and constitutive relationships to predict the local electric potential, ion concentrations, and/or temperatures based on continuum theory. All models discussed adopt the Gouy-Chapman-Stern model of EDLs presented in Figure 1c . Simulations based on actual experimental measurements were used to provide physical interpretations of experimental observations and design rules to achieve maximum energy storage performance. Similarly, several thermal models with different Journal of The Electrochemical Society, 162 (5) A5158-A5178 (2015) A5161 levels of refinement are discussed as ways to predict operating temperatures and develop thermal management strategies for existing or novel EDLC designs. Comparison with experimental data reported in the literature is presented whenever possible.
Equilibrium Modeling
Governing equations: modified Poisson-Boltzmann models.-Binary and symmetric electrolytes.-For ideal electrolyte solutions with non-interacting ions treated as point charges, the electric potential is governed by the Poisson-Boltzmann (PB) equation. [93] [94] [95] [96] [97] [98] [99] The concentration profile of each ion species is given as a function of the local electric potential by the Boltzmann distribution. However, numerous studies have established that accounting for finite ion size is essential in order to accurately simulate electrical double layers for large electric potentials and/or large electrolyte concentrations typical of EDLCs. [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] Among the models accounting for the finite size of ions, the modified Poisson-Boltzmann (MPB) models are based on the local-density and mean-field approximations and are relatively convenient both mathematically and numerically.
Binary and symmetric electrolytes consist of two ion species (i = 1 or 2) with identical (i) effective ion diameter, i.e., a 1 = a 2 = a, (ii) opposite valency, i.e., z 1 = −z 2 = z where z is a positive integer, and (iii) diffusion coefficient, i.e., D 1 = D 2 = D. Then, by virtue of electroneutrality, the bulk concentrations (in mol/L) of both ion species are identical, i.e., c 1,∞ = c 2,∞ = c ∞ . Among the different MPB models, Bikerman's model is the simplest for binary and symmetric electrolytes and is expressed as [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] 
in the diffuse layer
[4b]
where 0 and r are the free space permittivity ( 0 = 8.854 × 10 −12 F/m) and the relative permittivity of the electrolyte solution, respectively. The Boltzmann constant is denoted by k B = 1.38 × 10 −23 J/K, e = 1.602 × 10 −19 C is the elementary charge, N A = 6.022 × 10 23 mol −1 is the Avogadro number, while T is the temperature (in K). Note that under equilibrium conditions, there is no potential drop across the electrodes since there is no electric current. Therefore, the electric potential at the electrode/electrolyte interface is equal to that imposed at the current collectors. The local ion concentration c i (r) of ion species "i" at location r depends on the local potential ψ(r), solution of Equation 4 , and is expressed as 95, 99 125 The different studies 104, 105, [107] [108] [109] 115, 116, 123 have demonstrated that asymmetry in ion size and/or ion valency significantly affects the ion concentration and electric potential profiles near the electrode surface. However, to the best of our knowledge, these MPB models developed for asymmetric electrolytes have not been used to predict the capacitance of EDLCs.
Boundary conditions.-Planar electrodes.-Equations 4a and 4b are second order partial differential equations in terms of ψ(r). Each requires two boundary conditions for each dimension of space in the Stern and diffuse layers, respectively. Figure 2 shows the schematic and the coordinate system for the reference case of an EDLC with two parallel planar electrodes at electric potentials ψ s and −ψ s separated by a distance 2L, with their respective Stern layers of thickness H . This case may seem trivial as it considers very simple geometry compared with actual porous electrode morphologies. However, such geometry facilitates the numerical simulations and enables one to understand the contributions and interactions among the different physical phenomena taking place simultaneously, as illustrated in the following sections.
For binary and symmetric electrolytes, the equilibrium potential ψ(x) is antisymmetric. Thus, only half of the one-dimensional EDLC illustrated in Figure 2 may be simulated from the surface of one of the electrodes to the cell centerplane. Then, four boundary conditions are needed to solve Equation 4. They are given at the electrode/electrolyte interface (x = L), at the Stern/diffuse layer interface (x = L − H ), and at the centerplane (
where ψ s is the potential imposed at the electrode surface and H is the Stern layer thickness corresponding to half of the effective ion diameter a, i.e., H = a/2. It is important to note that the condition ψ(x = 0) = 0 V at the centerplane is not valid for asymmetric electrolytes. 125 Then, the entire electrolyte domain between the two electrodes needs to be simulated. Finally, extension of these boundary conditions to two-dimensional (2D) and three-dimensional (3D) geometries is straightforward.
Equation 4a indicates that the potential is linear in the Stern layer. Thus, the presence of the Stern layer can be accounted for via a different boundary condition to Equation 4b imposed at the Stern/diffuse layer interface located at x = (L − H ) and substituting Equations 6a and 6b by 95, 99, 126, 127 Figure 3a , the boundary conditions at the Stern/diffuse layer interface accounting for the presence of the Stern layer can be expressed as
Here, r H is the local position vector of the Stern/diffuse layer interface located at r H = R 0 + H near the electrode surfaces. Here, the parameter p is such that (i) p = 0 for planar electrodes, (ii) p = 1 for cylindrical electrodes, and (iii) p = 2 for spherical electrodes of radius R 0 . 128 In addition, r (E H ) is the electrolyte relative permittivity evaluated at the Stern/diffuse layer interface based on the local electric field E H = E(r H ) as discussed in the next section. Finally, C St s is the Stern layer capacitance predicted by the Helmholtz model and given by 93, 128, 129 
for spherical electrodes of radiusR 0 .
[9a]
[9b]
[9c]
Moreover, for cylindrical and spherical pores of radius R 0 illustrated in Figure 3b , the boundary condition at the Stern/diffuse layer interface located at r H = R 0 − H can be written as
Here also, the Stern layer capacitance C St s for cylindrical ( p = 1) or spherical ( p = 2) pores is given by the Helmholtz model expressed as
for spherical pores of radius R 0 .
[11a]
[11b]
Note that when R 0 H , Equations 8 and 10 reduce to Equation 7 for planar electrodes.
These alternative boundary conditions for planar, concave, and convex electrode surfaces were shown to accurately account for the Stern layer without explicitly simulating it in the numerical domain. This presents the advantages of reducing the number of mesh elements used by the numerical method and thus the computational time.
Such advantages become more significant with increasing electrode or pore radius and geometric complexity of the electrode architecture in general.
Constitutive relationships.-In order to solve the MPB model and the associated boundary conditions for the potential ψ(r) in EDLCs under equilibrium conditions, several properties of the electrolyte are necessary including (i) the electrolyte relative permittivity r , (ii) the ions' effective diameter a, and (iii) the ions' valency z. The relative permittivity r of polar electrolytes has often been treated as constant and equal to that of the solvent at zero field. 94, [97] [98] [99] However, the latter significantly decreases as the electric field increases to the large values typically encountered near the electrode surface of EDLCs. [130] [131] [132] In fact, the solvent dipole moments become highly oriented under large electric fields. Therefore, further orientation of the dipole moments can hardly provide more polarization leading to saturation and a decrease in the relative permittivity. [130] [131] [132] [133] [134] The Booth model accounts for the dependence of electrolyte solvent relative permittivity on the local electric field at large electric field. [130] [131] [132] It is expressed as
where E = |−∇ψ| is the norm of the local electrical field vector, r (0) is the solvent relative permittivity at zero electric field, and n is the index of refraction of the electrolyte at zero electric field frequency. Here, the coefficient β has units of m/V. Other models for r (E) were reported in Ref. [133] [134] [135] [136] [137] [138] [139] [140] [141] [142] [143] . Table I summarizes the values of r (0), n, and β associated with the Booth model for common electrolyte solvents namely water, propylene carbonate (PC), and acetonitrile (AN). Figure 4 plots the relative permittivity r as a function of electric field for water, PC, and AN predicted by the Booth model with parameters listed in Table I along with predictions by molecular dynamics (MD) simulations for PC. 150 It indicates that the relative permittivity r of AN is the smallest and decreases faster with increasing electric field E than those of water and PC. Moreover, simulations of spherical electrodes with radius less than 100 nm have established that the Stern and diffuse layers as well as the finite ion size and the field-dependent relative permittivity r (E) of the electrolyte must be simultaneously accounted for in order to simulate accurately EDLCs under large surface electric potential and electrolyte concentrations such as those encountered in EDLCs featuring ψ s ≈ 0.5-1.5 V, c ∞ ≈ 1-6 M, and E ≈ 1-5 V/nm. 93 For such conditions, r is a fraction of its value at zero-electric field for these three electrolytes.
Moreover, the dielectric constant may be affected by polarization of the electrodes caused by the presence of ions in high concentration in the EDL and whose dielectric constant may differ from that of the solvent. 151 This effect can be accounted for via an additional chemical potential contribution based on the local effective dielectric constant expressed as a function of the ion volume fraction. 152 Other input parameters to the equilibrium model include the ions' effective diameter a and their valencies z. that smaller bare ions tend to become more solvated resulting in larger solvated effective diameters. 95, 99 Also, the solvated effective ion diameter tends to decrease with increasing concentration. 153, 154 Areal capacitances of planar electrodes.-Due to charge conservation, the total amount of charge Q s in the electrode is equal to that present within the EDL. For planar electrodes, the electrode/electrolyte interfacial area A s and the Stern/diffuse layer interfacial area A d are equal so that A s = A d . However A s and A d are different for non-planar surfaces. In general, Q s can be computed by integrating the surface charge density q s = 0 r E · n over the surface A s or A d according to 39, 163 
where E = −∇ψ is the local electric field vector and n is the local outward normal unit vector at the surface considered. First, the equilibrium Stern layer capacitance C St s,eq can be predicted from the Helmholtz model given by Equations 9 and 11 using the dielectric permittivity r (E H ) estimated for the electric field vector E H predicted at 
where λ D is the Debye length for binary and symmetric electrolytes defined as λ D = 0 r k B T /2e 2 z 2 N A c ∞ and corresponding to an estimate of the EDL thickness. 39 The packing parameter ν p is defined as 95, 99 It represents the ratio of the total bulk ion concentration 2c ∞ to the maximum ion concentration c max = 1/N A a 3 assuming a simple cubic ion packing and is always less than unity. 93, 95, 99, 146 Then, combining Equations 2 and 15, the equilibrium areal capacitance for planar electrodes C s,eq, planar can be written as
Despite the convenient expression for C D s,eq, planar given by Equation 15 , the potential ψ D remains unknown and needs to be determined by solving numerically the MPB model. Scaling analysis presented in Section Scaling Analysis will demonstrate that ψ D is conveniently related to ψ s by a power law.
Simulations of EDLCs with ordered porous electrodes.-Most continuum simulations of EDLCs have been limited to onedimensional (1D) or quasi-two-dimensional electrode structures and/or have relied on fitting parameters. 146 To the best of our knowledge, Wang et al. 146 presented the first simulations of EDLCs with three-dimensional (3D) mesoporous electrodes consisting of highlyordered and monodisperse mesoporous carbon spheres arranged in close packed structures. These simulations also accounted for the finite ion size as well as for the dependence of the electrolyte relative permittivity on the local electric field given by the Booth model [ Equation 12 ] and were obtained using only properties reported in the literature. Due to the complex electrode morphology, the mesoporous structure was simplified by considering the areal capacitances of closely-packed non-porous carbon spheres and of a single mesopore inside a carbon matrix separately. Their Stern layer capacitance C St s,eq was estimated from the Helmholtz model while the diffuse layer capacitance C D s,eq was computed numerically by assuming ψ D = ψ s , i.e., by ignoring the Stern layer in the computational domain. The numerical predictions were in good agreement with the results reported by Liu et al. 165 for closely packed monodisperse mesoporous carbon spheres 250 nm in diameter with 10 nm mesopores for 1 M TEABF 4 in PC as the electrolyte. The results also indicated that the Stern layer capacitance and the field-dependent permittivity r (E) need to be accounted in order to properly estimate the porous electrode capacitance.
To avoid this simplification and faithfully simulate the porous electrode morphology, Wang 166 with (a) highly ordered macropores and (b) mesoporous walls separating the large pores. Figures 5c and 5d show schematics and dimensions of the mesoporous structure simulated. The dimensions of the simulated electrode structure were identical to those of the bimodal mesoporous carbon CP204-S15 electrodes synthesized. 166 Figure 6 shows the measured gravimetric capacitance C g (in F/g) of different bimodal carbon films 166 as a function of the specific surface area, ranging from 910 to 1030 m 2 /g, obtained using 1 M TEABF 4 in PC. Figure 6 also shows the numerically predicted gravimetric capacitance as a function of specific surface area. The latter was varied by changing the macropore radius R 0 from 50 to 150 nm while other geometric parameters such as the carbon wall thickness and mesopore radius respectively remained 2 and 7 nm and identical to those of CP204-S15 mesoporous carbon. 166 The numerical results were obtained using either the solvated or the non-solvated effective ion diameters reported in the literature as a = 1.40 nm 159, 160 or a = 0.68 nm, 158 respectively. It is evident that the predicted and experimentally measured gravimetric capacitances C g increased linearly with increasing specific surface area. The predicted slope of C g versus specific surface area corresponded to constant areal equilibrium capacitances of C s = 7.4 or 10.2 μF/cm 2 when using solvated or non-solvated ion diameter, respectively. 128 This trend agreed very well with the experimental data reporting an areal capacitance of 9.4 F/cm 2 . 166 These results also indicate that the choice of solvated versus non-solvated effective ion diameters makes a significant difference in the simulation results. Unfortunately, their values are not always reliably known.
Scaling analysis.-The previous section discussed equilibrium simulations accounting for the 3D porous structure of carbon electrodes. However, this type of simulations is limited to highly-ordered porous structures for which symmetry in the geometry and antisymmetry in the potential can be invoked to simplify the geometry and boundary conditions of the simulations. Unfortunately, many electrodes feature disordered, non-spherical, and/or polydisperse pores. At this time, such complex structures cannot be faithfully simulated numerically, even under equilibrium conditions, due to the computational cost required to simulate a representative elementary volume of the electrode. Alternatively, scaling analysis has been used by physicists and engineers to identify similarity behavior in complex systems. This section present how scaling analysis could be used to reduce the large number of design parameters of EDLCs to a few meaningful dimensionless numbers accounting for the dominant physical phenomena governing the behavior of the device. Then, engineering correlations can be derived relating the different dimensionless numbers identified using semi-empirical coefficients determined from a wide range of experimental data. Planar electrodes.-Dimensional analysis of the MPB model for binary and symmetric electrolytes given by Equations 4a and 4b can be performed by scaling the spatial coordinate x by the Debye length λ D and the local potential ψ by the thermal voltage k B T /ez. The latter represents the voltage that would induce an electrical potential energy equivalent to the thermal energy of an ion of charge z. Then, the dimensionless variables are such that x * = x/λ D and ψ * = ψ/(k B T /ez).
167
Four dimensionless similarity parameters arise from the scaling analysis of the MPB model given by Equations 4 to 11, namely
where ψ * s is the dimensionless surface potential, ν p is the packing parameter, a * is the dimensionless ion diameter, and L * is the dimensionless electrolyte layer thickness for planar electrodes. For cylindrical or spherical particles or pores, the spatial coordinate is r in cylindrical or spherical coordinates and the characteristic length scale is the average pore radius R 0 . This analytical expression can be conveniently used to predict the equilibrium areal capacitance of planar electrodes, assuming r to be constant, without solving the MPB model. Actual porous carbon electrodes.-In order to assess the applicability of the above scaling analysis to actual carbon-based porous electrodes, a wide range of experimental data was collected from the literature. They were selected to ensure that the electrolytes were binary and symmetric and the reported capacitance corresponded to the equilibrium areal capacitance. 167 Table III summarizes the experimental data reported in the literature for EDLCs with various electrolytes, electrode average pore radii R 0 , and potential windows ψ = 2ψ s , along with the corresponding range of the experimentally measured equilibrium areal capacitance, denoted by C s,eq,ex p (μF/cm 2 ). The electrodes consisted of various micro and mesoporous carbons with average pore Figure 7a plots a total of 56 experimental data points for the equilibrium areal capacitance C s,eq,ex p as a function of the average pore radius R 0 for the experimental data summarized in Table III . The equilibrium areal capacitance varied between 5.5 and 47 μF/cm 2 due to the wide range of electrolytes, electrode morphologies, pore sizes, and potential windows considered. No obvious trend was apparent. Figure 7b shows the same data plotted in terms of the ratio C s,eq,ex p /C s,eq, planar as a function of (R * 0 − a * /2) where C s,eq, planar was predicted by Equation 18. The dimensionless numbers associated with the experimental data were such that 23 ≤ ψ * = 2ψ * s ≤ 90, 0.1 ≤ ν p ≤ 0.57, 1.6 ≤ a * ≤ 4.05, and 1.4 ≤ R * 0 ≤ 40.2. Figure 7b indicates that C s,eq,ex p /C s,eq, planar decreased from 0.5 to about 0.1 as (R * 0 − a * /2) increased from 0 to 40. First, it is remarkable that the experimentally measured equilibrium areal capacitances C s,eq,ex p of such different mesoporous carbon electrodes had the same order of magnitude as the theoretical areal capacitance for planar electrodes C s,eq, planar . In addition, plotting the data in terms of C s,eq,ex p /C s,eq, planar versus (R * 0 − a * /2) significantly reduced the scatter compared with Figure 7a . In fact, the dimensionless plot described a consistent trend. The capacitance ratio C s,eq,ex p /C s,eq, planar increased as the dimensionless pore radius R * 0 decreased and approached the dimensionless non-solvated ion radius a * /2. On the other hand, the capacitance ratio C s,eq,ex p /C s,eq, planar reached a plateau around 0.08 as R * 0 − a * /2 exceeded ∼10. The scatter in the experimental data and the fact that C s,eq,ex p differs from C s,eq, planar for large values of R 0 can be attributed to the following main reasons: 167 (i) The electrodes' pores feature a polydisperse size distribution whereas the scaling analysis used the average pore radius. (ii) The relative permittivity r was assumed to be constant in the predictions of C s,eq, planar . However, r decreases significantly under the high electric fields encountered in actual EDLCs. 93, 99, 146 (iii) The electrolytes were assumed to be symmetric while actual anions and cations may have different ion diameters. And (iv) the assumption of simple cubic packing associated with the packing parameter ν p used in the MPB model may be overly simplistic.
Overall, scaling analysis indicates that the equilibrium areal capacitance of mesoporous carbon electrodes with binary and symmetric The geometric function f (R * 0 − a * /2) increased sharply as the pore radius approached the ion radius, i.e., R 0 ≈ (a/2) + or (R * 0 − a * /2) → 0 + . On the other hand, it converged to a constant in the limiting case when pores were large compared with the ion radius, i.e., R 0 a/2 or (R * 0 − a * /2) 1. Then, the effect of the pore curvature on the areal capacitance was negligible. Note also that the function f (R * 0 − a * /2) reached this constant value very rapidly for (R * 0 − a * /2) larger than 2-3. This suggests that electrode's pores should be as monodisperse as possible and their diameter should match those of the ions. Both of these criteria can be achieved with carbide-derived carbons which featured large capacitances. Here, N i (r, t) is the ion mass flux vector of ion species "i" (in mol/m 2 s) at location r and time t defined as
where F = eN A is the Faraday constant and D is the diffusion coefficient of both ion species. This model accounts for finite ion size and is applicable to cases with large electric potential and/or electrolyte concentrations. On the right-hand side of Equation 21 , the three terms contributing to the ion mass flux N i correspond to ion diffusion, electrostatic migration, and a correction due to the finite ion size, respectively. 95, 99 Finally, the electric potential within the electrodes is governed by the continuity equation combined with Ohm's law to give, 185, 186 ∇ · (σ s ∇ψ) = 0 [22] where σ s is the electrical conductivity of the electrode material. Note that Equations 20 to 22 are coupled and thus must be solved simultaneously subject to proper initial and boundary conditions. Initial and boundary conditions.-Zero electric potential and uniform ion concentrations equal to the bulk concentrations c i,∞ are typically used as initial conditions for solving the MPNP model in the electrolyte, i.e.,
The boundary condition imposed at the current collector/electrode interface depends on the experiments simulated such as impedance spectroscopy (EIS), cyclic voltammetry (CV), or galvanostatic charging and discharging of EDLCs. For EIS measurements, the imposed electric potential can be expressed, in complex notation, as 41, [187] [188] [189] ψ s (t) = ψ dc + ψ 0 e i2πf t . [24] This harmonic potential consists of two components: (i) a timeindependent "DC potential" ψ dc and (ii) a periodically oscillating potential with a small amplitude ψ 0 around the DC component. [189] [190] [191] The imaginary unit is denoted by i (i.e., i 2 = −1) while f is the frequency expressed in Hz.
In CV measurements, the potential at the current collector/ electrode interface ψ s varies periodically and linearly with time t according to,
where v is the scan rate in V/s, m(= 1, 2, 3, . . .) is the cycle number, and τ CV = (ψ max − ψ min )/v is half the cycle period. The latter represents the time during which the surface potential varies from its maximum ψ max to its minimum ψ min value or vice versa. The difference (ψ max − ψ min ) is the so-called "potential window". The corresponding boundary conditions in the 1D situation illustrated in Figure 2 for an EDLC devices made of planar electrodes are given by
Galvanostatic cycling consists of imposing a constant current density ± j s at the electrode surface. Mathematically, the following 1D boundary condition is imposed at the electrode surface,
where τ G is the cycle period and m = 1, 2, 3, . . . is the cycle number. The opposite electrode surface may be grounded such that ψ(L +L s , t) = 0 V. Note that this reference potential is arbitrary and affects neither the ion transport nor the resulting current and capacitances. 192 Finally, in all cases, the electric potential and current density were continuous across the electrode/electrolyte interfaces at x = ±L, i.e.,
The boundary conditions accounting for the Stern layer used in equilibrium modeling and given by Equations 7 to 11 remain valid for the above transient characterization methods. 128 Finally, the ion mass flux vectors vanish at the Stern/diffuse layer interfaces located at
Constitutive relationships.-In addition to the constitutive relationships presented previously for equilibrium modeling, the diffusion coefficient D i of each ion in the electrolyte and the electrical conductivity σ s of the electrode materials are necessary in dynamic modeling of EDLCs. Table II summarizes the diffusion coefficient of various ions in commonly used electrolyte solutions. In addition, carbon is the material of choice for EDLC electrodes. Its electrical conductivity σ s can vary from 10 −6 to 10 2 S/m depending on its atomic structure. 193, 194 Data processing.-For the 1D device with planar electrodes shown in Figure 2 , the current density j s (t) at the electrode/electrolyte interface located at x = −L can be written as 125, 195 
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Electrochemical impedance spectroscopy (EIS) consists of imposing the potential ψ s (t) given by Equation 24 . The resulting electric current j s (t) is measured and decomposed as j s (t) = j dc + j 0 e i(2πf t−φ) [31] where j dc and j 0 are the DC current density and amplitude of the current density around its DC component, respectively; while φ( f ) is the frequency-dependent phase angle between the harmonic potential ψ s (t) and the current density j s (t). The complex electrochemical impedance Z is defined as 41, [187] [188] [189] 
where Z and Z (expressed in m 2 ) are the real and imaginary parts of the impedance, respectively. Based on the equivalent series RC circuit, the resistance and differential capacitance per unit surface area are given by 41, [87] [88] [89] 96 
where Z is the out-of-phase component of the measured impedance. 41, 197 Note that EIS cannot measure the integral capacitance C s,int . 198 Alternatively, cyclic voltammetry (CV) consists of imposing a triangular potential ψ s (t) as a function of time [Equation 26 ] and measuring the resulting current density j s (t). The results are typically plotted in terms of current or current density j s (in A/m 2 ) versus electrode potential ψ s , referred to as "CV curves". The surface charge density q s accumulated at the electrode surface during one cycle can be estimated by computing the area enclosed by the CV curves. Then, the areal differential C s,di f f and integral C s,int capacitances of one electrode are obtained as functions of the measured current density j s at the scan rate v = |dψ s /dt| (in V/s) according to,
Note that at low scan rates, the areal integral capacitance is independent of scan rate and equal to the equilibrium capacitance of the electrode, i.e., C s,int (v → 0) = C s,eq . Note that Equation 34 gives the expressions for the capacitances C s,di f f and C s,int of one electrode and not those of the entire EDLC device. The galvanostatic cycling method consists of charging and discharging the EDLC at constant current ± j s [Equation 27 ] while measuring the cell or device potential ψ s (t). It can be used to measure both differential and integral capacitances according to, [35] where τ G/2 is the time required to vary the electric potential from ψ min to ψ max or vice versa under imposed current ± j s . The integral capacitance is more commonly reported than the differential capacitance for EDLCs tested using galvanostatic cycling method. 50, [199] [200] [201] [202] [203] [204] Note that in galvanostatic measurements, the areal capacitances C s,di f f and C s,int calculated using Equations 35 are identical only when the measured electric potential varies strictly linearly with time. In fact, under very low electric potential ψ s (for CV measurements) and low current j s (for galvanostatic measurements), the surface charge density varies linearly with potential and C s,di f f = C s,int .
99
Sample simulations: physical interpretation of CV curves. performed 1D simulations of the two-electrode system illustrated in Figure 2 to provide physical interpretations of experimentally observed CV curves. Figure 8a shows the current density j s versus surface potential ψ s curves predicted from CV simulations for aqueous KCl electrolyte, treated as binary and symmetric, for three values First, it is worth noting that the numerically generated CV curves are very similar to those obtained experimentally with EDLCs for different potential windows. 205, 206 Second, the three simulated CV curves reached a maximum current density at about ψ s = 0.2 V during discharging while j s decreased at larger surface potential. This hump is typical of experimental CV curves. 1, 205, [207] [208] [209] Different interpretations have been proposed in the literature to explain this hump including (i) electrolyte starvation due to limited amount of ions at low concentrations, 158, 210 (ii) redox reactions at the electrode surface, 1, [207] [208] [209] [211] [212] [213] [214] [215] [216] [217] (iii) different ion mobilities between anions and cations, 215 and (iv) saturation of ions at the electrode surface. 205, 206 However, there was no clear evidence and definitive explanation to the commonly observed hump in the CV curves.
To physically interpret the simulated CV curves, Figure 8b shows the surface anion Cl − concentration c 2 as a function of surface potential ψ s for the same cases considered in Figure 8a . It also plots the maximum ion concentration c max = 1/N A a 3 . It is evident that the surface anion concentration c 2 increased rapidly with increasing potential up to ψ s = 0.2 V. This regime corresponded to the increase in current density j s shown in Figure 8a due to the formation of an EDL of Cl − anions before their concentration reached its maximum at ψ s = 0.2 V. For ψ s > 0.2 V, the anion concentration asymptotically approached its maximum value c max . In this regime, the ion accumulation near the electrode surface became slower as the electric potential increased due to steric repulsion resulting in decreasing current density j s [ Figure 8a ]. Overall, these results demonstrate that the hump observed experimentally in CV curves for EDLCs can be attributed to the saturation of the electrode surface with closely packed ions as proposed in Ref. 205 and 206 based on experimental results. The hump does not appear to be caused by electrolyte starvation, redox reactions, or different ion mobility since these phenomena were not accounted for in the simulations. Sample simulations: Galvanostatic cycling.-Simulations of galvanostatic cycling for binary and symmetric 192 or asymmetric 218 electrolytes and of EIS 198 can be found in the literature. These studies were also able to qualitatively reproduce experimental measurements and provide physical interpretation based on interfacial and transport phenomena. For example, Figure 9a shows the electric potential ψ(x = −L , t) computed at the electrode surface located at x = −L (Figure 2 as a function of time t. 192 The simulations were performed for electrolyte of thickness L = 50 μm at 298 K consisting of 1 M TEABF 4 in PC and treated as binary and symmetric with z = 1, a = 0.68 nm, D = 1.7 ×10 −7 m 2 /s, c ∞ = 1 M, and r = 66.1. 192 The EDLC was cycled at a constant current j s = 14 mAcm −2 with a cycle period t c = 10 ms. This current density was within the range of typical experimental values. The combination of j s and t c was chosen to yield a realistic maximum potential of 2.5 V for commercial EDLCs using organic electrolytes. However, the cycle period t c was very small because the planar EDLC simulated charged very rapidly compared with actual porous electrodes. Figure 9a shows that the surface potential varied almost linearly between the minimum potential of 0 V and the maximum potential of 2.5 V and resembles typical galvanostatic cycling measurements on EDLCs. Figure 9b shows the corresponding concentration c 2 (x, t) of BF − 4 anions as a function of location x at several times during a charging step near the same electrode. It indicates that surface ion concentration increased over time from initial concentration c ∞ = 1 M to c max = 1/N A a 3 = 5.3 M as the EDL formed. As charging proceeded, the closely packed ion layer at the electrode surface became thicker and the EDL region propagated inside the electrolyte domain. It is interesting to note that the ion concentration decreased from c max to c ∞ over a very narrow spatial region featuring steep concentration gradients. This will result in significant local heat generation, as discussed in the Thermal Modeling section. [36b]
[36c] Here, the general expression for mass flux vector N i of ion species "i" is defined as
For vanishing ion diameter (a i = 0), the GMPNP model reduces to the classical PNP model. 95 In addition, for binary and symmetric electrolytes such that N = 2, a 1 = a 2 = a, z 1 = −z 2 = z, and D 1 = D 2 = D, the GMPNP model reduces to the MPNP model 99 presented in the Dynamic modeling section.
Here also, uniform ion concentrations and zero electric potential given by Equation 23 can be used as initial conditions. Note that electroneutrality in the electrolyte requires that ]. Finally, constitutive relationships and properties used in the MPNP model can also be used for the GMPNP model. Note that the continuum models treat ion diffusion coefficient D i , ion diameter a i , and valency z i as independent variables. In reality, ions with large effective diameter and/or valency have typically smaller diffusion coefficient, 153, 154, 156 as illustrated in Table II .
Scaling laws in CV measurements.-Dimensional analysis of the GMPNP model along with the boundary conditions reveal that CV simulations with binary and asymmetric electrolytes with planar electrodes were governed by twelve dimensionless similarity parameters expressed as
[38]
Here, v * is the dimensionless scan rate. It can be interpreted as the ratio of the ion diffusion time scale (
125 Here, the Debye length for asymmetric electrolytes with N ion species is expressed as
Moreover, ψ * max and ψ * min are the dimensionless maximum and minimum surface potentials, respectively, scaled by the thermal potential R u T /z 1 F. They can also be interpreted as the ratio of characteristic times to reach ψ max or ψ min and the characteristic time τ th at scan rate v. 125 Here, ν p,1 represents the packing parameter due to finite ion size of ion species "1". Note that v * , ψ * max , ψ * min , L * , a * 1 , and ν p,1 were identical to or direct combinations of the similarity parameters identified for the CV simulations of EDLCs with binary and symmetric electrolytes. 195 When considering binary and asymmetric electrolytes, three additional dimensionless numbers appear, namely 
Moreover, a dimensionless areal integral capacitance can be defined as
where C s,int is defined by Equation 34 . Graphically, C * s,int corresponds to the area enclosed by the j * s versus ψ * s curve. The dimensionless capacitance C * s,int , for binary asymmetric electrolytes, depends on the twelve dimensionless numbers defined in Equation 38 . However, finding a correlation such as that found for C * s,eq, planar could be very challenging and time consuming. Instead, Wang et al. 125 identified a scaling law for EDLC integral capacitance in CV measurements with binary and asymmetric electrolytes between two planar electrodes. Figure 10a shows the double layer areal integral capacitance C s,int predicted from CV simulations as a function of scan rate v ranging from 10 −2 to 10 8 V/s for cases with different dimensionless parameters
s , and L * s . 125 It is evident that the C s,int versus v curves differed significantly from one case to another due to the broad range of parameters considered. Figure   Figure 10 . Predicted (a) capacitance C s,int as a function of scan rate v and (b) ratio C s,int /C s,eq as a function of (τ RC /τ CV )(1 + 80/σ * s ) obtained from CV simulations for different cases with various dimensionless parameters
10b shows the same data as those shown in Figure 10a but plotted in terms of C s,int /C s,eq as a function of (τ RC /τ CV )(1 + 80/σ * s ) where C s,eq is the equilibrium capacitance corresponding to the maximum integral capacitance and the plateau observed in C s,int at low scan rates. Here, τ RC is the "RC time scale" for binary and asymmetric electrolytes corresponding to the characteristic time of ions' electrodiffusion 63 and τ CV is the half cycle period of CV measurements. They are expressed as,
where
represent the characteristic times for ions to diffuse across the EDL and from one electrode to the other, respectively. The ratio τ RC /τ CV can also be
First, it is remarkable that all the curves in Figure 10b collapsed on a master curve irrespective of the different values of the above dimensionless similarity parameters. Second, Figure 10b indicates that two regimes can be clearly identified: 125 (i) τ RC τ CV corresponds to the quasi-equilibrium or ion diffusion-independent regime and (ii) τ RC τ CV corresponds to the ion diffusion-limited regime. In the diffusion-independent regime, ion and charge transports are fast enough to follow the change in the surface potential ψ s (t), unlike in the diffusion-limited regime. Note that when σ * s is very large (e.g., σ * s 80), the charge transport in the electrode is much faster than that in the electrolyte. Then, the potential drop across the electrode is negligible and it suffices to simulate the electrolyte to numerically generate CV curves. 125 This result also suggest that the electrode material should be such that σ * s 80 for potential drop through the electrode to be negligible. Finally, note that this analysis is also valid in the limiting case of binary and symmetric electrolytes when z * 2 = −1, a * 2 = a * 1 , and D * 2 = 1, as considered in Refs. 63, 184, 195 , and 219.
Thermal Modeling
Introduction.-Experimental studies of EDLCs have shown that galvanostatic cycling under current ±I s (in A) caused an overall temperature rise from cycle to cycle as well as superimposed temperature oscillations with the same frequency as the charge-discharge cycles. 83, 88, 89, 92, [220] [221] [222] The overall temperature rise corresponded to irreversible Joule heating, while temperature oscillations were attributed to reversible heating. 92, 220, 221 Temperature measurements at the surface of a 5000 F commercial EDLC during galvanostatic cycling showed that the overall temperature rise in a thermally insulated EDLC was approximately linear and proportional to I 2 s . 92 The reversible heat generation rate within an EDLC was empirically found to be exothermic during charging, endothermic during discharging, and proportional to I s . 92, 221 Thermal modeling of EDLCs aims to predict the temperature of EDLCs under specific operating conditions in order to avoid the negative effects associated with high temperature operation discussed earlier. In addition, detailed thermal models can be used to identify the different local interfacial and physical phenomena responsible for heat generation and to determine their respective contributions. Several fundamental questions are of particular interest: while Joule heating is well understood, what physical processes are responsible for reversible heat generation resulting in the experimentally-observed temperature oscillations? Also, does the reversible heat generation rate vary significantly with time and location within the EDLCs? These questions are addressed in the following sections.
Volume-averaged thermal modeling of EDLCs.-Volumeaveraged thermal models of EDLCs assume that the temperature in the device is uniform and dependent only on time. Then, thermal energy balance performed on the entire EDLC yields the following governing equation for the volume-averaged device temperatureT (t) 92, 223, 224 C th dT dt =Q(t) − (T − T ∞ ) R th [42] where C th is the heat capacity of the device (in J/K) andQ(t) is the internal heat generation rate (in W). The term (T −T ∞ )/R th represents the heat transfer rate (in W) from the device to its surroundings at temperature T ∞ . The associated thermal resistance R th (in K/W) can be expressed as R th = 1/h A, whereh is the average convective heat transfer coefficient (in W/m 2 K) and A is the external surface area of the device (in m 2 ). The total heat generation rateQ(t) consists of an irreversible and a reversible contribution, i.e.,Q(t) =Q irr (t) + Q rev (t).
During galvanostatic cycling, the current is a square signal of magnitude I s with cycle period t c . Then, the irreversible heat generation rate is constant and equal toQ irr = I 2 s R, where R is the electrical equivalent series resistance of the EDLC. 92, 221, 225 Note, however, that most thermal models ignoredQ rev and determined R experimentally. 88, 91, 92, 224 Schiffer et al. 92 developed an ad hoc model for the reversible heat generation rateQ rev based on the fact that the entropy of the ions (i) decreased during charging as ions became more ordered due to EDL formation and (ii) increased during discharging as the ions returned to their disordered state corresponding to uniform ion concentrations. 92 These processes were respectively exothermic and endothermic to satisfy the second law of thermodynamics. 92 The derivation assumed that the EDL consisted of a monolayer of ions (Helmholtz model) and that the cell capacitance C T was independent of the cell voltage. For a binary and monovalent electrolyte with symmetric ion size, the total reversible heat generation rate (in W) was expressed as [43] where V 0 and V S are the total electrolyte volume and the Stern layer volume, respectively. The expression ofQ rev given by Equation 43 has been used in various studies. 91, 222, 224 Unfortunately, the volumes V 0 and V S are difficult to evaluate for porous electrodes of commercial EDLCs. Instead, the value of ln (V S /V 0 ) was used as a fitting parameter to match the model predictions with experimental data. A similar but simpler approach is to assume the reversible heat generation rate to be a square wave expressed asQ rev (t) = +αI s during charging andQ rev (t) = −αI s during discharging where α is a positive semiempirical parameter specific to each device (in V). 225 Finally, the energy conservation Equation 42 is a first-order linear ordinary differential equation requiring only one initial condition often taken as room temperature, i.e.,T (t = 0) =T 0 . The temperatureT (t) can be expressed as the sumT (t) =T irr (t) +T rev (t) whereT irr (t) andT rev (t) correspond to the contributions of the irreversible and reversible heat generation rates to the temperature rise, respectively. [45]
Temperature predictions obtained by solving Equation 42 showed good agreement with experimental data reported in the literature 92, 88 for different commercial devices using C th , R th , R provided by the manufacturer while the parameter α was estimated as α = 2C th T rev /I s t c from the amplitude of the temperature oscillations T rev measured experimentally under oscillatory steady-state conditions. 225 Overall, the above volume-averaged model provides a rapid and easy way to predict the temperature of commercial EDLCs. It can be used to design appropriate thermal management strategies of individual or modules of EDLCs and to control charging and discharging for maximizing performance and minimizing aging. 91, 224 Unfortunately, it cannot predict the thermal behavior of new EDLC designs without preliminary testing. More importantly, it cannot predict the spatiotemporal evolution of temperature within the device.
Local thermal modeling of EDLCs.-Local thermal models aim to predict the spatiotemporal evolution of the local temperature within the electrolyte, electrode, and current collector of an EDLC device. This can be achieved by solving the heat diffusion equation within the cell expressed as
Here ρ, c p , and k are the density, specific heat, and thermal conductivity of the current collector, electrode, or electrolyte. In addition,q
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Journal of The Electrochemical Society, 162 (5) A5158-A5178 (2015) is the local volumetric heat generation rate (in W/m 3 ). 223 It can be treated as uniform in the current collector and in the electrode and corresponds to irreversible Joule heating, i.e.,q = j 2 s /σ s . In the electrolyte, the heat generation rate can be divided into irreversible and reversible contributions such thatq =q irr +q rev .
Equation 46 has been solved for two-dimensional 89, 222 and threedimensional cases. 220, 226, 227 Here also, most simulations considered the local temperature rise due only to irreversible heating but did not account for reversible heat generation. 89, 90, 220, 226, 227 The heat generation rate was prescribed as either (i) uniform throughout the entire device, 89, 220, 222, 226, 227 (ii) uniform in the "active components," i.e., the electrodes and separator, 226, 227 or (iii) as having different values in the current collectors, electrodes, and separator. 90 Thermal models accounting for reversible heating 222 used the reversible heat generation rate in the electrolyte predicted by Schiffer et al. 92 assumed to be uniform, i.e.,q rev =Q rev /V where V is the electrolyte volume. Moreover, most of the local thermal models used experimental measurements to retrieve input parameters necessary to solve the model. 89, 90, 226, 227 Local thermal models with uniform heat generation rates have shown good agreement with experimental temperature measurements for experimentally characterized EDLC devices. 89, 222 However, they are semi-empirical models relying on experimentally measured device properties and ignoring the detailed electrochemical phenomena taking place during cycling. Thus, they are unable to predict (i) local variations in the heat generation rate, (ii) the performance of novel and untested EDLC designs, or (iii) how different device designs or materials would affect the thermal performance.
Recently, d'Entremont and Pilon 192, 218 developed a local thermal model of EDLCs, from first principles, to predict the local irreversible and reversible heat generation rates based on the ion transport and on conservation of energy. The ion transport was modeled using (a) the MPNP model, presented in the Modified Poisson-NernstPlanck model section, for binary and symmetric electrolytes 192 or (b) the GMPNP, discussed in the Generalized modified Poisson-NernstPlanck model section, for asymmetric electrolytes. 218 The derivation of the energy conservation equation accounted for heat conduction and energy transport by ion mass fluxes. 192, 218 The authors also obtained the well-known heat diffusion equation given by Equation 46 and rigorously derived an expression forq given bẏ q =q E +q S =q irr +q rev .
[47]
Here,q E = j · E is the heat generation associated with ions decreasing their electric potential 192, 228, 229 andq S is the so-called "heat of mixing". 228, 230 First, the irreversible volumetric heat generation rate, corresponding to Joule heating, was derived as one of three contributions toq E and expressed asq irr = j 2 /σ e , where j is the local ionic current density (in A/m 2 ) and σ e is the local electrolyte conductivity (in S/m). For an electrolyte with N ion species "i" of valency z i and concentration c i , the current density j and the electrolyte conductivity σ e can be expressed as, 48, 231 
Second, the reversible heat generation rateq rev arose in the EDL region due to the concentration and temperature gradients. 192 
Note thatq E,d andq E,s differ from zero only in the presence of an ion concentration gradient ∇c i . On the other hand, the heat of mixing was such thatq S =q S,c +q S,T with the termsq S,c andq S,T arising from concentration gradients and from the temperature gradient, respectively. In the general case of asymmetric electrolytes, they were expressed as 218 q S,c = 3 32π
[51]
Note thatq S,T was found to be negligible compared withq E,d ,q E,s , andq S,c for all cases simulated. 192, 218 However, the latter three terms were of similar magnitude and particularly large near the electrode surface.
The numerical results indicated thatq irr was constant and uniform throughout the electrolyte for both symmetric 192 and asymmetric 218 electrolytes, as assumed in existing local models. 89, 90, 220, 226, 227 It decreased with increasing valency |z i | or diffusion coefficient D i of one or both ion species due to the resulting increase in electrical conductivity σ e of the electrolyte. By contrast, the reversible heat generation termq rev was highly non-uniform, unlike what was assumed in the different implementations of Schiffer's model. 222 It was exothermic during charging, endothermic during discharging, and localized to a narrow region mainly in the EDL forming near the electrodes. 192, 218 For symmetric electrolytes,q rev was proportional to the current density j, as observed experimentally, and had the same magnitude but opposite signs near each electrode of the EDLC. However, in the general case of asymmetric electrolytes,q rev was spatially asymmetric and, near a given electrode, was governed by the properties of the counterion. It increased with increasing valency |z i | and decreasing ion diameter a i but was independent of diffusion coefficient D i . Figure 11 shows (a) experimental temperature measurements from a commercial EDLC with porous carbon electrodes under galvanostatic cycling 92 and (b) numerical temperature predictions at the centerline of an EDLC with planar electrodes illustrated in Figure 2 usingq irr = j 2 /σ e andq rev given by Equations 49 to 51 for a binary and symmetric electrolyte. 192 The numerical predictions closely resembled those measured experimentally on the EDLC's casing. 192 Furthermore, predicted temperature oscillations near the electrode surface were larger and more angular than those at the centerline whereq rev was negligible 192 (not shown). The oscillations became smaller, smoother, and more delayed with increasing distance from the electrode surface as the reversible heat generated in the EDL was conducted to the rest of the electrolyte. These numerical results were also observed experimentally. 222 Therefore, temperature oscillations measured on the EDLC casing underestimate the internal temperature oscillations which can be very large near the electrode which may result in premature degradation of EDLC materials or electrolyte.
Finally, scaling analysis was also performed 232 for the local thermal model developed for binary and symmetric electrolytes. 192 It shows that reversible and irreversible heat generation rates were governed by seven dimensionless parameters that can be used to develop Overall, local thermal models derived from first principles qualitatively predicted the experimentally observed thermal behavior of EDLCs. The rigorous theoretical derivation offers insight into the physical causes of EDLC heating and its detailed spatial and temporal evolution. In practice, to reduce heat generation in EDLCs, electrolytes should feature large bulk concentrations c i,∞ and at least one ion species with large diffusion coefficient to achieve large electrical conductivity. In addition, electrolytes chosen to yield large capacitance via ions with large valency |z i | and/or small diameter a i are likely to feature large reversible heat generation rates generated near the electrode surfaces.
Conclusions and Prospects
Significant progress has been made in physics-based continuum modeling of EDLCs under both equilibrium and dynamic conditions. To accurately simulate actual EDLCs, the models should simultaneously account for (i) both Stern and diffuse layers, (ii) finite ion size, (iii) the dependence of electrolyte permittivity on the local electric field, (iv) the asymmetric nature of the electrolyte (if applicable), and (v) the curvature of the electrode surface. 93, 146 The equilibrium capacitance of highly-ordered mesoporous electrodes can be predicted by using the modified Poisson-Boltzmann model. This has been facilitated by the development of new boundary conditions accounting for the presence of the Stern layer without resolving it in the computational domain. 128 Alternatively, scaling analysis was applied to experimentally measured integral capacitance of mesoporous carbon electrodes with a wide range of morphology and different electrolytes. Then, scaling laws governing the performances of actual EDLCs with various porous architectures were developed to rationalize the design of EDLCs and provide rules for optimizing the porous architecture of EDLCs and for selecting the electrolyte. This led to the following design rules to maximize the integral areal capacitance (i) the effective ion diameter a should be small, (ii) the electrolyte dielectric constant r should be large, (iii) the pores should be monodisperse and their radius R 0 tailored to match the ion diameter, i.e., 2R 0 ≈ a, and (iv) the ion valency z should be large.
The charging/discharging dynamics of EDLCs can be modeled using the MPNP model for binary and symmetric electrolytes and the GMPNP model for asymmetric electrolytes. 125, 195 Similarly, a local transient thermal model rigorously derived from first principles was presented. It provides expressions of the local reversible and irreversible heat generation rates. Detailed transient simulations of the various interfacial and transport phenomena taking place in EDLCs have enabled rigorous physical interpretation of experimental observations from cyclic voltammetry and galvanostatic cycling. Finally, scaling analysis of the different dynamic models have illustrated selfsimilar behaviors and identified meaningful dimensionless parameters governing the charging and discharging performance of EDLCs as well as heat generation therein. Important future work in modeling of EDLCs includes simulating the charging/discharging dynamics of EDLCs featuring threedimensional porous electrodes with realistic length scales and accounting for potential drops within the electrode materials or a 3D scaffold structure and across interfaces. This could offer a direct way to identify key design parameters of the electrode architecture for improving the energy and power densities of actual EDLC electrodes and devices. However, this effort would require significant computational resources. Alternatively, volume-averaging theory 233 could be applied to the above equations averaged over a representative elementary volume (REV) to account for macroscopic morphological parameters of the porous electrodes such as porosity, interfacial surface area, and effective transport properties. Moreover, the GMPNP models previously developed for an arbitrary number of ion species could be used to investigate mixtures of two or more electrolytes as a way of extending the working conditions and performances of EDLCs. 234 It is unclear how several anions or cations with different diameters, valencies, and diffusion coefficients would interact near the electrode surface. Moreover, simulations could address the following questions: in a bimodal or polydisperse mesoporous electrode, would the small and large ions accumulate differently at the electrode/electrolyte interface? Is an ordered porous structure more beneficial for ion transport and EDL formation than a disordered one? What would be the optimum morphology and dimensions of the porous electrode structure?
MD simulations have been used extensively to simulate equilibrium conditions in planar and porous electrodes. 235 MD simulations have the ability to capture physical phenomena occurring at atomic scale using atomic interaction potentials determined from experimental measurements or from ab initio calculations. However, MD simulations cannot simulate long charging-discharging processes such as cyclic voltammetric or galvanostatic cycling. Similarly, they cannot simulate the multiscale nature of the processes taking place in actual porous electrodes with realistic separator dimensions due to the excessively large number of atoms or molecules to be simulated. Thus, ab initio, MD simulations, and continuum modeling are complementary modeling methods. For example, the electric-field dependent relative permittivity r (E) can be determined using MD simulations 150 ( Figure 4 ) and used as a continuum property in continuum models. 146 However, more effort needs to be made to connect MD simulations results to the different input parameters of the previously discussed continuum models. For example, MD simulations could be used to determine (i) the Stern layer thickness currently assumed to be identical to the ion radius, (ii) the effective diameter of solvated and unsolvated ions, and (iii) their diffusion coefficient in the electrolyte. MD simulations could also inform potential refinements of continuum models to account for (a) partial ion solvation near the electrode surface, (b) complete ion desolvation as ions enter narrow pores, 236 and (c) the overscreening effect due to the formation of multiple layers of ions with alternating valency near the electrode surface. Note that several studies [237] [238] [239] [240] have directly compared the predictions of MD simulations and continuum models, in particular for EDLs in ionic liquids. These studies have mainly focused on assessing the applicability of the continuum models. [238] [239] [240] Cagle et al. 237 coupled the two modeling approaches by retrieving the ion mobilities, effective Stern layer thicknesses, and inter-electrode spacing for a PNP model with Stern layer from MD simulations. The effective Stern layer thicknesses were fitted so that both models predicted the same surface charge density, while the inter-electrode spacing was based on the distance between the concentration peaks for the cations and anions adjacent to their respective counter electrodes. 237 The authors concluded that the PNP model provided a reasonable approximation of the ion concentration profiles and the temporal variation of the surface charge density, although it could not capture the non-monotonic spatial variation of ion concentrations. 237 The classical PNP model was considered applicable because the ion concentrations never reached the steric limit corresponding to face-centered cubic packing. 237 Finally, the mathematical framework present in this paper can be extended to pseudocapacitive electrodes featuring redox reactions with or without ion intercalation. It can also be developed for hybrid pseudocapacitors to improve their performance by choosing the optimum combination of pseudocapacitive electrode materials and morphology, carbon electrode morphology, and electrolyte. 241, 242 Similarly, the thermal behaviors of pseudocapacitors can be modeled to provide guidelines for thermal management and avoid premature performance degradation and potential hazards.
