On quasi orders of words and the confluence property  by Harju, Tero & Ilie, Lucian
ELSEVIER Theoretical Computer Science 200 (1998) 205-224 
Theoretical 
Computer Science 
On quasi orders of words and the confluence property 
Tero Harju’, Lucian Ilie b,*,L 
a ~~ar~e~ufic~ L)epartnzent, ~In~~er~ify of Turk@, FIN-2~~4 Turku. Finland 
b Turks Centre for Computer Science TUCS, FIN-20520 Turku, Finhnd 
Received May 1997; revised September 1997 
Communicated by G. Rozenberg 
We investigate the confluence property, that is, the property of a language to contain, for any 
two words of it, one which is bigger, with respect to a given quasi order on the respective 
free monoid, than each of the former two. This property is investigated mainly for regular and 
context-free ianguages. As a consequence of our study, we give an answer to an old open 
problem raised by Haines concerning the effective regularity of the sets of subwords. Namely, 
we prove that there are families with a decidable emptiness problem for which the regularity of 
the sets of subwords is not effective. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
The investigation of the possibilities to obtain languages of finite words from infi- 
nite words, or conversely, constitutes an important aspect of the investigation of the 
~ombinato~al structures of formal languages. There are several classical ways to as- 
sociate a set of finite words to an infinite word: one can take the set of all finite 
prefixes or finite factors of it or the set of all finite words which are not prefixes of it, 
[ 1,2,6,2l].Conversely, for a language of finite words, one can associate infinite words 
considering the notions of limit [ 1 l] or adherence [7]. 
As is easy to see, a language L obtained by taking all finite factors (or prefixes) 
of an infinite word has the following property: for any two words u,u E L there is 
a word w E L (w is not neccessarily different from u and U) such that both u and 
u are factors of w. From this, there naturally arises the problem of investigating this 
property for arbitrary languages and, moreover, for arbitrary quasi orders on the free 
monoid (instead of the factor partial order). We call this property conJlu@zce (from the 
* Corresponding author. E-mail:lucili@utu.fi. 
’ Research supported by the Academy of Finland, Project 137358. On leave of absence from Faculty of 
Mathematics, University of Bucharest, Str. Academiei 14, R-70109, Bucharest, Romania. 
0304-3975/98/$19.00 @ 1998 -Elsevier Science B.V. All rights reserved 
PII SO304-3975(97)00259-4 
206 T. Hurju, L. Iliel Theoretical Computer Science 200 (1998) 205-224 
name of a similar property for binary relations) and we investigate it mainly for regular 
and context-free languages. As a consequence of our study, we give an answer to an 
open problem raised by Haines [14]. While the concept of well-q~si-ordering has been 
frequently discovered, see, for instance, [12, 14, 16, 181 ([ 191 gives a complete account 
on this), Haines seems to have been the first to prove that both sets, of subwords and 
of superwords, of any language are regular. Since it may happen that the two sets are 
not effectively regular, there naturally arises the problem of investigating when it is 
possible to find regular expressions of them. Van Leeuwen [23] solved the problem for 
superwords and gave a method to find the set of subwords of any context-free language. 
It remained open whether or not there are families with a decidable mptiness problem 
for which the regularity of the sets of subwords is not effective. We give here a positive 
answer to this problem. 
The paper is organized as follows. After giving the basic de~nitions in the next 
section, we prove in Section 3 that the confluence probtem w.r.t. the factor partial 
order is decidable for regular languages. 
In Section 4 we prove that the confluence problem w.r.t. the prefix partial order is 
decidable for context-free languages. The same problem for the factor partial order is 
~de~idable. Some other undecidabili~ results about context-free languages as well as 
some general undecidability results concerning the confluence property are presented. 
We mention that [3-51 contain results which are related to our Sections 3 and 4. In 
Section 5 we deal with terminating relations. 
Section 6 contains the answer to Haines’ question, that is the existence of families 
of languages having a decidable mptiness problem but for which the regularity of the 
sets of subwords is not effective. The proof of this result relies heavily on two facts: 
the decidability of the confluence problem w.r.t. the subword partial order of regular 
languages and a general confluence property of languages, as proved in Section 3. In 
the last section, we give some results concerning closure properties. 
2. Definitions 
For an alphabet C, we denote by C’ the free monoid generated by C and by 1, the 
empty word, its identity. The free semigroup generated by C is denoted by C+. 
A Roget-in~n~te word over C is a word which is unbo~ded from the right and it is 
viewed as a function M : Z+ + C from the set of positive integers into the free monoid 
generated by C. Analogously, a left-infinite word is a function CI : E_ --+ Z. The set 
of all right-(left-)infinite words is denoted by Co (“C). For a finite word w E Z*, ]w( 
denotes the length of w and we put ww = www . . . E Cw and ww = . . . www E YZ. 
A pi-inanity (two-sided) word is an infinite word without any end. We can define 
a bi-infinite word as a function CY : Z --+ C or, in fact, as an equivalence class of the 
set Z” with respect o the equivalence relation defined for a,/I E C” by c1 N /I if and 
only if there is an integer k such that for any n E Z, a(n) = fi(n + k). We denote by 
OZ” the set of all bi-infinite words over X. 
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For an infinite word a E F” U oC U wZw, we denote by Fact(a) the set of all finite 
factors of a, for a E Cm, Pref(a) denotes the set of all finite prefixes of a, and for 
a E OC, Suf(a) denotes the set of all finite suffixes of a. 
For other formal language theory notions and results we refer to [ 17,221. 
Given a quasi-order < on C*, we say that a language L C_ C’ is conjluent w.r. t. < 
if and only if for any x, y E L there is z E L such that x <z and y <z. Notice that the 
empty language is confluent w.r.t. any quasi order on Z*. 
Some of the most important partial orders on C* in combinatorics on words, see 
[8], are as follows, where we suppose that U, u are arbitrary finite words over C: 
prefix: u G~V iff there is w E C* such that v = UW, 
factor: u d fu iff there are w,z E C* such that v = WUZ, 
subword: U<,U iffu=ala2... &n>O,ai E C, 1 <i<n, 
v = UlUlU2U2... u,a,u,+l,vj E C*,for 1 <idn + 1. 
(Notice that what we call here a factor and a subword is called sometimes a subword 
and a scattered subword, respectively.) 
The down-set of L w.r. t. d, denoted DOWN< (L), is the set 
DOWN<(L) = {w E c* 1 w<u for some u E L}. 
For instance, DOWN<, (L) is the set of all factors of words in L, DOWN<~ (L) is the 
set of all prefixes of words in L, etc. The down-operator DOWN< is monotone and 
idempotent. 
Example 2.1. (1) The regular language 
L1 = a* U b* 
is confluent w.r.t. none of the partial orders GP, <f, or <, since, for any non- 
empty WI E a*,w2 E b*, there is no word in L1 which contains both wi and w2 
as prefixes, factors, or subwords respectively. 
(2) The context-free language 
L2 = {a”b” / n20) 
is confluent w.r.t. <f because, for any a”bn,ambm E L2, we have, for any p 2 
max{m,n}, a”b”dfaPbP,a”b”dfaPbP, and aJ’bJ’ E L2. It follows that L2 is con- 
fluent w.r.t. 6, too. But, since there is no word in L2 which has as prefixes both ab 
and a2b2, L2 is not confluent w.r.t. Gp. Notice that also C* is not confluent w.r.t. d p, 
for any alphabet C, IC/ 2 2. 
(3) Consider two morphisms g,h : Z* - A* and the associated equality set 
E(g,h) = {w E c+ / g(w) = h(w)}. 
Because E(g,h) is closed under concatenation, it follows that it is confluent w.r.t. both 
partial orders d f and d s. 
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In fact, this a particular case of a more general result: if a language L satisfies 
L = L+, then L is confluent w.r.t. any quasi order < which is an extension of <f. 
3. Confluence of regular languages 
For a quasi-order d on C’ we define the following families of languages: 
9: = {L & C’ 1 L = ~owbi$ (Pref(cr)), for some a E P}, 
2: = {L C C* /L = DOWN< (&f(a)), for some a E “C}, 
Tbi - L C C* 1 L = DOWN< (Fuct(cr)), for some c( E ,,P}, G-i - 
9< = 9”; u&, u$$. 
The following lemma establishes a connection between the property of a language 
of being confluent w.r.t. <f and of belonging to the family 5PG I. 
Lemma 3.1. A language L G C* is in the family FGr if and only if the following 
conditions are ful@lled: 
(i) L is injinite, 
(ii) L = nowNg, (L), 
(iii) L is conjuent w.r. t. <f. 
Proof. Suppose first that L E F<,. This is equivalent to the fact that there exists an 
infinite word a E C“’ U WC U “Z;” such that L = Fact(u). Conditions (i) and (ii) are 
obviously fulfilled. 
Let us prove now (iii). For, take x, y E L. Then x, y E Fact(u) and there is w E 
Fact(a) = L such that xdfw, y<fw. Consequently, L is confluent w.r.t. bf. 
For the converse part, suppose that L & C’ is a language satisfying (i), (ii), and (iii). 
We construct an infinite word CI following the algorithm below: 
1. Write L as a totally ordered infinite set (the order being arbitrary) 
L = {U,,U~,zf~ )... }. 
2. Define inductively the finite words v,, for all n 2 1, as follows: 
(a) vi = ~1. 
(b) For any n 32, supposing that vi, VZ,. . . , v,_l are defined, take v, as the word 
of L having the property that un_ 1 <fun and v,,_i <fun (v, exists since L is 
confluent w.r.t. Qf by (iii)). 
3. Since v, <fv,+i, it follows that v,+i is obtained from v, by adding some (possibly 
empty) words at its ends. Thus, the limit CI = limn+oo v, is well defined and infinite 
since L is infinite. 
4. Depending on the direction(s) in which the sequence (v,),~I extends unboundedly, 
c1 can be a left-, right-, or bi-infinite word. (As we will see in a moment, all the 
three cases are possible.) 
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Let us prove that L = Fact(~). 
If w E L, then w = u,, for some n b 1 and so w <fun, v, E Fact(x). Thus, MI E 
Fact(a). 
Conversely, for w E Fact(a), since we supposed that the sequence (u,),> 1 grows 
unboundedly to the left (respectively, to the right, in both directions) if a is left- 
(respectively, right-, bi-) infinite, there must be an n > 1 such that u, contains w as a 
factor. As u, E L and L = now~$~ (L), w must be in L and our equality is proved. 0 
As mentioned above, all the three cases are indeed possible. For instance, as it is 
easy to prove, the language 
LI = a* U ba* = Fact(bP) 
belongs to the family F>, but is not contained in any of the other two families, the 
language 
L2 = a* U a*b = Fuct(wab) 
in only in the family FL I, and 
L3 = u*ba* U a* = Fact(wabuw) 
is only in 92,. 
Let us further remark that the infinite word c( in the construction above might not 
be unique (see [ 151 for details). 
We intend to prove now that the property of confluence w.r.t. df is decidable for 
regular languages. For this, we recall some results from [15]. 
Lemma 3.2 (Harm and Ilie [15]). It is decidable whether or not an arbitrary regular 
language is in the family 92,. 
Since the family of regular languages is closed under mirror image, the same result 
holds for left-infinite words. 
Corollary 3.3. It is decidable whether or not an arbitrary regular language is in the 
family 92,. 
Lemma 3.4 (Harm and Ilie [15]). It is decidable whether or not an arbitrary regular 
language is in the family A@$,. 
The following lemma states that, when deciding the confluence property, one may 
work with the down-set of a language instead of the language itself. 
Lemma 3.5. For a quasi-order < on C*, any language L C C* is conJluent w.r. t. < 
tf and only if the down-set of L, DOWN< (L), is conjuent W.Y. t. <. 
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Proof. Suppose that L is confluent w.r.t. < and take X, y E DOWN< (L). It follows 
that there exist two words U, v E L such that x du and y <u. As L is confluent w.r.t. 
d, there is a word w E L, such that u<w and v< w. Since < is transitive, we get 
x< w, y< w. Now, because G is reflexive, L C DOWN< (L), so w E DOWN< (L) and 
therefore DOWN< (L) is confluent w.r.t. Q. 
Conversely, suppose that DOWN< (L) is confluent w.r.t. d and take x, y E L. As X, y f 
DOWN< (L), we can find w E DOWN< (L) such that x < w and y < w. By the definition 
of DOWN< {L), there must be a word z E L such that w 6~. But now x&z, y Gz, so L 
is confluent w.r.t. < as claimed. Cl 
Theorem 3.6. It is decidable whether or not an arbitrary regular language is confluent 
w.r. t. d f. 
Proof. Obviously, the problem of confluence w.r.t. <f is decidable for finite lan- 
guages. (In fact, this is decidable for any quasi-order < for which it can be decided 
whether or not two arbitrary words are related by <.) Now, by Lemma 3.2, Corol- 
lary 3.3, and Lemma 3.4, it follows that it is decidable whether or not an arbitrary 
regular language L belongs to the family F<:, . But, by Lemma 3.1, an infinite lan- 
guage L with L = DOVJN~~(L) is in the family 4<, if and only if it is confluent w.r.t. 
df. Since L and oow~<,(L) are simult~eously confluent w.r.t. <S (Lemma 3.5), 
using the fact that the finiteness problem is decidable for regular languages, our result 
follows. El 
Notice that it is possible to prove in a similar way that it is decidable whether or 
not an arbitrary regular language is confluent w.r.t. <P but we will prove in the next 
section a more general result, namely that this problem is decidable for context-free 
languages. 
4. The context-free case 
We prove in this section that, rather unexpectedly, the confluence problem w.r.t. GP 
is decidable for context-free languages. The same problem for <f is undecidable. 
We state first a result similar to Lemma 3.1 for the prefix order instead of the factor 
one. 
Lemma 4.1. Any Ianguage L C C” is in the family SFsp if and only if the following 
conditions are fuljilled. 
(i) L is in~nite, 
(ii) L = wwNG, (L), 
(iii) L is con~~ent w.r_ t. 52 p 
Proof. The proof is similar to the one of Lemma 3.1 with the difference that (using 
the same notations as in the algorithm there) in this case, for all n 2 1, u, is a prefix 
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of v,+i, and so the infinite word obtained using the algorithm is always a right-infinite 
one. Consequently, the family 9 G1 is replaced by 92,. 0 
The following result seems to be well-known but, for the sake of the completeness, 
we present a very short proof. 
Lemma 4.2. Zt is decidable whether or not an arbitrary context-free language is in 
the family 92,. 
Proof. Take L G C* a context-free language and denote by CL the usual constant for 
L from the Bar-Hillel pumping lemma. It is easy to see that L E 92, if and only 
if L = Pref (uvW), for some u, v E C’, ]uI <CL, Iv1 <CL. Now Pref (uv”) is a bounded 
context-free language and the equivalence between two context-free languages one of 
which is bounded is decidable (see, for instance, [13]). 0 
We may state now 
Theorem 4.3. It is decidable whether or not an arbitrary context-free language is 
conjkent w. r. t. 6 r. 
Proof. Since the property in discussion is decidable for finite languages, we may re- 
strict the problem to infinite languages. Using Lemma 3.5, we may further restrict 
our family of languages to those which are closed under taking prefixes. (Notice that 
DOWN<~ (L) is effectively context-free for L context-free.) But now, by Lemma 4.1, for 
an infinite context-free language L with L = DOWN<~ (L), L belongs to the family 97, 
if and only if L is confluent w.r.t. 6,. Finally, the former problem is decidable b{ 
Lemma 4.2 and, using the fact that the finiteness problem is decidable for context-free 
languages, our decidability result follows. 0 
Remark. Notice that for any family of languages closed under mirror operation (and 
the families of regular and context-free languages have this property) all results proved 
for the prefix order hold true also for the suffix order by left-right duality. 
Lemma 4.4. Let 3 be a family of languages ejiectively closed under union, cate- 
nation with symbols, and A-free catenation closure. Zf the confluence problem w.r. t. 
<t is decidable in 2, then so is the inclusion problem (and hence the equivalence 
problem). 
Proof. We observe first that the emptiness problem is decidable in 9. Indeed, if 
L E 9, then 
L’ = #L#l u #L#2 E 2, 
where #, #i,#2 are new symbols, and L’ is confluent w.r.t. df if and only if L = 8. 
Indeed, if L = 0, then L’ is confluent w.r.t. d f. Conversely, if L # 0, then choose 
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w E L and consider the words #w#t,#w#z E Lt. Since there is no z E L’ having 
both #w#i and #w#2 as factors, a contradiction is obtained. Thus, instead of deciding 
whether or not L = 0, it is enough to decide whether or not L’ is confluent w.r.t. <f 
which is possible, by hypothesis, since L’ is effectively in $4’. 
Let us prove that the inclusion problem is decidable for 9. Take two arbitrary 
languages L, , LZ E 9. Suppose that L1 C X*, L2 C Z*, and construct he language 
L3 = #Li# u ~#L~##)i 
where # # Z is a new symbol. By hypothesis, L3 E 9. We prove first the following 
claim. 
Claim. L3 is con$uent W.Y. t. <.f if and on& if either L, g L2 or else card(Li ) = 1 
and Lz = 0. 
Proof of Claim. Suppose first that Li C Lz. It follows that 
DOWN<,(L3)= DOWNS (#LI#) UDOWN~, ((%52##)+) = Do~<,(t#~z~)+) 
since 
Because (#Lz##)+ is confluent w.r.t. <f (see the observation in Example 2.1(3)), 
it follows by Lemma 3.5 that DOWN~,((#&##)+) is also confluent w.r.t. cf. Now, 
oow~~/ (L3) is confluent w.r.t. <f and, using again Lemma 3.5, we get that L3 is 
confluent w.r.t. df. 
Suppose now that card(Ll) = 1 and L2 = 0. If we put Li = {w), then 
L3 = {#w#) 
and it is obvious that 153 is confluent w.r.t. <:f since any singleton is. One implication 
is proved. 
For the other one, suppose that L3 is confluent w.r.t. Gf and Ll$J Lz. Take u E 
L1 - Lz. Suppose now that L2 # 0 and take v E Lz. Since Ls in confluent w.r.t. =$f, 
there is a w E L3 such that #A# < fw and #u## dfw. Because of the three symbols # 
in the second word, we must have w E (#Lz##)+ and put 
From #u#<fw, we get that u = wi, for some 1 <ibn. Thus u E L2, a contradiction. 
Consequently, L2 = 0 and L3 = #LI#. 
Suppose that card(Ll ) 22 and take u, u E LI, u # u. Using again the commence of L3 
w.r.t. <I, we find w E L3 with #u#d ,-w and #u#dfw. If w = #x#, then u = x = u, 
a contradiction. Consequently, curd(Ll ) = 1 (LI # 0 because Llg L2) and our claim 
is proved. 0 
We give now an algorithm for deciding whether or not L, C L2. 
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1. Decide whether or not L2 = 0 (the emptiness problem is decidable for 9). 
1.1. If yes, then go to step 2. 
1.2. If no, then go to step 3. 
2. Decide whether or not Lt = 0 (again, possible). 
2.1. If yes, the output yes (obviously correct). 
2.2. If no, then output no (again correct). 
3. Decide whether or not L3 is confluent w.r.t. df (the confluence problem w.r.t. df 
is decidable for 9 by hypothesis and L3 is effectively in 55’). 
3.1. If yes, then output yes (correct by our Claim). 
3.2. If no, then output no (again, correct by our Claim). 
The proof is concluded. 0 
From Lemma 4.4, we get immediately the following result. 
Theorem 4.5. It is undecidable whether or not an arbitrary context-free language is 
confluent w.r. t. Q f. 
As proved in [21], it is undecidable whether or not an arbitrary context-free language 
is the set of finite factors of some right-infinite word. Using similar techniques, we 
prove this undecidability result for any quasi order containing <f. 
Theorem 4.6. Zf d is a quasi order on C* which is an extension of <f, then it 
is undecidable whether or not an arbitrary context-free language is in any of the 
families FL,92, or 9%. 
Proof. Consider a two-letter alphabet {a, b} and 
{(Xl ,x2 ,...,&l),(Yl,Y2,..., Yn) 1 xi,Yi E {a,b}+, 1 bidn} 
an arbitrary instance of the Post Correspondence Problem. Construct the following 
languages: 
L(X) = { baik . . . ba” cxi, . . . Xik ]k>l,l<ij<n,l<j<k}, 
L(y) = {baik . ..ba”cyi ,... yik 1 kBl,l<ij<n,l<j<k}, 
L,, = L(x)c ML(v)), 
L,i = {wlcw2cmi(w2)cmi(wl) 1 WI,W~ E {a,b}*}, 
LPCP = LX,, n L,i, 
where k(w) denotes the mirror image of w and c @ {a, b} is a new letter. It is 
well-known (see, for instance, [13]) that the complement Lpcp of Lpcp is context-free. 
We show that Lpcp belongs to any of the three families above if and only if the 
above instance of the Post Correspondence Problem has no solution. 
Notice first that, since <f 2 <, if x E DOWN<, (Lpcp), then x <fy, for some J E 
Lpcp, and so x < y. Thus 
LPCP G DOWN <f (LPCP ) !& DOWN < (LPCP ). 
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Suppose now that Lpcp E F<. Then, as DOWN G is idempotent, Lp~p = DOWN< (Lpcp) 
and, using the observation above, 
L PCP = DOWN<, (LPCP) = {a, b, cl* 
since we may suppose that any solution of the PCP is a factor of a non-solution. 
(Indeed, the instances of the PCP which violate this condition are exactly those having 
all words as solutions, so they are trivial and can be eliminated.) Thus, Lpcp = 0. 
Conversely, if Lpcp = 8, then Lpcp = {a, b,c}*. Chose now infinite words al E 
C”,~2 E “C, ~13 E wZw such that Fact(~) = {a, b,c}*, for any 1 <i<3. Now, as < 
is reflexive, it follows that Lpcp = DOWN< (Fuct(c$)), so Lpcp E 9%. Using again the 
fact that <f c <, we get 
{u,b,c}* = Fuct(al) = DOWN<, (Pref(al))cDOUrN~(Pref(al)) 
so Lpcp = DOWN Q (Pref( cc1 )) and Lpcp E F;C 
Analogously, Lpcp = DOWN< (Suf(~)), thus Lpcp E 92. The proof is completed. 
0 
Using the tools in the proof of Theorem 4.6, we prove another undecidability result 
about context-free languages. It concerns the equality between a context-free language 
and its down-set w.r.t. any quasi-order which is an extension of the prefix partial order 
<p. 
Corollary 4.7. For any quasi-order d on C* such that <p C 6, it is undecidable, 
for an arbitrary context-free language L, whether or not L = DOWN< (L). 
Proof. Using the notations in Theorem 4.6, we have that Lpcp is context-free and 
we claim that Lpcp = DOWN< (Lpcp) if and only if the above instance of the Post 
Correspondence Problem has no solution. 
Indeed, if LPCP = 8, then Lpp = {a, b,c}* and so Lpcp = DOWN< (LpCp). Con- 
versely, suppose that Lpcp = DOWN< (Lpcp). From < ,, & <, we get 
LPCP c DOWN < P (LPCP ) c DOWN < (LPCP >, 
SO LPCP = DOWN~p(Lp~p). Since we may assume, as in the proof of Theorem 4.6, 
that any solution is a prefix of a non-solution, we have DOWN<~ (Lpcp) = {a, b, c}*, so 
Lpcp = 0. The proof is concluded. 0 
Remark. Notice that the undecidability of whether or not L = DOWN<~(L) for an 
arbitrary context-free language L does not invalidate the proof of Theorem 4.3 since 
there we do not decide whether or not L = DOWN<~ (L), but replace L by DOWN<~ (L), 
which can be effectively done for L context-free. 
We give now two general undecidability results concerning the confluence problem. 
The first concerns the factor partial order < f. 
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Theorem 4.8. Let < be a quasi-order on C* such that 5 G <,- and 3 a family of 
languages which is effectively closed under union and catenation with symbols such 
that the emptiness problem is undecidable for languages in 3. Then the conjluence 
problem w.r. t. < is undecidable for languages in 9’. 
Proof. Consider a language L c C*,L E 9, and three new symbols #,#,,#z $2 C. 
Construct the language 
L, = #L#, u #L#2. 
We have that L, is effectively in Y and claim that L, is confluent w.r.t. < if and 
only if L = 0. 
If L = 0, then L, = 0 and so L, is confluent w.r.t. <. Conversely, suppose that 
L, is confluent w.r.t. <. If L is not empty, then take w E L. Now #w#,,#w#* E L, 
and, since L, is confluent w.r.t. 6, there must be a v E L, such that #w#, 6v and 
#w#2 <v. Without loss of generality, we may suppose that v E #L#, and let us put 
v = #u#,, u E L. From #w#, d#u#, we get u = w, since < is contained in bf. But 
now, #w#, <v means #w#, <#w#2, which is impossible. Thus L = 0. 
Consequently, we have reduced the decidability of the confluence problem w.r.t. < 
to the decidability of the emptiness problem which is, by hypothesis, undecidable for 
9. The proof is concluded. 0 
From the proof of Theorem 4.8 we obtain directly the following corollary. 
Corollary 4.9. For any quasi-order < on C* such that < C <f, it is undecidable 
whether or not the intersection of two arbitrary context-free languages is conjkent 
w. r. t. <. 
Our second general undecidability result concerns the subword relation Gs. 
Theorem 4.10. Let < be a quasi-order on C* such that d C 6, and 9 a family of 
languages which is eflectively closed under union with singletons and catenation with 
symbols such that the emptiness problem is undecidable for languages in 2. Then 
the conjluence problem W.Y. t. < is undecidable for languages in 9. 
Proof. Consider a language L C C*, L E 9, and two new symbols #,, #2 $Z C. Construct 
the language 
L, = L#, u {#2}. 
We have that L, is effectively in 2 and we claim that L, is confluent w.r.t. < if 
and only if L = 0. One implication is clear. For the converse one, suppose that L # 0 
and take w E L. Since L, is confluent w.r.t. d, it follows that there must be a word 
v E L, such that w#, dv and #2 dv. If v E L#,, then it is not possible that A$ < 1~. If 
v = #2, then w#, <v does not hold. In any case a contradiction is obtained. Because 
_Y has an undecidable emptiness problem, our theorem is proved. 0 
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Remark. Notice that the statement of Theorem 4.10 holds for an extention of the partial 
order &., namely for the so-called Par&h quasi-order, defined as follows: ZJ<~U iff 
all letters of u appear, in some order, in u. 
It follows from above that, in particular, the confluence problem w.r.t. any 
quasi-order < s ~9 is undecidable for context-sensitive languages. 
5. Terminating relations 
For a relation d on C*, its inverse is denoted 2 and defined by x 2 y iff y bx. If 
d is a partial order, then so is 2. A quasi order G on C‘ is called well founded 
if there is no infinite descending chain w.r.t. 6, that is, for all infinite sequences of 
words ~1>~22~3> ..* there exists n 2 1 such that w, <w,+l. A quasi order d is 
terminating if its inverse 2 is well founded. 
In this section we investigate the confluence of terminating quasi orders. 
Notice that, in what follows, the inverse relations of d p, Qf, and Gs are denoted 
by ap, &:f, and a,, respectively. 
Lemma 5.1. If < is a terminating partial order on C*, then any language L C E* is 
confluent w. r. t. < if and only if there exists a unique word XL E L such that, for all 
yEL, YsaL. 
Proof. Suppose that d is a te~inating partial order on C” and L C C* is a language 
confluent w.r.t. Q. We may suppose that L is non-empty since any empty language 
satisfies our property. Thus, there exists a word, say x1, in L. If there is no y E L, y # 
xl, such that xl < y, then we choose XL = XI. Then, for any y E L, since L is confluent, 
there is w E L such that XL <w, ye w. But, we must have XL = w by the choice of 
x~. So y<x~ and we are done. If there is a x2 E L - {xl} such that xt ~32 then we 
use the same reasoning with x2 instead of XI. Since < is te~inating, after a finite 
number n 2 1 of steps we find x,, E L such that for no y E L, y # x,, xn < y. It follows 
as above that XL = X, is the word looked for. If there is another one, say XL, we have 
XL <xi and xl <XL. As < is antisymmetric, XL = XL so xl: is unique. 
The converse implication is trivial. Cl 
Lemma 5.2. For any partial order p E { 2 P, > J-, as} and any Ianguage L C Z’, L 
is conjluent w.r. t. p if and only if there is a unique word XL E L such that 1~~1 = 
min,,t 1x1 and ypx~ for all y E L. 
Proof. Follows directly from Lemma 5.1 since all the three partial orders in discussion 
are terminating and xpy implies lx/< lyI with 1x1 = ]yl if and only if x = y. q 
The problem of confluence w.r.t. a terminating partial order seems to be easier than 
the problem for a non-tetminating one. Indeed, we show that for the inverses of all the 
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three relations considered above, the confluence problem is decidable for a very large 
family of languages. 
Theorem 5.3. For any partial order p E { > P, >/f, bs} and any family 3’ of lan- 
guages such that 
(i) 3 is closed under gsm mappings, 
(ii) for any language in 9, the set of minimal length words is eflectively computable, 
it is decidable whether or not an arbitrary language in 3 is confluent W.Y. t. p. 
Proof. Suppose that we have a a family of languages .9 with the properties (i) and 
(ii) above and p E { ap, >f, ,s > }. For an arbitrary language L E 9, L C_ C’, we use 







Compute the set of minimal length words of L, say Lmin (this is possible by (ii)). 
If card(L,i,)>2, then answer no (the answer is correct by Lemma 5.2). 
If card(L,i,) = 0, then answer yes. (It follows that Lmin = 0, so L = 0 and the 
answer is correct.) 
NOW card(L,i,) = 1 and put Lmin = {XL}. By Lemma 5.2, we have to check only 
whether or not ypx~ for all y E L. 
If XL = A, then answer yes. 
We may suppose now that all words in L are non-empty. Consider a new symbol 
# and construct a (deterministic) gsm gP such that, for any y E L, 
&(Y) = 
#, if YPXL, 
I, otherwise. 
Suppose that XL = ala2 . . . a,,ai E C, 1 <i <n. Then our gsm’s are: 
alXVa#a, a/At/a 
Notice that all states are final for both g>, and g>, so each of them maps any 
word into a unique one. Moreover, g>, (gbf ) outputs at most one symbol which 




is # and this only in the case when the input contains ai a2 . . . a, as a prefix (factor, 
respectively). 
a/AVajtal a/XVa#az alAVa#as a/XVa#an alAVa 
SZLI :-@p----h 
Notice that if ala2 . , , a, appears as a subword of y E L, then we may suppose 
that al appears as the first occurrence of ai in y, a;! appears as the first occurrence 
of 02 after one of ai, and so on and so forth. The converse is obvious and it follows 
that g&,% works as required. 
Now, for any L E 22, g@(L) E {(A}, {A,#}, (#}I and L is confluent w.r.t. p if and 
only if gP{L) = {#}. 
Compute gp(L),i,. (This is possible by (ii), since gp(L) E 9.) 
If gp(l)min = {#}, then answer yes, otherwise answer no. (Notice that in both cases 
the answer is correct.) 
Our proof is now complete. Cl 
Corollary 5.4. For any partial order p E { 2 P, >f, 3,) and any full trio .5? such 
that Y contains only recursive languages and the emptiness problem is decidable 
for 9, it is decidable whether or not an arbitrary language in 9 is conjkent 
w. r. t. p. 
Proof. Both conditions in Theorem 5.3 are ~lfilled because: (i) any full trio is closed 
under gsm mappings and (ii) the set of minimal length words Lmin can be effectively 
computed for any language L E 9 by deciding first whether or not L = 0 and in the 
case L = 8 set Lmin = 8 while for L # 8 compute effectively &in (possible because L 
is recursive). The result is proved. •1 
As a direct consequence of Corollary 5.4 we get 
Corollary 5.5, For any partial order p E { >,, >:f, >:,}, it is decidable whether or 
not an arbitrary context-free language is conjuent w.r. t. p. 
6. The regularity of down-sets 
Haines [l4] proved the following theorem concerning the down-sets w.r.t. dS and 
3,. 
Theorem 6.1 (Haines [14]). For any language L, 
DOWN>,,:(L) are regular. 
both down-sets DOWNER and 
In what follows, we give a generalization of this result. 
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We neeed some definitions. A quasi order d on Z* is monotone if for any x, y, U, v E 
Z’, x < y implies uxu< uyu; < is well quasi order if it is well founded and each set 
of pairwise incomparable lements in .Z* is finite. L is G-closed if x E L and x < y 
imply y E L. 
We will use the following generalization of Myhill-Nerode theorem from [lo]. 
Theorem 6.2 (Ehrenfeucht et al. [lo]). Any language L C C* is regular if and only 
if L is <-closed under some monotone well quasi-order Q on EC*. 
We can prove now the theorem concerning the regularity of down-sets. 
Theorem 6.3. For any monotone well quasi-order < on C* and any language L C .Z*, 
both sets DOWNY (L) and WWN> (L) are regular. 
Proof. Since DOWN> (L) is <-closed, the regularity of the set DOWN& (L) follows from 
Theorem 6.2. 
In order to show that DOWN<(L) is also regular, it is enough to prove that its 
complement DOWN< (L) is regular. We claim that 
DOWN<(L)= DOWNa(DOWN<((L)). 
If this equality were proved, then, in virtue of the first part of onr theorem, DOWN< (L) 
would be proved to be regular. 
The inclusion of the Left-hand member into the right-hand one is by the definition 
of oowh’> and the reflexivity of 2. For the converse inclusion, suppose that there is 
a word 
w E DoWN~(DOWN&))- DOWN&)= DOWN~(DOWN~((L))nDO~,(L). 
It follows that there must be two words u f DOWN< (L) and 0 f L such that w z u 
and w < r. Then u < w d v and so, d being transitive, u ,( U. But now u E oow~ i (L) n 
DOWN< (L) = 0, which is absurd. Our proof is complete. U 
Notice that the result of Haines concerning the regularity of the sets of subwords and 
superwords follows from Theorem 6.3 and the following restricted form of Higman’s 
theorem. For a simple proof of Theorem 6.4, see [ZO]. 
Theorem 6.4 (Higman [16]). If L is a language such that any two words in L are 
incomparable w.r. t. the subword partial order &, then L is jinite. 
Haines raised also the following problem: when is it possible to find effectively 
the regular sets DOWN<$(L) and DOWN>~ (A)? It is easy to see that if it is possible to 
find effectively the two sets for all languages in a family Y, then _Y has a decidable 
emptiness problem. van Leeuwen [23] proved that for the superword partial order as 
the converse statement practically holds. 
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Theorem 6.5 (van Leeuwen [23]). For any family 5? effectively closed under inter- 
section wifh regular sets, one can e@ctively determine DOWNY, for each L E 9 if 
and only if 9 has a decidable emptiness problem. 
For the subword partial order 6,, he gave an algorithm to find for any context-free 
language .L the set DOWNER; actually, he proved a more general result, namely that 
it is possible to find effectively the sets DOWN <, (L) and DOWN>~ (L) for all languages 
in a family 9 if and only if this is possible for the algebraic losure of 9. 
Theorem 6.6 (van Leeuwen [23]). For any context-free language L, the down- 
set DOWN<~ (L) is effectively regular. 
It remained open whether or not there are families of languages for which the empti- 
ness problem is decidable but the regularity of the sets of subwords is not effective. In 
what follows, we give a positive answer to this problem and construct a wide range 
of families having these properties. 
The following theorem is very important for our purpose. 
Theorem 6.7. It is decidable whether or not an arbitrary regular language is ~on~uent 
w. r. t. < $. 
Proof. Consider a regular language R and construct he language 
L = {u#mi(v) 1 U,Y E R such that there is w E R with u&w, V&W}. 
It is easy to see that R is confluent w.r.t. 6, if and only if L = R+%(R). 
Claim 1. L is context-free. 
Proof of Claim 1. A push-don automaton & for L works as follows. 
_ any input without the marker # or with at least two markers is rejected. 
- for an input of the form U#V, XZ’ does: 
l when reading u, it pushes nondeterministically into the stack a word w E. R such 
that u&w; 
l after the marker #, jaa checks whether or not v&mi(w) (which is equivalent o 
mi(v) Qv). 
A formal construction for d follows. Suppose that 98 = (C, Q, 6g, qs,F) is a complete 
finite automaton recognizing R. Then we construct 
,PP=(C,QxQuQ,r=cu{z>,s~,(qo,qo),Z,~) 
with the transition mapping 6d given by 
S+d((qi,&,a, y) = {(iSB(ql,a),6~(q2,a)),aY},ql,qz E Q,a E C, Y E r, 
~.d(ql,qd,AY) = {((ql,&h,a)),W I a E C),ql,qz E Q,J’ E r, 
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Clearly, for any w E Z*, we have 
((90,40),wZ) i (sl,An) iff w E L. 
The claim is proved. 0 
Claim 2. L = R#mi(R) ifand only if DOWN$~(L)= ~owrv~~(R#mi(R)). 
Proof of Claim 2. In one direction the implication is obvious. Suppose that DOWN~,~ (L)
= DOWN<$ (R#mi(R)). We have anyway L C R#mi(R). Take u#mi(v) E R#mi(R). We 
have that R#mi(R) C DOWNY, (R#mi(R)) = DOWN<*(L), so u#mi(v) E DOWN<~(L). Thus, 
for some w E L,u#mi(v) Qsw. Let us put w = x#mi(y). It follows that uGsx and vdsy. 
But now, since x#mi(y) E L, there must be a word z E R with x Gsz, y Gsz, by the 
definition of L. We get u Gsz, v<,z and so u#mi(v) E L, which proves the claim. 0 
Claim 3. It is decidable whether or not L = R#mi(R). 
Proof of Claim 3. Since the languages R#mi(R) and L are context-free, we obtain 
by Theorem 6.6 that the down-sets ~ow~~~((R#rni(R)) and DOWNER are effectively 
regular. As the equivalence problem is decidable for regular languages, using Claim 2, 
we are done. 0 
Consequently, it is decidable whether or not R is confluent w.r.t. 6, and the proof 
is concluded. 0 
The result in Theorem 6.7 can be extended to the context-free case. 
Corollary 6.8. It is decidable whether or not an arbitrary context-free language is 
confluent w. r. t. <,. 
Proof. Take an arbitrary context-free language L. By Lemma 3.5, L is confluent w.r.t. 
<, if and only if DOWNER is confluent w.r.t. <,. By Theorem 6.6, the down-set 
DOWN<~ (L) is effectively regular and thus its confluence w.r.t. <, can be decided by 
Theorem 6.7. 0 
Remark. Since, by Theorem 4.3 and Corollary 6.8, the confluence problem w.r.t. any 
of the partial orders <P and <, is decidable for context-free languages, it follows that 
the result in Lemma 4.4 cannot be extended for any partial order d such that either 
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< c <:f‘ or <f C <. In this sense, Lemma 4.4 characterizes the factor partial order 
G.f* 
We can prove now our result concerning the effective regularity of the sets of sub- 
words. We denote, for a language L, by alp/z(L) the set of all letters which appear in 
words of L. 
Theorem 6.9. Let 2 be a family of languages such that the emptiness problem is 
~~~e~i~b~e for languages in 9. construct the fairy 3” of languages by 
2” = {LC; u A; 1 L E e!?}, 
where 
t...,ap--ltap+l}), ifaEph(L)={ar,...,a,},p>2, 
if dp4L) G(a), 
and two letters with dijgrerent subscripts are considered to be difSerent. Then the 
emptiness problem is decidable for languages in 3” but there is no algorithm to 
compute the sets of subwords of the languages in de’. 
Proof. The emptiness problem is trivially decidable for languages in gf. For the sec- 
ond part of the statement, we prove first the next claim. 
Claim. For any L E 9, the language LX; U Ai is co~~uent w. r. t. GS if and only if 
L is empty. 
Proof of Claim. If L is empty, then LCZ u AZ = At which is confluent w.r.t. Gs. 
Conversely, suppose that LC: U AT is confluent w.r.t. <, but L is not empty. If 
aZph(L) = {al, az, . . . , up}, ~32, take w E L such that up c af’ph(w). Consider the 
words w,aP+l f LX; U Ai. Since L.Ez U dt is confluent w.r.t. 6,, there must be an 
x E LZz U Ai such that w <$JC and up+1 6~. Because up+1 # alph(LC;:), we must have 
x E AZ. But now up $4 alph(x) thus w $J, a contradiction. 
In the case when alph(L)C{al}, as L is not empty, we have two cases: either 
L = (2) or there is a word, say w, in L such that al E a~ph(~). In the former case, 
we get that LET U A;] = ai Ua; is confluent w.r.t. 6,, which is false. For the later one, 
consider w, a3 E La; U US. As above, there is no word x E La; U a; with w gsx, a3 <,x, 
again a contradiction. The claim is proved. 0 
Suppose that there is an algorithm to compute the sets of subwords for languages 
in 2’. Now, for any L E 9, by the Claim above, L is empty if and only if LEi U AZ 
is confluent w.r.t. <,, which is, in turn, equivalent, by Lemma 3.5, to the fact that 
the set DOWN~~(LC~ U Ai) is confluent w.r.t. Q,, which is decidable by Theorem 5.3 
since DOWN<, (LCt U At) is effectively regular by our assumption. Thus, the emptiness 
problem is decidable for languages in 2, a contradiction. The theorem is proved. 0 
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7. Some closure properties for down-operators 
We investigate in this section the closure under the down-operator DOWN<. 
A general result concerning the closure under down-operators i the following. 
Theorem 7.1. Let < C C” x C* be a quasi-order for which there is a gsm gG such 
that for any w E C*,DOWN~((W}) = g<(w). Th en any full trio is closed under the 
do we-operator DOW <. 
Proof. Consider a full trio 9 and a language L E 9. We then have 
DOWN<(L) = u nom< ({WI) = u g<(W) = g<(L). 
M,EL WEL 
Since any full trio is closed under gsm’s, it follows that the family d;c’ is closed under 
the down-operator DOWN $. El 
Corollary 7.2. Any full trio is closed under the down-operators DOWN<~, DOWNER, and 
DOWN+ 
Proof, We need, according to Theorem 7.1, only to show that, for any of the down- 
operators in the statement, there is a gsm as required. Below are the three constructions 
It is easy to see from the pictures that the three gsm’s work as required. Cl 
Using again Theorem 6.3, we obtain a closure result which covers also the part 
concerning Q$ in Corollary 7.2. 
Theorem 7.3. Any full trio is closed under the down-operators DOWN d and DOWN a) 
for any monotone quasi order <. 
Proof. Any full trio contains all regular languages. Consequently, the result follows 
from Theorem 6.3. 0 
8. Conclusion 
We have investigated the confluence property. As proved in Lemma 3.5, for any quasi 
order B, a language L is confluent w.r.t. < if and only if its down-set IXGVN~ (L) 
is confluent w.r.t. <. On the other hand, for any monotone well quasi order <, the 
down-set DOWN< (L) of any language L is regular, as proved in Theorem 6.3. It follows 
that, for any monotone well quasi order < such that the confluence problem w.r.t. < 
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is decidable for regular languages, the effectiveness of this regularity for a certain 
family of languages 2 implies the decidability of the confluence problem w.r.t. < in 
3. Therefore, the confluence property is suitable for finding families for which the 
regularity of down-sets w.r.t. d is not effective (as in Theorem 6.9). 
There are two general problems which should be investigated (or their restrictions 
to some particular quasi orders): 
Problem X. When does the decidabili~ of the confluence problem entail the effective- 
ness of the regularity of down-sets? 
Problem 2 Find general conditions which are equivalent to the effectiveness of the reg- 
ularity of down-sets (as, for instance, the one by van Leeuwen for 2, in Theorem 6.5). 
References 
[l] J.-M. Autebert, P. Flajolet, J. Gabarro, Prefixes of infinite words and ambiguous context-free languages, 
Inform. Process. Lett. 25 (1987) 211-216. 
[2] J.-M. Autebert, J. Gabarro, iterated GSM’s and co-CFL, Acta Inform. 26 (1989) 749-769. 
[3] D. Beauquier, Thin homogeneous sets of factors, in: Proc. 6th Conf. of Foundations of SaRware 
Technology and Theoret. Comput. Sci., Lecture Notes in Computer Science, Vol. 241, Springer, Berlin, 
(1986), pp. 239-251. 
[4] D. Beauquier, Minimal automaton of a rational cover,in: Proc. ICALP’87, Lecture Notes in Computer 
Science, vol. 267 (1987), pp. 174-189. 
[5] D. Beauquier, M. Nivat, About rational sets of factors of a bi-infinite word, in: Proc. ICALP’85, Lecture 
Notes in Computer Science, vol. 194 (l985), pp. 33-42. 
[6] J. Berstel, Every iterated morphism yields a co-CFL, Inform. Process Lett. 22 (1986) 7-9, 
[7] L. Boasson, M. Nivat, Adherence of languages, J. Comput. System Sci. 20 (1980) 285-309. 
[8] C. Choffrut, J. Karhumaki, Combinatorics of Words, in: G. Rozenberg, A. Salomaa (Eds.), Handbook 
of Formal Languages, vol. 1, (Springer, Berlin, 1997,) pp. 329-438. 
[9] A. de Luca, S. Varricchio, Unavoidable Regularity and Finiteness Conditions, in: G. Rozenberg, A. 
Salomaa, (Eds.), Handbook of Formal Languages, vol 1, (Springer, Berlin, 1997,) pp.747-810. 
[IO] A. Ehrenfeucht, D. Haussler, G. Rozenberg, On regularity of context-free languages, Theoret. Comput. 
Sci. 27 (1983) 31 l-332. 
[I 1] S. Eilenberg, Automata, Languages and Machines, vol A, Academic Press, New York, 1974. 
[12] P. Erdos, R. Rado, Sets having divisor property, Solution to problem 4358, Amer. Math. Monthly 59 
(1952) 255-257. 
[ 131 S. Ginsburg, The Mathematical Theory of Context-Free Languages, (McGraw-Hill,New York, 1966. 
[14] L.H. Haines, On free monoids partially ordered by embedding, J. Combin. Theory 6 (1969) 9498. 
[15] T. Harju, L. Ilie, Languages obtained from infinite words, RAIRO Inform. Theor. Appl. 32 (1998) to 
appear. 
1161 G. Higman, Ordering by divisibility in abstract algebras, Proc. London Math. Sot. (3) 2 (1952) 326-336. 
[17] J.E. Hopcroft, J.D. Ulbnan, introduction to Automata Theory, Languages, and Computation, Addison- 
Wesley, Reading, Ma 1979. 
[18] J.B. Kruskal, The theory of well-partially-ordered sets, Doctoral Thesis, Princeton, 1954. 
[I91 J.B. Kruskal, The theory of well-quasi-ordering; a frequently discovered concept, J. Combin. Theory 
ser. A 13 (I 972) 297-305. 
1201 M. Lotbaire, Combinato~cs on Words, Addison-Wesley, Reading, Ma. 1983. 
1211 S. Marcus, Gh. P&m, Infinite words and their associated formal languages, in: C. Calude, M.J.J. Lermon, 
H. Maurer (Eds.), Salodays in Auckland, Auckland Univ. Press, i994, pp. 95-99. 
[22] A. Salomaa, Formal Languages, Academic Press, New York, 1973. 
[23] J. van Leeuwen, Effective constructions in well-partially-ordered free monoids, Discrete Math. 21 (1978) 
237-252. 
