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A bstract
The aim of this research is to demonstrate the significance of signal phase content in time 
localization issues in synthetic signals and in the extraction of appropriate features from 
acoustically similar audio recordings (non-synthetic signals) for audio classification 
puiposes. Published work, relating to audio classification, tends to be focused on the 
discrimination of audio classes that are dissimilar acoustically. Consequently, a wide 
range of features, extracted from the audio recordings, has been appropriate for the 
classification task. In this research, the audio classification application involves audio 
recordings (digitized through the same pre-processing conditions) that are acoustically 
similar and hence, only a few features are appropriate, due to the similarity amongst the 
classes.
The difficulties in processing the phase spectrum of a signal have probably led previous 
researchers to avoid its investigation. In this research, the sources of these difficulties are 
studied and certain methods are employed to overcome them. Subsequently, the phase 
content of the signal has been found to be useful for various applications. The 
justification of this, is demonstrated via audio classification (non-synthetic signals) and 
time localization (synthetic signals) applications.
Summarizing, the original contributions, introduced based on this research work, are the 
‘whitened’ Hartley spectrum and its short-time analysis, as well as the use of the Hartley 
phase cepstrum as a time localization tool and the use of phase related feature vectors for 
the audio classification application.
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CHAPTER 1
INTRODUCTION
1.1 A im  of the research
The aim of this research is to demonstrate the significance of signal phase content in time 
localization issues in synthetic signals and in the extraction of appropriate features from 
acoustically similar audio recordings (non-synthetic signals) for audio classification 
puiposes. The published literature that is related to the audio classification application is 
focused on the discrimination of audio recordings that although they belong to the same 
group in terms of content (e.g., sports sounds), are dissimilar acoustically. Acoustically 
similar audio classes convey similar spectral properties whereas, acoustically dissimilar 
audio classes convey dissimilar spectral characteristics, although they may belong to the 
same category in terms of content (e.g., sports sounds). Therefore, due to their acoustical 
dissimilarity, a wide range of feature extraction methods may be appropriate for the 
pattern recognition task. Features, such as LPC (Linear Prediction Coefficients) or 
cepstral coefficients, have been applied to speech recognition systems and were justified 
from a model of the human speech production structure. However, such a model may not
1
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be appropriate for the general audio classification problems other than speech. Moreover, 
due to the dissimilarity among the audio classes, many of the features extracted are based 
on apriori information related to the spectral shape of the audio recording or based on 
apriori information related to time-dependent features (e.g., time duration). However, the 
heuristic nature of the time-dependent features makes them inappropriate for cases where 
the audio classes are acoustically similar.
Hence, the system model can be divided, as for any other pattern recognition system 
model, into two stages: the feature extraction and the classification (as shown in figure 
1.1).
Audio Features Decision
stream making
Figure 1.1 Pattern recognition system model
In the feature extraction part, features, that encapsulate the information content, are 
extracted from each audio recording. In the decision making part, the audio recordings 
are classified to certain classes according to the feature vectors formed in the feature 
extraction stage.
It is important to mention that the center of attention of the research in the audio 
classification application is the feature extraction part of the pattern recognition process. 
Hence, the statistical features, extracted from the time-frequency representations of the 
audio recordings, are presented to a distance-metric classifier.
The database used for this work consists of ten different classes of gunshots that are 
acoustically similar. Consequently, due to this similarity, it is not possible to use apriori 
information and thus, the feature extraction part is based entirely on non-parametric
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frequency-based features. However, although the magnitude spectrum is a very useful 
source of information on its own it is inadequate, as it needs additional feature streams to 
reinforce the classification process or even as a substitute, when it fails to classify certain 
classes.
The difficulties in processing the phase spectrum of non-synthetic signals have probably 
led previous researchers to avoid its investigation [104]. Consequently, until recently, the 
published literature related to the phase content of one dimensional signals (ID), is 
limited to parametric methods of phase estimation specialized for synthetic signals. 
However, in this research, novel phase analysis techniques have been introduced (chapter 
five), which show that in the case where the difficulties in processing the phase spectrum 
are overcome then useful information can be extracted. Hence, as shown from the 
experimental results obtained for the classification application, the phase information 
combined with the magnitude information increases the classification rate significantly, 
compared to the case where only the magnitude information is used.
In order to explain every step of the process followed so as to overcome the difficulties 
appearing in the phase spectrum analysis, the application of time localization/time delay 
measurement for synthetic signals (rectangular, exponential pulses, etc.), is presented. 
The aim of the time localization/time delay application is to differentiate the phase from 
the magnitude information so as to investigate its shape, behavior and other properties in 
a noise-free/noisy environment. Similarly to the audio classification application, the 
experimental results of the time localization of a signal application show that the Hartley 
phase spectrum, unlike the Fourier phase spectrum, encapsulates the phase content of the 
signal more efficiently, without suffering from ‘wrapping’ ambiguities, even in the case 
where the environment is noisy.
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1.2 Roadmap of the thesis
The thesis is organized in three divisions: the first division includes chapter two, the 
second division includes chapters three and four while, the third division includes 
chapters five, six and seven. The second chapter presents the literature review related to 
the audio classification application and the phase analysis of one dimensional (ID) 
signals. The third chapter, amongst others, presents a description of the Hartley transform 
used for the time localization of a signal and the audio classification applications while, 
chapter four presents some practical issues that are related to the experimental set up of 
the audio classification application. The major part of the thesis though is in the third 
division (chapters five to seven). Hence, in chapter five the theory related to the 
removal/compensation of the discontinuities from the phase function is addressed. In the 
same chapter, the Fourier phase cepstrum and the Hartley phase cepstrum are introduced, 
together with examples related to the time localization of a signal application in a noise- 
free environment. In the sixth chapter the comparison of the Fourier phase cepstrum with 
the Hartley phase cepstrum is extended for the case where the environment is noisy. In 
the seventh chapter, the audio classification application is presented. Finally, in chapter 
eight, the conclusions and possible future developments of the research, are presented.
Specifically, the original contributions introduced based on this research work are:
a) the ‘whitened’ Hartley spectrum (Hartley phase spectrum) in chapter three
b) the short-time analysis of the ‘whitened’ Hartley spectrum in chapter three
c) the Hartley phase cepstrum as a time localization tool in chapters five and six
d) the use of phase related feature vectors for the audio classification application in 
chapter seven
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Part of the conclusions/observations derived from the research related to the audio 
classification application is published in the following conference and journal papers:
Title: ‘Fine classification for acoustic images’
Authors: Ioannis Paraskevas, Edward Chilton
April 2003, International Signal Processing Conference, GSPx, Dallas, Texas, USA
Title: ‘Audio fine classification using the statistical analysis of acoustic images’
Authors: Edward Chilton, Ioannis Paraskevas
April 2003, Acoustical Society of America, Nashville, USA
Title: ‘Audio classification for retrieval from multimedia databases’
Authors: Ioannis Paraskevas, Edward Chilton
July 2003, 4th EURASIP Conference focused on Video/Image Processing and 
Multimedia Communications, Zagreb, Croatia
Title: ‘Phase as an assistive feature vector for audio classification’
Authors: Ioannis Paraskevas, Edward Chilton
March 2004, Institute of Acoustics, Spring Conference, Southampton, UK
Title: ‘Acoustic classification using time-frequency distributions’
Authors: Hossein Marvi, Ioannis Paraskevas, Edward Chilton
March 2004, Institute of Acoustics, Spring Conference, Southampton, UK
Title: ‘Combination of Magnitude and Phase Statistical Features for Audio Classification’ 
Authors: Ioannis Paraskevas, Edward Chilton
Acoustics Research Letters Online (ARLO), Acoustical Society of America, July 2004
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CHAPTER 2
THEORETICAL OVERVIEW  
Introduction
This chapter presents an overview of the most recent and relevant literature in feature 
extraction for the application of audio classification, together with a discussion of some 
of the theoretical aspects of this work. The research in feature extraction from audio 
sounds [23] is relatively new, when compared to the research in feature extraction from 
speech. Consequently, most of the feature extraction methods, for audio classification, 
are based on certain assumptions that hold for the case of speech feature extraction. 
However, the human vocal tract model assumes a linear filter (vocal tract) excited by an 
independent source of acoustic energy (pulsed or random noise). The broader class of 
acoustic signals cannot be modeled in this way and hence, the assumptions adopted for 
feature extraction from speech do not necessarily hold for the case of audio.
In this part of the introduction, an overview of the literature, related to information 
retrieval from audio-visual databases using audio as a feature vector is provided. 
According to [4] and [5], the audio signal is segmented and then classified into the
7
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following categories: speech, music, environmental sounds and silence [1]. Some of the 
features used are the energy of the signal, the zero-crossings, the fundamental frequency 
and periodicity. In [3], another method is proposed for the same process, in which the 
feature extraction is based on the volume distribution, pitch contour and other frequency 
related features. Hence, the audio signals are categorized in the following groups: news, 
weather reports, advertisements, football and basketball games. However, there appears 
to be no direct relationship between the chosen features and the content-based classes that 
is attempted to be identified. The feature extraction method proposed in [2], is based on 
mel-scale cepstral coefficients, while in [6] another method for content-based audio 
classification is proposed, where a combination of perceptual [9] and cepstral features is 
used. In [8] and [55] the audio recognition research is extended by using combinations of 
features. These included mel-scale cepstral coefficients, pitch value [12] and zero 
crossing rate. Finally, some of the features, which the audio recognition tool of MPEG-7 
uses, are the fundamental frequency, the frequency centroid, the energy and the 
harmonicity [16] [17] [52]. In this work, the features used are statistical measurements 
(subsection 4.4.6, chapter four and subsection 2.1.7) extracted from the spectrograms of 
the acoustic events to be classified (chapter seven).
Up to now, most of the research related to audio classification and retrieval, is focused on 
the discrimination between audio classes that are acoustically dissimilar. For example, 
sport sounds [18], [19], [20], [22] (i.e. tennis hit [15], [21] swimming bell, whistle referee 
etc.) belong to the same family, however, are acoustically dissimilar. A research area that 
aims to classify audio classes that are acoustically dissimilar is the computational 
auditory scene analysis [116], [117]. Consequently, speech-related or even temporal- 
related feature extraction techniques, can provide high classification scores, due to the 
dissimilarity among the classes of the audio utterances [51]. Moreover, for most of the 
cases of event detection and retrieval from multimedia databases, audio is employed as an 
assistive feature vector for classification [11], and hence is combined with image-related 
feature vectors [54]. One scientific area that, sometimes, employs audio as the principal 
feature vector for classification, and also aims to discriminate classes of utterances that 
are acoustically similar, is zoology (discrimination of bat species using audio as the
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feature vector for classification [53]). Finally, two other scientific areas that aim to 
classify audio classes that sometimes maybe acoustically similar are musical instrument 
classification [113] and musical genre classification of audio signals [114], respectively.
There are two reservations to the existing feature extraction methods, that may limit the 
effectiveness of these techniques. The first, is that features such as LPC or cepstral 
coefficients were developed for speech recognition systems and their justification was 
based on a model of the human speech production system. However, the aforementioned 
as well as other speech-based observations are not necessarily applicable to the whole 
range of audio. The second reservation is that the extracted features represent the 
magnitude spectrum of the acoustic unit only and, consequently, phase is not represented. 
Hence, as it will be discussed in section 2.3 and chapter seven, one aspect of our work is 
the extraction of features from the phase spectrum of the acoustic signal to assist in the 
classification process.
In the work that will be presented in the following chapters, an alternative approach is 
described for the extraction of features for audio classification. In the experimental part 
(chapter seven) the audio utterances used, belong to different classes of gunshots and 
thus, the audio samples of the database are acoustically similar (‘fine’ audio 
classification). In the proposed method, the features extracted from a spectral (frequency 
domain) representation of the audio signal, include both magnitude and phase 
information. The approach firstly uses a suitable transform (such as the Fourier/Hartley) 
to generate a time-frequency surface via a sliding short-time window (section 3.3, chapter 
three). A statistical analysis is then applied to the time-frequency surfaces, so as to reduce 
the information dimensionality, so that the content of the signal may be presented to the 
classifier in a compact manner. Two of the research publications that propose a similar 
feature extraction approach, are [13] and [14]. Thus, [14] proposes the extraction of 
features from the magnitude spectrogram, whereas [13] proposes the extraction of 
statistical features from the time and wavelet transform domains. However, unlike the 
work discussed here, these researchers do not use the phase content of the acoustic 
events.
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Note that a description of the classification part of the pattern recognition process will not 
be included in the literature review chapter, as the aim of the research is focused on the 
feature extraction from the time-frequency distributions formed by the audio utterances. 
However, in order to test the performance of different sets of feature extraction these 
must be tested on a classifier and so the issue of classifier design is of some relevance to 
the research. The classification issue will be discussed in chapters four (classification and 
other practical considerations) and seven (audio classification application).
In section 2.1, there will be a description of some of the most popular, time-based, 
frequency-based and time-frequency-based audio feature extraction techniques. 
Moreover, due to the fact that all the features used for audio classification are speech 
oriented, the examples provided will be related to speech. In section 2.3, there will be an 
overview of the literature related to the phase analysis of one dimensional signals and in 
section 2.4, a summary of this chapter is provided.
2.1 Feature extraction from audio signals
In this section, the various features that can be extracted from an audio signal are 
discussed. Before mentioning the mathematical expressions of the most popular of them, 
an overview of the categories, into which they can be divided, is provided.
There are many ways to categorize the features that can be extracted from an audio signal 
[10]. One way is to categorize them based upon the domain from which they are 
extracted. Hence, there are features extracted from the time domain (e.g., energy, zero- 
crossing rate (ZCR), volume, volume dynamic range (VDR), etc.) and features extracted 
from the frequency domain (e.g., brightness, bandwidth, pitch, etc.). Moreover, features 
or coefficients can be extracted from time-frequency representations of the signal (e.g., 
magnitude and phase spectrograms) and coefficient representations of the signal (e.g., 
cepstral coefficients, mel-scale frequency cepstral coefficients (MFCC), linear prediction 
coefficients (LPC), etc.), respectively. Also, the features extracted from an audio signal 
can be divided into the physical features (i.e. features that convey audio properties related
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to physical quantities, e.g. fundamental frequency, ZCR, energy, etc.) and the perceptual 
features (i.e. features that convey audio properties related to the way humans perceive 
sound (e.g., rhythm, timbre, loudness, pitch, etc.). The features found to be most useful 
for this work are those extracted from the time-frequency signal representations.
In the remaining part of this section, there will be an overview of the most popular 
features for ‘coarse’ (discrimination between audio classes that are not acoustically 
similar) audio classification. The feature extraction methods that are related to ‘coarse’ 
audio classification are presented in order to demonstrate the disadvantages that some of 
them convey and consequently, select the most appropriate ones employed in our work. 
Hence the features that will be presented are organized as follows: the first category of 
features are related to the time domain of the signal, whereas the second, includes the 
features that are related to the signal’s frequency domain. The features that belong to the 
time domain are: i) Average zero-crossing rate ii) Volume and iii) Linear Prediction 
Coefficients. The features that belong to the frequency domain are:
i) Pitch, ii) Cepstral coefficients and mel-frequency cepstral coefficients iii) Frequency 
centroid and iv) Bandwidth. Finally, the magnitude spectrogram is a time-frequency 
signal representation from which additional features can be extracted. Hence, as it will be 
discussed later, some of the features that belong to the frequency domain, such as the 
frequency centroid and the bandwidth, can be extracted from the aforementioned time- 
frequency signal representation.
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2.1.1 Average Zero-Crossing Rate 
Definition:
In the context of discrete time signals, a zero-crossing is said to occur, if successive 
samples have different signs [107]. The zero-crossing rate (ZCR) is defined as:
where, n is the discrete time index and s(n) is the discrete time signal of length N ,
and j | , denotes absolute value.
The zero-crossing rate [107] is used as an indication of discrimination between speech 
and silence. Generally, speech components have much higher zero-crossing rate 
compared to silence.
In order to distinguish between other kinds of audible sounds, based on the zero-crossing 
rate criterion, it is possible to use other characteristics of the zero-crossing rate, such as 
regularity, periodicity, stability and amplitude range [4]. A detailed discussion of these 
additional features is beyond the scope of this thesis.
(2 .1),
(2 .2)
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2.1.2 Volume 
Definition:
The volume (also referred as loudness or root mean square (RMS) value) of a signal is 
defined as:
where, s(n) is the discrete time signal of length N.
It has to be noted that the terms volume and loudness are not appropriate scientifically. 
However, both terms are often used, in the published literature, instead of the 
scientifically appropriate RMS value term.
The mean and the standard deviation of the volume (calculated over a certain number of 
frames) of an audio signal can be used as descriptors [3], An audio frame can be 
characterized as silent or not, based on the comparison of its volume with a threshold 
determined by the volume distribution of the entire audio clip. After the silence is 
detected, it is possible to calculate the silence ratio, which is defined as the ratio of the 
silence interval over the length of the entire audio clip.
Volume is a helpful tool in the discrimination between unvoiced speech and silence. The 
characteristics of unvoiced speech and the noise remaining on the signal during periods 
of silence (absence of speech) maybe very similar. However, one assumes that the 
volume of the signal during unvoiced speech is higher when compared to periods of 
silence. A feature derived from the volume is the Volume Dynamic Range (VDR), 
defined as: (max(v) -m in(v))/m ax(v), where the max(v) and the min(v) are the 
maximum and the minimum volumes within an audio clip, respectively.
(2.3)
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2.1.3 Linear Prediction Coefficients
Linear prediction is a time domain analysis technique [48] that is widely applied to 
speech analysis and coding. The assumption, which this technique is based on, is that the 
present speech sample can be approximated as a linear combination of its past samples.
Hence,
p
s(n) ~ ci0 + als(n-l) + a2s(n- 2) +... + aps(n- p) = ^ a ks(n-k) (2.4)
a=i
Thus, in speech, the relationship between the speech samples s(n) at the output of the 
vocal tract filter and the input to the filter (i.e., excitation) is given by the following 
equation:
p
s(n) = Y a ks(n — k) + Gu(n) (2.5),
k = i
where G is the gain, ak are the filter coefficients and u(n) is the normalized excitation. 
The same equation can be expressed, in the z-domain as:
S(z) = S ( z ) '£ a kz-k +GU(z)  (2.6)
Jt=l
Thus, from equation (2.6), the vocal tract transfer function, H(z), can be written as:
H (z) = J J L  = -------5--------= —!_  (2.7)
GU (z) . w  _a- A(z)
A=I
Feature vectors formed from LPCs do not distribute themselves in the feature vector 
space in a manner suitable for direct classification. Thus, the LPC have to be transformed
Chapter 2. Theoretical overview 15
to a new set of parameters, such as cepstral coefficients or line spectral pairs, so as to 
perform better in classification related applications [57].
Many researchers are using the LPC, or coefficients based on the LPC, for audio 
classification problems. However, Linear Prediction analysis is dependent on a source 
filter model appropriate for speech analysis but not for general audio.
2.1.4 Pitch 
Definition:
Pitch [7] is a perceptual feature of the audio signal which amongst others, depends on the 
fundamental frequency of the audio waveform. Pitch information can be extracted by 
using either temporal or frequency analysis.
The temporal analysis method is based on the computation of the Autocorrelation 
Function, Rn(l) [46] or AMDF (Average Magnitude Difference Function), An(l) [47]. 
Thus,
Rn(l) = ^s(n)s(n  + l) and Al,(0  = J ) |s («  + /)-J(n)| (2.8).
(1 = 1 H=1
where s(n) is the discrete time audio signal and I is the shift.
Based on the frequency analysis method, the pitch can be determined from the periodic 
structure in the magnitude spectrum of the Fourier transform, or the cepstral coefficients 
[58] of an audio frame. Generally, well-defined pitch characterizes only speech and 
harmonic music, but it can also be a feature of other audible waveforms (bats, dolphins 
etc.). In speech, the pitch frequency depends basically on the gender of the speaker. In 
music signals, it depends on the strongest note being played. There are three different 
features that are used in order to estimate the pitch variation: the standard deviation of the 
pitch (indicates the variation of the value of pitch over the utterance), the smooth pitch 
ratio and the non-pitch ratio. The smooth pitch ratio feature estimates the percentage of
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music or voiced speech that exists within a clip, since only music and voiced speech are 
characterized by smooth pitch. On the contrary, the non-pitch ratio estimates the 
percentage of unvoiced speech or noise within an audio clip, since these two have no 
pitch. Furthermore, a close relative of pitch is the feature of harmonicity, which 
measures the strength of pitch perception [12].
2.1.5 Cepstral coefficients and mel-frequencv cepstral coefficients
Cepstral coefficients [108] [109] and mel-frequency cepstral coefficients (MFCCs) [110] 
are very popular in speech/speaker feature extraction [56]. The selected coefficients aim 
to represent the original spectrum in a compressed manner. The difference between these 
two compression techniques (i.e. cepstral coefficients and mel-frequency cepstral 
coefficients) is that the MFCC approach is based on the property of a non-linear scale of 
frequencies, similar to that of the human hearing system [7].
Speech is assumed to be the convolution of an excitation signal with the impulse response 
of the vocal tract filter, i.e.,
s(n) = v(n) * e(n) (2.9)
where, s(n) is the discrete time speech signal, v(n) is the discrete time impulse response 
of the vocal tract filter, e(n) is the discrete time excitation signal and the asterisk symbol 
(*) denotes convolution. The cepstral analysis technique attempts to deconvolve the 
excitation signal from the vocal tract transfer function, without making some of the 
assumptions that are necessary for linear prediction [8] (section 2.1.3). The v(n) term 
(i.e. the impulse response of the vocal tract filter), corresponds to the shape of the vocal 
tract, the lip radiation and the glottal pulse, that convey linguistic information and which 
is distinct for each speaker. The e(n) term (i.e., excitation signal) may not convey such 
important information for the application of speech recognition and thus, the aim is to 
separate the excitation signal from the vocal tract transfer function and preserve only the 
information related to the latter.
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The real cepstrum is defined as:
c(r) = /D7’Fr[log|lS (zr)|] (2.10)
where, c(t) represents the cepstral function, IDTFT, the Inverse Discrete-Time Fourier 
Transform, k  , the discrete frequency index and |S(at)| the magnitude spectrum of the 
discrete time signal s(n). From equation (2.10),
c{r) = /DTfT[log|5(/r)|] = /DrfT[log|£(sr)|] + /D7TT[Iog|V(Ar)|] (2.11)
where £<X)| and |V(k )\ are the discrete magnitude spectra of the discrete time signals 
e(n) and v ( n ) , respectively. Equation (2.11) states that the convolution between the v(n) 
and e(n) terms, in the discrete time domain, is mapped to an addition in the cepstral 
domain. Moreover, for speech signals, these two logarithmic terms are well separated in 
the cepstral domain. Hence, most of the speech researchers are selecting the coefficients 
that correspond to the IDTFT[\og\V« ) |]  term only, by applying a window (liftering 
operation).
The mel-scale frequency cepstral coefficients (MFCCs) form a group of coefficients that 
is closely related to the cepstral coefficients. The MFCCs are related to the physiological 
structure of the human ear (i.e., variation of critical bandwidths with frequency). Thus, 
the mel-scale is linearly distributed in the lower frequencies whereas, it is logarithmically 
distributed in the higher ones [105] [110]. The mathematical relationship between the 
linear and the mel scale frequencies is expressed as:
M ( f )  = f  for /  < 1 kHz and
M(/ )  = 1127 log(l + d —) for /  > (2-12)
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where, M  and/correspond to the mel and linear frequencies, respectively. The mel-scale 
frequency coefficients can be obtained by simulating critical-band filtering with a set of 
triangular band-pass filters, as in figure 2.1 .
3 4
(kHz)
Figure 2.1: Triangular band-pass filter set (taken from [25])
The filters are spaced linearly in the frequency range from 0 to 1000Hz. For frequencies 
higher than the 1000Hz, the center frequency of each filter is given by:
Z+1 = 1.148/ (2.13) where the initial frequency (fj), is 1kHz.
Cepstral and mel-scale cepstral coefficients have also been used in audio recognition. The 
issue that arises is whether such coefficients are appropriate for general audio recognition 
where in most cases the signal is not the product of a source filter model. However, it is 
the significant compression properties of the cepstrum that make it useful for general 
audio recognition tasks, since an estimation of a signal spectrum can be obtained from 
just a few low order cepstral coefficients.
2.1.6 Magnitude spectrogram 
Definition:
The discrete magnitude spectrogram is a matrix that presents the evolution of the 
magnitude spectrum content of a signal, across time. Initially the signal is divided into 
frames, windowed and transformed to the frequency domain (Short-Time Fourier
Chapter 2. Theoretical overview 19
Transform (STFT)). Then, the magnitude spectrum of each windowed frame is evaluated. 
Consequently, a matrix is formed. The first row of the matrix corresponds to the 
magnitude spectrum of the first time frame while, the last row of the matrix, to the 
magnitude spectrum of the last time frame. More details related to the time-frequency 
signal representations, are provided in chapter three, sections 3.3 to 3.5.
The major disadvantage of the use of the magnitude spectrogram, as a feature extraction 
tool, is its high dimensionality. Hence, peak detection, statistical measurements or other 
methods have to be applied to reduce its dimensionality. The peak track in the magnitude 
spectrogram of an audio signal often reveals important characteristics of the sound [5].
2.1.7 Statistical and other features extracted from the magnitude spectrum/spectrogram
In this subsection, some features that can be extracted from the magnitude spectrum/ 
spectrogram, will be mentioned. Hence, the frequency centroid (FC) and the bandwidth 
(BW), of an audio frame, are defined as:
M M
£ r |S ( r ) |  | > - F C ) 2|S(k-)|
F C = T   (2.14) and BW = — —  - -----------------------  (2.15),
Z|S(*)| S|5(*-)|
V=l K= 1
respectively, where, K  is the frequency index and |vS(/r)| is the magnitude spectrum (M
frequency points) of the audio signal. Note that, the FC is related to the human sensation 
of the brightness of a sound [7] and hence, sometimes in literature the latter term is used.
In our work, statistical features are extracted from the magnitude spectrogram and 
therefore, a more detailed description about statistical feature extraction from time- 
frequency signal representations will be provided in chapter four, section 4.4.
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Moreover, the values of the aforementioned features (subsections 2.1.1 to 2.1.7) are 
derived with respect to a single audio frame. In the case where an audio clip is divided 
into smaller frames, the same features can be extracted from every single frame. The 
values of the features evaluated from each frame, can be compared with the values of the 
features from the rest of the frames, in order to extract additional information related to 
the signal. Moreover, further processing can be applied to the calculation of some 
features (volume, ZCR, etc.), derived from a certain number of frames, such as the 
estimation of their first or second derivative [8]. Consequently, even more features can be 
extracted, from the statistical analysis of the derivatives of these features. However note 
that, there are cases of information overlapping, in the case where features of similar 
content are extracted.
2.2 Sum m ary o f the features extracted for audio classification
In summary, all the aforementioned audio features have been applied to ‘coarse’ audio 
classification [7]. However, some of them may not be appropriate for the application of 
‘fine’ (discrimination between audio classes that acoustically are similar) audio 
classification. For example, for the case of ‘goal’ detection from a database of football 
sounds, the volume of a ‘goal cheering’ frame is significantly higher compared to a ‘non­
goal cheering’ frame. Thus, the volume conveys information related to the amplitude of 
the signal rather than information related to the structure of the signal. However, the 
database used for this research (chapter seven), consisted of different classes of gunshots 
(‘fine’ audio classification) and thus, volume is not a useful feature due to the similarity 
of the amplitude envelope between the utterances. Moreover, linear prediction, cepstral 
and mel-scale frequency cepstral coefficients are useful for speech related applications, 
because they are based on certain assumptions that are related to the vocal tract model. 
However, the same assumptions do not hold for the case of general audio utterances. 
Pitch is a feature that can discriminate classes of audio with different harmonicity. Audio 
utterances, that are acoustically similar (e.g. bats, gunshots etc.), are characterized by 
similar degrees of harmonicity and consequently, pitch is not a useful feature for ‘fine’ 
audio classification. Finally, the ZCR is a feature that encapsulates the information
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related to the amount of noise an audio signal conveys. However, the database used 
(classes of gunshots) in our work consisted of sounds that conveyed similar amounts of 
noise and thus the ZCR is not a useful feature for class discrimination. Therefore, 
volume, LPCs, Cepstral Coefficients, MFCCs, pitch and ZCR are not always appropriate 
for ‘fine’ audio classification.
Therefore, from the features analyzed in section 2.1, the statistical measurements 
extracted from the magnitude spectrogram, are the most appropriate for the application of 
‘fine’ audio classification because they are not based on speech related assumptions (such 
as the LPCs, the Cepstral coefficients and the MFCCs). Also, they encapsulate 
information that is not limited to the degree of harmonicity (such as the pitch), the 
amount of noise (such as the ZCR) or the amplitude envelope (such as the volume).
Finally, it is important to underline the issue of feature selection. Each of the features that 
are introduced to the classifier should encapsulate distinct information, so as to avoid 
overlapping (i.e., two or more features conveying similar information) [24]. Feature 
vectors of increased dimensionality may cause ‘confusion’ to the classifier, as some of 
the features may overlap or convey ‘redundant’ and/or misleading information. In our 
work (chapters four and seven), the statistical measurements selected belong to different 
groups of statistics (i.e. location statistics, distribution statistics, etc.), so as to avoid the 
aforementioned issue of overlapping as discussed in chapter four.
2.3 T he phase inform ation
As mentioned in the introductory part of this chapter, the majority of the features 
employed for audio classification are time-domain or magnitude spectrum related. 
However, phase information maybe important in discriminating between acoustic classes 
as the results reported in chapter seven.
As will be discussed in chapter five (phase analysis and preliminary results), the phase 
function suffers from many discontinuities caused by computational artifacts and certain
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properties that the signal conveys. These discontinuities affect any dimensionality 
reduction method (via a transform or via statistical measurements) applied to the phase 
spectrum in order to extract features that will be introduced to the classifier. Hence, these 
discontinuities have to be compensated/removed from the phase spectrum (chapters four, 
five and seven).
In the remaining part of this section, there will be an overview of the research papers that 
have been published in the area of phase analysis of ID (one dimensional) signals. Until 
recently, the majority of the published work was focused on synthetic signals [88] 
however, in the last two years, a few papers investigate the phase content of speech 
signals, adopting an approach similar to our work (i.e. phase extraction from non­
synthetic signals). Note that, the literature review provided in this section, is focused on 
the phase analysis of ID signals only, as the phase analysis of 2D (two dimensional) 
signals involves apriori knowledge of certain characteristics of the system [45]. Hence, 
the published literature, which is related to the phase analysis of ID signals, can be 
divided into three categories.
The first category includes the research that is based on the paper that addressed the issue 
of phase ‘unwrapping’ [41]. The compensation rule aims to restrict the phase transitions 
that are greater than n . However, as will be discussed in chapter five, the manner in 
which the Tribolet’s algorithm compensates for the ‘wrapping’ ambiguities is heuristic 
and thus, the compensation is not always appropriate. Based on [41], three other papers 
[28], [32] and [33] have been published. These papers provide an improved compensation 
rule compared to [41], however the approach is still heuristic and hence all the phase 
transitions are corrected in the same manner, irrespective of the source that causes them. 
Moreover, two recent publications, [34] and [40], are adopting frequency estimation 
techniques so as to evaluate the phase spectrum of the signal. However, these techniques 
are appropriate only for cases of deterministic signals.
The second category of phase analysis publications, discriminates between the two 
sources that cause the phase discontinuities. The first source, also addressed by [41], is
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related to the use of the inverse tangent function whereas, the second source, is caused by 
the simultaneous approach to zero of the real and the imaginary components of the 
Fourier transform of the signal (i.e., ‘zeros’/ ’poles’ located on the circumference of the 
unit circle). This latter type of discontinuity, which appears in the phase function, causes 
n  phase transitions that, can be compensated by the appropriate addition/subtraction of 
Tt rather than multiples of I n  [41]. The publications that address this second source of 
phase discontinuity, which are related to the sign changes of the real and the imaginary 
components of the signal are [26], [27] and [31]. As it will be mentioned in chapter five, 
this latter type of discontinuity is called ‘intrinsic’, whereas the type of discontinuity 
addressed by [41] is called ‘extrinsic’. Similarly, [35] and [39] address the ‘intrinsic’ type 
of discontinuity and recommend the increase of the precision (number of decimal points), 
during the phase evaluation process, proportionally to the distance of a ‘pole’ / ‘zero’ 
from the circumference of the unit circle.
The third category of publications includes the research papers that cannot be organized 
in a single group. Thus, [36] and [37] describe the phase evaluation for the special case of 
deterministic signals where none of their ‘zeros’/ ‘poles’ are located on the circumference 
of the unit circle (i.e. lack of ‘intrinsic’ discontinuities). Moreover, [29] and [30], 
introduce the concept of phase ‘difference’ as a method in order to avoid the ‘wrapping’ 
ambiguities. Also, [38] proposes the phase reconstruction of deterministic signals via 
higher order spectral analysis. It is important to note that the published literature, related 
to all these three categories of phase analysis, includes examples mainly of deterministic 
signals. However, during the past two years, there are a few published papers that 
highlight the importance of phase information in speech processing [42], [44], [61], as 
well as the effect of noise in the phase spectrum of speech [43].
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2.4 Sum m ary o f  the theoretical overview
In conclusion, this chapter that forms the theoretical overview of the thesis, is divided 
into two parts. The first part provides a synopsis of the most popular feature extraction 
techniques for audio classification. The second part provides an overview of the 
published literature that is related to the phase analysis of one dimensional signals.
Hence, the first category of the features, analyzed in section 2.1, are extracted from the 
time domain (volume, ZCR, LPC), whereas the second category are extracted from the 
frequency domain (Pitch, Cepstral Coefficients, mel-cepstral coefficients). As mentioned, 
volume conveys information related to the amplitude of the signal and, it is not a useful 
feature for audio classification of recordings with similar shape of waveform in the time 
domain. Moreover, LPC, cepstral coefficients and MFCCs make certain assumptions that 
are suitable for speech related problems. Also, pitch is only appropriate for the 
discrimination between harmonic and non-harmonic classes of audio. The ZCR is an 
indication of the signal’s noise component and hence, it is not a useful feature for audio 
classification of recordings with similar noise content. However, the features that can be 
extracted from the magnitude spectrogram of a signal are useful for the application of 
‘fine’ audio classification. Hence, in chapter seven (audio classification application), 
statistical features will be extracted from the time -  frequency signal representations 
(including the Fourier magnitude spectrogram) so as to form the feature vectors that will 
be introduced to the classifier.
The second part of this chapter (section 2.3), provides an overview of the literature 
related to phase analysis of ID signals. Only recently, researchers investigated the 
importance of phase in non-synthetic signals and have shown its significance in the area 
of speech processing. In chapters five, six (time localization of a signal application) and 
seven (audio classification application) features will be extracted from the phase 
spectrum in the appropriate manner, so as to be used for the time-delay measurements 
(chapters five and six) and the audio classification application (chapter seven).
CHAPTER 3
TRANSFORMS AND TIM E-FREQUENCY
DISTRIBUTIONS
Introduction
In this chapter, the Hartley transform and the time-frequency distributions used for this 
research will be introduced. The relationship between the Hartley and the Fourier 
spectrum will be established. The importance of the time-frequency signal representation 
will be highlighted, as well as a brief description of the magnitude spectrogram and of the 
Wigner-Ville distribution.
Hence, section 3.1 provides details related to the Hartley transform, such as its 
mathematical relationship with the Fourier transform as well as a short-time analysis of 
the Hartley phase spectrum (‘whitened’ Hartley spectrum). In section 3.2, a brief 
description of the homomorphic deconvolution process is provided. The Fourier and the 
Hartley phase cepstrums are used for the time localization of a signal application, which 
will be presented in chapters five and six. Sections 3.3, 3.4 and 3.5, are dedicated to the
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description of the time-frequency signal representation, the quadratic time-frequency 
signal representation and the visualisation of a time-frequency representation, 
respectively. Hence, sections 3.3 and 3.4 are related to chapter seven, where statistical 
features are extracted from the time - frequency signal representations so as to form the 
feature vectors introduced to the classifier for the audio classification application. Finally, 
section 3.6 provides the summary of this chapter.
3.1 T he H artley transform
In this section, the relationship between the Hartley spectrum [67], [71], [72] [99] and the 
Fourier spectrum [66], [92] is established (subsection 3.1.1), the Discrete-time Hartley 
transform (DTHT) is presented (subsection 3.1.2) and finally, a short-time analysis of the 
Hartley phase spectrum is provided (subsection 3.1.3).
3.1.1 The Hartlev/Fourier spectral relationship
In this subsection the relationship of the magnitude and phase spectra of the Fourier and 
Hartley transforms [91] will be established. From [73], the relationship between the two 
transforms can be expressed as:
where H(co) is the Hartley spectrum, 9L(5(ty))is the real component and 3(iS(<^)) is the 
imaginary component of the Fourier transform S(co) , respectively.
The Hartley magnitude spectrum and the ‘whitened5 Hartley spectrum (Hartley phase 
spectrum) will now defined based on equation (3.1). The definition of the Fourier 
magnitude and phase [74] are:
H(co) = Si(S(co)) -3(S(<y)) (3.1)
M(a>) = p \ 2(S(co)) + Z 2(Sm) (3.2) and <p(co) = arctan ' 3  (S(co)F,3l(S(cw)),
(3.3), respectively.
Also,
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S(co) = M (co)(cos((p(co)) -  j  sin((p(co))) (3.4).
Moreover, 91(5(ft))) = M (co)cos((p(co)) (3.5) and
3(5 (co)) = - M  (co) sin(0 (<2>)) (3.6)
thus from equation (3.1), H(co) = 9\(S(co))-3(S(coj)
-  M (co)(cos((p(co)) + sin(<p(co))) (3.7).
Also, H*(0)=X(S(a?)) + 3(S (a))
= M (co)(cos(<p(co)) -  sin((p(co))) (3.8)
where * denotes complementation.
Concluding, the Hartley magnitude is defined as:
N(co)= fH(co)H*(co) = M (co)^]cos2 (cp(co)) -  sin2 (cp(co)) =
= M(co)dcos(2<p(co)) (3.9)
Thus, the Hartley magnitude spectrum is a combination of the Fourier magnitude 
spectrum (M(co)) and the Fourier phase spectrum ((p(co)). Hence, in a single formula, 
both the Fourier magnitude and the Fourier phase content of the signal is encapsulated. 
Then, the ‘whitened’ Hartley spectrum is defined as:
N H(oo) M (co)(cQ>s((p(co)) + sm(cp(co))) , , „ . , , u
Y{~co)z= T t H  = — ~ r 7T ~ =cos((p(co)) + sm(cp(co)) (3.10)
M(co) M(w)
The last equation is a function of the Fourier phase cp(co) only and is called the 
‘scaled’/ ‘whitened’ Hartley spectrum [63], [64] or the Hartley phase spectrum. Equation
(3.10) shows that the ‘whitened’ Hartley spectrum is equal to the addition of the cosine of 
the Fourier phase with the sine of the Fourier phase and thus, it conveys Fourier phase
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information. From the definition of the ‘whitened’ Hartley spectrum, (equation (3.10)), it 
can be shown that it has upper and lower bounds of ±V2 [63].
3.1.2 The Discrete Hartley transform
As with the DTFT [83], the discrete-time, continuous frequency, Hartley transform 
(DTHT) [75], is defined as:
AM
X  ( / )  = x(n)(cos(2^/72) + sin(2^/i z)) (3.11)
>1=0
where x(n) , is a finite length discrete signal, n e [ 0 ,N  - I]  and /  is continuous 
frequency. The Inverse Discrete-Time Hartley Transform (IDTHT) is defined as:
1 31
x(n) = —  JZ(/)(cos(2^ 7z) + sin(2 7tfii))df (3.12)
~7t
Thus, a full discrete implementation of the DTHT is the Discrete-Hartley Transform 
(DHT) and can be defined as:
N -1
X(k)  = '£x(»)
2Ttkn . 77tk.li .cos + sm  (3.13)
N Nn~0
for k = 0,1 ...A7 — 1
and the Inverse Discrete-Hartley Transform (IDHT) is defined as:
1 v ' w , /  2^ 71 1 • 27zfoz?x(n) = — > X(k)\ cos--------+ sm  (3.14)
N t 0 \  N  N J
for 11 = 0,1 .../V — 1
where n and k  are the tim e and frequency indices, respectively.
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3.1.3 Short-time Analysis and the Hartley phase spectrum
In the short-time analysis of the finite length discrete-time signals the effect of 
windowing (see also section 4.2 of chapter four) is critical. Assuming that the local time- 
axis is taken as zero at the centre of the windowed data, then the corresponding frequency 
spectrum can be represented by a simple convolution of the two spectra. Thus,
H[s(t)] = H[s(t)Mt)] -  H[s(t)]*H[w(t)] (3.15)
where s(t) is the short-time frame of the signal s(t) .
Similarly, for the Fourier case
F[m i = F[s(t)w(t)] = F[s(t)] * F[w(t)].
Assuming that the window, w(t), has even symmetry, i.e., consider the zero time-axis at 
the centre of the window, then
F[w(t)] = H[w(t)] = W(co) (3.16)
which is a real and even function of frequency.
For the case of the magnitude spectrum of the windowed signal,
M{cd) =| Fl>(f)]*W(flO | (3.17).
Moreover, F|>(/)] = 9\(S(co)) -  j2>(S(co)) and thus, equation (3.17) becomes
M(m) = E m  * m F f  + (sis  (<«)) * i cs.is)
Assuming that the cross-con'elation between the window function and the time signal is 
zero, then the last equation becomes
M (®) = V(9)2 (5 (o)) + 3 2 (5(<y)))* VK2 (<u)
= M(<y)*W(0)) (3.19)
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For the case of the Hartley phase spectrum of the windowed signal, based on equation
(3.10),
Y(w) = (3 20)
M(cu)
Also, based on equations (3.15) and (3.19), the last equation becomes
H[s(t)]*W(co)
Y(co) =
M(co)*W(co) 
(M (co)Y (co)) * W (co) 
M (co) * W (co)
(3.21)
Equation (3.21) presents the Hartley phase spectrum of the windowed signal. However, 
since this is the first time where the short-time analysis of the Hartley phase spectrum is 
presented, the issue of the different effect that windowing has to different spectra, will be 
emphasized. Hence, assume that there are two window spectral functions Wa(co) and 
Wb(co). Also, based on the original W(co) window function, assume that, 0 < a, b< 1 and 
a + b = 1. This assumption is considered because windowing affects the Fourier 
magnitude spectrum differently compared to the Hartley phase spectrum, depending on 
the correlation between the window and each of the spectra. Thus, the numerator of 
equation (3.21) becomes,
(M (co)Y(co)) * W (co) ~ (m  (co) * W“ (co)Jy (co) * Wb(co)) (3.22)
Note that the last approximation holds in the case where M(co) and Y(co) are uncorrelated 
[62] [106].
i\a>)= £(a))(Y(co)*W‘'(co)) (3.23)
where
Consequently, (3 .30) becom es,
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M{C0)*Wa(CO) 
e(Q)) = K J J (3.24)
M(a))*W(CD)
The effect of £(co) to the Hartley phase spectrum depends on the features of the Hartley 
magnitude spectrum, the features of the signal used and the features of the window 
employed [107].
3.2 The homomorphic deconvolution process
In order to present the phase content of a signal in a useful manner, it is necessary to 
choose a function that can encapsulate it. Finding the cepstrum of the phase function does 
this. This class of methods is mentioned in literature as a homomorphic deconvolution 
process [100]. The homomorphic process describes the invertible procedure in which a 
signal is transformed into another domain, employing an orthogonal transform S , and 
then after applying a non-linear process to that new domain, is transformed back, via E-1, 
to the original domain, which is now called the cepstral domain.
The figure 3.1 summarizes the homomorphic deconvolution process.
X(n)
Figure 3.1: Summary of the homomorphic deconvolution process
Thus, for the Fourier phase cepstrum case, the E and the E-1 represent the DTFT and 
the IDTFT, respectively whereas, the non-linear process is the evaluation of the Fourier
© (5(a)))'phase spectrum (i.e. (p(co) -  arctan ). For the Hartley phase cepstrum case, the
tt(S(a»),
first, the second and the third stages of figure 3.1 are the DTHT, the evaluation of the 
Hartley phase spectrum (i.e. equation (3.10)) and the IDTHT, respectively.
Hence, the Fourier phase cepstrum is defined as:
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cF (t) = IDTFT (cpifiji)) (3.25)
i.e. the inverse Fourier transform of the Fourier phase spectrum of the signal 
while, the Harley phase cepstrum is defined as:
cH (t) = IDTHT(7 (co)) (3.26)
i.e. the inverse Hartley transform of the Hartley phase spectrum of the signal.
The Fourier and the Hartley phase cepstrums will be used for the time localization of a 
signal application, which is presented in chapters five and six.
3.3 Time-frequencv signal representation
Non-synthetic signals are characterized by non-stationarity, i.e., their spectra evolve in 
time. Consequently, in the case where a transform is applied to the whole length of the 
time signal, this results in many local features being lost or smoothed due the averaging 
process. Thus, the time-frequency signal representation aims to investigate the properties 
of the signal in the frequency domain without suppressing the signal’s local 
characteristics due to the application of the transform to the whole length of the signal. 
Hence, the discrete-time signal is divided into frames of equal length each, and then the 
transform is applied to each frame independently. The general algorithm for 
implementing the time-frequency representation of a signal can be summarized as 
follows. Initially, a time domain window is localized to the centre of the time domain 
data frame that will be spectrally analysed. The Fourier transform of the multiplication of 
the window function with the time domain data frame, results in the localized frequency 
representation of the signal. Subsequently, the same window is slid across each frame of 
the time signal. Consequently, a matrix is constructed from the discrete form of this 
process. The first row of the matrix corresponds to the spectrum of the first time frame 
while, the last row of the matrix, to the spectrum of the last time frame. Hence, the time- 
frequency signal representation presents the evolution of the frequency content of the 
signal with respect to time [90]. Note that, important factors that affect the time- 
frequency signal analysis are the window size and the shape of the window. The time -  
frequency signal representations (sections 3.3 and 3.4) are employed in chapter seven
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(audio classification application) where statistical features are extracted from them so as 
to form the feature vectors introduced to the classifier.
Perhaps the most common form of time-frequency representation is derived from the 
Fourier transform and is usually referred to as the Fourier magnitude spectrogram. The 
short time Fourier transform (STFT) is defined as:
S ( / ,r )  = Js(f)w(f -T)e~m ' dt (3.27)
where s(t)is the time-domain signal, S(f,T) is the short-time estimate of the Fourier 
transform and t represents the position of the window on the time axis. Note that the last 
formula is a function of both frequency and time, where the time dependency is related to 
the window location.
Moreover,
S(f,T) = F[s(t)]*F[w(t-T)]
Substituting,
F[I(/)] = XW ) and F[w(t-r ) ]  = f[w(A)]e'-/2*Ir = where A represents an
intermediate frequency variable, gives us:
= ty(A)W’ (A-
A
= e-J*fr Jx (A )W '(A -  (3.28)
A
where, (.)* denotes conjugation.
The last equation presents the frequency domain version of the time-frequency function. 
Analysing equation (3.28) and excluding the e~J27fr term, one could interpret the time-
frequency function of equation (3.28) as the ISTFT (inverse short-time Fourier transform) 
of X (2). The equivalent expression for the time domain version of the time-frequency 
function is:
S(f,T)= j\s(t)w* (t -r)e~j2mdt (3.29)
The relationship between equations (3.28) and (3.29) addresses the issue of resolution in 
the time and frequency domains. Hence, the narrower the time domain window the higher 
the resolution in the time domain. Analogously, the narrower the frequency domain 
window, the higher the resolution provided in the frequency domain. However, the 
resolutions of the time and frequency domains are inversely proportional. This is an 
example of the well-known Heisenberg-Gabor principle of uncertainty when applied to 
the area of signal processing. The proof of that theorem is provided in section 4.2 of 
chapter four.
3.4 Quadratic time-frequency signal representation
The complex time-frequency representation of a signal, based on the Fourier Transform, 
belongs to the category of the Linear Time-Frequency Representations (LTFRs). 
Analogously, the Fourier magnitude spectrogram belongs to the category of the Quadratic 
Time-Frequency Representations (QTFRs), taking their name after the presence of the 
squared terms.
An important property of a QTFR is the property of superposition, which is proved as 
follows. From the property of linearity, the summation of two time signals x(t) and y(t) 
is expressed in the frequency domain as:
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where X (/j and Y(f) is the Fourier transform of the time signals x(t) and y(t) , 
respectively. Both signals X ( /)  and Y(f) have a real and imaginary component and 
consequently, the power spectrum of the summation of these two signals, P(f), can be 
expressed as:
p m  = m s ( j))+7 '3(5(/)))W s(/)) -  ys(s(/)))
= 9 r-(5(/)) + 3 2(5(/))= (ffi(X(/)) + ffi(T(/)))2 + (3(X(/)) + 3(7(/)))2 
= (932 (X ( / ) )  + 3 2 (X ( / ) ) )  + (9T“ (F ( / ) )  + 3 2 (7 ( / ) ) )  + 2ffi(X ( / ) )9 I (F ( / ) )  +
2 3  ( X ( / ) ) 3 ( 7 ( / ) )
= M v ( /)  + M v ( /)  + 291 (Mvv (/)) (3.31)
where M v( / ) ,  M v(/)  denotes the magnitude spectrogram of x(r) and y(r),
respectively and 9I(MV V(/)) the real part of the ‘cross-magnitude spectrogram’. The last
relationship shows that the power spectrum resulted from the addition of two signals 
equals the summation of the power spectra of these signals with their cross-spectral term. 
The last relationship is known as the quadratic supeiposition principle. Note that, the 
existence of the cross-spectral term affects the separation of these two signals because 
more components appear in the time-frequency plane.
A popular QTFR is the Wigner-Ville distribution [69]. The advantages of the Wigner- 
Ville distribution, compared to the Fourier magnitude spectrogram, is its higher 
resolution and the fact that it does not represent only the magnitude content of the signal. 
The Wigner-Ville distribution is defined as:
(t, f ) = Ja{t + - V f / - ~\~j24TdT (3.32) and
v 2) \ 2)
WD( t J ) =  p ( /  + 0 t * ( / - © eJ^ 'dv (3.33)
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Two of the properties that makes the Wigner-Ville distribution superior compared to 
other QTFRs (e.g. Fourier magnitude spectrogram), are its marginal properties, expressed 
as:
J^T(f,r)df = |s(f)|“ (3.34) (instantaneous signal power) and
jr(f,T)dT= |S (/)|” (3.35) (power spectrum of the signal).
where T (/,r)  represent the Wigner-Ville distribution of a signal s(t).
Note that, the quadratic superposition principle (equation (3.31)), has the following form 
when applied to the Wigner-Ville case:
P(f) = W* (tj)  + WDJ, (r, / )  + 29l(WDXty (t, /) )  (3.36)
where, WDx(t,f) , WDv (t,f) denotes the Wigner-Ville distribution of x(t) and y(t), 
respectively and 9\ fWx v ( t , f ) )  the real part of the ‘cross-Wigner-Ville distribution’ .
Note that, the cross interference term of the Fourier magnitude spectrogram (equation 
(3.31)) is different from the Wigner-Ville (equation (3.36)) one. Hence, for the Fourier 
magnitude spectrogram case, the interference terms are limited to the areas of the time- 
frequency plane that the two power spectra,M x(f) and M  v( / ) ,  overlap. Consequently,
for the Fourier magnitude spectrogram, in the case where the two signals are well 
separated, the cross-term is negligible. Although the last remark appears to be an 
advantage of the Fourier magnitude spectrogram, however this occurs due to its poor 
resolution.
As a reminder, the Wigner-Ville is a quadratic function and hence its sampling has to be 
done in a careful manner. Thus, from equation (3.32):
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WD(t,f)= ]x[t + T-  x*^t-^e-jWHlT = 2 x^(t + T)x*(t~T)e-J47frdT (3.37)
If x is sampled with a period Te, then x(/z) = x(nTe) and consequently, the Wigner-Ville 
is evaluated at the sampling points nTe. Hence, the discrete-time version of the Wigner- 
Ville can be expressed as:
WD{nJ) = 2T ■eYjX[n + k)x'{n-k)e-ii(^3.38)
Note that, in practice, the signals do not tend to infinity and consequently, they are 
windowed. The windowing of the Wigner-Ville distribution (pseudo-Wigner-Ville 
distribution) has smoothing effects and consequently the aforementioned marginal 
properties are lost. However, the resolution of the pseudo-Wigner-Ville distribution is 
still superior when compared to the resolution of the Fourier magnitude spectrogram.
A more detailed analysis of the Wigner-Ville distribution and its properties, as well as 
details about the Cohen’s class time-frequency distributions, in which the Wigner-Ville 
distribution belongs, can be found in [69] and [70].
3.5 Visualisation of a time-frequency representation
In this section an example of the Fourier magnitude spectrogram of an audio recording is 
provided. The Fourier magnitude spectrogram, S(f,T), can be visualized as a 
continuous, real-valued function mapped on the time-frequency plane. The Fourier 
magnitude spectrogram provides a representation of the evolution of the signal’s 
magnitude across time.
The Fourier magnitude spectrogram of a referee whistle blow (football match) is 
presented in figure 3.2. One can observe that the dominant frequency appears at around
0.18 of the frequency scale. Note that the magnitude intensity is proportional to the 
colour intensity.
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Founar magnitude spectrogram of a referee whistle
Figure 3.2: Fourier magnitude spectrogram of a referee whistle
A line drawn perpendicularly to the x-axis of the time-frequency distribution expresses an 
estimation of the magnitude content of the signal at a specific time whereas, a horizontal 
line, drawn perpendicularly to the y-axis, provides an estimation of the evolution of the 
magnitude content of the signal at a certain frequency.
3.6 Summary
In this chapter, the Hartley transform was briefly described. In subsection 3.1.3, a short- 
time analysis of the Hartley phase spectrum (‘whitened’ Hartley spectrum) was provided. 
In section 3.2, the Fourier and the Hartley phase cepstrums, which will be used for the 
time localization of a signal application (chapters five and six), were defined. The 
advantage of the time-frequency signal representation, in terms of preservation of the 
signal’s features, was highlighted (section 3.3). In section 3.4, some of the advantages of 
the Wigner-Ville signal representation, were mentioned. The Wigner-Ville distribution 
provides higher resolution compared to the Fourier magnitude spectrogram and also
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encapsulates the signal’s characteristics to a single plot, unlike the Fourier magnitude that 
encapsulates only the magnitude content of the signal. Hence, as will be discussed in 
chapter seven, statistical measurements extracted from the time - frequency signal 
representations will be used in order to form the feature vectors, which will be introduced 
to the classifier for the audio classification application (chapter seven).
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CHAPTER 4
CLASSIFICATION AND OTHER PRACTICAL
CONSIDERATIONS
Introduction
In developing the audio classification software (chapter seven), there were a number of 
implementation issues that needed to be addressed. In this chapter, these issues have been 
brought together. Section 4.1 discusses the issue of the signal sampling rate. The 
phenomenon of windowing is described in section 4.2, while in section 4.3, the issue of 
‘root’ finding of high-order polynomials is analyzed. Section 4.4 discusses the statistical 
measurements used while, section 4.5 examines the effect of the use of ‘difference’ when 
extracting statistical features from the phase related spectrograms. Finally, section 4.6 is 
dedicated to the distance-metric classifiers.
This chapter is related to chapters five and seven in the following manner. Section 4.2 
describes the effect of windowing in the case where the audio recordings (chapter seven) 
of the database used are divided into frames so as to structure the time -  frequency
41
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signal representations from which the statistical measurements (section 4.4) will form the 
feature vectors introduced to the distance metric classifier (section 4.6). Moreover section 
4.3 is related to the evaluation of the phase spectrum of a signal via the z-transform that 
will be discussed analytically in chapters five and seven.
4.1 The sampling process
In this first section, the issue of the sampling rate is addressed. In theory, there is not a 
rule that describes the appropriate sampling rate of a non-periodic signal of finite length. 
In chapter seven though, the experimental results show that the classification scores are 
influenced by the sampling rate. Thus, the issues of undersampling and oversampling are 
discussed in the following subsections.
4.1.1 The sampling process and aliasing
In practise, a continuous signal can be expressed in its discrete form, if multiplied by 
equally spaced dirac delta functions, as shown below,
s(n) = s(OX£(r-nT) (4.1)
/|=-oo
where, s(n) and s(t) are the discrete and continuous version of the signal 
respectively, S(t) represents the dirac delta function and T the sampling period. The dirac 
delta function, 8(t), is defined as the limit in which the rectangular pulse of unit area 
tends, as the width of the pulse tends to zero, maintaining the area to unity [1 1 1 ]. 
Therefore, the Fourier transform of s(n) is:
F’D(n)] = JriO ^ 8 (t- nT)e~J27jftdt or
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F[j(n)] = F[s(t)} * J J ]  S(t -  nT)e~J2*dt (4.2)
—Oort “ ""ty
where * denotes convolution. Focusing on the second part of equation (4.2),
J 2 £ ( / - nT)e~m 'dt = £  [ J £(r- nr)<ry2*dr] = J^e~j27fnT (4.3)
—ooW= 00 /|=—03 __oo /I — 00
Also,
oo oa
£  g-j 2*hT = ^  (cos( 2 ^ r )  -  7 s in (2^D ) (4.4)
n=-°° ii=s-oo
In the case where -  oo < n < the summation of the sine terms of the last equation tends 
to zero, whereas the summation of the cosine terms tends to a set of periodic dirac delta 
functions in the frequency domain, i.e.
£  (cos(2nfnT)) = f i S(f-kf,)  (4.5)
H=~oo A’s-eo
where f s = represents the sampling frequency and lc is an integer incrementing in the 
frequency domain.
Subsequently, equation (4.2) becomes,
F[s(n)] = S(f)* j r  S(f~¥,)=  Z [S ( / )* £ ( / -V .) ]  (+6)
*=-<* *=-00
Convolution of a signal with the dirac delta function does not have any effect to the 
signal. Thus, the convolution of a signal with frequency shifted dirac delta functions, 
results in a replication of the spectrum at a regular distance of fs across the frequency 
axis. Note that, in the replicated spectrum each dirac delta function is frequency fs away 
from each neighbouring dirac delta function. If the spectrum of the initial signal s(t) has
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infinite bandwidth, then the replicated spectra overlap each other causing the aliasing 
effect. In order to avoid aliasing, the continuous signal has to be band-limited so as to 
remove all frequencies above or below f/2 and - f/2, respectively. The last statement is 
widely known as the Nyquist limit which says that a continuous signal can be exactly 
recovered from its sampled counterpart, provided the bandwidth of the signal is less than 
half the sampling frequency. The last statement also highlights the importance of pre­
processing the continuous signal before the sampling process takes place [90].
An important practical issue that arises at this stage is what happens in the case where the 
sampling rate is irregularly spaced. Thus, equation (4.1) now becomes,
oo
s(n) = s(t) Y  5(t -  nT ± e) (4.7)
/!=-oo
where, e represents a small and random variation in the position of each dirac delta 
function. Consequently, although the result is again a set of replicated spectra, the dirac 
delta functions are not uniformly separated any more; i.e.:
f,±A=  1
T±e
However, although the dirac delta functions are randomly separated across the spectra, 
the signal can still be accurately represented. Further restriction of the signal’s 
bandwidth, proportional to the randomness of e , will reduce the possibility of aliasing. 
The assurance of the lack of aliasing effects, is one of the reasons that the signal 
bandwidth has to be restricted, even further, compared to the Nyquist criterion.
4.1.2 The sampling process and the DFT
As mentioned before, in order to avoid aliasing in the frequency domain, the signal has to 
be bandwidth limited. Analogously, in order to avoid aliasing in the time domain, the 
signal has to be time limited. Hence, it is important to specify the number of the time
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domain points required so as to avoid aliasing.
Due to reciprocity between the forward and the inverse Fourier transform, it is stated that 
for f sN (N : number of samples) samples taken from the discrete time domain of a 
signal, N samples from the frequency domain are required so as to represent the signal 
accurately. Therefore, in the frequency domain, there will be f sN real spectral samples
and f sN imaginary spectral samples i.e. totally 2 f sN . However, the real and the 
imaginary components of the complex spectrum of a real signal are characterized by even
Nand odd symmetry about the amplitude axis, respectively. So, only f s —  frequency
samples are required by each component (i.e., total number of frequency samples equals 
to, f sN ) so as the spectrum to be fully represented [87].
Taking only a limited number of time samples, in order to construct the spectrum, affects 
its resolution, therefore the new spectrum is just an estimation of the ‘original’ one. 
However, even if the sampling rates in both the time and frequency domains are 
‘appropriate’, the observations about the signal characteristics are usually derived from 
either the magnitude or the phase spectra. The evaluation of the Fourier magnitude 
(equation (3.2), chapter three) and the Fourier phase (equation (3.3), chapter three) 
spectra though, involve the use of non-linear functions. Observations indicate that even in 
the case where the complex spectrum is sampled correctly, the magnitude and phase 
spectra are oversampled and undersampled, respectively. Hence, there is no analytical 
method that guarantees the correct sampling of the magnitude or the phase spectra. In 
most applications, the effect of oversampling is less critical compared to the effect of 
undersampling.
4.2 Windowing
As will be discussed in chapter seven, each audio recording of the database has to be 
divided into frames (windowing) so as to form the time -  frequency distributions. The
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effect of windowing, in signal processing, is similar to the observation of an infinitely 
long signal through a ‘window’.
The window is defined as a time signal with finite positive amplitude spanned over a 
certain time period whereas elsewhere equals zero. If a certain frame of a time data 
signal, x{t), is windowed by w(t), then the new signal x\t), in the time domain, is formed 
as:
x\t) = x(t)w(t) (4.8),
The Fourier transform of that expression is,
X'(f) = S(f)*W(f) (4.9)
From the last relationship, it can be seen that the spectrum of the windowed signal x\t) 
is equal to the convolution of the ‘actual’ spectrum of the signal with the spectrum of the 
window (subsection 3.1.3, chapter three). Thus, the spectrum of the windowed data 
strongly depends upon the spectral properties of the windowing function. For example, 
the Fourier transform of a rectangular window function results in a sine function (i.e.,
 The sine function has a narrow dominant central lobe and significant side
/(-*)
lobes that affect the neighbouring spectral frames, as they diffuse their spectral leakage 
across the power spectrum. Hence, fine information of the neighbouring spectral frames 
will be suppressed resulting in the degradation of the information content of the 
spectrum. The effect of windowing becomes less apparent by choosing the appropriate 
window shape [62].
Moreover, another crucial point in the operation of windowing is its size in the time and 
frequency domain. The narrower the time domain window, the higher the resolution 
provided in the time domain. Similarly, the narrower the frequency domain window, the 
higher the resolution provided in the frequency domain. However, the resolutions of the 
time and frequency domains are inversely proportional [90]. The following example
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shows the effect of this inverse proportionality for the case of a rectangular pulse.
The Fourier transform of a rectangular pulse of width equal to 2 St is expressed as:
W(f' ) = Sm(2 J T> (4.10)
¥
Equation (4.10) forms the sine function, where its first zeros occur when 
sm(2ftf8T) = 0, 27TfSr = ±n  giving:
fST = ±j(4.11)
However, note that, Sf -  2 f , where Sf is the distance between the first two zeros, on 
either side of the main lobe, of the sine function in the frequency spectrum. Hence, 
equation (4.11) becomes
SfSt = ±1 (4.12)
The last expression shows that the window widths in the time and frequency domain are 
inversely proportional.
4.3 Evaluation of polynomial ‘roots’
In chapters five and seven, which are dedicated to phase analysis and to the experimental 
results, the issue of ‘root’ estimation of high-order polynomials arises. Specifically, in the 
phase spectrum evaluation via the z-transform (chapters five and seven), the signal is 
divided into frames of 256 samples and then each frame is treated as a polynomial of 
order 255. This polynomial consists of 256 coefficients, i.e., the maximum power of the 
polynomial equals 255. The ‘roots’ of this polynomial are evaluated and mapped onto the 
z-plane, in order to estimate the phase spectrum of that frame of data [66].
It is relatively easy, by appropriate manipulation of the general quadratic formula, to 
calculate the ‘roots’ of polynomials of degree four or less. However, there is not a
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standard formula to calculate the ‘roots’ of a higher than fifth degree polynomial. In the 
case that a polynomial cannot be easily factorised there are numerical methods that 
calculate its ‘roots’. A summary of these methods with their advantages and 
disadvantages can be found in [77]. Perhaps the most popular of the numerical methods 
are based on the Newton’s approach. However, they have the disadvantage of not always 
converging towards a ‘root’ or sometimes converge very slowly. Moreover, the same 
algorithm has to be repeatedly applied so as to detect all the ‘roots’ of the polynomial. An 
alternative method, based on linear algebra, calculates the ‘roots’ of a polynomial by 
estimating the eigenvalues of the companion matrix formed by the polynomial’s 
coefficients.
Hence, the aim is to find the ‘roots’ of the following polynomial of degree n that is of the 
form:
ciQ + axt +...+ an_xtn~{ + ant" =0 (4.13)
where aQ,al,...,an_l and an are real coefficients and an ^ 0 or
Cq + cxt +... + Cn_\t" 1 +1" =0 (4.14)
The QR (eigenvalue) method is selected as the ‘roots’ finding technique for the phase 
estimation via the z-transform (chapters five and seven). Further details regarding the QR 
algorithm can be found in [85] and in appendix Al.
4.4 Statistical measurements
This section discusses the statistical measurements extracted from the time -  frequency 
signal representations of each audio recording, in order to form the feature vector(s) used 
for the audio classification application (chapter seven). Each of the time -  frequency 
signal representations has to reduce its dimensionality in order to be introduced to the
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classifier. Generally speaking, the effective dimensionality reduction is achieved based 
on either of the following two methods. The first method involves the selection of a 
certain number of coefficients derived from a transform with compression qualities (e.g. 
Discrete cosine transform) while the second, involves the extraction of a certain number 
of statistical measurements [13] [102], As it will be revealed in chapters five and seven, 
the phase spectra (and consequently the phase related time-frequency signal 
representations) of the non-synthetic signals are characterized by rapid changes that 
appear as discontinuities. Consequently, it is not possible to apply any transform with 
compression qualities, because integration is involved which requires continuity. 
Therefore, for this research, the dimensionality reduction is achieved via the evaluation of 
statistical measurements.
The statistical features are calculated from each of the time-frequency signal 
representations. Each time-frequency representation forms a matrix. Hence, the statistical 
features are calculated from the distributions formed from the values of each of these 
matrices.
The descriptive statistics, are statistical measurements that extract features related to the 
distribution formed and are divided into five categories [80]. These categories are:
a) Location statistics: mean (1st order moment), median, geometric mean, mode, 
midrange, sum etc. They form the most popular category of statistics and describe the 
central tendency of the data under analysis [103].
b) Scale statistics or measurements of dispersion: variance (2nd order moment), 
standard deviation, range etc.
c) Shape and distribution statistics: skewness (3rd order moment, degree of 
asymmetry), kurtosis (4th order moment, degree of flatness) etc.
d) Quantiles: maximum, minimum, lower quartile, higher quartile, inter-quartile 
range etc. [101].
e) Counts: sample size, number missing, number of unique values etc.
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Statistical measurements that belong to the same category convey similar information and 
therefore, certain measurements were, chosen from each category. The statistical 
measurements selected to form the feature vectors for the audio classification application 
(chapter seven) are justified in the following subsections.
4.4.1 Location statistics
Perhaps the most popular location descriptor, the mean value, is not robust due to its 
susceptibility to outliers. Similarly, the sample mean, the geometric mean and the 
harmonic mean are not chosen for the same reason. The trimmed mean is also 
inappropriate, as the percentage of the distribution that has to be excluded, depends on 
the characteristics of each class of audio recordings. Hence, different classes would 
require different percentages of exclusion. Two other location statistics are the midrange 
and the sum. The midrange is defined as the average of the smallest and largest value of 
the sample data set. The sample sum is the sum of the values of all the data samples, i.e. 
same as the mean but multiplied by the sample size. Both descriptors, especially the first 
one, are heavily influenced by the outliers and consequently, they are not appropriate for 
distributions with unknown behaviour, as their values could be misleading and hence, 
confuse the classifier. The sample mode, another location statistical value, evaluates the 
data that occurs most frequently in the sample data set. The sample mode is less sensitive 
to the skewness of a distribution compared to either the sample mean or the sample 
median. However, the sample mode is more susceptible to the variation of the data 
sample when compared to both the sample mean and the sample median [103]. In the 
case of real signals, the variation of the data sample is an important factor that has to be 
taken into consideration. The median is a more robust statistical measurement compared 
to the arithmetic mean as it is calculated based on one or two values only (depending on 
the even or odd number of the data samples) [102]. This is the reason why median was 
chosen as one of the statistical measurements that formed the feature vector.
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4.4.2 Scale statistics
The scale statistics provide information about the dispersion of the distribution i.e., the 
amount of scattering. The two most popular scale statistics are the sample variance 
together with its close relative the sample standard deviation that is the square root of the 
sample variance. Data outliers and skewness of the sample influence the sample variance 
and the sample standard deviation. However, the sampled variance is an unbiased 
statistical estimate of the distribution. The deviations of the mean absolute deviation 
(m.a.d.), although still influenced by extreme values, are not squared and consequently, 
outliers do not affect the result so heavily [102]. Other scale statistics are the sample error 
of the mean and the sample coefficient of variation. Both of them are characterized by 
lack of robustness, as their estimation is based upon the whole data set. Moreover, they 
convey information similar to the variance and standard deviation. Summarizing, from 
the scale statistics the variance, and the mean absolute deviation were chosen for the 
feature vector introduced to the classifier.
4.4.3 Shape and distribution statistics
From the category of shape and distribution statistics, the skewnesss and the kurtosis 
were chosen in order to form the feature vector introduced to the classifier. The shape 
statistics evaluate the difference, in terms of shape, between the data distribution under 
investigation and the normal distribution that has the same mean and variance to the one 
under investigation. The sample skewness and sample kurtosis are not robust statistical 
descriptors, as they are making use of all the data set, however they encapsulate 
distinctive features of the distribution efficiently [80].
4.4.4 Ouantile statistics
Perhaps, the most popular quantile statistical descriptors are the minimum and maximum 
value of a distribution that are the 0th and 100th quantile, respectively. Moreover, the 
median, which also belongs to the location statistical descriptors, is the 50th percentile.
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Two other quantile statistical descriptors are the sample range and the inter-quartile range 
(i.q.r.). The range can be affected by outliers and is always used together with other 
statistical descriptors. The inter-quartile range is very robust to outliers compared to most 
of the statistical descriptors [101]. The range and the inter-quartile range (i.q.r.) were two 
of the statistical measurements chosen to form the feature vector.
4.4.5 Count statistics
The last category of the statistical descriptors is the counts. The sample size is the number 
of samples that forms the data set. The numbers missing are the values that are missing 
from the data set. Finally, the number of unique values is the number of values that are 
different compared to the rest of the data set. Due to the lack of robustness, none of the 
count statistical descriptors were chosen to contribute to the feature vector introduced to 
the classifier.
4.4.6 Statistical feature vector
Summarizing, in subsections 4.4.1 to 4.4.5, the statistical measurements were categorized 
and the most appropriate of them were identified for the audio classification application 
(chapter seven). Hence, in this subsection, the eight statistical measurements employed, 
to form the feature vector introduced to the classifier for the audio classification 
application (chapter seven), are defined. The reasons that these eight particular 
measurements are selected instead of others are described in the corresponding 
subsections (i.e. subsections 4.4.1 to 4.4.5).
i) Variance: is a measurement of the spread of a distribution and in particular, regarding 
the audio classification application (chapter seven), an indication of the dynamic range of 
the spectrum. It is defined as the mean of the squares of the differences between the data 
samples and the data mean value. Note that, instead of dividing the sum of the squares by 
the sample size, the sum of squares is divided by the sample size minus one (unbiased 
estimate) i.e.
1 n
variance =  V  (x, — x)2 (4.15)
N - i t r
where, x represents the sample mean and N the size of the data set.
ii) Skewness: is a measurement of asymmetry of the samples around the mean value and 
regarding the audio classification application (chapter seven), an indication of the shape 
of the spectrum. It is defined as the mean of the third power of the differences between 
the data samples and the data mean value.
skewness -  ^ X (4.16)
where, o’represents the sample standard deviation.
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iii) Kurtosis: is a measurement of the outlier proness of a distribution and an indication 
of the shape of the spectrum for the audio classification application (chapter seven). It is 
defined as the mean of the fourth power of the differences between the data samples and 
the data mean value.
• E(x-x)Akurtosis =    (4.17)
a
where, a again, represents the sample standard deviation.
iv) Inter-quartile range (i.q.r.): is a measurement of dispersion and an indication of the 
dynamic range of the spectrum for the audio classification application (chapter seven). In 
most cases, the 50% of the data located in the middle is the most important. The inter­
quartile range is the difference between the 75th and 25th data percentile.
i.q.r. = Q15 — Q25 (4.18)
v) Median: is a measurement of location as well as a quantile statistical measurement. In 
particular, for the audio classification application (chapter seven), median is an indicator 
of the central level of the spectrum. It is defined as the central value of the data set. Thus,
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it divides the data set in half, fifty percent of the measurements being over it and fifty 
percent below it.
vi) Mean absolute deviation is a measurement of dispersion and particularly, regarding 
the audio classification application (chapter seven), an indication of the dynamic range of 
the spectrum. It evaluates the average of the absolute differences between the data 
samples and the mean of the data samples.
m.a.d. = E \ X; —x \ (4.19)
where x represents sample mean.
vii) Range: is the difference between the maximum and minimum values and regarding 
the audio classification application (chapter seven) an indication of the dynamic range of 
the spectrum.
viii) Entropy: expresses the information-related feature of the signal. For this work, the 
‘log energy’ entropy is employed. Note that, entropy is an additive function
i.e. E ( s )  = Y j E ( s i ) .
i
Thus, the ‘log energy’ entropy, is defined as:
EU,) = log(s(2) (4.20)
£(s) = 2> g(s ,2) (4.21).
/
where s represents the signal and s-t the coefficients of s.
Although entropy does not belong to any of the aforementioned categories of statistics 
(subsections 4.4.1 to 4.4.5), it was selected as one of the statistical measurements of the 
feature vector introduced to the classifier. Entropy has different physical meanings 
depending on the scientific area. In thermodynamics, it represents the amount of disorder 
in a system whereas, in communication theory represents the amount of uncertainty that a
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signal conveys. Generally speaking, low entropy is observed when the amount of disorder 
or randomness is low [81], [84]. For the audio classification application (chapter seven), 
entropy conveys information related to the structural order of the spectrum.
4.5 Differential of the phase related spectra
The experimental results of the audio classification application (chapter seven) show that 
the classification rates reached in the case where the statistical features are calculated 
from the phase ‘difference’ spectrograms are higher when compared to the case where the 
classification rates are calculated from the phase spectrograms (i.e. without the use of 
‘difference’). Hence, in this section, initially the first differential (continuous domain) of 
the Fourier and the Hartley phase spectra and then, the first ‘difference’ (discrete domain) 
of these spectra, will be presented.
The first differential of the Fourier phase spectrum is:
/
d(<p(co))
dco
d arctan
V
3(S(a>))
SR(S«o)) dCO dco
dco Tr(Sfry)) + 3 30S(Ey)) (4.22)
while, the first differential of the Hartley phase spectrum is:
d(Y(co)) _ d(cos((p(coj) + sin( (^<5t;))) _ d(cp(co))
dco dco dco
(cos(cp(coj) -  sin(cp(co))) (4.23)
In the discrete domain, the ‘difference’ of the Fourier phase spectrum is calculated by 
subtracting the first Fourier phase point from the second Fourier phase point, etc. along 
the discrete frequency axis. As with the .‘difference’ of the Fourier phase spectrum, the 
‘difference’ of the Hartley phase spectrum is calculated by subtracting the first Hartley
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phase point from the second Hartley phase point, etc. along the discrete frequency axis.
The classification rate is higher in the case where the ‘difference5 is used because the 
‘difference’ emphasizes the information related to the phase spectral transitions of the 
phase spectrum (i.e., the more gradual the transition, the smaller the derivative amplitude 
and vice versa). Details related to the increase in the classification rate, obtained from the 
phase spectrograms, in the case where the ‘difference’ is used, will be presented in 
subsection 7.4.1 of chapter seven.
4.6 Distance metric classifiers
In this section, the choice of the classifier employed for the decision-making part of the 
pattern recognition process (chapter seven), is justified. There are many classification 
techniques in statistical pattern recognition; some of them are less complex, such as 
Template matching whereas, some others are more complicated such as the Support 
Vector Classifier [79], [82]. This work is focused on the feature extraction part of the 
pattern recognition process and hence, one of the least complicated classification 
techniques, the nearest mean, is used. The concept of the nearest mean classification 
technique, is based on the distance between each of the test vectors and the target vector. 
A test vector is classified to the class that corresponds to the target vector that is located 
closest.
There are many ways to compute the distance between two points. Five of the most 
popular metric distances are: the Euclidean, the standardized Euclidean, the City block, 
the Minkowski and the Mahalanobis [78] [79]. Note that, in most classification problems 
the target/test feature vectors cannot be visualized because they have more than three 
dimensions, however the principles of distance evaluation are the same.
Assume, an M-by-iV matrix where each of the rows (m) represents a different point in 
space and each of the columns (n) its coordinates. Generally, the metric distance, d, 
between two of the rows (e.g. mk to ) is defined as:
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, r |  4^-24)
where k, I represent rows of the matrix and j  a column of the matrix. Also, p is an integer 
which determines the vector space where the feature vectors lie [79].
Forp=2 the Euclidean metric distance is obtained while, forp=l the City Block metric 
distance.
The disadvantage of the aforementioned metric technique is that the degree of variance 
amongst the columns of the matrix is not considered. Consequently, coordinates that have 
high absolute values dominate the result.
The standardized Euclidean metric is defined as:
cl = -  mt )D~{ (mk -  ml )T (4.25)
where (.)T represents the transpose operator and D~x represents the inverse diagonal 
matrix. The diagonal elements of D are the variances of each column of the m-by-n 
matrix, whereas the remaining elements of the matrix equal to zero. Although the matrix 
D has the variance of each column on its main diagonal, the degree of variance amongst 
the columns of the matrix is still not considered.
Finally, the Mahalanobis metric is defined as:
d = j(mk -  ml )V -l (mk -  ml )T (4.26)
where V" '1 represents the inverse covariance matrix. Due to the use of the covariance 
matrix, the degree of variance amongst the columns of the matrix is considered [78].
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Hence, certain coordinate(s) of the feature vectors that are characterized by higher 
magnitude(s) compared to the rest, do no.t dictate the classification result.
From the aforementioned metric distance techniques, the Mahalanobis was selected in 
order to calculate the distance between the test and the target vectors (chapter seven), due 
to its normalization property. Hence, the classifier used for the audio classification 
application (chapter seven) is the Mahalanobis metric distance.
4.7 Summary
In this chapter, the justification of certain choices made to the audio classification 
application (chapter seven), were discussed. The issues of sampling and windowing were 
highlighted in the first two sections while, sections 4.4 and 4.6 were focused on the issue 
of statistical feature extraction and on the concept of metric classification, respectively. 
For the audio classification application (chapter seven) each audio recording has to be 
divided into frames (windowing, section 4.2) and then statistical features (section 4.4) are 
extracted from each of the time -  frequency signal representations so as to form the 
feature vectors introduced to the Mahalanobis classifier (section 4.6). Moreover, in 
section 4.5, the use of ‘difference’ to the phase related spectrograms, is described. This 
issue will also be discussed in chapter seven (audio classification application). Finally, 
section 4.3 was dedicated to the issue of finding the ‘roots’ of high-order polynomials 
that is related to the implementation of the phase spectrum of a signal based on the z- 
transform, which will be discussed in chapter five.
CHAPTER 5
PHASE ANALYSIS AND PRELIMINARY RESULTS
Introduction
The Fourier phase function of non-synthetic signals is highly discontinuous ([41] and 
subsection 5.1.3). In this chapter, the two categories of phase discontinuities that appear 
in the Fourier phase spectrum will be examined. The first category of discontinuities is 
related to the use of the inverse tangent function while, the second category is related to 
properties of the signal. Methods to overcome both categories of phase discontinuities are 
studied. Moreover, in this chapter, the Hartley phase spectrum is explored and its 
attractive properties, compared to its Fourier counterpart, are observed. Finally, the 
behavior of the Fourier phase function will be compared to the behavior of the Hartley 
phase function, via their corresponding cepstrums, in a noise-free (chapter five) and in a 
noisy (chapter six) environment via synthetic signals.
The discontinuities that the Fourier phase function exhibits cause ambiguities to any 
feature extraction method applied to the function (section 4.4, chapter four). Thus, by
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overcoming the discontinuities of the phase function, the ambiguities caused by their 
existence, are reduced. Hence, in our research it is shown that in the case where the 
discontinuities of the phase spectrum are compensated / removed then, one can extract 
useful information for various applications.
In the conventional phase spectrum, the majority of the discontinuities are introduced due 
to the use of the inverse tangent function. Hence, the first category of discontinuities is 
related to the artifacts caused because of the use of the inverse tangent function and not 
due to structural (i.e., intrinsic) properties of the signal. Consequently, this category of 
discontinuity will be referred to as ‘extrinsic’, named after the source that causes it. The 
second category of discontinuity appears when both the real and the imaginary 
components of the Fourier spectrum at a frequency point of the signal become zero, 
simultaneously. Equivalently, in the z-domain, the same category of discontinuity 
appears when a ‘zero’ (‘root’) of the signal is located on the circumference of the unit 
circle [39]. Consequently, this category of discontinuity is caused by the structure of the 
signal and will be called ‘intrinsic’, named after the source that causes it.
Hence, this chapter is organized in six sections. The first section (section 5.1) provides 
the theoretical analysis of the phase estimation based on the Fourier transform. The two 
categories of discontinuities (‘extrinsic’ and ‘intrinsic’) that appear in the Fourier phase 
spectrum are introduced, as well as the methods to overcome them. The second section of 
this chapter (section 5.2) provides examples that justify the theoretical concepts analyzed 
in the first part. Subsequently, the third section (section 5.3) provides the theoretical 
analysis of the phase estimation based on the Hartley transform (Hartley phase spectrum / 
‘whitened’ Hartley spectrum) as well as its advantages compared to the phase estimation 
based on the Fourier transform. The fourth section (section 5.4) demonstrates the 
attractive properties of the implementation of the phase spectrum based on the Hartley 
rather than the Fourier approach via examples of synthetic signals. Note that, in both the 
experimental sections (sections 5.2 and 5.4) the examples provided are in a noise-free 
environment. The superiority of the Hartley phase spectrum (‘whitened’ Hartley 
spectrum), compared to its Fourier counterpart, in a noisy environment is demonstrated
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via examples in the following chapter (chapter six). Moreover, in section 5.5, a step-by- 
step description of all six phase related algorithms employed for the time localization of 
the signal, based on the phase function (chapter six) and the audio classification (chapter 
seven) applications, is given. Finally, in section 5.6 a summary of this chapter, is 
provided.
5.1 Phase spectrum implementation based on the Fourier transform
In this section, the method for the evaluation of the phase spectrum of a signal, will be 
presented. Initially, the signal is transformed to the frequency domain via the DTFT 
(Discrete-Time Fourier Transform). The Fourier phase spectrum is constructed based on 
the following formula:
cp(oo) = arctan 3(S(a»)
n s m
(5.1)
where -  n < cp(co) < n , S (co) is the complex Fourier spectrum of the signal and 3 (.), 
(.) are its imaginary and real components, respectively.
During computation, the range of the values of the inverse tangent function is restricted 
to 2n . Hence, an ‘extrinsic’ discontinuity is said to appear in the continuous phase 
spectrum whenever the difference between two consecutive phase angles is 2k  radians. 
However, since the signals employed are discrete, an ‘extrinsic’ discontinuity is said to 
appear in the discrete phase spectrum, whenever the difference between two consecutive 
phase samples is higher than a certain threshold [41]. This occurs because the sampling 
rate (subsection 4.1.2, chapter four) is not always adequate to detect the exact value of the 
phase transition between rapidly changing phase samples.
The phase spectrum of a signal, without the removal of the ‘extrinsic’ discontinuities, is 
characterized by rapid phase transitions. Hence, the phase spectrum of a signal without 
the removal of the ‘extrinsic’ discontinuities seems like a noisy signal. Consequently, it is 
not possible to derive any features from this highly discontinuous function. Thus, the
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removal of the ‘extrinsic’ discontinuities is a necessary process. The method used in 
order to compensate the ‘extrinsic’ discontinuities is presented in subsection 5.1.1.
The second category of discontinuities appears when both the real and the imaginary 
components of the signal’s complex spectrum become zero simultaneously. In that case
To)the phase value for this particular frequency point (equation (5.1)) tends to arctan —
[39]. Note that the ‘intrinsic’ discontinuities, unlike the ‘extrinsic’ discontinuities, form 
part of the signal and consequently their compensation/removal results in information 
distortion/loss. Moreover, as will be shown in chapter six, the removal of the ‘intrinsic’ 
discontinuities is not always necessary. Thus, when dealing with time localization related 
problems, the removal of the ‘intrinsic’ discontinuities can be omitted (chapter six). 
However, when the application involves dimensionality reduction of non-artificial 
signals, such as classification of audio utterances based on statistical feature extraction, 
their compensation/removal provides better results (chapter seven), in terms of 
classification rate. As it will be presented in subsections 5.1.1, 5.1.2 and 5.1.3, the 
‘extrinsic’ discontinuities can be compensated whereas, the ‘intrinsic’ discontinuities can 
be either compensated or removed.
5.1.1 Compensation of the ‘extrinsic’ discontinuities
The ‘extrinsic’ discontinuities are compensated by adding ±2n radians, whenever there 
is a phase transition greater than n radians between two consecutive phase angles [41], 
in the signal’s phase spectrum. The disadvantage of this method is that the identification 
of the discontinuities is made difficult due to the discrete nature of the phase function 
which can change rapidly with frequency. Hence, the ‘unwrapping’ algorithm cannot 
discriminate between ‘wrapping’ ambiguities (i.e., artifacts caused due to the use of the 
inverse tangent function) and rapidly changing phase angles (i.e., structural features of 
the signal). An overview of the phase ‘unwrapping’ algorithms, based on [41], is 
presented in section 2.3 of chapter two. Finally, note that, unlike the case of the ‘intrinsic’
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discontinuities, there is not a known method in order to remove, rather than just to 
compensate, the ‘extrinsic’ discontinuities.
The second category of discontinuities (‘intrinsic’) can be either compensated or 
removed. In subsection 5.1.2, the compensation of the ‘intrinsic’ discontinuities will be 
discussed whereas, in subsection 5.1.3 the removal of the ‘intrinsic’ discontinuities, will 
be presented.
5.1.2 Compensation of the ‘intrinsic’ discontinuities (via the DTFD
Whenever there is a simultaneous change of signs of the real and the imaginary 
components of two subsequent frequency points, then there is a simultaneous zero 
crossing in the region between them. These frequency points will be referred to as 
‘critical’ points, whilst the region between these two points (region where the zero 
crossing occurs) will be referred to as ‘critical’ region. Note that, the signs of the real and 
the imaginary Fourier components define the quadrant in which the corresponding 
Fourier phase angle falls. When both components are positive the angle lies in the first 
71quadrant (0  —> — radians) while, when they are both negative the phase angle lies in the 
3#
third quadrant (n —> —  radians). When the real component is positive and the imaginary
3 71component is negative the phase angle lies in the fourth quadrant (—— > 2tz radians) and 
when the real component is negative and the imaginary component is positive the phase
71angle falls in the second quadrant (— —> 7Z radians). Thus, a simultaneous change of
signs of the real and the imaginary components of two subsequent frequency points (i.e. 
zero crossing), is equivalent to a phase transition from either the first to the third or the 
second to the fourth quadrant or vice versa, in the phase spectrum. Therefore, these phase 
transitions are approximately equal to 7t. Note that, after the compensation of the
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‘extrinsic’ discontinuities, the ‘intrinsic’ discontinuities cause the highest transitions in 
the phase spectrum.
Thus, the compensation rule for the ‘intrinsic’ discontinuities states: starting from the 
beginning of the phase spectrum (i.e., 0 frequency point), if the phase angle of a ‘critical’ 
point is greater compared to the phase angle of the ‘critical’ point before it, then -n  is 
added to the rest of the spectrum and vice versa. Consequently, the addition/subtraction 
of ti radians reduces the phase transitions by changing the quadrant of the frequency 
points. From now on, this method of compensation of the ‘intrinsic’ discontinuities will 
be called phase evaluation via the DTFT with compensation of the ‘intrinsic’ 
discontinuities.
Hence, the phase evaluation process with compensation of the ‘intrinsic’ discontinuities 
can be summarized in three stages. The first stage is the evaluation of the phase spectrum 
based on equation (5.1), the second stage is the application of the ‘unwrapping’ algorithm 
(compensation of the ‘extrinsic’ discontinuities, subsection 5.1.1) to the phase spectrum, 
while the last stage is the application of the aforementioned compensation algorithm.
The necessity for the compensation of the ‘intrinsic’ discontinuities is demonstrated via 
an example with a synthetic signal. Consider a 256-samples long signal comprised of 
multiple excitations. The 26 equally spaced unit samples, are repeating themselves every 
10 samples whereas, the remaining samples are fixed to zero. Figure 5.1a shows the 
signal in the time domain, figure 5.1b shows the magnitude spectrum of the signal and 
figures 5.1c and 5. Id show how the real and imaginary components, of the signal, evolve 
in the spectrum.
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Figure 5.1a:
Figure 5.1b: Magnitude spectrum of the multiple excitation signal 
Figure 5.1c: Real part of the multiple pulses 
Figure 5.1d: Imaginary part of the multiple pulses
Figure 5.2a presents the ‘unwrapped’ phase spectrum (subsection 5.1.1) of the signal 
presented in figure 5.1a. It is important to mention that even in the case where the 
‘unwrapping’ algorithm would not be applied to the phase spectrum of the 
aforementioned signal, figure 5.2a would be the same. This occurs because the phase 
transitions in the phase spectrum are lower than n  and consequently, the ‘unwrapping’ 
algorithm cannot correct them. However, applying the detection and compensation rule 
of the ‘intrinsic’ discontinuities, figure 5.2b, is obtained.
(a) Multiple excitation signal (b) Magnitude spectrum
Time samples 
(c) Real component
Frequency samples
: Multiple excitation signal
(d) Imaginary component
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Phase * removal of extrinsic discontinuities
Frequency
Phase  - removal of extrinsic and intrinsic discontinuities
Figure 5.2a: Fourier phase spectrum -  removal of the ‘extrinsic’ discontinuities (upper 
figure)
Figure 5.2b: Fourier phase spectrum -  removal of the ‘extrinsic’ and the ‘intrinsic’ 
discontinuities (lower figure)
One can observe from figure 5.2b, that all the discontinuities are detected and removed 
from the phase spectrum. The small peaks that appear around the 60th and before the 
200th (symmetric) frequency samples (figure 5.2b), are due to the approximation related 
ambiguities. From figures 5.1c, 5.Id and 5.2a, one can observe that the ‘intrinsic’ 
discontinuities occur when there is a simultaneous zero crossing of the real and the 
imaginary components of the signal (i.e. when a spectral peak appears in the same 
frequency point in both the real (figure 5.1c) and the imaginary components (figure 5.Id) 
of the signal - ‘intrinsic’ discontinuity.
A step-by-step description of the implementation of the Fourier phase spectrum via the 
Discrete-Time Fourier Transform (DTFT) is provided in section 5.5 (algorithm 4).
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5.1.3 Removal of the ‘intrinsic’ discontinuities (via the z-transform)
In the previous subsection, the compensation of the ‘intrinsic’ discontinuities was 
discussed whereas, in this subsection the removal of the ‘intrinsic’ discontinuities, is 
presented. Hence, the method in order to remove the ‘intrinsic’ discontinuities can be 
summarized as follows.
Consider a sequence of discrete-time data points: s = [sotslt...,sM ] (5.2) with 50 & 0. The
M
discrete-time data points can be expressed in the z-domain as S(z) = I  s tz -k (5.3),
A= 0
where z is the z-plane complex variable. Since S(z)is a polynomial in z, it can be 
expressed in factored form as:
M
S(z) = sQz - T I  (z -  zk) (5.4), and each value of zk represents each ‘zero’ in the
A-l
z-plane. The unit circle is divided into N  discrete frequency points. Thus, the phase 
value of a single ‘zero’ zk, with respect to a single frequency point w , of the unit circle, 
is equal to:
3(z*) — sin(w)
K k  = arctan where 0 < (pwk < 2 n  (5.5)
3\(zk) -  cos(w)
and thus, the phase for all M  ‘zeros’ in the z-plane, with respect to the same frequency
M
point, w , is equal to: (pwT = (5-6)
A-l
where, S(zA. )and 9I(zt ) are the imaginary and the real components of each ‘zero’ zk. 
Thus, in order to evaluate the phase spectrum of the signal, the aforementioned process is 
repeated for each frequency pointw (equation (5.6)) that the unit circle is divided into 
and consequently,
TOTAL ~ [fP\T ’ V lT  (PwT »**■» NT ] (5*7)
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A schematic representation of the aforesaid algorithm for a single ‘zero’ in the z-plane 
follows in figure 5.3,
Figure 5.3: Calculation of phase response of a ‘zero’ in the z-plane (taken from [66], 
pages 321 and 322)
The phase contribution from each ‘zero’, z, is evaluated with respect to each frequency 
point, C (forms angle w with the positive real axis), into which the unit circle is divided 
[86], In figure 5.3, for simplicity, the phase spectrum of the ‘zero’ z is evaluated with 
respect to a single frequency point only C.
Thus, for the Fourier case (from equation (5.5)), the phase value of a ‘zero’ z with respect 
to a frequency point located in C is given by :
Imaginary
B
Real
where 0 < (p(w) < 2n  and 3(.), ffi(.) are the imaginary and the real components of the 
‘zero’ z, respectively. For the case where a signal consists of more ‘zeros’, the phase 
contributions from each ‘zero’, with respect to a single frequency point, are summed, i.e.
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M
fPrOTAL (6*9)
A=1
for the M  ‘zeros’ located in the z-plane [86].
The same process is repeated for each frequency point and in that way, the Fourier phase 
spectrum via the z-transform is constructed.
Note that, ‘extrinsic’ discontinuities do not exist in the phase spectrum derived via the z- 
transform (unlike the evaluation of the phase spectrum via the DTFT). In this case, 
although each phase component still uses the inverse tangent function, its value is 
constrained to ± n  radians and consequently, no ‘extrinsic’ discontinuities arise, i.e., 
phase is not ‘wrapped’ around zero.
However, the ‘intrinsic’ discontinuities are still present in the phase spectrum. The 
‘intrinsic’ discontinuities are caused by the ‘zeros’ that are located on the circumference 
of the unit circle. Assume that the ‘zero’ (z) of figure 5.3 is located on the circumference 
of the unit circle and coincides with the frequency point C then, equation (5.8) tends to
T
(triangle A B C )) . Consequently, removing the ‘zeros’ that are located on the 
circumference of the unit circle and constructing the phase spectrum from the remaining 
‘zeros’ results in a phase spectrum without ‘intrinsic’ discontinuities. Thus, a ‘ring’ is 
drawn around the circumference of the unit circle and all the ‘zeros’ located within that 
‘ring’ are removed. Then, the phase spectrum is constructed from the remaining ‘zeros’. 
The width of the ‘ring’ has to be kept within certain limits, in order to keep information 
loss to a minimum.
(p(w) = arctan — and hence, the ‘intrinsic’ discontinuity appears ( A B  = B C  = 0,
Moreover note that the ‘zeros’ located very close to the circumference of the unit circle 
cause rapid phase angle transitions in the phase spectrum [39], These rapid phase angle 
transitions are not discontinuities, however, for certain applications they affect the 
performance of the system. As will be shown in chapter seven, both the ‘zeros’ located 
on the circumference of the unit circle as well as the ‘zeros’ located very close to it, affect
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the classification rate. Hence, the removal of the ‘zeros’ located on the circumference of 
the unit circle as well as the removal of a certain number of ‘zeros’ located within a 
certain distance from its circumference, evaluating the phase spectrum with the remaining 
‘zeros’, improves the performance of the system, in terms of classification. From now on, 
this method of compensation of the ‘intrinsic’ discontinuities will be called phase 
evaluation via the z-transform with removal of the ‘intrinsic’ discontinuities.
A step-by-step description of the implementation of the Fourier phase spectrum via the z- 
transform is provided in section 5.5 (algorithm 1).
The majority of the ‘zeros’ of the non-synthetic audio signals (e.g., speech, mechanical 
sounds, etc.), are located on, or very close to the circumference of the unit circle. In the 
following part an example is provided, that presents the location of the ‘zeros’ in the z- 
plane of a non-synthetic signal (gunshot) taken from our database. Details related to the 
database used are provided in chapter seven. Hence, figure 5.4, shows the location of the 
‘zeros’ of a 256 sample frame of an utterance from class (vii) (chapter seven), in the z- 
plane. The circular markers denote the ‘zeros’ location.
Zeros' in the z-plane
Figure 5.4: ‘Zeros’ located in the z-plane 
(of a single 256 samples long frame from 
class (vii))
Zeros' in Ihe z-piane
Figure 5.5: ‘Zeros’ located in the z-plane 
(of a single -  same as in figure 5.4-256 
samples long frame from class (vii), after 
the application of the exclusion ‘ring’ with 
width 0.004)
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Figure 5.5 shows the ‘zeros’ that remain after the removal of the ‘zeros’ located within a 
0.004 distance from the circumference of the unit circle. The effect of the application of 
the exclusion ‘ring’ is the removal of the ‘intrinsic’ discontinuities (‘zeros’ locate on the 
unit circle) and the reduction of the number of the rapidly changing phase angles (‘zeros’ 
locate close to the unit circle) from the phase spectrum. However, note that there is a 
trade-off between the amount of information loss and the reduction in the number of the 
discontinuities in the phase spectrum. In chapter seven, using the methods described here, 
phase spectrograms are employed as part of the feature set and the effect of the width of 
the exclusion ‘ring’ on the classification rate is also investigated.
5.1.4 Summary of the methods for the compensation/removal of the ‘extrinsic7‘intrinsic’ 
discontinuities
In subsections 5.1.1 to 5.1.3, the method for the compensation of the ‘extrinsic’ 
discontinuities, the method for the compensation of the ‘intrinsic’ discontinuities and the 
method for the removal of the ‘intrinsic’ discontinuities, were presented. Hence, as 
mentioned, the method for the removal of the ‘extrinsic’ discontinuities, from the phase 
spectrum, is based on an heuristic approach of detecting and compensating the phase 
transitions that are higher than n .
The advantage of the implementation of the phase spectrum via the DTFT with the 
compensation of the ‘intrinsic’ discontinuities (subsection 5.1.2), compared to the method 
of implementation of the phase spectrum via the z-transform with the removal of the 
‘intrinsic’ discontinuities (subsection 5.1.3), is that all the data points are used for the 
construction of the phase spectrum.
However, the phase evaluation via the z-transform (subsection 5.1.3) is characterized by 
two advantages compared to the phase evaluation via the DTFT (subsections 5.1.1 and
5.1.2). The first advantage is the lack of ‘extrinsic’ discontinuities, while the second 
advantage is that there is not a similar straightforward method for the removal (not 
compensation) of the ‘intrinsic’ discontinuities based on the DTFT approach. The major
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disadvantage of the phase evaluation via the z-transform is the uncertainties introduced 
due to the mislocation of the ‘roots’ on the unit circle. Hence, in order to keep these 
inaccuracies to low levels, the polynomial size is limited to 256 samples only (i.e., the 
signal is divided in frames of 256 samples each -  chapter seven).
In section 5.3, the implementation of the phase spectrum via the Hartley transform will be 
discussed, as well as its advantages over its Fourier counterpart.
5.2 E xperim ental results o f synthetic signals based on  the D T FT  
approach
In this section, two examples of the time localization of the signal, based on the phase 
function implemented via the DTFT (subsection 5.1.2), will be presented. These two 
examples are provided so as to show that the phase function encapsulates the time 
localization related information of a signal and also to demonstrate the effect of the 
removal of the ‘intrinsic’ discontinuities from the phase spectrum. The first example uses 
an exponential decaying sine wave as the test signal whereas, the second example uses 
the rectangular pulse as the test signal.
The ‘zeros’ location of an exponentially decaying sine wave is shown in figure 5.6. Note 
that there are no ‘zeros’ (‘roots’ of the polynomial) located on the circumference of the 
unit circle and consequently, the ‘intrinsic’ category of discontinuities is not present in its 
phase spectrum. Assume that the exponentially decaying sine wave is located from 
sample 251 to sample 280 of the 2048 samples long time-domain signal (i.e., the time 
domain samples from 1 to 250 and from 281 to 2048 are set to zero). Figure 5.6 presents 
the location of the ‘zeros’ of the aforementioned exponentially decaying sine wave in the 
z-plane. Hence, from figure 5.6, note that the total number of ‘roots’ appearing in the z- 
plane are: 1769 (origin) + 27 (close to the circumference of the unit circle) = 1796. This 
is explained as: a signal that is 2048 samples long should form a polynomial of the same 
power. However, the starting point of the signal is the 251st sample and consequently, the 
first non-zero coefficient of the polynomial appears in the same sample. Hence, in theory 
the number of the ‘roots’ appearing in the z-plane should be 1797. The one missing 
‘root’, i.e. 1797 (theoretical number of ‘roots’) - 1796 (number of ‘roots’ appearing in the
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z-plane), occurs because its value is very small and consequently, it does not appear on 
the z- plane, although it exists and participates in the process (figure 5.6).
Zetos location in the z-plane (exponentially decaying sinewavo)
Figure 5.6: ‘Zeros’ located in the z-plane of 
an exponentially decaying sine wave 
(located from 251 to 280)
Zeios location in the z-plane (rectangular pulse)
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Figure 5.7: ‘Zeros’ located in the z-plane of 
a rectangular pulse (located from 251 to 
280, figure 5.11a)
The second signal chosen is a rectangular pulse (figure 5.7). Assume that the rectangular 
pulse is located from the 251st sample to the 280th sample of the 2048 samples long time 
domain signal, with its amplitude equal to unity. This signal is chosen because its phase 
spectrum, unlike the phase spectrum of the exponentially decaying sine wave, conveys 
‘intrinsic’ discontinuities. The existence of the ‘intrinsic’ discontinuities is indicated by 
the location of ‘roots’ on the circumference of the unit circle (figure 5.7). Moreover, for 
the case of the rectangular pulse, the total number of ‘roots’ appearing in the z-plane 
should be equal to the theoretical number of ‘roots’ of the exponential decaying sine 
wave (figure 5.6), because both of the signals have the same starting point in the time 
domain (251st sample). So, the total number of ‘roots’ is 1768 (origin) + 29 (on the 
circumference of the unit circle) = 1797, as expected (figure 5.7).
For time localization related problems, the implementation of the phase spectrum via the 
DTFT with compensation of the ‘intrinsic’ discontinuities (subsection 5.1.2) is preferred 
to the implementation of the phase spectrum via the z-transform with removal of the 
‘intrinsic’ discontinuities (subsection 5.1.3) because synthetic signals, such as the
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rectangular pulse, have some of its ‘zeros’ located on the circumference of the unit circle 
and thus, the ‘zeros’ removal approach discards important information related to the 
shape of the signal. Moreover, the z-transform approach introduces ambiguities due to the 
mislocation of the ‘roots’ on the unit circle (subsection 5.1.4).
In order to express the phase content of a signal in a useful manner, the homomorphic 
deconvolution process (section 3.2, chapter three), is used. As a reminder, for the Fourier 
case, the first, the second and the third stages of figure 5.8, are the DTFT, the evaluation 
of the Fourier phase spectrum and the IDTFT, respectively.
The following figure summarizes the homomorphic deconvolution process.
Figure 5.8: Summary of the homomorphic deconvolution process
The non-linear process (i.e. phase spectrum implementation via the DTFT) (2nd stage of 
figure 5.8), is based on the method described in subsection 5.1.2, i.e., phase evaluation 
via the DTFT with compensation of the ‘intrinsic’ discontinuities. Thus, for the Fourier 
case, the non-linear process (2nd stage of figure 5.8) can be divided into the three stages:
Figure 5.9: Stages of the non-linear part of the homomorphic deconvolution process 
applied to the Fourier case
Figures 5.10a, 5.11a and 5.12a show the location of three rectangular pulses, of the same 
shape, in the time domain. Figures 5.10b, 5.11b and 5.12b, illustrate the effect that time 
shifting has on the Fourier phase function (2nd stage of the homomorphic deconvolution
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process, figure 5.8), for the same rectangular pulses (figures 5.10a, 5.11a and 5.12a). As 
can be seen, the Fourier phase spectrum is a ramp function [112]. The gradient of this 
ramp depends on the location of the signal in the time domain. Applying the IDTFT to 
this ramp, results in the representation of the signal in the cepstral domain (figures 5.10c, 
5.11c and 5.12c) (i.e., 3rd stage of the homomorphic deconvolution process, figure 5.8). 
The maximum value of the cepstral function, corresponds to the location of the pulse in 
the time domain, e.g., if the maximum value in the cepstral domain equals to 81 it means 
that the signal is located around the 81st point in the time domain. This point does not 
always correspond to the first point of the signal in the time domain, but depending on 
the shape of the pulse and its amount of shift in time, it could correspond to one of the 
initial points (second, third) or even the middle point in case where the original signal is 
characterized by a dominant lobe e.g. a gaussian pulse.
As it will be shown in the following part, the amplitude of the cepstral function has a 
linear relationship with the gradient of the Fourier phase function (after ‘unwrapping’ is 
applied) and consequently, corresponds to the location of the signal in the time domain.
Consider the case of a dirac-delta pulse in the time domain. Assuming that (p(co) is the 
Fourier phase function (2nd stage of figure 5.8) then,
(p(co) = -kco (5.10)
where k corresponds to the gradient of the Fourier phase function. Consequently, the 
Fourier phase cepstrum (IDTFT of the Fourier phase function - 3rd stage of figure 5.8), 
c F (r), is expressed as:
cf ( t ) = —  j<p(co)eJa)rd a ) = —  f - k c o ) e jWT dco =  — —  J*
 ^-n ^  -n 27Z
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~ tU ® t-1 )  
.(JT) )
(5.11).
Hence, the amplitude of the cepstral peak in the Fourier phase cepstrum, c F ( t )  , depends 
on the gradient of the Fourier phase function k .
Thus, the amplitude of the Fourier phase cepstrum, c F ( r )  (figure 5.10c), forms a linear 
relationship with k (figure 5.10b) that depends on the location of the signal in the time 
domain (figure 5.10a). Note that, due to the shape of the Fourier phase function (ramp) 
(figure 5.10b), which is odd, the cepstral information is encapsulated in the imaginary 
part of the IDTFT (3rd stage of figure 5.8) of the Fourier phase function.
In order to reduce the ambiguities due to aliasing artifacts, all the signals were shifted 
only between the 1st and the 512th out of the 2048 points of the time domain, i.e., a 
quarter of the total length available.
Table 5.1 presents the amplitude of the 0th cepstral value in the Fourier phase cepstral 
domain (i.e. 3rd stage of the homomorphic deconvolution process, figure 5.8) for an 
exponential decaying sine wave (2nd and 3rd columns) and a rectangular pulse (4th and 5th 
columns), as the pulses shift in the time domain (1st column).
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exponential pulse (no added 
noise)
rectangular pulse (no added noise)
discrete-time 
domain 
(starting & 
finishing point 
of the pulse)
cepstral domain
- ‘extrinsic’
discontinuities
removed
(amplitude of
the 0th cepstral
value)
cepstral domain 
-  ‘extrinsic’ & 
‘intrinsic’ 
discontinuities 
removed 
(amplitude of 
the 0th cepstral 
value)
cepstral domain
- ‘extrinsic’
discontinuities
removed
(amplitude of
the 0th cepstral
value)
cepstral domain 
-  ‘extrinsic’ & 
‘intrinsic’ 
discontinuities 
removed 
(amplitude of 
the 0th cepstral 
value)
51-80 51 51 51 63
151-180 151 151 151 159
251-280 251 251 251 265
351-380 351 351 351 355
451-480 451 451 451 455
Table 5.1: Amplitude of the 0th cepstral value in the Fourier phase cepstral domain for the 
exponentially decaying sine wave pulse and for the rectangular pulse
For the case of the exponentially decaying sine wave (2nd and 3rd columns of table 5.1), 
the amplitude of the 0th cepstral value, is the same, irrespective of the removal (3rd 
column) or not (2nd column) of the ‘intrinsic’ discontinuities. As mentioned, this occurs 
because the exponentially decaying sine wave has no ‘zeros’ located on the 
circumference of the unit circle and consequently, no ‘intrinsic’ discontinuities arise. 
Moreover, note that for both cases of the test signals (exponentially decaying sine wave 
and rectangular pulse) the amplitude of the 0th cepstral value corresponds to the location 
of the pulse in the time domain (1st column).
In terms of shape, the Fourier phase spectrum and the Fourier phase cepstrum after the 
removal of both the ‘extrinsic’ and the ‘intrinsic’ discontinuities are similar compared to 
the Fourier phase spectrum and the Fourier phase cepstrum after the removal of the 
‘extrinsic’ discontinuities only. The only difference is a slight change in the gradient of 
the Fourier phase spectrum and consequently, a similarly slight change in the amplitude 
of the 0th cepstral value, in the cepstral domain (4th and 5th columns of table 5.1). The
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effect of the removal of the ‘intrinsic’ discontinuities, is more obvious for the Hartley 
phase spectrum case as will be presented in section 5.4 and chapter six. Moreover, 
examples of the behavior of the Fourier phase function in a noisy-environment will be 
provided in chapter six.
Note that, the homomorphic deconvolution process (figure 5.8) requires invertibility. 
However, the second stage of the non-linear process (figures 5.8 and 5.9) is not 
invertible, due to the heuristic manner in which the ‘unwrapping’ algorithm compensates 
the ‘extrinsic’ discontinuities (subsection 5.1.1). For simple cases though, such as the 
implementation of the phase spectrum/cepstrum of a single pulse in a noise free 
environment, the ‘unwrapping’ algorithm does not affect the process. As will be shown in 
chapter six, the ambiguities introduced by the ‘unwrapping’ algorithm is the reason that 
the Fourier phase cepstrum cannot be used, as a time localization technique, for more 
complicated cases, such as to specify the position of more than a single pulse in a noisy 
environment.
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Figure 5.10a: Time domain representation of a rectangular pulse
Figure 5.10b: Frequency (Fourier phase spectrum) domain representation of a rectangular 
pulse
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Figure 5.11a: Time domain representation of a rectangular pulse
Figure 5.1 lb: Frequency (Fourier phase spectrum) domain representation of a rectangular 
pulse
F i g u r e  5 . 1 1 c :  C e p s t r a l  ( F o u r i e r  p h a s e  c e p s t r u m )  d o m a i n  r e p r e s e n t a t i o n  o f  a  r e c t a n g u l a r
p u l s e
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Figure 5.12a: Time domain representation of a rectangular pulse
Figure 5.12b: Frequency (Fourier phase spectrum) domain representation of a rectangular 
pulse
F i g u r e  5 . 1 2 c :  C e p s t r a l  ( F o u r i e r  p h a s e  c e p s t r u m )  d o m a i n  r e p r e s e n t a t i o n  o f  a  r e c t a n g u l a r
p u l s e
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5.3 Phase spectrum implementation based on the Hartley transform
In this section, the methods for the compensation/removal of the ‘intrinsic’ 
discontinuities (subsections 5.1.2 and 5.1.3), will be adjusted for the Hartley case. 
Examples of synthetic signals (exponentially decaying sine wave and rectangular pulse), 
will demonstrate the advantages of the Hartley compared to its Fourier counterpart.
As mentioned in subsection 3.1.1 of chapter three, the ‘scaled’ or the ‘whitened’ Hartley 
spectrum is defined as;
Y«0) = F /A  = cos({2>(ft>))+ Sin((z>(©)) (5.12)
Equation (5.12) is a function of the Fourier phase, (p(p)), only. From now on, 
Y(co) (equation (5.12)), will be called the ‘whitened’ Hartley spectrum, the Hartley phase 
spectrum or just the Hartley phase.
As mentioned in the previous sections, one major disadvantage of the phase analysis 
based on the conventional Fourier phase spectrum is the use of the inverse tangent 
function, which is a highly discontinuous function. The Hartley phase function (equation
(5.12)) does not convey the ‘extrinsic’ discontinuities. However, the ‘intrinsic’ 
discontinuities are present in the function. In subsection 5.3.1, the implementation of the 
Hartley phase spectrum via the DTHT (Discrete-Time Hartley Transform) is analyzed 
whilst, in section 5.3.2 the implementation of the Hartley phase spectrum via the z- 
transform is discussed.
5.3.1 Hartley phase spectrum implementation via the DTHT
In this subsection, the method described in subsection 5.1.2 (implementation of the 
Fourier phase spectrum via the DTFT), will be developed based on the definition of the
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Hartley phase (equation (5.12)). As mentioned, the Hartley phase function, as for the 
Fourier phase function, conveys ‘intrinsic’ discontinuities.
Hence, based on the method described in subsection 5,1.2, these discontinuities may be 
removed in the following way:
assume that ‘b’ represents the phase value at a ‘critical’ point and then for the Fourier 
case, assume that n  has to be added for compensation.
Hence, based on equation (5.12), the Hartley phase for ‘b’ is: 
cos(b + n )  + sin(Z> + n )  = - (cos(fr) + sin(Z?)) after compensation 
and if n  has to be subtracted then,
cos( b  - n ) + sin( b  - 7 i )  = - (cos( b )  + sinty)), which is the same as before.
Thus, in either case, the compensation for an ‘intrinsic’ discontinuity is achieved by 
multiplication of the Hartley phase function with -1. Therefore, after the ‘critical’ points 
have been detected, the Hartley phase spectrum is then scanned from the start (0 
frequency point). The rest of the Hartley phase spectrum is multiplied with (-1) either if 
the value before the ‘critical’ point is higher or if it is lower.
A step-by-step description of the implementation of the Hartley phase spectrum via the 
Discrete-Time Hartley Transform (DTHT) is provided in section 5.5 (algorithm 5).
Concluding, one advantage of the phase evaluation via the DTHT compared to the phase 
evaluation via the DTFT is that the Hartley phase does not convey the ‘extrinsic’ 
discontinuities (no use of the inverse tangent function). Examples of time localization 
based on the Hartley phase spectrum implementation via the DTHT, are presented in 
section 5.4.
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5.3.2 Hartley phase spectrum implementation via the z-transform
The method described in subsection 5.1.3, may also be adapted for use with the Hartley 
phase. The Hartley phase may be evaluated geometrically, (figure 5.13), in the same 
manner as for Fourier phase.
▲
Imaginary
Figure 5.13: Phase response of a ‘zero’ in the z-plane
The phase contribution from each ‘zero’, z, is evaluated with respect to each frequency 
point, w, in which the unit circle is divided. For the case shown in figure 5.13, for 
simplicity, the phase spectrum is evaluated with respect to a single frequency point only. 
As a reminder, for the Fourier case, the phase value of z with respect to w is given by the 
angle (p\
' BC'
cp(w) = arctan
A B
(5.13).
For the Hartley case, based on equation (5.12),
r \ , ' f t w AB BC (AB + BC)y(w) = cos(p(w)) + sin(p(vtO)= —  + — =~— — ----
/IlC/ /1C' /1L»
(5.14).
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Thus, from now on, the Hartley phase spectrum implemented using the method described 
in subsection 5.3.1, will be called the Hartley phase spectrum via the DTHT (Discrete­
time Hartley transform) whereas, the Hartley phase spectrum implemented using the 
method described in section 5.3.2, will be called the Hartley phase spectrum via the z- 
transform.
A step-by-step description of the implementation of the Hartley phase spectrum via the z- 
transform is provided in section 5.5 (algorithm 2).
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5.4 E xperim ental results o f synthetic signals based on the D T H T  
approach
In this section, as with the Fourier case (section 5.2), two examples of time localization 
via the Hartley cepstrum, will be presented. Again, the exponential decaying sine wave 
and the rectangular pulse will be used as the test signals. The phase analysis will be based 
on the phase function derived via the DTHT (subsection 5.3.1).
As with the Fourier case (section 5.2), in order to express the phase content of a signal in 
a useful manner, the homomorphic deconvolution process (figure 5.8), is used (section 
3.2, chapter three). Hence, for the Hartley case, the first, the second and the third stages 
of figure 5.8, are the DTHT, the evaluation of the Hartley phase spectrum and the 
IDTHT, respectively.
For the Hartley case, the non-linear process (2nd stage of figure 5.8) can be divided in the 
following two stages:
H a r t le y  p h ase C o m p e n s a t io n  o f
sp e c tru m ‘ in t r in s ic ’
e v a lu a t io n ---------- ► d is c o n t in u it ie s
(eq . 5.7) (su b se c t. 5.3. 1)
(S ta g e  I) (S ta g e  2)
Figure 5.14: Stages of the non-linear part of the homomorphic deconvolution process 
applied to the Hartley case
Specifically, the input to the first stage of figure 5.14 is the real and the imaginary 
components of the Fourier transform of the signal (section 5.3). Then, the ‘whitened’ 
Hartley (Hartley phase) spectrum is evaluated based on equation (5.12). Subsequently, 
the ‘intrinsic’ discontinuities of the Hartley phase spectrum are compensated based on the 
theory stated in subsection 5.3.1.
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Note that, unlike the Fourier case (figure 5.9), both stages of the non-linear process of the 
evaluation of the Hartley phase spectrum with compensation of the ‘intrinsic’ 
discontinuities are invertible, because the ‘unwrapping’ algorithm is not used.
Moreover, unlike the case of the Fourier cepstrum (section 5.2), the phase content of the 
signal in the Hartley cepstrum is encapsulated in the location of the maximum amplitude 
of the cepstral peak(s) rather than the amplitude of the 0th cepstral value.
Consider the case of a dirac-delta pulse located at T  in the time domain. From equation
(5.12), the Hartley phase spectrum of this signal is a cosinusoidal function that 
encapsulates the Fourier phase information <p(a)). Hence, assuming that y(co) is the 
Hartley phase function (2nd stage of figure 5.8) then,
y(co) = cos(-^-/y)-sin(~-ty) (5.15).
Consequently, the Hartley phase cepstrum (i.e. IDTHT of the Hartley phase spectrum) 
(3rd stage of figure 5.8), c H (r), is expressed as:
c H (t) = IDTHT(y{co)) = 5K[DTFT(y(co))\±2>[DTFT(y(co))} (5.16)
However,
DTFT(y(co)) = § ( r - T )  + S (r + T ) + j{ S (T -T )  -  S (r + T j)  (5.17)
Hence, cH (t) (i.e. equation (5.16)), equals,
c H (t) =  2 8 ( r - T )  ( 5 . 1 8 )
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Consequently, the phase content of the signal is encapsulated in the location of the delta 
function (cepstral peak(s)) in the Hartley phase cepstrum cH (r) and not in its amplitude 
(Fourier case cF (■t ) - section 5.2).
Table 5.2 presents the location of the maximum amplitude of the Hartley phase cepstral 
function (i.e. 3rd stage of the homomorphic deconvolution process, figure 5.8) for an 
exponential decaying sine wave (2nd and 3rd columns) and a rectangular pulse (4th and 5th 
columns), as the pulses shift in the time domain (1st column).
exponential pulse (no added 
noise)
rectangular pulse (no added noise)
discrete-time 
domain 
(starting & 
finishing point)
cepstral domain 
-  ‘intrinsic’ 
discontinuities 
not removed 
(location of the 
maximum 
amplitude of 
the peak in the 
Hartley phase 
cepstral 
domain)
cepstral domain 
-  ‘intrinsic’ 
discontinuities 
removed 
(location of the 
maximum 
amplitude of 
the peak in the 
Hartley phase 
cepstral 
domain)
cepstral domain 
-  ‘intrinsic’ 
discontinuities 
not removed 
(location of the 
maximum 
amplitude of 
the peak(s) in 
the Hartley 
phase cepstral 
domain)
cepstral domain 
-  ‘intrinsic’ 
discontinuities 
removed 
(location of the 
maximum 
amplitude of 
the peak(s) in 
the Hartley 
phase cepstral 
domain)
51-80 51 51 51-80 68
151-180 151 151 151-180 163/168 (same 
amplitude)
251-280 251 251 251-280 266
351-380 351 351 351-380 355
451-480 451 451 451-480 476
Table 5.2: Location of the maximum amplitude in the Hartley phase cepstral domain for 
the exponentially decaying sine wave pulse and for the rectangular pulse
For the case of the exponentially decaying sine wave, there is only a single dominant 
peak in the Hartley cepstral domain (2nd and 3rd columns of table 5.2). Moreover, for the 
exponentially decaying sine wave, the location of the maximum amplitude is the same
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irrespective of the removal (3rd column) or not (2nd column) of the ‘intrinsic’ 
discontinuities. As mentioned in section 5.2, this occurs because there are no ‘zeros’ of 
the signal located on the circumference of the unit circle and hence, no ‘intrinsic’ 
discontinuities exist in the phase spectrum. For the case of the rectangular pulse, there are 
two dominant peaks in the Hartley cepstral domain, in the case where the ‘intrinsic’ 
discontinuities are not removed (4th column). The location of the first peak denotes the 
starting point of the pulse, while the location of the second its finishing point. However, 
when the ‘intrinsic’ discontinuities are removed, there is only a single dominant peak in 
the Hartley phase cepstrum (5th column), that its location corresponds to a point between 
the starting and the finishing point of the pulse in the time domain (1st column). Similarly 
to the Fourier phase cepstrum (section 5.2), for both cases of pulses (exponentially 
decaying sine wave and rectangular pulse), the Hartley phase cepstrum provides accurate 
estimation of the location of the signal in the time domain.
Figures 5.15b, 5.16b and 5.17b, present examples of the Hartley phase spectrum whereas, 
figures 5.15c, 5.16c and 5.17c present examples of the Hartley phase cepstrum, for a 
rectangular pulse shifted in time (figures 5.15a, 5.16a and 5.17a). Moreover, the figures 
5.15b, 5.16b and 5.17b, illustrate the effect that the time shift of a pulse (figures 5.15a, 
5.16a and 5.17a) has to the Hartley phase function. The shape of the Hartley phase 
function is a cosinusoidal signal and the rate of the zero crossings, with respect to the co - 
axis, corresponds to the signal location in the time domain. Thus, the higher the rate of 
the zero crossings of the Hartley phase function, the further the signal is shifted in the 
time domain. In the cepstral domain (figures 5.15c, 5.16c and 5.17c), two dominant peaks 
appear corresponding to the location of the signal in the time domain, together with 
harmonics and other by-products. Hence, the IDTHT of the Hartley phase function (3rd 
stage of figure 5.8), provides the accurate location of the pulse in the time domain, e.g. if 
the two highest peaks, in the cepstral domain, appear at points 101 and 123, it is indicated 
that the pulse has a starting and finishing point at 101 and 123, in the time domain.
From figures 5.15c, 5.16c and 5.17c, it is clear that with the exception of the two 
dominant peaks, there are also other peaks of lower amplitude across the Hartley phase
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cepstrum. The majority of these additional peaks, are the result of the ‘intrinsic’ 
discontinuities that, as mentioned before (subsection 5.3.1), exist in the Hartley phase 
spectrum. These additional peaks can be removed from the Hartley phase cepstrum by 
compensating the ‘intrinsic’ discontinuities in the corresponding Hartley phase spectrum 
(subsection 5.3.1). Figure 5.18a (same as figure 5.15b) presents the Hartley phase 
function without the removal of its discontinuities, of the pulse presented in figure 5.15a 
whereas, figure 5.18b presents the Hartley phase function after the removal of the 
majority of the ‘intrinsic’ discontinuities (compare figures 5.18a and 5.18b). The 
compensation of the ‘intrinsic’ discontinuities in the Hartley phase spectrum (figure 
5.18b) reduces the number of these additional peaks appearing in the Hartley phase 
cepstrum significantly (compare figures 5.15c and 5.18c). However, the phase cepstrum 
(figure 5.18c), derived via the compensated Hartley phase spectrum (figure 5.18b), 
provides the center of the pulse rather than both its starting and finishing points (compare 
figures 5.15c and 5.18c). As will be shown in chapters six and seven, depending on the 
application, in some cases it is more appropriate to compensate the ‘intrinsic’ 
discontinuities, whereas in some other cases it is preferable not to. An additional method 
recommended in order to reduce the ‘intrinsic’ discontinuities even further, as well as a 
discussion of the reason that the method described in subsection 5.3.1 does not remove all 
the ‘intrinsic’ discontinuities, is presented in section 5.5 (algorithm five) and in chapter 
six.
Finally, it is important to mention that there are researchers who claim that it would be 
more appropriate to extract the phase content of a signal from the ‘whitened’ Fourier 
spectrum [115], rather than from the conventional Fourier phase spectrum implemented 
based on equation (5.1).
The ‘whitened’ Fourier spectrum is implemented, by dividing the complex Fourier 
spectrum by the magnitude, for each frequency point. Thus, the ‘whitened’ Fourier 
spectrum is defined as:
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WF(fij) = - — It®).. ....   (5.19)
V9T2(S(<u)) + 3 2(S(<y))
where, S(co) is the complex Fourier spectrum of the signal and 3  (.), 9I(.) are its 
imaginary and real components, respectively. A step-by-step description of the 
implementation of the ‘whitened’ Fourier spectrum is provided in section 5.5 (algorithm 
6).
Hence, for the ‘whitened’ Fourier spectrum case, in the second stage of the homomoiphic 
deconvolution process (2nd stage of figure 5.8), the Fourier spectrum of the signal is 
divided by the magnitude, instead of evaluating the phase function based on the process 
described in figure 5.9 (conventional Fourier spectrum) or figure 5.14 (Hartley phase 
spectrum). Subsequently, the ‘whitened’ Fourier cepstrum (3rd stage of figure 5.8), is 
obtained by evaluating the IDTFT of the ‘whitened’ Fourier spectrum.
An important observation related to the algorithmic implementation of the ‘whitened’ 
Fourier cepstrum is that its information content is encapsulated in the real part of the 
IDTFT of the ‘whitened’ Fourier spectrum (equation (5.19)). This occurs because,
equation (5.19), is of the form: gl en + j(°dd ) even + j ( Qdd) and consequently, the
e v e n
cepstral information is encapsulated in the real part of the IDTFT of the ‘whitened’ 
Fourier spectrum (equation (5.19)).
In terms of shape, the ‘whitened’ Fourier cepstrum is similar to the shape of the Hartley 
phase cepstrum. The advantage of the ‘whitened’ Fourier spectrum as compared to the 
conventional Fourier phase spectrum, is that it encapsulates the signal’s phase content 
without using the inverse tangent function (i.e., no ‘wrapping’ ambiguities). However, 
because the ‘whitened’ Fourier spectrum is not using the inverse tangent function, there is 
not a known method in order to overcome its ‘intrinsic’ discontinuities, such as 
adding/subtracting n  (conventional Fourier spectrum), or multiplying with -1 (Hartley
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phase spectrum). More details related to the ‘whitened’ Fourier cepstrum will be 
provided in chapter six.
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Figure 5.15a: Time domain representation of a rectangular pulse
Figure 5.15b: Frequency (Hartley phase spectrum) domain representation of a rectangular 
pulse
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Figure 5.16a: Time domain representation of a rectangular pulse
Figure 5.16b: Frequency (Hartley phase spectrum) domain representation of a rectangular 
pulse
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p u l s e
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Figure 5.17a: Time domain representation of a rectangular pulse
Figure 5.17b: Frequency (Hartley phase spectrum) domain representation of a rectangular 
pulse
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Figure 5.18a: Frequency (Hartley phase spectrum) domain representation of a rectangular 
pulse -  ‘intrinsic’ discontinuities not removed
Figure 5.18b: Frequency (Hartley phase spectrum) domain representation of a rectangular 
pulse -  ‘intrinsic’ discontinuities removed
Figure 5.18c: Cepstral (Hartley phase cepstrum) domain representation of a rectangular 
pulse -  ‘intrinsic’ discontinuities removed
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5.5 Step-by-step description o f the phase related algorithm s
In this section, a step-by-step description of all six phase related algorithms mentioned in 
this chapter, are provided. These algorithms are tested and compared for the time 
localization of a signal (chapters five and six) and the classification (chapter seven) 
applications.
Algorithm 1 - Fourier phase spectrum via the z-transform
Step 1: Consider a sequence of discrete-time data points: 5 = [s0, sx sM ] with sQ 5* 0. 
Step 2: The discrete-time data points can be expressed, in the z-domain as:
M
S(z) = 2 > tZ- '* , where z is the z-plane complex variable.
*=o
Step 3: Since S(z) is a polynomial in z, it can be expressed in factored form as:
M
S(z) = s0z - I K * - *  k), and each value of zk represents each ‘zero’ in the
*=i
z-plane.
Step 4: Then, the unit circle is divided into N , frequency points. Thus, the phase of a 
single ‘zero’ zk, with respect to a single frequency point w , equals to:
3(zJ-sin(w )
(pwk = arctan where 0 < cpwk < 2n  (5.1 A)
9\(zk) -  cos(w)
and thus, the phase for all M  ‘zeros’ in the z-plane, with respect to the same frequency
M
point, w , equals to: (pwT = 5 > -  (5.2A)
k=1
where, 3(zjt)and 5H(zA) are the imaginary and real component of each ‘zero’ zk. Thus,
in order to evaluate the phase spectrum of the signal, the aforementioned process is 
repeated for each frequency point w that the unit circle is divided and consequently,
(PTOTAL ~ [(P\T ’ T i t  (P\\>T T NT 3 (5.3A)
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Removal o f  the ‘intrinsic ’ discontinuities, (optional)
Step 5: An exclusion ‘ring’ is applied around the circumference of the unit circle in order 
to remove the ‘sharp zeros’. From the ‘zeros’ left in the z-plane, one can construct a new 
discrete-time domain signal, s , via the inverse of the process. Thus,
S(z) = (5.4A)
i=i
where N  < M  . Then, from equation (5.4A),
N
S(z) = I $ l z~' and subsequently, the new discrete-time signal, evaluated via the inverse 
1=0
z-transform is:
S — [ Y q  ,  A j  , . . . ,  Ayy ]  .
Hence, the same process, from step 1 to step 4, has to be repeated with s , in order to 
evaluate the phase spectrum of the new signal.
In practice though, the phase spectrum of the signal, after the application of the exclusion 
‘ring’, can be evaluated directly from the subset or remaining ‘zeros’ identified by 
equation (5.4A).
Algorithm 2 - ‘Whitened’ Hartley (Hartley phase) spectrum via the z-transform (1st 
method)
Step 1: same as Step 1 of Fourier phase spectrum via the z-transform.
Step 2: same as Step 2 of Fourier phase spectrum via the z-transform.
Step 3: same as Step 3 of Fourier phase spectrum via the z-transform.
Step 4: same as Step 4 of Fourier phase spectrum via the z-transform, up to the stage 
where the result of equation (5.3A) is obtained. Subsequently, based on equation (5.12) 
(chapter five) that establishes the relationship between the ‘whitened’ Hartley spectrum 
and the Fourier phase spectrum, the ‘whitened’ Hartley spectrum equals to:
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YfOTAL [sin($?iy.) H~ cos($?]7-),sin(^ ?2r) + cos($?27' )»••>sin(^ ?^ y.) + cos(cp^j)] (5.5A). 
Removal o f  the *intrinsic ’ discontinuities (optional)
Step 5: same as Step 5 of Fourier phase spectrum via the z-transform, using again 
equation (5.5A) rather than equation (5.3A).
Algorithm 3 - ‘Whitened’ Hartley (Hartley phase) spectrum via the z-transform (2nd 
method)
Step 1: same as Step 1 of ‘whitened’ Hartley spectrum via the z-transform (1st method).
Step 2: same as Step 2 of ‘whitened’ Hartley spectrum via the z-transform (1st method).
Step 3: same as Step 2 of ‘whitened’ Hartley spectrum via the z-transform (1st method).
Step 4: Similarly to step 4, of ‘whitened’ Hartley spectrum via the z-transform (1st
method), the unit circle is divided into N  frequency points.
As a reminder, the ‘whitened’ Hartley spectrum (equation (5.12), chapter five), is defined 
as:
Y(co) = j f d  = cosfeW ) + sin (5.6A),
M(cd)
where, H(co) = 9l(<y) -  3(&Q and M(co) -  f s \ \ c o )  + 3 2(co).
In practice, both the 1st and the 2nd methods of implementation of the ‘whitened’ Hartley 
spectrum via the z-transform, are based on a ‘nested’ loop. The ‘inner’ loop considers the 
phase contribution of each ‘zero’, with respect to a single frequency point w, whilst the 
‘outer’ loop repeats the same process for each frequency point, in which the unit circle is 
divided, in order to obtain the phase spectrum of the signal.
As explained in algorithm 2, for the 1st method of implementation of the ‘whitened’ 
Hartley spectrum via the z-transform, as with the implementation of the Fourier phase
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spectrum via the z-transform, the inner loop sums the phase contribution of each ‘zero’ 
(equation (5.2A)), with respect to a single frequency point w whereas, the outer loop 
repeats the same process with respect to all the frequency points, in which the unit circle 
is divided, in order to evaluate the phase spectrum of the signal.
As for the 1st method of implementation of the ‘whitened’ Hartley spectrum via the z- 
transform (algorithm 2), for the 2nd method of implementation of the ‘whitened’ Hartley 
spectrum via the z-transform, the procedure is based on equation (5.6A) and it can be 
described as follows.
Initially, the first ‘zero’ is considered, with respect to a frequency point w (equation
Then, the next ‘zero’ is considered and is multiplied with the first ‘zero’. Note that, the 
imaginary operator, ( j ), is preserved throughout the process, in order to discriminate 
between the real and the imaginary components. The same process is repeated for all the 
‘zeros’ of the-signal, with respect to the frequency point w . Consequently, the product of 
the ‘zeros’, zwT (equation (5.8A)), with respect to the frequency point w, is a complex 
number.
Subsequently, based on equation (5.6A), the imaginary component of z wT is subtracted 
from the real component and then, is divided by its absolute value, thus:
(5.7A)), i.e.
zwk = (9t(z*) -cos(w)) + j{3(zk) -  sin(w)) (5.7A).
M
zWT = n *«* (5*8a)
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Consequently, the phase of the signal with respect to a single frequency point, vg, is 
calculated. The same process is repeated (‘outer’ loop) for each frequency point that the 
unit circle is divided and hence, the ‘whitened’ Hartley spectrum via the z-transform (2nd 
method), is formed.
Ytotal ~ \.T\t ’ T it T wt T  nt ] (5.10A).
Thus, although both methods of implementation provide exactly the same result, their 
algorithmic implementation is different.
Removal o f the ‘in trin s ic ’ discontinuities (optional)
Step 5: similar to Step 5 of ‘whitened’ Hartley spectrum via the z-transform (1st method).
Algorithm 4 - Fourier phase spectrum via the Discrete-Time Fourier Transform (DTFT)
Step 1: same as Step 1 of Fourier phase spectrum via the z-transform.
Step 2: evaluate the FFT (Fast-Fourier Transform), with frequency length equal to N  . 
Step 3: evaluate the Fourier phase, cpw, by calculating the inverse tangent of the
imaginary over the real part of the w!h frequency point of the Fourier complex spectrum 
(equation (5.1), chapter five), i.e.
'3  ( S J  
n s j ,
where, 3(5’,,,) and 91(5U,) are the imaginary and the real component of the w th, Fourier 
spectral point, respectively.
Thus, in order to evaluate the phase spectrum of the signal, the aforementioned process is 
repeated for each frequency point, vg, of the Fourier complex spectrum and consequently,
T total ~ -^T\ j T i  i" 'i Tw ■>""> T n ] •
Step 4: apply the ‘unwrapping’ algorithm so as to compensate the ‘extrinsic’ 
discontinuities [41] (subsection 5.1.1, chapter five).
(pw -  arctan
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Compensation o f  the ‘intrinsic ’ discontinuities (optional)
Step 5: Starting from the beginning of the phase spectrum, n  is added to the rest of the 
spectrum when the point before the ‘critical’ one has higher value and vice versa 
(subsection 5.1.2, chapter five).
Algorithm 5 - ‘Whitened’ Hartley (Hartley phase) spectrum via the Discrete-Time 
Hartley Transform (DTHT)
Step 1: same as Step 1 of Fourier phase spectrum via the Discrete-Time Fourier 
Transform (DTFT).
Step 2: same as Step 2 of Fourier phase spectrum via the Discrete-Time Fourier 
Transform (DTFT).
Step 3: same as Step 3 of Fourier phase spectrum via the Discrete-Time Fourier 
Transform (DTFT) up to the stage where <pwt is obtained. Subsequently, based on
equation (5.12) (chapter five) that establishes the relationship between the ‘whitened’ 
Hartley spectrum and the Fourier phase spectrum, the ‘whitened’ Hartley spectrum equals 
to:
Ytotal =  [sin(^,) +  cosfyz,), sin((2?2) +  cos(g?2) ,.., s in (^ ) +  cos (<pN ) ] , 
where (pv (p2,...(pN are the Fourier phase values.
Compensation o f  the ‘in trin s ic ’ discontinuities (optional)
Step 4: Starting from the beginning of the ‘whitened’ Hartley spectrum, wherever a 
‘critical’ point is detected, the remainder of this spectrum is then multiplied by -1 
(subsection 5.3.1, chapter five). Hence, after this scan has taken place, the ‘whitened’ 
Hartley spectrum via the DTHT (‘preliminary’ method), is obtained.
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Additional scan {‘enhanced’ method)
As will be shown from examples that are provided in chapter six, the ‘whitened’ Hartley 
spectrum obtained from step 4, still has ‘intrinsic’ discontinuities. Hence, the aim of the 
additional scan (‘enhanced’ method) is to compensate as many of the remaining 
discontinuities from the ‘whitened’ Hartley spectrum via the DTHT, obtained from step 
4, as possible.
Step 5: The first stage of the ‘enhanced’ method is to construct a new ‘whitened’ Hartley 
spectrum based on the ‘whitened’ Hartley spectrum, obtained from step 4. From now on, 
this new signal will be referred to as the ‘artificial’ ‘whitened’ Hartley spectrum.
Analytically, the ‘artificial’ ‘whitened’ Hartley spectrum is constructed in the following 
way:
as known (equation (5.12), chapter five), the general formula of the ‘whitened’ Hartley 
spectrum is:
y(aO = sin( (^<w)) + cos(0(tfO) =V2sin ((p(co) + — ) (5.11 A)4
The same equation can be rewritten as:
Y\co) = V2sin(/to + ~ )
4
Hence, the ‘artificial’ ‘whitened’ Hartley spectrum, Y\co ), is a sinusoidal signal with
j—
amplitude equal to V2 , shifted by — with respect to the origin and its frequency equals:
r
27i—  where f  and jli are the number of zero-crossings and the length of the ‘whitened’ 
2p
H a r t l e y  s p e c t r u m ,  o b t a i n e d  f r o m  s t e p  4, r e s p e c t i v e l y .
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Note that, the frequency, of the ‘artificial’ ‘whitened’ Hartley spectrum, Y\co ), does not 
necessarily have to be exactly equal to the frequency of the ‘whitened’ Hartley spectrum 
obtained from step 4. This occurs, because as will be shown from examples provided in 
chapter six, the ‘artificial’ ‘whitened’ Hartley spectrum is only used as a ‘reference’ 
signal (i.e. in a similar way as in modulation/demodulation of communication systems).
Then, the ‘artificial’ ‘whitened’ Hartley spectrum, Y \ o ) , is compared with the 
‘whitened’ Hartley spectrum, obtained from step 4. The comparison between the two 
signals is obtained by subtracting the ‘whitened’ Hartley spectrum, obtained from step 4, 
from the ‘artificial’ ‘whitened’ Hartley spectrum. As will be shown in examples provided 
in chapter six (subsection 6.1.4), the majority of the values resulting from the difference 
between the two spectra are bounded within a certain range. However, a small minority 
of them are located outside this range. The locations, where these ‘outliers’ appear, 
correspond to the frequencies of these remaining ‘intrinsic’ discontinuities. Thus, 
whenever the difference is higher than a certain threshold, the locations of the 
corresponding frequency points are stored as ‘critical’ points. Then, the ‘whitened’ 
Hartley spectrum, obtained from step 4, is scanned from the beginning. Whenever, one of 
these currently detected ‘critical’ points is reached, the rest of the spectrum is multiplied 
by -1 (same as compensation of ‘intrinsic’ discontinuities step 4). Hence, after this new 
scan has taken place, the ‘whitened’ Hartley spectrum via the DTHT (‘enhanced’ 
method), is obtained.
Algorithm 6 - ‘Whitened’ Fourier spectrum
Step 1: same as Step 1 of Fourier phase spectrum via the Discrete-Time Fourier 
Transform (DTFT).
Step 2: same as Step 2 of Fourier phase spectrum via the Discrete-Time Fourier 
Transform (DTFT).
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Step 3: The w th frequency point of the ‘whitened’ Fourier spectrum, (pw, is evaluated by 
dividing the wth frequency point of the Fourier complex spectrum (£,„) by its 
corresponding magnitude, i.e.
where, 3(51(.)and ffi(5u,) are the imaginary and the real components of the spectrum at 
the w'h frequency point, respectively.
Thus, in order to evaluate the ‘whitened’ Fourier spectrum of the signal, the 
aforementioned process is repeated for each frequency point, w, of the Fourier complex 
spectrum and consequently,
Note that, the ‘whitened’ Fourier spectrum is complex, it does not convey ‘extrinsic’ 
discontinuities (no use of the inverse tangent function) however, there is not a 
straightforward method that can be used in order to overcome its ‘intrinsic’ 
discontinuities. Details related to the advantages and the disadvantages of the ‘whitened’ 
Fourier spectrum will be provided in chapter six.
5.6 Summary and conclusions
In this chapter, the implementation of the phase spectrum based on the Fourier (section
5.1) and on the Hartley (section 5.3) transforms, were presented. Initially, the sources of 
the discontinuities of the conventional Fourier phase function were described, as well as 
the methods to overcome them. The first category of the discontinuities (‘extrinsic’) is 
related to the use of the inverse tangent function and is overcome using the ‘unwrapping’ 
algorithm (subsection 5.1,1). The second category of discontinuities (‘intrinsic’)
(5.12 A)
T total \.T\* T 2 Tn^ •
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originates from the properties of the signal itself and is overcome either with their 
compensation (subsection 5.1.2) or their removal (subsection 5.1.3) from the phase 
spectrum. As mentioned, the ‘extrinsic’ discontinuities exist only in the phase spectrum 
implementation via the DTFT whereas, the ‘intrinsic’ discontinuities exist in all the cases 
(i.e., via the DTFT, via the DTHT, via the z-transform). Examples of synthetic signals 
were provided, so as to demonstrate the application of the phase cepstrum to time 
localization (section 5.2).
The major disadvantage of the phase implementation via the DTFT, is the existence of 
the ‘extrinsic’ discontinuities in the spectrum (subsection 5.1.1). The ‘unwrapping’ 
ambiguities do not allow the application of the Fourier phase cepstrum for the time 
localization of more than a single pulse as well as the time localization of a pulse in a 
noisy environment (chapter six).
The ‘whitened’ Hartley spectrum does not use the inverse tangent function and 
consequently, it does not have ‘wrapping’ ambiguities (section 5.3). Hence, the lack of 
the ‘wrapping’ ambiguities, allows the Hartley phase cepstrum to localize more than a 
single pulse (chapter six). The ‘whitened’ Fourier spectrum also does not use the inverse 
tangent function and consequently, no ‘wrapping’ ambiguities arise. However, there is 
not a known method in order to overcome its ‘intrinsic’ discontinuities.
In the sixth and the seventh chapters, the Fourier phase and the Hartley phase spectra are 
used for the time localization of a signal and the audio classification applications, 
respectively. Hence, in the sixth chapter, the comparison of the Fourier phase cepstrum 
(section 5.2) with the Hartley phase cepstrum (section 5.4) is extended for the case where 
the environment is noisy (synthetic signals). In the seventh chapter features are extracted 
from the Fourier phase and the Hartley phase spectra for the application of audio 
classification (non-synthetic signals). The aim of both applications is to demonstrate that 
the phase function conveys meaningful information that is useful for the time localization 
of a signal and the audio classification applications. Moreover, as will be shown (chapters 
six and seven), both applications indicate that the phase content of a signal is
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encapsulated more efficiently in the Hartley phase rather than in the Fourier phase 
function.
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CHAPTER 6
EXPERIMENTAL RESULTS OF SYNTHETIC SIGNALS
FOR THE TIME LOCALISATION APPLICATION
Introduction
The current (chapter six) and the following (chapter seven) chapter present two 
applications based on the theory of chapter five. The first application (chapter six) is the 
use of the Fourier / Hartley phase cepstrum as a time localization tool in a noisy 
environment.
Hence, in this chapter the comparison of the Fourier phase cepstrum with the Hartley 
phase cepstrum (‘whitened’ Hartley cepstrum) (chapter five) is extended for the case 
where there is noise in the time domain. As with chapter five, the signals used are 
synthetic so as every step of the process to be easily followed. Examples that demonstrate 
the superiority of the ‘whitened’ Hartley spectrum as compared to its Fourier counterpart 
for the time localization of a signal application in a noisy environment are provided in 
subsections 6.1.1 to 6.1.3. Moreover, in subsection 6.1.4, an extended version of the 
compensation rule (‘enhanced’ method) applied for the reduction of the ‘intrinsic’
1 0 9
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discontinuities of the ‘whitened’ Hartley spectrum (step 5 - algorithms 5 -  section 5.5 -  
chapter five), is presented via examples. Furthermore, in section 6.2 the behavior of the 
‘whitened’ Hartley spectrum in a ‘simulated’ scenario is tested. In section 6.3, the 
probability density function of the ‘whitened’ Hartley spectrum (Hartley phase spectrum) 
in the case where noise is added in the time domain, is presented. Finally, section 6.4 
summarizes the chapter.
6.1 Experimental results of synthetic signals
In this section, the investigation into the time localization of a signal problem is extended 
to the case where there is noise added to the time domain. The advantages of the Hartley 
phase function, over its Fourier counterpart, will be demonstrated. The superiority of the 
Hartley phase function will be shown via the application to synthetic signals. The method 
of phase extraction is based on the analysis of the phase cepstrum. Details of the phase 
cepstral function are given in sections 5.2 and 5.4 of chapter five.
The signals tested here are limited to the rectangular and the exponentially decaying sine 
wave pulses. The rectangular pulse is chosen, as its shape is very popular amongst 
communication related applications whereas, the exponentially decaying sine wave pulse 
is the typical output of a minimum phase system, e.g. human vocal tract. The choice of 
the signals here is arbitrary, but as already mentioned, the rectangular pulse is 
characterized by ‘zeros’ located on the unit circle while, the exponentially decaying sine 
wave pulse is characterized by a set of ‘zeros’ lying inside the unit circle (figures 5.6 and 
5.7, chapter five). Thus, these two signals are suitable tools for investigating the issue of 
time localization.
The phase spectra used for the time localization of a signal application are: the Fourier 
phase spectrum via the DTFT with/without the compensation of the ‘intrinsic’ 
discontinuities (algorithm 4 -  section 5.5 -  chapter five), the ‘whitened’ Fourier spectrum 
(section 5.4 of chapter five and algorithm 6 -  section 5.5 — chapter five) and the 
‘whitened’ Hartley spectrum via the DTHT with/without the compensation of the 
‘intrinsic’ discontinuities (algorithm 5 -  section 5.5 -  chapter five). Neither methods of
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phase spectrum implementation via the z-transform (i.e. the Fourier phase spectrum via 
the z-transform (algorithm 1 -  section 5.5 -  chapter five) and the ‘whitened’ Hartley 
spectrum via the z-transform (algorithm 2 -  section 5.5 -  chapter five)) are used due to 
the errors that the ‘roots’ algorithm produces.
The remaining part of this section is divided into four subsections. In subsections 6.1.1,
6.1.2 and 6.1.3, the behavior of the ‘whitened’ Hartley spectrum is compared with the 
behavior of the Fourier phase spectrum, in a noisy environment. Then, in subsection 
6.1.4, the ‘enhanced’ version of the ‘whitened’ Hartley spectrum via the DTHT 
(algorithm 5 -  section 5.5 -  chapter five), which is particularly useful for applications 
where synthetic signals are used, is presented. As a reminder, the experimental results 
that show how the Fourier and the Hartley phase functions encapsulate the phase related 
content of a pulse shifted across time, in a noise-free environment, have been presented in 
chapter five, sections 5.2 and 5.4.
6.1.1 Introduction to Fourier and Hartley phase cepstrums of pulses with noise
For the comparison of the Fourier-based phase spectra with the Hartley-based phase 
spectra, in terms of noise tolerance, two pulses of different shape (rectangular and 
exponentially decaying sine wave) are tested. The behavior of these pulses for three 
different levels of SNR is investigated. Moreover, the ability of the Fourier-based phase 
spectra and the Hartley-based phase spectra to detect more than a single pulse in a noisy- 
free/noisy environment is tested.
The signal to noise ratio (SNR) is defined as:
N
IX
SAffi = 101og10- f —  (6.1)
IX1=1
where © represents samples of the signal (length equal to N ) and ni represents samples
of the noise (length equal to N )  added to the signal. The noise signal is a vector with 
random entries selected from a normal distribution.
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Note that the aim of the aforementioned simulations is to compare the behavior of the 
Fourier phase spectrum, the ‘whitened’ Fourier spectrum and the ‘whitened’ Hartley 
spectrum, in the case where noise is added to the signal in the time domain.
For the Fourier-based phase cepstrums, the results are summarized in tables 6.1 to 6.4 
whereas, for the Hartley-based phase cepstrums, the results are summarized in tables 6.5 
and 6.6. As a reminder, the phase content of a signal in the cepstral domain, is 
encapsulated in either the amplitude of the 0th cepstral value or the location of the 
maximum amplitude of the cepstral peak(s) (sections 5.2 and 5.4 of chapter five). For the 
phase spectra that convey ‘extrinsic’ discontinuities (algorithm 4 - section 5.5 -  chapter 
five i.e. Fourier phase spectrum via the DTFT with/without the compensation of the 
‘intrinsic’ discontinuities), the phase content of the signal in the corresponding cepstral 
domain, is encapsulated in the amplitude of the 0th cepstral value whereas, for the phase 
spectra that do not convey ‘extrinsic’ discontinuities (algorithms 5 and 6 - section 5.5 -  
chapter five, i.e. the ‘whitened’ Hartley spectrum via the DTHT with/without the 
compensation of the ‘intrinsic’ discontinuities and the ‘whitened’ Fourier spectrum) the 
phase content of the signal in the corresponding cepstral domain, is encapsulated in the 
location of the maximum amplitude of the cepstral peak(s), rather than the amplitude of 
the 0th cepstral value.
Hence, table 6.1 (Fourier phase cepstrum via the DTFT) presents the amplitude of the 0th 
cepstral value for the exponentially decaying sine wave pulse when shifted in time, in the 
case where the SNR is 8.9 dBs, -l.ldBs and -11.1 dBs. Similarly, table 6.2 (Fourier
thphase cepstrum via the DTFT) presents the amplitude of the 0 cepstral value for the 
rectangular pulse when shifted in time, in the case where the SNR is 20.2 dBs, 10.2 dBs 
and 0.2 dBs. The choice of the SNRs, for both pulses, was dictated by the change in 
amplitude of noise in the time domain. Table 6.3 (‘whitened’ Fourier cepstrum) presents 
the location of the maximum amplitude of the cepstral peak for the exponentially 
decaying sine wave pulse when shifted in time, in the case where the SNR is 8.9 dBs, - 
l.ldBs and -11.1 dBs. Table 6.4 (‘whitened’ Fourier cepstrum) presents the location of 
the maximum amplitude of the cepstral peaks for the rectangular pulse when shifted in 
time, in the case where the SNR is 20.2 dBs, 10.2 dBs and 0.2 dBs. Table 6.5 (‘whitened’
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Hartley cepstrum) presents the location of the maximum amplitude of the cepstral peak 
for the exponentially decaying sine wave pulse when shifted in time, in the case where 
the SNR is 8.9 dBs, -l.ldBs and -11.1 dBs, Table 6.6 (‘whitened’ Hartley cepstrum) 
presents the location of the maximum amplitude of the cepstral pealc(s) for the 
rectangular pulse when shifted in time, in the case where the SNR is 20.2 dBs, 10.2 dBs 
and 0.2 dBs.
One can observe that in certain boxes of the aforementioned tables, beside the indication 
of the amplitude/location of the cepstral pealc(s) the word ‘missed’ is added. This word is 
used in the cases where the amplitude/location of the cepstral peak(s) do not correspond 
to the location of the signal in the time domain, as presented in the 1st column of all the 
aforementioned tables.
6.1.2 Fourier phase cepstrums of pulses with noise
Tables 6.1 and 6.2 present the amplitude of the 0th cepstral value in the Fourier phase 
cepstrum via the DTFT. The first table, corresponds to the behavior of the exponentially 
decaying sine wave, whereas the second table, corresponds to the behavior of the 
rectangular pulse, for certain values of SNR. The 2nd, the 4th and the 6th columns present 
the amplitude of the 0th cepstral value in the Fourier phase cepstrum, with the ‘extrinsic’ 
discontinuities compensated from the corresponding Fourier phase spectrum, for the 
cases of the exponentially decaying sine wave (table 6.1) and the rectangular pulse (table
6.2), respectively. The 3ld, the 5th and the 7th columns present the amplitude of the 0th 
cepstral value in the Fourier phase cepstrum, with both the ‘extrinsic’ and the ‘intrinsic’ 
discontinuities compensated from the corresponding Fourier phase spectrum, for the 
cases of the exponentially decaying sine wave (table 6.1) and the rectangular pulse (table
6.2), respectively. Tables 6.3 and 6.4 that are dedicated to the ‘whitened’ Fourier 
cepstrum (no use of the inverse tangent function), present the location rather than the 
amplitude of the cepstral peak(s). Thus, table 6.3, presents the location of the maximum 
amplitude of the peak in the ‘whitened’ Fourier phase cepstrum, for the exponentially 
decaying sine wave whereas, table 6.4, presents the location of the maximum amplitude
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of the peaks in the ‘whitened’ Fourier phase cepstrum, for the rectangular pulse, for 
certain values of SNR.
For the Fourier case via the DTFT (tables 6.1 and 6.2), for both of the pulses tested 
(exponentially decaying sine wave pulse and rectangular pulse), one can observe that 
their behavior is heavily affected by the presence of noise. Likewise the results obtained 
from the tests earned out in a noise-free environment (section 5.2, chapter five), the 
Fourier phase cepstral domain with the compensation of the ‘extrinsic’ discontinuities 
(2nd, 4th and 6th columns) from the corresponding spectrum, behaves similarly to the 
Fourier phase cepstral domain with the compensation of the ‘extrinsic’ and the
compensation of the ‘intrinsic’ discontinuities (3rd, 5th and 7th columns) from the
corresponding spectrum, for all three different levels of SNR. Moreover, one can observe 
that even when the SNR is high, in most of the cases, the amplitude of the 0th cepstral 
value in the Fourier phase cepstrum (tables 6.1 and 6.2), does not correspond to the 
location of the pulse in the time domain (1st column). Consequently, the experimental 
results indicate that the ‘unwrapping’ algorithm is affected even in the cases where low- 
levels of noise are present.
Another disadvantage of the Fourier phase cepstrums, with/without the compensation of 
the ‘intrinsic’ discontinuities, is that they cannot provide the location of more than a 
single pulse. Thus, when more than a single pulse exists in the time domain, the
amplitude of the 0th cepstral value in the Fourier phase cepstrum corresponds to a point in
the middle of the pulses in the time domain. The aforementioned disadvantage is caused 
due to the heuristic and non-invertible nature of the ‘unwrapping’ algorithm.
The highest noise immunity, from all three categories of Fourier-based cepstrums, is 
provided by the ‘whitened’ Fourier cepstrum (tables 6.3 and 6.4). Moreover, unlike the 
Fourier-based phase cepstrum via the DTFT (tables 6.1 and 6.2), the ‘whitened’ Fourier 
cepstrum can indicate the starting and the finishing points of more than a single pulse, 
even for the case where the SNR is low. However, the ‘whitened’ Fourier spectrum, from 
which the ‘whitened’ Fourier cepstrum is obtained, conveys a major disadvantage. Due to 
the definition of the ‘whitened’ Fourier spectrum (algorithm 6 - section 5.5 -  chapter 
five), for certain frequency points, the numerator and the denominator can become
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simultaneously zero and consequently, an ‘intrinsic’ discontinuity appears. Hence, the 
disadvantage is that, unlike the Fourier phase spectrum via the DTFT (tables 6.1 and 6.2) 
that uses the inverse tangent function (i.e. the discontinuities (‘intrinsic7‘extrinsic’) can 
be overcome either by adding or subtracting it  or multiples of n ), there is not a known 
procedure in order to compensate the ‘intrinsic’ discontinuities from the ‘whitened’ 
Fourier spectrum.
Ch
ap
te
r 
6. 
Ex
pe
rim
en
ta
l 
re
su
lts
 
for
 t
he 
tim
e 
loc
ali
sa
tio
n 
ap
pl
ica
tio
n
vo
m
XJ
2
GO
o
x j
C u
<dCJ
• 3 U
.E c
fa t: 
x c<d  . E
XJ<d
3
cd
cu
eoo
T J
<U
J,
ON
X)<u
e-—^
oo
X)a>
£:
00
X)
<U
C\
XJ
<U
£,
OO
3
CU
3<u
3
o
cu
X<d
3
£o
XJ
03facn
CUCDCJ
X5 C -a
I X)
X)
<d
4—I
03era
3<uCl
£O
O
XJ
<d
£,
tt
X)
CD
£,
Cv
X J
CD
£,
to
X J<D
C V
CS
X)
<Dera
m
cs
PQ
XJ
04
2GO
O
X J
CU
CD
O
era CJ
5  Era
fa cx '£
« c
XJ
C4->
03era
3
CD
CU
£o
CJ
X J
CD
<N
CS
XJ
CD
CO
CS
X J
CD
era
<Ntt
XJ
CD
tttt
X )
(D
tott
3
CU
3
<D3O
CU
X
<D
3
'3
£o
X J
cu
<DCJ
3•r*33
X
<D
-3
<U4->3era
3
CD
CU
Eoo
T J
<D
tt
CO
X J
(U
CS
CS
X J
<D
CS
CO
X J
<D
COto
X J
CD
era
woVO
£
C Q
T J
CV
GO
01
2  
GO
O
X J
CU
CDCJ
3
•£
3
3
3
‘-CJ
3Ocj
cn
T J
X )
CD-i->3era
3
OJ
CU
£oCJ
TJ<D
tt
CS
X J
CD
CVtt
X J
CD
CVto
X)<D TJ(D
CV
3
C U
3
CD
3O
C U
X
<D
3
3
Eo
X J
cu
CDCJ
3
fa
X
CD
X J
CD
3
CDCU
£o
a
X J
CD
V O
CO
X J
CD
Ott
X J
CD
toCV
X J
ajera
ooto
xt
<D
C v
t t
X )
.£
*3
£o
X J
o00
en
O
oo
vn
o
oocs
incs
oCO
COIy—im
co
o
oott
IT)tt
Ch
ap
te
r 
6. 
Ex
pe
rim
en
ta
l 
re
su
lts
 
for
 t
he
 
tim
e 
loc
ali
sa
tio
n 
ap
pl
ica
tio
n
r-
PQ
t D
<N
O
6Z 
£ cn
=3Pl
J3
*3bo
c
3+->O<D
5—i
§
CN
O
CN
Z
C O
3
P h
c3
3bQ
§
4-JO
82
P h
po
03
Eoo
E4Po
p
’C+->X
P
I
p
'£
£o
TD
p
3
£
o
TD o
CA
13 P
E h
CA X
U h p
p
o 1
.5’3  
£ „ 
■g .£
ca
13 .£
P h
PO
_p
’c3 
£ „ 
•§ :aoo
13 .5
P h
CD
CJ
P hCDo
p
■£
p
O  CO
P
5
P
.5
13
E
 ^ '53
13 .5
X o 
JD w
*! B
3C
’EPOoco
=6
3P
' E
POo
ca
B
t D
<3
CA
P
CDPh
£oo
TDCD
c3
CA
P
PPh
t D
00
§
P h
£oo
TD
CDH-H3
CA
p
CD
P h
£oo
t d<D
c3
CA
P
CD
P H
£o
CJ
T D<D
<N
CN
TD
<D
«n
t D
P
in
C N
TD<D
Tt
td
<DH—I3
CA
P
<D
P h
I
CJ
Ttm
oo
vo
TD
<D
>n
CN
TD
<D
TDP
OO
in
TD<u
CA
OO
t D
P
CN
T t
CN
in
o
t D
O
GO
in
ooo
in
t d
p
O
CN
TD
P
TD
P
CO
CA
TD
p
vo
CO
TD
p
COo
CN
TD
P
CA
CN
CN
Ooo
CNi>—i
in
CN
TD
p
T t
<N
TD
p
CN
CN
TD
P
VO
C A
TDP
CO
t D
P
CA
VO
CN
T DP
O-O
CO
ooo
CO
I
*— < 
m
CO
TD
p
O
T t
t DP
vo<n
t d
p
CA
T t
TD
p
CO
vo
t D
P
COoo
CN
TD
P
CA
inr-
co
oooTt
wo
T t
3
P h
3bt>
P
3
H—I
CJ
£
p-GH—I
u,o
4-<
P
£
o
TD
3
Po
p
CA
3
J D
P h
5-
P
•c
3
£<
p
P h
P
Ox
O
P
X !H-H
o
p
TD
3
P h
£
<
CN
VO
P
• sH
Ch
ap
te
r 
6. 
Ex
pe
rim
en
ta
l 
re
su
lts
 
for
 t
he 
tim
e 
loc
ali
sa
tio
n 
ap
pl
ica
tio
n
Ch
ap
te
r 
6. 
Ex
pe
rim
en
ta
l 
re
su
lts
 
for
 t
he
 
tim
e 
loc
ali
sa
tio
n 
ap
pl
ica
tio
n
re
cta
ng
ul
ar
pu
lse
(S
NR
: 
0.2
 
dB
)
‘w
hi
te
ne
d’
Fo
ur
ier
ce
ps
tru
m
o
oo
1
m 15
1-
18
0
25
1-
28
0 o
oo
C Q
ir-H
m
C Q 45
1-
48
0
re
cta
ng
ul
ar
pu
lse
(S
NR
: 
10.
2 
dB
)
‘w
hi
te
ne
d’
Fo
ur
ier
ce
ps
tru
m
o
ooi
in 15
1-
18
0
25
1-
28
0
35
1-
38
0
45
1-
48
0
re
cta
ng
ul
ar
pu
lse
(S
NR
: 
20.
2 
dB
)
‘w
hi
te
ne
d’
Fo
ur
ier
ce
ps
tru
m
O
oo
i
m 15
1-
18
0
25
1-
28
0
35
1-
38
0
45
1-
48
0
<D
s
t o o o o4—> ^ oo oo oo oo£ 3 o T—H <N C Q xto £ ooi H^.2 o H in in m >nd  "d in i—H CN C Q x t
3cu
3bOC
03
-i—>O
u
<u
•B
V-<
£
_ c
'3
od
cu<DO
<5
'C
3
i£
T3UC<u
<DT33
P.
e
Cd
<DJD
+-)
O
3O
oo
xt
VO
<u-
H
120 C h a p t e r  6. E x p e r i m e n t a l  results f o r  t h e  t i m e  localisation a p p l i c a t i o n
6.1.3 Hartley phase cepstrums of pulses with noise
Tables 6.5 and 6.6 present the location of the maximum amplitude of the cepstral peak(s), 
for the Hartley phase cepstrum via the DTHT for the exponentially decaying sine wave 
(table 6.5) and the rectangular pulse (table 6.6), for certain values of SNR. The 2nd the 4th 
and the 6th columns of tables 6.5 and 6.6, present the location of the maximum amplitude 
of the cepstral peak(s), in the Hartley phase cepstrum, with the ‘intrinsic’ discontinuities 
not compensated from the corresponding Hartley phase spectrum, for the cases of the 
exponentially decaying sine wave and the rectangular pulse, respectively. The 3rd, the 5th 
and the 7th columns of tables 6.5 and 6.6, present the location of the maximum amplitude 
of the cepstral peak, in the Hartley phase cepstrum, with the ‘intrinsic’ discontinuities 
compensated from the corresponding Hartley phase spectrum, for the cases of the 
exponentially decaying sine wave and the rectangular pulse, respectively.
As for the Fourier case, in the Hartley case, the lower the SNR, the worst the 
performance of the signal, in the cepstral domain (tables 6.5 and 6.6). The experimental 
results, presented in tables 6.5 and 6.6, indicate that the ‘whitened’ Hartley spectrum 
without the compensation of the ‘intrinsic’ discontinuities (2nd, 4th and 6th columns), is 
more immune to noise compared to the ‘whitened’ Hartley spectrum with the 
compensation of the ‘intrinsic’ discontinuities (3rd, 5th and 7th columns), for both pulses 
(exponentially decaying sine wave and rectangular), for all three different levels of SNR. 
Hence, figure 6.1a presents a pulse in the time domain, located from sample 151 to 
sample 180, with a 10.2 dB SNR. One can observe that the corresponding ‘whitened’ 
Hartley cepstrum without the compensation of the ‘intrinsic’ discontinuities (figure 6.1b), 
is more immune to noise compared to the ‘whitened’ Hartley cepstrum with the 
compensation of the ‘intrinsic’ discontinuities (figure 6.1c).
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Time domain
Phase cepstral samples 
Cepstral domain - Hartley phase cepstrum - “intrinsic" disc, removed
Figure 6.1a: Time domain of a rectangular pulse with 10.2 dB SNR 
Figure 6.1b: Cepstral domain -  ‘intrinsic’ discontinuities not compensated 
Figure 6.1c: Cepstral domain -  ‘intrinsic’ discontinuities compensated
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Summarizing, as shown from tables 6.1 to 6.4, from all the Fourier-based cepstrums, only 
the ‘whitened’ Fourier cepstrum can tolerate noise. Moreover, only the ‘whitened’ 
Fourier cepstrum can indicate the location of more than a single pulse in the time domain, 
even for the case where noise is present. As presented in tables 6.5 and 6.6, from the 
Hartley-based cepstrums, the ‘whitened’ Hartley cepstrum without the compensation of 
the ‘intrinsic’ discontinuities is more immune to noise compared to the ‘whitened’ 
Hartley cepstrum with the compensation of the ‘intrinsic’ discontinuities. This occurs 
because the presence of noise makes the compensation more difficult due to the increased 
number of the ‘intrinsic’ discontinuities. Finally, as will be shown in section 6.2, the 
‘whitened’ Hartley cepstrum without the compensation of the ‘intrinsic’ discontinuities, 
can also indicate the location of more than a single pulse in the time domain, even for the 
case where noise is present.
Although, the ‘whitened’ Hartley cepstrum without the compensation of the ‘intrinsic’ 
discontinuities and the ‘whitened’ Fourier cepstrum demonstrate similar noise immunity, 
the latter has certain disadvantages. Thus, as mentioned in subsection 6.1.2, it is possible 
for certain frequency points, the numerator and the denominator of the ‘whitened’ Fourier 
spectrum to become simultaneously zero and consequently, an ‘intrinsic’ discontinuity to 
arise. However, for certain applications, where it is necessary to compensate the 
‘intrinsic’ discontinuities from the spectrum, there is not a known method in order to 
overcome them for the ‘whitened’ Fourier case.
Concluding, the ‘whitened’ Hartley cepstrum without the compensation of the ‘intrinsic’ 
discontinuities is appropriate for applications where noise of considerable power is 
present. However, for applications where the ‘intrinsic’ discontinuities are necessary to 
be removed/reduced, then compensation rule can be applied it.
6.1.4 ‘Enhanced’ method
In the third set of simulations, two examples of the ‘enhanced’ approach of the 
‘whitened’ Hartley spectrum via the DTHT (algorithms 5 -  section 5.5 -  chapter five), 
are presented. The ‘enhanced’ method is the fifth step of algorithm 5 (‘whitened’
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Hartley spectrum via the DTHT) presented in section 5.5 -  chapter five. Note that in 
order to reach the fifth step of the process, initially the ‘whitened’ Hartley spectrum (step 
3 - algorithms 5 -  section 5.5 -  chapter five) and then, the ‘whitened’ Hartley spectrum 
with the compensation of the ‘intrinsic’ discontinuities (step 4 - algorithms 5 -  section 
5.5 -  chapter five), have to be implemented. Moreover, as mentioned in the last part of 
subsection 6.1.3, the ‘whitened’ Hartley cepstrum without the compensation of the 
‘intrinsic’ discontinuities (step 3 - algorithms 5 -  section 5.5 -  chapter five) is appropriate 
for applications where noise of considerable power is present, whereas the ‘whitened’ 
Hartley cepstrum with the compensation of the ‘intrinsic’ discontinuities (step 4 - 
algorithms 5 -  section 5.5 -  chapter five) is appropriate for applications where the 
‘intrinsic’ discontinuities have to be removed/reduced.
The ‘whitened’ Hartley (Hartley phase) spectrum conveys only the ‘intrinsic’ category of 
discontinuities. Hence, in theory, after the fourth step (algorithms 5 -  section 5.5 - 
chapter five) all the ‘intrinsic’ discontinuities should have been compensated from the 
Hartley phase spectrum. However, the compensation of the ‘intrinsic’ discontinuities 
(subsection 5.1.2, chapter five) reduces, rather than eliminates, the phase transitions 
because the domain is discrete and not continuous (due to the limited sampling rate the 
compensation rule does not always provide the exact correction (figure 5.2b, chapter 
five). Hence, the aim of the ‘enhanced’ method (step 5 - algorithms 5 -  section 5.5 -  
chapter five) is to correct these ambiguities. The two examples that follow, provide a step 
by step description of the algorithm, that performs best for synthetic signals, compared to 
the other five algorithms presented in section 5.5 -  chapter five.
The ‘enhanced’ method can be applied to pulses of any shape however, for the first 
example, a signal consisted of five periodically spaced exponentially decaying sine waves 
was selected as the test signal whereas, for the second example, a signal consisted of 
three periodically spaced exponentially decaying sine waves was selected as the test 
signal. As a reminder, the phase spectrum of a single exponentially decaying sine wave 
pulse does not convey ‘intrinsic’ discontinuities (section 5.2 of chapter five). However, 
the phase spectrum of two or more exponentially decaying sine wave pulses
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conveys ‘intrinsic’ discontinuities. This can be verified by evaluating the ‘zeros’ of the 
two (or more) exponentially decaying sine wave pulses (i.e. calculate the ‘roots’ of the 
polynomial formed from the coefficients of the signal in the discrete-time domain). A 
certain number of the ‘zeros’ of this signal are located on the circumference of the unit 
circle.
The first set of figures (figures 6.2, 6.3, 6.4 and 6.5) presents the ‘enhanced’ method 
applied to the five periodically spaced exponentially decaying sine waves. Figures 6.2a, 
6.2b and 6.2c, show the representation of the signal in the time domain, the ‘whitened’ 
Hartley spectrum via the DTHT without the compensation of the ‘intrinsic’ 
discontinuities and the corresponding ‘whitened’ Hartley cepstral domain, respectively. 
Figures 6.3a, 6.3b and 6.3c, show the time domain signal representation (same as figure 
6.2a), the ‘whitened’ Hartley spectrum via the DTHT with the ‘intrinsic’ discontinuities 
compensated (step 4 -  algorithm 5 - section 5.5 -  chapter five) and the corresponding 
‘whitened’ Hartley cepstral domain, respectively. One can observe that the ‘whitened’ 
Hartley spectrum of figure 6.3b still has discontinuities and consequently, the 
corresponding ‘whitened’ Hartley cepstrum (figure 6.3c) still has phase information 
(cepstral peaks of lower amplitude) distributed across the phase cepstrum domain. The 
objective of compensating all ‘intrinsic’ discontinuities is to concentrate the phase 
information into one specific location on the phase cepstrum axis. Thus, the aim of the 
‘enhanced’ method is to compensate for these remaining discontinuities of the ‘whitened’ 
Hartley spectrum. Initially, the ‘zero-crossings’ of the ‘whitened’ Hartley spectrum 
shown in figure 6.3b, with respect to the frequency axis, are counted (i.e., calculation of 
the frequency of the spectrum). Subsequently, in step 5 of algorithm 5 (section 5.5 -  
chapter five), a new sinusoidal signal is constructed. This new sinusoidal signal, referred 
to as the ‘artificial’ ‘whitened’ Hartley spectrum, is presented in figure 6.5a. Then, the 
‘artificial’ ‘whitened’ Hartley spectrum (figure 6.5a) is compared with the ‘whitened’ 
Hartley spectrum of figure 6.3b. Figure 6.5b presents the comparison between the two 
signals, which is obtained by subtracting the ‘whitened’ Hartley spectrum of figure 6.3b, 
from the ‘artificial’ ‘whitened’ Hartley spectrum of figure 6.5a. Moreover, figure 6.5c 
presents the derivative (i.e. ‘difference’, the first point is subtracted from the second point 
etc. along the x-axis) of figure 6.5b. Thus, from figure 6.5c, one can observe that the
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majority of the values are bounded within a certain range. However, a small minority of 
them (22) is located outside this range. The locations where these ‘outliers’ appear 
correspond to the frequencies of these remaining ‘intrinsic’ discontinuities in the 
‘whitened’ Hartley spectrum (figure 6.3b). Thus, whenever the ‘difference’ between two 
consecutive points of figure 6.5c is over a certain threshold (for this case 0.01), the 
locations (indices) of the corresponding outliers are stored as ‘critical’ points. Then, the 
‘whitened’ Hartley spectrum of figure 6.3b is scanned from the beginning. Whenever a 
‘critical’ point is reached, the rest of the spectrum is multiplied with - 1  (same as the 
compensation of the ‘intrinsic’ discontinuities, (step 4 -  algorithm 5 - section 5.5 -  
chapter five)). Subsequently, after this compensation has taken place, the ‘whitened’ 
Hartley spectrum of figure 6.4b (‘enhanced’ method) and the corresponding ‘whitened’ 
Hartley cepstrum (figure 6.4c), are obtained. Hence, one can observe that due to the 
compensation of these remaining ‘intrinsic’ discontinuities from the ‘whitened’ Hartley 
spectrum (figure 6.3b), the ‘whitened’ Hartley cepstrum (‘enhanced’ method) of figure 
6.4c is localized compared to the ‘whitened’ Hartley cepstrum of figure 6.3c and the 
‘whitened’ Hartley cepstrum of figure 6.2c. Finally, figure 6.5d presents the ‘difference’ 
of the subtraction of the ‘whitened’ Hartley spectrum (‘enhanced’ method) of figure 6.4b, 
from the ‘artificial’ ‘whitened’ Hartley spectrum (figure 6.5a). As expected, unlike in 
figure 6.5c, there are no ‘outliers’ present any more.
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Figure 6.2a: Time domain of five periodically spaced exponentially decaying sine waves
Figure 6.2b: ‘Whitened’ Hartley spectrum -  ‘intrinsic’ discontinuities not compensated
Figure 6.2c: ‘Whitened’ Hartley cepstrum
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Time domain
Frequency domain - "whitened" Hartley spectrum - "intnnsic" disc removedtoreflminary method
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Figure 6.3a: Time domain of five periodically spaced exponentially decaying sine waves
Figure 6.3b: ‘Whitened’ Hartley spectrum -  ‘intrinsic’ discontinuities compensated
Figure 6.3c: ‘Whitened' Hartley cepstrum
130 Chapter 6. Experimental results for the time localisation application
•0 5
30
2
©
I
-1
-2
0 500 1000 1500 2000 2500
Phase samples
Cepstral doman - Hartley phase cepstrum - “mtnns>c‘  disc removedfenhanced method2000 
1000 
I .s
•1000
2000
0 500 1000 1500 2000 2500
Phase cepstral samples
Figure 6.4a: Time domain of five periodically spaced exponentially decaying sine waves 
Figure 6.4b: ‘Whitened’ Hartley spectrum -  ‘intrinsic’ discontinuities compensated - 
(‘enhanced’) method
Figure 6.4c: ‘Whitened’ Hartley cepstrum
50  15 0 20
JC’
Chapter 6. Experimental results for the time localisation application 131
Figure 6.5a: ‘Artificial’ ‘whitened’ Hartley spectrum
Figure 6.5b: Subtraction of the ‘whitened’ from the ‘artificial’ ‘whitened' Hartley
spectrum
Figure 6.5c: Difference of the subtraction of the ‘whitened’ from the ‘artificial’
‘whitened’ Hartley spectrum - (figures 6.3b, 6.5a)
Figure 6.5d: Difference of the subtraction of the ‘whitened’ from the ‘artificial’
‘whitened’ Hartley spectrum - (figures 6.4b, 6.5a)
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The second example presents the application of the ‘enhanced’ method to three, instead 
of five, periodically spaced exponentially decaying sine waves. As with the first example, 
the first group of the three figures, 6 .6a, 6 .6b and 6 .6c, show the representation of the 
signal in the time domain, the ‘whitened’ Hartley spectrum via the DTHT without the 
compensation of the ‘intrinsic’ discontinuities and the corresponding ‘whitened’ Hartley 
cepstral domain, respectively. The second group of the three figures, 6.7a, 6.7b and 6.7c, 
show the time domain signal representation (same as figure 6 .6a), the ‘whitened’ Hartley 
spectrum via the DTHT with the ‘intrinsic’ discontinuities compensated (‘preliminary’ 
method) (step 4 -  algorithm 5 - section 5.5 -  chapter five) and the corresponding 
‘whitened’ Hartley cepstrum domain, respectively. Figure 6.9a presents the ‘artificial’ 
‘whitened’ Hartley spectrum which is constructed based on the ‘zero crossings’, with 
respect to the frequency axis, of the ‘whitened’ Hartley spectrum derived from the 
‘preliminary’ method (figure 6.7b). Figure 6.9b shows the result of the subtraction of the 
‘whitened’ Hartley spectrum derived from the ‘preliminary’ method (figure 6.7b) from 
the ‘artificial’ ‘whitened’ Hartley spectrum (figure 6.9a). Figure 6.9c presents the 
derivative (i.e. ‘difference’, the first point is subtracted from the second point etc. along 
the x-axis) of figure 6.9b. Similarly to the previous example, from figure 6.9c, one can 
observe that the majority of the values are bounded within a certain range. However, a 
small minority of them is located outside this range. The third group of the three figures 
6 .8a, 6 .8b and 6.8c, show the time domain signal representation (same as figure 6.6a), the 
‘whitened’ Hartley spectrum via the DTHT with the ‘intrinsic’ discontinuities 
compensated (‘enhanced’ method) (step 5 -  algorithm 5 - section 5.5 -  chapter five) and 
the corresponding ‘whitened’ Hartley cepstrum domain, respectively. Finally, figure 6.9d 
presents the ‘difference’ of the subtraction, of the ‘whitened’ Hartley spectrum 
(‘enhanced’ method) of figure 6 .8b, from the ‘artificial’ ‘whitened’ Hartley spectrum 
(figure 6.9a). As expected, unlike in figure 6.9c, there are no ‘outliers’ present any more.
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Phase cepstral samples
Figure 6.6a: T im e domain o f  three periodically  spaced exponentially decaying sine w aves
Figure 6.6b: ‘W hitened’ Hartley spectrum - ‘intrinsic’ discontinuities not com pensated
Figure 6.6c: ‘W hitened’ Hartley cepstrum
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Figure 6.7a: Tim e domain o f  three periodically spaced exponentially decaying sine w aves
Figure 6.7b: ‘W hitened’ Hartley spectrum -  ‘intrinsic’ discontinuities com pensated
Figure 6.7c: ‘W hitened’ Hartley cepstrum
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1  | 1---------------------------------
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Figure 6 .8a: Time domain of three periodically spaced exponentially decaying sine waves 
Figure 6 .8b: ‘Whitened’ Hartley spectrum -  ‘intrinsic’ discontinuities compensated - 
(‘enhanced’) method
Figure 6 .8c: ‘Whitened’ Hartley cepstrum
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Frequency domain - "artificiar “whitened" Hartley spectrum
0 500 1000 1500 2000 2500
Cutterence oi the subtraction ot the “wtrtened" Hartley spectrum (enhanced) from the "arttfKtaT “whitened" Hartley spectrum
Figure 6.9a: “Artificial’ ‘whitened’ Hartley spectrum
Figure 6.9b: Subtraction of the ‘whitened’ from the ‘artificial’ ‘whitened’ Hartley
spectrum
Figure 6.9c: Difference of the subtraction of the ‘whitened’ from the ‘artificial’
‘whitened’ Hartley spectrum - (figures 6.7b, 6.9a)
Figure 6.9d: Difference of the subtraction of the ‘whitened’ from the ‘artificial’
‘whitened’ Hartley spectrum - (figures 6 .8b, 6.9a)
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Concluding, the ‘whitened’ Hartley spectrum via the DTHT without the compensation of 
the ‘intrinsic’ discontinuities (step 3 -  algorithm 5 - section 5.5 -  chapter five), the
‘whitened’ Hartley spectrum with the compensation of the ‘intrinsic’ discontinuities
(‘preliminary’ method) (step 4 -  algorithm 5 - section 5.5 -  chapter five) and the
‘whitened’ Hartley spectrum with the compensation of the ‘intrinsic’ discontinuities
(‘enhanced’ method) (step 5 -  algorithm 5 - section 5.5 -  chapter five), form the three 
evolutionary steps of the same process. The advantages and the disadvantages of these 
three Hartley-based phase spectra can be summarized as follows.
The ‘whitened’ Hartley spectrum without the compensation of the ‘intrinsic’ 
discontinuities (step 3 -  algorithm 5 - section 5.5 -  chapter five) demonstrates the highest 
noise immunity compared to the other two and hence, it can detect the location of 
pulse(s) even when noise of high power is present. Moreover, the ‘whitened’ Hartley 
spectrum without the compensation of the ‘intrinsic’ discontinuities is appropriate for the 
cases where the starting and finishing point of the pulse(s) is required.
The ‘whitened’ Hartley spectrum with the compensation of the ‘intrinsic’ discontinuities 
(‘preliminary5 method) (step 4 -  algorithm 5 - section 5.5 -  chapter five) is recommended 
for applications where an estimation of the middle point of a pulse/group of pulses, is 
required (figures 6.3 and 6.7). Moreover, the ‘whitened’ Hartley cepstrum with the 
compensation of the ‘intrinsic’ discontinuities (‘preliminary’ method) is smoother 
compared to the ‘whitened’ Hartley cepstrum without the compensation of the ‘intrinsic’ 
discontinuities. However, the ‘whitened’ Hartley spectrum with the compensation of the 
‘intrinsic’ discontinuities (‘preliminary’ method) demonstrates lower noise immunity 
compared to the ‘whitened’ Hartley spectrum without the compensation of the ‘intrinsic’ 
discontinuities.
Finally, the ‘whitened’ Hartley spectrum with the compensation of the ‘intrinsic’ 
discontinuities (‘enhanced’ method) (step 5 -  algorithm 5 - section 5.5 -  chapter five) 
conveys the least amount of ‘intrinsic’ discontinuities and hence, it produces the 
smoothest cepstrum (figures 6.4 and 6 .8), compared to both the aforementioned cases.
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However, it demonstrates the lowest noise immunity and thus, it is appropriate in the 
cases where no noise or noise of low power is present.
6.2 Behavior of the 4whitened’ Hartley spectrum in a ‘simulated? 
scenario
For the fourth set of experiments, the behavior of the ‘whitened’ Hartley spectrum in a 
‘simulated’ scenario, is tested. In the example described here, a rectangular pulse is 
transmitted from a source (e.g., radar) and multiple reflections of it, are received with 
time delays and varying amplitudes, in a noisy environment (16 dB SNR).
Figure 6.10a shows six ‘snapshots’ of the pulse. The first ‘snapshot’ presents the pulse 
when initially transmitted from the source (time samples: 31 to 60). However, as the 
pulse shifts in time, its amplitude eventually decreases, although its power (‘area’ of the 
pulse) does not change (time samples: 180 to 212). The pulse reflects, because of an 
obstacle (time samples: 430 to 497) and returns towards the source with its amplitude 
reducing even further (time samples: 452 to 410, 349 to 300 and 114 to 55) (figure 
6.10a). The limits of the accuracy of the time delay estimation, depends on the width of 
the available time domain window, over which analysis can be made, together with the 
power of noise added to the signal. Note that, in order to reduce the ambiguities due to 
aliasing, the signal is shifted only between the 1st to the 512th out of the 2048 points of 
the time domain.
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Figure 6.10a: Time domain of the ‘simulated’ scenario 
Figure 6.10b: Cepstral domain of the ‘simulated’ scenario
The phase content of the signal is chosen to be presented via the ‘whitened’ Hartley 
spectrum without the compensation of the ‘intrinsic’ discontinuities (step 3 -  algorithm 5 
- section 5.5 -  chapter five) because, as shown in subsection 6.1.3, it demonstrates the 
highest noise immunity and also is appropriate for the cases where the starting and 
finishing point of the pulse(s) is required. Thus, one can observe that the ‘whitened’ 
Hartley cepstrum (figure 6.10b) of the time signal presented in figure 6.10a, encapsulates 
its phase content accurately. As expected, the starting and finishing points of the 
pulse/reflection of the pulse in the time domain (figure 6.10a), coincide with the highest 
cepstral peaks of the ‘whitened’ Hartley cepstrum (figure 6.10b).
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6.3 Behavior of the Fourier and the Hartley phase functions in a noisy 
environment
In subsections 6.1.1 to 6.1.3, the Fourier phase spectrum and the Hartley phase spectrum 
were compared (via their corresponding cepstrums), with respect to their tolerance in 
noise. The aim of this section is to explain the reason that the Hartley phase spectrum is 
more immune to noise when compared to the Fourier phase spectrum, in the time 
localization of a signal application (section 6.1). In the following part, the probability 
density function (pdf) of the signal in the Hartley phase and the Fourier phase spectra, in 
the case where the signal in the time domain is Gaussian noise, will be presented. It is 
accepted that where the signal in the time domain is not Gaussian noise, the distribution 
of the samples in the Hartley phase and the Fourier phase spectra may also change.
Assume that the signal in the time domain is Gaussian distributed noise. Hence, in the 
case where the signal in the time domain is Gaussian distributed noise, the distribution of 
the same signal, in the Hartley phase spectrum is given by:
1
7l4l.
4~2.
, -4 2  < J3 < 42 (6.2)
where, j8 are the Hartley’s phase function amplitude values.
The derivation of the probability density function, pH (y3), is presented in appendix A2.
The shape of pH(f3) is shown in figure 6.11a. One can observe from figure 6.11a that, 
the regions of the pdf where the majority of the samples are concentrated, are in its upper
and lower range (i.e. around 42 and -42). However, the information content of the 
signal, in the Hartley phase spectrum, is encapsulated in the zero crossings with respect to 
the frequency axis (figures 6.2b, 6.2c, 6.3b, 6.3c, 6.4b and 6.4c) rather than in the
minimum/maximum values of the cosinusoidal signal (i.e. ±42).  Consequently, a noisy 
signal mainly affects the higher and the lower domain of the Hartley phase spectrum and
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hence, its information content (encapsulated in the zero-crossings, middle part of its 
domain) is less affected.
For the Fourier phase spectrum case though, assuming again that the distribution of the 
signal in the time domain is Gaussian then, its distribution in the conventional Fourier 
phase spectrum, is given by:
P eiP)= , 1 , (6.3)
TZty 1 + /?“
The probability density function presented in equation (6.3), p F(/3), is called Cauchy
[49]. The Cauchy distribution, (figure 6.11b) p F(j3), similarly to the Gaussian
distribution, is symmetrical about j6 = 0 with its maximum value at j3 = 0. However, the
Cauchy distribution falls more rapidly as j/?| increases and also its tails are heavier,
compared to the Gaussian distribution. Nevertheless, for the case of the conventional 
Fourier phase spectrum, unlike the case of the Hartley phase spectrum, the information 
content is distributed across the whole range of samples.
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Distribution of noise in the 'whitened" Hartley spectrum Distribution of noise in the Fourier phase spectrum
Figure 6.1 la: Probability density function (pdf) of noise in the Hartley phase spectrum 
Figure 6.1 lb: Probability density function (pdf) of noise in the Fourier phase spectrum
Note that, the audio signals (e.g. speech, mechanical sounds etc.), although unlikely to be 
true Gaussian noise, convey a heavy noise (figure 5.4 of chapter five) component and 
hence, the pdfs of their phase spectra are similar to the Cauchy (figure 6.11b) - Fourier 
case and the distribution described from equation (6.2) (figure 6.11a) - Hartley case.
The aforementioned behavior of the Hartley phase function in a noisy environment, is 
useful for the applications of coding [63] and time localization of a signal (sections 6.1 
and 6 .2).
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6.4 Summary and conclusions
This chapter presents the use of the ‘whitened’ Hartley spectrum (Hartley phase function) 
as a tool for time delay estimation. This task demonstrates the advantages of the Hartley 
phase function via its application to synthetic signals. The benefit of using synthetic 
signals is that it is easier to observe certain details of the process.
Hence, this chapter compares the Hartley phase cepstrum with its Fourier counterpart. 
The Hartley phase cepstrum (subsection 6.1.3), unlike its Fourier counterpart (subsection
6.1 .2), is more tolerant to noise and also, it experiences only the ‘intrinsic’ category of 
discontinuities, which can be detected and compensated. Moreover, the Fourier phase 
cepstrum can identify only a single pulse, due to the ambiguities introduced by the use of 
the ‘unwrapping’ algorithm. However, as shown in subsections 6.1.3 and section 6.2, the 
‘whitened’ Hartley cepstrum without the compensation of the ‘intrinsic’ discontinuities, 
can indicate the location of more than a single pulse in the time domain, even for the case 
where noise is present.
In section 6.3, the noise immunity of the Hartley phase spectrum, compared to its Fourier 
counterpart, is justified via the shape of the probability density function of the signal in 
the Hartley phase spectrum, in the case where the signal in the time domain is Gaussian 
noise.
Summarizing, the major disadvantage of the implementation of the phase spectrum based 
on the Fourier (subsection 6.1.2), is the heuristic approach of the compensation of the 
‘extrinsic’ discontinuities (‘wrapping’ ambiguities). The effect of the ‘wrapping’ 
ambiguities is more severe in the case where noise is present (subsection 6.1.2). The 
advantages of the Hartley phase spectrum, is that it does not convey ‘extrinsic’ 
discontinuities and also, due to its structure, it is less affected (figure 6 .1 1 a) by the 
presence of noise.
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Consequently, this chapter justifies that the Hartley phase function can be used as a 
substitute to the Fourier phase function, as it encapsulates the phase content of the signal 
in a more efficient and easy to identify manner.
CHAPTER 7 
EXPERIMENTAL RESULTS OF NON SYNTHETIC
SIGNALS FOR THE AUDIO CLASSIFICATION 
APPLICATION
In troduction
In this chapter, unlike chapter six, the signals involved are non-synthetic. The feature 
vectors formed from the statistical features extracted from the phase related spectrograms 
of the audio recordings are used together with the feature vectors formed from the 
statistical features extracted from the magnitude spectrograms of the audio recordings for 
the audio classification application.
As mentioned in the literature review (chapter two, sections 2.1 and 2.2), recent research 
on automatic content-based classification of audio recordings employs the magnitude 
spectrum and temporal related features in order to classify different acoustic events 
retrieved from audiovisual databases. In most cases, the task is to attempt to classify 
sounds that, although belonging to the same family, such as sports sounds, are
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acoustically dissimilar. Also, there are other cases in which it is attempted to discriminate 
between various TV events such as news, advertisements etc. that are again acoustically 
dissimilar. Some of the features employed for speech recognition, such as Mel-scale 
cepstral coefficients or Perceptual Linear Prediction coefficients, are not always effective 
for audio classification, as speech forms a very specialized group of the audio family. 
Magnitude spectrum features convey important energy-related information that is 
essential for the classification process. Hence, most of the frequency domain feature 
extraction techniques, for audio classification, are based on the spectral magnitude 
content of the signal [95]. However, the calculation of the magnitude spectrum of a signal 
preserves the information that is related to the absolute value of its real and imaginary 
Fourier components but it does not preserve the information related to the signs / change 
of signs of its real and imaginary Fourier spectrum components. The aim of this work is 
to show that, in the case where the feature vectors formed from the phase related 
spectrograms of the signals are used, together with the feature vectors formed from the 
magnitude spectrograms of the signals, provide higher classification score compared to 
the case where the feature vectors used are formed only from the magnitude spectrograms 
of the signals.
Hence, the novelty of this work is the use of phase related information (together with 
magnitude information), for frequency based statistical feature extraction for audio 
classification.
Most researchers do not use phase information in the classification process, although it 
conveys important information, because of the difficulties in processing the 
discontinuities in the phase spectrum. The discontinuities appearing in the phase related 
spectra are unwanted features that affect the classification rate. As mentioned in chapter 
five (section 5.1), there are two kinds of discontinuities that appear in the Fourier phase 
spectrum, the first one arises from the computation of the phase (‘extrinsic’ discontinuity), 
whereas the second is due to the structure of the signal (‘intrinsic’ discontinuity). 
However, the experimental results that are presented in section 7.3, show that after 
removing / compensating the discontinuities from the Fourier phase spectrum (section 5.1,
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chapter five) and the Hartley phase spectrum (section 5.3, chapter five), the phase related 
information, assists the classification process (i.e. increases the classification rate), 
significantly.
Hence, the proposed method is briefly described as follows: each audio recording of the 
database used (section 7.1), is divided into equal-length frames (256 samples each) and 
transformed into the frequency domain. Subsequently, a matrix is formed. The first row 
of the matrix corresponds to the spectrum of the first time frame while, the last row of the 
matrix, to the spectrum of the last time frame. Note that, in the cases where the length of 
the last frame of the signal, in the time domain, is less than 256 samples, the signal is 
zero-padded. Hence, based on the aforementioned process the following spectrograms 
(time -  frequency signal representations), are implemented:
the Fourier magnitude spectrogram, the Hartley magnitude spectrogram (equation (3.9), 
subsection 3.1.1, chapter three), the Hartley transform spectrogram (equation (3.1), 
subsection 3.1.1, chapter three). Moreover, from the phase spectra described in section 
5.5 -  chapter five, the ones formed as spectrograms in order to be tested for the 
classification application are: the Fourier phase spectrum via the DTFT with/without the 
compensation of the ‘intrinsic’ discontinuities (algorithm 4 -  section 5.5 -  chapter five), 
the Hartley phase spectrum via the DTHT with/without the compensation of the 
‘intrinsic’ discontinuities (algorithm 5 -  section 5.5 -  chapter five), the Fourier phase 
spectrum via the z-transform (algorithm 1 -  section 5.5 -  chapter five) and the Hartley 
phase spectrum via the z-transform (algorithms 2 -  section 5.5 -  chapter five). The 
‘whitened’ Fourier transform (algorithm 6 -  section 5.5 -  chapter five) is not tested, 
because its spectrum is complex and thus, there is not a straightforward method in order 
to extract features from it. Similarly, the ‘enhanced’ method of the Hartley phase 
spectrum via the DTHT (step 5 -  algorithm 5 - section 5.5 -  chapter five) is also not 
tested, because as mentioned in subsection 6.1.4 (chapter six), its use is recommended for 
applications where the signals are synthetic and the noise is low. Finally, based on the 
aforementioned method (i.e. divide each audio recording in frames of 256 samples etc.), 
the Wigner-Ville distribution (equation (3.38), section 3.4, chapter three) is also 
implemented.
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Each of the eight signal representations has to be presented to the classifier with its 
dimensionality reduced (section 4.4, chapter four). Hence, eight statistical features are 
calculated from each signal representation for each audio recording. The statistical 
features calculated are: the variance, the skewness, the kurtosis, the entropy, the inter­
quartile range, the range, the median and the mean absolute deviation (section 4.4, 
chapter four). The statistical values derived from each of the signal representations, form 
the feature vectors that are independently passed to the Mahalanobis classifier (section 
4.6, chapter four).
As will be discussed in section 7.2, the signal representations implemented (i.e. the 
Fourier magnitude, the Hartley phase via the z-transform, the Hartley phase via the 
DTHT, the Fourier phase via the z-transform, the Fourier phase via the DTFT, the 
Wigner -  Ville, the Hartley magnitude, the Hartley transform) are compared to each other, 
in terms of the classification rates they obtain and after selecting the three that perform 
better, the combinatory classification scheme is employed and the final experimental 
results (section 7.3) are obtained.
Hence, the remaining part of this chapter is organised as follows. In section 7.1 the 
database used for the experiments will be described. Section 7.4 is dedicated to four 
issues that are associated with the phase related spectrograms (i.e. the Hartley phase via 
the z-transform, the Hartley phase via the DTHT, the Fourier phase via the z-transform 
and the Fourier phase via the DTFT). It is noted that, to the best of author’s knowledge 
there is no published work related to feature extraction from phase spectrograms and, 
hence, details related to the sampling rate (subsection 7.4.3), the use of ‘difference’ 
(subsection 7.4.1) as well as the effect of the phase function discontinuities in the 
classification rate (subsection 7.4.2) have to be addressed. Moreover, as mentioned in 
chapter five, the phase related spectra can be implemented based on either the Fourier 
transform (algorithms 1 and 4 -  section 5.5 -  chapter five) or the Hartley transform 
(algorithms 2 and 5 -  section 5.5 -  chapter five). Hence, in subsection 7.4.4, there will be 
a comparison, in terms of classification rate, between the phase spectrograms derived 
from the Fourier transform with the phase spectrograms derived from the Hartley
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transform. In section 1.2, the three signal representations that perform better, in terms of 
classification rate are selected (subsection 7.2.1) and the decision rule is presented 
(subsection 7.2.2). Moreover, in the same section, the cross-validation resampling method 
(subsection 7.2.3) and the significance statistical test (subsection 7.2.4) are also described. 
The cross-validation resampling method simulates different combinations of test and 
training vectors so as to reduce the effect of the outliers in the case where the size of the 
database is small. The significance statistical test indicates whether a classification score 
is substantially higher compared to another. Finally, in section 7.3, the classification rates 
of the proposed combinatory scheme are presented while, in section 7.5, the summary of 
this chapter is given.
7.1 Database
In the experimental part, the database used consists of ten different classes of recordings 
of gunshots (table 7.1). The audio recordings are 16-bit, mono and their sampling 
frequency is 44.1 kHz. This database is chosen because all the classes are acoustically 
similar. Consequently, the discrimination is more difficult when compared to the case 
where the classes belong acoustically to dissimilar classes.
The length of each audio recording is different, due to the non-artificial nature of the data. 
Thus, the second column of table 7.1 provides the average length of the recordings, of 
each class. Each one of the ten classes consists of ten recordings. Seven of them are used 
as training data and the remaining three as test data.
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Classes of gunshots Average length of the 
recordings of each class 
(in samples)
i) firing a revolver 35350
ii) firing a .22 caliber handgun 12360
iii) firing a M-l rifle 45230
iv) firing a World War II German rifle 50740
v) firing a cannon 63680
vi) firing a 30-30 rifle 45180
vii) firing a.38 calibre semi-automatic pistol 12240
viii) firing a lever action Winchester rifle 33730
ix) firing a 37mm anti-tank gun 73710
x) firing a pistol 59700
Table 7.1: Database of gunshots
One common characteristic for all ten classes is the similarity in their Fourier magnitude 
spectrograms. Specifically, the similarity can be understood from the time evolution of 
the spectral envelope. Examples of their magnitude spectral shape are shown in figures
7.1 and 7.2.
Fountr magnitude spectrogram Fourier magnitude spectrogram
Figure 7.1: Fourier magnitude spectrogram Figure 7.2: Fourier magnitude spectrogram
of an audio recording from class (vi) of an audio recording from class (x)
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In all the classes of gunshots, a spectral peak, which corresponds to the detonation of the 
gun, appears at the beginning of the recording. Then, the initial magnitude burst 
eventually decays.
Another common characteristic between all the classes of gunshots, is their noise content. 
Noisy signals generate randomly located ‘zeros’ on or very close to the circumference of 
the unit circle in the z-plane. Figure 5.4 of chapter five shows the location of the ‘zeros’, 
in the z-plane, for a single frame (256 samples long) taken from one of the recordings that 
belongs to class (vii). One can observe that the majority of the ‘zeros’ are located on or 
very close to the circumference of the unit circle, which is an indication of the signal’s 
noise content. Generally, the ‘zeros’ of non-synthetic signals (such as speech [43]), are 
similarly located in the z-plane, due to their noise content.
7.2 Preliminary classification results, signal representation selection, 
decision rule, cross-validation and significance test
The process followed in order to obtain the classification scores (table 7.2) for the ten 
classes of the database (section 7.1), with features extracted from the Fourier magnitude 
spectrogram, the Hartley magnitude spectrogram, the Hartley transform spectrogram, the 
Wigner-Ville distribution, the Hartley phase ‘difference’ spectrogram via the DTHT and 
the Hartley phase ‘difference’ spectrogram via the z-transform, is described as follows.
Initially, the feature vectors, derived from the statistical feature extraction of each signal 
representation derived from each audio recording, are formed. As mentioned (section 
7.1), the database consists often classes and each class consists of ten samples. Seven of 
them are used as training vectors while, the remaining three are used as test vectors. 
Consequently from the one hundred feature vectors, seventy of them are used as training 
vectors and the remaining thirty as test vectors, for each signal representation. The mean 
value of each of the eight statistical measures, from the seven training vectors of each 
class, forms the ten target vectors (i.e. one for each class).
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Then, each one of the test vectors is classified to a certain class based on the minimum 
distance criterion, i.e. the minimum distance between itself and each one of the target 
vectors. The same process is repeated for all the thirty test vectors. Hence, the 
classification score over all the ten classes is obtained from the number of the test vectors 
classified to the correct class.
Hence, based on the aforementioned process, the classification scores over all the ten 
classes, for the six signal representations are presented in table 7.2.
signal
representations
classification score in (%) 
(over all the 10 classes)
signal representation that 
conveys magnitude 
information
Fourier magnitude 
spectrogram
66.7
signal representations that 
convey phase information
Hartley phase dif. 
spectrogram via the z- 
transform
60.0
Hartley phase dif. 
spectrogram via the DTHT
56.7
signal representations that 
convey combined 
information (i.e. both 
magnitude and phase)
Hartley magnitude 
spectrogram
63.3
Hartley transform 
spectrogram
53.3
Wigner-Ville 53.3
Table 7.2: Classification scores in % over all the ten classes
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One can observe that from the six signal representations (table 7.2) the highest 
classification rate is obtained from the Fourier magnitude spectrogram (66.7%). Thus, the 
experimental results indicate that the feature vectors extracted from the Fourier 
magnitude spectrograms of the signals tested, encapsulate their content more efficiently 
compared to the feature vectors extracted from the other signal representations presented 
in table 7.2. However, the recognition rate, obtained from the Fourier magnitude 
spectrogram, could be higher in the case where the feature vectors extracted from one or 
more of the remaining five signal representations would assist the classification process. 
Hence, the classes that have to be assisted are: the second, the fourth, the fifth and the 
tenth. These four classes are selected because of the low classification rate they obtain 
(based on the results derived from the feature vectors extracted from the Fourier 
magnitude spectrogram) and also, because of the distance between the locations of their 
feature vectors. In the case where the feature vectors, extracted from the members of the 
same class, are located far from each other, this indicates high possibility of 
misclassification when target vectors of other classes are located near [98].
The selection of the signal representations that will participate to the classification 
process as well as the decision rule used, are described in subsections 7.2.1 and 7.2.2, 
respectively.
7.2.1 Signal representation selection
As mentioned, the Fourier magnitude spectrogram provides the highest classification rate 
when compared to the other five signal representations and hence, will be used as the 
principal feature stream of the combinatory classification scheme (subsection 7.2.2). 
Moreover, the Fourier magnitude spectrogram is the only one, out of the aforementioned 
six signal representations, that preserves just the magnitude content of the signal.
Hence, from the remaining five signal representations some of them will be selected so as 
to form the assistive feature streams of the combinatory classification scheme (subsection
7.2.2). In the following part, the five signal representations will be categorized according
154 Chapter 7. Experimental results for the audio classification application
to the information they encapsulate, so as to select the ones that convey distinct 
information and thus, avoid information overlapping;
i) As mentioned, the first category of signal representation(s) includes the 
Fourier magnitude spectrogram that conveys magnitude spectrum information.
ii) The second category includes the signal representations that preserve only the 
phase related information of the signal. From this category, a choice had to be 
made among the Hartley phase ‘difference’ spectrogram via the DTHT and 
the Hartley phase ‘difference’ spectrogram via the z-transform.
The advantage of the construction of the Hartley phase ‘difference’ 
spectrogram via the DTHT is that its implementation is based on 
compensation and thus, there is no need to empirically choose a certain 
exclusion ‘ring’ width. On the other hand, the advantage of the construction of 
the Hartley phase ‘difference’ spectrogram via the z-transform is that by 
varying the width of the exclusion ‘ring’, it is possible to exclude not only the 
‘zeros’ that are located on the circumference of the unit circle (‘intrinsic’ 
discontinuities) but also the ‘sharp zeros’ that cause rapid phase transitions in 
the phase spectrum as well. Thus, as both approaches have their own 
advantages both the Hartley phase ‘difference’ spectrogram via the z- 
transform and the Hartley phase ‘difference’ spectrogram via the DTHT will 
be used in the combinatory scheme (subsection 7.2.2), one at a time.
iii) Finally, the third category, unlike the aforementioned two categories, includes 
the signal representations that do not convey purely magnitude or purely phase 
information. Namely, these signal representations are: the Hartley magnitude 
spectrogram (based on equation (3.9), subsection 3.1.1, chapter three), the 
Hartley transform spectrogram (based on equation (3.1), subsection 3.1.1, 
chapter three) and the Wigner -  Ville (based on equation (3.38), section 3.4, 
chapter three). The experimental results (table 7.2) show that the Hartley
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magnitude spectrogram performed better, in terms of classification rate, when 
compared to either the Hartley transform spectrogram or the Wigner -  Ville. 
Moreover, the feature vectors, extracted from the members of the same class, 
derived from the Hartley magnitude spectrogram, are located closer to each 
other when compared to the feature vectors extracted from the members of the 
same class, derived either from the Wigner-Ville or from the Hartley 
transform spectrogram [98]. Thus, the Hartley magnitude spectrogram is 
selected to participate in the combinatory scheme (subsection 7.2.2).
Summarizing, the first group of the signal representations selected to participate in the 
combinatory scheme is: the Fourier magnitude spectrogram (from category (i)), the 
Hartley phase ‘difference’ spectrogram via the z-transform (from category (ii)) and the 
Hartley magnitude spectrogram (from category (iii)). The second group of the signal 
representations selected to participate in the combinatory scheme is: the Fourier 
magnitude spectrogram (from category (i)), the Hartley phase ‘difference’ spectrogram 
via the DTHT (from category (ii)) and the Hartley magnitude spectrogram (from category 
(hi)).
Note that, the criteria on which the signal representation selection is based or the classes 
chosen to be assisted (introduction of section 7 .2) could be different, however the aim of 
this chapter is to provide an example, which indicates that phase related information can 
enhance the recognition rate, when combined with the magnitude information, for the 
application of frequency-based feature extraction for audio classification, rather than try 
to find the best combination of signal representations / classes so as to obtain the highest 
possible classification rate.
7.2.2 Decision rule
As mentioned, the three spectrograms that will participate in the combinatory 
classification scheme are: the Fourier magnitude (principal feature stream), the Hartley 
magnitude (assistive feature stream) and the Hartley phase via the z-transform (assistive 
feature stream), for the 1st experiment and the Fourier magnitude (principal feature
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stream), the Hartley magnitude (assistive feature stream) and the Hartley phase via the 
DTHT (assistive feature stream), for the 2nd experiment.
The decision rule that will be described in the next few lines is a two-stage process. -In the 
first stage, the classification rate will be derived from the feature vectors of the Fourier 
magnitude spectrogram (principal feature stream) whereas, in the second stage the feature 
vectors extracted from the two other spectrograms (assistive feature streams) will assist 
the classification process. Thus, after this two-stage process the final classification rate, is 
obtained.
Stage 1
In the first stage of the classification process, each test vector, derived from the Fourier 
magnitude spectrogram, is allocated to a certain class based on the minimum distance 
between itself and each of the ten target vectors (introduction of section 7.2). Thus, 
depending on the principal feature stream (Fourier magnitude spectrogram), the 
preliminary decision for the allocation of each one of the thirty test vectors, is obtained.
Stage 2
As mentioned in subsection 7.2.1, the feature vectors extracted from the Hartley 
magnitude spectrogram and the Hartley phase spectrogram via the DTHT will be used as 
the assistive classification streams. As a reminder (introduction of section 7.2), the aim of 
the use of the assistive feature streams is to increase the classification scores of the 
second, the fourth, the fifth and the tenth classes. Preliminary experiments indicated that 
the feature vectors derived from the Hartley magnitude spectrogram can assist more 
efficiently, in terms of classification, the classes four and five whereas, the feature 
vectors derived from the Hartley phase spectrograms the classes two and ten.
Thus, these two assistive feature streams have to assist, in terms of classification, the four 
classes (2nd, 4th, 5th and 10th). Consequently, instead of measuring the distance of each test
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vector with respect to each one of the ten target vectors, as occurs for the principal 
classification stream (Fourier magnitude spectrogram, stage 1), it is more useful to 
measure the distance of each test vector with respect to the target vector of a class where 
the score is to be increased.
Thus, for the first assistive stream (Hartley magnitude spectrogram), the distance between 
each one of the thirty test vectors (derived from the Hartley magnitude spectrogram) and 
the target vector of class four (again derived from the Hartley magnitude), is measured. 
Consequently, the test vectors that are ‘closest’ to the target vector are classified to class 
four. The boundary (i.e. the distance that specifies whether a test vector is close or not to 
the target vector) is selected based on the following non-heuristic process. The distances 
of each test vector from the target vector of class four are organised in ascending order 
(i.e. minimum distance, with respect to the target vector, first). Then, the difference (i.e. 
the first closest distance minus the second closest distance, the second closest distance 
minus the third closest distance etc.) between the sorted distances, is calculated. The 
location where the difference of the distances obtains its highest value is the limit where 
the boundary is positioned. Hence, the test vectors where their distances to the target 
vector are smaller (i.e. located closer) as compared to the distance where the boundary is 
located, are classified to class four.
The same process is repeated for the fifth class based again on the Hartley magnitude 
spectrogram followed by the second and the tenth classes, both based on the Hartley 
phase via the z-transform spectrogram.
Then, the final step is to identify whether the aforementioned test vectors (i.e. the ones 
classified based on the Hartley magnitude spectrogram and the Hartley phase via the z- 
transform spectrogram) are classified to the same class based on the principal feature 
stream (i.e. the Fourier magnitude spectrogram) of stage 1, as well. Hence, in the case 
where the principal feature stream ‘disagrees’ with the assistive feature stream for a 
certain test vector, then the test vector is classified based on the decision of the assistive 
feature stream. After the aforementioned process, for the assistance of the four classes
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(2nd, 4th, 5th and 10th), has been completed, the final classification rate, over all the ten 
classes, is obtained, based on the principal feature stream (stage 1).
Thus, as mentioned, for the first experiment, the Fourier magnitude spectrogram is used 
as the principal feature stream, while the Hartley magnitude and the Hartley phase via the 
z-transform spectrograms are used as the assistive feature streams.
For the second experiment, the Fourier magnitude spectrogram is used as the principal 
feature stream, while the Hartley magnitude and the Hartley phase via the DTHT 
spectrograms are used as the assistive feature streams.
Note that for both the first and the second experiments, in terms of classification score, 
the sequence in which the assistive feature streams are chosen is unimportant (i.e. the 
Hartley magnitude first and then the Hartley phase or vice versa) or the sequence in 
which the classes are selected in order to be assisted. All the possible combinations 
provide similar classification rates.
The classification scores, obtained from the aforementioned decision rule, for both 
experiments, are presented in section 7.3.
7.2.3 Cross-validation
As mentioned in section 7.1, the database used has ten classes and each class consists of 
ten recordings. Hence, each class, of the aforementioned database, consists of a limited 
number of samples. Thus, a certain number of the possible combinations of the training 
and the test feature vectors are simulated, so as to reduce the effect caused to the 
classification rate by the outliers.
Databases that consist of a limited number of samples, is a common problem in the area 
of pattern recognition and consequently,, certain resampling methods [68] have been 
implemented. In the version of cross-validation used for this research, the samples (i.e.
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feature vectors formed from each audio recording) of the database are divided into I 
numbers of subsets. Each time a test is conducted one of the I subsets is used for testing 
while, the remaining subsets are used for training. The same process can be repeated until 
every subset has been used for testing. However, it is not necessary to carry out tests with 
all the possible combinations. A certain number of them is adequate. As mentioned 
before, this ‘rota5 between training / testing vectors reduces, the influence that outliers 
have on the classification score. The final classification rate is provided in the form 
A ± (3, where A denotes the mean value of the classification scores derived from the 
different combinations of the testing / training vectors and (3 denotes the standard 
deviation.
As mentioned in section 7.1, each one of the ten classes of the database consists of ten 
recordings, where seven of them are used as training and three of them as test vectors (i.e. 
70-30 over all the ten classes). This ratio, between test and training vectors, is common 
amongst recognition systems. It is possible to do other combinations such as 80-20 or 
even 90-10, that would provide higher classification scores as the number of the training 
vectors is higher. However, the aim of this research is to show that phase conveys 
information that is useful for frequency-based feature extraction, rather than trying to 
achieve the highest possible classification rate. Hence, in the 70-30 random split, there 
are a total of 120 possible triplets of test vectors since each class consists of ten samples. 
However, it is not necessary to calculate all the possible combinations and hence, for 
these experiments 70 out of the 120 possible combinations are evaluated.
As mentioned, the aim of the aforementioned resampling method is to estimate the 
standard deviation of the classification rate. However, it is a computationally expensive 
process and thus, it is only applied to the experiments that correspond to the final 
classification rates presented in table 7.3,
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7.2.4 Significance (Matched-pairs t-test)
Significance is a statistical measurement that indicates whether the difference between 
two classification scores is substantial. Specifically, it compares the performance of two 
classification algorithms, based on the classification rate each of them obtains [65]. Thus, 
this statistical measurement indicates whether the classification score obtained from the 
combination of the feature vectors formed from the phase related spectrograms with the 
feature vectors formed from the magnitude spectrograms of the signals, is significantly 
higher compared to the case where the feature vectors used are formed only from the 
magnitude spectrograms of the signals (section 7.3). In the following part, the theory 
behind the test (matched-pairs) selected in order to indicate whether there is significance 
in the difference between the classification scores obtained by two algorithms, is 
described.
Matched-pairs t-test
As mentioned, the aim of the significance test is, given the classification scores obtained 
by two algorithms A, and A2 with the same set of N test vectors, to decide whether the 
difference of their scores, is substantial. The significance test is based on the 
mathematical theory of hypothesis testing. Hence, the null hypothesis, H 0, is considered
when the classification rates obtained from the two algorithms are similar (i.e. not 
significantly different). Consequently, in practice, the aim of the significance test is to 
show whether the null hypothesis H0, is accepted or rejected.
Assume that algorithm 4 , makes nx errors (i.e. misclassifies nx test vectors) and 
algorithm A 2 makes n 2 errors then, the corresponding maximum likelihood error 
estimates are given by:
e,=—  (7.1) and
N
e. = ’L  (7.2),
N
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for A; and a 2 , respectively. Moreover, the variances, a 2 and a*3 , of e{ and e2 , are 
given by:
07 =  X-L (7 .3) and
N
a; = .h i  (7.4), respectively.
Subsequently, based on equations (7.1) and (7.2), the difference between the maximum 
likelihood estimates of the errors, ex and e2, is given by:
cl=\e{-e 21 (7.5).
Assuming that the process A, is independent of the process A2 then, the variance of cl, is 
given by:
cr3 = tr,3 + a ; (7.6).
Combining equations (7.3), (7.4) and (7.6),
= li(LAl+MLAl (7.7)
N N
Assuming that the number of the test vectors, N  , is large, the distribution of d is
A
considered to be normal. Thus, the 95.0% of the values of cl are within the range from 
p = cl-2crd to p = d + 2crd . From [65], when p > 0 ,  the null hypothesis, H 0 , is 
rejected and hence, the difference of the two algorithms A, and A2, in terms of their 
classification scores, is significant with a 95% confidence interval. Otherwise stated, if 
p > 0 then, with a 95.0% confidence, the difference between the maximum likelihood
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estimates of the errors ex and e2 is significant and thus, the performance, in terms of 
classification rate, of the algorithm Ax is significantly better/worse compared to the 
algorithm A2.
As mentioned, one of the assumptions on which this test is based, states that the number 
of the test vectors N should be large. Note that, although the number of the test vectors 
used for our experiments is not large, the significance test is still an indication of the 
difference in the performance, in terms of classification, between the two classification 
methods presented in section 7.3.
7.3 Classification results of the combinatory scheme
As mentioned in the introduction of section 7.2, the classes that perform worse, in terms 
of classification rate, based on the feature vectors extracted from the Fourier magnitude 
spectrogram are: the second, the fourth, the fifth and the tenth. Thus, for these classes, 
where the Fourier magnitude spectrogram under-performs, the feature vectors extracted 
from the Hartley magnitude spectrogram and the Hartley phase ‘difference’ 
spectrogram(s) are used, as assistive feature streams (subsection 7.2.1), based on the 
decision rule stated in subsection 7.2.2.
Hence, in the remaining part, the results of the two experiments (subsection 7.2.2) are 
provided (table 7.3). The first experiment presents the classification rate obtained from 
the combination of the feature vectors derived from the Fourier magnitude spectrogram, 
the Hartley magnitude spectrogram and the Hartley phase ‘difference’ spectrogram via 
the z-transform, based on the decision rule stated in subsection 7.2.2. Then, the 
classification rate obtained from this combinatory scheme is compared to the 
classification rate obtained based on the feature vectors derived from the Fourier 
magnitude spectrogram only. The second experiment presents the classification score 
obtained from the combination of the feature vectors derived from the Fourier magnitude 
spectrogram, the Hartley magnitude spectrogram and the Hartley phase ‘difference’
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spectrogram via the DTHT. Then, as with the first experiment, the classification score 
obtained from this combinatory scheme is compared to the score obtained from the 
feature vectors extracted from the Fourier magnitude spectrogram only.
classification score in (%)
1st experiment 2nd experiment
Fourier magnitude 
spectrogram 
(principal feature 
vector)
combination of 
Fourier magn. spec. 
Hartley magn. spec. 
Hartley phase ‘dif.’ 
spec.
via the z-transform
combination of 
Fourier magn. spec. 
Hartley magn. spec. 
Hartley phase ‘dif.’ 
spec.
via the DTHT
overall
(for classes 2, 4, 5 
&10)
51.7 + 5.4 95.8 + 4.2* 93.0 + 3.1*
overall
(for all 10 classes)
67.2 + 4.6 85.5 + 2.7 83.9 + 3.0
Table 7.3: Classification scores in % (for classes 2, 4, 5 & 10 and for all 10 classes)
derived from the combinatory scheme
(^significant, 95.0% confidence interval, matched-pairs t-test)
The classification rate obtained from the feature vectors extracted from the Fourier 
magnitude spectrogram, overall for the second, the fourth, the fifth and the tenth class, is 
51.7% (±5.4)% (1st column, table 7.3). Based on the decision rule (subsection 7.2.2), for 
the 1st experiment, combining all three feature streams (i.e. the Fourier magnitude 
spectrogram, the Hartley magnitude spectrogram and the Hartley phase ‘difference’ 
spectrogram via the z-transform) the classification rate reaches 95.8% (±4.2%). Hence, 
for these four classes, there is a 44.1% improvement when compared to the classification 
rate obtained from the feature vectors extracted from the Fourier magnitude spectrogram 
only. The increase in the classification rate, after the use of the assistive feature streams, 
for all the tested combinations of the cross-validation (subsection 7.2.3) method, is 
significant (subsection 7.2,4).
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For the second experiment, combining the three .feature streams i.e. the Fourier 
magnitude spectrogram, the Hartley magnitude spectrogram and the Hartley phase 
‘difference’ spectrogram via the DTHT, the classification rate obtained, for the four 
classes, reaches 93.0% (±3.1%). As with the first experiment, the classification rate 
obtained after the use of the additional feature streams, is significantly higher when 
compared to the rate obtained from the feature vectors derived from the Fourier 
magnitude spectrogram only. A summary of these results, for both experiments, is 
presented in table 7.3.
Hence, for the four classes, the classification rate obtained when the principal feature 
stream is assisted by the additional (assistive) feature streams (Hartley magnitude and 
Hartley phase), is significantly (subsection 7.2.4) higher when compared to the case 
where the rate is obtained based on the principal feature stream (Fourier magnitude) only, 
for both experiments (1st / 2nd experiment) (table 7.3). Note that, the increase in the 
classification rate is significant for all the tested combinations of the cross-validation 
(subsection 7.2.3) method.
Moreover, for all the ten classes, the increase in the classification rate obtained when the 
principal feature stream is assisted by the additional (assistive) feature streams (Hartley 
magnitude and Hartley phase), for both experiments (1st/ 2nd experiment), is higher (but 
not significantly higher) when compared to the rate obtained from the principal feature 
stream (Fourier magnitude) only (2nd row, table 7.3). Specifically, for the 1st experiment, 
the classification rate is increased by 18.3% while for the 2nd experiment by 16.7%, for 
the case where the principal feature stream is combined with the assistive feature streams 
when compared to the rate obtained from the principal feature stream only.
7.4 Observations from the phase related spectrograms
There are four issues that have to be considered before extracting the statistical features 
from the phase spectrograms. It is important to note that this is the first time that features 
have been extracted from the phase spectrum for the audio classification application and
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consequently, there are some points that affect the classification rate and are not 
mentioned in other classification related literature [93], [96].
The first issue is whether the phase related content of the signal is more efficiently 
encapsulated, in terms of classification performance, in the phase spectrum or in the 
‘difference5 of the phase spectrum (section 4.5, chapter four). Experimental results 
indicate that the feature vectors extracted from the ‘difference’ of the phase spectrograms 
of the signals [29] provide higher classification rates, when compared to the case where 
the feature vectors are extracted from the phase spectrograms of the signals without 
calculating their ‘difference’ (subsection 7.4.1).
The second issue is related to the effect that the compensation / removal of the 
discontinuities from the phase spectrum has to the classification rate. Experimental 
results indicate that the features vectors extracted from the Fourier / Hartley spectrograms 
derived via the DTFT/HT approach provide higher classification scores in the case where 
the discontinuities are compensated in the phase spectrum. Similarly, experimental results 
indicate that the feature vectors extracted from the Fourier / Hartley spectrograms derived 
via the z-transform approach, provide higher classification scores in the case where the 
discontinuities are removed from the phase spectrum. However, in the cases where the 
Fourier / Hartley phase spectrograms are implemented via the z-transform, the number of 
the discontinuities that are removed from the phase spectrum depends on the width of the 
exclusion ‘ring’ (subsection 5.1.3, chapter five). Nevertheless, the wider the ‘ring’ width, 
the higher the amount of the information loss becomes. Thus, there is a trade-off between 
the number of the discontinuities removed from the phase spectrum and the amount of 
information loss. Observations related to this issue are presented in subsection 7.4.2.
The third issue is related to the effect that the sampling frequency has, on the 
classification rate (subsection 7.4.3).
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Finally, the fourth issue is related to the comparison of the Fourier based, to the Hartley 
based, phase spectrograms, in terms of the classification rate that they obtain (subsection 
7.4.4).
Note that many of the percentages that will be presented in the following subsections are 
taken from table 7.2 (section 7.2) that shows the classification rates, overall the ten 
classes of the database (section 7.1), derived from the signal representations.
7.4.1 The use of phase ‘difference’ for feature extraction from the phase spectrograms
Preliminary experimental results show that a classification rate improvement of 13.3%, 
overall for the ten classes is obtained, in the case where the statistical measurements of 
the feature vectors, are extracted from the Hartley phase ‘difference’ (i.e., the first phase 
point is subtracted from the second phase point, etc. for each row of the phase 
spectrogram along the discrete frequency axis) spectrograms (section 4.5, chapter four) 
compared to the case where they are extracted from the Hartley phase spectrograms 
(Hartley phase spectrogram via the z-transform and Hartley phase spectrogram via the 
DTHT) without the use of the ‘difference’. The aforementioned results indicate that the 
information content of the phase related spectrograms is presented to the classifier, in an 
improved manner, when the ‘difference’ is used. Similar observations have been made in
[29] where it was observed that the phase ‘difference’ is less affected by phase noise 
when compared to the phase. Similarly for the Fourier case (Fourier phase spectrogram 
via the z-transform and Fourier phase spectrogram via the DTFT), a classification rate 
improvement of 16.7% overall for the ten classes is obtained, when the statistical 
measurements of the feature vectors are extracted from the Fourier phase ‘difference’ 
spectrograms (section 4.5, chapter four) when compared to the case where they are 
extracted from the Fourier phase spectrograms (no use of ‘difference’) [96]. Thus, the 
classification rates of the phase spectrograms, presented in this chapter, correspond to the 
case where the statistical measurements, that form the feature vectors, are extracted from 
the phase ‘difference’ spectrograms.
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7.4.2 Variation of the classification rate with respect to the compensation / removal of the 
discontinuities from the phase spectrograms
In this subsection, the variation of the classification rate with respect to the compensation 
/ removal of the discontinuities from the Hartley phase and the Fourier phase 
spectrograms will be presented.
For the case of the Fourier phase ‘difference’ spectrogram via the DTFT (based on 
algorithm 4 -  section 5.5 -  chapter five), the highest classification score is obtained when 
the feature vectors are extracted from the spectrograms after both the ‘extrinsic5 and the 
‘intrinsic’ discontinuities are compensated when compared to the cases where only the 
‘intrinsic’ or only the ‘extrinsic’ or none of the discontinuities are compensated [96]. 
Thus, for the case of the Fourier phase ‘difference’ spectrogram via the DTFT, the 
classification rate overall for the ten classes, is 50.0%, when both the ‘extrinsic’ and the 
‘intrinsic’ discontinuities are compensated. Similarly, for the case of the Hartley phase 
‘difference’ spectrogram via the DTHT (based on algorithm 5 -  section 5.5 -  chapter 
five), the highest classification score is obtained when the feature vectors are extracted 
from the spectrograms after the ‘intrinsic’ discontinuities are compensated (note that the 
Hartley phase spectrum does not convey ‘extrinsic’ discontinuities). Hence, for the case 
of the Hartley phase ‘difference’ spectrogram via the DTHT, the classification rate, 
overall for the ten classes, reaches 56.7% (table 7.2, section 7.2), when the ‘intrinsic’ 
discontinuities are compensated.
As described in subsection 5.1.3 (chapter five), the ‘sharp zeros’ (i.e. ‘zeros’ located on 
and very close to the circumference of the unit circle) cause discontinuities in the phase 
spectrum. Hence, the removal of these ‘sharp zeros’ (via the exclusion ‘ring’) reduces the 
discontinuities in the phase spectrum [39] and consequently, improves the classification 
rate, compared to the case where all the ‘zeros’ are used for the implementation of the 
phase spectrum. However, the wider the exclusion ‘ring’, the higher the number of 
‘zeros’ excluded and consequently, the higher the. information loss.
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Experimental simulations showed that a ‘ring’ width of 0.001 excludes, on average, 
15.0% of the ‘zeros’ of the signal (audio recordings of the database (section 7.1)) in the z- 
plane. Thus, the maximum ‘ring’ width was limited to 0.001, as a further increase in its 
‘width’, would produce unreliable experimental results, due to the limited number of 
‘zeros’ taken into consideration for the construction of the phase spectrograms. Note that, 
when the ‘ring’ width is equal to 0, it represents the case in which all the ‘zeros’ are 
included in the implementation of the phase spectrum. Hence, for the case of the 
implementation of the Hartley phase ‘difference’ spectrogram via the z-transform (based 
on algorithm 2 -  section 5.5 -  chapter five), the experimental results showed that when 
the ‘ring’ width is equal to zero, the classification rate, overall for the ten classes, equals 
56.7%. However, the rate eventually increases, as the ‘ring’ width increases, obtaining its 
highest value, 60.0% (table 7.2, section 7.2), when the ‘ring’ width reaches 0.00003. 
Moreover, as the ‘ring’ width further increases from 0.00004 to 0.001, the classification 
score eventually decreases, obtaining its lowest rate, which is 53.3% for the widest value 
of the Ting’ (0.001).
Hence, the highest classification score is reached when the signal’s ‘zeros’ which are 
located very close to or on, the circumference of the unit circle (‘ring’ width of 0.00003), 
are removed. Experimental simulations showed that a ‘ring’ width of 0.00003 excludes, 
on average, 1 .0% of the ‘zeros’ in the z-plane and this gives the highest classification rate.
In theory, the highest classification score should be obtained in the case where only the 
‘zeros’ located on the circumference of the unit circle (‘intrinsic’ discontinuities) are 
excluded (i.e. minimum possible width of the exclusion ‘ring’). However, in the discrete 
domain, it is very rare for the ‘zeros’ to be located exactly on the circumference of the 
unit circle. Moreover, due to the limited sampling rate, the phase transitions are caused by 
the ‘zeros’ located very close to the circumference of the unit circle, as well as, by the 
‘zeros’ located on the circumference of the unit circle [39] (subsection 5.1.3, chapter five). 
Consequently, the highest classification score is obtained in the case where an exclusion 
‘ring’ with a certain width is tested.
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The same performance of the classification rate, with respect to the ‘ring’ width, is 
observed for the case where the feature vectors are extracted from the Fourier (based on 
algorithm 1 -  section 5.5 -  chapter five), rather than the Hartley phase ‘difference’ 
spectrograms via the z-transform. Again, the highest classification score is reached with 
the same ‘ring’ width (i.e. 0.00003) [96].
7.4.3 Variation of the classification rate with respect to the sampling frequency of the 
phase spectrograms
A phase spectrogram (see introduction of this chapter), is implemented by dividing the 
time signal into frames, evaluating the phase spectrum of each frame and then by forming 
a matrix where each row corresponds to the phase spectrum derived from each 
consecutive frame. An issue that affects the classification rate is the sampling frequency,
i.e., the number of the frequency points/bins of the phase spectrum. As a reminder 
(subsection 4.1.2, chapter four), a time signal can be fully represented in the frequency 
domain, where the number of frequency points is equal to the number of discrete-time 
points.
The classification rates obtained based on the phase spectrograms, indicate that the 
classification score reaches its highest value where the length of the phase spectrum is 
similar to the length of the time frame (i.e. 256 points). Thus, neither oversampling nor 
undersampling of the frequency domain, improves the classification score. 
Undersampling results to information suppression and consequently, reduces the 
classification rate whereas, oversampling just improves the resolution of the spectrum 
however, it ‘confuses’ the classifier by adding redundant information. This observation 
holds for both the Fourier and the Hartley phase spectrograms. Thus, the classification 
rates of the phase spectrograms presented in table 7.2 and elsewhere in this chapter 
correspond to the case where the length of the phase spectrum per frame, is equal to the 
length of the corresponding frame in the time domain (i.e. 256 points).
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7.4.4 Comparison of the Hartley phase ‘difference’ with the Fourier phase ‘difference’ 
spectrograms in terms of classification .
In this subsection a comparison is presented, in terms of classification rate, between the 
Hartley phase ‘difference’ spectrograms via the DTHT and via the z-transform (based on 
algorithms 5 and 2 -  section 5.5 -  chapter five) with the Fourier phase ‘difference’ 
spectrograms via the DTFT and via the z-transform (based on algorithms 4 and 1 -  
section 5.5 -  chapter five), respectively.
The experimental results show that the classification rate obtained from the Hartley phase 
‘difference’ spectrogram via the DTHT is 6.7% higher, overall for the ten classes, 
compared to the rate obtained from the Fourier phase ‘difference’ spectrogram via the 
DTFT. As a reminder, for the Fourier case, the construction of the phase spectrum can be 
summarized in three stages. The initial stage is the evaluation of the phase spectrum 
based on equation (5.1) of chapter five, the next stage is the application of the 
‘unwrapping’ algorithm (removal of the ‘extrinsic’ discontinuities) to the phase spectrum, 
while the last stage is the application of the ± n compensation algorithm (removal of the 
‘intrinsic’ discontinuities). However, the construction of the Hartley phase spectrum can 
be summarized in two stages. The initial stage is the evaluation of the Hartley phase 
spectrum based on equation (5.12) (section 5.3, chapter five) and the next stage is the 
application of the compensation (multiplication with - 1) algorithm (removal of the 
‘intrinsic’ discontinuities). The stage related to the compensation of the ‘extrinsic’ 
discontinuities is omitted because the Hartley phase spectrum does not convey these 
discontinuities (section 5.3, chapter five). Hence, this 6.7% difference in the classification 
rate, is explained from the fact that the ‘unwrapping’ algorithm, applied to the Fourier 
phase spectrum in order to remove the ‘extrinsic’ discontinuities, causes ‘wrapping’ 
ambiguities that affect its performance, in terms of classification.
More importantly, experimental results show that the classification rate obtained from the 
Hartley phase ‘difference’ spectrogram via the z-transform is, on average for each ‘ring’ 
width (subsection 7.4.2), 3.3% higher overall for the ten classes, when compared to the
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classification rate obtained from the Fourier phase ‘difference’ spectrogram via the z- 
transform. This is not a significant increase but it may be an indication of improved 
performance. Hence, this difference in the classification rate indicates that even in the 
case where the ‘extrinsic’ discontinuities do not exist (neither the Hartley phase nor the 
Fourier phase spectra derived via the z-transform, have ‘extrinsic’ discontinuities, see 
subsection 5.1.3 and section 5.3 of chapter five), the Hartley phase ‘difference’ 
spectrogram still outperforms the Fourier phase ‘difference’ spectrogram. Thus, the 
Hartley phase ‘difference’ spectrogram presents the phase related content of the signal to 
the classifier in an improved manner, when compared to the Fourier phase ‘difference’ 
spectrogram. Consequently, this indicates that the Hartley phase spectrum (section 5.3, 
chapter five), encapsulates the signal’s phase content in an improved manner when 
compared to the Fourier approach (section 5.1, chapter five). The classification rates of 
the phase spectrograms, presented in table 7.2 (over all the ten classes), correspond to the 
case where the statistical measurements, that form the feature vectors, are extracted from 
the Hartley phase ‘difference’ spectrograms (via the DTHT and via the z-transform) 
rather than from their Fourier counterparts.
Summarizing, the four observations, presented in this section, indicate that the phase 
spectrograms perform better, in terms of classification rate, in the case where the 
statistical features that form the feature vectors are extracted using the ‘difference’ 
(subsection 7.4.1), when the discontinuities are compensated / removed (subsection 7.4.2) 
and when the length of the each frame (row) of the phase spectrogram is the same 
compared to the length of the time frame in which the signal is divided (subsection 7.4.3). 
Moreover, the fourth observation, presented in subsection 7.4.4, indicates that the phase 
spectra based on the Hartley approach outperform the phase spectra based on the Fourier 
approach.
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7.5 Summary and conclusions
Summarizing, the experimental results of this chapter show that the combination of the 
magnitude with the phase-related feature vectors (section 7 .3) provide improved 
performance, in terms of classification rate, when compared to the case where only the 
magnitude feature vectors are used. Hence, for certain classes, in which the Fourier 
magnitude spectrogram under-performs, the use of the phase-related spectrograms 
increases the classification rate, significantly. Consequently, the features extracted from 
the phase-related spectrum can form feature vector(s) that are effective for the application 
of frequency based statistical feature extraction for audio classification. In section 7.4, 
useful observations related to the efficient feature extraction from the phase spectrograms, 
are stated.
The proposed scheme is tested to a database of audio recordings of gunshots (section 7.1). 
The classes of gunshots are acoustically similar (‘fine’ classification) and hence, the 
classification task is more demanding compared to the case where the classes of the 
database were acoustically dissimilar (e.g. discrimination between sports sounds -  
‘coarse’ classification).
The audio classification application (chapter seven) together with the time localization of 
a signal application (chapter six) indicate that the phase content of a signal is 
encapsulated more efficiently in the Hartley phase rather than in the Fourier phase 
function. More importantly, the last two chapters show that the phase function 
encapsulates information that is distinct from the magnitude information and also, its 
usefulness is shown when applied to tasks involving either synthetic (chapter six) or non­
synthetic (chapter seven) signals.
C H A P T E R  8 
C O N C L U S IO N S  A N D  F U T U R E  P L A N S
8.1 Conclusions of the research
A major part of this thesis is focused on the study of the phase content of synthetic and 
non-synthetic signals. The difficulties (discontinuities) in processing the phase spectrum 
of a signal have probably led previous researchers to avoid its investigation. Hence, as a 
reminder, the first category of the discontinuities, that appear in the Fourier phase 
spectrum, is related to the computation of the inverse tangent function (‘extrinsic’ 
discontinuities) while, the second category, is related to properties of the signal 
(‘intrinsic’ discontinuities). The major disadvantage of the implementation of the phase 
spectrum based on the Fourier transform, is the heuristic approach of the compensation of 
the ‘extrinsic’ discontinuities (‘wrapping’ ambiguities). A novel approach to phase 
analysis, is the implementation of the phase spectrum based on the Hartley transform. 
Specifically, in the case where the phase spectrum is implemented based on the Hartley 
transform, it does not suffer from the ‘extrinsic’ discontinuities and consequently, the 
‘wrapping’ ambiguities do not arise.
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In chapter six the Hartley phase spectrum is compared to the Fourier phase spectrum, via 
their corresponding cepstrums, for the application of time delay estimation. The 
experiments, involved synthetic signals tested in a noisy environment. The simulations 
showed that the Hartley phase spectrum is more tolerant to noise and moreover, it can 
identify more than a single pulse, even in the case where noise is present. The noise 
immunity of the Hartley phase function, when compared to its Fourier counterpart, is 
explained via the shape of the probability density function of the Hartley phase spectrum, 
in the case where the signal in the time domain is Gaussian noise.
Another outcome from the work reported here, is a method for the successful 
discrimination of audio classes that are similar acoustically. Hence, the experimental 
results of the audio classification application (chapter seven), showed that the 
combination of the magnitude with the phase-related feature vectors provide improved 
performance, in terms of classification rate, when compared to the case where only the 
magnitude feature vectors are used. Specifically, for certain classes, in which the Fourier 
magnitude spectrogram under-performs, the assistance of the Hartley phase spectrogram 
increases the classification rate, significantly. Consequently, the features extracted from 
the phase-related spectra can form feature vectors that are effective for the application of 
frequency based statistical feature extraction for audio classification.
The time localization application (for synthetic signals) together with the audio 
classification application (for non-synthetic signals) indicate that the Hartley phase 
function can be used as a substitute to the Fourier phase function, as it encapsulates the 
phase content of the signal in a more efficient and easily identifiable manner. More 
importantly, both applications, show that the phase spectrum encapsulates information 
that is distinct from the magnitude information and also, its usefulness is shown when 
applied to tasks involving either synthetic (chapter six) or non-synthetic (chapter seven) 
signals.
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8.2 Future plans of the research
In this section, three possible future directions of the research are presented. The first 
suggestion is related to the ‘root’ finding algorithm employed for the evaluation of the 
phase spectrum via the z-transform (subsection 5.1.3, chapter five and section 4.3, 
chapter four). The second recommendation is related to the dimensionality reduction of 
the information conveyed to the phase related spectrograms (Introduction of chapter 
seven and section 4.4, chapter four) for the application of audio classification, while the 
third recommendation is related to the application of the Hartley phase spectrum to other 
research areas of signal processing.
8.2.1 ‘Root’ finding method of high-order polynomials
As mentioned, in chapter five, the phase evaluation via the z-transform (subsections 5.1.3 
and 5.3.2 of chapter five) is based on the estimation of the ‘roots’ of high-order 
polynomials. However, the ‘roots’ finding methods do not always evaluate the ‘roots’ of 
a polynomial, accurately. A method that should provide more accurate values of the 
‘roots’ of the polynomial(s) is the Lindsey-Fox Grid-Search algorithm [77]. According to 
this method, the polynomial is evaluated over a large grid in the z-plane (complex 
spectrum). A ‘root’ exists whenever a location of the grid corresponds to a local 
minimum value of the polynomial. More importantly, the grid can be become ‘finer’ (i.e. 
more dense) around the circumference of the unit circle where the majority of the ‘roots’ 
of the polynomial(s) formed from non-synthetic signals (figure 5.4 of chapter five), are 
located.
8.2.2 Dimensionality reduction of the phase related spectrograms
As mentioned in section 4.4 of chapter four, the phase related spectrograms are 
characterized by many discontinuities and hence, it is not possible to reduce their 
dimensionality via the application of another transform. However, the extraction of 
statistical measurements employed for the audio classification application (chapter seven)
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is less efficient when compared to a dimensionality reduction method, which is based on 
the selection of coefficient(s) evaluated yia another transform. Consequently, a possible 
future direction is the application of a smoothing technique (e.g. splines) on the phase 
spectrogram before applying a transform with compression qualities (e.g. 2D cepstrum
[59] and [94]).
8.2.3 Applications of the Hartley phase spectrum
In this thesis, the attractive properties of the Hartley phase spectrum, when compared to 
its Fourier counterpart, are demonstrated via the applications of time localization of a 
signal (chapters five and six) and audio classification (chapter seven). Moreover, the 
properties of the Hartley phase spectrum are also useful for the speech coding application 
as shown in [63] and [64].
Other possible scientific areas for the application of the Hartley phase spectrum are the 
frequency-based system identification and speech recognition via the ‘root’ cepstrum
[60]. The ‘root’ cepstrum provides an interesting alternative to the complex log cepstrum, 
whereby the log and antilog (inverse process) operators of the complex log cepstrum are
replaced by Q^and (.)\Yr, where y is constrained to lie between - l < t y < l .  The 
advantage of the ‘root’ cepstrum, compared to the complex log cepstrum is its ability to 
model a wider range of systems. However, in order to construct a cepstrum, the phase has 
to be ‘unwrapped’ thus requiring the use of a phase unwrapping algorithm (‘wrapping’ 
ambiguities). The Hartley phase spectrum could be employed so as to evaluate the phase 
spectrum of the signal without suffering from ‘wrapping’ related ambiguities.
A P P E N D IC E S
Appendix Al
The eigenvalue ‘roots’ finding method is based on a theorem, which states that the ‘roots’ 
of the characteristic polynomial p()i) are the eigenvalues of its companion matrix C .
The characteristic polynomial, £>(/!) of C , is equal to: p(A) = A(C -A /It) , where A 
denotes determinant and In denotes the nxn size unit matrix. Hence, the ‘roots’ of a 
polynomial can be found by following these steps:
a) form a matrix C (companion matrix) which has as characteristic polynomial 
the function p(A).
b) evaluate the eigenvalues of C .
Assuming that p(t) = c0 + c / +  ... + c;i_1rf'-1 +tn (equation (4.14), chapter four) is the 
characteristic polynomial, then the companion matrix, C , is formed as:
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0 1 0 
0 0 1
0
0
c
0 0 0 1
Note that the problem of the calculation of the ‘roots’ of the polynomial p{t) (equation 
(4.14), chapter four), has now been reduced to the estimation of the eigenvalues of the 
matrix C . The method chosen, in order to evaluate the eigenvalues, is the QR method
[76] and is based on the QR decomposition of C . The name QR is formed from the use
of the letters Q and R that stand for orthogonal and right triangular, respectively. 
According to matrix theory, any matrix can be factorized into the product of a matrix 
with orthonormal columns (Q) multiplied with a matrix that is non-zero only in its upper 
or right triangle (R) [76].
The QR method can be summarized in the following steps:
Step 1: Assuming, A = <20R0is a QR factorization of the matrix A, then evaluate
Step 2: Assuming, A, =(7,/^ is a QR factorization of the matrix A,, then evaluate
Step 3: Repeat the same procedure i.e. assuming, Am = QmRmis a QR factorization of the 
matrix Am, then evaluate A„1+1 = RmQm.
The process terminates when the values below the main diagonal of the matrix, Am, are 
very small or if convergence does not occur.
A] — RqQq •
A,
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Each iteration results in a matrix, Am+l =RmOm, that eventually approaches an upper 
triangular matrix while its eigenvalues (‘roots’ of p(t) ) appear in the main diagonal.
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Appendix A2
Distribution formed by the Gaussian noise in the Hartley phase spectrum
As mentioned in section 5.3 (equation (5.12)) of chapter five, the Hartley phase function 
is defined as the ratio of the Hartley spectrum over the Fourier magnitude i.e.,
x+y (n 1 a \u — —■==-■■ (6.1 A)
2 , 2  yjx +y
where, x and y represent the real and the imaginary components of the Fourier transform 
of the signal, respectively. The objective of this appendix is to specify the probability 
density function (pdf) of u, in the case where the signal in the time domain is Gaussian 
distributed noise.
Note that, the Hartley transform can be defined either as H(co) = 91 (S (co)) -  3(S (co)) or 
I-I(co) = 91(5(12;)) + 2>(S(co))and hence, the numerator of equation (6.1A) could be either 
x -y  or x+y, respectively. For simplicity, the latter definition is chosen.
Proof
The real, x, and the imaginary, y, components of the Fourier transform of Gaussian noise, 
are Gaussian distributed as well. Hence, the numerator of equation (6.1 A) forms a 
Gaussian distribution (x and y are Gaussian distributed) whereas, the denominator forms a 
Rayleigh distribution [50]. Consequently, the aim is to derive the pdf of the division of a 
Gaussian distribution by a Rayleigh distribution.
71Assume a coordinate system that is — radians tilted with respect to the conventional 
Cartesian coordinate system. A(x,y) is a randomly chosen pair located on the original
Appendices 181
coordinate system and point B is the projection of point A on the new (tilted) coordinate 
system, as shown in figure 6.1 A.
A(a\ v) A
N
V /
/
71Figure 6.1 A: Coordinate system, — radians tilted with respect to the conventional
4
Cartesian system
ABC is a right triangle and hence, the cosine of the angle <j> > 0 is given by:
x+ y
x + ycos 0 = BC =
AC f x2 + y2 42.(fx2 + y2)
(6.2A)
From equations (6.1 A) and (6.2A), 
u = 42. cos 0
Consequently, the distribution of V2.cos0, rather than the distribution of 1  ■, has
to be specified.
The method followed, to obtain the distribution of V2.cos0, is summarized as follows:
-1  <  CO S0 <  1 <©>
-42 < 42 .COS0 <
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Assume that, (3 -  42 . cos^.
Hence, the probability of f3 to obtain a certain value j30, is given by:
P(/3 < (3 < (3 + A)
p(p()) = lim ----------- ------- , but because 0 is uniformly distributed between 0
A—»0 X
and 2n then,
( 6 .3 A )
2n A
The value of P(j3a < (3 < (3a + A) equals to the number of the angles that correspond to 
the range from (3n to (3a + A.
Thus,
J30<J3<J30+ A <=>
J.3(l < 42. cos (p < f3a + A <=>
(3„ ± (30 + A< cos (h < — <=>
42 42
ar c o s > A > ar cos— f°r each interval, from 0 to;? and from # to 2n .
42 42
Note that (3 is located on the horizontal axis of the trigonometric circle. Consequently,
the number of angles that correspond to the interval between and have to be
multiplied by two, as both intervals from, 0 to;? and from 7t to 2n , have to be 
considered.
Thus, the numerator, P (/3a < (3 < j30 +  A ) , o f  equation (6 .3A ) equals to:
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nr PaT A P2. (arc os—2-=----nr cos—pr)
42 42
Substituting to equation (6.3A),
B +A 8
2.(ar cos —  ar cos —£=)
p m =Bm J _ . ----------- F  & . (6 .4 A)
Moreover, for any function p , the following relationship holds,
p(P + A) -  p(p) = p'(p).A, (6.5A)
where p' is the first derivative of the function p .
Hence, from equation (6.4A),
p(/5)=
( t 
arcos -y=
V \42jj 
n dp
Consequently,
p <J) =
i
W 2 J 1 -
f ft
(6 .6A)
which is the probability density function required (equation (6 .2), chapter six).
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