Abstract-An algorithm for computing the parameters in a 2-D AR spectral estimate without prior estimation of the correlation is described. The algorithm utilizes the multichannel form of the Burg al-
. b ( q -1 ) + b2(q -l ) I / b ( q ) . The algorithm proposed here cannot be extended to the fourthorder cumulant because in that case, the b ( k ) ' s can only be obtained as solutions of pairs of quadratic equations in b ( k ) and b ( q -k). In [7] , an MA parameter estimation algorithm based on correlation and an off-diagonal slice of the cumulant ofarbifray order is described. In [6] , a closed-form solution based only on the kthorder cumulant is reported.
Assumption 4 is required to avoid a zero-divided-by-zero problem in (12); this assumption is also required in the algorithm in [3] , [4] . If Assumption 4 does not hold, one can only obtain quadratic equations in b ( k ) and b ( q -k). One could accept both solutions of the quadratic equation separately, thys obtaining two candidate MA models; the cumulant matching technique in [8] may then be used to decide between the two candidate models; note, however, that the method in [8] involves the rooting of an order q polynomial.
For an ARMA ( p , q ) model, the AR parameters are estimated using correlations and cumulants, and the residual AR-compensated time series is computed. The residual time series is MA; hence, our MA estimation algorithm may be applied to the residual series. Note that the additive noise is now colored; hence, the autocorrelation of the residual series must be corrected for the noise contribution. 
(4)
where the lowest level blocks of R are given by
( 5 ) and where Spectral estimates can also be made with AR models having support in the second, third, and fourth quadrants. A combined quad- 
where SI, SII , Sill, and SIv are the spectral matrices computed from (2) for each of the four possible quadrant models. Although for M > 1, Sill is not equal to SI and SIv is not equal to SI1, it has been found experimentally that the first two terms in (7) are most important and that a simpler CQ estimate of the form S(w1, w2) = (SI+,,
produces results that are very similar to that obtained by using all four terms.
A DIRECT ALGORITHM FOR PARAMETER ESTIMATION
The relation between multichannel 1-D AR models and single channel 2-D models with quadrant support [3] permits one to adapt the 1-D Burg algorithm to 2-D. This method can be generalized to multichannel 2-D models, i.e., those consisting of several correlated channels of 2-D data, and applied to the problem of estimation of the 2-D autospectral and cross-spectral components. Fig. 1 illustrates a multichannel 2-D linear prediction problem with first quadrant support (a) and the corresponding multichannel 1-D linear prediction problem (b). In Fig. l(a) , the points in the cylinder are being predicted from the points in the three planes. The Normal equations for this multichannel 2-D problem are given by (4). In Fig. l(b) , the data that appear in Fig. l(a) are regarded as a collection of 1-D discrete-time signals evolving along the n, direction. There are a total of MP2 such signals forming an MP2-dimensional multichannel random process. The points in the solidline box correspond to a single value of n, at which the MP2 channels of the process are to be predicted. That is, the signal at the points in the box are to be predicted from the signals at earlier values of n, . If the data in the box are represented as a vector (14) An identical argument shows that the coefficients for the second quadrant 2-D model can be derived from the parameters of the backward multichannel prediction problem by a set of similar relations.
Equations (13) and (14) are key relations in the 2-D direct estimation method. The procedure is as follows. Instead of estimating the correlation matrix and solving Normal equations, we use the multichannel Burg algorithm to estimate the multichannel parameters (a(') and E p , ) directly from the data. This produces the forward and backward multichannel parameters simultaneously. Equations (13) and (14) and the corresponding backward forms are then applied to compute the first and second quadrant 2-D parameters.
In order to apply the multichannel Burg algorithm to 2-D data, the data are first partitioned into strips of width P, along the n2 direction. These data are considered to be a 1-D process (in the n, direction) with P,M channels. Discontinuities where the strips are catenated together can be ignored since they represent only a small portion of the data.
IV. COMPARISON RESULTS
An example is given here of the estimation of sinusoids in white noise; specific parameters for the data are given in [8] . Fig. 2 compares the results of spectral estimation for combined first and second quadrant models obtained by estimating the 2-D correlation function and solving Normal equations (a) and by using the direct method based on the multichannel Burg scheme (b). The direct method shows a definite increase in resolution. The results shown are for one channel of a two-channel estimation procedure using (8) . Simultaneous estimates of the spectrum in the other channel and the cross spectrum by the direct method show similar increases in resolution. 
I. PROBLEM STATEMENT
This correspondence addresses the problem of spectrum estimation for multiple 2-D signals. We refer to the set of signals as a multichannel 2 -0 signal. Multichannel 2-D signals can be viewed as several planes of correlated 2-D data (see Fig. I ). Such signals can occur in image processing, array processing, and certain radarrelated applications. The spectrum estimation methods described here are based on autoregressive (AR) modeling of these signals and compute the entire spectral matrix. That is, estimates for the 2-D autospectra and magnitude and phase of the cross spectra are produced all at once. An important difference arises in the forward and backward models for these signals that does not occur for either single-channel 2-D signals or multichannel I-D signals. This is discussed in detail in Section 111.
THE MULTICHANNEL 2-D AR MODEL
A multichannel 2-D random process will be represented by a vector sequence x ( n , , n 2 ) with dimension M equal to the number of signals or channels. This is illustrated in Fig. I . The random process will be represented by a multichannel AR model of the form x(nl, n 2 ) = c A;,,x(nl -i,, n2 -i 2 ) + w ( n l , n2)
(1 I. 12)ta (ll.i2)#(n.n)
( 1 ) where a! is some chosen region of support for the filter, A,,i, are M X M matrix coefficients, and w ( n , , n,) is a multichannel white noise with M X M covariance matrix E,,,. Note that although the noise is uncorrelated between points in the n , , n2 plane, it is not, in general, uncorrelated between channels. A model in the form of (1) can be generated by considering the 2-D linear prediction problem with support a! and formulating and solving a set of Normal equations. We note, however, that the linear prediction model (sometimes called the minimum mean-squared error model) and the AR model (or white noise-driven model) may not be identical. The two are equivalent only when the process is truly described by an AR model with the postulated form of support. In general, this requires a! to be an infinite nonsymmetric half plane [I] , [ 2 ] , although in practice, nonsymmetric half-plane support of finite size is found to be adequate.
We consider a model with finite nonsymmetric half plane (NSHP) support here. Quadrant models are less general, but are also useful and are discussed separately Then if a! is the region defined in Fig. 2(a) , the Normal equations defining the model have the form shown in the box. The correlation matrix has three levels of partitioning. Except for the upper and left borders, the matrix is block Toeplitz with block Toeplitz blocks. The form of the Normal equations for quadrant support can be obtained by taking L 2 = 0. The resulting correlation matrix is then completely block Toeplitz with block Toeplitz blocks.
As discussed earlier, NSHP support is preferred since it is always possible to factor an arbitrary 2-D spectral density into factors with infinite extent NSHP support. While it is not practical in spectral modeling to use very large support regions, NSHP support of modest sizes have been found to give reasonable results. 
Prediction Equation

