An Effective Model of QCD Monopoles by Ramamurti, Adith & Shuryak, Edward
Nuclear Physics A 00 (2018) 1–4
Nuclear
Physics A
www.elsevier.com/locate/procedia
XXVIth International Conference on Ultrarelativistic Nucleus-Nucleus Collisions
(Quark Matter 2017)
An Effective Model of QCD Monopoles
Adith Ramamurti1, Edward Shuryak
Department of Physics and Astronomy, Stony Brook University, Stony Brook, New York 11794-3800, USA
Abstract
In this work, we carried out quantum many-body studies of magnetic monopole ensembles through numerical
simulations of the path integral for one- and two-component Coulomb Bose systems. We found the relation between
the critical temperature for the Bose-Einstein condensation phase transition and the Coulomb coupling strength using
two methods, the finite-size scaling of the superfluid fraction and statistical analysis of permutation cycles. After
finding parameters that match the correlation functions measured in our system with the correlation functions previously
measured on the lattice, we arrived at an effective quantum model of color magnetic monopoles in QCD. From this
matched model, we were able to extract the monopole contribution to QCD equation of state near Tc. This proceeding
and the given talk are based on [1].
1. Introduction
In the 1970s, Nambu [2], ‘t Hooft [3], and Mandelstam [4] proposed that that confinement is due to the
Bose-Einstein condensation (BEC) of magnetic monopoles. Based on this model, the “magnetic scenario”
for finite-temperature QCD [5] suggested that interactions of the “electric” objects – quarks and gluons –
with magnetic monopoles give rise to the unusual transport properties of the quark-gluon plasma (QGP).
Furthermore, lattice simulations of gauge theories found magnetic monopoles, and were able to measure
their spatial correlation functions and densities [6, 7, 8]. These simulations, at T > Tc, also include many
more degrees of freedom, such as quark and gluon quasiparticles, which make it difficult to isolate the
thermodynamic contributions of the monopoles. In creating an effective quantum model, we aimed to match
the results found in these lattice simulations and identify the contributions of the monopoles to observables.
2. Numerical Methods
To simulate quantum systems of particles, we used Path-Integral Monte Carlo (PIMC). Following Feyn-
man [9, 10, 11], each particle is represented by a periodic path in imaginary time. From these paths, we can
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construct the density matrix ρ for the system and, thus, the partition function, which is given by Z = Tr[ρ].
In the PIMC method, the particles are put in a periodic box and the configurations of the imaginary-time
paths are sampled numerically using Metropolis Monte Carlo, with the configuration weight given by the
Euclidean action of the paths. From these configurations, we can construct the density matrix and partition
function, and therefore the thermodynamics, of the system. For an overview of the method, see [12].
In addition to studying the partition function of the system, the path configurations can be used to study
the BEC transition. In the path integral formalism, the paths of bosonic particles can be permuted. At the
critical temperature, the suppression of these permutations disappears, and the imaginary-time paths wrap
around the periodic box in both the spatial and temporal directions. Using two methods, we can use the
statistics of these windings to identify the critical temperature for condensation.
The first method utilizes the finite size scaling of the superfluid fraction of the system [13]. The super-
fluid fraction can be related to the winding number by
ρs
ρ
(T ) ∝ 〈W
2(T )〉
2βN
, (1)
where W is the spatial winding number, β is the inverse temperature, and N is the number of particles
in the system. At infinite volume, one expects that below Tc the superfluid fraction will be 1, due to the
disappearance of suppression of permutations, and 0 above Tc. At finite volume, this jump is not as sharp,
as one does not need an infinite permutation to wrap around the box. By studying the finite-size scaling of
this transition with the system size, one can identify the critical temperature.
In addition to spatial winding, the temporal windings can be used to identify Tc [7]. From study of the
partition function of a Bose gas, we expect that the density of k-cycles is given by
ρk(T ) = exp(−µˆ(T ) · k)/kγ , (2)
where k is the number of times a path winds around in the temporal direction and γ a non-negative real
number. Tc is found from the condition that the exponential suppression µˆ(T )→ 0 at T → Tc.
3. Critical Temperature of One- and Two-Component Coulomb Bose Gases
Classical simulations [5, 14] showed that the magnetic monopoles acted as a Coulombic liquid with a
magnetic coupling that increases with temperature. To study the effect of different couplings in quantum
Coulomb Bose systems, we simulated systems of one- and two-component Bose particles interacting via
potential V(r) ∝ α/r, and varied the coupling α.
The results of our simulations for one- and two-component Coulomb Bose gases are shown in Fig. 1.
We see that for both cases, as the coupling is increased Tc rises above the ideal gas critical temperature, T0,
before falling back to and below T0.
4. Parameters for an Effective Model of Magnetic Monopoles
From our path configurations, we are able to measure the spatial correlations of monopoles and an-
timonopoles. To find the parameters that correspond to physical monopoles, we compared and matched
our spatial correlations to those found in pure-gauge SU(2) lattice simulations [6]. Two examples of
these matched correlation functions are shown in Fig. 2. We found that, to reproduce lattice results, the
temperature-dependent coupling for a two-component Coulomb Bose gas with unit density is given by
α(T/Tc) ≈ 3.4 ρ1/3m (T/Tc) , (3)
where α(T ) the coupling used in our simulation, ρm(T ) the monopole density (in fm−3) found in [6].
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Fig. 1. The critical temperature for the BEC phase transition as a function of the coupling, α, for (a) one-component and (b) two-
component Coulomb Bose systems. The red circles are the results of the finite-size scaling superfluid fraction calculation, and the blue
triangles are the results of the permutation-cycle calculation for a system with 32 particles. The black dashed line denotes the Einstein
ideal Bose gas critical temperature, T0.
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Fig. 2. Matched radial distribution functions for (a) 1.63Tc and (b) 3.80 Tc. The red circles are from PIMC simulations, and the blue
triangles are from SU(2) lattice simulations [6].
5. Contribution of Magnetic Monopoles to Thermodynamics
Taking into account the mass of the particles, which has been extracted from the lattice in [7], we show
in Fig. 3 the energy density contributions of the monopoles compared to the total energy density found on
the lattice. One can see that the monopoles contribute a significant portion of the total energy just above Tc.
The lattice data for the SU(2) color group can be directly compared to our study. For the SU(3) color
group, on the other hand, we have estimated the monopole contribution to the energy density by doubling
the energy density found in our study, since SU(3) has two diagonal color generators and therefore has
two distinct species of monopoles. This scaling does not take into account the energy coming from the
interaction between the two species, which will have to be studied further in the future. Finally, to go from
SU(3) to QCD, from standard counting of states, one finds that the number of quark-monopole states for
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Fig. 3. The energy density of the monopoles compared to lattice data for pure-gauge SU(2) and SU(3). Lattice SU(2) results are from
[15, 16], SU(3) from [17], and QCD from [18].
two light flavors also increases the number of species by the factor of 3.
6. Summary
In this work, we have studied the effects of Coulomb interaction on the Bose-Einstein condensation. We
numerically calculated the critical temperature of one- and two-component Coulomb systems, by two dif-
ferent methods, as a function of the interaction strength. We then mapped the results of the two-component
case to the results of lattice simulations of color magnetic monopoles in pure-gauge SU(2), and found a very
good agreement. Finally, we determined the monopole contribution to the overall thermodynamics (energy
density) of the thermal matter, at and above Tc in pure-gauge SU(2), and made estimates for SU(3) and
QCD theories. We conclude that the monopoles possibly dominate the thermodynamics of these theories
just above Tc.
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