Introduction
Due to the wide use of computation intensive tools in engineering design, metamodeling has become a popular approach in recent years ͓1,2͔. Most researchers use metamodels as a surrogate during the expensive optimizations, directly or adaptively, for the reduction of computational costs. In these studies, the objective function of an optimization problem is assumed to be expensive. The constraints, either box or more complicated linear or nonlinear constraints, are usually assumed to be cheap ͑Refs. ͓3,4͔, to name a few͒.
In the field of metamodeling-based design optimization, there is little work on expensive constraints. Sasena et al. ͓5͔ studied constraint handling in the context of their efficient global optimization ͑EGO͒ algorithm. The authors compared the penalty method and the one that multiplies the expected improvement ͑of the objective͒ by the probability of the point being feasible. It was found that these two methods have distinct merits, depending on how strictly the constraints need to be satisfied. They tried to avoid sampling in infeasible areas, which indirectly reduces the computational costs for constraints. Yannou et al. ͓6, 7͔ and Moghaddam et al. ͓8͔ used constraint programming with the assistance of metamodeling to reduce the search space. In these works, constraints are either expensive or inexpensive; the goal is to bring the optimization into a confined smaller space. Constraint programming, though promising, needs careful tuning and brings extra difficulties to the designer ͓9͔. In general, the lack of study on expensive constraints is perhaps due to the following reasons. First, it is found that if the constraints are also approximated by surrogates, the obtained constrained optimum, which often rests on the boundary of the feasible space, may be quite far from the actual optimum because of the approximation errors in both the objective function and the constraints ͓10͔. While there are still challenges to build an accurate surrogate for the objective, the constraints are then assumed inexpensive for convenience as well as for a better focus. Second, most of the time, researchers overlooked the challenge of expensive constraints, as we did before.
In general, for constrained optimization, there are some classic methods such as Lagrange multipliers, quadratic programming, steepest descent method, and penalty methods ͓11͔. When both objective function and constraints are black-box, many of these methods are not applicable. Coello ͓12͔ gave a comprehensive review of constraint handling techniques in evolutionary computation in which the functions are also black-box. Besides, many algorithm-specific methods such as various chromosome representations and operators, the penalty methods are of special interests. In Ref. ͓12͔, the author reviewed six types of penalty methods, i.e., static penalty, dynamic penalty, annealing penalty, adaptive penalty, co-evolutionary penalty, and death penalty. A recent book ͓13͔ was also devoted to constraint handling for evolutionary optimization.
The present work was motivated from the application of the mode pursing sampling ͑MPS͒ method, a global optimization method originally developed in Ref. ͓14͔ for continuous variable optimization problems, which later on was extended to solve mixed-type variable problems ͓15͔. Through testing its performance ͓16͔, it is found that MPS took an excessive amount of processing time for constraint handling, even for inexpensive constraints. This, in fact, brings down its performance for relatively high dimensional black-box problems ͑n Ͼ 10; n is the number of design variables͒. Later on, the MPS method was applied for crashworthiness optimization where constraints were expensive; and the need for a technique to handle expensive constraint arose. This work thus aims at developing a constraint handling approach for optimization problems, involving both expensive objective function and constraints. As discussed before, using surrogates for both types of functions in optimization could yield erroneous results due to the metamodeling errors. New techniques are therefore needed. This work is based on the framework of the MPS method, which does not rely on accurate metamodels but rather on the use of metamodels as a sampling guide. The preliminary results obtained using our proposed approach has been presented in Ref. ͓17͔. In Sec. 2, MPS will be briefly reviewed and its constraint handling strategy is explained. The proposed approach will be described in Sec. 3. Experimental verifications and comparison analysis will be presented in Sec. 4, and finally, the work will be concluded in Sec. 5.
Mode Pursuing Sampling Method: Review and Issues
The mode pursuing sampling method ͓14͔ integrates the technique of metamodeling and a novel discriminative sampling method proposed in Ref. ͓18͔ in an iterative scheme for global optimization of problems with black-box functions. It generates more sample points ͑candidate solutions͒ in the neighborhood of the function mode and fewer in other areas as guided by a special sampling guidance function. Moreover, by continuous sampling in the global search space, it avoids trapping in local minima. The MPS method for minimizing a black-box function f : R n → R is given as a pseudocode in Algorithm 1. It takes the set of constraints G f = ͕g k ͑x͒ Յ 0 ͉ k =1, . . . ,K͖ and the problem domain D f ʚ R n as inputs and returns the global minimum of f͑x͒ as output in case of success. The algorithm can be summarized in four steps as follows:
Step 1. ͑Initial sampling, lines 2 and 3͒: A set of m sample points
. . ,m͖ is generated randomly at line 2 using function SampleWithConstraints ͑͒ in the feasible region of the problem domain D f ʚ R n where m is an arbitrary integer that usually increases as the dimension of the problem domain n increases. These m points are called expensive points since their function values are evaluated by the black-box function f͑x͒ at line 3.
Step 2. ͑Function approximation, lines 6-9͒: A piecewise-linear spline f͑x͒ = ͚ i=1 m ␣ i ʈx − x i ʈ is then fitted ͑line 6͒ to the set of expensive points X as a metamodel of the actual black-box function such that f͑x i ͒ = f͑x i ͒ for i =1, . . . ,m, with constant ␣ i . Then a sampling guidance function h͑x͒ = c 0 − f͑x͒ is defined ͑line 7͒ where c 0 is a constant such that c 0 Ͼ max͑f͑x͒͒. The guidance function can be viewed as a probability density function ͑up to a normalizing constant͒ whose modes are located at those x i 's where the function values are the lowest among f͑x i ͒'s. N ͑usually large͒ number of valid sample points are then randomly generated within the feasible region of the problem domain, again by calling function SampleWithConstraints ͑͒ at line 8. These points are called cheap points since their function values are evaluated by the linear guidance function h͑x͒, not the objective function, hence, their function values will be referred as approximation values.
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Step 3. ͑Mode pursuing sampling, lines 10-12͒: A discriminative sampling technique ͑see ͓18͔͒ is then employed ͑function SampleTowardMode ͑͒ at line 11͒ to draw another set of m sample points from the set of the cheap points obtained in step 2 according to h͑x͒ ͑please see ͓14͔ for implementation details͒. By construction, these sample points have the tendency to concentrate about the maximum ͑or mode͒ of h͑x͒, which corresponds to the minimum of f͑x͒.
Step 4. ͑Quadratic regression and local optimization, lines 15-22͒: The fourth step involves a quadratic regression in a subarea around the current minimum of f͑x͒ ͑or mode of h͑x͒͒ according to the discriminative sampling in step 3. If the approximation in the subarea is sufficiently accurate, local optimization is performed in this subarea to obtain the minimum x min . The x min is returned as the global minimum of f͑x͒ if it is located inside the identified subarea around the mode of h͑x͒. Otherwise, it is added to the set of expensive points and the algorithm restarts from step 2.
In short, the MPS is an algorithm, which uses discriminative sampling as its engine and has an intelligent mechanism to use the information from past iterations to lead the search toward the global optimal. At each iteration of the MPS, two types of approximations are used: ͑1͒ approximation of the entire function by fitting the metamodel ͑given as a linear spline͒ to all expensive points ͑line 6͒ and ͑2͒ quadratic regression around the attractive subregions ͑line 17͒. The first approximation uses a piecewiselinear spline as the metamodel because of its simplicity. One should note that the accuracy of the metamodel is not very critical here compared to the cases where metamodels are used as surrogates since it is only used to guide the search toward the function mode. Nonetheless, the MPS method does not dictate the exclusive use of the linear functions, and other types of metamodels can be applied in lieu of the linear model. The accuracy of the quadratic regression ͑second approximation͒ around the attractive areas is increased at each iteration due to the discriminative sampling, which generates more and more sample points around attractive regions.
Limitations of MPS for Constrained Optimization
Problems. Several simulations and design examples have shown the effectiveness, robustness, and applicability of the MPS method in both continuous ͓14͔ and discontinuous ͓15͔ optimization. Some of the limitations of the MPS method were discussed in Ref.
͓14͔ and a study was conducted in Ref. ͓16͔ comparing the performance of the MPS with other global optimization methods such as the genetic algorithms in solving global optimization of both expensive and inexpensive objective functions.
Similar to many algorithms in this field, one of the main issues, which unfortunately has been overlooked is the performance of the MPS method in the presence of expensive constraints. In the examples provided in the early works mentioned above, the cost of checking constraints when generating random sample points ͑specifically in function SampleWithConstraints ͑͒ called at line 8 of Algorithm 1͒ is not considered in the total cost of the optimization. Due to the large number of constraint checks that the MPS method relies on, this cost could be a determinant factor for constrained optimization problems especially when the design problem consists of expensive constraints. This can be explained by taking a closer look at the strategy that MPS algorithm utilizes to generate sample points, particularly in function SampleWithConstraints ͑͒ where a large number of cheap random points need to be generated within the feasible region of the problem domain. To ensure that each sample point falls into the feasible region of the problem domain, it is checked against the set of all the constraints. If the sample point satisfies all the constraints, then it is added to the set of valid samples. Otherwise, it is discarded and a new sample is randomly generated and checked for the constraints. The generation of random samples continues based on the above scheme until the required numbers of valid sample points are obtained.
Apparently, in constrained optimization problems, the above strategy might result in a large number of constraint checks considering the relative size of the forbidden and feasible regions. Moreover, in the above strategy, the invalid samples are discarded and the information obtained through the constraint check is not used in the overall MPS optimization algorithm.
To overcome the above shortcomings of the MPS technique, we present a novel sampling technique, which systematically biases the generation of sample points toward feasible regions of the problem domain using the information that is incrementally obtained about the constraints, hence, the name constraintimportance mode pursuing sampling ͑CiMPS͒. The proposed Ci-MPS strategy is explained in more details in the next section.
Constraint-Importance Mode Pursuing Sampling (CiMPS)
The crux of our proposed CiMPS sampling method is to utilize the information obtained about the constraints to bias the generation of samples toward feasible region of the problem domain, hence, resulting in a more efficient sampling of the space and substantially less number of constraint checks compared to the MPS method proposed in Ref. ͓14͔ . It is worthwhile to mention that the CiMPS technique still benefits from the advantages of original MPS technique by biasing the samples toward the mode of the objective function and, hence, the number of objective function evaluation is kept relatively low due to fast convergence of the optimization process toward the mode of the function. Thus, in summary, the CiMPS method provides efficient sampling of the problem domain by accounting for the information incrementally obtained on both the objective function and constraints. This strategy is shown to result in a substantially low number of both function evaluations and constraint checks as we explain next. The CiMPS algorithm ͑see Algorithm 2͒ generally follows the four steps similar to the MPS algorithm explained in Sec. 2. To bias the sample points toward the mode of the objective function, the sampling technique proposed in Ref. ͓18͔ is employed as the core of the discriminative sampling in CiMPS method ͑via function SampleTowardMode ͑͒ at line 11͒ where a set of m sample points is systematically selected from a large number of cheap points biased toward the function mode according to their guidance function values.
3.1 Relaxing Constraint Checks. As we mentioned earlier in Sec. 2, in the MPS method a large number of feasible cheap sample points are generated at line 2 by calling function SampleWithConstraints ͑͒ in which each sample point is checked against all the constraints and in case of no constraint violation, it is added to the set of cheap sample points. In the CiMPS algorithm, this condition is relaxed at line 8 by calling function Sample ͑͒ in which the cheap sample points are generated randomly within the problem domain without being checked against the constraints. Hence, some of the samples might fall into forbidden regions defined by the constraints. Please note that the objective function may be undefined in these regions; however, the cheap sample points are supposed to be evaluated by the guidance function h͑x͒ ͑line 9, Algorithm 2͒, which is defined everywhere in the problem domain even in the forbidden regions. Nonetheless, the function values obtained for these infeasible samples may not properly represent the underlying objective function. If they are not treated appropriately they would result in improper sampling of the forbidden regions and eventually yields an invalid global minimum. As we see in the next section, in our proposed sampling technique, the information obtained through these invalid samples are utilized to bias the sampling away from the constraints and toward the feasible regions of the problem domain.
The set of cheap sample points generated as explained above is then sampled by function SampleTowardMode ͑͒ at line 11 using the sampling technique in Ref.
͓18͔ to obtain a set of m expensive sample points, which are biased toward the mode of the guidance function. This step follows the implementation of the MPS technique proposed in Ref. ͓14͔. 3.2 Constraint-Importance Sampling. The expensive sample points obtained using function SampleTowardMode ͑͒ are used next to perform a quadratic regression ͑line 18, algorithm 2͒ around the function mode, and later are added to the set of expensive sample points ͑lines 24 and 25͒ for further improvement of the spline approximation of the black-box function at line 6. Therefore, to provide more accurate approximations, these samples should be evaluated by the objective function to obtain their exact function values. However, as mentioned above, some of these samples might fall into forbidden regions where the objective function may be undefined. Therefore, these sample points are especially treated at line 13 by calling function EvaluateWithConstraints ͑͒ in which each sample is first checked against all the constraints ͑see Algorithm 3͒. If a sample point satisfies all constraints, then its actual function value is evaluated by the objective function. Otherwise, an appropriate penalty value is assigned as its function value ͑lines 6-7, Algorithm 3͒, without calling the expensive objective function. Two schemes are proposed for selecting the penalty assigned to invalid sample points: static or dynamic penalty, which are described in Secs. 3.2.1 and 3.2.2.
Static Penalty Scheme.
If the user has some information regarding the maximum value ͑for a minimization problem͒ that the objective function can achieve over the problem domain, then a value equal to or greater than the maximum can be selected as a ͑fixed͒ user defined penalty and is returned as the function value of infeasible samples ͑line 7, Algorithm 3͒. This information can be obtained by the user at the beginning by examining the objective function.
Dynamic Penalty Scheme.
The second scheme modifies the penalty value as follows. At each iteration, the penalty value would be set equal to or greater than the maximum function value ͑for a minimization problem͒ of the valid samples, which have been already identified up to the current iteration ͑line 12, Algorithm 2͒. This value v penalty is passed to the function EvaluateWithConstraints, where it is returned as the function value of infeasible samples ͑line 6, Algorithm 3͒. This approach is more practical and less demanding since usually global information about the black-box function is not available beforehand and the fixed penalty scheme may not be applicable.
Interestingly, assigning an appropriate penalty obtained using either of above two schemes imposes a high function value to the approximated objective function f͑x͒ in forbidden regions represented by infeasible samples. This, in turn, results in low values for the guidance function h͑x͒ in forbidden region. Hence, the generation of sample points in function SampleTowardMode ͑͒ will be biased away from the forbidden regions because, according to the sampling technique in Ref. ͓18͔, function SampleTowardMode generates more sample points in the neighborhood of the function mode ͑regions with better fitness values͒ and generates less sample points in areas with worse fitness.
Performance Evaluations and Comparisons
Intensive experiments and performance comparisons have been performed to evaluate the performance of the proposed CiMPS method on constrained benchmark and design problems. The results are presented in Secs. 4.1 and 4.2. Please note that in all of the following experiments, the termination criterion for the Ci-MPS method ͑and similarly for the MPS technique͒ is determined by checking if the current local minimum falls in the hypercube defined by the neighbor samples around the current mode of the set of sample points ͑lines 17-23, Algorithm 2͒.
Constrained Benchmark Problems and Results.
The performance of the CiMPS method has been compared with the original MPS method on seven well-known constrained optimization problems selected from a suite of test benchmarks compiled in Ref. ͓19͔ . The specifications of these problems ͑and their original references͒ along with our results have been summarized in Table 1 .
For each of these problems, 30 runs have been carried out using both the MPS and CiMPS methods and their performances are compared based on two cost indicators: ͑1͒ number of objective function evaluations ͑nfe͒ and ͑2͒ number of constraint checks ͑ncc͒. Both CiMPS and MPS methods applied to each problem share the same run settings as given in Table 1 . For a detailed explanation of these settings and their effects, one can refer to Ref.
͓14͔.
The simulation results obtained using the MPS and CiMPS methods for above problems are summarized in Table 1 . As shown, for all test examples, the number of constraint checks ͑ncc͒ by the CiMPS method is significantly lower compared with the corresponding number of constraint checks by the MPS method. Moreover, for all benchmarks, the CiMPS performs better in terms of number of function evaluations ͑nfe͒ as well. This is because that the optimization process is directed away from infeasible regions and converges earlier than the MPS.
It is also noteworthy that the optimization of problems with equality constraints ͑e.g., g03, g05, g11, and g13 in Ref. ͓19͔͒ is a quite challenging and time consuming task for sampling-based optimization techniques including MPS and its extended version CiMPS. This is due to the fact that the probability of generating feasible random samples which guarantee the equality of constraints is quite low. Hence, for such problems sampling-based techniques fail to generate the required number of feasible samples in a timely manner. These techniques also yield a large number of infeasible samples for problems with tightly constrained domains whose optimum solutions are located in narrow feasible regions. This can be observed from the results obtained for the problems g06, g07, g09, and g10 ͑see Table 1͒ for which a relatively large number of constraint checks has been performed to obtain the required number of feasible samples.
Constrained Design Problems.
Two well-known engineering design problems are used to evaluate the performance of the proposed method: ͑1͒ minimization of weight of the spring and ͑2͒ pressure vessel design. Both are constrained optimization problems consisting of several expensive constraints. Each problem is described with its corresponding constraints, bounds, and objective function in Secs. 4.2.1 and 4.2.2.
Minimization of Weight of the Spring.
This problem has been used as a test benchmark in literature, e.g., Refs. ͓11,24-26͔. In its standard form ͓11͔, it consists of designing a tension/ compression spring ͑see Fig. 1͒ to carry a given axial load.
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The objective is to minimize the weight of the spring f WS as
where x 1 = d is the wire diameter ͑inch͒, x 2 = D is the mean coil diameter ͑inch͒, and x 3 = N is the number of active coils, subject to the following four constraints:
and 0.05Յ x 1 Յ 0.20, 0.25Յ x 2 Յ 1.30, and 2 Յ x 3 Յ 15. Table 2 summarizes and compares the results obtained by applying both the MPS and CiMPS methods ͑30 runs for each algorithm͒. The number of cheap points generated at each iteration is N = 100 and the number of contours used is five for all runs. As it can be seen, the CiMPS method results in significantly lower number of constraint checks ͑ncc͒ and also less number of function evaluations ͑nfe͒.
This problem has been solved by a number of researchers: by Arora ͓11͔ using a numerical technique called constraint correction at constant cost ͑CCC͒, by Coello and Mezura-Montes ͓26͔ using a Genetic Algorithm ͑GA͒-based approach, by Mahdavi et al. ͓25͔ using an improved variation of harmony search ͑IHS͒ algorithm ͓27͔, and by Belegundu and Arora ͓24͔ using eight numerical techniques with the best solution obtained using M-4 method, which is a variation of a Lagrange multipliers code based on Powell's algorithm ͓28͔. The above solutions are compared with the best solution found using our proposed CiMPS technique and the original MPS method in Table 2 . As it can be seen, the solution obtained using our proposed CiMPS method ͑and the MPS͒ is better than the ones obtained by other techniques. More- Table 1 Simulation results obtained for the test benchmarks using both the MPS and CiMPS methods "30 runs for each algorithm per problem…; problem specifications: n is the number of variables and K is the number of constrains; run settings †14 ‡: N is the number of cheap points generated at each iteration, l is the number of contours by which the cheap points are grouped, and m is number of expensive sample points generated at each iteration; results: nfe is the number of function evaluations and ncc is the number of constraint checks Unfortunately, other than in the MPS technique, the number of constraint checks has been neglected ͑or is not reported͒ in the above previous works and we are not able to provide a performance comparison based on that criterion. The cost of constraint checking has been paid almost no attention in optimization literature. To the best of our knowledge the proposed CiMPS approach is the first metamodel-based technique, which directly aims at reducing the number of constraint checks when it comes to optimization of problems with expensive black-box constraints.
Pressure Vessel Design.
The second problem is to minimize the total cost, including the cost of material, forming and welding of a cylindrical vessel, which is capped at both ends by hemispherical heads as shown in Fig. 2 
͑3͒
where x 1 = T s is the thickness of the shell, x 2 = T h is the thickness of the head, x 3 = R is the inner radius, and x 4 = L is the length of the cylindrical section, subject to the following six constraints:
with the bounds 1.0Յ x 1 Յ 1.375, 0.625Յ x 2 Յ 1.0, 25Յ x 3 Յ 150, and 25Յ x 4 Յ 240. Table 3 summarizes and compares the results obtained by applying both the MPS and CiMPS methods ͑30 runs for each algorithm͒. The number of cheap points generated at each iteration is N = 200 and the number of contours used is 20 for all runs. As it is seen, the CiMPS method results in significantly lower number of constraint checks ͑ncc͒ and also less number of function evaluations ͑nfe͒.
This problem has been solved by Ref. ͓29͔ using a GA-based approach, by ͓30͔ using harmony search ͑HS͒ algorithm ͓27͔, by ͓25͔ using an improved harmony search ͑IHS͒ algorithm, and by ͓31͔ using branch and bound ͑BB͒ method. The best solutions obtained using the above techniques are compared with the best solutions found using our proposed CiMPS technique and the original MPS method in Table 3 . As it can be seen, the solution obtained using our proposed CiMPS method ͑and MPS͒ is better than the ones obtained by other techniques. Unfortunately, none of the referred works have reported on the number of function evaluations, constraint checks, or iterations. These works are mostly focused on finding the best solutions and as our results show for this problem, both MPS and CiMPS techniques have yielded better solutions than the other mentioned techniques.
Conclusion Remarks
When we deal with expensive optimization problems, our focus of attention is mostly on objective function͑s͒, and we assume that the constraints are inexpensive. That is why in the majority of literature on computer experiments, just the average number of function evolutions are measured and compared and the number of constraint evaluations is simply ignored. In real-world applications, unlike benchmark functions, expensive mixed equality and inequality constraints are commonly met. In this work, a new method called CiMPS is developed for optimization problems involving both expensive objective function and constraints. This method inherits characteristics of MPS and furthermore enhances MPS by steering the sampling away from infeasible regions, saving the number of evaluations for both constraints and the objective.
The performance of the CiMPS method was experimentally verified through two test suites, namely, seven constrained benchmark problems and two real design problems. The CiMPS and its parent algorithm ͑MPS͒ was compared on both test suites, also both competed with four other well-known optimization methods on design problems. The reported results clearly confirmed that the CiMPS outperforms the MPS. The CiMPS also yields better optimum for the two design problems with close to the least number of function evaluations compared with four well-established algorithms. It thus opens a promising direction to tackle with expensive constrained optimization problems.
Developing a mixed-variable version of CiMPS and enhancing it for large-scale problems are our directions for future work. 
