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INTISARI 
 
Metode Ordinary Least Squares (OLS) merupakan metode yang sering digunakan untuk mengestimasi 
parameter model regresi. Namun keberadaan outlier dalam data dapat menyebabkan hasil estimasi 
parameter regresi yang diperoleh oleh metode OLS menjadi tidak efisien. Metode Least Trimmed Squares 
(LTS) merupakan metode yang dapat digunakan ketika data terkontaminasi outlier. Pada penelitian ini 
tingkat efisiensi metode OLS dan LTS dibandingkan dalam mengestimasi parameter regresi ketika 
terdapat oulier dalam data. Penelitian ini menggunakan 20 kondisi data yang berbeda dalam ukuran 
sampel dan persentase outlier. Tingkat efisiensi dari kedua metode dibandingkan berdasarkan nilai bias 
dan Mean Square Error (MSE) dari nilai estimasi yang dihasilkan. Penelitian ini menunjukkan bahwa 
metode LTS menghasilkan nilai bias dan MSE lebih kecil dibandingkan metode OLS. Sehingga metode 
LTS lebih efisien dalam mengestimasi parameter regresi dibandingkan metode OLS ketika terdapat 
outlier dalam data. 
Kata Kunci: Simulasi, MSE, Bias, Regresi Robust. 
 
PENDAHULUAN 
 Analisis regresi linear berganda merupakan salah satu metode statistik yang digunakan untuk 
memodelkan dan menyelidiki hubungan antara satu variabel terikat dengan dua atau lebih variabel 
bebas. Salah satu metode yang digunakan untuk mengestimasi parameter regresi adalah metode 
Ordinary Least Squares (OLS). Metode OLS harus memenuhi asumsi-asumsi yang ada sehingga hasil 
estimasinya memenuhi sifat Best Linear Unbiased Estimator (BLUE). Namun metode OLS sangat 
peka terhadap adanya penyimpangan asumsi pada data. Beberapa asumsinya antara lain adalah 
residual harus berdistribusi normal, variansnya homogen dan tidak terjadi autokorelasi. Jika data tidak 
memenuhi salah satu asumsi misalnya disebabkan adanya outlier, maka penduga OLS yang diperoleh 
menjadi tidak efisien [1]. 
 Outlier merupakan pengamatan yang tidak mengikuti sebagian besar pola dan terletak jauh dari 
pusat data. Keberadaan outlier dalam data dapat mengganggu proses analisis data, sehingga 
mengakibatkan varians menjadi besar dan interval kepercayaan memiliki rentang yang lebar. Outlier 
tidak dapat dibuang atau dihapus begitu saja, karena adakalanya outlier memberikan informasi yang 
tidak dapat diberikan oleh titik data pengamatan lainnya. Terkadang untuk mengatasi outlier, peneliti 
melakukan transformasi terhadap data dengan maksud agar memenuhi asumsi-asumsinya. Namun 
seringkali asumsi tersebut tidak terpenuhi meskipun telah dilakukan transformasi yang pada akhirnya 
mengakibatkan penduga menjadi bias. Oleh karena itu, diperlukan metode lain yang dapat digunakan 
untuk mengatasi outlier yaitu metode regresi Robust [2]. 
 Regresi Robust diperkenalkan oleh Andrews pada tahun 1972 dan merupakan metode regresi yang 
digunakan ketika distribusi dari residual tidak normal atau adanya beberapa outlier yang berpengaruh 
pada model. Salah satu metode estimasi regresi Robust yaitu metode Least Trimmed Squares (LTS) 
yang diperkenalkan oleh Rousseeuw pada tahun 1984. Metode LTS mengestimasi parameter regresi 
dengan meminimumkan jumlah kuadrat residual dari data yang sudah terpangkas (trimmed) [2]. 
 Zaman, Rousseeuw, dan Orhan (2001) telah melakukan penelitian mengenai perbandingan metode 
OLS dan LTS. Data yang digunakan adalah data pengamatan pertumbuhan nasional dari 61 negara
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pada tahun 1960 hingga tahun 1985. Dalam penelitian tersebut diperoleh kesimpulan bahwa metode 
OLS menghasilkan standard error yang lebih besar jika dibandingkan dengan metode LTS. Sementara 
itu, nilai    dan  -value yang dihasilkan metode OLS lebih kecil dibandingkan metode LTS. Zaman 
et al. menyimpulkan bahwa meskipun untuk mengaplikasikan metode LTS lebih rumit, namun hasil 
estimasinya jauh lebih baik dibandingkan metode OLS yang harus menghapus data outlier [3]. 
Penelitian ini bertujuan untuk membandingkan tingkat efisiensi dari metode OLS dan LTS dalam 
mengestimasi parameter regresi ketika terdapat outlier dalam data. Dalam penelitian ini digunakan 
data hasil simulasi dengan berbagai kondisi kontaminasi outlier sebesar 0%, 5%, 10% dan 20%. 
Kontaminasi tersebut merepresentasikan tingkatan keberadaan outlier yang diberikan terhadap 
beberapa variasi ukuran sampel yakni 30, 50, 75, 100 dan 150 pengamatan. Banyaknya replikasi yang 
digunakan adalah sebanyak 10.000 kali. Data tersebut dibangkitkan menggunakan bantuan program 
statistik R versi 3.1.0. 
 
METODE ORDINARY LEAST SQUARES (OLS) 
 Secara umum model regresi linear berganda yang melibatkan sejumlah   variabel bebas dapat 
dituliskan dalam persamaan sebagai berikut [4]: 
                 (1) 
dengan           dan           dimana   adalah banyaknya pengamatan dan   adalah 
banyaknya variabel bebas dengan    ;           merupakan parameter yang nilainya tidak 
diketahui; dan   adalah nilai variabel acak yang merepresentasikan faktor-faktor lain yang 
mempengaruhi nilai variabel terikat dan disebut sebagai residual. Persamaan (1) dapat ditulis dalam 
notasi matriks sebagai berikut [4]: 
         (2) 
dimana   adalah vektor variabel terikat berukuran (   ),   adalah matriks variabel bebas berukuran 
(   ) dengan      ,   adalah vektor parameter berukuran (   ) dan   adalah vektor residual 
berukuran (   ), dengan asumsi bahwa residual memiliki  [ ]    dan    ( )     . 
 Salah satu metode estimasi parameter dalam model regresi ialah metode Ordinary Least Squares 
(OLS). Metode OLS bertujuan menemukan penduga parameter regresi dengan meminimumkan 
jumlah kuadrat residual. Residual adalah selisih antara nilai pengamatan   dengan nilai estimasinya  ̂. 
Fungsi tujuan dari metode OLS dapat dituliskan sebagai berikut [4]: 
   ∑  
 
 
   
    ∑(    ̂ )
 
 
   
                                                  ( )   
Sehingga penduga untuk parameter regresi dalam bentuk matriks dapat dirumuskan sebagai berikut 
[4]: 
   ̂    ( 
  )
  
    (4) 
 
METODE LEAST TRIMMED SQUARES (LTS) 
 Metode Least Trimmed Squares (LTS) pertama kali diperkenalkan oleh Rousseeuw pada tahun 
1984 sebagai metode alternatif untuk mengatasi kelemahan metode Ordinary Least Squares (OLS). 
Rousseeuw dan Hubert menjelaskan bahwa metode LTS mempunyai prinsip yang sama dengan 
metode OLS dalam mengestimasi parameter regresi yaitu meminimumkan jumlah kuadrat residual 
[5]. Namun metode LTS tidak menggunakan seluruh pengamatan dalam perhitungannya, melainkan 
hanya meminimumkan jumlah kuadrat residual dari himpunan bagian data berukuran   pengamatan 
dengan kuadrat residual terkecil, dimana    . Fungsi tujuan dari metode LTS dapat dituliskan 
sebagai berikut [2]: 
Metode Ordinary Least Squares dan Least Trimmed Squares ....          165  
 
 
   ∑ ( )
 
 
   
    ∑( ( )   ̂( ))
 
 
   
                                                  ( ) 
dimana  ( )
   ( )
     ( )
     ( )
  adalah statistik terurut dari residual kuadrat dan   
merupakan kostanta pemotongan (trimming) yang diperoleh dengan rumus   [
 
 
]  [
(   )
 
]. 
 Metode LTS merupakan salah satu penduga regresi Robust. Sama halnya dengan penduga lain pada 
regresi Robust, prinsip dasar dari LTS adalah dengan memberikan pembobot (   ) pada data sehingga 
data outlier tidak mempengaruhi model parameter hasil estimasi, dengan          . Pembobot-
pembobot (   ) dapat disajikan sebagai matriks pembobot dengan ukuran (   ). Dalam hal ini, 
matriks tersebut dinotasikan sebagai , yaitu: 
  (
      
      
 
 
 
 
    
    
) 
 Titik-titik data pengamatan pada metode LTS yang diidentifikasi sebagai outlier diberikan 
pembobot nol, dan yang lainnya diberi pembobot satu, pembobotnya yaitu [2]: 
    {
          |
  
 ̂ 
|     
                   
                                                              ( ) 
dengan skala estimasi awal ( ̂ ) yang bersesuaian dengan residual dari   pengamatan, yaitu [2]: 
 ̂     √
 
 
∑ ( )
 
 
   
                                                                    ( ) 
dimana     merupakan faktor konstanta yang dipilih untuk membuat skala estimasi awal menjadi 
konsisten dan tak bias dibawah asumsi residual berdistribusi Normal Standar, yaitu [5]: 
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)
 
dimana  ( ) dan  ( )  masing-masing adalah fungsi distribusi kumulatif dan fungsi kepadatan 
peluang dari distribusi Normal Standar. 
 Setelah menentukan pembobot untuk setiap pengamatan selanjutnya meminimumkan fungsi tujuan 
dari metode LTS, sehingga penduga parameter regresi LTS adalah sebagai berikut: 
   ̂    ( 
   )
  
(    ) (8) 
 
SIMULASI DATA 
 Simulasi data dilakukan dengan membangkitkan berbagai kondisi data yang melibatkan persentase 
outlier ( ) sebesar 0%, 5%, 10% dan 20% serta lima macam ukuran sampel ( ) yaitu 30, 50, 75, 100 
dan 150. Pada jurnal ini hanya menampilkan hasil simulasi data dengan persentase outlier sebesar 
10% dan 20% dengan ukuran sampel 30, 75 dan 150 pengamatan saja. Kemudian dilakukan 
perulangan sebanyak 10.000 kali untuk setiap kombinasi   dan   dari masing-masing kelompok data. 
Adapun langkah-langkah prosedur simulasi data yang dilakukan adalah sebagai berikut: 
1. Menetapkan parameter regresi      dan           . Menetapkan ukuran sampel ( ) dan 
tingkat persentase outlier ( ) yang disimulasikan. 
2. Membangkitkan variabel bebas dari variabel acak berdistribusi Normal Multivariat dengan vektor 
rata-rata nol dan matriks varians-kovarians yang merupakan matriks identitas. 
3. Membangkitkan residual tanpa kontaminasi outlier sebanyak   dan membangkitkan data outlier 
sebanyak   dari   pengamatan. Selanjutnya ganti sejumlah   dari data residual tanpa kontaminasi
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 outlier dengan data outlier secara acak. Sebagai  ilustrasi  proses  simulasi  data  residual untuk  
ukuran sampel 150  dengan  persentase outlier sebesar 10%  dilakukan sebagai berikut:  
a) Membangkitkan secara acak data residual sebanyak     pengamatan dari data berdistribusi 
Normal Standar dengan  (   ). 
b) Membangkitkan sejumlah     dari 150 pengamatan yaitu 15 data dari distribusi berbeda 
dengan nilai rata-rata    dan varians satu, (    ) sebagai data outlier. Hasilnya merupakan 
data outlier untuk kontaminasi sebesar 10%.  
c) Mengganti sejumlah    pengamatan dari data residual tanpa kontaminasi outlier dengan data 
outlier secara acak. Data hasil penggabungan merupakan data yang terkontaminasi outlier 
sebesar     dari 150 pengamatan. 
4. Menghitung nilai    dari model regresi linear berganda sebagai berikut: 
                                        
5. Ulangi langkah 2 sampai langkah 4 untuk ukuran sampel lainnya dengan tingkat persentase outlier 
yang berbeda dan dilakukan perulangan sebanyak 10.000 kali. 
 Data yang diperoleh dari simulasi tersebut dianalisis dengan mengestimasi parameter regresi 
menggunakan metode OLS dan LTS. Perbandingan tingkat efisiensi kedua metode dilihat berdasarkan 
nilai bias dan MSE. Nilai bias merupakan ukuran penyimpangan dari nilai penduga yang diperoleh 
dengan nilai penduga yang sebenarnya. Nilai bias berguna untuk melihat tingkat ketepatan dari 
penduga. Nilai MSE berguna untuk mengetahui besar kecilnya tingkat kesalahan yang terjadi dalam 
penelitian. Adapun nilai bias dan nilai MSE dapat dihitung dengan menggunakan  rumus sebagai 
berikut [1]: 
     ( ̂)     ( ̂)      ( ̂)
 
 (9) 
dengan, 
   ( ̂)   [ ̂   ( ̂)]
 
                  ( ̂)   [ ̂]    
Jika nilai MSE semakin kecil, maka semakin kecil pula tingkat kesalahan hasil estimasinya. Model 
regresi yang baik mempunyai nilai MSE minimum ketika semua asumsi-asumsinya terpenuhi. 
 
HASIL SIMULASI 
 Nilai bias parameter penduga dengan Metode OLS dan LTS hasil simulasi disajikan dalam Tabel 1 
sebagai berikut: 
Tabel 1. Nilai Bias Parameter Penduga dengan Metode OLS dan LTS 
  
(%) 
  
 ̂   ̂   ̂  
OLS LTS OLS LTS OLS LTS 
0 
30 0,0009 0,0062 -0,0018 -0,0031 -0,0008 0,0100 
75 -0,0006 0,0004 0,0009 -0,0044 -0,0029 -0,0043 
150 0,0006 0,0012 -0,0010 0,0012 -0,0009 -0,0009 
10 
30 0,0083 0,0001 0,0074 0,0053 0,0022 0,0091 
75 0,0025 -0,0017 0,0002 0,0076 -0,0048 -0,0017 
150 -0,0059 0,0003 0,0012 0,0030 -0,0033 -0,0026 
20 
30 -0,0180 -0,0105 -0,0055 -0,0046 -0,0056 0,0025 
75 0,0032 -0,0029 -0,0067 -0,0044 0,0005 -0,0005 
150 0,0011 -0,0028 0,0044 -0,0021 -0,0015 0,0013 
. Pada Tabel 1 terlihat bahwa untuk persentase outlier sebesar    atau data tanpa outlier untuk semua 
ukuran sampel secara keseluruhan penduga OLS merupakan penduga terbaik karena memiliki nilai 
bias yang kecil dibandingkan penduga LTS. Pada saat persentase outlier sebesar 10%, nilai bias yang 
dihasilkan oleh metode LTS lebih kecil dibandingkan metode OLS. Kecuali untuk   ̂  pada      
dan 150, serta  ̂  pada      nilai bias dari penduga OLS lebih kecil dibandingkan LTS, namum 
perbedaannya tidak terlalu jauh. Sama halnya ketika terdapat persentase outlier sebesar 20%, nilai bias
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yang dihasilkan oleh metode LTS lebih kecil dibandingkan dengan nilai bias penduga OLS. Hanya 
untuk  ̂  pada       nilai bias dari penduga OLS lebih kecil dibandingkan metode LTS. Jadi secara 
keseluruhan untuk persentase outlier sebesar 10% dan 20% dapat disimpulkan bahwa metode LTS 
memiliki nilai bias yang lebih kecil dibandingkan dengan metode OLS. 
 Berdasarkan keseluruhan nilai bias pada Tabel 1 dapat disimpulkan bahwa penduga OLS 
merupakan penduga terbaik ketika persentase outlier sebesar 0% karena memiliki nilai bias yang lebih 
kecil dibandingkan penduga LTS untuk setiap ukuran sampel. Penduga LTS memiliki nilai bias yang 
lebih kecil dibandingkan penduga OLS ketika data terkontaminasi outlier sebesar 10% dan 20%. 
Dengan kata lain, penduga LTS dapat mengatasi keberadaan outlier dalam data sehingga penduga LTS 
lebih baik dalam mengestimasi parameter regresi dibandingkan metode OLS ketika terdapat outlier 
dalam data. Kedua metode tersebut memiliki nilai bias yang relatif kecil, yaitu |
          
 
|      dari 
nilai parameter. 
Tabel 2. Nilai MSE Parameter Penduga dengan Metode OLS dan Metode LTS 
  
(%) 
  
 ̂   ̂   ̂  
OLS LTS OLS LTS OLS LTS 
0 
30 0,0396 0,2004 0,0405 0,2002 0,0398 0,1982 
75 0,0142 0,0911 0,0143 0,0925 0,0144 0,0917 
150 0,0069 0,0529 0,0068 0,0537 0,0068 0,0525 
10 
30 0,3928 0,1885 0,3990 0,1940 0,3907 0,1890 
75 0,1436 0,0885 0,1423 0,0874 0,1425 0,0885 
150 0,0686 0,0505 0,0681 0,0494 0,0689 0,0500 
20 
 
30 0,6872 0,2043 0,6715 0,1940 0,6623 0,1923 
75 0,2460 0,0830 0,2442 0,0876 0,2394 0,0805 
150 0,1149 0,0460 0,1158 0,0494 0,1164 0,0453 
 Pada Tabel 2 terlihat bahwa untuk persentase outlier sebesar 0% atau data tanpa outlier, penduga 
OLS merupakan penduga terbaik karena memiliki nilai MSE yang kecil dibandingkan penduga LTS. 
Pada saat persentase outlier sebesar 10% terlihat bahwa nilai MSE yang dihasilkan oleh metode OLS 
mengalami peningkatan nilai, sementara itu nilai MSE yang dihasilkan metode LTS mengalami 
penurunan nilai untuk setiap ukuran sampel. Metode LTS memiliki nilai MSE yang konsisten, artinya 
nilai estimasinya mendekati nilai parameter sebenarnya. Sementara itu, penduga OLS memiliki nilai 
MSE yang terus meningkat seiring dengan semakin meningkatnya persentase outlier. Hal ini terjadi 
juga pada saat persentase outlier sebesar 20%. Dengan kata lain, penduga OLS merupakan penduga 
terbaik pada saat data tanpa outlier karena memiliki nilai MSE yang lebih kecil. Sebaliknya, penduga 
LTS merupakan penduga terbaik saat terdapat outlier dalam data, hal ini ditunjukkan dari nilai MSE 
yang kecil dan konsisten ketika data terkontaminasi outlier sebesar 10% dan 20%. 
 
  
Gambar 1. Nilai MSE pada Persentase Outlier 10% 
 
 
Gambar 2. Nilai MSE pada Persentase Outlier 20% 
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Gambar 3. Nilai MSE pada Ukuran Sampel 30 
 
Gambar 4. Nilai MSE pada Ukuran Sampel 150 
 Kedua metode memiliki pola yang sama yaitu semakin besar ukuran sampel, nilai MSE yang 
dihasilkan semakin kecil. Sebagai ilustrasi dapat dilihat pada Gambar 1 yang menunjukkan bahwa 
nilai MSE     dari metode LTS lebih kecil dibandingkan dengan metode OLS pada persentase outlier 
10% untuk setiap ukuran sampel. Pada Gambar 2 juga menunjukkan bahwa nilai MSE     dari metode 
LTS lebih kecil dibandingkan dengan metode OLS pada persentase outlier 20% untuk setiap ukuran 
sampel. Hal tersebut terlihat dari garis putus-putus berwarna merah yang menunjukkan nilai MSE dari 
metode LTS mendekati nilai nol sedangkan garis biru menunjukkan nilai MSE dari metode OLS lebih 
jauh dari nilai nol. 
 Namun pola yang berbeda menunjukkan bahwa semakin besar persentase outlier nilai MSE yang 
dihasilkan metode OLS semakin besar. Sebagai ilustrasi dapat dilihat pada Gambar 3 yang 
menunjukkan bahwa nilai MSE    dari metode LTS pada ukuran sampel 30 pengamatan memiliki 
nilai yang konsisten untuk setiap persentase outlier. Sedangkan nilai MSE dari metode OLS semakin 
meningkat ketika persentase outlier semakin besar. Hal tersebut terlihat dari garis putus-putus 
berwarna merah yang menunjukkan nilai MSE dari metode LTS konsisten mendekati nilai nol 
sedangkan garis biru yang menunjukkan nilai MSE dari metode OLS semakin membesar dan menjauh 
dari nilai nol ketika persentase outlier dalam data meningkat. Sementara itu ketika ukuran sampel 150 
pengamatan dapat dilihat pada Gambar 4, nilai MSE dari metode LTS tetap stabil dan konsisten 
mendekati nilai nol dibandingkan dengan nilai MSE dari metode OLS yang terus meningkat ketika 
persentase outlier bertambah besar. 
PENUTUP  
 Berdasarkan hasil analisis dan pembahasan dalam penelitian ini dapat disimpulkan bahwa metode 
LTS merupakan metode estimasi parameter yang baik ketika terdapat outlier dalam data sebesar 5%, 
10% dan 20%. Hal ini ditunjukkan dari nilai bias dan MSE yang lebih kecil dibandingkan metode 
OLS, sehingga model LTS dapat dikatakan sebagai penduga yang tak bias dan efisien ketika terdapat 
outlier dalam data. 
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