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Abstract 
Systems that automatically detect voice pathologies are usu-
ally trained with recordings belonging to population of all ages. 
However such an approach might be inadequate because of the 
acoustic variations in the voice caused by the natural aging pro-
cess. In top of that, elder voices present some perturbations in 
quality similar to those related to voice disorders, which make 
the detection of pathologies more troublesome. With this in 
mind, the study of methodologies which automatically incor-
porate information about speakers' age, aiming at a simplifica-
tion in the detection of voice disorders is of interest. In this 
respect, the present paper introduces an age detector trained 
with normal and pathological voice, constituting a first step 
towards the study of age-dependent pathology detectors. The 
proposed system employs sustained vowels of the Saarbriicken 
database from which two age groups are examinated: adults and 
elders. Mel frequency cepstral coefficients for characterization, 
and Gaussian mixture models for classification are utilized. In 
addition, fusion of vowels at score level is considered to im-
prove detection performance. Results suggest that age might 
be effectively recognized using normal and pathological voices 
when using sustained vowels as acoustical material, opening up 
possibilities for the design of automatic age-dependent voice 
pathology detection systems. 
Index Terms: age recognition, pathological voice, sustained 
vowels 
1. Introduction 
Systems that automatically detect pathologies using the speech 
present potential advantages with respect to traditional detec-
tion and evaluation procedures by providing inexpensive, non 
invasive and objective means of assessing the clinical state of 
patients [1], Nonetheless, the usage of speech signals poses a 
difficulty due to the intrinsic variability of the voice which com-
promises the potential performance of automatic detection sys-
tems. One of such variability sources is in the age of speakers, 
which has been identified as a confounding factor in the analy-
sis of pathological voices with subsequent consequences for the 
assessment and treatment of voice disorders [2], However, dis-
tinguishing between pathology and age-related changes can be 
difficult [3], Indeed, some parameters typically associated with 
voice pathologies (such as jitter and shimmer) have proven to be 
highly correlated with elder voices [4], Moreover, aging voice 
is described perceptually by tremor, hoarseness, voice breaks or 
breathiness [5], factors which might correlate to some degree 
with pathological conditions. All these facts indicate that ag-
ing related effects should be considered, specially when dealing 
with elder speakers, to avoid confusions in pathological voice 
detection systems. 
In this respect, the voices of older adults are affected by 
hormonal changes and by natural deterioration processes af-
fecting the speech production mechanisms. At hormonal level, 
females suffer a dramatic fall of estrogens during menopause, 
while males experience a gradual decline of testosterone con-
centrations during aging [6], At physiological level and trig-
gered by hormonal changes, the deterioration processes include 
structural alterations in the organs of speech production and in 
the neural mechanisms of control of these organs [2], On one 
hand, the structural changes are mainly reflected in the respira-
tory system, the larynx and vocal folds. Regarding the respira-
tory system, changes include a decreased lung capacity, stiffen-
ing of the thorax and weakening of respiratory muscles. In the 
larynx, atrophy occurs in all intrinsic laryngeal muscles as well 
as an ossification of cartilages (starting in the fourth decade for 
females and the third for males) and calcification. In addition, 
it has been observed a slight lowering of the larynx in the neck 
that increases the length of the vocal tract [7]. Regarding the 
vocal folds, changes comprise a general degeneration and struc-
tural atrophy, including a shortening of males' vocal folds and 
alterations in females' vocal-fold closure configuration during 
normal phonation [8], On the other hand, neuromotor effects 
are observed in both the peripheral and the central nervous sys-
tem. These may affect speech rate, coordination of articulators, 
breath support and regulation of fundamental frequency (FO) 
[7], Acoustically, these aging effects are explained by differ-
ences in pitch, loudness, and quality, compared to younger pop-
ulations [5], Numerous studies indicate for instance that pitch 
increases slightly in males and decreases more prominently in 
females as a function of aging [9]. More consistent measures of 
vocal activity and aging involve FO variability which increases 
with age for both sexes and indicate a reduced laryngeal control 
[2]. Formant frequencies in vowels have been reported to lower 
with female and male owing to increased vocal tract length [7]. 
Besides, Jitter and shimmer have been found to be significant in 
studies with older males and females [2], 
The aforementioned anatomical and acoustical cues sug-
gest that age might be automatically recognized by means of 
the speech. In fact, attempts have been reported in literature. 
A system using cepstral and FO features for characterization 
and a hidden Markov model for classification, is presented in 
[10], By using continuous speech, a 70% classification accu-
racy is obtained in differentiating between young, adult and el-
der speakers. In [4], jitter and shimmer are employed as features 
along with 6 classifiers. By using artificial neural networks and 
continuous speech, the accuracy in classifying between elder 
and non elder speakers is 96.57%. The authors also incorpo-
rate sex information in their system by means of an automatic 
sex detector and a Bayesian network. An automatic speaker age 
and sex identification system using acoustic and prosodic fea-
tures is presented in [11], Seven different subsystems based on 
support vector machines, Gaussian mixture models (GMM) and 
supervectors are tested out. At the end, a fusion at score level of 
the different subsystem performed up to 52% in differentiating 
between 4 age groups. In [12], a system based on i—vectors 
and least squares support vector regression is employed to esti-
mate the age of speakers. Using continuous speech the proposed 
method provided relative improvements of 5% mean absolute 
error compared to their best baseline. 
Having those precedents, the present paper aims at extend-
ing previous attempts of automatically recognizing speaker’s 
age but using normal and pathological speech, towards the de-
sign of an automatic age-dependent voice pathology recognition 
system. A simple methodology based on Mel frequency cep-
stral coefficients (MFCC) and GMM classifiers is considered, 
since the objective is not to find the system that provides the 
best performance in automatic age recognition, but to test out if 
it is feasible to extract this age information directly from normal 
and pathological voice recordings. Experiments are performed 
using registers of the sustained phonation of vowels /a/, /i/ 
and /u/. This implies the design three subsystems, one for each 
vowel, that are latter fused at score level by means of logistic re-
gression. Finally, and to verify the influence of sex in the age 
detection task, a sex-dependent age detector is considered. 
The structure of the paper is as follows: Section 2 intro-
duces the theoretical background. Section 3 introduces the 
experiments, the database and the methodology. Section 4 
presents the results, while section 5 introduces the discussions, 
conclusions and future work. 
2. Theoretical Background 
2.1. Logistic regression fusion 
Having a feature vector x of dimension d, belonging to a par-
ticular class j, a GMM is defined as a finite mixture of G mul-
tivariate Gaussian components of the form: 
p(x\Q-l) = y XJrM{x; fj,]r,'S]r) 
z—^r=l 
where X3r are scalar mixture weights, Af(-) are Gaussian den-
sity functions with mean fj,3r of dimension d and covariances S^. 
of dimension d x d, and 0 J = { A ^ , / ^ , X ^ } | r = 1 comprises 
the above mentioned set of parameters. ©i can be estimated us-
ing the expectation-maximization algorithm in a maximum like-
lihood maximization scheme. Since the design of an age detec-
tor is a two-class problem (elder vs. adult), two models are re-
quired, one representing the target class, p(x\Qc), and the other 
the complementary class, p(x\Qc). Now, it is possible to derive 
a probabilistic output of the membership of some new data y to 
each one of the models, p(y\QJ). This permits to derive a log-
likelihood decision function, A(-), for discriminating if the new 
data belongs to the target class or to the complementary. This 
decision function is as follows: 
formed as follows: 
K 
A* (.Vt) = / «fcAfc(j/t) + / 3 
fc=i 
where a* are scalar weights, and /3 is an vector performing an 
affine calibration transformation on the fusion output. 
The parameters 7 = [ a i , • • • , aK,P] are optimized with 
logistic regression, maximizing the objective function Cur on 
an evaluation database. The optimization function for a two-
classes problem is as follows: 
0.5 
\c\ 
Ciw = 7 / log2 (1 + e ) + / log2 (1 + yt' 
0.5 
3. Experimental Set-Up 
3.1. Database 
The Saarbru¨cken Voice Database [15, 16] holds a collection 
of voice signals from more than 2000 normal and pathologi-
cal German speakers. It contains recordings of the sustained 
phonation of vowels /i/, /a/, and /u/ produced at normal, 
high and low pitch, as well as with rising-falling pitch. Voice 
recordings were obtained using the Computerized Speech Lab 
(CSL) station 4300B, using a sampling frequency of 50 kHz 
and 16-bits of resolution. A subset of the database was seg-
mented by a speech therapist, removing those recordings with a 
low dynamic range or interference. Additionally, speakers aged 
less than 16 are discarded. 
For this work purposes a subset of the database, consisting 
of the vowels /i/, /a/, and /u/ pronounced at normal pitch 
is employed. In the age detection task two age groups are ex-
amined: adults and elders. The adult group includes normal 
and pathological speakers younger than 59 i f male, and younger 
than 49 if female, while the elder group comprises the remain-
ing speakers. This distinction among sexes is because of the 
differences between the aging process of females and males. In 
this respect, the most significant voice changes occur abruptly in 
females after menopause, around age 50 [17]. In males testos-
terone levels decrease slowly with age and thus changes are not 
that abrupt. To take into account this gradual hormonal degra-
dation process in males, the age of the male elder group is set 
to 60. Table 1 summarizes the distribution by age and condition 
of the tested database. 
Table 1: Saarbru¨cken database speaker’s distribution 
Distribution by Sex Distribution by Condition 
Female Male 
Adults 660 501 
Elders 252 132 
Total 912 633 
Normal Path. Total 
548 613 1161 
20 364 384 
568 977 1545 
A (j/) = log p(y\Q
c 
P(V\& 
Thus, the decision is taken establishing a threshold over A(-) 
values obtained for each vector to be classified. 
In order to incorporate information of different recognizers 
into a single system, a fusion procedure is employed as in [13, 
14]. Thus, let there be K input recognizers, where the k — th 
recognizer outputs its own log-likelihood-vector h.k(yt) for a 
given trial yt of a set of T trials. A new recognizer, A*, is 
3.2. Setup 
Two subsystems are designed in this paper to classify between 
adult and elder speakers. On one hand, a sex-independent age 
recognizer trained on data of both female and male speakers 
is presented. On the other, a sex-dependent age recognizer is 
introduced to study the influence of including information about 
the sex of the speaker in the age recognition task. Hence, a 
male and female age recognizer are designed by using voices 
belonging to each one of sexes. 
Since the differences between both systems are on the man-
ner on which the input database is employed, the same age 
recognition methodology is followed. Thus, Fig. 1 presents 
an outline of the age recognizer developed in this paper. Each 
one of its stages is detailed next. 
Parametrization Classification 
Vowel /a/ 
Vowel / i / 
Vowel /u/ 
( D e c i s i o n ) 
( Decision j 
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Regression ( Decision ft 
Figure 1: Outline of the automatic gender- detection system uti-
lized in this paper 
3.2.1. Preprocessing 
Al l speech signals are down-sampled to 25 kHz, and [-1,1] 
normalized. Short time analysis is carried out using 50% over-
lapped Hamming windows 40 ms long [18]. 
3.2.2. Characterization 
MFCC features are employed for characterization, vary-
ing the number of coefficients by the following set: 
{4,8,12,14,16,18,20,22}. Experiments are performed on 
each one of the single vowels /a/, /i/ and /u/. 
3.2.3. Classification 
Due to the age imbalance in the database, accuracy might not 
be the best measure of performance because results could be 
biased towards the majority class. To avoid such a problem, 
the area under the ROC curve (AUC) is preferred as a mea-
sure of performance assessment. [19]. AUC quantifies the 
overall quality of a classifier by calculating the fraction of the 
total area that falls under a Receiver Operation Characteristic 
curve. Larger AUC values indicate generally better classifier 
performance [19]. Along with AUC, detection error trade-off 
curves (DET) are also employed for assessment. The classifier 
accuracy, a, is also calculated within a given confidence inter-
val q. So, assuming a 95% value, the q range is estimated as 
q = ±1.96- \ /a ( l - a)/N, where N is the total number of 
classified patterns. Additionally, specificity (sp) and sensitivity 
(se) are computed. The measures a, sp and se are determined 
at the Equal error rate (EER), after having selected the param-
eters (MFCC coefficients and number of Gaussians) which per-
formed the best as by the AUC. 
The performance evaluation includes an 11-fold cross-
validation strategy, using a simple GMM for classifica-
tion. The number of Gaussians is varied with the values: 
{4, 8,16, 24, 32, 64,100,128}. 
3.2.4. Fusion 
Logistic regression is employed for fusing the scores belonging 
to each one of the single wovels and to obtain a single estima-
tion of age detection. The fusion has been performed using the 
BOSARIS toolkit [13]. 
4. Results 
The DET curve for the sex-independent age detector is pre-
sented in Figure 2, whereas Table 2 summarizes the obtained 
results in terms of a, se and sp at the EER threshold. 
N S W % ; >W 
**?<s 
Vowel A : M F C C 1 4 (8) 
Vowel I: M F C C 1 4 (4) 
Vowel U: M F C C 2 0 (64) 
Fusion: M F C C 1 4 (8J+MFCC 1 6 ( 4 ) + M F C C 1 8 (4) 
False positive rate 
Figure 2: DET curve for the sex-independent age detector. The 
legend shows in parentheses the number of gaussians used for 
each classifier and the number of MFCC coefficients that re-
ported the best results for each one of the tested vowels. 
Table 2: Performance of the sex-independent age detector using 
the Saarbru¨ecken database 
Vowel AUC a ± q se 
Vowel /a/ 0,75 67,51 ± 2,34 0,68 0,66 
Vowe l / i / 0,77 70,10 ± 2,28 0,71 0,68 
Vowel /u/ 0,70 65,50 ± 2,37 0,69 0,58 
Fusion 0,80 72,49 ± 2,23 0,74 0,69 
The DET curves for the sex-dependent age detector are pre-
sented in Figure 3, for both male and female models. Table 3 
summarizes the obtained results in terms of a, se and sp at the 
EER threshold. Results are given for male, female and mixed 
sexes, where the latter refers to combining male’s and female’s 
performance measures. 
Table 3: Performance of the sex-dependent age detector using 
the Saarbru¨ecken database 
Vowel AUC a ±q Se 
Vowel /a/ 0,76 68,64±3,01 0,70 0,64 
Female Vowel / i / 0,81 76,32±2,76 0,81 0,65 
Vowel /u/ 0,73 67,76±3,03 0,71 0,59 
Fusion 0,84 77,52±2,71 0,83 0,64 
Vowel /a/ 0,69 68,09±3,63 0,73 0,51 
Male Vowel / i / 0,65 61,77±3,79 0,65 0,48 
Vowel /u/ 0,69 66,98±3,66 0,69 0,58 
Fusion 0,73 69,51±3,59 0,75 0,48 
Mixed Fusion 74,24 ± 2,18 0,80 0,58 
4 0 
Fusion 
_ • ' 
1 0 
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1 0 dli 4 0 
V C A L A : M F C C 1 6 ( 4 ) 
VOCAL I: M F C C 1 4 ( 2 4 )  
VOCAL U : M F C C 1 6 ( 1 6 ) 
FUSION: M F C C 1 6 
False positive rate 
(a) Female age detector 
Vocal A : M F C C 8 ( 1 6 ) 
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(b) Male age detector 
Figure 3: DET curves for the sex-dependent age detector. (a) 
Female age detector. (b) Male age detector. 
5. Discussion and Conclusions 
The present work studies the performance of an automatic age 
recognizer using normal and pathological voices. The pro-
posed methodology is based in MFCC features and GMM clas-
sifiers, and is applied to the sustained phonation of /a/, /i/ 
and /u/ vowels. To improve performance even further, a fu-
sion at score level of the information provided by every single 
vowel is considered. One sex-independent age detector and a 
sex-dependent age detector are designed following the above 
mentioned methodology. The use of both detectors aims at in-
vestigating the influence of including or not a-priori information 
about the sex of the speaker in the age recognition task. 
Results suggest that the proposed methodology is profi-
cient in automatically detecting age on normal and pathological 
voice. In terms of AUC, the best result for the sex-independent 
age detector is 0.80, compared to 0.84 for the female case and 
0.73 of the male case in the sex-dependent scenario. Results 
also indicate that a fusion of the information derived in each 
one of the vowels provides an improvement in performance on 
both cases, as might be observed in the DET curves of Figures 2 
and 3. No single vowel can be regarded as the most informative, 
since in the different experiments the best performance favored 
the usage of one or another. 
When doing a direct comparison between the sex-
independent and the sex-dependent age detector (in the mixed 
scenario), a slight accuracy improvement is observed in favor 
of the sex-dependent system. However, such a result is not con-
clusive as regarded by se and sp which somehow favor the sex-
independent case. It should be pointed out that AUC is the crite-
ria employed for finding the best parameters in terms of MFCC 
coefficients and number of gaussians. It intends to comprise 
into a single number different operation points, in order to sim-
plify comparison between different systems. Nonetheless, this 
also implies that there might exist individual operation points on 
which a, se and sp might provide a better performance. In view 
of the results, a direct comparison between the sex-independent 
and the sex-dependent systems is difficult, and no clear conclu-
sions could be made about whether including or not information 
regarding the sex of the speaker improve performance. 
Following the discussion on the sex-dependent system, the 
female detector seems to outperform to the male one in terms 
of AUC. One possible hypothesis explaining such a behavior 
might be in the definition of the limits for adults and elder 
speakers (49 in females and 59 in males). In that regard, while 
the menopause causes a sudden drop in hormonal levels which 
in turn produce the changes in the speech mechanisms, the hor-
monal changes in man are gradual and encompass a larger devi-
ation in terms of years. Therefore, the definition of a frontier for 
elder males is somewhat fuzzier than in females and might pro-
duce higher errors. Another important point to consider is that 
the voice of a speaker might not correlate chronologically with 
its age, in such a way that a person’s voice might be function-
ally more similar to that of a younger or of an older speaker. In 
this regard, non-pathological perturbations, such as those of the 
psychological, physiological, neurological, behavioral or exter-
nal type, alter the voice qualities and difficult the establishment 
of limits between adult and elder speakers. Therefore, a regres-
sion procedure as the proposed in [20] might be considered to 
avoid troubles in the definition of age-group boundaries. 
Finally and in view of the results, the presented methodol-
ogy provides an effective way of distinguishing between adult 
and elder speakers in normal and pathological voices. The fu-
sion of vowels increased classification performance in both sex-
dependent and sex-independent detection. Since no clear con-
clusions whether or not including information about the sex of 
the speaker influence the age recognition task, more experimen-
tation is necessary to gain understanding in the topic. Similarly, 
a study considering the age estimation as a regression problem 
and a deeper investigation on how to define the limits between 
adult and elder speakers are of interest. In addition, the present 
study has been confined to using sustained vowels as acoustic 
material. However, the literature reports high accuracy rates in 
age detection when using continuous speech. In this context, 
features based on prosody (such as speech rate) might also be 
considered in the detection task. However, the study of method-
ologies using such acoustic material remain as future work. 
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