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LOWER BOUNDS FOR THE VARIANCE OF SEQUENCES IN
ARITHMETIC PROGRESSIONS: PRIMES AND DIVISOR FUNCTIONS
ADAM J HARPER AND KANNAN SOUNDARARAJAN
Abstract. We develop a general method for lower bounding the variance of sequences in
arithmetic progressions mod q, summed over all q ≤ Q, building on previous work of Liu,
Perelli, Hooley, and others. The proofs lower bound the variance by the minor arc contri-
bution in the circle method, which we lower bound by comparing with suitable auxiliary
exponential sums that are easier to understand.
As an application, we prove a lower bound of (1 − ǫ)QN log(Q2/N) for the variance of
the von Mangoldt function (Λ(n))Nn=1, on the range
√
N(logN)C ≤ Q ≤ N . Previously
such a result was only available assuming the Riemann Hypothesis. We also prove a lower
bound ≫k,δ QN(logN)k2−1 for the variance of the divisor functions dk(n), valid on the
range N1/2+δ ≤ Q ≤ N , for any natural number k ≥ 2.
1. Introduction
Suppose we are given a sequence A = (an)Nn=1 which we expect to be evenly distributed in
arithmetic progressions: precisely, we expect that for an arithmetic progression a (mod q)
with (a, q) = h, we have ∑
n≤N
n≡a (mod q)
an ≈ 1
φ(q/h)
∑
n≤N
(n,q)=h
an.
For example the sequences an = Λ(n) and an = dk(n) (the k-divisor function, for any natural
number k) are expected to satisfy the above property in wide ranges of q relative to N . For
such a sequence an, we study here the variance
(1) V (q;A) :=
∑
h|q
∑
a (mod q)
(a,q)=h
∣∣∣ ∑
n≡a (mod q)
an − 1
φ(q/h)
∑
(n,q)=h
an
∣∣∣2,
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and more specifically the quantity
(2) V (A, Q) :=
∑
q≤Q
V (q;A).
In the range N
1
2 ≤ Q ≤ N , we shall describe a general method to obtain a lower bound for
the variance V (A, Q), and highlight the consequences for primes and divisor functions.
Theorem 1. Let ǫ > 0 be given, and let N be large enough in terms of ǫ, and let Q be in
the range
√
N ≤ Q ≤ N . There exists an absolute constant C such that∑
q≤Q
∑
a (mod q)
(a,q)=1
(
ψ(N ; q, a)− ψq(N)
φ(q)
)2
≥ (1− ǫ)QN
(
log
Q2
N
− C log logN
)
,
where
ψ(N ; q, a) :=
∑
n≤N
n≡a (mod q)
Λ(n), and ψq(N) :=
∑
n≤N
(n,q)=1
Λ(n).
Theorem 1 continues a long line of investigations connected with the Barban–Davenport–
Halberstam theorem, which established an upper bound O(QN logN) for the variance in
Theorem 1 in the range N ≥ Q ≥ N(logN)−A for any fixed A. The upper bound was
refined by Montgomery [22] to the asymptotic ∼ QN logQ in the same range of Q, and, on
the assumption of GRH, Hooley [11] established this asymptotic in the range Q ≥ N 12+ǫ.
In [6, 7], Friedlander and Goldston established bounds on the variance for individual q,∑
a (mod q)
(a,q)=1
(
ψ(N ; q, a)− ψq(N)
φ(q)
)2
,
in a limited range for q unconditionally, and in a wider range N2/3+ǫ ≤ q ≤ N conditional on
the Generalized Riemann Hypothesis. Unconditional (weaker) lower bounds for the variance
in Theorem 1 in restricted ranges were obtained by Liu [20,21] and Perelli [24], with further
refinements by Hooley [12–14]. In particular, the work of Perelli and the later papers [13,14]
of Hooley allow ranges of Q of the form x1−c ≤ Q ≤ x, for some small fixed c > 0. Building
on ideas of Friedlander and Goldston [6], Hooley [12] also gave another conditional proof of
the lower bound in Theorem 1, now requiring only that the Riemann zeta function have no
zeros with real part > 3/4. We should also mention that some of the previous literature
concentrates, not on the true variance in Theorem 1, but on the larger quantity∑
q≤Q
∑
a (mod q)
(a,q)=1
(
ψ(N ; q, a)− N
φ(q)
)2
.
Hooley [14] gave an unconditional lower bound for this quantity that is more or less the same
as in Theorem 1, essentially by exploiting the fact that if the Riemann zeta function did have
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zeros with large real part, these would give an additional positive contribution because of
the difference between N/φ(q) and the true average ψq(N)/φ(q).
Theorem 2. Let k ≥ 2 be a natural number. Define
Vk(q) = Vk(q;N) :=
∑
h|q
∑
a (mod q)
(a,q)=h
( ∑
n≤N
n≡a (mod q)
dk(n)− 1
φ(q/h)
∑
n≤N
(n,q)=h
dk(n)
)2
.
Let δ > 0 be a real number. If N is large enough in terms of δ, then uniformly in the range
N
1
2
+δ ≤ Q ≤ N we have ∑
q≤Q
Vk(q)≫k,δ QN(logN)k2−1.
The equidistribution of divisor functions in arithmetic progressions has been extensively
studied; for example, in the case of d3(n) there has been important progress on obtaining
equidistribution in an individual arithmetic progression for large moduli, see [5,8,10], and for
the standard divisor function d2(n) such results were obtained in unpublished work of Hooley
and Selberg, using Weil’s bound for Kloosterman sums. The variance of the divisor function
d2 in arithmetic progressions (mod q) has been studied by Motohashi [23], Blomer [1], and
Lau and Zhao [17], and in [17] an asymptotic for this variance is obtained for individual q with
N
1
2
+ǫ < q ≤ N1−ǫ. For larger k, the finer study of the variance of the k-divisor function in
short intervals and arithmetic progressions has recently been initiated by Keating, Rodgers,
Roditty-Gershon and Rudnick [15]. In particular, the work of [15] suggests the conjecture
that ∑
q≤Q
Vk(q) ∼ akQN(logQ)k2−1γk
( logN
logQ
)
,
for a suitable positive constant ak, and a complicated “piecewise-polynomial” function γk(x):
for each interval x ∈ [ℓ, ℓ + 1) (with ℓ = 0, . . ., k − 1) the function γk(x) is given by a
polynomial in x of degree k2 − 1. We remark that a closely related piecewise polynomial
arose in the work of Conrey and Gonek [2] when they were formulating conjectures for
the eighth moment of ζ(1
2
+ it). Work in progress of Rodgers and the second author [25]
establishes a version of this conjecture when k = 3 and N
1
2
+ǫ ≤ Q ≤ N1−ǫ, and for larger k
in a narrow range of values of Q sufficiently close to N . Theorem 2 adds to this literature
by obtaining a lower bound of the right order of magnitude in the range N
1
2
+δ < Q ≤ N ;
in view of the results mentioned above, Theorem 2 is of interest for k ≥ 4. For other recent
results related to the distribution of divisor functions (and other related functions like Hecke
eigenvalues) in short intervals and progressions, see [4, 16, 18, 19].
We now outline the proofs of our theorems, starting with a general sequence A as in (1)
and (2). Define the associated exponential sum
(3) A(α) :=
∑
n≤N
ane(nα),
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where as usual e(θ) := e2πiθ. We also recall that the Ramanujan sum is given by
(4) cq(n) =
∑
(a,q)=1
e(an/q) =
µ(q/(q, n))φ(q)
φ(q/(q, n))
.
We will first establish a general inequality connecting the variance V (A, Q) with the integral
over “minor arcs” of |A(α)|2.
Proposition 1. Let N be large, let K ≥ 5 be a parameter, and let Q0 and K
√
N logN ≤
Q ≤ N be such that
(5)
N logN
Q
≤ Q0 ≤ Q
K2
.
Let M = M(Q0, Q;K) denote the major arcs, consisting of those α ∈ R/Z having an
approximation |α − a/q| ≤ K/(qQ) with q ≤ KQ0 and (a, q) = 1. Let m, the minor arcs,
denote the complement of the major arcs in R/Z. Then∑
Q0<q≤Q
V (q;A) ≥ Q
(
1 +O
( logK
K
))∫
m
|A(α)|2 +O
(NK
Q0
∑
n≤N
|an|2
)
−
∑
q≤Q
1
q
∑
d|q
d>Q0
1
φ(d)
∣∣∣∑
n
ancd(n)
∣∣∣2.
Proposition 1, and especially Proposition 4 below which forms the main step in its proof,
generalises and simplifies the argument in section 4 of Hooley [14]. The idea of a connec-
tion between the variance in arithmetic progressions and the minor arc contribution in the
circle method is widespread, and as Hooley notes both Liu [20, 21] and Perelli [24] used it
as well. However, the latter arguments relied on the connection between character sums
and exponential sums (similarly as in the usual deductions of the multiplicative large sieve
inequality), which can only be made to work (straightforwardly) when an = Λ(n) or for
other sequences without small prime factors. In contrast, the proof of Proposition 1 avoids
Dirichlet characters and develops Hooley’s approach, connecting the variance of (an)
N
n=1 in
arithmetic progressions with the variance of the exponential sums A(a/q). By positivity
of the variance one can discard the major arc contribution to the latter (which we would
anyway probably expect to be small), leaving only a minor arc contribution and some terms
involving Ramanujan sums cd(n) with d fairly large.
For sequences such as the primes and divisor functions, the contribution of the sums in-
volving the Ramanujan sum in Proposition 1 may be shown to be negligible, and it then
remains to bound from below the minor arc contribution. To do this, our idea is to intro-
duce another sequence (a˜n)
N
n=1 that suitably approximates an, and such that the associated
exponential sum
(6) A˜(α) =
∑
n≤N
a˜ne(nα)
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is more easily understood. Then by Cauchy–Schwarz we have
(7)
∫
m
|A(α)|2dα ≥
∣∣∣ ∫
m
A(α)A˜(α)dα
∣∣∣2(∫
m
|A˜(α)|2dα
)−1
.
Since
∫
m
=
∫ 1
0
− ∫
M
, by Parseval’s identity we get
(8)
∫
m
A(α)A˜(α)dα =
∑
n
ana˜n −
∫
M
A(α)A˜(α)dα,
and
(9)
∫
m
|A˜(α)|2dα =
∑
n
|a˜n|2 −
∫
M
|A˜(α)|2dα.
These observations reduce our problem to evaluating integrals over the major arcs.
To proceed further, we must specify more precisely the auxiliary sequence a˜n. Below it is
convenient to pick a smooth function Φ, compactly supported in [0, 1] with 0 ≤ Φ(t) ≤ 1 for
all 0 ≤ t ≤ 1 and with ∫ 1
0
Φ(t)dt ≥ 1− ǫ, for some small ǫ > 0. Thus Φ may be viewed as a
smooth approximation (from below) to the indicator function of the interval [0, 1]. We may
clearly choose Φ in such a way that for any A > 0 we have
(10) |Φˆ(ξ)| ≪ǫ,A (1 + |ξ|)−A,
where Φˆ(ξ) =
∫∞
−∞
Φ(t)e(−ξt)dt denotes the Fourier transform. For such a choice of Φ, we
take
(11) a˜n :=
∑
r|n
r≤R
brΦ(n/N),
for a suitable choice of br, and R. Let
(12) B := max
r≤R
|br|.
The motivation for the above construction is that on the major arc around a/q, one expects
the behaviour of an exponential sum to be dictated by the distribution of the coefficients mod
q. If the coefficients are a short divisor sum then one only has to understand the distribution
of integers in intervals mod q. The presence of the smoothing Φ further helps to kill off all
error terms, and ultimately to increase the permitted range of Q in our Theorems.
Proposition 2. Keep notations as above, and assume that KQ0 < R ≤ Q/(2K). Then∫
M
A(α)A˜(α)dα = N
∑
q≤KQ0
∫ K
qQ
− K
qQ
(∑
n≤N
ancq(n)e(nβ)
)(∑
r≤R
q|r
br
r
)
Φˆ(βN)dβ
+O
(K√Q0√
Q
BR(logN)
(∑
n≤N
|an|2
) 1
2
)
,
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and∫
M
|A˜(α)|2dα = N
∑
q≤KQ0
φ(q)
∣∣∣∑
r≤R
q|r
br
r
∣∣∣2(∫ 1
0
Φ(t)2dt+O
(
min
(
1,
qQ
KN
)))
+O(B2RKQ0(logN)
2) +O
(K√Q0√
Q
BR(logN)
(∑
n≤N
|a˜n|2
) 1
2
)
.
It is the introduction of the auxiliary sums A˜(α) that allows us to obtain a wide range of Q
in Theorems 1 and 2. In the previous literature the arguments proceeded directly with A(α)
(although they sometimes introduced auxiliary functions like a˜n in other contexts), which
required a much more involved analysis and limited the range of Q. In the case of the primes,
for example, previous arguments could involve information about zeros of L-functions at the
depth of the log-free zero-density arguments of Linnik and Gallagher.
Given Proposition 2, the deduction of our theorem about primes is relatively straightfor-
ward because (n, q) = 1 for almost all prime (or prime power) values of n, so the Ramanujan
sum cq(n) takes the value µ(q) for almost all such values. Performing the calculations to
deduce Theorem 2 is much less straightforward, but we carry this out fully in Section 8,
particularly Section 8.1.
Given the difficulty of this situation, we also provide an alternative approach to bounding
the minor arc contribution in Proposition 1, and complete the proof of Theorem 2 using this
approach in Section 8.2. Note that the Cauchy–Schwarz inequality (7) really gives
(13)
∫
m
|A(α)|2dα ≥
(∫
m
|A(α)A˜(α)|dα
)2(∫
m
|A˜(α)|2dα
)−1
,
so that one really needs only a lower bound for
∫
m
|A(α)A˜(α)|dα, which is potentially a
simpler problem thanks to the absolute values on the inside.
Proposition 3. Keep notations as above, and assume that KQ0 ≤ R ≤
√
N . Suppose now
that |an| ≪ǫ N ǫ for any ǫ > 0. Then∫
m
|A(α)A˜(α)|dα ≥
∑
KQ0<q≤R
∣∣∣∑
r≤R
q|r
br
r
∣∣∣∣∣∣∑
n≤N
ancq(n)Φ
( n
N
)∣∣∣ +Oǫ(BRN 12+ǫ).
2. Connecting the variance to exponential sums
To study the variance V (q;A) of the sequence A, it turns out to be helpful to consider the
variance of the exponential sums A(a/q) over all reduced residue classes a (mod q). Since∑
(a,q)=1A(a/q) =
∑
n≤N ancq(n), we may define this variance by setting
(14) H(q;A) :=
∑
(a,q)=1
∣∣∣A(a/q)− 1
φ(q)
∑
n
ancq(n)
∣∣∣2 = ∑
(a,q)=1
|A(a/q)|2− 1
φ(q)
∣∣∣∑
n
ancq(n)
∣∣∣2.
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Proposition 4. With the above notation we have
H(q;A) =
∑
d|q
dV (d;A)µ(q/d),
or equivalently
qV (q;A) =
∑
d|q
H(d;A).
The key to the proof of this proposition is the following identity for Ramanujan sums.
Lemma 1. For any two integers m and n we have
∑
d|q
1
φ(d)
cd(m)cd(n) =
{
0 if (m, q) 6= (n, q)
q/φ(q/h) if (m, q) = (n, q) = h.
Proof. Both sides of the claimed identity are multiplicative functions of q (for fixed m and
n). Thus it suffices to check the identity at prime powers q = pk. Assume without loss of
generality that (m, pk) = pa and (n, pk) = pb with k ≥ a ≥ b. If a > b then the left hand
side is
b∑
ℓ=0
1
φ(pℓ)
φ(pℓ)2 +
1
φ(pb+1)
φ(pb+1)
µ(p)φ(pb+1)
φ(p)
= pb − pb = 0,
as required. If now a = b and k = a we get
k∑
ℓ=0
1
φ(pℓ)
φ(pℓ)2 = pk,
again matching the right hand side. Finally if a = b and k > a then we get
a∑
ℓ=0
1
φ(pℓ)
φ(pℓ)2 +
1
φ(pa+1)
µ(p)2φ(pa+1)2
φ(p)2
= pa +
pa
(p− 1) =
pa+1
p− 1 ,
which again matches our right hand side. 
Proof of Proposition 4. We prove the second of the two equivalent formulae stated there.
First we expand out the inner sum in (1) to obtain∑
a (mod q)
(a,q)=h
( ∑
m,n≡a (mod q)
aman−2
∑
n≡a (mod q)
an
( 1
φ(q/h)
∑
(n,q)=h
an
)
+
1
φ(q/h)2
∣∣∣ ∑
(n,q)=h
an
∣∣∣2)
=
∑
m≡n (mod q)
(n,q)=h
aman − 1
φ(q/h)
∣∣∣ ∑
(n,q)=h
an
∣∣∣2.
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Summing this over h|q, we find that
(15) qV (q;A) = q
∑
m≡n (mod q)
aman − q
∑
h|q
1
φ(q/h)
∣∣∣ ∑
(n,q)=h
an
∣∣∣2.
On the other hand note that, by the definition (14),
H(d;A) =
∑
(a,d)=1
∑
m,n
amane(a(m− n)/d)− 1
φ(d)
∣∣∣∑
n
ancd(n)
∣∣∣2.
Sum this over all divisors d of q. The first term above contributes∑
d|q
∑
m,n
amancd(m− n) = q
∑
m≡n (mod q)
aman,
which matches the first term in the right hand side of (15). Appealing to Lemma 1, the
second term above contributes
−
∑
d|q
1
φ(d)
∑
m,n
amancd(m)cd(n) = −
∑
m,n
(m,q)=(n,q)
aman
q
φ(q/(q,m))
,
matching the second term in the right hand side of (15). This completes the proof. 
We shall actually make use of the following corollary to Proposition 4, which follows upon
noting that H(d;A) is non-negative.
Corollary 1. For any parameter Q0, we have
qV (q;A) ≥
∑
a (mod q)
q/(a,q)>Q0
|A(a/q)|2 −
∑
d|q
d>Q0
1
φ(d)
∣∣∣∑
n
ancd(n)
∣∣∣2.
3. Bounding exponential sums by minor arcs: Proof of Proposition 1
Throughout this section we keep in mind the notation in Proposition 1. Thus recall that
K ≥ 5, that K√N logN ≤ Q ≤ N and that N(logN)/Q ≤ Q0 ≤ Q/K2, and recall also
the definitions of the major arcs M and minor arcs m. We begin with a general lemma on
Diophantine approximation.
Lemma 2. Define
f(α) :=
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
|α−a/q|≤K/(Q0Q)
1.
If |α− a0/q0| ≤ K/(q0Q) for some KQ0 ≤ q0 ≤ Q/K and (a0, q0) = 1, then
f(α) ≥ 2K
Q0
(
1− 5
K
− logK
K
)
.
In particular, the lower bound above for f(α) holds for all α ∈ m.
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Proof. Suppose that |α − a0/q0| ≤ K/(q0Q) with (a0, q0) = 1 and KQ0 ≤ q0 ≤ Q/K. We
will construct pairs (a, q) that give a contribution to the sums in f(α). Let q = ℓq0 + b
where 0 ≤ b < q0 and Q/(Kq0) ≤ ℓ ≤ (Q/q0 − 1). Consider only those values b such that
‖ba0/q0‖ ≤ ℓq0(K − 1)/(Q0Q). For a given ℓ, note that the number of permitted choices for
b is at least
2ℓq20
K − 1
Q0Q
− 1 ≥ 2ℓq20
(K − 2)
Q0Q
.
Given such a choice of b and q, select a such that |a/q−a0/q0| = 1q |a−a0l− a0b0q0 | = 1q‖ba0/q0‖.
Then note that∣∣∣α− a
q
∣∣∣ ≤ ∣∣∣a0
q0
− a
q
∣∣∣ + K
q0Q
≤ ‖ba0/q0‖
ℓq0
+
K
q0Q
≤ K − 1
Q0Q
+
K
q0Q
≤ K
Q0Q
.
Moreover, for such a choice of b (and hence for a), if we write a/q = a′/q′ with (a′, q′) = 1
then, if we don’t already have a′/q′ = a0/q0, we have
1
q0q′
≤
∣∣∣a0
q0
− a
′
q′
∣∣∣ = ∣∣∣a0
q0
− a
q
∣∣∣ = 1
q
‖ba0/q0‖ ≤ K − 1
Q0Q
,
and it follows that q′ ≥ Q0Q/((K − 1)q0) ≥ Q0. Thus a/q is an admissible fraction counted
in the definition of f(α).
Therefore
f(α) ≥
∑
Q/(Kq0)≤ℓ≤(Q/q0−1)
1
(ℓ+ 1)q0
(
2ℓq20
K − 2
Q0Q
)
≥ 2q0K − 2
Q0Q
(Q
q0
− Q
Kq0
− 2− logK
)
,
and the stated lower bound follows upon noting that Q/q0 ≥ K.
Finally, note that every α has a Diophantine approximation |α − a0/q0| ≤ K/(q0Q) with
q0 ≤ Q/K and (a0, q0) = 1, and if α ∈ m then by definition we must have q0 > KQ0 and so
the bound just derived applies. 
We now turn to the proof of Proposition 1. Applying Corollary 1 to lower bound all the
terms V (q;A), we see that it is enough to establish that
(16)
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
|A(a/q)|2 ≥ Q
(
1− 5 + logK
K
)∫
m
|A(α)|2dα +O
(NK
Q0
∑
n≤N
|an|2
)
.
Let f(α) be defined as in Lemma 2, so that
2K
Q0
(
1− 5
K
− logK
K
)∫
m
|A(α)|2dα ≤
∫ 1
0
f(α)|A(α)|2dα
=
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
∫ K
Q0Q
− K
Q0Q
∣∣∣A(a
q
+ β
)∣∣∣2dβ.(17)
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Now note that
|A(a/q + β)|2 = |A(a/q)|2 +O
(
(|A(a/q)|+ |A(a/q + β)|)|A(a/q + β)−A(a/q)|
)
,
and so the quantity in (17) equals
(18)
2K
Q0Q
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
|A(a/q)|2 + E,
say, where, by using Cauchy–Schwarz, E ≪ √E1E2 with
E1 =
∫ K
Q0Q
− K
Q0Q
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
(
|A(a/q)|2 + |A(a/q + β)|2
)
dβ,
and
E2 =
∫ K
Q0Q
− K
Q0Q
∑
Q0<q≤Q
1
q
∑
a (mod q)
q/(a,q)>Q0
∣∣∣A(a/q + β)−A(a/q)∣∣∣2dβ.
We now use the large sieve (see for example Chapter 27 of [3]) to bound E1 and E2 (this
being the standard approach for comparing the sum of |A(·)|2 at discrete points with the
integral around the whole circle). Write a/q as a reduced fraction b/r. Since r = q/(a, q) we
then have Q0 < r ≤ Q, and for each such r note that
∑
Q0<q≤Q,r|q
1/q ≪ (1 + log(Q/r))/r.
Thus
E1 ≪
∫ K
Q0Q
− K
Q0Q
∑
Q0<r≤Q
1
r
(
log
Q
r
+ 1
) ∑
(b,r)=1
(
|A(b/r + β)|2 + |A(b/r)|2
)
dβ,
and splitting the sum over r into dyadic intervals and using the large sieve, we obtain that
E1 ≪ K
Q0Q
( N
Q0
(
1 + log
Q
Q0
)
+Q
)∑
n
|an|2 ≪ K
Q0
∑
n
|an|2.
By writing A(a/q + β) − A(a/q) = ∑n≤N an(e(nβ) − 1)e(na/q) and using the large sieve,
we find that
E2 ≪ K
Q0
max
|β|≤K/(Q0Q)
∑
n
|an|2|e(nβ)− 1|2 ≪ K
Q0
(NK
Q0Q
)2∑
n
|an|2.
Using these estimates in (17) and (18), we obtain the desired estimate (16), and thus Propo-
sition 1 follows. 
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4. Evaluating exponential sums on major arcs: Proof of Proposition 2
Throughout we keep in mind the notation of Proposition 2, and in particular (6) through
(12).
Lemma 3. Suppose that α = a/q + β with |β| ≤ 1/(2qR), q ≤ R and (a, q) = 1. Then we
have
A˜(α) = NΦˆ(−Nβ)
∑
r≤R
q|r
br
r
+O(BR logN).
Note that the first term here is independent of the value of a.
Proof. Using the Poisson summation formula, we see that
A˜(α) =
∑
r≤R
br
∑
m
e(αmr)Φ
(mr
N
)
= N
∑
r≤R
br
r
∑
k
Φˆ
(N
r
(k − rα)
)
.
Consider first the contribution of terms with q ∤ r. If k is the nearest integer to rα then
|k−rα| = ‖rα‖ ≥ ‖ra/q‖−‖rβ‖ ≥ ‖ra/q‖−1/(2q) ≥ ‖ra/q‖/2. Therefore, using the decay
bound (10) with A = 1 (for the term closest to rα) and A = 2 (for all other terms),
∑
k
Φˆ
(N
r
(k − rα)
)
≪ r
N‖ar/q‖ +
r2
N2
≪ r
N‖ra/q‖ ,
and so the total contribution of the terms with q ∤ r is
≪ B
∑
r≤R
q∤r
1
‖ra/q‖ ≪ B
R
q
∑
1≤r≤q−1
q
r
≪ BR logN.
Now consider the terms with q|r. The nearest integer to rα is then ra/q, and so
∑
k
Φˆ
(N
r
(k − rα)
)
= Φˆ(−Nβ) +O
( ∑
k 6=ra/q
( r
N |k − rα|
)2)
= Φˆ(−Nβ) +O
( r2
N2
)
.
The lemma follows. 
Proof of Proposition 2. We begin with the first assertion. Let M(q) denote the union of the
major arcs around a/q for all (a, q) = 1, where we assume now that q ≤ KQ0 ≤ R. Apply
Lemma 3 to A˜(α), and consider first the contribution of the main term there to the integral
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over M(q). This equals
∑
(a,q)=1
∫ K
qQ
− K
qQ
(∑
n≤N
ane(na/q + nβ)
)(
NΦˆ(βN)
∑
r≤R
q|r
br
r
)
dβ
=N
∫ K
qQ
− K
qQ
(∑
n≤N
ancq(n)e(nβ)
)(∑
r≤R
q|r
br
r
)
Φˆ(βN)dβ,
and summing this over q ≤ KQ0 gives the main term of the Proposition.
Now consider the contribution of the remainder term in Lemma 3 to the integral over M.
By Cauchy–Schwarz, and since q ≤ KQ0 ≤ R, this is
≪ BR(logN)
∫
M
|A(α)|dα≪ BR(logN)|M| 12
(∫ 1
0
|A(α)|2dα
) 1
2
,
where |M| denotes the measure of the major arcs, which is ≪ K2Q0/Q. The first case now
follows by Parseval.
For our second integral, the same argument gives (with α = a/q + β)∫
M
|A˜(α)|2dα = N
∫
M
A˜(α)
(∑
r≤R
q|r
br
r
)
Φˆ(βN)dα +O
(K√Q0√
Q
BR(logN)
(∑
n≤N
|a˜n|2
) 1
2
)
.
Now we use Lemma 3 again to simplify the main term above. The main term from Lemma
3 leads to a term
N
∑
q≤KQ0
φ(q)
∣∣∣∑
r≤R
q|r
br
r
∣∣∣2(N ∫ KqQ
− K
qQ
|Φˆ(βN)|2dβ
)
= N
∑
q≤KQ0
φ(q)
∣∣∣∑
r≤R
q|r
br
r
∣∣∣2(∫ NKqQ
−NK
qQ
|Φˆ(u)|2du
)
,
and Parseval’s identity together with our decay estimate for Φˆ show this is equal to
N
∑
q≤KQ0
φ(q)
∣∣∣∑
r≤R
q|r
br
r
∣∣∣2(∫ 1
0
Φ(t)2dt+O
(
min
(
1,
qQ
KN
)))
,
as in the statement of the proposition. Again recalling our decay estimate for Φˆ, the error
term from Lemma 3 contributes
≪ NBR(logN)
∑
q≤KQ0
φ(q)
∑
r≤R
q|r
|br|
r
∫ K
qQ
− K
qQ
|Φˆ(βN)|dβ
≪ B2R(logN)
∑
q≤KQ0
φ(q) logN
q
≪ B2RKQ0(logN)2,
completing our proof. 
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We end this section by casting
∑
n ana˜n in (8) into a form similar to the main term of
our first formula in Proposition 2. This will be useful when executing one of our proofs of
Theorem 2, see Section 8.1.
Lemma 4. With notations as above,∑
n
ana˜n =
∑
q≤R
(∑
r≤R
q|r
br
r
)∑
n
ancq(n)Φ
( n
N
)
.
Proof. Note that
∑
q|r cq(n) equals r if r|n, and 0 if r ∤ n. Therefore∑
n
ana˜n =
∑
n
anΦ
( n
N
)∑
r≤R
r|n
br =
∑
n
anΦ
( n
N
)∑
r≤R
br
r
∑
q|r
cq(n),
and the result follows upon rearranging sums. 
5. Proof of Proposition 3
For KQ0 < q ≤ R(≤
√
N ≤ Q/(2K)) and 1 ≤ a ≤ q − 1 with (a, q) = 1, note that the
intervals (a
q
− 1
2qR
, a
q
+ 1
2qR
) are all disjoint, and do not overlap with any major arc. Thus
these intervals are all contained in the minor arcs, and therefore
(19)
∫
m
|A(α)A˜(α)|dα ≥
∑
KQ0<q≤R
∑
a (mod q)
(a,q)=1
∫ 1
2qR
− 1
2qR
|A(a/q + β)A˜(a/q + β)|dβ.
Now we use Lemma 3 to evaluate A˜(a/q + β). The remainder term arising from that Lemma
contributes, using Cauchy–Schwarz and Parseval,
≪ BR logN
( ∑
KQ0<q≤R
∑
a (mod q)
(a,q)=1
∫ 1
2qR
− 1
2qR
dβ
) 1
2
( ∫ 1
0
|A(α)|2dα
) 1
2 ≪ BR(logN)
(∑
n≤N
|an|2
) 1
2
.
Since |an| ≪ǫ N ǫ by assumption, this is ≪ǫ BRN 12+ǫ.
Using the triangle inequality, the main term from Lemma 3 contributes to the right side
of (19) an amount
(20) ≥ N
∑
KQ0<q≤R
∣∣∣∑
r≤R
q|r
br
r
∫ K
2qR
− K
2qR
Φˆ(Nβ)
∑
n≤N
ane(nβ)
∑
a (mod q)
(a,q)=1
e(an/q)dβ
∣∣∣.
Now note that∫ 1
2qR
− 1
2qR
Φˆ(Nβ)e(nβ)dβ =
1
N
∫ N
2qR
− N
2qR
Φˆ(u)e(nu/N)du =
1
N
(
Φ
( n
N
)
+O
(
min
(
1,
qR
N
)))
.
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The main term above, when inserted in (20) leads to the main term of our proposition. The
remainder term above contributes to (20) an amount
≪
∑
KQ0<q≤R
B logN
q
min
(
1,
qR
N
)∑
n≤N
|ancq(n)| = BR logN
N
∑
KQ0<q≤R
∑
n≤N
|an||(q, n)| ≪ǫ BR2N ǫ,
and so Proposition 3 follows.
6. The case of primes: Proof of Theorem 1
We apply our previous work taking an = Λ(n) for n ≤ N . We shall take K = (logN)2,
and Q0 = N(logN)
10/Q, and we shall also assume that
√
N(logN)100 ≤ Q ≤ N . Put also
ψ(N ;α) :=
∑
n≤N Λ(n)e(nα).
Preparation. Note that in this setting, with ψq(N) =
∑
n≤N,(n,q)=1Λ(n), the variance (1)
in progressions (mod q) is
V (q;A) =
∑
a (mod q)
(a,q)=1
(
ψ(N ; q, a)− ψq(N)
φ(q)
)2
+O((logN)2).
In other words, it makes little difference if we only keep the term h = 1 in the outer sum in
(1).
Applying Proposition 1. Since, for d ≤ N ,∑
n≤N
Λ(n)cd(n) ≤
∑
n≤N
Λ(n)(d, n)≪ N +
∑
pk||d
pk logN ≪ N logN,
we find that∑
q≤Q
1
q
∑
d|q
d>Q0
1
φ(d)
∣∣∣∑
n≤N
Λ(n)cd(n)
∣∣∣2 ≪∑
q≤Q
1
q
∑
d|q
d>Q0
N2(logN)2
φ(d)
≪
∑
Q0<d≤Q
N2(logN)2
φ(d)
logN
d
≪ N
2(logN)3
Q0
≪ QN.
Using the simple estimate
∑
n≤N Λ(n)
2 ≪ N logN , and appealing to Proposition 1, we
obtain ∑
Q0<q≤Q
∑
a (mod q)
(a,q)=1
(
ψ(N ; q, a)− ψq(N)
φ(q)
)2
≥ Q
∫
m
|ψ(N ;α)|2dα+O(NQ).(21)
Applying Proposition 2. To estimate the integral over the minor arcs, we use our work
leading up to Proposition 2. With R = Q/(logN)20, we take the usual sieve-type weights
br =
{
µ(r) log(R/r) if r ≤ R
0 if r > R.
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Note that, in the notation of (12), we have B = logR. Set
Λ˜(n) :=
∑
r|n
r≤R
brΦ
( n
N
)
, and ψ˜(N ;α) :=
∑
n≤N
Λ˜(n)e(nα).
Note that, using the prime number theorem and summation/integration by parts,
∑
n≤N
Λ(n)Λ˜(n) =
∑
p≤N
(log p)(logR)Φ
( p
N
)
+O(R logR) +O(N
1
2
+ǫ)
= N logR
∫ 1
0
Φ(t)dt+O(N).(22)
Further, by the main Theorem of Graham [9] and partial summation, we get
(23)
∑
n≤N
Λ˜(n)2 =
∑
n≤N
(∑
r|n
r≤R
µ(r) log(R/r)
)2
Φ
( n
N
)2
= N logR
∫ 1
0
Φ(t)2dt+O(N).
We will also use the following asymptotic (valid for q ≤ R, for any δ > 0, and with some
c > 0):
(24)
∑
r≤R
q|r
br
r
=
∑
r≤R
q|r
µ(r)
r
log
R
r
=
µ(q)
φ(q)
+O
(1
q
exp(−c
√
logR/q)
∏
p|q
(
1 +O
( 1
p1−δ
)))
.
This follows by a standard argument, writing (we may clearly assume that q is square-free)
∑
r≤R
q|r
µ(r)
r
log
R
r
=
µ(q)
q
∑
r≤R/q
(r,q)=1
µ(r)
r
log(R/rq)
=
µ(q)
q
1
2πi
∫ c+i∞
c−i∞
1
ζ(s+ 1)
∏
p|q
(
1− 1
ps+1
)−1(R
q
)sds
s2
,
and then shifting contours appropriately, staying within the classical zero-free region for ζ(s).
We wish to evaluate the sum in the first part of Proposition 2; suppose that q ≤ KQ0 ≤√
N , as in Proposition 2. Using
∫ K
qQ
− K
qQ
Φˆ(βN)e(nβ)dβ =
1
N
∫ NK
qQ
−NK
qQ
Φˆ(u)e(nu/N)du =
1
N
(
Φ
( n
N
)
+O
(
min
(
1,
qQ
KN
)))
,
16 ADAM J HARPER AND KANNAN SOUNDARARAJAN
and that∑
n≤N
Λ(n)cq(n)
(
Φ
( n
N
)
+O
(
min
(
1,
qQ
KN
)))
= µ(q)
∑
n≤N
Λ(n)
(
Φ
( n
N
)
+O
(
min
(
1,
qQ
KN
)))
+O
(∑
pk||q
pk logN
)
= µ(q)N
∫ 1
0
Φ(t)dt +O
( N
(logN)10
+min
(
N,
qQ
K
))
,
we conclude that∫ K
qQ
− K
qQ
∑
n≤N
Λ(n)cq(n)e(nβ)Φˆ(Nβ)dβ = µ(q)
∫ 1
0
Φ(t)dt +O
( 1
(logN)10
+min
(
1,
qQ
KN
))
.
Using this together with Proposition 2 and (24) we obtain, with a small calculation,∫
M
ψ(N ;α)ψ˜(N ;−α)dα = N
∑
q≤KQ0
µ(q)2
φ(q)
∫ 1
0
Φ(t)dt+O
(
N +N
∑
q≤KQ0
1
φ(q)
min
(
1,
qQ
KN
))
= N
∑
q≤KQ0
µ(q)2
φ(q)
∫ 1
0
Φ(t)dt+O(N log logN)
= N
( ∫ 1
0
Φ(t)dt
)(
log(KQ0) +O(log logN)
)
.
Taking the difference between this and (22) we conclude that
(25)
∣∣∣ ∫
m
ψ(N ;α)ψ˜(N ;−α)dα
∣∣∣ = N(∫ 1
0
Φ(t)dt
)(
log
R
KQ0
+O(log logN)
)
.
Using the second part of Proposition 2 and (24), we similarly get that∫
M
|ψ˜(N ;α)|2dα = N
(∫ 1
0
Φ(t)2dt
)
log(KQ0) +O(N log logN).
Thus, using (23), we conclude that
(26)
∫
m
|ψ˜(N ;α)|2dα = N
( ∫ 1
0
Φ(t)2dt
)(
log
R
KQ0
+O(log logN)
)
.
Conclusion. Combining (25) and (26) with Cauchy–Schwarz (as in (7)), and recalling our
choice of Φ(t) as a smooth approximation from below to the indicator function of [0, 1], we
obtain ∫
m
|ψ(N ;α)|2dα ≥ N(1 +O(ǫ))
(
log
R
KQ0
+O(log logN)
)
,
which when used with (21) (and the choices of R,K,Q0) yields the theorem.
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7. Estimates for divisor sums
In this section we collect together various estimates for averages of divisor functions, which
we will need for our proof of Theorem 2. Since the proofs of these facts are largely rou-
tine applications of contour integration, we will content ourselves with sketching the proofs
quickly.
Proposition 5. Given a natural number q, define
Fq(s) :=
∏
pa‖q
a≥1
(
1− 1
ps
)k(
− dk(p
a−1)
p(a−1)(s−1)
+ φ(pa)
∑
b≥a
dk(p
b)
pbs
)
.
Then Fq(s) converges absolutely for Re(s) > 0, and in the region Re(s) > 1 we have
∞∑
n=1
dk(n)cq(n)
ns
= ζ(s)kFq(s).
Uniformly for q ≤ N we have
∑
n≤N
dk(n)cq(n) = Res
s=1
(
ζ(s)kFq(s)
N s
s
)
+Ok,ǫ
(
N1+ǫ
( q
N
) 2
k+2
)
.
Proof. The first assertion follows upon using (4) and computing Euler products. The second
assertion follows by a standard contour shift argument, starting with a quantitative Perron
formula ∑
n≤N
dk(n)cq(n) =
1
2πi
∫ 1+1/ logN+iT
1+1/ logN−iT
ζ(s)kFq(s)N
sds
s
+Ok,ǫ
(
qN ǫ +
N1+ǫ
T
)
,
and then moving the line of integration to the line segment from ǫ− iT to ǫ+ iT . The pole at
s = 1 gives the stated main term. Using the convexity bound |ζ(s)|k ≪ (1+ |s|)k(1−σ)/2+ǫ and
the easy bound |Fq(s)| ≪ q(1−σ)+ǫ, we can bound the other integrals producing an additional
error term Ok,ǫ(N
ǫqT k/2). Finally choosing T = (N/q)
2
k+2 , the proposition follows. 
Proposition 6. Given a natural number q, and a natural number k, define
Gq(s) :=
∏
pa‖q
(
1− 1
ps
)k−1 ∞∑
b=a
dk−1(p
b)
pbs
=
1
qs
∏
pa‖q
(
1− 1
ps
)k−1 ∞∑
b=a
dk−1(p
b)
p(b−a)s
.
Then Gq(s) converges absolutely in the region Re(s) > 0, and in the region Re(s) > 1 we
have ∑
q|n
dk−1(n)
ns
= ζ(s)k−1Gq(s).
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Uniformly for q ≤ x we have∑
n≤x
q|n
dk−1(n)
n
= Res
s=0
(
ζ(s+ 1)k−1Gq(s+ 1)
xs
s
)
+Ok,ǫ
(xǫ
q
( q
x
) 2
k+1
)
.
The error term above may depend on k and ǫ, but is uniform in q.
Proof. This is proved similarly to Proposition 5, by comparing Euler products to establish
the stated identity, and then shifting contours. 
8. The case of divisor functions: proof of Theorem 2
Throughout we take K = (logN)10, and N
1
2
+δ ≤ Q ≤ N , and Q0 = N1+ǫ/Q for some small
ǫ > 0 depending on δ. Put also Dk(N ;α) :=
∑
n≤N dk(n)e(nα).
Applying Proposition 1. Proposition 5 may be used to show that
∑
n≤N dk(n)cd(n)≪ N1+ǫ
for all d ≤ N . (See Lemma 6 below for an example calculation of the residue in Proposition
5.) Hence∑
q≤Q
1
q
∑
d|q
d>Q0
1
φ(d)
∣∣∣∑
n≤N
dk(n)cd(n)
∣∣∣2 ≪ N2+ǫ ∑
Q0<d≤Q
1
φ(d)
∑
Q0<q≤Q
d|q
1
q
≪ N
2+ǫ
Q0
≤ QN,
and applying Proposition 1, we get
(27)
∑
Q0<q≤Q
Vk(q) ≥ Q(1 + o(1))
∫
m
|Dk(N ;α)|2dα +O(QN).
Preparations for Proposition 2. Now let R be a parameter with Q0N
ǫ ≤ R ≤ QN−ǫ, and
take br = dk−1(r) for r ≤ R and br = 0 for r > R. Set
d˜k(n) :=
∑
r|n
r≤R
dk−1(r)Φ
( n
N
)
, and D˜k(N ;α) :=
∑
n≤N
d˜k(n)e(nα).
Note that
(28)
∫
m
|D˜k(N ;α)|2dα ≤
∫ 1
0
|D˜k(N ;α)|2 =
∑
n
d˜k(n)
2 ≤
∑
n≤N
dk(n)
2 ∼ ckN(logN)k2−1,
where the final asymptotic is a routine calculation, and
ck =
1
(k2 − 1)!
∏
p
(
1− 1
p
)k2( ∞∑
a=0
dk(p
a)2
pa
)
.
We now give two ways to finish the proof of Theorem 2. Our first approach, carried out
in Section 8.1, establishes that for some choice of R in [Q0N
ǫ, QN−ǫ] we have
(29)
∣∣∣ ∫
m
Dk(N ;α)D˜k(N ;α)dα
∣∣∣≫k,δ N(logN)k2−1,
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so that combining (27) with (28) and (29) (together with Cauchy–Schwarz as in (7)) we
would deduce the theorem. The second approach, carried out in Section 8.2, establishes that
with R = N
1
2
− δ
2 one has
(30)
∫
m
|Dk(N ;α)D˜k(N ;α)|dα≫k,δ N(logN)k2−1,
which again by Cauchy–Schwarz (as in (13)) is enough to deduce the theorem.
8.1. Proof of Theorem 2: the first ending. We begin our proof of (29) by noting that,
using Proposition 2∫
M
Dk(N ;α)D˜k(N ;α)dα = N
∑
q≤KQ0
(∑
r≤R
q|r
dk−1(r)
r
)∑
n≤N
dk(n)cq(n)
∫ K
qQ
− K
qQ
e(nβ)Φˆ(βN)dβ
+O(N1+ǫR/Q).(31)
Lemma 5. We have∑
q≤KQ0
(∑
r≤R
q|r
dk−1(r)
r
)∑
n≤N
dk(n)cq(n)
∫ K
qQ
− K
qQ
e(nβ)Φˆ(βN)dβ
=
1
N
∑
q≤KQ0
(∑
r≤R
q|r
dk−1(r)
r
)∑
n≤N
dk(n)cq(n)Φ
( n
N
)
+O
(
(logN)k
2−2 log
Q0Q
N
)
.
Proof. Since
∫∞
−∞
e(nβ)Φˆ(βN)dβ = N−1Φ(n/N), it is sufficient to estimate
(32)
∑
q≤KQ0
(∑
r≤R
q|r
dk−1(r)
r
)∑
n≤N
dk(n)cq(n)
∫
|β|> K
qQ
e(nβ)Φˆ(βN)dβ.
Now, by partial summation and using Proposition 5 we may see (recalling here that q ≤
KQ0 ≤
√
N and k ≥ 2, so dk−1(q) ≥ d1(q) = 1) that∑
n≤N
dk(n)cq(n)e(nβ)≪ (1 +N |β|)dk−1(q)
∏
p|q
(
1 +Ok
(1
p
))
N(logN)k−1.
Using this, and the straightforward estimates∑
r≤R
q|r
dk−1(r)
r
≤ dk−1(q)
q
∑
s≤R/q
dk−1(s)
s
≪k dk−1(q)
q
(logR)k−1,
the quantity in (32) may be bounded by
≪ N(logN)k−1
∑
q≤KQ0
dk−1(q)
2
q
∏
p|q
(
1 +Ok
(1
p
))
(logR)k−1
∫
|β|> K
qQ
(1 + |β|N)|Φˆ(βN)|dβ,
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which is
≪ (logN)2k−2
∑
q≤KQ0
dk−1(q)
2
q
∏
p|q
(
1 +Ok
(1
p
))
min
(
1,
qQ
KN
)
≪k (logN)2k−2(logN)(k−1)2−1 log Q0Q
N
.

Now, as in (8),∫
m
Dk(N ;α)D˜k(N ;α)dα =
∑
n
dk(n)d˜k(n)−
∫
M
Dk(N ;α)D˜k(N ;α)dα,
and combining this with Lemma 4 and Lemma 5 and (31), we obtain (up to an error term
of O(N(logN)k
2−2 log(Q0Q/N)))
(33)
∫
m
Dk(N ;α)D˜k(N ;α)dα ∼
∑
KQ0<q≤R
(∑
r≤R
q|r
dk−1(r)
r
)∑
n≤N
dk(n)cq(n)Φ
( n
N
)
.
Notice here that log(Q0Q/N) = ǫ logN , so the error term will be small compared with
N(logN)k
2−1 provided we ultimately choose ǫ small enough. We may now use our work in
Propositions 5 and 6 to evaluate the sums over n and r above. Thus, with an error term of
at most o(N(logN)k
2−1), the right hand side of (33) equals
(34)
∑
KQ0<q≤R
(
Res
s=0
ζ(s+ 1)k−1Gq(s+ 1)
Rs
s
)(
Res
w=1
ζ(w)kFq(w)
(∫ 1
0
Φ(y)yw−1dy
)
Nw
)
.
In (34), we think of the residues over s and w as contour integrals over circles centered
around s = 0 and w = 1 with radius 1/ logN . With this range for s and w in mind, we
consider the sum over q, which we may itself write as a contour integral as (assuming R,KQ0
are not integers)
∑
KQ0<q≤R
Fq(w)Gq(s+ 1) =
1
2πi
∫
(c)
∞∑
q=1
Fq(w)Gq(s+ 1)
qz
Rz − (KQ0)z
z
dz,
where the integral is taken over the line Re(z) = c with c = 10/ logN , say. Now Fq(w)Gq(s+
1) is a multiplicative function of q, and a little calculation shows that in the p-factor in the
corresponding Euler product, the leading terms are 1 − (k−1)
pz+s+1
+ k(k−1)
pz+s+w
(the next terms all
involving a larger multiple of z + s + w, of s + 1, or of w in the exponent of p). So it turns
out that we may write
∞∑
q=1
Fq(w)Gq(s+ 1)
qz
=
ζ(s+ w + z)k(k−1)
ζ(s+ 1 + z)k−1
H(z; s, w),
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where (for any s, w in our small discs) H(z; s, w) is analytic in Re(z) > −1/2 + ǫ for any
ǫ > 0, and bounded in that region. Using this in (34) and moving the line of integration
over z to the left, we can write the quantity we need to compute in (34) (up to an acceptable
error o(N(logN)k
2−1)) as
Res
z=0
Res
s=0
Res
w=1
ζ(s+ 1)k−1ζ(w)k
ζ(s+ w + z)k(k−1)
ζ(s+ 1 + z)k−1
H(z; s, w)
(∫ 1
0
Φ(y)yw−1dy
)
× R
sNw(Rz − (KQ0)z)
sz
.
Now, in computing the residues above, we may replace terms ζ(u) for u near 1 by 1/(u− 1),
and also replace H(z; s, w) by H(0; 0, 1) and
∫ 1
0
Φ(y)yw−1dy by
∫ 1
0
Φ(y)dy. These changes
affect the residue above only to order N(logN)k
2−2. Thus, our desired main term is (also
replacing w by w + 1)
(35) NH(0; 0, 1)
(∫ 1
0
Φ(y)dy
)
Res
z=0
Res
s,w=0
1
sk−1wk
(s+ z)k−1
(s+ z + w)k(k−1)
RsNw(Rz − (KQ0)z)
sz
.
A straightforward calculation shows that
H(0; 0, 1) =
∏
p
(
1− 1
p
)k2( ∞∑
a=0
dk(p
a)2
pa
)
,
matching the natural Euler factor that arises in the asymptotic for
∑
n≤N dk(n)
2. Further∫ 1
0
Φ(y)dy = 1 +O(ǫ) by our choice of Φ. Finally, another straightforward calculation gives
that the residues in (35) equal
k−1∑
ℓ=0
k−1∑
j=0
(−k(k − 1)
ℓ
)(−(k − 1)2 − ℓ
j
)
(logN)k−1−ℓ
(k − 1− ℓ)!
(logR)k−1−j
(k − 1− j)!
× (logR)
(k−1)2+ℓ+j − (logKQ0)(k−1)2+ℓ+j
((k − 1)2 + ℓ+ j)! .(36)
In performing this calculation, it is helpful to write
1
(s+ z + w)k(k−1)
= (s+ z)−k(k−1)
(
1 +
∞∑
ℓ=1
(−k(k − 1)
ℓ
)( w
s+ z
)ℓ)
to compute first the residue in w, and then write
1
(s+ z)(k−1)2+ℓ
= z−(k−1)
2−ℓ
(
1 +
∞∑
j=1
(−(k − 1)2 − ℓ
j
)(s
z
)j)
to compute the residue in s, and then compute the residue in z as the final step.
At this stage, we have successfully evaluated our desired quantity (33). However, it is not
immediately clear that the quantity in (36), which is clearly≪k (logN)k2−1, cannot somehow
cancel out to zero. In our argument we have so far left R to be an unspecified non-integer
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value lying between Q0N
ǫ and QN−ǫ. We may expect that the expression in (36) is positive
and increasing in R in that range, so that the optimal choice for R would be QN−ǫ. But it
does not seem straightforward to establish that claim, assuming it is true! Instead we may
circumvent this difficulty as follows. After scaling by (logN)k
2−1, the expression in (36) is,
for fixed N , KQ0, a polynomial in α = logR/ logN of degree k
2− 1. The leading coefficient
of this polynomial can be readily calculated: it equals the ℓ = k − 1 term, namely(−k(k − 1)
k − 1
) k−1∑
j=0
(−k(k − 1)
j
)
1
(k − 1− j)!
1
(k(k − 1) + j)!
= (−1)k−1 1
(k − 1)!(k(k − 1)− 1)!(k2 − 1) .
Recall that over a given interval, any polynomial of a given degree and leading coefficient
attains in size a value that may be bounded below just in terms of the degree, the leading
coefficient, and the length of the interval. Indeed, scaled and translated versions of the
Chebyshev polynomials minimize this maximal size. Since α is allowed to vary in an interval
of length (log(Q2/N)/ logN − ǫ) ≫δ 1, we conclude that for some R in [Q0N ǫ, QN−ǫ],
our quantity (35) has size ≥ C(logN)k2−1 for some constant C depending only on k and
δ ≤ log(Q/√N)/ logN . This completes our proof.
8.2. Proof of Theorem 2: the second ending. To finish the paper we offer a different
ending to the proof of Theorem 2, by proving (30). Recall that δ > 0 is suitably small,
Q ≥ N 12+δ and thatQ0 = N1+ǫ/Q ≤ N 12−δ+ǫ. We take R = N 12− δ2 , and appeal to Proposition
3. We conclude that∫
m
|Dk(N ;α)D˜k(N ;α)|dα ≥
∑
KQ0<q≤R
∑
r≤R
q|r
dk−1(r)
r
∣∣∣∑
n≤N
dk(n)cq(n)Φ
( n
N
)∣∣∣+O(N1−ǫ).
Now for any q ≤ R, note that
∑
r≤R
q|r
dk−1(r)
r
≥ dk−1(q)
q
∑
m≤R/q
(m,q)=1
dk−1(m)
m
≥ dk−1(q)
q
∏
p|q
(
1− 1
p
)k−1 ∑
m≤R/q
dk−1(m)
m
.
A standard calculation shows that the above is
≫k dk−1(q)
q
(φ(q)
q
)k−1
(log(R/q))k−1,
and therefore
(37)∫
m
|Dk(N ;α)D˜k(N ;α)|dα≫
∑
KQ0<q≤R
dk−1(q)
q
(φ(q)
q
log
R
q
)k−1∣∣∣∑
n≤N
dk(n)cq(n)Φ
( n
N
)∣∣∣.
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In Proposition 5 we saw how to evaluate the sum over n in (37) as a residue, but that
residue calculation can be complicated, as we saw in the previous section. Now we show
that for certain values of q, one may obtain a lower bound for this residue and this will be
enough to deduce our desired lower bound (30).
Lemma 6. For any natural number k ≥ 2, and any small δ > 0, there exists a small constant
ck,δ > 0 such that the following is true. If N is large enough depending on k and δ, and if
q ≤ N 12− δ2 is squarefree and composed only of primes below N ck,δ , then∣∣∣∑
n≤N
dk(n)Φ(n/N)cq(n)
∣∣∣≫k,δ dk−1(q)(φ(q)
q
)k
N(logN)k−1.
Assuming the lemma, we can quickly finish our second proof of Theorem 2. Restricting
attention to KQ0 < q ≤ RN−δ/4 with q square-free and composed only of primes below
N ck,δ , the sum in (37) is (with the ⋆ on the sum indicating these conditions)
≫k,δ N(logN)2(k−1)
⋆∑
q
dk−1(q)
2
q
(φ(q)
q
)2k−1
.
Now one can show that
∏
N
ck,δ≤p≤R
(
1− 1
p
)−(k−1)2 ⋆∑
q
dk−1(q)
2
q
(φ(q)
q
)2k−1
≫k,δ
′∑
KQ0<q≤RN−δ/4
dk−1(q)
2
q
(φ(q)
q
)2k−1
,
where the ′ indicates that the smoothness condition on q has been removed, but the square-
free condition kept in place. (If the sum had q ≤ RN−δ/4, rather than KQ0 < q ≤ RN−δ/4,
this would follow trivially as in the manipulations at the beginning of this subsection. To deal
with the interval condition, one can compare the numbers q appearing in different intervals
of multiplicative length N δ/5 to show that the sum over each interval is of the same order
of magnitude.) Then either by elementary arguments, or through a straightforward contour
shift argument we may see that the sum above is ≫k,δ (logN)(k−1)2 . It follows that our
quantity in (37) is ≫k,δ N(logN)k2−1, which establishes (30).
Proof of Lemma 6. We use our work from Proposition 5. Our goal will be to show that for
q as in the lemma, one has
(38) Res
s=1
(
ζ(s)k
Fq(s)
Fq(1)
N s−1
s
)
≫k,δ (logN)k−1.
Observe that for square-free q, the definition of Fq(s) may be simplified:
Fq(s) =
∏
p|q
(
1− 1
ps
)k(
− 1 + φ(p)
∞∑
b=1
dk(p
b)
pbs
)
=
∏
p|q
(
p− 1− p
(
1− 1
ps
)k)
.
24 ADAM J HARPER AND KANNAN SOUNDARARAJAN
Thus, in particular,
Fq(1) =
∏
p|q
(
1−1
p
)k
p
((
1−1
p
)−(k−1)
−1
)
=
(φ(q)
q
)k∏
p|q
p
((
1−1
p
)−(k−1)
−1
)
≥ dk−1(q)
(φ(q)
q
)k
,
and so the lemma will follow from (38) and partial summation.
To estimate the residue in (38) it is helpful to let fq(s) denote the logarithmic derivative
F ′q(s)/Fq(s), so that by Taylor’s theorem we have (in a neighbourhood of s = 1)
Fq(s)
Fq(1)
= exp{logFq(s)− logFq(1)} = exp
(
(s−1)fq(1)+ (s− 1)
2
2!
f ′q(1)+
(s− 1)3
3!
f ′′q (1)+ ...
)
.
A quick calculation gives
(39) fq(s) = −
∑
p|q
k log p
ps−1
{
(p− 1)
(
1− 1
ps
)−(k−1)
− p
(
1− 1
ps
)}−1
,
and in particular
(40) 0 ≥ fq(1) = −
∑
p|q
k log p
p− 1
{(
1− 1
p
)−(k−1)
− 1
}−1
≥ − k
k − 1
∑
p|q
p
p− 1 log p.
Further repeated differentiation shows that for any non-negative integer 0 ≤ m ≤ k one has,
for a suitable constant C(k)
(41) |f (m)q (1)| ≤ C(k)
∑
p|q
(log p)m+1 ≤ C(k)(log q)
(
max
p|q
(log p)m
)
.
With these calculations in place, we return to the residue in (38), which is the coefficient
of 1/(s− 1) in the Laurent expansion around s = 1 of
1
(s− 1)k
((s− 1)ζ(s))k
s
exp
(
(logN + fq(1))(s− 1) + (s− 1)
2
2!
f ′1(1) +
(s− 1)3
3!
f ′′q (1) + . . .
)
,
which equals
k−1∑
j=0
(logN + fq(1))
k−1−j
(k − 1− j)! Ress=1
(((s− 1)ζ(s))k
(s− 1)j+1s exp
((s− 1)2
2!
f ′q(1) + . . .
))
.
Using (41) we may see that the terms j ≥ 1 above contribute an amount that is
≤ C(k)(logN)k−2
(
max
p|q
log p
)
,
for a suitable (different) constant C(k). Therefore the residue we seek is
=
(logN + fq(1))
k−1
(k − 1)! +Ok
(
(logN)k−2
(
max
p|q
log p
))
=
(logN + fq(1))
k−1
(k − 1)! +Ok
(
ck,δ(logN)
k−1
)
,
where ck,δ is as in the statement of the lemma. In particular, using (40) we obtain (38)
provided q ≤ N 12− δ2 and provided ck,δ is small enough. 
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