We present a deterministic and direct method based on Power Series Method applied to solve a chemical kinetics inverse problem. We use a power series as a trial solution approximation, where the data are used as initial condition and boundary value, to solve a coupled differential equation of chemical kinetics obtaining the rate constant parameters.
Introduction
A problem generally is ill-posed if it does not comply one of three conditions: (i) existence, (ii) uniqueness and, (iii) continuity. 1 Inverse analysis problems (IAP) are illposed because we do not know the physical parameter of the model and, therefore we cannot solve its differential equations in a direct way. It means that there is not a unique solution because we have more variables than equations. Therefore, it is necessary to employ stochastic methods, using trial values of the unknown parameters as input values in the Differential Equations (DE) of the model, solving via some numerical method until the difference between experimental data and numerical results is minimized. Such a method is an indirect or inverse one, where the difficulty is in their non linear nature and irregularity.
Stochastic methods such as Particle Swarm Optimization, [2] [3] [4] Genetic algorithm 4 or Neural Network 5, 6 are robust and efficient approaches to find the global optimum. Nevertheless, they have problems with many parameters because of the high computational cost.
Another method is a deterministic one, known as Non Linear Regression (NLR) and it consists in the optimization of an objective function, the mean square error. 4, 5 To optimize this function, exist many methods, but the best known are the method of steepest descent, the method of Gauss-Newton and the Marquardt method, that is a hybrid method between two previous. 4, 5 These methods are efficient, but they have a difficulty to find the global optimum when exist very much parameters, and therefore it demands a high computational cost. As M. C. Colaço et al says: 4 Deterministic methods are in general computationally faster than stochastic methods, although they can converge to a local minima or maxima, instead of the global one. On the other hand, stochastic algorithms can ideally converge to a global maxima or minima, although they are computationally slower than the deterministic ones.
Methodology
Firstly, we will assume a polynomial regression of the experimental datum to avoid include experimental errors. With these quasi-exact datum we will apply an interpolation, evaluating each one of the experimental datum of the chemical kinetics system in the trial polynomial solution. Besides, we have to evaluate this polynomial in the differential equation (DE) for each data to obtain its curvature (so we obtain a better fitting because we are using both restrictions). In this way, we use the Power Series Method (PSM), as a solution of the differential equation of our chemical kinetic model. Solving an algebraic system equation with the same number that variables, we will obtain the chemical parameters. Our method was inspired of the Spectral Collocation Method.
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The Power Series Method (PSM) is a technique which has been often used to solve linear ordinary differential equations (ODE), 10, 11 and partial differential equations (PDE). 12, 13 However, as we know, the PSM is also actually a powerful technique to solve non linear PDE. [14] [15] [16] [17] [18] We use the data on the concentration of the substance obtained experimentally, as the initial conditions and boundary values.
The PSM is a proposal to find a semi-analytic solution as an asymptotic approximation (in space and time) of a finite series with a minimal error in the expansion terms. We know that almost the totality of the non linear PDE (NLPDE) have not a solution with an analytic expression. The proposal is to construct a solution using the power series, taking advantage of the capacity of this method to represent any function with a polynomial, building an approximate solution:
In a similar way than the PSM [12] [13] [14] [15] [16] [17] [18] , this possible solution is constructed with this class of trial polynomial function (1).
We know that the chemical kinetic problems have a DE similar to:
where i=1,2,…n are the indices of the coupled linear differential equation system, with j=1,2,…,m are the indices of the unknown parameters. According to the method, we can adopt a function solution as a power series function:
Substituting (3) into the DE (2),
we obtain an equation system with n equations and n+m unknown variables. Thus, we have an ill-posed problem because we have more variables than equations. To achieve a well posed problem 1 , we have to include the data of the concentration evaluated in the trial solution (3) for each time until that m additional equations are obtained.
The polynomial approximation must be of a certain degree yielding the best fitting of the experimental data concentrations. However, the complete number of restrictions with the trial function evaluation help us to perform a better fitting and to find the physical parameters more exactly.
Results and Discussion
A chemical kinetic inverse problem of three-species reversible isomerization is proposed, with six rate constants parameters of the product concentrations 19 :
We want to obtain the rate constant parameters k 12 Substituting these (6) and (7) into the differential equations (5), we obtain the recurrence relation:
We obtain a system of equations when n=0 until n=10. Here, we have 30 equations with 33 unknown parameters (a i , b i and c i , with i=0, 1,…10), and 6 chemical parameters (k 12 , k 21 , k 31 , k 13 , k 32 , k 23 ). So there, we need more 9 additional equations. We can to obtain these ones with the data in Table 2 Until t=0.15 it was enough to obtain a system of equation with the same number of unknown variables. So then, we take only 9 values of the concentration because only we need 9 equations for to obtain a well posed problem in the determination of the 6 rate constants parameters. Also, we use only 2 functions because it was necessary to avoid redundancy in the solution. We solve such a system of non linear algebraic equations, using the Marquardt method with Matlab® software. Thus, we obtain the parameters of the function solution as it shown in the table 2. Fig. 1 shows the graphical representation of this function. The calculated rate constants parameter values are presented in Table 3 . In a similar way, we will solve a four-species reversible isomerization problem. Here, we want to calculate the eight rate constants parameters of the DE of four concentrations of different substances 19 : (12) Substituting the trial solutions, (8) and (9), into the differential equations (17), we obtain the recurrence relation: equations to obtain a well posed problem in the determination of the 8 rate constants parameters. Also, we use only 3 functions because it was necessary to avoid redundancy in the solution.
Again, solving with Matlab®, we obtain the coefficients of the functions of the substance concentration as it is shown in Table 5 . Fig. 2 shows the graphical representation of this function. The chemical constant parameter values are shown in Table 6 . With the PSM, we avoid some of these problems because the solution does a very good fitting, where we used all the necessary constrains for a better curve fitting. On the other hand, the PSM is very precise to solve DE and the first and second derivative are obtained more easy and more exact than with other numerical method. 
Conclusion
The PSM is a semi-analytic technique which obtains, in an easier way, the solution of difficult differential equations with an approximated closed form expression. 18 Furthermore, the PSM is especially useful to solve non-linear equations, opening the possibility to treat a more complex problem of inverse analysis. The solution could be developed until the necessary degree into the power series that could be to fit to the data, obtaining an approximated value of the parameters.
