Multilevel Gibbs Sampling for Bayesian Regression by Tavernier, Joris et al.
MULTILEVEL GIBBS SAMPLING FOR BAYESIAN REGRESSION∗
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YVES MOREAU‡
Abstract. Bayesian regression remains a simple but effective tool based on Bayesian inference
techniques. For large-scale applications, with complicated posterior distributions, Markov Chain
Monte Carlo methods are applied. To improve the well-known computational burden of Markov
Chain Monte Carlo approach for Bayesian regression, we developed a multilevel Gibbs sampler for
Bayesian regression of linear mixed models. The level hierarchy of data matrices is created by
clustering the features and/or samples of data matrices. Additionally, the use of correlated samples
is investigated for variance reduction to improve the convergence of the Markov Chain. Testing on
a diverse set of data sets, speed-up is achieved for almost all of them without significant loss in
predictive performance.
Key words. Markov Chain Monte Carlo, Bayesian regression, linear mixed models, Multilevel
methods
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1. Introduction. Linear regression remains a simple yet widely used technique
in statistics and machine learning. Although more advanced techniques exist, linear
models have the advantage that they offer a simple explanation of how the input
variables influence the output variable(s). The simplest linear model is a linear com-
bination between a weight vector b ∈ RF×1 and a data matrix X ∈ RN×F
y = Xb
with y ∈ RN×1 the target values, N the number of observations and F the number of
features. This can be seen as statistical inference and the most common approaches
are Bayesian inference and frequentist inference [2, 11, 15].
Bayesian inference will draw any conclusions about the parameters or observa-
tions in terms of probability distributions. One advantage of the Bayesian approach is
that it allows uncertainty before (prior) and after (posterior) the observations X and
y have been incorporated. Using prior probability distributions allows the inclusion
of information about the model parameters. Another advantage of the Bayesian ap-
proach is the ability to make probabilistic predictions for new data using the posterior
of the parameter b.
For high dimensional spaces, using exact analytical techniques is not feasible
or even impossible and the use of Monte Carlo (MC) methods is widely spread
[2, 11, 29, 33]. MC still requires a distribution to draw samples from a probabil-
ity distribution and Markov Chain Monte Carlo (MCMC) is a general method to
sample from arbitrary distributions. MCMC algorithms have given researchers the
opportunity to investigate Bayesian inference for complicated statistical models. The
most common MCMC methods are Metropolis-Hastings [16, 26] and Gibbs sampling
[10, 12] with Gibbs sampling being a special case of Metropolis-hastings.
Bayesian inference has been used for applications from genetics [6, 33], chemoge-
nomics [31] and cell imaging [32]. The data matrices in these fields are often large-scale
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and sparse. High performance computing (HPC) techniques are required for these
data sets. More specifically, research has been developed to speed-up Metropolis-
Hastings, since not not all the generated samples are accepted in the Markov Chain.
In Metropolis-Hastings, computing the next sample in the chain is often computation-
ally intensive and this sample is not always accepted in the Markov chain. Several
techniques have been developed in different fields to improve the acceptance rate of
Metropolis-Hastings, for example see [4, 9, 20, 36]. In contrast, Gibbs sampling does
not have an acceptance step and Simm et al. [31] describe a Gibbs sampler based on
solving a linear system using Krylov subspace methods and thus preserving the data
sparsity essential for HPC.
We draw inspiration from HPC techniques that have been developed for large-scale
partial differential equations (PDE) using multiple levels. The finite difference method
approximates solution of the PDE using a spatial discretization step resulting in a
linear system. By varying this discretization step, several levels of different accuracies
are created as shown in Figure 1.1a. More specifically, discretizing the spatial variables
results in a grid of nodes and the solution of the PDE is then approximated in these
nodes. A fine discretization leads to many nodes. On the other hand, a coarse
discretization results in less grid points. Both the fine and the coarse grid provide
approximate solutions of the PDE, where the fine grid finds a better approximation to
the exact solution but is more expensive to compute due to the larger number of grid
points. By varying the discretization, a hierarchy of grids is created with increasing
number of grid points. This approach is called Multigrid and exploits this hierarchy
to create an efficient iterative solver or preconditioner for the underlying linear system
of the PDE [3, 37].
While Multigrid exploits the hierarchy of grids when solving the resulting linear
system, multilevel Monte Carlo (MLMC) for PDEs with random coefficients however
exploits the same hierarchy of grids in the sampling process. As detailed in [5] most
of the sampling variance is present in the coarsest grid and MLMC will take most of
the samples on the coarsest and thus cheaper levels. MLMC has also been success-
fully applied for stochastic differential equations in [13]. More recently, Robbe et al
[28] have combined Multigrid with MLMC for PDEs with random coefficients. The
succes of MLMC for classical MC methods has led to increased interest in multilevel
Metropolis-Hastings algorithms [8].
We will design a multilevel version of the Gibbs sampler for Bayesian regression by
Simm et al. [31]. In contrast with classical MLMC which varies the discretization step,
a hierarchy of data matrices is created using clustering algorithms for the rows and or
columns of the data matrix X. Figure 1.1 shows an example for dense matrices with
clustering for both rows and columns. Samples from these levels are then combined
in one Markov Chain. Samples taken on the coarser levels are cheaper to compute,
resulting in overall speed-up.
The outline of the paper is as follows. First, we will provide further background
on MCMC and MLMC in Section 2. Next, the Gibbs sampler for Bayesian regression
[31] is given and extended for linear mixed models in Section 3. This is followed by our
multilevel Gibbs sampler in Section 4 and our multilevel Monte Carlo Gibbs sampler
in Section 5. Finally results are given for a variety of data sets in Section 6 and a
conclusion is given in Section 7.
2. Preliminaries. Linear models are defined by
y = Xb + e (2.1)
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(a) Hierarchy of Grids
XT2
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(b) Hierarchy of dense data matrices for XTX
Fig. 1.1: Examples of the level hierarchies in PDEs and data. Figure 1.1a shows the
hierarchy of grids for the discretization of a PDE. Figure 1.1b shows the hierarchy of
levels for XtX using a data matrix X and clustering both the rows and columns.
with y ∈ RN×1 the N sample observations, X ∈ RN×F a collected feature matrix, F
the number of features and e ∈ RN×1 the unknown residuals. Linear regression aims
to find a distribution or point estimate for the weight vector b ∈ RF×1.
Bayesian inference for linear models estimates the parameter b using prior infor-
mation and the Bayes rule. The Bayes rule is defined by
p(b|X) = p(X|b)p(b)
p(X)
with p(b|X) the posterior, p(X|b) the likelihood, p(b) the prior and p(X) the marginal
likelihood. Using the posterior, probabilistic predictions can be made for new data
Xnew with the predictive distribution
p(Xnew|X) =
∫
p(Xnew|b)p(b|X)db.
Deriving the exact posterior distribution is not always possible. However, the
quantity of interest is often the expected value of the posterior p(b|X) or more gener-
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ally of a function f(b) under a target distribution p(b) with b a discrete or continuous
variable. The expected value is defined by
F = E[f(b)] =
∫
f(b)p(b)db.
The Monte Carlo method (MC) approximates this expected value by drawing H
random and uncorrelated samples b(h) from p(b) and then takes the average
E[f(b)] ≈ FMCH (2.2)
=
1
H
H∑
h=1
f(b(h)) (2.3)
with FMCH as the MC estimate for the expected value using H samples.
Equation (2.3) estimates the expected value, but still requires to sample from the
distribution p(b). Sampling from a specific distribution p(b) can be severely hard,
particularly in high-dimensional spaces and p(b) might even be unavailable. Markov
Chain Monte Carlo (MCMC) is widely used to sample from these distributions and is
a general method for drawing samples from arbitrary posterior distributions [2, 11].
The idea is to sample from proposal distributions and each sample is iteratively drawn
from a distribution that approximates the target distribution better, with each sam-
ple used to improve and correct the proposal distribution. These samples are drawn
sequentially, b1,b2,b3, . . . , resulting in the Markov chain. Important is that each
sample is thus drawn from a proposal distribution that increasingly better approxi-
mates the desired target distribution. A Markov Chain generally has a burn-in period
where the first Hburn in samples are not taken into account as these are not yet drawn
from a distribution that is close enough to the target distribution.
In order to create a Markov chain, a new sample b(h) is proposed using a transition
distribution Th(b(h),b(h−1)) with b(h−1) the previous sample. In a Markov chain, a
distribution is called stationary or invariant if each new sample leaves that distribution
unchanged. The target distribution p∗(b) should be invariant over the Markov chain
and a sufficient condition is called detailed balance, defined as
p∗(b)T (b,b′) = p∗(b′)T (b′,b)
with b and b′ two samples. The final to be mentioned property is ergodicity, which
says that for any start distribution, the target distribution is invariant and for h→∞
the distribution p(b(h)) converges to the target distribution p∗(b). The invariant
distribution is then called the equilibrium distribution.
The Metropolis-Hastings algorithm is widely used to generate samples in a Markov
chain. For each sample b(h), a follow-up sample b′ is proposed from a jumping
distribution Jh(b
′,b(h)). The proposed sample is then accepted with probability
A(b′,b(h)) = min
(
1,
p(b′)Jh(b(h),b′)
p(b(h))Jh(b
′,b(h))
)
.
If the sample is accepted, then b(h+1) = b′ else b(h+1) = b(h). Gibbs sampling can be
considered as a special case of the more general Metropolis-Hastings algorithm [2, 11].
Suppose the parameter b consists of F subcomponents bi with bi the individual weight
for linear regression. A Gibbs sampler will now sample each component bi individually
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assuming the other components b\i are given using p(bi|b\i). A Gibbs sampler has
the advantage that each new sample is accepted.
As detailed in [8], the mean square error (MSE) of the MCMC estimator is given
by
(FMCH ) = EB
[
(FMCH − F )2
]
(2.4)
with EB the expected value with respect to the joint distribution of B = {b(h)}.
Equation (2.4) is typically rewritten as
(FMCH ) = VB
[
FMCH
]
+
(
EB
[
FMCH
]− F )2 (2.5)
with V the variance. More details can be found in [8, 29]. It is not possible to express
the MSE in terms of H due to the fact that the generated and consecutive samples in
the Markov Chain are not independent. This is in contrast with classical Monte Carlo
methods, where the MSE can be expressed in terms of the number of independent
samples H, e.g.  ∼ 1H .
Classical Monte Carlo methods are used in applications for which the numerical
solution depends on a discretization step. For these applications, a hierarchy of levels
can be created. This is, for example, true for stochastic differential equations [13]
using a time step or PDEs using a spatial discretization step [5] as seen in Figure
1.1a. Multilevel Monte Carlo (MLMC) now combines decreasing discretization steps
resulting in several levels l = 0, . . . , L with L the smallest discretization step and thus
the finest level. By introducing this level hierarchy, the given notation is adjusted to
incorporate the level parameter l. We denote with fl(b) the function of interest on
level l and with FMCl,H the MC estimate on level l for E[fl(b)]. Following the MLMC
terminology, the telescoping sum uses this level hierarchy and exploits the linearity of
the expectation operator
E[fL(b)] = E[f0(b)] +
L∑
l=1
E[fl(b)− fl−1(b)]. (2.6)
Using Monte Carlo as unbiased estimator for the expectation combined with (2.6)
results in
E[fL(b)] ≈ 1
H0
H0∑
h=1
f0(b
(h)) +
L∑
l=1
1
Hl
Hl∑
h=1
(
fl(b
(h))− fl−1(b(h))
)
with Hl the number of samples on level l. Denoting
YMCl,Hl =
1
Hl
Hl∑
h=1
(
fl(b
(h))− fl−1(b(h))
)
(2.7)
results in
E[fL(b)] ≈ FMLMCL,{Hl}
= FMC0,H0 +
L∑
l=1
YMCl,Hl
with FMLMCL,{Hl} the MLMC estimate for E[fL(b)].
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In short, there are two principles behind MLMC. The first principle is that taking
samples on the coarser levels l < L is computationally cheaper than taking samples on
the finest level L. These cheaper samples however still approximate the same solution
as the finest level with some loss in accuracy. The second principle can be seen as the
use of a control variate. A control variate E for a random variable U is defined by
the facts that taking samples from E is cheap and E is positively correlated with U .
Exploiting the linearity of the expectation operator results in
E[U ] = E[E] + E[U − E]. (2.8)
Since E is positively correlated with U , V[U − E] < V[U ] and an MC estimator
for the right-hand side of (2.8) will require less samples taken from U than a MC
estimator for E[U ] in order to reach the same MSE. Note the resemblance of (2.8)
and the telescoping sum (2.6). In order for the coarser level in (2.7) to act as a
control variate, the samples fl(b
(h)) and fl−1(b(h)) need to be positively correlated.
It is thus important that when using MC for estimating the difference E[fl(b) −
fl−1(b)] ≈ 1Hl
∑Hl
h=1(fl(b
(h)) − fl−1(b(h)), that the Hl pairs {fl(b(h)), fl−1(b(h))}
are uncorrelated but within a pair the samples fl(b
(h)) and fl−1(b(h)) are positively
correlated. The coarser level l − 1 can then be seen as a control variate for the finer
level l. In conclusion, the coarser levels in MLMC are constructed such that the
coarser levels contain most of the variance and MLMC will as a result take more
samples on the coarser levels and thus cheaper levels, resulting in less computational
work [5, 8, 13, 28].
Due to the success of MLMC in different fields, Multilevel Markov chain Monte
Carlo has been investigated [8, 36]. By using a hierarchy of levels, the acceptance
rate of Metropolis-Hastings can be improved. In [8] they created a hierarchy of chains
to improve the acceptance rate and additionally reduce the variance for subsurface
flow. Currently, there is no generally accepted method to design Multilevel Markov
Chain Monte Carlo methods. One problem is that the generated samples in MCMC
are not independent as required by MLMC. One technique is to only consider each
k-th sample in the chain and is called thinning.
3. Noise Injection Gibbs Sampler for Bayesian regression. In ordinary
linear regression [2, 11] the residuals are assumed uncorrelated and normally distrib-
uted in (2.1), e.g. e ∼ N (0, τ−1IN ) with IN the identity matrix of size RN×N and
τ > 0 the precision parameter. In the Bayesian approach the observations y are
probabilistic
p(y|X,b) =
N∏
i=1
N (yi|xib, τ−1)
with xi ∈ R1×F the features of sample i. The conditional posterior distribution of b
given τ,X, β and y is then
p(b|τ,y, X) ∼ N ((XTX + βIF )−1XTy, ((XTX + βIF )τ)−1)
with β a regularization parameter. Computing the covariance matrix ((XTX +
βIF )τ)
−1 is inconvenient and often computationally infeasible. Simm et al. [31] how-
ever describe a Gibbs sampler for Bayesian regression and using their noise injection
trick, a sample of b can be taken by solving(
XTX +
λb
τ
IF
)
b = XT (y + e1) +
e2
τ
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with e1 ∼ N (0, τ−1IN ) and e2 ∼ N (0, λbIF ). A zero mean and uncorrelated normal
distribution is used as prior for b:
p(b, λb|αb, βb) ∼ N (b|0, λ−1b IF )G(λb|αb, βb)
with G(λb|αb, βb) the gamma distribution used as conjugate prior for the precision
parameter λb > 0.
The noise injection trick can also be extended to the linear mixed model equations
[17, 18]
y = Wv + Zu + e (3.1)
with y ∈ RN×1 the observations and N the sample size. The vector v ∈ RF×1 rep-
resents the F fixed effects and u ∈ RS×1 are the S random effects. The matrices
W ∈ RN×F and Z ∈ RN×S are incidence matrices coupling the effects to the ob-
servations [6]. We assume that the random effects and the residual error e ∈ RN×1
are normally distributed: u ∼ N (0, G) and e ∼ N (0, R). This formulation can fur-
ther be simplified by assuming that the random effects are a priori uncorrelated, e.g.
G = λ−1u IS with λu > 0 the precision. As before, we assume that the residual errors
(e) are uncorrelated, resulting in R = τ−1IN with τ > 0 the precision.
The linear mixed model (3.1) can now be rewritten as
y = Xb + e
with X = [W Z] and b = [vT uT ]T , resulting in
p(y|X,b) =
N∏
i=1
N (yi|xib, τ−1).
In the Bayesian setting [11, 33], the fixed effects are uncertain and assumed normally
distributed v ∼ N (0|λ−1v IF ) with λv > 0 the precision parameter. Using gamma
distributions as priors for λv and λu, the conditional probability is
p(b,Λ|y, X) = N (b|0,Λ−1)G(λv|αv, βv)G(λu|αu, βu)
with
Λ =

λv 0
. . .
λv
λu
. . .
0 λu
 . (3.2)
Using the noise injection trick [31], a sample of b can be taken by solving(
XTX +
Λ
τ
)
b = XT (y + e1) +
e2
τ
(3.3)
with e1 = N (0, τ−1I) and e2 = N (0,Λ). Samples for τ , λv and λu are taken from
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respectively
p(τ |b,y, X, αe, βe) = G
(
τ
∣∣∣∣αe + N2 , βe +
N∑
i=1
(yi −Xib)2
2
)
, (3.4)
p(λv|b,y, X, αv, βv) = G
(
λv
∣∣∣∣αv + F2 , βv +
F∑
f=1
b2f
2
)
, (3.5)
p(λu|b,y, X, αu, βu) = G
(
λu
∣∣∣∣αu + S2 , βu +
F+S∑
s=F+1
b2s
2
)
. (3.6)
The noise injection Gibbs sampler for linear mixed models is given in Algorithm 3.1.
Algorithm 3.1 Noise injection for linear mixed models
1: Input:
• matrix X
• hyperparameters αe, αv, αu, βe, βv and βu
2: sample τ , λv and λu from priors
3: generate e1 = N (0, τ−1I) and e2 = N (0,Λ) using (3.2)
4: sample b(1) by solving 3.3
5: for h = 2, . . . ,H do
6: sample τ , λv and λu from (3.4), (3.5) and (3.6)
7: generate e1 = N (0, τ−1I) and e2 = N (0,Λ) using (3.2)
8: sample b(h) by solving (3.3)
9: end for
10: return E[y] ≈ 1H
∑H
h=1Xb
(h)
4. Hierarchical Markov Chain Monte-Carlo for Bayesian regression.
We are interested in E[y] = E[Xb]. Using the Gibbs sampler approach, we approxi-
mate
E[y] ≈ 1
H
H∑
h=1
Xb(h)
with b(h) the samples taken by solving (3.3). For large-scale data, solving thousands
linear systems (3.3) can be computationally expensive even when iterative solvers are
used. Therefore, we want to create a hierarchy of levels approximating the data set X
resulting in data levels with increasing computational work and data information. We
propose to use clustering algorithms to create this hierarchy of L + 1 data matrices
Xl for l = 0 . . . L by clustering the features (columns) of X = XL. This strategy
has been applied to create a two-level preconditioner for Bayesian regression [34]. A
coarser data matrix is created by defining the coarse features as
cS = 1/
√
|S|
∑
i∈S
X(:, i)
with cS the coarse feature representing the features of cluster S and |S| the number of
features in S. When the features in XL = [X1, X2, . . . , XFC ] are ordered per cluster
with FC the number of clusters and Xi the data matrix with the features of cluster i,
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we can define a coarser data matrix as XL−1 = XLPL with
PTL =
n1︷ ︸︸ ︷ n2︷ ︸︸ ︷ . . . nFC︷ ︸︸ ︷
1√
n1
. . . 1√n1
1√n2 . . . 1√n2 . . .
1√
nFC
. . . 1√nFC
. (4.1)
Note that this definition of PL leads to
PTL (X
T
LXL + βI)PL = P
T
LX
T
LXLPL + P
T
L βIPL
= XTL−1XL−1 + β P
T
L PL︸ ︷︷ ︸
=I
as detailed in [34].
The linear system (3.3) involves XTX and this matrix-product is used in principle
component analysis (PCA). PCA finds the eigenvectors with the largest eigenvalues
of XTX and is a projection method that maximizes total data variance [2, 34]. By
clustering the features, ideally the variance within a cluster is as small as possible.
This means that the coarser levels can approximate the larger eigenvectors and contain
most of the data variance. Note that applying PCA directly to create the coarser level
is not feasible since it requires the eigenvalue decomposition of XTX.
Using a hierarchy of data matrices, it is possible to define a Gibbs sampler on each
level. One simple approach is to define a Markov Chain for each level. This would
result in L + 1 Markov Chains and thus L + 1 burn-ins. It is, however, possible to
interpolate a sample bl on level l to level l+ 1 with bl+1 = Pl+1bl for l = 0 . . . L− 1.
This interpolated sample is then used to sample τ , λv and λu in equations (3.4),
(3.5) and (3.6). Next, a sample bl+1 on level l + 1 is drawn using equation (3.3).
This provides us with samples for the parameter bl for each level l. The quantity of
interest is the expected value of the predicted observations E[y]. Since XlPl = Xl−1
and thus Xl−1bl−1 = XlPlbl−1.
This means that E[y] can be estimated using the fine level data matrix XL and
coarser solutions bl with
E[y] ≈ XL
∏L−1
k=l Pk+1bl
Hl
for l = 0, . . . , L. This is important since generally we are interested in the predictions
of new and unseen data Xtest with the model trained using different data Xtrain.
Combining the samples from each level l, E[y] is approximated by
E[y] ≈ XL
∑L
l=0
(∏L−1
k=l Pk+1
(∑Hl
h=1 b
(h)
l
))
∑L
l=0Hl
.
Multilevel Gibbs sampling using noise injection for linear mixed models is given in
Algorithm 4.1.
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Algorithm 4.1 Multilevel Noise injection Gibbs sampler for linear mixed models
1: Input:
• Hierarchy of matrices Xl for l = 0, . . . , L
• hyperparameters αe, αv, αu, βe, βv and βu
2: Take H0 samples b
(h)
0 on the coarsest level l = 0 using the Noise Injection
Algorithm 3.1
3: Σ0 = XL
∏L−1
k=0 Pk+1
(∑H0
h=1 b
(h)
0
)
4: Sample on the remaining levels
5: for l = 1, . . . , L do
6: interpolate bl = Plb
(Hl−1)
l−1
7: for h = 1, . . . ,Hl do
8: sample τ , λv and λu from (3.4), (3.5) and (3.6)
9: generate e1 = N (0, τ−1I) and e2 = N (0,Λ) using (3.2)
10: sample b(h) by solving (3.3) using Xl
11: end for
12: Σl = XL
∏L−1
k=l Pk+1
(∑Hl
h=1 b
(h)
l
)
13: end for
14: return E[y] ≈
∑L
l=0 Σl∑L
l=0Hl
5. Multilevel Markov Chain Monte Carlo using correlated samples.
MLMC has proven to speed-up Monte Carlo methods for different applications. As
explained in Section ??, positive correlation between samples on different levels results
in variance reduction of the MC estimator. Before detailing the correlation for the
Gibbs sampler, the telescoping sum (??) is first applied to linear models
E[yL] = E[y0] +
L∑
l=1
E[yl − yl−1] (5.1)
= E[X0b0] +
L∑
l=1
E[Xlbl −Xl−1bl−1]
= X0E[b0] +
L∑
l=1
XlE[bl − Plbl−1]
≈ X0
H0∑
h=1
b
(h)
0 +
L∑
l=1
Xl
1
Hl
Hl∑
h=1
b
(h)
l − Plb(h)l−1 (5.2)
and consists of the expected value on the coarsest level and L correcting terms. For
the MLMC scheme to be profitable, the samples b
(h)
l and Plb
(h)
l−1 in (5.2) should be
correlated. Two approaches to ensure correlation between the samples are considered.
The first approach is simply to define PTl bl = bl−1 and this approach thus takes
approximately the average within a cluster (up to a factor) of the fine solution as the
coarse value which results in
E[yl − yl−1] ≈ XL
L−1∏
k=l
Pk+1
(
1
Hl
Hl∑
h=1
b
(h)
l − PlPTl b(h)l
)
. (5.3)
This is a simple projection of the finer solution to the coarser solution. It is, however,
important that the finer samples b
(hl)
l of the difference on level l = i are drawn from
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the same posterior as the coarser samples b
(hl+1)
l−1 for the next level l = i + 1 for
i = 0, . . . , L− 1. Simply aggregating the finer solution does not guarantee this.
The second approach solves (3.3) to draw sample bl−1 on the coarser level with
exactly the same values τ, λv, λu and e1 used for drawing sample b
l on the finer level.
Only the random vector e2 is projected to the coarser space P
T
l e2,l = e2,l−1. Empirical
results will show that the second approach is computationally more expensive but
obtains better results. The algorithm using the second approach for the correlated
samples is outlined in Algorithm 5.1.
Algorithm 5.1 Multilevel Monte Carlo noise injection Gibbs sampler using linear
systems solves
1: Input:
• Hierarchy of matrices Xl for l = 0, . . . , L
• hyperparameters αe, αv, αu, βe, βv and βu
2: Take H0 samples b
(h)
0 on the coarsest level l = 0 using the Noise Injection
Algorithm 3.1
3: E[y0] ≈ XL
∏L−1
k=0 Pk+1
(
1
H0
∑H0
h=1 b
h
0
)
4: Sample on the remaining levels
5: for l = 1, . . . , L do
6: interpolate bl = Plb
(Hl−1)
l−1
7: for h = 1, . . . ,Hl do
8: sample τ , λv and λu from (3.4), (3.5) and (3.6)
9: generate e1 = N (0, τ−1I) and e2 = N (0,Λ) using (3.2)
10: sample b
(h)
l by solving (3.3) using Xl
11: restrict e2,l−1 = PTl e2,l
12: Using Xl−1 and e2,l−1 sample b
(h)
l−1 by solving 3.3 reusing τ , λv, λu and e1
13: store difference d
(h)
l = b
(h)
l − Plb(h)l−1
14: end for
15: E[yl − yl−1] ≈ XL
∏L−1
k=l Pk+1
(
1
Hl
∑Hl
h=1 d
(h)
l
)
16: end for
17: return E[y] ≈ E[y0] +
∑L
l=1 E[yl − yl−1]
Algorithms 4.1 and 5.1 start sampling at the coarsest level and then refine until
the finest level. This means that all the samples on each level are drawn consecutively.
In contrast to multilevel Monte Carlo, the samples of a Markov Chain are not i.i.d.
and consecutive samples are correlated. Instead of taking all the samples at once for
each level, it is possible to take a few samples at one level, then move to another
level and take a few samples before changing again to another level. Figure 5.1 shows
examples of traversing the levels. Figure 5.1a details a V-cycle with three samples per
level and figure 5.1b a W-cycle. Restricting the previous sample bl from a finer level
to a coarser level bl−1 is done using bl−1 = PTl bl.
6. Experiments. We have investigated the described multilevel sampling schemes
for Bayesian regression. Using real data X but simulated b and y, the model was
trained with ytrain = Xtrainb + e and evaluated using ytest = Xtestb with Xtrain and
Xtest determined by 5-fold cross-validation. The characteristics of the different data
matrices X are given in Table 6.1. Most are available online as indicated. Generating
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level 2
level 1
level 0
(a) three level V-cycle
level 2
level 1
level 0
(b) three level W-cycle
Fig. 5.1: Three level V-cycle and W-cycle with three samples after each change of
level.
normal distributed b ∼ N (0, 10IF ) and e ∼ N (0, 103IN ), ytrain was simulated.
The application of the ChEMBl data is chemogenomics. They predict the activity
of chemical compounds on certain proteins. More precisely, one of the indicators
for drug-protein activity is the IC50 value. IC50 or the half maximal inhibitory
concentration measures the substance concentration required to inhibit the activity
of a protein by 50%. The bioactivity database ChEMBL version 19 [1] is publicly
available. These chemical compounds are modeled by combinations of molecules.
These chemical substructures are described by the extended-connectivity fingerprints
(ECFP [30]) and were computed using rdkit [27] with 3 layers. More details can be
found in [35].
The single-nucleotide polymorphism (SNP) data sets are used in genomic predic-
tion for animals or plants [6]. This application uses a linear mixed model (3.1). The
matrix Z was simulated using AlphaMPSim [19] and the random effects u represent
the SNP marker effects. The number of SNP markers were set to 10 000, 50 000 and
100 000 resulting in three different data sets. Only the overall mean was modeled for
the fixed effects resulting in W = 1. For the SNP data sets, the observations y were
available and used.
Name Source value type #rows #columns #nonzeros fillin(%)
Trec10 [7] double 106 478 8612 17.00
CNAE [24] double 1080 856 7233 0.78
micromass [24] double 360 1300 48 713 10.41
DrivFace [24] double 606 6400 3 878 400 100.00
arcene [24] double 100 10 000 540 941 54.09
SNP1 [19] short int 10 000 10 000 57 641 064 57.64
tmc2007 SIAM 2007 Text
Mining competition
double 21 519 30 438 2 283 179 0.35
nlpdata [25] double 31 572 34 023 2 277 757 0.21
rcv1 multi [23] double 15 564 47 236 1 028 284 0.14
SNP2 [19] short int 10 000 50 000 282 212 533 56.44
news20 [21] double 15 935 62 061 1 272 569 0.13
SNP3 [19] short int 10 000 100 000 570 261 477 57.03
E2006 [22] double 16 087 150 360 19 971 015 0.83
ChEMBL [1] binary 167 668 291 714 12 246 376 0.03
Table 6.1: The characteristics of the data matrices X used in the experiments.
Leader-follower clustering [14] was recursively used to cluster features, resulting
in a hierarchy of data matrices. The performance of clustering algorithmns is often
data dependent and Leader-follower clustering has the advantage that the algorithm
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only passes trough the data once as detailed in [34]. Table 6.2 shows the number of
levels and the corresponding feature sizes on the different levels for the used data sets.
Leader-Follower clustering uses a threshold and passes trough the data and assigns
data points to a cluster if the point is within the threshold. For the data sets with
10 000 are more features the coarse size was defined in the range [3000, 8500] since
computing the singular value decomposition is feasible in this range. The threshold
can be selected by starting with a large threshold, for which leader-follower clustering
is computed fast, and then increased until the coarse size is within the defined range.
Name Number of levels Feature sizes
Trec10 3 [181, 319, 478]
CNAE 3 [198, 354, 856]
micromass 3 [542, 754, 1300]
DrivFace 3 [2061, 3907, 6400]
arcene 3 [3341, 5933, 10000]
SNP1 3 [3582, 5178, 10000]
tmc2007 3 [5881, 18709, 30438]
nlpdata 3 [5258, 12095, 34023]
rcv1 multi 3 [6858, 18363, 47236]
SNP2 4 [7647, 15764, 28326, 50000]
news20 4 [5922, 17811, 31000, 62061]
SNP3 4 [8235, 21608, 44928, 100000]
E2006 4 [7647, 28326, 78091, 150360]
ChEMBL 6 [5664, 17019, 50382, 112612, 170223, 291714]
Table 6.2: The number of levels and average feature sizes for the different data sets
used in the experiments.
Abbreviation Description
Gibbs Noise injection Gibbs sampler given in Algorithm 3.1
ML-G Noise injection Multilevel (ML) Gibbs sampler (G) given in
Algorithm 4.1
MLCSS-G Noise injection Multilevel (ML) Gibbs sampler (G) with corre-
lated samples (CS) using linear solves (S) given in Algorithm
5.1
MLCSP-G Noise injection Multilevel (ML) Gibbs sampler (G) with cor-
related samples (CS) using projections (P) as detailed in (5.3)
MLMLP-G Noise injection Multilevel (ML) Multilevel-preconditioned
(MLP) Gibbs sampler (G) given in Algorithm 4.1
MLMLPCSS-G Noise injection Multilevel (ML) Multilevel-preconditioned
(MLP) Gibbs sampler (G) with correlated samples (CS) us-
ing linear solves (S) given in Algorithm 5.1
MLMLPCSP-G Noise injection Multilevel (ML) Multilevel-preconditioned
(MLP) Gibbs sampler (G) with correlated samples (CS) us-
ing projections (P) as detailed in (5.3)
W-cycle(30) W-cycle level sample configuration with 30 samples at each
level before changing to the next level.
Table 6.3: Abbreviations.
The level hierarchy created by clustering can be used as a two-level preconditioner
to accelerate the convergence of CG [34]. This generally results in lower execution
times for solving the linear system in the sampling process. This does, however,
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requires the computation of the singular value decomposition on the coarsest level.
We investigated both CG as solver on each level and CG accelerated by a two-level
preconditioner with two iterations of CG as pre-smoothing for the multilevel sampling
[34]. Table 6.3 shows the abbreviations of all the possible different samplers in the
experiments.
Note that sampling distributions of τ , λv, λu in equations (3.4), (3.5) and (3.6)
are determined by the solution b found by solving the linear system. As a result,
the sampling process is influenced by the underlying solver. Note that CG has a
natural regularization role determined by the required tolerance or maximum number
of iterations. Solving exactly on the coarse level can lead to different solutions for
better or worse. Especially when using the correlated samples with system solves
(MLCSS or MLMLPCSS) on the adjacent levels, the solvers on both levels should be
of the same nature, e.g. iterative and thus not exact. If this not the case, the solutions
on both levels can be too different, resulting in noise for the difference b
(h)
l − Plb(h)l−1]
in (5.2). In the presented experiments, CG was always used on the coarsest level for
fair comparison with all the other methods. Note that using an exact solver on the
coarsest level for multilevel sampling without correlated samples is possible and would
lead to even faster execution time with slightly different solutions.
Table 6.4 provides the average setup time, execution time, speed-up, pearson
correlation ρ, root mean square error (RMSE) and mean absolute error (MAE) for the
given data sets using the noise injection Gibbs sampler (Gibbs), the multilevel Gibbs
sampler (ML-G), the multilevel preconditioned multilevel Gibbs sampler (MLMLP-G)
and the multilevel preconditioned multilevel Gibbs sampler with correlated samples
using systems solves (MLMLPCSS-G) on the test set. 2200 Samples were taken with
200 discarded as burn-in. Non-informative priors were used setting αe = 1.0, βe = 1.0,
αv = 1.0, βv = 10
−3, αu = 1.0. The burn-in samples of the multilevel samplers
were taken at the coarsest level and the remaining samples were taken consecutively
and equally distributed on the different levels starting at the coarsest level. The
experiments were implemented in C++1 and compiled with gcc 9.3.0 and OPENMP
4.0 with compile option -O3. The experiments were run on a machine with an Intel(R)
Core(TM) i7-6560U (2.20GHz) processor with an L3 cache memory of 4096 KB and 16
GB of DRAM where 3 out of 4 cores were used. The reported values for the different
experiments are the average of 5-fold cross-validation.
As can be seen from Table 6.4 taking all the samples on the fine level (Gibbs) often
results in the slightly better predictions. Using the multilevel sampling techniques
result in small loss of accuracy, but for almost all data sets within range of the standard
deviation. The finest level does contain all of the information, so it is natural that
this leads to the best predictions. The fine level does, however, contain more noise
components which are less present in the coarser level and the multilevel approach can
achieve better accuracy as is the case for the SNP3 data set. Note that for the SNP3
data set, there is a significant improvement using the multilevel sampling schemes.
1https://scm.cs.kuleuven.be/scm/git/multilevel macau
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The speed-up achieved by the multilevel schemes varies for the different data sets.
Part of the speed-up depends on the use of preconditioning. Using the preconditioner
results in larger setup times due to the calculation of the SVD but generally results
in faster execution times since the linear systems are solved more efficiently. For the
ChEMBL data the multilevel sampling without preconditioning is slower than taking
all the samples on the fine level due to the fact that the nonzeros are binary on the fine
level and floating point numbers on the coarser levels. The multilevel sampling with
correlated samples results in better accuracy for some data sets but not consistently.
The execution time for the correlated samples with linear systems (MLMLPCSS-G)
has increased since, for each sample, a linear system has to be solved on two adjacent
levels.
Since taking samples at the coarser levels is cheaper, more samples can be taken
at the coarse level in the same execution time as at the finest level. Table 6.5 shows
the number of samples taken in different stages for 3 and 4 levels. Figure 6.1 shows
the RMSE for four data sets in function of the execution time using the stages in
Table 6.5.
Stage [H0, H1, H2] [H0, H1, H2, H3] H
1 [2, 2, 2] [2, 2, 2, 2] 2
2 [8, 4, 2] [16, 8, 4, 2] 4
3 [16, 8, 4] [32, 16, 8, 4] 16
4 [32, 16, 8] [64, 32, 16, 8] 64
5 [64, 32, 16] [128, 64, 32, 16] 128
6 [128, 64, 32] [256, 128, 64, 32] 256
7 [256, 128, 64] [512, 256, 128, 64] 512
8 [512, 256, 128] [1024, 512, 256, 128] 1024
Table 6.5: The increasing number of samples Hl for the different levels
Figure 6.1 shows that the multilevel sampler (MLMLP-G) achieves better accu-
racy faster. Additionally the multilevel sampler converges faster than only sampling
at the fine level (Gibbs) in Figures 6.1a, 6.1b and 6.1d. For the E2006 data set the
convergence is fast for all samplers. For the ChEMBL data, only the 4 coarsest levels
were used and no samples were taken at the two finest levels. The multilevel sampler
with correlated samples (MLMLPCSS-G) results in slightly better accuracy for two
data sets than without correlated samples but requires more execution time.
6.1. Samples configuration. For the results in Table 6.4, the samples are taken
consecutively on each level. One can easily change levels while building the chain and
Table 6.6 shows the number of samples taken at each level for different configurations
using 3 and 6 levels.
Figure 6.2 now shows the RMSE for the different configurations in Table 6.6. As
can be seen from Figure 6.2, more than 10 samples should be taken before changing
to another level. It takes a few, generally less than 3, samples for the Markov Chain
to adopt to the new level. This can easily be incorporated by using a burn-in after
a level change or by means of thinning. If enough samples are taken before each
level change, one can achieve the same accuracy as if the samples were taken consec-
utively and equally distributed over the levels with the remark that when using these
configurations less samples are taken on the fine level.
As seen from Table 6.6 and Figure 6.2, it is possible to achieve high accuracy
without taking much samples at the finest and thus expensive levels. For multilevel
Markov chain Monte Carlo involving PDEs, one can determine the optimal number
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Fig. 6.1: The average RMSE in function of the execution time in seconds for SNP1,
nlpdata, E2006 and ChEMBL for Gibbs sampling, MLMLP-G and MLMLPCSS-G.
Config 3 levels 6 levels
V-cycle(3) [498, 999, 501] [201, 399, 399, 399, 399, 201]
V-cycle(10) [500, 1000, 500] [200, 400, 400, 400, 400, 200]
V-cycle(30) [480, 990, 510] [210, 390, 390, 390, 390, 210]
V-cycle(100) [500, 1000, 500] [200, 400, 400, 400, 400, 200]
W-cycle(3) [666, 999, 333] [522, 783, 387, 189, 90, 27]
W-cycle(10) [670, 1000, 330] [530, 790, 390, 190, 80, 20]
W-cycle(30) [660, 990, 330] [570, 840, 390, 150, 30, 0]
W-cycle(100) [700, 1000, 300] [600, 900, 400, 100, 0, 0]
Table 6.6: The number of samples Hl given as [H0, . . . ,HL] for the different configu-
rations used in the experiments.
of samples on each level [8]. The number of samples on level l is given by
Hl =
2
2
(
L∑
l=0
√
s2lCl
)√
s2l
Cl
(6.1)
with Cl the cost to take one sample at level l, s
2
l the sample variance at level l and 
the required tolerance on the RMSE of the quantity of interest.
In contrast, we are interested in the predictions for new and unknown data. We
actually do not know our quantity of interest. One could optimize the number of
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Fig. 6.2: RMSE given in function of different samples configurations as given
in Table 6.6 for DrivFace, SNP1, nlpdata and ChEMBL using MLMLP-G and
MLMLPCSS-G. The reference values for taking Hl consecutively (consec.) and Gibbs
sampling from Table 6.4 are additionally given.
samples based on the training set, but these are noisy observations. A closer look
at equation (6.1) shows that the factor 22
(∑L
l=0
√
s2lCl
)
is the same for all levels
and the factor
√
s2l
Cl
is level specific. The latter can thus be used to define the ratio
between the number of samples Hl at each level l. Using this factor we define the
number of samples at level l as
Hl =

√
s2l
Cl(∑L
l=0
√
s2l
Cl
)H
 (6.2)
with H the given total number samples over all levels and s2l the sample variance of
the average of the observations y. The cost Cl to take one sample is defined as the
number of nonzeros of Xl. Definition 6.2 is based on the fact that the variance of the
difference V[yl − yl−1] is smaller than the variance V[yl] on level l due to positive
correlation. As an alternative we considered a ratio purely based on the cost for taking
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one sample for the multilevel sampler without correlated samples
Hl =
 1Cl(∑L
l=0
1
Cl
)H
 (6.3)
with Cl and H as before.
DrivFace nlpdata SNP2 news20 ChEMBL
Gibbs 1.13E3 3.23E2 4.34E4 7.22E3 1.72E3
MLMLP 2.40E2 1.98E2 8.91E3 4.22E3 1.35E3
MLMLPCSS 3.88E2 3.35E2 1.41E4 6.75E3 2.44E3
Var-MLMLP 2.43E2 1.97E2 8.80E3 2.87E3 1.29E3
Execution Cost-MLMLP 2.49E2 2.09E2 4.51E3 8.89E3 1.30E3
time(s) Var-MLMLPCSS 3.05E2 2.29E2 9.86E3 1.87E3 1.00E3
Cost-MLMLPCSS 3.83E2 3.41E2 1.25E4 7.00E3 2.30E3
Gibbs 9.41 7.09E1 1.57E-1 2.87E1 1.54E1
MLMLP 9.36 7.20E1 1.52E-1 3.10E1 1.57E1
MLMLPCSS 9.40 7.12E1 1.54E-1 3.17E1 1.56E1
Var-MLMLP 9.42 7.78E1 1.53E-1 3.32E1 1.56E1
RMSE Cost-MLMLP 9.32 7.19E1 1.52E-1 3.06E1 1.56E1
Var-MLMLPCSS 9.49 7.25E1 1.55E-1 3.30E1 2.09E1
Cost-MLMLPCSS 9.40 7.08E1 1.54E-1 3.32E1 1.56E1
Table 6.7: The average execution time (s)and RMSE using different data sets for
multilevel sampling with and without correlated samples with the number of samples
Hl based on the variance (Var) of the levels in equation (6.2) (Var) or the number
of nonzeros of Xl (Cost) in equation (6.3). The values for Gibbs, MLMLP-G and
MLMLPCSS with the samples equally distributed over levels from Table 6.4 are pro-
vided as reference. The best values for the multilevel sampling schemes are presented
in bold.
Table 6.7 details the average execution time and the RMSE for the multilevel
sampler with and without correlated samples with the number of samples Hl for each
level l determined by (6.2) or (6.3). Using the variance of the average predictions y on
level l combined with the correlated samples performs worse than using only the cost
of taking one sample on level l. The sample variance was calculated using 50 samples
on each level and then the number of total samples on each level was calculated using
(6.2). Using the cost based distribution of number of samples H in equation (6.3)
results in more samples at the coarser levels and generally without loss in accuracy
with respect to uniformly distributing the number of samples H over the levels in
MLMLP. This results in slightly faster execution time.
6.2. Correlated samples within the Gibbs sampler. As shown in previous
results, using correlated samples can improve accuracy but does increase the execution
time since each sample requires two linear solves on the adjacent levels. As mentioned
in Section 5, there is a second way to define correlation between samples. The second
approach simply projects the finer solution to the coarser level. This could lead to
problems when sampling from different distributions for the same level depending
on the quality of the clustering. If all features within one cluster were the same,
this would not be a problem. In reality this is almost never true. Table 6.8 shows
the execution time, pearson correlation and RMSE for correlated samples using two
linear solves (CSS) and projecting the fine level solution to the coarser level (CSP).
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For almost all data sets, the accuracy of CSP, although faster, is significantly less
than CSS.
Execution time(s) Pearson Correlation RMSE
Data Gibbs CSS CSP Gibbs CSS CSP Gibbs CSS CSP
DrivFace 1.13E3 3.88E2 2.65E2 0.974 0.974 0.974 9.41 9.40 9.50
nlpdata 3.23E2 3.35E2 2.07E2 0.955 0.955 0.955 7.09E1 7.12E1 7.11E1
SNP2 4.34E4 9.43E3 6.45E3 0.959 0.960 0.958 1.57E-1 1.54E-1 1.60E-1
news20 7.22E3 6.75E3 4.25E3 0.912 0.892 0.859 2.87E1 3.17E1 3.68E1
E2006 7.76E3 2.85E3 1.77E3 0.962 0.961 0.957 7.88E-2 8.01E-2 8.33E-2
ChEMBL 1.72E3 2.44E3 1.39E3 0.772 0.768 0.766 1.54E1 1.56E1 1.57E1
Table 6.8: The average execution time (s), pearson correlation and RMSE using
different data sets for Gibbs sampling and multilevel sampling using correlated samples
by linear solves (CSS) and Projections (CSP). Using CSP performs worse than CSS
for almost all data sets.
Figure 6.3 shows the variances for each level l and variance of the difference of the
correlated samples for observation y(0) for CSS and CSP. The figure shows that, as
expected, the variance of the difference on level l and l−1 is smaller than the variance
of level l. For the ChEMBL data, the finer levels for CSP do not contain additional
information with respect to the coarser levels to aid in the prediction of y(0) resulting
in zero variance.
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Fig. 6.3: The variance V[yl] of level l for l = 0, . . . , L and the variance V[yl − yl−1]
of the difference for l = 1, . . . , L on the training data of nlpdata, SNP2, E2006 and
ChEMBL. The results are given using correlated samples with linear solves (CSS) and
projections (CSP).
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7. Conclusion. We have presented a multilevel Gibbs sampler for Bayesian re-
gression for linear mixed models. Using clustering algorithms, a hierarchy of data
matrices is created. This hierarchy allows to sample on different levels reducing exe-
cution time without significant loss in predictive performance for almost all data sets.
Since the coarser levels contain most of the variance of the data, more samples can be
taken at the coarser levels and the chain converges faster than taking all the samples
at the finest level. Distributing the number of samples over the levels based on the
cost to take one level sample was shown to provide fast and accurate results.
Furthermore, we investigated the use of correlated samples to reduce the variance
of the Markov Chain. The use of correlated samples increased the execution time but
did not consistently improve the accuracy of the predictions. The distribution of the
number of samples across the levels based on the variance performed less optimal than
distribution based on sampling cost alone. The multilevel sampler with correlated
samples was often still faster than plain sampling on the fine level and by storing
both the solutions of level l and the difference between the levels l and l − 1, it is
possible to get the predictions of both multilevel samplers as part of an ensemble.
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