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ABSTRACT
The use of ngerprint features for identication purposes has
a long history and is becoming increasingly popular. How-
ever, the massive size of existing ngerprint databases means
that a complete manual search of the database in order to
match a given ngerprint with a print in the database is out
of the question, and at least part of the search process must
be automated. In addition, a number of recent court chal-
lenges to the validity of ngerprint based identication has
lent some urgency to the task of placing the identication
process on a rm mathematical and scientic foundation.
Hitherto, this task has been hampered by the lack of a stan-
dardised representation of a ngerprint pattern that encodes
only the essential features of the pattern, excluding the fea-
tures that are not relevant for identication purposes. Re-
cently a representation has been proposed that considers
the ridges and valleys as analogous to optical fringe pat-
terns, with ridge terminations and bifurcations represented
as \phase spirals" { points in the wave phase eld where a
phase singularity exists.
We demonstrate how the concept of a phase eld containing
phase spirals, employed at two dierent stages in the anal-
ysis of a ngerprint image, can lead to an economical yet
complete representation of the ngerprint pattern. As well
as reducing the hardware requirements for image storage,
it is expected that this will facilitate the task of comparing
two prints to generate a match score, leading to faster and
more accurate identication.
Keywords: ngerprints, image processing, feature extrac-
tion
CR Classications: 1.2.1 (Application and Expert Sys-
tems) - Medicine and Science.
1. INTRODUCTION
1.1 Fingerprint-based identiﬁcation
Identication of an individual via ngerprint analysis has
traditionally relied on having a xed number of point matches
based on the ridge pattern. A point match is a single fea-
ture, for example a ridge termination, that is identied in
both the input print and in the data print to which it is
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being matched. The manual examination and classication
of ngerprints is however a time-intensive and error-prone
activity [12, P. 1] due to the sheer number of samples in
the databases, the attention to detail required and the in-
adequacy of existing classication schemes. Some things
that make ngerprint identication dicult are: incomplete
prints, distortion of the print and nger injuries such as cuts
and scars [7], [12, pp. 131-132]. The result of these factors is
that two prints of the same nger, taken at dierent times,
will never be identical even if the same sensing technology
is employed.
1.2 Features Used in Identiﬁcation
Before a print can be classied the relevant features must be
extracted, either manually or automatically. These features
are of three kinds:
 Level 1 features: Large scale patterns of the ridge
ow.
 Level 2 features: Finer scale features of the place-
ment and behaviour of the ridges themselves, espe-
cially instances where ridges meet or terminate. These
features are referred to as minutiae.
 Level 3 features: Details of the individual ridges,
eg. the location of the sweat pores on the ridges, or
irregularities in the ridge edges.
1.2.1 Level 1 Features (Ridge Flow Patterns)
Penrose [14] describes how a system of lines (such as ridges
on the ngertips) that are locally parallel but can curve
gradually has certain topological constraints. Two kinds of
discontinuity can arise: cores and deltas (gure 1(a)). Fin-
gerprints are broadly categorised according to the presence,
number and position of these.
1.2.2 Level 2 Features (Ridge Placement and Minu-
tiae)
Several classes of Level 2 feature may be identied, but they
can all be described in terms of combinations of the basic
two: ridge endings and ridge bifurcations. Figure 1(b)
shows some typical occurrences of these.
1.2.3 Level 3 Features (Fine Ridge Details)
This term refers to such detail as the ne structure of the
edges of the ridges and the placement of sweat pores onCORE POINT DELTA POINT
(a) The two types of
ow discontinuity.
Ridge
Bifurcations
Ridge
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(b) Examples of ridge
bifurcations and ter-
minations.
Figure 1: Level 1 and Level 2 features used in iden-
tication.
the ridges. This research is concerned only with the task of
extracting and representing Level 1 and Level 2 detail.
1.3 Problems and Challenges
Traditional ngerprint identication methods rely initially
on the broad classication based on the orientation eld,
but primarily on the occurrence and precise location of the
ridge minutiae. There are some issues arising from this.
The location of the minutiae is normally used to register two
images for the purpose of comparison. After registration
the minutiae are also used to gauge the quality of a match,
i.e. given a minutia in one print. is there a minutia in the
corresponding location in the other print?
The problem is that the precise location of a minutia is to
some extent a matter of denition, since it depends on how
we choose to dene the transition between a ridge and a
valley. It is also not easy to formulate a criterion for when
to accept a minutia as real or due to noise or extraneous
features. If the matching procedure is based on minutia
correspondences, the misclassication of minutiae as \real"
or \false" is potentially catastrophic.
It would be preferable to base a match score on some contin-
uous variable (eg. phase behaviour) that is responsive to the
location of minutiae but which does not involve the making
of a yes/no decision.
2. PREVIOUS WORK
2.1 Previous Work on Fingerprint Processing
and Feature Extraction
Most existing classication approaches make use of the ori-
entation image representation, rst introduced by Grasselli
[5]. The orientation eld may be computed by the appli-
cation of appropriate image lters sensitive to particular
texture orientations ([3]; [11]). For example a 2-D Gabor
lter may be applied to detect periodicity in a particular
direction, as demonstrated by Turner [19].
Another way to compute orientation is to employ Princi-
pal Component Analysis, which identies the ridge ori-
Figure 2: Where is the minutia? Illustrating how
the exact location of a ridge minutia depends on
how one represents the ridges and valleys. Dashed
lines indicate the ridge and valley axes; circles show
three possible placements for the minutia.
entation as the direction in which the mean squared in-
tensity gradient is a minimum. Bazen and Gerez [2] de-
scribe a method for deriving a high-resolution orientation
eld via Principal Component Analysis, extracting the sin-
gular points, identifying each as a core or delta, and nding
their orientations.
Minutiae extraction can be performed by using the Cross-
ing Number or Condition Number ([17]; [1]). The im-
age is rst converted to some kind of binary image | for
example, a ridge skeleton map. The crossing number is then
calculated at each pixel by traversing a closed path around
the eight neighbouring pixels and counting the number of
transitions between the two possible binary values.
As should be evident from the preceding discussion (sec-
tion 1.3; gure 2), the exact location of a minutia found in
this manner will depend on what kind of binary image is
used | a ridge skeleton map, a valley skeleton or something
in between.
2.2 Work on Fingerprint Classiﬁcation and
Individuality
Beginning with the work of Galton in 1892, many researchers
have devised models to describe the individuality of nger-
prints [16] [12, p 261]. A recent approach to classication is
that taken by Tu and Hartley [18], who perform a statistical
analysis of the distribution of minutiae over a 100 by 100
pixel grid centred on a given minutia and aligned with the
orientation of this minutia.
Pankati et al. [13] derive a formula for estimating the prob-
ability that two randomly selected prints that respectively
have m and n discernible minutiae will have a given number
 of minutiae that match to within a specied spatial toler-
ance. The probability of such a match is shown to be highly
sensitive to both the number of minutiae and the number
of matches. In other words, a misjudgment regarding the
existence of a minutia when examining the prints dramat-
ically increases the probability of a false match or a false
non-match.
3. PHASEFIELDREPRESENTATIONOFA
FINGERPRINT
3.1 DiscussionFigure 3: Illustrating the derivation of a idealised
fringe pattern where phase is simply a scalar func-
tion (corresponding in this case to surface height).
Note the absence of any minutiae; wave crests and
troughs correspond to surface contours, so they are
continuous and do not intersect.
Except at singular points in the ridge ow pattern (the cores
and deltas described in section 1.2.1), the ridges show a high
degree of regularity. This suggests that the ridge pattern
is analogous to the peaks and troughs of an oriented wave
train.
If the ridge pattern were continuous across the image, with
no ow singularities and no ridge breaks or joins, it might
be relatively straightforward to represent the pattern as a
wave train with the phase varying smoothly over the image.
One could for example imagine the phase as a function of
the height of a surface (gure 3).
There are two major stumbling blocks in the way of deriving
such a representation:
1. The specication of a wave phase at any point implies
the assignment of a direction to the wave, While it is
relatively easy to obtain the ridge orientation across
the image, disambiguating this into a consistent ow
eld is a non-trivial task. The diculty is illustrated
in gure 4.
2. The ridge minutiae correspond in the wave model to
points at which a wave crest terminates or bifurcates.
Such points represent discontinuities in the phase eld,
with the phase being undened at these points. It
can be demonstrated that the presence of such points
means that the phase cannot be \unwrapped", i.e. it
cannot be represented as a continuous function such as
the height of a surface, as suggested above. If a wave
model is used, it is necessary to somehow deal with
this diculty.
The Helmholtz Decomposition Theorem [8][9] states that
the phase of a smooth vector eld can be decomposed into
two parts | a continuous part, which can be unwrapped,
and a \residual" part, which cannot be unwrapped but which
can be expressed in simple terms as a phase that exhibits
(a) An unsuccessful at-
tempt to assign a ow
direction
(b) Flow direction cor-
rectly assigned
Figure 4: A ow direction assigned so that it is con-
sistent within a subregion dened by the rectangu-
lar boundary cannot always be extended to the rest
of the image without causing an inconsistency (a).
Reversal of the direction over part of the image re-
solves this inconsistency (b). Neighbouring regions
may contain oppositely directed ow provided that
the boundary between the regions (dashed line) is
parallel to the ow.
spiral behaviour at a set of discrete points in the image.
This is discussed more fully in the next section.
It turns out that the concept of spiral phase can also be
used in addressing the other problem referred to above {
the derivation of an unambiguous direction eld from an
orientation eld that has an ambiguity of .
3.2 Existing Work on the Phase Representa-
tion
In 2007, Larkin and Fletcher [9] presented a paper in which
they propose representing ngerprint structure as a \holo-
gram", i.e. a phase modulated fringe pattern. The work was
inspired by similarities between ngerprint patterns and op-
tical interferograms, which have been studied extensively
by optics researchers. Such research has given rise to the
concept of phase vortex spirals, which are capable of rep-
resenting the singular points in the phase eld of an opti-
cal interference pattern. Fingerprint research has tended to
concentrate on the ridge spacing, or, equivalently, the ridge
frequency | but the problem here is that the frequency rep-
resentation fails at the most interesting points in the image,
viz. the points where the ridges terminate or bifurcate.
Larkin and Fletcher propose a nger ridge representation
based on phase, rather than on ridge frequency, which is
the spatial derivative of phase but is not well-dened at all
points. Their model represents the intensity in a ngerprint
image as:
f(x;y) = a(x;y) + b(x;y)  cos[ (x;y)] + n(x;y) (1)
which can be rewritten as:
f(x;y)   a(x;y)  b(x;y)  cos[ (x;y)] (2)
where: f is image intensity at each point,
 a is the oset, or \DC component",
 b is the amplitude,
   is the phase term,
 n is a noise term resulting from sweat pores and other
artifacts as well as noise in the image capture process.
The necessary task is to determine the parameters a, b and
 ; this is termed demodulation.
They rst remove the oset term by estimating this as the
mid-value of a localised histogram. They then proceed to
dene the demodulation operator $:
$ff(x;y)   a(x;y)g
= F
 1fexp[i(u;v)]Ffb(x;y)cos[ (x;y)]gg (3)
and show that this is approximately equal to:
 i  exp[i(x;y)]  b(x;y)  sin[ (x;y)] (4)
(equation 4 in [9])
where:
 F and F
 1 respectively denote the Fourier transform
and inverse Fourier transform,
  is the direction of the wave normal,
  is the polar angle in frequency space, dened by:
(u;v) = atan2(v;u)
A comparison of equations 2 and 4 shows that the right hand
sides are in the ratio:
 i  exp[i(x;y)]  tan[ (x;y)] (5)
and that therefore provided we can determine , the direc-
tion of the wave normal, we can use this to directly deter-
mine  , the fringe phase.
Larkin and Fletcher go on to discuss the fact that, by the
Helmholtz Decomposition Theorem,   can be decomposed
into a continuous phase component and a spiral component:
 (x;y) =  c(x;y) +  s(x;y) (6)
where  s is the spiral phase component generated using the
addition of a number of spiral phase functions centred on n
points:
 s(x;y) =
X
n
pn arctan

y   yn
x   xn

(7)
The points (xn;yn) are the locations of the minutiae in the
fringe pattern; each has an associated \polarity" pn = 1.
Figure 5 shows the wave phase behaviour across a fringe pat-
tern containing a pair of minutiae, one with positive polarity
and the other with negative polarity.
Figure 5: Illustrating the phase behaviour in a fringe
pattern containing two minutiae, one of each polar-
ity. Arrows indicate phase  , shown increasing an-
ticlockwise with   = 0 pointing to the right, not to
be confused with the direction of the wave normal
which is constant at 90
 (upwards) across the pat-
tern. Lower circle encloses a minutia of polarity +1;
upper circle contains a minutia of polarity  1.
The results of Larkin and Fletcher's work are four output
images:
 the oset component a,
 the wave amplitude b,
 the continuous unwrapped phase eld  c,
 the spiral phase eld  s, specied by marking the loca-
tion of each spiral phase point along with its polarity
(positive or negative).
The rst three of these are smoothly varying scalar elds,
and hence are amenable to data compression techniques.
The fourth eld, spiral phase, is not continuous, but can be
encoded very economically simply by listing the points and
their associated polarities. Larkin and Fletcher show that
very high data compression ratios (they quote a factor of
239) can be achieved, and that the compressed data can be
used to reconstruct an image of the original ngerprint that
is almost indiscernible from the original.
Note however that it is only the last two quantities,  c and
 s, that are actually required to describe the ridge pattern;
the other two parameters are associated with image bright-
ness and contrast, which are not relevant when comparing
ridge patterns.
4. THIS RESEARCH
In my work the analysis of the ngerprint image proceeds
as follows:
1. Extract the ridge orientation eld and locate the ow
singularity points (cores and deltas).2. Segment the image into foreground and background.
The foreground is the part of the image occupied by
the ngerprint itself where the ridge pattern is clear;
the background consists of those parts of the image
outside the area representing the ngertip, plus any
regions where the pattern is insuciently clear to per-
mit analysis and feature extraction.
3. Apply a ridge enhancement process, which smooths
the ridges and valleys while preserving their identity.
This removes many of the noise-related features that
might otherwise be falsely interpreted as minutiae.
4. Disambiguate the orientation eld into a consistent di-
rection eld.
5. Using the methodology of Larkin and Fletcher, deter-
mine the fringe pattern phase.
6. Decompose the phase into a spiral phase component
and a residual component, and unwrap the residual
component to express it as a continuous scalar func-
tion.
4.1 Orientation Field
We determine the orientation eld via principal component
analysis, following the methodology of Bazen and Gerez
(section 2.1).
We rst preprocess the image by applying a Butterworth
Filter which lters out both high and low frequency compo-
nents, taking advantage of our knowledge that the average
ridge spacing on the ngertips is about 0:5mm.
It can be shown by simple calculus that the direction  for
which the mean squared gradient of image intensity is a
maximum is given by:
2 = atan2(P;D)
where:
 P = 2Gxy
 D = Gxx   Gyy
 Gxx is the mean squared gradient in the x direction,
 Gyy is the mean squared gradient in the y direction,
 Gxy is the mean product of the x and y gradients.
This gives two values of  (diering by 180
) for which the
mean squared gradient is a maximum; the two directions
at right angles to these therefore give the orientation of the
ridges. Along with the orientation we calculate the coher-
ence, which is a measure of the anisotropy of the image
gradient. we dene the coherence C as:
C =
p
P 2 + D2
Gxx + Gyy
C always lies between 0 (no directionality) and 1 (high di-
rectionality).
The orientation eld now enables us to locate the cores and
deltas in the print. In tracing out a closed path on the image
and observing the behaviour of the ridge orientation vector,
we note that in most cases the nett change in  is zero.
However, if the path surrounds a core point or a delta, the
change is  is  or   respectively. This total change in 
is denoted the Poincar e Index (here referred to as PI).
Making use of Green's Theorem [15, P 916], which relates
the integral of a quantity around a closed curve to the in-
tegral of the curl of the quantity over the area inside the
curve:
I
(Pdx + Qdy) =
Z
A

@Q
@x
 
@P
@y

and setting P = @=@x and Q = @=@y
we nd that the Poincar e Index is equal to the algebraic
sum of the Poincar e indices for all points inside the curve as
given by
PI = @Q=@x   @P=@y
In other words, the sum of the Poincar e indices for all points
in a region is equal to  times the dierence between the
number of cores and the number of deltas inside the region.
4.2 Segmentation
Segmentation of the image into print foreground and back-
ground is based on three criteria: the magnitude of the di-
rectional response, the directional coherence, and the ridge
frequency. The process will be described only very briey
here, as it is not relevant to the main topic of this paper.
 Directional Response. This is given by the quantity
R, dened as
R =
p
(P2 + D2) (8)
where P and D are as dened in section 4.1. A his-
togram of R over the image is constructed, and a thresh-
old value is set based on the assumption that the n-
gerprint itself, which shows greater values of R than
most of the background, occupies at least 5% of the
image.
 Coherence. This is the quantity C as dened in sec-
tion 4.1. A threshold minimum value of 0:3 is found to
roughly delineate those areas where the ow direction
is readily discernible to the naked eye.
 Ridge Frequency. A rough estimate of frequency is
obtained by binarising the image according to whether
the normalised intensity value is positive or negative
(or, equivalently, whether the actual intensity is greater
than or less than the local averaged intensity). The
frequency is then estimated by counting zero crossings
in the direction perpendicular to the ridge orientation,
and dividing by two. Applying our knowledge of the
range of the actual ridge spacing (section 4.1), seg-
mentation based on frequency is then done by exclud-
ing those areas in the image where the frequency fallsoutside this range. N.B. The frequency-based segmen-
tation is actually carried out after the ridge enhance-
ment stage described in the following section, since it
requires a reasonably clean binary ridge map. It is
described in this section for completeness.
4.3 Ridge Enhancement
Ridge lines in real ngerprint images contain many tiny
breaks and irregularities, and it is necessary to distinguish
these from true ridge endings and bifurcations. The solu-
tion adopted is to perform ridge enhancement via a process
of \oriented diusion", which is an iterative smoothing pro-
cess that smooths out intensity variations in the ridge di-
rection but not in the perpendicular direction, so that the
identity of the ridges and valleys is preserved. This work is
described in an earlier paper [6]. This results in an image
where most of the false minutiae, which occur due to ab-
normally abnormally bright spots within the dark ridges or
dark areas within the light coloured valleys, are removed.
4.4 Disambiguating the Orientation
Figure 4 illustrates the diculty inherent in determining a
unique direction eld when only the orientation is known.
In the absence of ow singularities, this problem could be
solved by starting at one point and arbitrarily assigning one
of the two possible directions, traversing the image point
by point, assigning the direction so as to ensure there are
no discontinuities of  between neighbouring points.
1 For
example one might \unwrap" the direction  along one cen-
tral column of the image by traversing from top to bottom,
then unwrap each row beginning from the column just un-
wrapped.
The presence of ow singularities, unfortunately, means that
there are points in the eld where a discontinuity of 
in the direction of the ow vector does indeed occur, and
therefore the above unwrapping technique will in general
fail. It is however possible to decompose the orientation eld
into two parts | one which is continuous, and one which
suers jumps of  only at certain well dened points.
Examining gure 4(b), we note that it is possible to fol-
low a line down from the core point marking the boundary
between two oppositely directed ow elds. this line is a
branch cut (shown in the gure as a sloping dashed line).
The strategy adopted, therefore, is to extract these lines
from the orientation eld, dene a special direction eld s
that is discontinuous only at these lines, and subtract this
from the original orientation eld , leaving a residual eld
c that can be unwrapped. s can then be added to the
unwrapped c to give a nal unwrapped theta with no dis-
continuities except those along the specied branch cuts.
The foregoing is reminiscent of the decomposition of the
fringe pattern phase into spiral phase and continuous phase
components. In fact it is completely analogous except in
two important respects:
1The MATLAB language, for example, has a built-in func-
tion to perform such unwrapping; it detects and removes
discontinuities of 2 rather than , but this can be handled
by multiplying the orientation angle by 2, performing the
unwrapping, then halving the result.
1. When unwrapping the continuous component of c,
discontinuities of  must be removed. This contrasts
with the wave phase unwrapping problem, where dis-
continuities of  do not occur, and it is only jumps of
2 that need be detected and removed. As mentioned
above, this can trivially be handled by doubling c,
unwrapping the doubled angle and halving the result.
2. The spiral phase component described in section 3 was
a simple model containing a discrete number of point
phase vortices. This will not suce for modeling the
behaviour of , where the discontinuities occur along
one or more lines rather than only at certain points.
A model that does give the required phase behaviour is a
phase dipole. This is constructed from a straight line seg-
ment by dening two spiral phase elds of opposite polarity
at the end-points of the line, and summing the resultant
phase elds:
 d(x;y;x1;y1;x2;y2) = arctan

y   y1
x   x1

 arctan

y   y2
x   x2

(9)
where (x1;y1) and x2;y2) are the locations of the end-points
of the line.
If  d is dened to lie between   and , this gives a discon-
tinuity of 2 only along the line itself (see gure 6). This
is precisely what is required, except that  d must be di-
vided by 2 at some stage to give a discontinuity of  rather
than 2. (Since the residual direction eld c is unwrapped
by rst being doubled and must also later be halved, it is
convenient to leave the nal division by 2 to the very end.)
A suitable spiral direction eld can now be derived by split-
ting the branch cut line into a number of straight line seg-
ments and assigning a phase dipole eld to each segment.
Line segment ends of opposite polarity meet at each node
and cancel, leaving only a positive spiral at one end of the
branch cut (corresponding to a core) and a negative spiral
at the other (corresponding to a delta). (In almost all cases,
the branch cut is traced until it lies outside the borders of
the image, so that only one end is visible. There is a rare
ngerprint class called a tented arch, in which the delta
and core points are connected by a single branch cut.)
Summarising, the process is as follows:
1. The orientation eld  is doubled, giving  = 2.
2. The core and delta points are identied, using the
Poincar e Index of , which is 2 and  2 at a core
and delta respectively.
3. Branch cuts are extracted by following lines from each
core or delta point until the image border (or, occasion-
ally, another singularity point) is reached. The cuts are
specied by the list of nodes: f(x1;y1);(x2;y2):::g
4. For each branch cut, the spiral phase eld is con-
structed as the sum of phase dipoles of each line seg-
ment:
s(x;y) = p 
n 1 X
i=1
[ d(x;y;xi;yi;xi+1;yi+1] (10)(a) Phase dipole eld (grey scale).
(b) Phase dipole eld, shown in vector
form.
Figure 6: Showing the phase eld around a phase
dipole. The positive end of the dipole is on the left,
the negative on the right. Note from (a) that the
eld is continuous everywhere except along the line.
where p is the polarity of the singular point (+1 for a
core,  1 for a delta).
5. The s for all the branch cuts are summed to give a
total spiral phase eld s.
6. The residual c is calculated by subtracting the spiral
phase:
c =    s (11)
7. c is unwrapped to 
0
c, using the method described at
the beginning of this section.
8. The nal unwrapped direction 
0
is given by:

0
= (
0
c + s)=2 (12)
4.5 Phase Demodulation
The disambiguated ow direction 
0
now denes the direc-
tion  of the wave normal in equation 4, viz.:
 = 
0
+ =2 (13)
This allows the determination of the fringe pattern phase  ,
using expression 5.
4.6 Phase Decomposition
The fringe pattern phase   is now decomposed in a manner
analogous to that in which the doubled ow direction  was
decomposed earlier. The process is simpler because there is
no doubling or halving of the angle required and no branch
cuts, only discrete phase spiral points.
1. Phase singularities in the   eld are found using the
Poincar e Index, which is +2 at a positive phase vor-
tex,  2 at a negative vortex and zero everywhere
else.
2. The spiral phase eld  s is constructed as per equa-
tion 7, repeated here:
 s(x;y) =
X
n
pn arctan

y   yn
x   xn

(14)
3. The residual phase  c is given by:
 c =      s (15)
4. c is unwrapped to give 
0
c.
In unwrapping   to  
0
, one can use the same technique
that was employed in unwrapping  to 
0
(section 4.4). A
problem here is that, although in theory  c contains no dis-
continuities, inevitable inaccuracies in the exact placement
of the singular points occur due to the fact that we are deal-
ing with a discrete digital image rather than a continuous
eld. This results in many single lines in the image where
the calculated value of  c is displaced by a multiple of 2
from its correct value.
This problem also occurs when unwrapping c to retrieve the
ow direction; however in the case of the ow direction onlya small number of singular points are involved (normally
no more than four), and it is a relatively simple matter to
correct these few erroneous lines by comparing the values of
c with neighbouring values. In the case of unwrapping the
fringe phase there are many singular points, typically 100 or
more.
An alternative means of unwrapping the phase is to treat the
task as a problem in reconstructing a surface from the known
gradients. Frankot and Chellappa [4] provide an algorithm
to do this based on considering the surface height as the sum
of Fourier basis functions and nding the coecients that
minimise the dierence (in a least squares sense) between the
actual gradients and the computed gradients of the function.
In this case the relevant inputs are the gradients in the x
and y directions of  c. Because of the wraparound in the
values of  c we cannot use the directly computed gradients:
however the gradients of an angle are easily computed using
the identity
@ =@x = cos   @(sin )=@x   sin   @(cos )=@x (16)
with a similar term for @ =@y. Since these expressions
contain sines and cosines rather than actual angles, the
wraparound problem is avoided.
5. RESULTS
Figures 7, 8 and 9 show a portion of a typical input image
and the results of various stages of processing. For simplicity
a central subregion of the image was chosen, most of which
was labeled as foreground. Background areas are shown
greyed-out in gures 9(a) and 9(b).
Points to note:
 The orientation eld is well captured (gures 7(c),
9(a)).
 Figure 8(c) illustrates that only a small number of im-
age points, plus the polarity of each, are sucient to
specify the spiral phase component.
 As illustrated by gure 9(b), the continuous or \car-
rier" phase, plus the spiral phase specication, is suf-
cient to recreate the ow pattern and to place the
ridges and minutiae in the correct locations. The ben-
ets of this are:
1. As stated by Larkin and Fletcher, this allows the
possibility of highly economical data storage. The
spiral phase eld can be specied simply by list-
ing the locations of the vortex points and their
polarities, and the residual phase eld is smooth
and continuous and is therefore amenable to data
compression techniques based on sub-sampling.
2. It is our assertion that s and  s together encap-
sulate all the Level 1 and Level 2 detail, so that a
match score need be based only on the behaviour
of these two quantities
(a) Input image
(b) Ridge-enhanced image after per-
forming oriented diusion
(c) Orientation eld, with branch
cuts shown
Figure 7: Typical ngerprint image and the results
of early stages of processing.(a) Direction eld after disambigua-
tion
(b) Unwrapped continuous phase
(c) Spiral phase points: vortices of
positive polarity are white, negative
are black.
Figure 8: Results of intermediate processing stages.
(a) Cosine of continuous phase
(b) Cosine of total phase
Figure 9: Final stages of processing.6. ONGOING AND FUTURE WORK
A ridge enhancement step was described (section 4.3). This
stage is computationally expensive, and it is unclear at this
stage the number of smoothing iterations that we perform
is strictly necessary in order to a useful fringe pattern phase
model. Certainly noise in the original image will result in
the appearance of many false minutiae, but it may be that
these are better removed at a later stage of analysis, for
example by smoothing the vectorised phase eld. This will
be investigated.
The ultimate goal of the research is to point the way to a
more reliable scheme for ngerprint pattern matching. To
this end, a match score will be generated based on the con-
tinuous and spiral phase elds described here. A form of
smoothing can be done on either of these quantities by ap-
plying a smoothing operation to the phase expressed as a
vector. Smoothing of the spiral phase eld has the eect of
eliminating vortex points of opposite polarity that are close
together. It should be possible to perform matching at a
variety of spatial resolutions by the choice of the spread of
the smoothing lter.
7. CONCLUSION
The phase eld representation of the ngerprint pattern is
achievable, and shows the potential for holding all the in-
formation we are interested in in a standardised representa-
tion which is also economical in terms of data storage. The
representation of the minutiae as the resultant of a spiral
phase eld opens the possibility of selecting and varying the
scale at which we examine images to generate a match score,
This should allow us to express a match score as a number
or series of numbers that are robust with respect to small
amounts of noise, as distinct from traditional methods that
use match scores based on presence or absence of minutiae,
and may therefore be catastrophically aected by a minutia
misclassication.
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