Abstract-Intelligent buildings are responsible for ensuring indoor air quality for their occupants under normal operation as well as under possibly harmful contaminant events. An emerging environmental application involves the monitoring of intelligent buildings against harmful events by incorporating various sensing technologies and using sophisticated algorithms to detect and isolate such events. In this context, both centralized and distributed approaches have been proposed, with the latter having significant benefits in terms of complexity, scalability, reliability, and performance. This paper considers the automatic partitioning of the building into subsystems, which enables the distributed simulation, modeling, analysis, and management of the intelligent building while ensuring the effective detection and isolation of contaminants in the building interior. Specifically, we develop both a high-quality heuristic algorithm and an optimal mixed integer linear programming (MILP) formulation for the building partitioning problem. The MILP formulation is based on graph partitioning techniques, while the heuristic is based on matrix clustering techniques. Both approaches partition the building into subsystems while ensuring 1) maximum decoupling between the various subsystems, 2) strong connectivity between the zones of each subsystem, and 3) control of the size of the subsystems with respect to the number of allocated zones. A combination of the two approaches is also proposed for reconfiguring an initial partitioning composition in real time in order to accommodate partitioning needs that arise from dynamic system changes.
I. INTRODUCTION

I
NTELLIGENT Buildings (IB) are all about ensuring the occupants' comfort, productivity and safety, and at the same time maximizing the building's efficiency, by autonomously governing and adapting the building environment. This is achieved using modern information and communication technologies (ICT), such as sensors (e.g., temperature, occupancy and gas emissions), distributed microprocessors and computers that have sensing, communication, computation, and control capabilities. Sensing is necessary to measure and monitor the state of the building environment, while communication enables information exchange between various ICT devices. Computation is needed to dynamically process collected information, perceive the environment and make autonomous decisions. These control decisions are then applied to the building environment to meet the design objectives of the considered application. One such application concerns the monitoring of indoor air quality (IAQ). IAQ is considered one of the three most important factors (the other two are visual and thermal comfort) influencing occupants' quality of life in building environments [1] . IAQ is often compromised by various airborne contaminants that are either generated indoors or penetrate into the indoor environment with passive or active airflows [2] , [3] . Under these safety-critical conditions it becomes of paramount importance to promptly detect the presence of the contaminant event and identify the location of the source for the occupants' safety. Passive protective measures have been used for years and include architectural features, physical security and air filtration.
Recently, the emergence of IBs has enabled the application of active protective measures. In this context, IAQ sensors are deployed inside IBs to measure and monitor contaminants that propagate through the different building zones (e.g., rooms) based on the existing airflows. The collected data are gathered at a central computing unit for processing using Contaminant Detection and Isolation (CDI) algorithms which detect the presence of the contaminant source (detection) and estimate its location (isolation) (e.g., building zone). Promising centralized CDI approaches proposed include the adjoint probability method [3] , the Bayesian updating technique [4] and the state-space method [5] .
Nonetheless, for large-scale buildings' implementations, centralized CDI approaches suffer from several issues, related to realization complexity, scalability and reliability [6] . Therefore, development of distributed CDI schemes is important in order to benefit from the advantages of distributed fault diagnosis architectures and frameworks which have been documented in [7] - [9] . In the context of IBs, a distributed CDI scheme was developed in [10] , by considering the building as a collection of interconnected subsystems and designing contaminant event monitoring agents for different subsystems. Each monitoring agent aims to detect the contaminant introduced in the underlying subsystem and isolate the building zone where 2471-285X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the contaminant source is located. Moreover, each agent is allowed to exchange information with its neighbouring agents. Close investigation of distributed CDI algorithms reveals that the modeling and interconnection uncertainties that directly affect the performance of the algorithms (e.g., speed and accuracy of detection and isolation) strongly depend on the airflows between the zones and the relative size of the subsystems. Hence, one important problem that needs to be addressed involves the appropriate selection of building zones for each subsystem, in order to maximize the performance of the CDI algorithms.
In this paper, we address this building partitioning problem. For its effective solution, we consider three main design criteria: (i) minimize the coupling between subsystems in terms of airflows, (ii) ensure subsystem connectivity, (iii) balance the size between various subsystems with respect to the number of allocated zones. The first criterion directly affects the performance of the CDI algorithms by minimizing the interconnection uncertainty. The second criterion ensures the continuity of the building area comprising a specific subsystem. The third criterion aims to balance the uncertainty across subsystems and the computational effort of each monitoring agent. An additional requirement is that any developed algorithm should be able to quickly repartition the building due to dynamically varying airflows which occur because of either environmental (temperature, wind direction and velocity) or structural (opening/closing of doors/windows) changes.
According to the aforementioned design criteria, we develop two different approaches for the solution of the building partitioning problem: a Mixed Integer Linear Programming (MILP) approach based on an exact mathematical formulation and a matrix-clustering heuristic approach termed the Building Partitioning Heuristic (BPH). The BPH algorithm is based on matrix clustering and incorporates matrix reordering techniques in order to decide on the best partitions. Moreover, it utilizes maximum and minimum size constraints to control the resulting partition size and provides high quality results. Even though it does not guarantee solution optimality, it is able to re-partition the building given an initial solution in a timely manner and in this way adapt to the changing airflows in the building's interior. On the other hand, the proposed MILP is based on graph partitioning techniques. It is able to completely control the formation of the resulting subsystems and provide optimal solutions for the building partitioning problem. Moreover, it employs a novel way of adaptively defining a source zone in every resulting subsystem. The selected sources are then combined with the theory of network flows, to ensure that the formed subsystems are connected.
In summary, the main contributions of this work are the following:
1) Formulation of the building partitioning problem as a mathematical constrained optimization problem, the first formulation that enables the effective application of distributed CDI algorithms, and development of a MILP approach for its solution. 2) Development of the BPH algorithm for building partitioning which adheres to connectivity and size constraints.
3) Combination of the two approaches (MILP and BPH) to obtain real-time and effective solutions to problems that arise from dynamically changing airflows in the interior of the building. The organization of this paper is as follows: Section II presents the related work on matrix clustering and graph partitioning approaches using connectivity and size constraints. Section III introduces the problem of building partitioning and gives an overview of the problems' objectives and constraints. Section IV presents a novel MILP formulation for building partitioning. Section V describes the two-phases of the BPH approach and discusses the restrictions of each phase, while Section VI discusses the combination of MILP and BPH to achieve on-line optimization capabilities. Section VII illustrates the capabilities of the distributed CDI algorithm which utilizes the partitioning solution of the proposed approaches, evaluates and compares the performance of the two approaches for both real and random buildings in terms of optimality and execution time, and also analyzes the quality of the on-line optimization solution that combines the two approaches. Finally, Section VIII concludes the paper.
Notation: Calligraphic letters denote sets, superscript (·)
T denotes the transpose and |Z| denotes the cardinality of set Z.
II. RELATED WORK
Partitioning problems appear in many fields including engineering, machine learning, pattern recognition and economics. Despite the fact that partitioning problems have the same goal, they arise in the literature with different names (e.g., decomposition, clustering, grouping, partitioning), depending on the field of application and the solution approach. Partitioning techniques can be grouped into two main categories: (i) Decomposition techniques that consider the system as a whole and try to separate it into subsystems, and (ii) Clustering or grouping techniques that consider individual segments of the system and try to combine them in order to form subsystems. Although many partitioning techniques have been proposed in recent decades, there is no universal solution that deals with all associated problems as the vast majority of approaches are subject to different constraints and objective functions. In addition, the impossibility theorem [11] confirms the difficulty in the development of a universal partitioning scheme. Differences between schemes arise due to the representation of data (e.g., points in a 2D/3D plane, relational data matrices, graphs), the resulting number of clusters (e.g., known from the start, derived from the result), the execution time requirements and the problem objective. Next, we present both clustering and graph partitioning techniques that are related to the IB partitioning problem, as well as techniques that explicitly consider the connectivity of the resulting partitions.
A. Matrix Clustering
For the automatic partitioning of buildings, the most relevant techniques found in the literature are clustering schemes that incorporate matrix reordering techniques which are commonly used in the area of machine-component grouping in production flow [12] - [17] . Machine component grouping arranges machines of different purposes into clusters, to suite production of specific component families, depending on the similarity of operations that are meant to be performed. The dataset consists of a matrix with binary values which indicates the connections between the different machines-components of the system. The goal is to form square blocks of values indicating the clusters, while maximizing the values enclosed in the blocks. Therefore, machines that execute sequential or similar jobs are clustered together. This is achieved through rearranging the rows and columns of the initial matrix. Each row and its corresponding column are rearranged simultaneously, preserving in this way the initial connectivity between rows and columns. Matrix clustering techniques also ensure the connectivity inside the resulting clusters. Additionally, they allow easy application of size constraints to the formed clusters, by disallowing a row to enter a cluster that has reached maximum size; hence, matrix reordering techniques make a good candidate for building partitioning problems. The proposed BPH utilizes maximum and minimum size constraint in combination with a novel row moving policy to achieve block formation and connectivity conservation. An important feature of the BPH, missing from the aforementioned approaches, is the swapping of rows between different blocks. This feature renders the algorithm suitable for online optimization, i.e. it allows the algorithm to obtain fast and effective building partitions under dynamically varying conditions by incorporating good initial solutions.
B. Exact Graph Partitioning
Buildings can easily be modeled as graphs, where each zone corresponds to a vertex and an airflow path connecting two zones indicates the existence of a weighted edge between them. Therefore, the building partitioning problem can be directly related to graph partitioning schemes which partition an initial graph into subgraphs by removing a number of its edges. It is worth mentioning that many fast heuristic algorithms for large graphs can be found in the literature (see for example [18] - [21] ). However, they do not offer the same level of performance as exact algorithms that provide optimal solutions. Examples of exact algorithms can be found in [22] - [24] where they mainly target and find exact solutions for the balanced bisection problem, while also providing bounds for other small number of resulting partitions. Since the graph partitioning problem is NP-Hard [25] , exact algorithms can only target relatively small-sized problems. Although these algorithms include various size constraints, to the best of the authors' knowledge, they do not require connectivity among vertices of the same partition, which is one of the main constraints in the building partitioning problem. In our work, the proposed MILP formulation allows full control over the size of the partitions and explicitly enforces connectivity between zones in the same subsystem.
C. Subsystem Connectivity
Enforcing connectivity inside each partition has been explicitly investigated in other graph partitioning problems. In [26] , an iterative method is proposed for partitioning 2D-and 3D-meshes while minimizing the number of edges that are not included in a partition. In the aforementioned work, connectivity is preserved by constructing iteratively different subsets of partitions called fronts, by accumulating only nodes that share a connection in each subset. The theory of network flows has also been a major contributor of exactly modeling connectivity in graph partitioning problems. Connectivity preservation using network flows is achieved by ensuring that a unit of flow initiated from any node of one partition can reach any other node of the same partition. This is accomplished by having a source node send one unit of flow to all other nodes (sinks) [27] . In the general case this is quite challenging, as the nodes in each partition and hence the source nodes are not known a priori. Solution to a special case where only one partition is formed from a set of vertices is given in [28] .
In contrast to the aforementioned literature, the developed MILP approach provides extensive flexibility over the partitioning solutions by allowing the incorporation of general connectivity and size constraints. Although the BPH allows for less control, it can incorporate initial exact solutions from the MILP approach to provide effective and fast (suitable for real-time application) building re-partitioning when airflow changes occur.
III. PROBLEM STATEMENT
Consider an n-zone building as a centralized system, where the contaminant dispersion in the indoor environment of the building is described by the following multi-zone state-space model 1 [29] :
where χ ∈ R n represents the concentration of the contaminant in the building zones, while A ∈ R n ×n is the state transition matrix with its elements A i,j modeling the changes in contaminant concentration between zone i and zone j, primarily as a result of the air-flows; note that A i,j = A j,i = 0 if there is no leakage path connecting zones i and j. The controllable inputs in the form of doors, windows, fans and air handling units are represented by υ ∈ R p , B ∈ B n ×p is a zone index matrix concerning their location with B = {0, 1}, while matrix Q ∈ R n ×n holds the volumes of the zones in its diagonal. The last term indicates the location and characteristics of the contaminant sources, represented by G ∈ B n ×s and γ ∈ R s , respectively. The outputs of the sensors monitoring Σ are represented by ψ ∈ R m , while C ∈ B m ×n is a zone index matrix for the sensor locations and ω ∈ R m characterizes the additive measurement noise. Now consider the same building decomposed into K interconnected subsystems Σ I , I ∈ {1, . . . , K}, where each subsystem consists of n I zones. The corresponding distributed model for contaminant dispersion inside the building is given in [10] as:
Terms {χ I , υ I , γ I , ψ I , ω I } and {A I , B I , C I , Q I , G I } are local sub-vectors and sub-matrices of subsystem Σ I of appropriate dimensions, having the same meaning with the corresponding terms of the centralized system Σ. In addition, ζ I ∈ R l denotes the vector of interconnection flows in subsystem Σ I and H I is a matrix composed of the elements of A associated with the interconnection flows in subsystem Σ I .
A key observation regarding distributed CDI is that the detection and isolation performance depends significantly on the sum of all interconnection flows. By reducing the interconnection flows, the inter-dependencies between subsystems become weaker. Thus, possible contaminant events in one subsystem do not propagate to neighboring subsystems, leading to improved performance. Hence, given a state transition matrix A of a building system Σ, the objective is to minimize the Partitioning Cost (PC) of splitting the building into K subsystems in order to minimize the interconnection airflows. PC is expressed as:
where A I denotes the set of elements (i, j) of matrix A which define matrix A I of subsystem I. In addition to the minimization of the objective defined in (1), the considered problem has two main constraints. The first, is that all zones in each subsystems should be interconnected to ensure continuity of the building area comprising each subsystem. The second constraint controls the size of each subsystem so that all subsystems have more than M and less than M zones and/or the relative size difference of the subsystems does not exceed R. Restricting the subsystem size maintains the computational effort of the CDI algorithms under control; this is particularly important as the computational complexity of the CDI algorithms increases exponentially with the number of involved zones. A final requirement for the considered problem is that the developed partitioning algorithms should be able to quickly re-optimize the problem when environmental and structural changes affecting the building airflows take place. Note that, in a real-world scenario, such changes may be detected and their effects estimated through the utilization of advance information processing and classification approaches [30] , [31] .
IV. EXACT MILP FORMULATION
In this section we describe the graph-based MILP formulation. The formulation adheres to three sets of constraints: "Basic Partitioning Constraints" to partition the graph, "Connectivity Constraints" to ensure connectivity of zones in each partition and "Size constraints" to control the size of the partitions.
Consider an undirected, connected graph G = (V, E) and
in terms of the state transition matrix A so that the edge weights are symmetric. The objective is to partition the graph into K ∈ Z + subgraphs while minimizing the edge weights that are not included in any subgraph which represent the PC defined in (1). Let variables z i,j , (i, j) ∈ E indicate whether edge (i, j) belongs to any subgraph (z i,j = 1) or not (z i,j = 0). The objective of the problem can then be expressed as:
The above objective is subject to various constraints imposed by the set of variables {x, y, z, f, w, u, s, g} defined in the sequel. Basic partitioning constraints ( nonetheless, the most beneficial value is w i,j,h = 1 because it ensures that z i,j = 1 (see (3d)) which minimizes the objective (2). Finally, equality (3e) ensures that a vertex is only included in one subgraph. Basic partitioning constraints.
Solving the problem with the Basic Partitioning Constraints (3a)-(3g) results in K subgraphs with minimum partitioning cost. However, connectivity inside the subgraphs may not be preserved. To ensure connectivity between vertices (i.e. building zones) inside a subgraph the theory of network flows has been used. This is achieved by sending one unit of flow from one source vertex in each subgraph to all other vertices of the same subgraph. Nonetheless, this task is challenging because the resulting subgraphs are not predetermined; hence the identification and selection of sources is not trivial. A novel way of adaptively recognizing source vertices and ensuring connectivity is presented in the (4a)-(4h).
In the connectivity constraints, the role of (4a)-(4e) is the selection of the source nodes for each subgraph. In these constraints, variables y j,h , j ∈ V, h ∈ K indicate whether a vertex with smaller or equal index than j belongs to G h , as expressed by (4a)-(4b). Variables u j,h , j ∈ V, h ∈ K indicate whether vertex j has the smallest index of all vertices belonging to G h (u j,h = 1) or not (u j,h = 0), as expressed by (4c)-(4e). According to these definitions, we define the source node j h of subgraph G h as the one with the smallest index, i.e. u j h ,h = 1. The role of (4f)-(4h) is to ensure the flow conservation constraints in each subgraph G h when sending one unit of flow from j h to the other nodes of the same subgraph. In these constraints, continuous variables f j,v ,h , (j, v) ∈ E, h ∈ K indicate the flow of edge (j, v) for subgraph G h . The first two terms of (4f) denote the amount of flow originating and consumed at node j in subgraph G h , respectively. When u j,h = 1, i.e. j is the source in subgraph G h , i∈V x i,h units of flow are sent to the other nodes of the subgraph. When x j,h = 1, i.e. j is a node that belongs to subgraph G h , j is a destination node that consumes one unit of flow. The last two terms represent the total inflow and the total outflow of the vertex. Finally, constraints (4g) ensures that the flows only propagate through edges that belong to particular subgraphs, as indicated by variables z i,j .
The presence of products of continuous and binary variables in (4f) makes the problem nonlinear and hence not suitable for Mixed Integer Linear/Quadratic Programming (MILP/MIQP) solvers. To resolve this issue, the first term of (4f) has been linearized. Considering that u j,h ∈ {0, 1} and setting s h = i∈V x i,h , the product g j,h = u j,h s h can be expressed using linear constraints through (5a)-(5e).
The third set of constraints involve bounding the absolute or relative size of subgraphs. Having defined the size of each Linearization of constraint (4f).
Size constraints. subgraph with s h in (5a), these constraints can be easily expressed using (6a)-(6b). Note that these constraints are inactive when M = 1, M = N and R = N , respectively. Constraints (6a) and (6b) are meant to be used separately according to the requirements of each problem. In case the two constraints are used together, M , M and R should be chosen carefully to avoid infeasible solutions.
To illustrate the importance of connectivity and size constraints, consider the example of Fig. 1 , which represents a sixzone building with airflows as indicated by the edge weights. The optimal solution derived when M = 2, M = 4 and R = 2 is given by Cut 1 with P C = 10. The best solution without the connectivity constraints is given by Cut 2 with P C = 2. Finally, if both size and connectivity constraints are excluded, then the solution is given by Cut 3 with P C = 1. From the three cases, it can be deduced that connectivity and size constraints reduce the quality of the solution in terms of PC, but balance the subsystem size while ensuring connectivity constraints.
To summarize, the building partitioning problem is the minimization of the partitioning cost (2) subject to the basic partitioning constraints (3a)-(3g), the connectivity constraints (4a)-(4e), (5a)-(5e), (4g)-(4h) and the size constraint (6a) and/or (6b). Even though the exact solutions of partitioning problems that include connectivity and size constraints are NP-Hard and hence of exponential complexity, they are valuable for finding solutions for small sized problems and for the proper evaluation of heuristic solutions obtained by other algorithms.
A. Illustrative Example
To better comprehend the MILP formulation, consider a building simulation example using Holmes house 2 shown in Fig. 2 . In the scenario considered, the wind is blowing from the north-east with speed 10 m/s, the ambient temperature is 25°C, while the doors and windows are in the fully open position. When simulated using CONTAM [33] , a multizone airflow and contaminant transport analysis software, the particular environmental and building conditions create the state transition matrix A that appears in Fig. 3 . Each matrix entry A i,j denotes the airflow created from zone j to zone i. Note that the sum of incoming flows should be equal to the sum of outgoing flows for each zone. Hence, the entries in each row of matrix A should sum up to zero unless there are external incoming flows. In the considered scenario, zones Z3, Z5, Z7 and Z14 are affected by external incoming flows due to the wind direction. Hereafter, the diagonal elements are set to zero since they do not affect the partitioning solution.
Each room in the house is one zone so that the particular building in comprised of 14 zones and hence 14 vertices as depicted in Fig. 2 . The weight edges, d i,j , are equal to the sum of the airflows in both directions between corresponding zones, i.e. d i,j = A i,j + A j,i . The optimal building partitioning obtained for M = 3, M = 9 and K = 2 is also shown in Fig. 2 . It is easy to see that the minimum cut partitioning the graph into two subgraphs includes only the edge (4, 8) , with PC = 0.015. Note that, there are solutions with smaller PC for K = 2, however, none satisfies the size constraint of each subsystem (M = 3).
To gain a better insight to the basic partitioning and connectivity constraints, let us examine more closely the solution for the first subsystem. The optimal solution obtained from the MILP formulation for V 1 is x 1 = [0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1] T . Combining the solution with constraints (4a) and (4b)
T is formed where the first non-zero element appears in the 6th index. Clearly, the first non-zero element corresponds to the vertex with the smallest index in G 1 . In order to distinguish that particular vertex, constraints (4c)-(4e) ensure that u 6,1 = 1 while u j,1 = 0, j ∈ V \ {6}. Note that, the utilization of (4e) is crucial since it forces u j,h to 0 for j > j h , where j h is the vertex with the smallest index in subgraph G h . Also, constraint (4d) complements (4c), especially when the globally smallest index vertex is included in a subgraph, as is the case for the second subgraph of the example. With regards to the basic partitioning constraints, it is true that all variables z i,j have value equal to one except from z 4,8 which is equal to zero, as w 4,8,1 = 0 and w 4,8,2 = 0.
Note that the particular example, with the corresponding state transition matrix depicted in Fig. 3 will also be used to explain the operation of the BPH algorithm.
V. BUILDINGS PARTITIONING HEURISTIC
In this section, we develop the Buildings Partitioning Heuristic (BPH) to solve the considered problem which is based on matrix reordering techniques. Although the particular heuristic does not always provide optimal solutions, the advantage of using BPH over MILP solvers is that it can obtain fast closeto-optimal solutions in polynomial complexity time, whereas the solution to the MILP is of exponential computational complexity in the worst case. The BPH is a modified version of the matrix clustering algorithm proposed in [17] that can also handle size and relative difference size constraints. Even though the problem could also be addressed using other computational intelligence approaches such as genetic algorithms, the benefit of the BPH is that it can also be used on-line (see Section VI).
The heuristic rearranges the rows and columns of the state transition matrix A in such a way that blocks of values are formed indicating the resulting subsystems. Its objective, is to minimize the values that are not included in any block (partitioning cost) and retain their individual connectivity while restricting the maximum and minimum block size. Furthermore, possibly its biggest advantage, is its ability to utilize an existing subsystem configuration as a starting point and optimize it on-line; hence, compensating for the dynamic nature of the buildings' airflows.
The heuristic algorithm is composed of two phases: (a) the "Dividing" and (b) the "Regrouping" phase. In the first phase, "Dividing", the matrix is separated into blocks that satisfy the constraint regarding the maximum number of zones inside a subsystem while also minimizing the PC. In the second phase, "Regrouping", the smaller blocks are merged to form bigger ones in order to satisfy the constraint regarding the minimum number of zones inside a subsystem.
The heuristic algorithm uses the index function f : N → K, where N = {1, ..., n}, K = {1, ..., K}, to indicate the block which includes row i ∈ N . For instance, f (2) = 3 means that row 2 is in block 3. Also, M k is a set that includes all row indices included in the kth block, while M = {M 1 , ..., M K } is a structure containing all sets M k . Note that with each row rearrangement the corresponding column is rearranged simultaneously for preservation of the airflow connections. For example, M k = {2, 4} implies that block k includes elements (2, 2), (2, 4), (4, 2) and (4, 4). In addition, σ
is the sum of flows of all elements associated with row and column i inside block k and denotes the benefit of having row
is used to indicate the relative benefit of moving row i from its current block, f (i), to block k. Finally, the sum of values that are not included in any block form the Partitioning Cost (PC) as defined in (1). The main objective of the BPH is to minimize the PC.
A. Dividing Phase
The dividing phase aims to split matrix A into blocks of elements in order to maximize the sum of element values inside all blocks -or equivalently minimize the sum of element values outside all blocks, i.e. the PC -while also satisfying a maximum block size constraint. Towards this direction, a greedy policy is used for changing the blocks of particular rows that reduce the PC (see function CHANGEBLK). Changing the block of row i from f (i) to k may occur as a result of either moving row i to block k (lines 2-4 of CHANGEBLK), if there is space in block k, or replacing another row of the particular block with row i, if block k has maximum size (lines 5-12 of CHANGEBLK). This replacement capability renders the heuristic capable of optimizing on-line an initial solution and increases the possibility of reaching optimality.
In more detail, at the beginning of the dividing phase, each row of the matrix is inserted into a block of its own (referred to as singleton block) (lines 2-3 of the Dividing Phase). Then, a series of movements or replacements between rows of different blocks are performed, in order to maximize the values inside each block while preserving the maximum block size constraint. To achieve this, all pair combinations of rows (i, j) belonging to different blocks are examined (lines 5-7). For each examined pair, the relative benefit of moving rows i to the block of j is computed, i.e. S i→f (j ) ; similarly S j →f (i) is also computed (line 8). If either
1: function changeBlk(i, k, M,Imp)
Considers changing the block of row i to k.
Move row i to M k 4:
Set Imp← T rue 5:
Replace rowl with i in M k 11:
Create a singleton block forl 12:
Set Imp← T rue 13:
return M, Imp 14: end function of the two relative benefits is positive (line 9), one out of three cases is engaged:
, then it is considered to change the block of row i to f (j) (lines 10-11). Case 2: If S i→f (j ) < S j →f (i) , then it is considered to change the block of row j to f (i) (lines 12-13). Case 3: If S i→f (j ) = S j →f (i) , then it is considered to change the block of the row which belongs to the largest block among f (i) and f (j) (lines [14] [15] [16] [17] [18] ). This procedure is repeated until no beneficial change of block exists. The final stage of the Dividing Phase is to check the connectivity of the formed blocks (lines 21). In case a block is unconnected, then smaller blocks need to be formed that are composed of only connected components. This procedure can be easily and efficiently implemented by constructing the graph of the non-zero elements of the particular block and grouping together only connected components [34, p. 499-501] . Note that during this process the PC remains unaltered. The result of the Dividing Phase is a number of connected blocks.
Considering the example of Section IV-A, Fig. 4 represents a snapshot of the Dividing phase after a number of steps. In this snapshot four blocks are formed as indicated by the shaded areas: Generate singleton block M i = {i} 4: repeat 5:
Set Imp← F alse 6:
for all rows i do 7:
for all rows j do 8:
if f (i) = f (j) then 9:
Compute S i→f (j ) and S i→f (j ) 10: current value of the partitioning cost is P C = 0.535. Rows i = 12 and j = 13 are currently processed which belong to blocks f (12) = 2 and f (13) = 3, respectively. In this example the maximum block size considered is equal to M = 7.
At first, the two relative benefits are computed yielding S 12→3 = σ for all Blocks j = i do 5:
Merge block i with block j * Fig. 6 . Transition matrix A for Holmes house during the execution of the Dividing phase. The screenshot depicts the result from replacing row 11 with row 13 in block 2, and creating a singleton block for row 11. {1, 2, 3, 4, 5}, M 2 = {6, 7, 8, 9, 10, 11, 13}, M 3 = {14} and M 4 = {12} with cost equal to P C = 0.195. The partitioning of the transition matrix A at the end of the Dividing Phase is shown in Fig. 7 with cost equal to P C = 0.0150192.
Overall, the Dividing phase manages to form the blocks by grouping the matrix values according to the maximum size constraint while minimizing the values that remain outside all blocks, i.e. the PC. However, as the minimum block size constraints are not examined, the size of certain blocks may be below M while there may also exist singleton blocks. The solution to this issue is given by the Regrouping phase presented in the next section.
B. Regrouping Phase
The Regrouping Phase is an iterative procedure that merges different blocks to ensure satisfaction of the minimum size constraints. In each iteration, the benefit of merging one small block i (with size smaller than M ) with another block is examined and the benefit of merging it with another block j,
The value of C i,j is essentially the sum of all interconnection flows between blocks i and j; hence, a zero value implies that the particular blocks are not connected. In this process, the block j * with the maximum C i,j value is merged with block i if the two blocks are connected, i.e. C i,j * > 0. The procedure is repeated until all small blocks are eliminated. Note that, the regrouping phase retains block connectivity so that BPH results in a number of connected blocks.
Consider for example the transition matrix A at the end of the Dividing Phase depicted in Fig. 7 , with minimum block size of M = 3. This matrix is comprised of three blocks of size |M 1 | = 5, |M 2 | = 2 and |M 3 | = 7, with block 2 being a small block as |M 2 | < M. In this setting, the merging benefit with blocks 1 and 3 is equal to C 2,1 = 0 and C 2,3 = 1.82E − 05 and block 2 is merged with block 3 yielding a partitioning cost PC = 0.015. Notice that C 2,1 = 0 which implies that blocks 1 and 2 are not connected.
C. BPH Properties
One interesting characteristic of the BPH is that different permutations of the transition matrix (A) and input parameters (M , M ) create partitioning solutions with varying characteristics in terms of the number and size of blocks. Therefore, by executing the BPH for various configurations, the best solutions can be stored for different parameters (K, M , M ). Consequently, a set of solutions is produced that satisfies a wide range of size constraints (both absolute and relative) for different numbers of blocks.
Another important characteristic of the BPH is its flexibility in handling application specific constraints during the Regrouping Phase . The reason is that the Regrouping Phase allows to easily incorporate size constraints when merging different blocks or to explicitly keep track of the number of blocks until a desirable number is reached. Possible customizations include: a) regulating the number of resulting blocks by forcing them to keep merging until the desirable number is reached and b) connecting smaller blocks together until all block sizes are almost equal. Both example customizations can be incorporated with no additional complexity.
A third important characteristic involves the ability of the Dividing Phase to replace rows inside a block once the maximum size has been reached. This alleviates problems created from blocks that attract rows simply because they are larger in size, a phenomenon commonly referred to as chaining [35] . This characteristic is especially useful for improving upon an initial partitioning solution that has blocks of maximum size through the replacement operation.
It is important to mention that the aforementioned characteristics combined, allow for online partitioning of buildings under dynamic changes of the transition matrix.
VI. ONLINE OPTIMIZATION USING BPH
Airflows in buildings are dynamic and depend on ambient wind speed and direction, temperature, closing and opening doors. Hence, the benefits of the initial subsystem configuration will gradually degrade as the changing airflows call for a different building partitioning. Moreover, due to the exponen- for all Connected blocks j do 5:
Merge block i with block j * 10:
to compute the subsystems in a timely fashion with respect to the rate of change of the airflows. Therefore, a combination of the MILP and BPH solutions is proposed to achieve real-time dynamic building re-partitioning.
The characteristics mentioned in Section V-C render the BPH capable of re-optimizing a given initial solution based on a new flow matrix (A ). At the beginning, an initial building partitioning is derived by optimally solving the MILP formulation. Then, the heuristic algorithm is used in order to optimize on-line the solution based on the changes in the airflow values and the initial solution. In this way, the execution of the MILP formulation is restricted to cases where major changes of the airflows are detected.
The incorporation of initial solutions into the heuristic and the consideration of online optimization requires slight modifications to the two BPH phases. In the Dividing Phase, lines 2-3 need to be updated so that instead of initially creating singleton blocks, the initial solution blocks are adopted. In the Regrouping Phase , appropriate modifications need to be made to maintain the desired configuration parameters of the initial solution (K, M , M ). In order to enforce both the new resulting number |M | and size of the blocks the Modified Regrouping Phase introduces a penalty and a variable minimum size constraint indicated by M . When the merging of two blocks produces a block of size greater than M , then the penalty divides the merging benefit C i,j by the overhead block size, hindering the formation of blocks larger than the maximum. The maximum size constraint was introduced as soft rather than a hard constraint to avoid infeasibility problems. Finally, the variable minimum size constraint M allows the formation of exactly K blocks by increasing its value until the desirable number of resulting blocks has been reached.
VII. SIMULATION RESULTS
This section illustrates the capabilities of the CDI scheme and examines the performance of the proposed partitioning algorithms. Section VII-A demonstrates the performance of the CDI scheme by utilizing the partitioning solution of the proposed partitioning algorithms. Section VII-B examines the Fig. 8 . Detection residual and threshold for subsystem Σ 2 of Holmes house illustrated in Fig. 2 . The system has been partitioned into two subsystems. The contaminant source is located in zone Z3 with a release rate of 300 g/hr and release time of t = 1 hr.
effect of different parameters regarding the number and size of partitions. Section VII-C compares the performance between the MILP solution obtained through Gurobi optimization solver [36] and the BPH solution obtained through the developed algorithm in Section V. The comparison investigates both the PC and the execution time of the two algorithms for both real and artificial building models. Finally, Section VII-D demonstrates the ability of BPH to perform online partitioning under dynamically varying environmental and building conditions.
In all simulation experiments conducted, the airflow values are generated randomly when dealing with artificial buildings. On the contrary, for the partitioning of real buildings for CDI purposes, realistic airflows are generated using the Matlab-CONTAM Toolbox [37] for specific environmental and building conditions.
A. Contaminant Detection and Isolation Using CDI Scheme
To demonstrate the effectiveness of the partitioning algorithms as well as present the capabilities of the aforementioned distributed CDI scheme, the Holmes house example of Section IV-A and its corresponding partitioning solution illustrated in Fig. 2 are used for a contaminant event scenario. For the purpose of this scenario, a contaminant source with release rate of 300 g/hr and duration of 0.5 hr is placed in zone Z3 and released at time t = 1 hr. For contaminant detection and isolation we used the distributed CDI scheme proposed in [10] . In this scheme, each subsystem is assigned a monitoring agent, which is essentially a software program that processes the contaminant sensor measurements and aims to detect the existence of a contaminant and isolate the zone where its source is located. The decision logic implemented in a contaminant event monitoring agent is based on estimating the state (contaminant concentration) of the subsystems through distributed observer schemes. Observer based residuals and adaptive thresholds are utilized for the contaminant detection and isolation decisions.
The detection decision for subsystem Σ 2 appears in Fig. 8 . As can be seen from the figure, the contaminant is successfully detected (i.e., the detection concentration residual surpasses the corresponding threshold) in zone Z3 almost instantly (7 seconds). Note that the contaminant is also detected by zones Z1 and Z2 due to their high airflow connection with zone Z3. While this effect is desirable for zones of the same subsystem, a similar reaction between the zones of different subsystems may degrade the performance of the CDI approach. In this respect, the proposed partitioning algorithms hinder the appearance of such undesirable effects by ensuring the minimization of the airflow dependencies between subsystems. Immediately after the contaminant detection, the isolation procedure is activated in order to locate its source zone. The resulting isolation logic for each zone of subsystem Σ 2 as well as the overall contaminant isolation decision are illustrated in Fig. 9 . At the beginning of the isolation procedure all zones are considered as contaminated (logic signal equals to 1). An isolation decision is reached when all zones except one are eliminated (logic signal equals to 0) from the assumption of containing the contaminant source. According to Fig. 9 , the contaminant is correctly isolated after 93 seconds from the start of the isolation procedure, where the isolation decision signal becomes equal to one (i.e., only the logic signal of Z3 remains equal to one).
B. Varying Parameter Effect in MILP
In order to investigate the effect of different parameters on the optimal PC (based on the MILP solution), simulation experiments were conducted for varying minimum, maximum and relative subsystem size M , M and R, respectively. All simulation experiments were conducted based on a three story building (DH15 [38] ) consisting of 21 zones and 93 leakage paths between zones. The flows were generated by an air handling unit. Fig. 10 . In the case of parameter M , infeasibility is certain if M < N/K , as all zones need to be allocated to at least one subsystem. For example, for N = 21 and K = 4, the problem is infeasible for M < 21/5 = 6, as clearly depicted in Fig. 11 . 3) As infeasibility is approached (for increasing M and decreasing M ) the PC is significantly increased, which indicates that the selection of size constraints should not be very restrictive. Fig . 12 illustrates the effect of the relative size constraints on the PC for different K. Contrary to the minimum and maximum size, the relative size constraints are less prone to infeasibility; in the considered simulations no infeasible points were observed, even for R = 1. For this reason, we have adopted the relative size constraints to achieve balanced subsystems with respect to the number of zones. Another interesting observation is that R = 5 provides a good trade-off between subsystem size balance and performance since the PC is reduced by more than 50% compared to its maximum values.
C. Performance Comparison Between MILP and BPH
The performance between MILP and BPH was compared in terms of the PC and the execution time for both artificial and real building configurations.
1) Artificial buildings:
In the first set of experiments, randomly generated graphs were created to resemble buildings by imposing building characteristics such as low node connectivity and connectivity only with neighbouring nodes. More specifically, 200 undirected graphs were generated of 30 nodes and 50 edges each, with random integer values w ∈ [200, 1000] assigned for the edges weights. The two developed algorithms (MILP and BPH) were used to partition the resulting artificial buildings for a ranging number of subsystems, K ∈ {2, ..., 7}. For the comparison, relative subsystem size constraints were imposed with R = N/K . Hence, only the results adhering to the specific constraints were kept for the BPH, while the rest were discarded. It is worth pointing out that in only 4 out of the 200 random examples and for K = 7, the BPH provided an infeasible solution and those examples where removed from the comparison. Fig. 13 shows the percent relative average deviation (PRAD) of the Partitioning Cost (1) of the BPH solution from the optimal one calculated using MILP formulation for each example. PRAD is defined as: denote the PC of the MILP and BPH approaches of the m-th example for a specific number of subsystems. It can be seen that, for K = 2, BPH provides always optimal results while for K = 3 it is very close to optimal. As expected, as the number of resulting subsystems grows, the BPH moves further away from optimality because the number of possible subsystem configurations increases. However, even for K = 7 in a building consisting of 30 rooms the BPHs' deviation from optimality is within 15.5%. Fig. 14 illustrates the mean execution time of the BPH algorithm and the MILP solver for varying number of subsystems. Note that the two approaches cannot be directly compared for individual K, since the BPH produces multiple solutions with varying K in one run. Therefore, the mean execution time for each K was calculated only for the MILP and compared with the resulting mean execution time of BPH which covers all K. In the figure, the error bars denote the one standard deviation from the mean for all cases considered. From the figure, it becomes evident that for K ∈ {2, 3, 4, 5} the execution time of MILP is lower than the BPH. For K = 6 the execution time of the BPH (200 s) is 50% better than that of the MILP (300 s), while for K ∈ {7} the BPH execution time is almost an order of magnitude better than the MILP.
2) Real buildings: The model of a health-care facility [39] is simulated, which consists of 126 zones (mainly examination, waiting and storage rooms) and 420 leakage paths consisting of doors and windows. Natural ventilation is assumed with the air flowing from 240
• relative to the north with a speed of 10 m/s. No air handling units are considered in this example. Fig. 15 presents an optimal partitioning solution with three balanced subsystems. The solution is derived using the MILP formulation for K = 3 and R = 5 in 11.79 seconds. The resulting optimal partitioning configuration is comprised of two subsystems that span all three floor levels (1 and 2) while subsystem 3 consists only of 3rd level zones.
This case study demonstrates for one thing the ability of the proposed partitioning algorithms to handle large-scale complex buildings. Additionally, it shows that partitioning solutions for these cases can be far from trivial (e.g., assigning one partition for each floor level). In fact, as demonstrated in this case, the resulting partition can usually span several floors, as it is influenced by the airflows connecting different floors through open spaces such as staircases and also by the existence of one or more air handling units, which not only arbitrarily connect zones from the same level but can also connect zones from different levels. 
D. On-Line partitioning
The unpredictability of the MILP execution time renders it incapable of ensuring that results will be produced in a timely manner. However, its optimality and versatility are important in providing a solution under multiple constraints and it is mostly suited for applications having no execution time requirements. On the other hand, the BPH has more predictable execution time but has sub-optimal performance. Therefore, the combination of both can ensure predictable execution time as well as maintain the enforced constraints of the MILP. Under the on-line partitioning perspective, a hospital building [39] with 97 rooms comprised of 6 floors and 530 airflow leakages is analyzed. The building model includes 4 different air handling units systems that span all the building. The problem of separating the building into subsystems, is initially solved using the MILP for K = 4 and R = 5. It is assumed that natural ventilation is the dominant cause of air movement in the building with an ambient wind speed of 10 m/s. In the initial solution a wind direction of 54
• from the north is used. Then, the derived subsystem composition is inserted as the initial state M of the BPH on-line partitioning formulation and solved separately for wind direction increments of 43
• with maximum subsystem size of M = 27. The initial minimum subsystem size is set to M = 5. The results for each wind direction are compared with the MILP results in the terms of partitioning cost and execution time ( Table I) .
The results indicate that, partitioning on-line with BPH takes far less time than solving the problem from the beginning. In particular, the BPH manages to provide a viable result following the constraints of the MILP for a building with 97 zones in under 2 seconds. In [40] , the authors demonstrated in a test chamber using real sensors that a sensor sampling time of less than 10 seconds has negligible or no improvement on the contaminant identification process. Since the BPH is able to re-optimize a partitioning solution in under 2 seconds, it can be considered suitable for real world applications with changing airflows. It is important to emphasize that the fast execution time does not compromise the quality of the solution since BPH deviates at most 2.7% from the optimal MILP solution. Note that in 2 out of 7 runs the solutions are actually identical.
VIII. CONCLUSION
Distributed CDI approaches require a procedure for defining the subsystems while minimizing their interdependencies, controlling their size and preserving their initial structural connectivity. In this paper we have developed both an exact MILP formulation and a matrix-based heuristic algorithm (BPH) for building partitioning with the above considerations. Both approaches can effectively partition buildings following size and connectivity constraints is such a way as to ensure the successful deployment of distributed CDI approaches. Simulation results demonstrate that the BPH yields performance close to optimal and simultaneously provides solutions to partitioning problems for different numbers of subsystems. Most importantly, it is able to optimize the problem in real-time based on previous solutions in order to compensate for the dynamic nature of building and environmental conditions. Future work includes, incorporating observability constraints to the algorithms to address the CDI problem with reduced number of sensors, assigning a risk factor in each zone and incorporating this new information in the building partitioning problem so as to further increase the performance of the CDI in high risk zones. Another future work direction is to consider other computational intelligence techniques, such as genetic algorithms, for the solution of this problem that intelligently incorporate the size and connectivity constraints in a way that improves solution quality and avoids excessive infeasibility over successive iterations. Finally, another exciting direction regards the concurrent control of the building (e.g., opening/closing doors and windows) and the air handling units in combination with the proper partitioning solution in order to minimize contamination effects.
