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 Abstract 
 
 
In this dissertation, new algorithms for formation control of multi agent systems (MAS) 
based on continuum mechanics principles will be suggested. For this purpose, agents of 
the MAS are considered as particles in a continuum, evolving in ℝ𝑛, whose desired 
configuration is required to satisfy an admissible deformation function. Considered is a 
specific class of mappings that are called homogenous where the Jacobian of the mapping 
is only a function of time and is not spatially varying. The primary objectives of this 
dissertation are to develop the necessary theory and its validation on a mobile-agent based 
swarm test bed that includes two primary tasks: 1) homogenous transformation of MAS 
and 2) deployment of a random distribution of agents on a desired configuration. 
Developed will be a framework based on homogenous transformations for the evolution of 
an MAS in an n-dimensional space (𝑛 = 1, 2, and 3), under1) no inter-agent 
communication (predefined motion plan), 2) local inter-agent communication, and 3) 
intelligent perception by agents. In this dissertation, different communication protocols for 
MAS evolution that are based on certain special features of a homogenous transformation 
will be developed. It is also aimed to deal with the robustness of tracking of a desired 
motion by an MAS evolving in ℝ𝑛.  
Furthermore, the effect of communication delays in an MAS evolving under consensus 
algorithms or homogenous maps is investigated. In this regard, the maximum allowable 
communication delay for MAS evolution is formulated on the basis of eigen-analysis. 

1 
Chapter 1 INTRODUCTION 
Formation control has received a great deal of attention during the past two decades. 
Some applications like formation flight, transportation engineering, air traffic control, 
gaming, maneuvering in hazardous environment, environmental sampling have been listed 
in literature for formation control. Formation control in a multi agent system (MAS) has 
many advantages [1]. For example, keeping formation increases robustness and efficiency 
of the system, reduces the cost of the system, and results in better fault tolerance and 
capability of reconfiguration [2-4]. 
1.1 Available Methods for Formation Control 
Common approaches for formation control in MASs are the leader follower [5-31], the 
virtual structures [32-43], the artificial potential functions [44-67], the behavioral based 
[68-73], the consensus algorithm [74-89], the partial differential equation (PDE) based 
method [102-108] and the containment control [109-113]. Features of these available 
methods have been recently investigated in the author’s MS dissertation [115]. In this PhD 
dissertation, the recent methods for the collective motion of multi agent system including 
the consensus algorithm, the PDE-based method, and the containment control are 
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investigated.  These three methods are inspired by heat diffusion problems [109]; they 
apply Laplacian control to achieve a global coordination among the agents through local 
inter-agent communication.  
1.1.1 The Consensus Algorithm 
 Applying the consensus algorithm requires an MAS to use an irreducible or a 
completely triangularly reducible graph for inter-agent communication [79]. Then, it is 
shown that the transient state of the network cooperatively comes to a consensus 
agreement, if the communication weights are all positive. Mathematically speaking, 
consensus agreement states that  all entries  of the transient state vector asymptotically 
converges to a unique desired vector, where this desired vector is dependent on (i) the 
initial value of the state vector, and (ii) left and right eigenvectors of the Laplacian matrix 
of the communication graph. So far, different applications such as motion control [80-83], 
network clock synchronization [84], medical application [85], and power systems [86-89] 
have been suggested for the consensus model. In this regard, a couple of interesting issues 
corresponding to the distributed convergence under consensus models have been addressed 
by the researchers. In references [74-78], it has been shown how an MAS applying 
switching communication topologies can asymptotically reach to the consensus agreement.  
Furthermore, robustness of distributed convergence in MASs under communication failure 
[90] and model uncertainty [91 and 92] are important issues that have been addressed by 
researchers. Coming to a consensus agreement under stochastically switching topologies 
was also developed in references [93-95]. The necessary and sufficient conditions for 
convergence of an MAS under consensus model, when the communication graph is 
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generated by an ergodic and stationary random process, were developed in reference [96]. 
Stability analysis of MAS evolution under consensus algorithm with time delay has been 
another interesting field for research [97-101]. 
1.1.2 The PDE-based Model 
The PDE-based method is another appealing approach which has been suggested for 
collective motion of an MAS. Under this setup, the evolution of an MAS is usually modeled 
by a first order or second order PDE with spatially varying parameters. Agents of the MAS 
are then categorized as (i) leaders and (ii) followers, where leader agents are the agents 
placed at the boundary. Leaders’ positions are prescribed by the imposed boundary 
conditions. The interior agents are considered as the followers where each follower 
communicates with some neighboring agents, and the communication weights are 
determined by discretization of the spatially varying part of the PDE. In reference [102 and 
104], it was shown how a random distribution of agents can be stably deployed on desired 
1-dimensional and 2-dimensional planar curves, where the collective motion of the agents 
is governed by a reaction-advection-diffusion class of PDEs. In reference [103], it was 
shown how a collective motion of an MAS, prescribed by a nonlinear PDE, can be 
deployed on a desired formation through local communication.  In reference [105], a PDE-
based model reference adaptive control algorithm has been proposed for collective motion 
of an MAS facing uncertain heterogeneous inter-agent communication. Moreover, the 
PDE-based technique has been recently applied in wind-integrated power systems to 
control the inter-area oscillations of the generations connected to the transmission line [107 
and 108]. 
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1.1.3 The Containment Control Approach  
The containment control is a leader-follower model, where (i) leaders move 
independently and guide evolution of the agents toward a desired target; and (ii) followers 
apply consensus algorithm to reach the global coordination inside the containment region 
that is defined by the leaders [109-113]. In references [109 and 110], hybrid control 
strategies (Go-Stop) are applied by the leaders to guide followers to a desired containment 
region. Containment control of a formation of an MAS, where followers apply the double 
integrator kinematic model was presented in [112]. Containment control of an MAS 
applying either stationary or switching communication topologies was proposed in [113]. 
Moreover, containment control with followers applying complex communication weights 
was presented in [114]. 
 
(a)  
 
(b)  
Figure 1-1 (a) Initial distribution and inter-agent communication graph evolve in a 
plane; (b) Inter-agent collision at the time 𝑡 = 0.45𝑠 
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1.1.4 Problems Defintions 
Although the consensus algorithm, the PDE-based method and the containment control 
have very interesting features and are widely applied in different fields of engineering and 
science, there are some issues that have not been clearly addressed yet. For example, when 
the consensus algorithm with fixed communication weights is used for controlling of 
motion of an MAS, inter-agent distances in the desired formation asymptotically converge 
to some constant values. This will result in the rigidity of the desired formation, and 
therefore, collective motion of agents may be difficult in cases where passing through a 
narrow channel are required. In addition, requirements of the consensus algorithm and 
containment control method, for asymptotic distributed convergence, do not necessarily 
avoid inter-agent collision among the agents. To reach a desired formation by applying the 
consensus algorithm and containment control, irreducibility of the inter-agent 
communication graph and positiveness of communication weights are the requirements 
[79]. However, for motion control applications, consistency of communication weights 
with the initial placement of agents is very important, that if ignored, agents may collide 
during evolution. For example, suppose an MAS applying the containment control method 
to evolve in a plane, where the initial positions of the agents and inter-agent communication 
graph are shown in the Figure 1-1. As seen agents 1, 2, and 3 are the leaders; and agents 4, 
5, and 6 are the followers. Leader agents all move independently toward the right with the 
same velocities 
1
3
𝑚/𝑠. Follower agents apply the first order dynamic model presented in 
[109-113] to update their current positions based on the positions of the adjacent agents.  
Positive communication weights 𝑤4,2 = 𝑤4,5 = 𝑤4,6 = 1/3, 𝑤5,1 = 𝑤5,4 = 𝑤5,6 = 1/3, 
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𝑤6,3 = 0.5 and 𝑤6,4 = 𝑤6,6 = 0.25 are selected by follwers. Thus, requirements for the 
containment control method are satisfied, and it is expected that followers ultimately 
converge to the containment region, when leaders settle. This is because (i) communication 
weights applied by the followers are all positive, and (ii) the inter-agent communication 
graph shown in Figure 1-1 is irreducible. However, as illustrated in Figure 1-1, agents 4 
and 5 collide at the time 𝑡 = 0.45 𝑠 because communication weights are not consistent with 
the agents’ initial positions. Consequently, MAS evolution practically stops at the time 𝑡 =
0.45, although, asymptotic convergence of the transient MAS formation to a desired 
configuration could be theoretically achieved.  
 
Figure 1-2 Schematic of leaving containment region when follower agent apply PDE-
based model to evolve 
In fact the containment control and the PDE-based are conceptually very similar. They 
are leader-follower models for the distributed control in an MAS that guarantee achieving 
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a desired global coordination through local inter-agent communication. Under these setups, 
leaders guide navigation of the agents toward the desired target, and followers update their 
positions through local communication. It can be assured that followers finally converge 
to the desired positions inside the containment region defined by the leaders’ positions. 
Although, the problem of asymptotic convergence of the transient positions of the 
followers to some desired positions inside the final containment control were properly 
addressed by applying the PDE-based and the containment control methods, remaining 
followers inside the containment region cannot be assured throughout MAS evolution. In 
other words, there is no suggestion for determining the lower limits for the control gains 
applying by the followers in order to assure that followers remain inside the containment 
region during MAS evolution. Shown in the Figure 1-2 is the evolution of an MAS 
applying the PDE-based method to evolve on a straight line, where the horizontal axis 
denotes the position (𝑚) and the vertical axis denotes time (𝑠). As seen in the Figure 1-2, 
the leader agents 1 and 2 guide collective motion of the MAS, where they eventually settle 
at 𝑥𝑓,1 = 5𝑚 and 𝑥𝑓,2 = 12.5𝑚  at the time 𝑡 = 10𝑠. One can easily observe that follower 
agents 3 and 5 leave the containment region, that is the interior points of the leading line 
segment whose end points are occupied by the leaders 1 and 2, during the time period 𝑡 ∈
[7,12]𝑠, although, they finally reach the desired positions that are governed by the PDE. 
This may result in collision of follower agents with obstacles in the motion field. 
1.2 MAS Evolution as Continuum Deformation 
To address the aforementioned issues, a continuum based framework for evolution of 
MAS in ℝ𝑛 have been recently proposed in [115-127]. Note that for motion control 
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applications, 𝑛 denotes dimension of the motion filed that can be 1, 2 or 3. Under this setup, 
an MAS is treated as particles of a continuum deforming in ℝ𝑛, where continuum 
deformation prescribes the kinematics of evolution of the agents. If an MAS is transformed 
under a homeomorphic mapping that is admissible for continuum deformation, then, no 
two different agents occupy the same position during evolution, while the MAS has the 
capability of large expansion and compression. This is highly interesting because the 
problems of inter-agent collision and rigidity of the desired formation can be properly 
addressed.  
In this dissertation the problem of continuum deformation under homogenous 
transformation is considered.  A homogenous transformation is a homeomorphic mapping 
whose Jacobian is only time varying and it is not spatially varying [115-127]. Homogenous 
deformation is in fact a linear mapping with several interesting features. Under a 
homogenous deformation, 
(i) two crossing lines in the initial configuration is mapped into two different crossing lines 
in the current configuration, 
(ii) an ellipse in the initial configuration is mapped into another ellipse in the current 
configuration, and 
(iii) volume ratios in the initial configuration are preserved. 
A leader-follower model for evolution of an MAS under the homogenous 
transformation has been proposed in [115-127]. It is shown how a desired homogenous 
mapping in ℝ𝑛 can be uniquely related to the desired trajectories chosen by 𝑛 + 1 leader 
agents, where these 𝑛 + 1 leaders occupy vertices of a polytope in ℝ𝑛, called leading 
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polytope. Notice that for MAS evolution problem in a 1-dimensional space two leaders are 
placed at the end points of a leading line segment, for MAS evolution in a 2- dimensional 
space, three leaders occupy vertices of a leading triangle, and for MAS evolution in a 3- 
dimensional space, four agents are considered as the leaders and placed at the vertices of a 
leading tetrahedron. As the result a desired homogenous deformation can be designed by 
choosing proper trajectories for the leaders, where collisions of agents with obstacles in the 
motion field are avoided. Followers are the agents that are distributed inside the convex 
hull of the leading polytope. They can learn a desired homogenous mapping, prescribed by 
the leaders, through (i) no inter-agent communication [115, 116, and 118], (ii) local 
communication [115, 117-127], and (iii) local perception [128]. Additionally,  principles 
of continuum mechanics is used to deploy an arbitrary distribution of agents on a desired 
formation in ℝ𝑛 [119].  
1.2.1 Chapter 2 
In Chapter 2, the idea of MAS evolution under no communication is developed. It is 
shown how followers can acquire the desired homogenous mapping only by knowing 
leaders’ positions.  This setup is scalable meaning that there is no restriction on the total 
number of followers acquiring homogenous deformation. In addition, the MAS has the 
capability of enlargement and contraction, while problems of inter-agent collision and 
avoidance collision with obstacles are properly addressed. Several interesting problems are 
considered in the Chapter 2. These problems include 
(i) homogenous deformation of agents with and without constrained dynamics, 
(ii) homogenous transformation of agents with linear dynamics, 
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(iii) specifying an upper bound for the acting forces required for the , and 
(iv) obtaining optimal trajectories for the leaders minimizing the acceleration norms MAS 
evolution map defined by a homogenous transformation, where agents are treated as 
particles of the Newtonian fluid. 
Notice that considering MAS as particles of the Newtonian fluid imposes two 
holonomic constraints (resulting from the continuity and Navier Stokes constitutive 
equations) on the leaders’ motion.  
1.2.2 Chapter 3 
In the Chapter 3, an interesting paradigm is presented for followers to acquire a desired 
homogenous deformation through local communication. Two different communication 
protocols will be developed in this Chapter: (i) minimum inter-agent communication, and 
(ii) polyhedral communication protocol.  
Under minimum inter-agent communication protocol, each follower updates its 
position through interaction with 𝑛 + 1 local agents, where communication weights are 
chosen such that they are consistent with the initial MAS configuration. It will be shown 
how communication weights are uniquely specified based on initial positions of the agents, 
if every follower interacts only with 𝑛 + 1 local agents. This is why this protocol is called 
minimum inter-agent communication. Applying minimum inter-agent protocol assures that 
followers asymptotically reach the desired states defined by the homogenous deformation 
A polyhedral communication protocol will also be developed for followers to learn a 
desired homogenous mapping prescribed by 𝑛 + 1 leaders. Under this setup, each follower 
𝑖 is allowed to communicate with 𝑚𝑖 ≥ 𝑛 + 1 local agents. Consequently, rate of 
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convergence of MAS evolution can be improved beacause followers are permitted to  
increase the number of inter-agent communication. Here, each follower continuously 
attempts to acquire the desired homogenous mapping through preserving some volumetric 
weight ratios specified based on the agents’ positions in the initial MAS configuration.  
In the Chapter 3, several further interesting problems, corresponding to the minimum 
inter-agent communication protocol, are investigated. These problems are introduced  
below. 
Determining an upper limit for the followers’ deviations from the desired positions 
defined by a homogenous transformation: Since follower agents acquire desired positions 
prescribed by homogenous deformation through local communication, they deviate from 
these desired positions during MAS evolution. However, an upper bound can be 
determined for the followers’ deviations, and thus, avoidance of inter-agent collision can 
be fully addressed. This upper limit depends on (i) initial distribution of the agents, (ii) 
control gain applied by the followers, (iii) total number of agents which is denoted by 𝑁, 
(iv) maximum of the magnitudes of the velocities of the leaders, and (iv) the dimension of 
MAS evolution which is denoted by 𝑛.  
Asymptotic tracking of the desired positions when followers access to the state 
information of 𝒏 + 𝟏 local agents:  It is desired that the transient error that is the difference 
between the actual and desired positions of each follower, vanishes during transition. This 
is advantageous because it can be assured that the followers do not leave the transient 
convex hull that is defined by the leaders’ positions at any time 𝑡. For this purpose, each 
leader is permitted to choose finite polynomial of the order ((𝑝 − 1) ∈ ℕ) for its trajectory 
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connecting two consecutive way points. Then, a dynamics of the order 𝑝 ∈ ℕ is designed 
for evolution of each follower, and it is shown how followers’ deviations from the desired 
positions, defined by a homogenous mapping, vanish during transition. This is interesting 
because followers only access to the state information of 𝑛 + 1 local agents, and they do 
not directly interact with leaders that define the desired homogenous deformation map. 
New formulations for the allowable communication delays that depend on the 
eigenvalues of the communication matrix: Stability analysis of MAS evolution in 
presence of communication delay will be also investigated in the Chapter 3. Cluster 
Treatment of Characteristic Roots (CTCR) [128-134] and Lyapunov-Krasovskii [135-138] 
are the two available approaches for stability analysis of the delayed dynamic systems. 
However, applying these common approaches for analyzing stability of an MAS consisting 
of a large number of agents is difficult due to higher order dynamics of evolution of the 
agents. To resolve this difficulty, a new formulation for the allowable communication delay 
of each agent is derived. The upper bound for the communication delay depends on the 
control gain applied by the follower agents, and one of the eigenvalues of the 
communication matrix. Notice that the proposed formulation can be efficiently applied to 
analyze stability of delayed consensus problems. It is noted that for evolution under the 
consensus algorithm, communication matrix is the same as the Laplacian matrix. 
1.2.3 Chapter 4 
The idea of MAS evolution under local perception is inspired by the fact that natural 
biological swarms do not perform peer-to-peer communication to follow a group behavior. 
Biological swarms evolve based on individual agents’ perception. However, most, if not 
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all, of engineering based techniques rely on peer-to-peer communication that requires each 
individual agent to know the exact state information of its neighbors. Therefore sensors 
with high accuracy are required to be applied by individual agents in order to measure exact 
state information of the neighboring agents. For motion control applications, mobile robots 
can be treated as particles of continuum (deformable body) deforming under a homogenous 
transformation, where the desired homogenous mapping is learned by them through 
preserving alignment. This is because of the unique feature of homogenous transformations 
that maps two crossing lines in the initial configuration into two different crossing lines in 
the current configuration. Notice that preserving alignment only requires the direction 
information and not the exact locations. Hence, agents that were initially aligned, can 
acquire a desired homogenous deformation through preserving alignment. Under the 
alignment framework (i) every follower agent updates its position based only on its 
perception of the positions of some local agents, and not their exact positions, thus avoiding 
communication delays and inaccurate measurements. 
1.2.4 Chapter 5 
In Chapter 5, a leader-follower model for deployment of an arbitrary random 
distribution of agents on any desired formation in ℝ𝑛 is developed, where avoidance of 
inter-agent collision is assured during MAS evolution. For this purpose, motion in ℝ𝑛 is 
decomposed into 𝑛 separate 1-dimensional motion problems that are guided by two 
2𝑛 different leaders. Then, followers update the 𝑞𝑡ℎ components of their positions through 
communication with two adjacent agents, where communication weights are fixed, 
uniquely determined based on positions of the agents in the final configuration.  
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Chapter 2 HOMOGENOUS DEFORMATION OF A MULTI 
AGENT SYSTEM UNDER NO INTER-AGENT 
COMMUNICATION 
 
 
 
In this Chapter, basics of MAS evolution as continuum deformation are presented, 
where an MAS is treated as particles of a continuum deforming under a homogenous 
transformation. It is shown how a homogenous deformation is acquired by the agents via 
no inter-agent communication. In this regards, agents’ desired positions, defined by a 
homogenous deformation in ℝ𝑛, are uniquely specified by the trajectories chosen by 𝑛 + 1 
leaders. Followers acquire the desired homogenous mapping only by knowing leaders’ 
positions at distinct sample times. Evolution of the followers with nonlinear constrained 
dynamics under a homogenous transformation is investigated in this chapter. Homogenous 
transformation of an MAS containing agents with linear dynamics is also studied. 
2.1 Homogenous Transformation  
A continuum (deformable body) is a continuous region in ℝ𝑛 (𝑛 = 1,2,3) containing 
infinite number of particles with infinitesimal size. A continuum deformation is defined by 
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the mapping 𝑟(𝑅, 𝑡), where 𝑟 ∈ ℝ𝑛 denotes the current position of the material particle 
which was initially placed at 𝑅 ∈ ℝ𝑛 . Notice that positions of the agents at the initial time 
𝑡0 is called material coordinate, and denoted by 𝑅. A schematic of a continuum 
deformation is shown in the Figure 2-1.  
It is noted that the Jacobian of the continuum deformation that is denoted by  
𝑄(𝑅, 𝑡) =
𝜕𝑟
𝜕𝑅
∈ ℝ𝑛×𝑛. 
(2.1) 
is nonsingular, where 𝑄(𝑅, 𝑡0) = 𝐼𝑛 (𝐼𝑛 ∈ ℝ
𝑛×𝑛 is the identity matrix and 𝑡0 denotes the 
initial time.). If the Jacobian matrix is only a function of time  𝑄 = 𝑄(𝑡), then the 
continuum deformation is a called homogenous transformation. Therefore, a homogenous 
transformation is defined by 
𝑟(𝑡) = 𝑄(𝑡)𝑅 + 𝐷(𝑡),  (2.2) 
where 𝐷(𝑡) ∈ ℝ𝑛 is called rigid body displacement vector.  
 
Figure 2-1: Schematic of a continuum deformation 
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2.1.1 Homogenous Deformation of the Leading Polytope 
Because homogenous transformation is a linear mapping, elements of 𝑄(𝑡) and 𝐷(𝑡) 
can be uniquely determined based on the components of the positions of 𝑛 + 1 leaders. 
Suppose each leader agent is identified by the index number 𝑘 ∈ 𝑣𝐿, where 𝑣𝐿 =
{1,2, … , 𝑛 + 1}. Leader agents are placed at the vertices of a leading polytope in ℝ𝑛, called 
leading polytope, therefore, leaders’ positions satisfy the following rank condition: 
∀𝑡 ≥ 𝑡0, 𝑅𝑎𝑛𝑘 [𝑟2 − 𝑟1 ⋮ ⋯ ⋮ 𝑟𝑛+1 − 𝑟1] = 𝑛. (2. 3) 
Now let 𝑅 and 𝑟 in the eqn. (2.2) be substituted by the leaders’ initial and current 
positions, respectively, then, the following 𝑛 + 1 equations are established: 
{
𝑟1(𝑡) = 𝑄(𝑡)𝑅1 + 𝐷(𝑡)
𝑟2(𝑡) = 𝑄(𝑡)𝑅2 + 𝐷(𝑡)
⋮
𝑟𝑛+1(𝑡) = 𝑄(𝑡)𝑅𝑛+1 + 𝐷(𝑡)
. 
(2. 4) 
Let 𝑟𝑘 and 𝑅𝑘 (𝑘 ∈ 𝑣𝐿) can be expressed with respect to the Cartesian coordinate system 
with the unit basis (?̂?1, ?̂?2, … , ?̂?𝑛) as follows: 
𝑟𝑘 =∑𝑥𝑞,𝑗?̂?𝑗  
𝑛
𝑞=1
 
(2. 5) 
𝑅𝑘 = ∑ 𝑋𝑞,𝑗?̂?𝑗  
𝑛
𝑞=1 , (2. 6) 
where 𝑋𝑞,𝑗 and 𝑥𝑞,𝑗 are the 𝑞
𝑡ℎ components of the initial and current positions of the agent 
𝑘. Then,  
{
 
 
 
 𝑥𝑞,1(𝑡) = [𝑋1,1 𝑋2,1 ⋯ 𝑋𝑛,1][𝑄𝑞1 𝑄𝑞2 ⋯ 𝑄𝑞𝑛]
𝑇 + 𝐷𝑞
𝑥𝑞,2(𝑡) = [𝑋1,2 𝑋2,2 ⋯ 𝑋𝑛,2][𝑄𝑞1 𝑄𝑞2 ⋯ 𝑄𝑞𝑛]
𝑇 + 𝐷𝑞
⋮
𝑥𝑞,𝑛+1(𝑡) = [𝑋1,𝑛+1 𝑋2,𝑛+1 ⋯ 𝑋𝑛,𝑛+1][𝑄𝑛1 𝑄𝑛2 ⋯ 𝑄𝑛𝑛]
𝑇 + 𝐷𝑞
. 
(2. 7) 
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where q∈ {1,2, … , 𝑛}, 𝐷𝑞 ∈ ℝ is the 𝑞
𝑡ℎentry of the vector 𝐷 ∈ ℝ𝑛 and 𝑄𝑞𝑗 is the qj entry 
of the Jacobian matrix 𝑄 ∈ ℝ𝑛×𝑛. The above 𝑛 + 1 equations can be simplified as 
𝑈𝑞 = 𝐿0𝑄𝑞 + 𝐷𝑞𝟏 (2. 8) 
where 𝑈𝑞 = [𝑥𝑞,1 ⋯ 𝑥𝑞,𝑛+1]
𝑇 ∈ ℝ𝑛+1 (𝑞 = 1,2, … , 𝑛), 𝑄𝑞 =
[𝑄𝑞1 𝑄𝑞2 ⋯ 𝑄𝑞𝑛]𝑇 ∈ ℝ𝑛, 𝟏 = [1 ⋯ 1]𝑇 ∈ ℝ𝑛+1, and  
𝐿0 = [
𝑋1,1 ⋯ 𝑋𝑛,1
⋮ ⋱ ⋮
𝑋1,𝑛+1 ⋯ 𝑋𝑛,𝑛+1
] ∈ ℝ(𝑛+1)×𝑛.Therefore, entries of the 𝑄 and 𝐷 can be related 
to the components of the leaders’ positions as follows: 
𝑃𝑡 = [𝐼𝑛⊗𝐿0 ⋮ 𝐼𝑛⊗𝟏]𝐽. (2. 9) 
where 
𝐽 = [𝑄1
𝑇  ⋯ 𝑄𝑛
𝑇 𝐷𝑇]𝑇 ∈ ℝ(𝑛+1)𝑛, (2. 10) 
𝑃𝑡 = [𝑈1
𝑇 ⋯ 𝑈𝑛
𝑇]𝑇 ∈ ℝ(𝑛+1)𝑛, (2. 11) 
 
Figure 2-2: Schematic of homogenous deformation of an MAS in a plane 
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 Followers’ Distribution: Let each follower be identified by the index 𝑖 ∈ 𝑣𝐹 , where 
𝑣𝐹 = {𝑛 + 2,… ,𝑁} defines the index numbers of the follower agents. It is assumed that 
followers are all placed inside the leading polytope at the initial time 𝑡0. Because leaders’ 
positions satisfy the rank condition (2. 3), then, 𝑟𝑖(𝑡) (position of the follower 𝑖 ∈ 𝑣𝐹 at the 
time 𝑡) can be uniquely expanded as the linear combination of the leaders’ positions as  
𝑟𝑖(𝑡) = 𝑟1(𝑡) +∑𝓅𝑖,𝑘(𝑡)(𝑟𝑘(𝑡) − 𝑟1(𝑡))
𝑛+1
𝑘=2
= (1 −∑𝓅𝑖,𝑘(𝑡)
𝑛+1
𝑘=2
)𝑟1(𝑡) +∑𝓅𝑖,𝑘(𝑡)𝑟𝑘(𝑡)
𝑛+1
𝑘=2
=∑𝓅𝑖,𝑘(𝑡)𝑟𝑘(𝑡)
𝑛+1
𝑘=1
. 
(2. 12) 
Notice that  
∑ 𝓅𝑖,𝑘(𝑡)
𝑛+1
𝑘=1
= 1. 
(2. 13) 
By considering the eqns. (2. 12) and (2. 13), parameter 𝒫𝑖,𝑘(𝑡) is uniquely obtained by 
solving the following set of linear algebraic equations: 
[
 
 
 
 
𝑥1,1 𝑥1,2 … 𝑥1,𝑛+1
𝑥2,1 𝑥2,2 ⋯ 𝑥2,𝑛+1
⋮ ⋮ ⋱ ⋮
𝑥𝑛,1 𝑥𝑛,2 ⋯ 𝑥𝑛,𝑛+1
1 1 ⋯ 1 ]
 
 
 
 
[
 
 
 
 
𝓅𝑖,1
𝓅𝑖,2
⋮
𝓅𝑖,𝑛
𝓅𝑖,𝑛+1]
 
 
 
 
=
[
 
 
 
 
𝑥1,𝑖
𝑥2,𝑖
⋮
𝑥𝑛,𝑖
1 ]
 
 
 
 
, 
(2. 14) 
where 𝑥𝑞,𝑗 denotes the 𝑞
𝑡ℎ component of the position of the agent 𝑗 ∈ {𝑖, 1,2, … , 𝑛 + 1}. If 
leaders and followers deform under a homogenous mapping, then, parameters 𝓅𝑖,𝑘(𝑖 ∈ 𝑣𝐹 
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and 𝑘 ∈ 𝑣𝐿) remains constant at any time 𝑡 ≥ 𝑡0. Therefore, the desired position of the 
followers 𝑖 ∈ 𝑣𝐹 , defined by a homogenous deformation, is given by 
𝑟𝑖,𝐻𝑇(𝑡) = ∑𝛼𝑖,𝑘𝑟𝑘
𝑛+1
𝑘=1
, 
(2. 15) 
where 𝛼𝑖,𝑘 is uniquely determined based on the initial positions of the follower 𝑖 and 𝑛 + 1 
leaders by solving the following set of linear algebraic equations: 
[
 
 
 
 
𝑋1,1 𝑋1,2 … 𝑋1,𝑛+1
𝑋2,1 𝑋2,2 ⋯ 𝑋2,𝑛+1
⋮ ⋮ ⋱ ⋮
𝑋𝑛,1 𝑋𝑛,2 ⋯ 𝑋𝑛,𝑛+1
1 1 ⋯ 1 ]
 
 
 
 
[
 
 
 
 
𝛼𝑖,1
𝛼𝑖,2
⋮
𝛼𝑖,𝑛
𝛼𝑖,𝑛+1]
 
 
 
 
=
[
 
 
 
 
𝑋1,𝑖
𝑋2,𝑖
⋮
𝑋𝑛,𝑖
1 ]
 
 
 
 
. 
(2. 16) 
2.1.2 Homogenous Deformation of the Leading Triangle 
In this sub-section homogenous deformation of an MAS in a plane is considered. Let 
leader agents are placed at the vertices of a triangle, called leading triangle, and followers 
are initially placed inside the leading triangle.  Schematic of homogenous deformation of 
an MAS in a plane is shown in the Figure 2-2. 
Because three leaders remain non-aligned, the rank condition (2. 3) is simplified to 
∀𝑡 ≥ 𝑡0, 𝑅𝑎𝑛𝑘 [𝑟2 − 𝑟1 𝑟3 − 𝑟1] = 2. (2. 17) 
Additionally, the desired position of the follower 𝑖, defined by a homogenous 
deformation, is given by 
𝑟𝑖,𝐻𝑇(𝑡) = 𝛼𝑖,1𝑟1 + 𝛼𝑖,2𝑟2 + 𝛼𝑖,3𝑟3, (2. 18) 
where 𝛼𝑖,1, 𝛼𝑖,2, and 𝛼𝑖,3 are the unique solution of  
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[
𝑋1 𝑌1 𝑋1
𝑌1 𝑌2 𝑌3
1 1 1
] [
𝛼𝑖,1
𝛼𝑖,2
𝛼𝑖,3
] = [
𝑋𝑖
𝑌𝑖
1
]. 
(2. 19) 
Interpretation of parameters 𝜶𝒊,𝒌 (𝒊 ∈ 𝒗𝑳 and (𝒌 ∈ 𝒗𝑭): By solving set of the linear 
algebraic equations in (2. 19), parameters 𝛼𝑖,1,  𝛼𝑖,2, and 𝛼𝑖,3    are obtained as follows: 
𝛼𝑖,1 =
𝑋𝑖(𝑌2 − 𝑌3) + 𝑌𝑖(𝑋3 − 𝑋2) + 𝑋2𝑌3 − 𝑋3𝑌2
𝑋1(𝑌3 − 𝑌2) + 𝑋2(𝑌1 − 𝑌3) + 𝑋3(𝑌2 − 𝑌1)
𝛼𝑖,2 =
𝑋𝑖(𝑌3 − 𝑌1) + 𝑌𝑖(𝑋1 − 𝑋3) + 𝑋3𝑌1 − 𝑋1𝑌3
𝑋1(𝑌3 − 𝑌2) + 𝑋2(𝑌1 − 𝑌3) + 𝑋3(𝑌2 − 𝑌1)
𝛼𝑖,3 =
𝑋𝑖(𝑌1 − 𝑌2) + 𝑌𝑖(𝑋2 − 𝑋1) + 𝑋1𝑌2 − 𝑋2𝑌1
𝑋1(𝑌3 − 𝑌2) + 𝑋2(𝑌1 − 𝑌3) + 𝑋3(𝑌2 − 𝑌1)
. 
 
 
(2. 20) 
The eqn. (2. 20) can be rewritten as follows: 
𝛼𝑖,1 =
(𝑋3 − 𝑋2)(𝑌𝑖 − 𝑌2) − (𝑌3 − 𝑌2)(𝑋𝑖 − 𝑋2)
(𝑋3 − 𝑋2)(𝑌1 − 𝑌2) − (𝑌3 − 𝑌2)(𝑋1 − 𝑋2)
𝛼𝑖,2 =
(𝑋1 − 𝑋3)(𝑌𝑖 − 𝑌3) − (𝑌1 − 𝑌3)(𝑋𝑖 − 𝑋3)
(𝑋1 − 𝑋3)(𝑌2 − 𝑌3) − (𝑌1 − 𝑌3)(𝑋2 − 𝑋3)
𝛼𝑖,3 =
(𝑋2 − 𝑋1)(𝑌𝑖 − 𝑌1) − (𝑌2 − 𝑌1)(𝑋𝑖 − 𝑋1)
(𝑋2 − 𝑋1)(𝑌3 − 𝑌1) − (𝑌2 − 𝑌1)(𝑋3 − 𝑋1)
. 
 
 
(2. 21) 
 
Figure 2-3: Parameters 𝛼𝑖,𝑘=constant 
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Note that parameters 𝛼𝑖,𝑘 = 𝑐 (𝑐 is a constant parameter.) in the eqn. (2. 21) specify 
lines that are parallel to the sides of the leading triangle. Parallel lines associated with 
𝛼𝑖,𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  are depicted in the Figure 2-3.  For instance, 𝛼𝑖,3 = 𝑐  represent a line 
that is parallel to the side 𝑠12, i.e., 𝑠12 is the line segment connecting vertices 1 and 2 of 
the leading triangle. Notice that  𝛼𝑖,𝑘 = 1 passes through position of the agent 𝑘. Also, 
𝛼𝑖,𝑘 = 0 coincides defines a line coinciding on one of the sides of the leading triangle not 
passing through the vertex 𝑘. Moreover, 𝛼𝑖,1, 𝛼𝑖,2, and 𝛼𝑖,3 are all positive, if the follower 
𝑖 is located inside the leading triangle. 
Elements of 𝑸 and 𝑫: It is noted that entries of the matrix 𝑄 ∈ ℝ2×2 (𝑄11, 𝑄12, 𝑄21, 
and 𝑄22) and the vector 𝐷 ∈ ℝ
2 (𝐷1 and 𝐷2) can be uniquely obtained based on the X and 
Y components of the leaders’ positions as follows: 
[
 
 
 
 
 
 
𝑄11(𝑡)
𝑄12(𝑡)
𝑄21(𝑡)
𝑄22(𝑡)
𝐷1(𝑡)
𝐷2(𝑡) ]
 
 
 
 
 
 
=
[
 
 
 
 
 
𝑋1 𝑌1 0 0 1 0
𝑋2 𝑌2 0 0 1 0
𝑋3 𝑌3 0 0 1 0
0 0 𝑋1 𝑌1 0 1
0 0 𝑋2 𝑌2 0 1
0 0 𝑋3 𝑌3 0 1]
 
 
 
 
 
−𝟏
[
 
 
 
 
 
 
𝑥1(𝑡)
𝑥2(𝑡)
𝑥3(𝑡)
𝑦1(𝑡)
𝑦2(𝑡)
𝑦3(𝑡)]
 
 
 
 
 
 
. 
 
 
(2. 22) 
Spatial Description of Homogenous Deformation: Material descriptions of the 
velocity and acceleration fields of a continuum, deforming under a homogenous 
transformation, are given by 
𝑣 = ?̇? = ?̇?𝑅 + ?̇? (2. 23) 
𝑎 = ?̈? = ?̈?𝑅 + ?̈?.     (2. 24) 
Let 𝑅 in the eqns. (2. 23) and (2. 24) be replaced by 𝑄−1(𝑟 − 𝐷), then,  
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𝑣 = ?̇?𝑄−1𝑟 + (?̇? − ?̇?𝑄−1𝐷) (2. 25) 
𝑎 = ?̈?𝑄−1𝑟 + (?̈? − ?̈?𝑄−1𝐷).   (2. 26) 
are the spatial descriptions for the velocity and acceleration fields of homogenous 
deformation. The components 𝑣(𝑥1, 𝑥2, 𝑡) =  𝑣1(𝑥1, 𝑥2, 𝑡)?̂?1 + 𝑣2(𝑥1, 𝑥2, 𝑡)?̂?2 and 
𝑎(𝑥1, 𝑥2, 𝑡) =  𝑎1(𝑥1, 𝑥2, 𝑡)?̂?1 + 𝑎2(𝑥1, 𝑥2, 𝑡)?̂?2 are obtained as follows: 
𝑣1(𝑥, 𝑦, 𝑡) = 𝑐(𝑡)𝑥 + 𝑑(𝑡)𝑦 + 𝑒(𝑡)  (2. 27) 
𝑣2(𝑥, 𝑦, 𝑡) = 𝑓(𝑡)𝑥 + 𝑔(𝑡)𝑦 + ℎ(𝑡)  (2. 28) 
𝑎1(𝑥, 𝑦, 𝑡) = 𝑙(𝑡)𝑥 + 𝑚(𝑡)𝑦 + 𝑜(𝑡)  (2. 29) 
𝑎2(𝑥, 𝑦, 𝑡) = 𝑝(𝑡)𝑥 + 𝑞(𝑡)𝑦 + 𝑠(𝑡)  (2. 30) 
where 𝑐(𝑡) =
1
|𝑄(𝑡)|
(?̇?11𝑄22 − ?̇?12𝑄21), 𝑑(𝑡) =
1
|𝑄(𝑡)|
(?̇?12𝑄11 − ?̇?11𝑄12), 𝑓(𝑡) =
1
|𝑄(𝑡)|
(?̇?21𝑄22 − ?̇?22𝑄21), 𝑔(𝑡) =
1
|𝑄(𝑡)|
(?̇?22𝑄11 − ?̇?21𝑄12), 𝑒(𝑡) = ?̇?1 −
1
|𝑄(𝑡)|
((?̇?11𝑄22 − ?̇?12𝑄21)𝐷1 + (?̇?12𝑄11 − ?̇?11𝑄12)𝐷2), ℎ(𝑡) = ?̇?2 −
1
|𝑄(𝑡)|
((?̇?21𝑄22 −
?̇?22𝑄21)𝐷1 + (?̇?22𝑄11 − ?̇?21𝑄12)𝐷2), 𝑙(𝑡) =
1
|𝑄(𝑡)|
(?̈?11𝑄22 − ?̈?12𝑄21), 𝑚(𝑡) =
1
|𝑄(𝑡)|
(?̈?12𝑄11 − ?̈?11𝑄12), 𝑝(𝑡) =
1
|𝑄(𝑡)|
(?̈?21𝑄22 − ?̈?22𝑄21), 𝑞(𝑡) =
1
|𝑄(𝑡)|
(?̈?22𝑄11 −
?̈?21𝑄12), 𝑜(𝑡) = ?̈?1 −
1
|𝑄(𝑡)|
((?̈?11𝑄22 − ?̈?12𝑄21)𝐷1 + (?̈?12𝑄11 − ?̈?11𝑄12)𝐷2), and 
𝑠(𝑡) = ?̈?2 −
1
|𝑄(𝑡)|
((?̈?21𝑄22 − ?̈?22𝑄21)𝐷1 + (?̈?22𝑄11 − ?̈?21𝑄12)𝐷2). 
2.1.3 Force Analysis 
Let followers agents all have the same mass 𝑚, and they are all distributed inside the 
leading polytope at the initial time 𝑡0. Therefore, the parameter 𝛼𝑖,𝑘 (𝑘 = 1,2, … , 𝑛 + 1 and 
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𝑖 = 𝑛 + 2,… ,𝑁) is positive.  Under homogenous transformation, the 𝑞𝑡ℎ component of 
acceleration of the follower agent 𝑖 (𝑖 = 𝑛 + 2,… ,𝑁) becomes 
?̈?𝑞,𝑖(𝑡) = ∑𝛼𝑖,𝑘?̈?𝑞,𝑘(𝑡)
𝑛+1
𝑘=1
. 
(2. 31) 
Let 𝑎𝑞(𝑡) denotes the maximum for the magnitude of the 𝑞
𝑡ℎ  component of the leaders’ 
acceleration at the time 𝑡, i.e. 
‖?̈?𝑞,𝑘(𝑡)‖ ≤ 𝑎𝑞(𝑡),     𝑓𝑜𝑟 𝑘 = 1,2, … , 𝑛 + 1 (2. 32) 
then, the 𝑞𝑡ℎ component of the acceleration of the follower 𝑖  satisfies the following 
inequality: 
‖?̈?𝑞,𝑖(𝑡)‖ = ‖∑𝛼𝑖,𝑘?̈?𝑞,𝑘(𝑡)
𝑛+1
𝑘=1
‖ ≤ 𝑎𝑞(𝑡)∑𝛼𝑖,𝑘
𝑛+1
𝑘=1
= 𝑎𝑞(𝑡). 
(2. 33) 
The eqn. (2. 33) yields an upper bound for the maximum force required for the motion 
of the follower 𝑖. Let  
𝑓𝑖(𝑡) = 𝑚∑ ?̈?𝑞,𝑘(𝑡)?̂?𝑞
𝑛
𝑞=1
, 
(2. 34) 
be the force required for the motion of follower 𝑖 at time 𝑡, then, 
‖𝑓𝑖(𝑡)‖ = 𝑚√∑?̈?𝑞,𝑖(𝑡)
𝑛
𝑞=1
≤ 𝑚√∑𝑎𝑞2(𝑡)
𝑛
𝑞=1
. 
(2. 35) 
Example 2-1: Consider an MAS with the initial formation shown in the Figure 2-4, 
where 3 leaders are placed at the vertices of the leading triangle and 17 followers are 
distributed inside the leading triangle. Therefore, the parameter 𝛼𝑖,𝑘 (𝑖 = 4, 5, … , 20 and 
𝑘 = 1,2,3) is positive. 
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Figure 2-4: Initial distribution of the agents in the Example 2-1 
 
Figure 2-5: Trajectories of the Leaders 
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Shown in the Figure 2-5, are the trajectories of the leaders in the X-Y plane, where they 
initiate their motion from rest at 𝑡 = 0𝑠 and settle at 𝑇 = 60 𝑠. Also, configurations of the 
leading triangle are depicted at the initial and the final times, where both have the same 
area of  50𝑚2. It is assumed that each follower has the mass 𝑚 = 1𝑘𝑔.  
In the Figure 2-6, the magnitude of the forces acting on the followers to deform as 
homogenous transformations are shown by black curves. Also, the upper limit for the 
followers’ acting forces (See the eqn. (2. 35).) is shown by the red curve. As seen in the 
Figure 2-6, the magnitude of the acting forces do not exceed the upper limit √𝑎1
2 + 𝑎2
2, 
where 𝑎1(𝑡) and 𝑎2(𝑡) are the maximum for the X and Y components of the leaders’ 
accelerations, respectively, at the time 𝑡.  
 
Figure 2-6: Acting forces required for followers to deform as homogenous 
transformation 
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2.1.4 Path Planning (MAS as Particles of Newtonian Viscous Flow) 
A continuum can be considered as a portion of the incompressible Newtonian viscous 
flow, if the deformation mapping satisfies both the continuity and Navier-Stokes 
constitutive equations. Let 𝑣(𝑥1, 𝑥2, 𝑥3, 𝑡) =  𝑣1(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?1 + 𝑣2(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?2 +
𝑣3(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?3 be the spatial description of the velocity field of a portion of an 
incompressible Newtonian viscous flow, then, it satisfies the continuity equation that is 
given by 
𝜕𝑣1
𝜕𝑥1
+
𝜕𝑣2
𝜕𝑥2
+
𝜕𝑣3
𝜕𝑥3
= 0, 
(2. 36) 
and the Navier-Stokes equations, 
𝜌𝑎1 = −
𝜕𝑝
𝜕𝑥1
+ μ(
𝜕2𝑣1
𝜕𝑥1
2 +
𝜕2𝑣1
𝜕𝑥2
2 +
𝜕2𝑣1
𝜕𝑥3
2) 
(2. 37) 
𝜌𝑎2 = −
𝜕𝑝
𝜕𝑥2
+ μ(
𝜕2𝑣2
𝜕𝑥1
2 +
𝜕2𝑣2
𝜕𝑥2
2 +
𝜕2𝑣2
𝜕𝑥3
2) 
(2. 38) 
𝜌𝑎3 = −
𝜕𝑝
𝜕𝑥3
+ μ(
𝜕2𝑣3
𝜕𝑥1
2 +
𝜕2𝑣3
𝜕𝑥2
2 +
𝜕2𝑣3
𝜕𝑥3
2), 
(2. 39) 
 It is noted that 𝑝 is the pressure filed,  𝜌 and 𝜇 are the density and viscosity of the fluid 
flow, respectively. Additionally,  
𝑎1(𝑥1, 𝑥2, 𝑥3, 𝑡) =
𝜕𝑣1
𝜕𝑡
+ 𝑣1
𝜕𝑣1
𝜕𝑥1
+ 𝑣2
𝜕𝑣1
𝜕𝑥2
+ 𝑣3
𝜕𝑣1
𝜕𝑥3
 
(2. 40) 
𝑎2(𝑥1, 𝑥2, 𝑥3, 𝑡) =
𝜕𝑣2
𝜕𝑡
+ 𝑣1
𝜕𝑣2
𝜕𝑥1
+ 𝑣2
𝜕𝑣2
𝜕𝑥2
+ 𝑣3
𝜕𝑣2
𝜕𝑥3
 
(2. 41) 
𝑎3(𝑥1, 𝑥2, 𝑥3, 𝑡) =
𝜕𝑣3
𝜕𝑡
+ 𝑣1
𝜕𝑣3
𝜕𝑥1
+ 𝑣2
𝜕𝑣3
𝜕𝑥2
+ 𝑣3
𝜕𝑣3
𝜕𝑥3
 
(2. 42) 
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are the components of the acceleration field 𝑎(𝑥1, 𝑥2, 𝑥3, 𝑡) =  𝑎1(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?1 +
𝑎2(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?2 + 𝑎3(𝑥1, 𝑥2, 𝑥3, 𝑡)?̂?3.  
Holonomic Constraints Imposed on the Leaders’ Motion: Continuity and Navier 
Stokes equations impose two holonomic constraints on the leaders’ motions, if evolution 
of an MAS is treated as homogenous deformation of a portion of a Newtonian viscous fluid 
flow. Before these two holonomic constraints are obtained, the following lemma is required 
to be considered: 
Lemma: Let 𝑄 ∈ ℝ𝑛×𝑛 be a non-singular second order tensor, then 
𝑑|𝑄|
𝑑𝑡
= |𝑄|𝑡𝑟𝑎𝑐𝑒(?̇?𝑄−1) 
(2. 43) 
Proof: It is known that  
𝜕|𝑄|
𝜕𝑄𝑖𝑗
= 𝑄𝑖𝑗
𝐶 = 𝑀𝑗𝑖 
(2. 44) 
where 𝑄𝑖𝑗
𝐶
 is the cofactor of the entry ij of the matrix 𝑄, and 
𝑄−1 =
𝑀𝑇
|𝑄|
. 
(2. 45) 
Thus, 
𝑑|𝑄|
𝑑𝑡
=∑∑
𝜕|𝑄|
𝜕𝑄𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1
?̇?𝑖𝑗 =∑∑𝑀𝑗𝑖
𝑛
𝑗=1
𝑛
𝑖=1
?̇?𝑖𝑗 = |𝑄|𝑡𝑟𝑎𝑐𝑒(?̇?𝑄
−1) 
(2. 46) 
Theorem 2-1: Homogenous transformation of a continuum can be considered as 
deformation of a portion of the incompressible Newtonian viscous fluid flow, if  
∀𝑡 ≥ 0, |𝑄(𝑡)| = 1                                           (2. 47) 
𝑐𝑢𝑟𝑙 𝑎 = 0.                                                  (2. 48) 
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Proof: Imposing the continuity eqn. (2. 36) on the velocity field of the homogenous 
deformation (See the eqn. (2. 25).) results in 
∇. 𝑣 = 𝑡𝑟𝑎𝑐𝑒(?̇?𝑄−1) = 0. (2. 49) 
Therefore, the right hand side of the eqn. (2. 46) vanishes and |𝑄(𝑡)| remains 
unchanged. Because 𝑄(0) = 𝐼𝑛×𝑛 ∈ ℝ
𝑛×𝑛, |𝑄(𝑡)| = 1 at any time during deformation.   
Under homogenous deformation, ∇2𝑣𝑖 = 0 (𝑖 = 1,2,3), therefore, the Navier Stokes 
equations are simplified to 
𝜌𝑎 = −𝛻𝑝.                                          (2. 50) 
 Since pressure field is smooth, therefore 
𝜕2𝑝
𝜕𝑥1𝜕𝑥2
=
𝜕2𝑝
𝜕𝑥2𝜕𝑥1
, 
𝜕2𝑝
𝜕𝑥2𝜕𝑥3
=
𝜕2𝑝
𝜕𝑥3𝜕𝑥2
, 
𝜕2𝑝
𝜕𝑥3𝜕𝑥1
=
𝜕2𝑝
𝜕𝑥1𝜕𝑥3
, 
and  𝑐𝑢𝑟𝑙 𝑎 = 0.■ 
Corollary 1: For homogenous deformation of a continuum in ℝ2, satisfying the 
continuity equation results in preserving the area of the leading triangle.  Therefore, the 
following holonomic constraint is imposed on the leaders’ current positions: 
𝐶1:
1
2
|
𝑥1(𝑡) 𝑥2(𝑡) 𝑥3(𝑡)
𝑦1(𝑡) 𝑦2(𝑡) 𝑦3(𝑡)
1 1 1
| − 𝑎0 = 𝑥1(𝑦2 − 𝑦3) + 𝑥2(𝑦3 − 𝑦1) +
𝑥3(𝑦1 − 𝑦2) − 2𝑎0 = 0                                 
(2. 51) 
 
Note that  
𝑎0 =
1
2
|
X1 X2 X3
Y1 Y2 Y3
1 1 1
|                                 
(2. 52) 
is the area of the leading triangle at the initial time 𝑡0. 
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Corollary 2:   For a portion of 2-dimensional incompressible fluid flow, deforming 
under a homogenous transformation, the Navier-Stokes equations, given by the eqns. (2. 
37), (2. 38), and (2. 39), impose the following constraint on the motion of the leader agents: 
𝐶2 = ?̈?1(𝑥2 − 𝑥3) + ?̈?2(𝑥3 − 𝑥1) + ?̈?3(𝑥1 − 𝑥2) + ?̈?1(𝑦2 − 𝑦3) +
?̈?2(𝑦3 − 𝑦1)  + ?̈?3(𝑦1 − 𝑦2) = 0.                       
(2. 53) 
Minimization of the Acceleration Norm of Homogenous Deformation: In this 
Section, optimal trajectories of the leaders minimizing acceleration norm of homogenous 
transformation are determined, where leaders’ positions meets the holonomic constraint 
eqns. (2. 51) and (2. 53) at any time during MAS evolution, and the leaders’ initial and 
final position and velocities are given.  
Leaders’ Dynamics: Let leader agents1, 2, and 3 update the first (X) and the second 
(Y) components of their positions by the following simple second order dynamics: 
?̈?𝑖 = 𝑢𝑖 ,                𝑖 = 1,2,3                                 (2. 54) 
?̈?𝑖 = 𝑣𝑖 .                𝑖 = 1,2,3 (2. 55) 
 The dynamics of the leaders can be expressed by the following state space 
representation 
{
?̇?1 = 𝑝7, ?̇?2 = 𝑝8, ?̇?3 = 𝑝9, ?̇?4 = 𝑝10, ?̇?5 = 𝑝11, ?̇?6 = 𝑝12
?̇?7 = 𝑞1, ?̇?8 = 𝑞2, ?̇?9 = 𝑞3, ?̇?10 = 𝑞4, ?̇?11 = 𝑞5, ?̇?12 = 𝑞6
 
(2. 56) 
where  𝑝1 = 𝑥1, 𝑝2 = 𝑥2, 𝑝3 = 𝑥3, 𝑝4 = 𝑦1, 𝑝5 = 𝑦2, 𝑝6 = 𝑦3, 𝑞1 = 𝑢1, 𝑞2 = 𝑢2, 𝑞3 =
𝑢3, 𝑞4 = 𝑣1, 𝑞5 = 𝑣2, 𝑞6 = 𝑣3. Then, the holonomic constraints (2. 51) and (2. 53) become 
𝐶′1: 𝑞1(𝑝5 − 𝑝6) + 𝑞2(𝑝6 − 𝑝4) + 𝑞3(𝑝4 − 𝑝5) + 𝑞4(𝑝3 − 𝑝2) + 𝑞5(𝑝1 − 𝑝3) + 𝑞6(𝑝2 −
𝑝1) + 𝑝7(𝑝11 − 𝑝12) + 𝑝8(𝑝12 − 𝑝10) + 𝑝9(𝑝10 − 𝑝11) + 𝑝10(𝑝9 − 𝑝8) + 𝑝11(𝑝7 − 𝑝9) +
𝑝12(𝑝8 − 𝑝7) = 0.  
(2. 57) 
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𝐶2 = 𝑞1(𝑝2 − 𝑝3) + 𝑞2(𝑝3 − 𝑝1) + 𝑞3(𝑝1 − 𝑝2) + 𝑞4(𝑝5 − 𝑝6) + 𝑞6(𝑝6 − 𝑝4)  +
𝑞6(𝑝4 − 𝑝5) = 0.   
(2. 58) 
It is noted that the constraint eqn. (2. 57) is obtained by taking the second time 
derivative from the eqn. (2. 51). 
Initial and Final Conditions: It is assumed that leaders initiate their motion from the 
rest at the initial time 𝑡 = 0 and they stop in a finite horizon of time 𝑇, where the leaders’ 
initial and final positions are defined. Let 𝑃 = [𝑝1 … 𝑝12]𝑇 ∈ ℝ12 be the state vector, 
then, the initial and final conditions are given by 
𝑃(0) = [
𝑃0
𝟎6×1
] 
(2. 59) 
𝑃(𝑇) = [
𝑃𝑇
𝟎6×1
] 
(2. 60) 
where 𝑃0 = [𝑋1 𝑋2 𝑋3 𝑌1 𝑌2 𝑌3]
𝑇 and 𝑃𝑇 =
[𝑥1(𝑇) 𝑥2(𝑇) 𝑥3(𝑇) 𝑦1(𝑇) 𝑦2(𝑇) 𝑦3(𝑇)]
𝑇. 
Objective Function: As aforementioned, the objective is to minimize the acceleration 
norm of homogenous transformation of the MAS. Therefore,  
𝐽 = ∫∑𝑞𝑖
2
6
𝑖=1
𝑇
0
𝑑𝑡. 
(2. 61) 
is the cost function that is desired to be minimized. To impose the constraints 𝐶1
′ and 𝐶2 
(eqns. (2. 57) and (2. 58)), the augmented cost function   
𝐽′ = ∫{∑(𝑞𝑖
2 + 𝜆𝑖(𝑝𝑖+6 − ?̇?𝑖) + 𝜆𝑖+6(𝑞𝑖 − ?̇?𝑖+6))
6
𝑖=1
+ 𝛾1𝐶′1 + 𝛾2𝐶2}
𝑇
0
𝑑𝑡 
(2. 62) 
is considered. It is noted that 𝜆 = [𝜆1 … 𝜆12]
𝑇 ∈ ℝ12 is called the co-state vector, 𝛾1 
and 𝛾2 are constant multipliers. The cost function  𝐽
′ is minimized, if 
31 
 
 
 
𝛿𝐽′ = ∫{∑(2𝑞𝑖𝛿𝑞𝑖 + 𝛿𝜆𝑖(𝑝𝑖+6 − ?̇?𝑖) + 𝜆𝑖(𝛿𝑝𝑖+6 − 𝛿?̇?𝑖) + 𝛿𝜆𝑖+6(𝑞𝑖 − ?̇?𝑖+6)
6
𝑖=1
𝑇
0
+ 𝜆𝑖+6(𝛿𝑞𝑖 − 𝛿?̇?𝑖+6)) + 𝛿𝛾1𝐶
′
1 + 𝛾2𝛿𝐶2 + 𝛿𝛾2𝐶2 + 𝛾2𝛿𝐶2} 𝑑𝑡
= 0 
(2. 63) 
Therefore, X and Y components of the leaders’ positions are determined by solving the 
following 24𝑡ℎ order dynamics: 
?̇? = 𝐴𝑠𝑆, (2. 64) 
where  
𝑆 = [
𝑃
𝜆
] = [𝑝1 ⋯ 𝑝2 𝜆1 ⋯ 𝜆12]
𝑇 (2. 65) 
𝐴𝑠 =
[
 
 
 
 
 
06×6 𝐼6×6 06×6 06×6
−
1
2
(𝛾1𝐾16×6 + 𝛾2𝐾36×6) 06×6 06×6 −
1
2
𝐼6×6
1
2
(𝛾1
2 + 𝛾2
2)𝐾26×6 06×6 06×6
1
2
(𝛾1𝐾16×6 − 𝛾2𝐾36×6)
06×6 −2𝛾1𝐾16×6 −𝐼6×6 06×6 ]
 
 
 
 
 
 
(2. 66) 
𝐾1 =
[
 
 
 
 
 
0 0 0 0 1 −1
0 0 0 −1 0 1
0 0 0 1 −1 0
0 −1 1 0 0 0
1 0 −1 0 0 0
−1 1 0 0 0 0 ]
 
 
 
 
 
 
 
(2. 67) 
𝐾2 =
[
 
 
 
 
 
2 −1 −1 0 0 0
−1 2 −1 0 0 0
−1 −1 2 0 0 0
0 0 0 2 −1 −1
0 0 0 −1 2 −1
0 0 0 −1 −1 2 ]
 
 
 
 
 
 
(2. 68) 
𝐾3 =
[
 
 
 
 
 
0 1 −1 0 0 0
−1 0 1 0 0 0
1 −1 0 0 0 0
0 0 0 0 1 −1
0 0 0 −1 0 1
0 0 0 1 −1 0 ]
 
 
 
 
 
. 
(2. 69) 
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Note that 06×6 ∈ ℝ
6×6 is the zero entry matrix; 𝐼6×6 ∈ ℝ
6×6 is the identity matrix.  
Also, 𝛾1 and 𝛾2 are nonlinear functions of the state variable 𝑝𝑖 (𝑖 = 1,2, … ,12) and the co-
state parameter 𝜆𝑖 (𝑖 = 1,2, … ,12). 
 Let 𝑞𝑖 in the eqns. (2. 57) and (2. 58) are substituted by the optimal control inputs that 
are obtained as follows: 
𝑞1 = −
1
2
(𝜆7 + 𝛾1(𝑝5 − 𝑝6) + 𝛾2(𝑝2 − 𝑝3)) 
(2. 70) 
𝑞2 = −
1
2
(𝜆8 + 𝛾1(𝑝6 − 𝑝4) + 𝛾2(𝑝3 − 𝑝1)) 
(2. 71) 
𝑞3 = −
1
2
(𝜆9 + 𝛾1(𝑝4 − 𝑝5) + 𝛾2(𝑝1 − 𝑝2)) 
(2. 72) 
𝑞4 = −
1
2
(𝜆10 + 𝛾1(𝑝3 − 𝑝2) + 𝛾2(𝑝5 − 𝑝6)) 
(2. 73) 
𝑞5 = −
1
2
(𝜆11 + 𝛾1(𝑝1 − 𝑝3) + 𝛾2(𝑝6 − 𝑝4)) 
(2. 74) 
𝑞6 = −
1
2
(𝜆12 + 𝛾1(𝑝5 − 𝑝6) + 𝛾2(𝑝4 − 𝑝5)). 
(2. 75) 
Then, 𝛾1and 𝛾2 are equal to 
𝛾1 =
2𝜏 − 𝜎
𝜌
 
(2. 76) 
𝛾2 = −
𝜑
𝜌
 
(2. 77) 
with 
𝜌 = (𝑝5 − 𝑝6)
2 + (𝑝6 − 𝑝4)
2 + (𝑝4 − 𝑝5)
2 + (𝑝3 − 𝑝2)
2 + (𝑝1 − 𝑝3)
2 +
(𝑝2 − 𝑝1)
2    
(2. 78) 
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𝜏 = 𝑝7(𝑝11 − 𝑝12) + 𝑝8(𝑝12 − 𝑝10) + 𝑝9(𝑝10 − 𝑝11) + 𝑝10(𝑝9 − 𝑝8) +
𝑝11(𝑝7 − 𝑝9) + 𝑝12(𝑝8 − 𝑝7)  
(2. 79) 
𝜎 = 𝜆7(𝑝5 − 𝑝6) + 𝜆8(𝑝6 − 𝑝4) + 𝜆9(𝑝4 − 𝑝5) + 𝜆10(𝑝3 − 𝑝2) +
𝜆11(𝑝1 − 𝑝3) + 𝜆12(𝑝2 − 𝑝1)  
(2. 80) 
𝜑 = 𝜆7(𝑝3 − 𝑝2) + 𝜆8(𝑝1 − 𝑝3) + 𝜆9(𝑝2 − 𝑝1) + 𝜆10(𝑝6 − 𝑝5) +
𝜆11(𝑝4 − 𝑝6) + 𝜆12(𝑝5 − 𝑝4)  
(2. 81) 
Numerical Solution: As observed, it is difficult to obtain the analytical solution for the 
optimal trajectories minimizing the acceleration norm of the MAS evolution. This is 
because the dynamics of the eqn. (2. 64) is nonlinear and 24𝑡ℎ order. Additionally, the 
initial values for the co-estate variable  𝜆𝑖 (𝑖 = 1,2, … , 12) is not defined.  
To obtain leaders’ trajectories, 𝛾1(𝑡) and 𝛾2(𝑡) are first estimated by 𝛾11(𝑡) and 𝛾21(𝑡), 
for the time period 𝑡 ∈ [0, 𝑇]. Then 𝛾1(𝑡) and 𝛾2(𝑡) are kept updating until the solution of 
the optimal trajectories are obtained. Let  𝛷𝑘(𝑡, 0) denote the state transition matrix at the 
attempt  (𝑘 = 1,2,3, … ), then  
∀𝑡 ≥ 0, [
𝑃𝑘
𝜆𝑘
] = 𝛷𝑘(𝑡, 0) [
𝑃(0)
𝜆0𝑘
] = [
𝛷11𝑘(𝑡, 0) 𝛷12𝑘(𝑡, 0)
𝛷21𝑘(𝑡, 0) 𝛷22𝑘(𝑡, 0)
] [
𝑃(0)
λ0𝑘
].  
(2. 82) 
Thus, 
𝑃(𝑇) = 𝛷11𝑘(𝑇, 0)𝑃(0) + 𝛷12𝑘(𝑇, 0)𝜆0𝛾1 . 
(2. 83) 
Notice that 𝑃(0) and 𝑃(𝑇) define the leaders’ positions and velocities at the initial time 
0 and final time 𝑇 (See eqns. (2. 59) and (2. 60).). Hence, λ0𝑘 (the 𝑘
𝑡ℎ estimation for the 
initial value of the co-state vector) is obtained as 
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𝜆0𝑘 = (𝛷12𝑘(𝑇, 0))
−1
(𝑃(𝑇) − 𝛷11𝑘(𝑇, 0)𝑃(0)) 
(2. 84) 
Now, 𝑃𝑘(𝑡) and 𝜆𝑘(𝑡) (the 𝑘
𝑡ℎ estimation of 𝑃(𝑡) and 𝜆(𝑡)) can be calculated by the 
eqn. (2. 82). Therefore, 𝛾1(𝑡) and 𝛾2(𝑡) can be updated by the eqns. (2. 76) and (2. 77). To 
determine 𝛾1(𝑡) and 𝛾2(𝑡), the estimations 𝛾1𝑘(𝑡), 𝛾2𝑘(𝑡), 𝛷𝑘(𝑡, 0),  𝑃𝑘 and 𝜆𝑘  are 
continuously updated until  
∀𝑡𝜖[0, 𝑇], ‖𝛾𝑘(𝑡) − 𝛾𝑘−1(𝑡)‖ → 0 (2. 85) 
 
Figure 2-7: Optimal paths of the leader agents 
 
Figure 2-8: Optimal control inputs 𝑞𝑖 
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Example 2-2: Suppose leaders are initially placed at (−5,0), (5,0), and (-1,10). They 
start their motion from rest and ultimately stop at (7, −5),   (15,15), and (7,7.5) at 𝑇 =
60𝑠. Leaders are restricted to satisfy the holonomic constraints 𝐶1
′ and 𝐶2 (the eqns. (2. 57) 
and (2. 58)) at any time 𝑡 ∈ [0,60]𝑠. The optimal paths of the leaders minimizing the 
objective function (2. 62) are shown in the Figure 2-7. Also, the optimal control input 𝑞𝑖 
versus time are shown in the Figure 2-8. 
2.2 Evolution of a Multi Agent System with Constrained Dynamics 
Suppose position of the follower 𝑖 (𝑖 = 𝑛 + 2, 𝑛 + 3,… ,𝑁) is updated by 
{
?̇?𝑖 = 𝑓(𝑍𝑖, 𝑢𝑖)
𝑟𝑖 = ℎ(𝑍𝑖)
, 
(2. 86) 
where the nonlinear dynamics (2. 86) is both state controllable and state observable, 𝑍𝑖 ∈
ℝ𝑝 is the state vector, 𝑢𝑖 ∈ ℝ
𝑚 is the control input that belongs to a connected set 𝑈𝑖 ∈
ℝ𝑚, and actual positions of the follower 𝑖, 𝑟𝑖 ∈ ℝ
𝑛, is considered as the control output.  
 
Figure 2-9: Schematic of the MAS configuration at the time 𝑡𝑘 and reachable 
displacement set Φ𝑖
𝑘 
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Reachable Displacement Set: We consider  Φ𝑖
𝑘 ∈ ℝ𝑛 as the reachable displacement 
set for the follower 𝑖 at the 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1].  Then, the points belonging to Φ𝑖
𝑘 can be accessed 
by the follower 𝑖 during the time 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1], if  follower 𝑖 chooses the admissible control 
𝑢𝑖 ∈ 𝑈𝑖. It is assumed that the reachable set  Φ𝑖
𝑘 is a connected set containing the origin. It 
is desired that MAS configuration at the time 𝑡 = 𝑡𝑘+1 satisfy the condition of a 
homogenous transformation. Therefore, an upper bound is required to be determined for 
the leaders’ displacements during the time interval 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1]. The intersections of all 
reachable sets Φ𝑖
𝑘 (𝑖 = 𝑛 + 2,… ,𝑁) defines an allowable displacement set 𝛷𝑘 for the 
leaders. Hence, followers’ configuration at the time 𝑡𝑘+1 is a homogenous deformation of 
the followers’ formation at the time 𝑡𝑘,  if the leaders’ displacements at the time 𝑡𝑘+1 
belong to the set 𝛷𝑘.  In the Figure 2-9 a schematic of configuration of an MAS at the time 
𝑡 = 𝑡𝑘 and reachable displacement set Φ𝑖
𝑘  are illustrated, where the MAS evolves in a 
plane. As seen, the biggest disk Ω𝑘 inside the intersection of all reachable sets Φ𝑖
𝑘, limit  
leaders’ displacement at the time 𝑡 = 𝑡𝑘+1. 
Constraints on the Leaders’ motion: Consider the follower 𝑖 that is located at 𝑟𝑖
𝑘+1 at 
the time 𝑡𝑘+1, then the actual displacement, denoted by  𝑎𝑑𝑖
𝑘+1 = 𝑟𝑖
𝑘+1 − 𝑟𝑖𝐻𝑇
𝑘 , is required 
to meet 
Φ𝑖
𝑘(𝑎𝑑𝑖
𝑘+1) ≤ 0, (2. 87) 
where Φ𝑖
𝑘 is the reachable displacement set for the follower agent 𝑖 at the time 𝑡𝑘+1. Now 
by considering the eqn. (2. 15), the desired position of a follower 𝑖 at the time 𝑡 = 𝑡𝑘+1 is 
given by: 
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𝑟𝑖,𝐻𝑇
𝑘+1 =∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
𝑟𝑗
𝑘+1, 
(2. 88) 
where 𝑟𝑗
𝑘+1 is the position of the leader 𝑗 ∈ 𝒱𝐿 at the time 𝑡𝑘+1.  Suppose 𝑑𝑖
𝑘+1 denotes the 
displacement of a follower 𝑖 at the time 𝑡𝑘+1, then 
𝑑𝑖
𝑘+1 =∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
(𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘) = ∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
𝑑𝑗
𝑘+1, 
(2. 89) 
and  
Φ𝑖
𝑘(𝑑𝑖
𝑘+1) = Φ𝑖
𝑘 (∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
𝑑𝑗
𝑘+1) ≤ 0.     𝑖 = 𝑛 + 2, 𝑛 + 3,… ,𝑁 
(2. 90) 
It is obvious that the eqn. (2. 90) imposes 𝑁 − 𝑛 − 1 constraints on the leaders’ 
displacements. In the following theorem, an upper bound is determined for the leaders’ 
displacements to assure that followers can reach the desired positions given by the eqn. (2. 
88), at the distinct times 𝑡𝑘 (𝑘 = 0,1,2, …). 
Theorem 2-2:  Suppose that 𝛷𝑖
𝑘 is the reachable displacement set for the follower 𝑖 ∈
𝒱𝐹 at the time 𝑡𝑘+1, where each follower is permitted to choose an admissible control input 
𝑢𝑖 ∈ 𝑈𝑖 for all time 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1]. Consider Ω𝑘 that is the greatest disk inside the non-
empty set  
𝛷𝑘 = ⋂ 𝛷𝑖
𝑘
𝑁
𝑖=𝑛+2
, 
(2. 91) 
which is centered at the origin; the displacement of each leader remains inside the 𝛷𝑘. 
Then, followers can reach the desired positions defined by a homogenous deformation and 
given by the eqn. (2. 88) at the time steps 𝑡𝑘 ( 𝑘 = 1,2… ). 
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Proof: Because displacement of the follower 𝑖 denoted by 𝑑𝑖
𝑘+1 satisfies the eqn. (2. 
89),  𝑁 − 𝑛 − 1 constraints are imposed on the leaders’ displacements during the time 
interval 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1]. Notice that ‖𝑑𝑖
𝑘+1‖ (𝑖 = 𝑛 + 2,… ,𝑁) is less than or equal to the 
maximum of the magnitude of the leaders’ displacements that is denoted by 
𝑑𝑘+1 = 𝑚𝑎𝑥{‖𝑑1
𝑘+1‖, ‖𝑑2
𝑘+1‖,… , ‖𝑑𝑛+1
𝑘+1‖}. (2. 92) 
This is because 0 < 𝛼𝑖,𝑗 < 1 and ∑ 𝛼𝑖,𝑗
𝑛+1
𝑗=1 = 1, so 
‖𝑑𝑖
𝑘+1‖ ≤ ∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
‖𝑑𝑗
𝑘+1‖ ≤ 𝑑𝑘+1∑𝛼𝑖,𝑗
𝑛+1
𝑗=1
= 𝑑𝑘+1. 
(2. 93) 
Consequently, the  𝑁 − 𝑛 − 1 constraints, defined by the eqn.  (2. 93), are definitely 
satisfied if 𝑑𝑘+1 ∈ ℝ remain inside the region Ω𝑘 that is the biggest ball with the radius 
𝑑𝑘+1 inside the allowable displacement region 𝛷𝑘.∎ 
Desired Positions of the Followers: It is assumed that the leader agent 𝑗 (𝑗 =
1,2, … , 𝑛 + 1) move on a line segment given by 
𝑟𝑗(𝑡) =
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
(𝑡 − 𝑡𝑘) + 𝑟𝑗
𝑘 
(2. 94) 
for all 𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1], where  
‖𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘‖ ≤ 𝑟(𝑘+1). (2. 95) 
Consequently, followers only need to know the leaders’ positions at the certain times 
𝑡0, 𝑡1, …., 𝑡𝑓 in order to acquire homogenous deformation under no inter-agent 
communication. For this case, the follower 𝑖 chooses the proper control input 𝑢𝑖 ∈ 𝑈𝑖, for 
39 
 
 
 
the time 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1], such that its actual trajectory remain as close as possible to the line 
segment connecting  𝑟𝑖𝐻𝑇
𝑘  and 𝑟𝑖𝐻𝑇
𝑘+1.  Hence, desired position of the follower 𝑖 is given by 
∀𝑡𝜖[𝑡𝑘, 𝑡𝑘+1], 𝑟𝑖𝐻𝑇
𝑘 (𝑡) = ∑𝛼𝑖,𝑗 (
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
(𝑡 − 𝑡𝑘) + 𝑟𝑗
𝑘)
𝑛+1
𝑗=1
. 
(2. 96) 
Let the follower 𝑖 be a unicycle robot with the dynamics 
{
?̇?𝑖 = 𝑢𝑖 cos 𝜃𝑖
?̇?𝑖 = 𝑢𝑖 sin 𝜃𝑖
?̇?𝑖 = 𝜔𝑖
, 
(2. 97) 
where the magnitude of  𝑢𝑖 and 𝜔𝑖 are limited by 
{
‖𝑢𝑖‖ ≤ 1
‖𝜔𝑖‖ ≤ 1
. 
(2. 98) 
 
Figure 2-10: Initial distribution of the agents 
For example, suppose an MAS containing 11 agents (3 leaders and 8 followers unicycle 
robots) with the initial positions that are shown in the Figure 2-10, and the initial 
orientations that are listed in the Table 2-1.  
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Table 2-1 Initial angles of the unicycle follower unicycles 
4 5 6 7 8 9 10 11 
𝜃0𝑖 45 30 87 123 135 130 65 100 
Figure 2-11: Reachable displacement set Φ5
0
In the Figure 2-11 the reachable displacement set Φ5
0 is illustrated for the follower agent
5 during the time interval 𝑡 ∈ [0, 𝜋]𝑠, where 𝑢𝑖 and 𝜔𝑖 are constrained to satisfy  eqn. (2.
98) at any time 𝑡 ∈ [0, 𝜋]𝑠.  All reachable displacement sets (Φ𝑖
0, 𝑖 = 4,5, … ,11) are
illustrated in the  Figure 2-12. As shown the disk Ω0 is inside 
𝛷0 =⋂Φ𝑖
0
11
𝑖=4
, 
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where it is centered at the origin and its radius is 2𝑚. Therefore, each leader is not permitted 
to displace more than 2𝑚 during the time interval 𝑡 ∈ [0, 𝜋].The X and Y components of 
the desired position of the follower 𝑖 ∈ 𝑣𝐹 obtained from the eqn. (2. 96) are as follows: 
{
 
 
 
 𝑥𝑖,𝐻𝑇 =
𝑡 − 𝑡𝑘
𝑡𝑘+1 − 𝑡𝑘
∑𝛼𝑖,𝑗(𝑥𝑗
𝑘+1 − 𝑥𝑗
𝑘)
𝑛+1
𝑗=1
+ 𝑥𝑗
𝑘
𝑦𝑖,𝐻𝑇 =
𝑡 − 𝑡𝑘
𝑡𝑘+1 − 𝑡𝑘
∑𝛼𝑖,𝑗(𝑦𝑗
𝑘+1 − 𝑦𝑗
𝑘)
𝑛+1
𝑗=1
+ 𝑦𝑗
𝑘
 
(2. 99) 
 
Figure 2-12: The biggest disk Ω0 inside the allowable displacement region 𝛷0    
In eqn. (2. 99) 𝑡 denotes time, 𝑟𝑗
𝑘 = 𝑥𝑗
𝑘?̂?𝑥 + 𝑦𝑗
𝑘?̂?𝑦 and 𝑟𝑗
𝑘+1 = 𝑥𝑗
𝑘+1?̂?𝑥 + 𝑦𝑗
𝑘+1?̂?𝑦. 
Initial centroid positions of the follower unicycles and the corresponding parameters 𝛼𝑖,𝑗, 
specified by the eqn. (2. 19), are listed in the Table 2-2.  
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By taking the second time derivative from the eqn. (2. 97), dynamics of evolution of 
the follower unicycle 𝑖 is defined by 
[
𝑥𝑖
𝑦𝑖
] = [
cos 𝜃𝑖 −𝑢𝑖 sin 𝜃𝑖
sin 𝜃𝑖 𝑢𝑖 cos 𝜃𝑖
] [
?̈?𝑖
?̇?𝑖
] + [
−2?̇?𝑖𝜔𝑖 sin 𝜃𝑖 − 𝑢𝑖𝜔𝑖
2 cos 𝜃𝑖
2?̇?𝑖𝜔𝑖 cos 𝜃𝑖 − 𝑢𝑖𝜔𝑖
2 sin 𝜃𝑖
].  
(2. 100) 
If the linear velocity 𝑢𝑖 does not vanish at any time 𝑡, then, ?̈?𝑖 and ?̇?𝑖 can be related to 
the centroid jerk (time derivative of centroid acceleration) of the follower 𝑖 by  
[
?̈?𝑖
?̇?𝑖
] = [
cos 𝜃𝑖 −𝑢𝑖 sin 𝜃𝑖
sin 𝜃𝑖 𝑢𝑖 cos 𝜃𝑖
]
−1
[
𝑥𝑖 + 2?̇?𝑖𝜔𝑖 sin 𝜃𝑖 + 𝑢𝑖𝜔𝑖
2 cos 𝜃𝑖
𝑦𝑖 − 2?̇?𝑖𝜔𝑖 cos 𝜃𝑖 + 𝑢𝑖𝜔𝑖
2 sin 𝜃𝑖
]. 
(2. 101) 
If initial linear velocity 𝑢𝑖(𝑡0) ≠ 0, and the dynamics of the follower unicycle 𝑖 is 
updated by  
[
𝑥𝑖
𝑦𝑖
] = [
𝑥𝑖,𝐻𝑇
𝑦𝑖,𝐻𝑇
] + 𝛿𝑖 [
?̈?𝑖,𝐻𝑇 − ?̈?𝑖
?̈?𝑖,𝐻𝑇 − ?̈?𝑖
] + 𝛾𝑖 [
?̇?𝑖,𝐻𝑇 − ?̇?𝑖
?̇?𝑖,𝐻𝑇 − 𝑦𝑖
] + 𝜂𝑖 [
𝑥𝑖,𝐻𝑇 − 𝑥𝑖
𝑦𝑖,𝐻𝑇 − 𝑦𝑖
], 
(2. 102) 
where 𝛿𝑖, 𝛾𝑖 and 𝜂𝑖 are positive and real parameters, then, it can be assured that 𝑢𝑖 remains 
non-zero at any time 𝑡.  This is because the components of the desired velocity of the 
follower 𝑖, 
{
 
 
 
 ?̇?𝑖,𝐻𝑇 =
1
𝑡𝑘+1 − 𝑡𝑘
∑𝛼𝑖,𝑗(𝑥𝑗
𝑘+1 − 𝑥𝑗
𝑘)
𝑛+1
𝑗=1
?̇?𝑖,𝐻𝑇 =
1
𝑡𝑘+1 − 𝑡𝑘
∑𝛼𝑖,𝑗(𝑦𝑗
𝑘+1 − 𝑦𝑗
𝑘)
𝑛+1
𝑗=1
, 
 
(2. 103) 
are nonzero and piecewise constant at the time interval 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1]. Moreover, 𝑟𝑖 
asymptotically tends to 𝑟𝑖,𝐻𝑇,  because evolution under the dynamics (2. 102)  assures that 
the transient error, the difference between 𝑟𝑖 and 𝑟𝑖,𝐻𝑇, converges to zero as 𝑡 → ∞. 
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Figure 2-13: Possible circular trajectory for follower 8 
Table 2-2 Parameters 𝛼𝑖,𝑗 for the initial distribution of the agents shown in the 
Figure 2-10 
 𝑋𝑖(𝑚) 𝑌𝑖(𝑚) 𝛼𝑖,1 𝛼𝑖,2 𝛼𝑖,3 
𝑖 = 1 -9.0000 -1.0000 - - - 
𝑖 = 2 -6.0000 0 - - - 
𝑖 = 3 -8.0000 2.0000 - - - 
𝑖 = 4 -7.9000 -0.5000 0.6000 0.3500 0.0500 
𝑖 = 5 -7.8000 0.6000 0.3000 0.2500 0.4500 
𝑖 = 6 -7.7333 0.1333 0.4000 0.3333 0.2667 
𝑖 = 7 -7.5500 0.5500 0.2500 0.3500 0.4000 
𝑖 = 8 -7.5800 0.3000 0.3200 0.3700 0.3100 
𝑖 = 9 -7.3600 -0.0800 0.3600 0.5000 0.1400 
𝑖 = 10 -7.8333 -0.1667 0.5000 0.3333 0.1667 
𝑖 = 11 -7.4700 -0.0100 0.3700 0.4500 0.1800 
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Discussion: As aforementioned, if leader agents don’t leave the disk Ω0 in 𝜋 𝑠𝑒𝑐, then, 
followers can reach the desired positions prescribed by a homogenous deformation at the 
time 𝑡1 = 𝑡0 + 𝜋. One possibility for the follower 𝑖 is to move along the circular trajectory, 
connecting its 𝑟𝑖,𝐻𝑇
0  (the desired centroid position at the initial time 𝑡0) and 𝑟𝑖,𝐻𝑇
1  (the desired 
centroid position at the distinct time 𝑡1), through choosing constant linear and angular 
velocities. For example, consider the follower 8 whose centroid is initially positioned at 
𝑟8𝐻𝑇
0 = −7.58𝒆𝑥 + 0.30𝒆𝑦. Then, it can reach to the 𝒓8𝐻𝑇
1 = −7.58𝒆𝑥 + 2.30𝒆𝑦 by 
choosing 
{
  
 
  
 ?̇?𝑖 =
1
√2
cos (
−𝑡
2
+
3𝜋
4
)
?̇?𝑖 =
1
√2
sin (
−𝑡
2
+
3𝜋
4
)
?̇?𝑖 = −
1
2
. 
(2. 104) 
In the Figure 2-13, the circular trajectory given by eqn. (2. 104) is depicted by a 
continuous curve, where it connects the desired centroid positions of the follower 8 at the 
time 𝑡0 = 0𝑠 and 𝑡1 = 𝜋 𝑠. As seen in the Figure 2-13, when circular trajectory is chosen, 
the follower 8 deviates from the desired state illustrated by dotted curve during 𝑡 ∈ (0, 𝜋). 
Therefore, follower agents don’t deform under a homogenous mapping during the time 𝑡 ∈
(0, 𝜋) and consequently inter-agent collision is not necessarily avoided.  
Follower agents can fully track the desired line segment, connecting the desired 
positions at the time 𝑡𝑘 and 𝑡𝑘 + 1, by first spinning with highest possible angular velocity, 
and then moving along the desired trajectory (which is the line segment connecting 𝑟𝑖,𝐻𝑇
𝑘  
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and 𝑟𝑖,𝐻𝑇
𝑘+1) by choosing the highest possible linear velocity. However, this trivial solution 
works only for the ground unicycles and is not applicable for the aerial ones. 
Updating centroid position of the unicycle 𝑖 according the eqn. (2. 104) is 
advantageous, since the transient formation of the MAS also remains close to the desired 
homogenous deformation. Nonetheless, having better tracking of the desired position and 
reducing the transient error (difference between the actual and desired centroid positions 
of the followers) without violating the upper limits for the control inputs, requires choosing  
𝑡𝑘+1 − 𝑡𝑘 greater than 𝜋 𝑠𝑒𝑐. 
  
Figure 2-14: Leaders’ paths inside the narrow channel 
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Figure 2-15: Entries of 𝑄 and 𝐷 versus time 
  
Figure 2-16: Desired and actual trajectories of the centroid of follower unicycle 8 
Example 2-3: In this example, the motion of an MAS consisting eight follower 
unicycle robots and three leaders are simulated. The initial positions and orientations of the 
followers were listed in the   
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Table 2-1and Table 2-2. In the Figure 2-1, the paths chosen by the leaders, to guide the 
collective motion of the follower unicycles inside the narrow channel, are shown. It is 
noticed that leaders’ desired velocities are piecewise constant for any time period 𝑡 ∈
[𝑡𝑘, 𝑡𝑘+1], where 𝑘 ∈ {0,1, … , 9} . In the Figure 2-15, elements of the Jacobian 𝑄 and rigid 
body displacement vector 𝐷, that are obtained based on the X and Y components of the 
leaders’ positions by applying the eqn. (2. 22), are depicted.  
Evolution of the follower unicycles: Let desired centroid positions and velocities of 
the followers be specified by eqns. (2. 99) and (2. 103), and the follower 𝑖 update its current 
centroid position according  
[
𝑥𝑖
𝑦𝑖
] = [
𝑥𝑖,𝑑
𝑦𝑖,𝑑
] + 30 [
?̈?𝑖,𝑑 − ?̈?𝑖
?̈?𝑖,𝑑 − ?̈?𝑖
] + 30 [
?̇?𝑖,𝑑 − ?̇?𝑖
?̇?𝑖,𝑑 − 𝑦𝑖
] + 15 [
𝑥𝑖,𝑑 − 𝑥𝑖
𝑦𝑖,𝑑 − 𝑦𝑖
], 
(2. 105) 
then, ?̈?𝑖 and ?̇?𝑖are specified by applying the eqn. (2. 101). Shown in the Figure 2-16 is the 
desired and actual trajectories of the centroid position of the follower 8 inside the narrow 
channel. As seen, actual centroid positions of the followers meet the desired positions, 
prescribed by homogenous mapping, at the times 𝑡𝑘 ∈ {0,15,25,31,41,56,71,77,83,89}.  
As mentioned in the Section 2.1, if 𝒫𝑖,𝑘(𝑡) remains unchanged at any time 𝑡 during 
MAS evolution, then, actual position of the follower 𝑖 is coincided on the desired position 
prescribed by a homogenous mapping. In other words, 𝒫𝑖,𝑘(𝑡) − 𝛼𝑖,𝑘  shows deviation of 
the follower 𝑖 from the desired state prescribed by a homogenous mapping (the parameter 
𝛼𝑖,𝑘 is specified by solving eqn. (2. 19), where it only depends on the initial positions of 
the leaders and the initial centroid position of the follower 𝑖.). In the Figure 2-17, the 
parameters 𝒫8,1(𝑡), 𝒫8,2(𝑡), and 𝒫8,3(𝑡) are depicted versus time. As illustrated, the 
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magnitude of the parameters 𝒫8,1(𝑡), 𝒫8,2(𝑡), and 𝒫8,3(𝑡)  at the times 𝑡𝑘 (𝑘 = 1,2, … ,9) 
are the same as the parameters, 𝛼8,1, 𝛼8,2, and 𝛼8,3, respectively. This implies that MAS 
configurations are a homogenous deformation of the initial configuration at the distinct 
times 𝑡𝑘 (𝑘 = 1,2, … ,9).  
 
Figure 2-17: Parameters 𝒫8,1(𝑡), 𝒫8,2(𝑡), and 𝒫8,3(𝑡); Parameters 𝛼8,1, 𝛼8,2, and 𝛼8,3 
   
Figure 2-18: Linear and angular velocities of the centroids of the follower unicycles 
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Figure 2-19: Heading angles of the follower unicycles versus time 
Shown in the Figure 2-18 are the linear and angular velocities of the follower unicycle 
robots. As seen, the 𝑢𝑖 (magnitude of the centroid linear velocity of the follower 𝑖)  and 𝜔𝑖 
(magnitude of the angular velocity of the follower 𝑖) meet the constraint eqns. (2. 98).  
Additionally, orientations of the follower unicycles are depicted versus time in the 
Figure 2-17. 
2.3 Homogenous Deformation of the Followers with Linear Dynamics 
Suppose the leader 𝑗 ∈ 𝒱𝑙 moves with constant velocity on the straight lines connecting 
two consecutive way points positioned at 𝑟𝑗
𝑘 ∈ ℝ𝑛 and  𝑟𝑗
𝑘+1 ∈ ℝ𝑛 during the time 𝑡 ∈
[𝑡𝑘, 𝑡𝑘+1]. Therefore, position of the leader 𝑗 is specified by the eqn. (2. 94), and the 
velocity of the leader 𝑗  is given by 
∀𝑡𝜖[𝑡𝑘, 𝑡𝑘+1], 𝑣𝑗(𝑡) =
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
∈ ℝ𝑛. 
(2. 106) 
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The desired position of the follower 𝑖 ∈ 𝑣𝐹  is then determined by 
∀𝑡𝜖[𝑡𝑘, 𝑡𝑘+1], 𝑟𝑖,𝐻𝑇
𝑘 (𝑡) = ∑𝛼𝑖,𝑗 (
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
(𝑡 − 𝑡𝑘) + 𝑟𝑗
𝑘)
𝑛+1
𝑗=1
. 
(2. 107) 
Suppose the dynamics of follower 𝑖 is defined by the following state space 
representation: 
{
?̇?𝑖 = 𝐴𝑖𝑍𝑖 + 𝐵𝑖𝑊𝑖
𝑟𝑖 = 𝐶𝑖𝑍𝑖
 
(2. 108) 
where 𝑍𝑖 ∈ ℝ
𝑝 is the control state, 𝑊𝑖 ∈ ℝ
𝑚is the control input, and position of the 
follower 𝑖 (which is denoted by 𝑟𝑖 ∈ ℝ
𝑛) is the control output of the linear system (2. 108). 
Notice that the dynamics of the follower 𝑖 is both state controllable and state observable.  
Robust Tracking and Disturbance Rejection: It is desired that 𝑟𝑖 asymptotically tracks 
𝑟𝑖𝐻𝑇
𝑘 (𝑡) given by the eqn. (2. 107), while the disturbance 𝑑𝑖(𝑡)is rejected. Let 
𝐺𝑖(𝑠) = 𝐷𝑖
−1(𝑠)𝑁𝑖(𝑠) = 𝐶𝑖(𝑠𝐼 − 𝐴𝑖)
−1𝐵𝑖 (2. 109) 
be the plant transfer function. It is noted that 𝐺𝑖(𝑠) = 𝐷𝑖
−1(𝑠)𝑁𝑖(𝑠) is left coprime because 
the dynamics of the follower 𝑖 is both state controllable and state observable. The Laplace 
transform of 𝑟𝑖𝐻𝑇(𝑡) be given by 
?̂?𝑖,𝐻𝑇
𝑘 (𝑠) =
1
𝑠2
(𝜇𝑖
𝑘𝑠 + 𝜋𝑖
𝑘), 
(2. 110) 
where  
𝜇𝑖
𝑘 = ∑𝛼𝑖,𝑗 (𝑟𝑗
𝑘 − 𝑡𝑘
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
)
𝑛+1
𝑗=1
 
(2. 111) 
𝜋𝑖
𝑘 =∑𝛼𝑖,𝑗
𝑟𝑗
𝑘+1 − 𝑟𝑗
𝑘
𝑡𝑘+1 − 𝑡𝑘
𝑛+1
𝑗=1
. 
(2. 112) 
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Additionally, the Laplace transform of 𝑑𝑖(𝑡) is given by 
?̂?𝑖(𝑠) = 𝑁𝑑𝑖𝐷𝑑𝑖
−1 (2. 113) 
It is assumed that 𝜙𝑖(𝑠) = 𝑠
2𝑝𝑖(𝑠) is the least common denominator of the unstable 
poles ?̂?𝑖,𝐻𝑇
𝑘 (𝑠) and ?̂?𝑖(𝑠). It is obvious that the roots of 𝑝𝑖(𝑠) are the unstable poles of ?̂?𝑖(𝑠).  
 
Figure 2-20: Block diagram for robust tracking and disturbance rejection 
Design of the Compensator: For a given plant transfer function 𝐺𝑖(𝑠) = 𝐷𝑖
−1(𝑠)𝑁𝑖(𝑠), 
the compensator 𝐶𝑜𝑚𝑖(𝑠) = 𝐵(𝑠)(𝜙(𝑠)𝐴(𝑠))
−1
 is designed such that (i) the transfer 
function from ?̂?𝑖𝐻𝑇
𝑘 (𝑠) to ?̂?𝑖(𝑠) which is denoted by  
𝐺0𝑖(𝑠) = 𝐺𝑖(𝑠)𝐶𝑜𝑚𝑖(𝑠)[𝐼𝑛 + 𝐺𝑖(𝑠)𝐶𝑜𝑚𝑖(𝑠)]
−1 = [𝐼𝑛 +
𝐺𝑖(𝑠)𝐶𝑜𝑚𝑖(𝑠)]
−1𝐺𝑖(𝑠)𝐶𝑜𝑚𝑖(𝑠) = [𝐼𝑛 + 𝐷
−1𝑁𝐵(𝜙𝐴)−1]−1𝐷−1𝑁𝐵(𝜙𝐴)−1   
(2. 114) 
is asymptotically stable, (ii) the desired position 𝑟𝑖𝐻𝑇
𝑘 (𝑡) is asymptotically tracked by 𝑟𝑖(𝑡), 
and the disturbance 𝑑𝑖(𝑡) is rejected. Suppose 
𝐷𝜙𝐴 + 𝑁𝐵 = 𝐹 (2. 115) 
then, the eqn. (2. 114) is simplified to 
𝐺0𝑖(𝑠) = 𝐼𝑛 − 𝜙𝐴𝐹
−1𝐷. (2. 116) 
Remark 2-1: If the roots of the polynomial matrix 𝐹 are all placed in the open left half 
s-plane, then, the transfer function  𝐺0𝑖(𝑠) is stable. Notice that the desired position 𝑟𝑖𝐻𝑇
𝑘 (𝑡) 
52 
 
 
 
is asymptotically tracked and the disturbance 𝑑𝑖(𝑡) is rejected, if 𝜙𝑖(𝑠) = 𝑠
2𝑝𝑖(𝑠). 
However, this is a sufficient condition (but not necessary) for the asymptotic tracking and 
disturbance rejection, where unstable poles are known.  
Example 2-4: Let follower 𝑖 be a double integrator that moves in a plane, then, the 
dynamics of the follower 𝑖 can be represented by  
{
 
 
 
 
?̇?𝑖 = 𝐴𝑖𝑍𝑖 + 𝐵𝑖𝑊𝑖 = [
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
]𝑍𝑖 + [
0 0
0 1
0 0
0 1
]𝑊𝑖
𝑟𝑖 = 𝐶𝑖𝑍𝑖 = [
1 0 0 0
0 0 1 0
] 𝑍𝑖
, 
(2. 117) 
where 𝑍𝑖 ∈ ℝ
4 and 𝑊𝑖 ∈ ℝ
2. It is desired that the follower 𝑖 asymptotically track the 
desired position given by the eqn. (2. 107), where 𝑑𝑖 = 0. 
The plant transfer function  
𝐺𝑖(𝑠) = 𝐶𝑖(𝑠𝐼 − 𝐴𝑖)
−1𝐵𝑖 = [
1/𝑠2 0
0 1/𝑠2
] = 𝐷−1𝑁 
(2. 118) 
is strictly proper. The fraction 𝐺𝑖(𝑠) = 𝐷
−1𝑁 is left coprime, where 𝐷 = 𝑠2𝐼2 and 𝑁 = 𝐼2. 
Let  
𝐹(𝑠) = 𝐷𝜙𝐴 + 𝑁𝐵 = [
(𝑠 + 3)4 0
0 (𝑠 + 3)4
], 
(2. 119) 
then, 𝜙 = 𝐼2, 𝐴(𝑠) = [
𝑠2 + 12𝑠 + 54 0
0 𝑠2 + 12𝑠 + 54
], and 𝐵(𝑠) =
[
108𝑠 + 81 0
0 108𝑠 + 81
].  
Therefore, 
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𝐺0(𝑠) =
[
 
 
 
108𝑠 + 81
(𝑠 + 3)4
0
0
108𝑠 + 81
(𝑠 + 3)4 ]
 
 
 
 
(2. 120) 
and 
?̂?𝑖,𝐻𝑇
𝑘 (𝑠) − ?̂?𝑖(𝑠) =
[
 
 
 
 
𝑠4 + 12𝑠3 + 54𝑠2
(𝑠 + 3)4
0
0
𝑠4 + 12𝑠3 + 54𝑠2
(𝑠 + 3)4 ]
 
 
 
 
?̂?𝑖𝐻𝑇
𝑘 (𝑠). 
(2. 121) 
Consequently, the transient error (?̂?𝑖,𝐻𝑇
𝑘 (𝑠) − ?̂?𝑖(𝑠)) converges to zero, and the desired 
position 𝑟𝑖𝐻𝑇
𝑘 (𝑡) is asymptotically tracked by the follower 𝑖 during the time interval 𝑡 ∈
[𝑡𝑘, 𝑡𝑘+1].
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Chapter 3 HOMOGENOUS DEFORMATION OF A MULTI 
AGENT SYSTEM UNDER LOCAL COMMUNICATION 
 
 
 
In this Chapter, it is shown how an multi agent system (MAS) can acquire a desired 
homogenous deformation in ℝ𝑛 (prescribed by 𝑛 + 1 leaders) through local 
communication. For this purpose, two communication protocols are developed. The first 
protocol, that is called minimum communication, allows each follower to communicate 
only with 𝑛 + 1 local agents, where communication between two followers are 
bidirectional (if a follower 𝑖 interacts with the follower 𝑗, then, the follower 𝑗 inevitably 
communicates with the follower 𝑖.). Under this protocol, communication weights of the 
follower 𝑖 are uniquely determined based on the initial positions of the follower 𝑖 and 𝑛 +
1 agent that are adjacent to the follower 𝑖 (Notice that each follower accesses to the state 
information of its adjacent agents). Followers can apply either first or double order linear 
dynamics to acquire the desired position defined by a homogenous transformation. The 
second protocol, that is called preservation of volumetric ratios, permits followers to 
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interact with more than 𝑛 + 1 local agents. Under this setup, local volumetric ratios are 
obtained based on the initial positions of the follower 𝑖 and 𝑚𝑖 ≥ 𝑛 + 1 agents that are 
adjacent to the follower 𝑖. Then, each follower applies a nonlinear dynamics to acquire the 
desired position (prescribed by a homogenous mapping) through preserving defined 
volumetric ratios that are obtained based on the positions of the in-neighbor agents. 
3.1 Graph Theory Notions and Definitions 
For an MAS moving in ℝ𝑛 (𝑛 denotes the dimension of the motion field; 𝑛 can be either 
1, 2, or 3.), inter-agent communication is prescribed by a directed graph 𝒢 = (𝒱𝒢 , ℰ𝒢), 
where 𝒱𝒢 = {1,2,… ,𝑁} and ℰ𝒢 ⊆ 𝒱𝒢 ×𝒱𝒢 represent the nodes’ set and the edges’ set, 
respectively. The state (position and velocity) of the node 𝑖 is accessible to the node 𝑗, if 
(𝑖, 𝑗) ∈ ℰ𝒢. The set 𝒩𝑖 = {𝑗: (𝑗, 𝑖) ∈ ℰ𝒢} is called the in-neighbor set of the vertex 𝑖, where 
𝑑𝑖 = |𝒩𝑖| denotes the cardinality of 𝒩𝑖. A graph is called undirected, if communication 
between every two connected nodes of the graph is bidirectional (If (𝑗, 𝑖) ∈ ℰ𝒢, then, (𝑖, 𝑗) ∈
ℰ𝒢.). A finite (or infinite) sequence of edges which connect a sequence of vertices that are 
all distinct is called a path. An undirected graph is connected, if there exists at least a path 
between any two nodes of an undirected graph. A directed graph (digraph) is called weakly 
connected if substituting every directed edge by an undirected edge yields a connected 
undirected graph. Two vertices 𝑖 and 𝑗 in the digraph 𝒢 is called connected, if there exists 
a directed path from 𝑖 to 𝑗, and one from 𝑗 to 𝑖. A digraph 𝒢 is called strongly connected, if 
every two nodes of 𝒢 is connected.  A graph 𝒢 = 𝜑⋃𝜕𝜑 prescribing inter-agent 
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communication consists of boundary nodes belonging to the boundary graph 𝜕𝜑 and 
interior nodes belonging to the sub-graph 𝜑.  
Definition 3-1: An agent 𝑖 is called a leader, if its in-neighbor set, 𝒩𝑖, is empty. In 
other words, a leader agent moves independently. Leaders agents are identified by the 
numbers 1, 2, …, 𝑁𝑙 < 𝑁. The leaders’ set 𝑣𝐿 = {1,2,… ,𝑁𝑙} defines the leaders’ index 
numbers. 
Definition 3-2: An agent 𝑖 is called a follower, if its in-neighbor set, 𝒩𝑖,  is non-empty. 
In other words, every follower agent can access to the state information (position and 
velocity) of some neighboring agents. Followers are identified by the numbers 𝑁𝑙 + 1, 𝑁𝑙 +
2,… , 𝑁. The followers’ set 𝑣𝐹 = {𝑁𝑙 + 1,𝑁𝑙 + 2,… , 𝑁} defines the followers’ index 
numbers.  
Definition 3-3: The set 𝒞 in the vector space 𝒮 ⊆ ℝ𝑛 is convex, if for every 𝑥 and 𝑦 in 
𝒞, then, (1 − 𝛼)𝑥 + 𝛼𝑦 is  in 𝒞 for all 𝛼 ∈ [0,1].  
Definition 3-4 (Convex Hull): Let ℛ = {𝑟1, 𝑟2, … , 𝑟𝑁𝑙} defines a set of vectors in ℝ
𝑛, 
then, the intersections of  convex sets containing ℛ is called a convex hull, and given by 
𝐶𝑜𝑛𝑣(ℛ) = {𝑟𝑖 =∑𝛼𝑖,𝑗𝑟𝑗
𝑁𝑙
𝑗=1
∈ ℝ𝑛| (∀𝑖: 𝛼𝑖,𝑗 > 0) ∧  ∑𝛼𝑖,𝑗
𝑁𝑙
𝑗=1
= 1   } 
(3. 1) 
3.2 Protocol of Minimum Communication 
Consider a communication graph 𝒢 = 𝜑⋃𝜕𝜑 with 𝑛 + 1 nodes belonging to the 
boundary graph 𝜕𝜑 and 𝑁 − 𝑛 − 1 nodes belonging to the sub-graph 𝜑. The nodes 
belonging to the sub-graph 𝜑 and the boundary graph 𝜕𝜑, represent followers and leaders, 
respectively. Notice that leaders move independently, but position of each leader is tracked 
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by a follower. Therefore, follower-leader communication is unidirectional and shown by 
an arrow terminated to the follower. Communication between two follower agents is 
considered to be bidirectional.  This implies that the sub-graph 𝜑 is connected. However, 
communication weights are not inevitably the same for the two connected nodes of the sub-
graph 𝜑 that are connected by an edge. It is noted that any node belonging to the sub-graph 
𝜑 can access to the state information of 𝑛 + 1 local agents. A typical communication graph 
for an MAS evolving in a plane (∈ ℝ2) is shown in the Figure 3-1. As it is obvious from 
the Figure 3-1, the MAS contains 20 agents (3 leaders and 17 followers), where each 
follower interacts with 3 local agents, and communication between two adjacent followers 
is bidirectional.  
Next, it is described how communication weights can be uniquely determined based on 
the initial positions of the agents. 
 
Figure 3-1: An inter-agent communication graph used for MAS evolution in a plane (∈
ℝ2) 
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Table 3-1 Initial positions and communication weights associated with the formation 
shown in the Figure 3-1 
 Initial Positions (m) Adjacent Agents Communication Weights 
𝑋𝑖 𝑌𝑖 𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1 𝑤𝑖,𝑖2 𝑤𝑖,𝑖3 
Leader 1 -6.5000 -6.500 - - - - - - 
Leader 2 -5.5000 6.0000 - - - - - - 
Leader 3 6.0000 5.0000 - - - - - - 
Follower 4 -5.4776 -4.5886 1 7 8 0.65 0.20 0.15 
Follower 5 -4.7379 4.9601 2 9 10 0.65 0.21 0.14 
Follower 6 4.8628 4.6781 3 11 12 0.72 0.15 0.13 
Follower 7 -3.1087 -1.0772 4 13 15 0.29 0.36 0.35 
Follower 8 -4.2060 -0.9880 4 15 16 0.28 0.29 0.43 
Follower 9 -4.1478 2.4466 5 16 17 0.31 0.42 0.27 
Follower 10 -2.0849 3.9020 5 18 19 0.35 0.23 0.42 
Follower 11 2.0673 3.6233 6 13 20 0.33 0.20 0.47 
Follower 12 1.7904 4.1125 6 19 20 0.22 0.41 0.37 
Follower 13 -1.0684 1.2105 7 11 14 0.32 0.33 0.35 
Follower 14 -2.1595 1.0272 13 15 18 0.42 0.27 0.31 
Follower 15 -3.2445 -0.5208 7 8 14 0.41 0.34 0.25 
Follower 16 -4.0265 1.0415 8 9 17 0.35 0.36 0.29 
Follower 17 -3.6591 1.7465 9 16 18 0.27 0.43 0.30 
Follower 18 -2.6927 2.1270 10 14 17 0.29 0.34 0.37 
Follower 19 0.4589 3.9924 10 12 20 0.32 0.42 0.26 
Follower 20 1.4389 3.9094 11 12 19 1/3 1/3 1/3 
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3.2.1 Communication Weights 
Let the follower 𝑖 ∈ 𝑣𝐹 can access to the state information (positions) of 𝑛 + 1 local 
agents 𝑖1, 𝑖2, …, 𝑖𝑛+1 belonging to the in-neighbor set 𝒩𝑖. Suppose agents 𝑖, 𝑖1, 𝑖2, …, 𝑖𝑛+1 
are initially positioned at 𝑅𝑖, 𝑅𝑖1, 𝑅𝑖2, …, 𝑅𝑖𝑛+1, respectively. It is assumed that 
𝑅𝑎𝑛𝑘 [𝑅𝑖2 − 𝑅𝑖1 ⋮ ⋯ ⋮ 𝑅𝑖𝑛+1 − 𝑅𝑖1] = 𝑛. (3. 2) 
Then, 𝑅𝑖 can be uniquely expanded as follows: 
𝑅𝑖 = 𝑅𝑖1 +∑𝑤𝑖,𝑖𝑗 (𝑅𝑖𝑗 − 𝑅𝑖1)
𝑛+1
𝑗=2
= (1 −∑𝑤𝑖,𝑖𝑗
𝑛+1
𝑗=2
)𝑅𝑖1 +∑𝑤𝑖,𝑖𝑗𝑅𝑖𝑗
𝑛+1
𝑗=2
. 
(3. 3) 
Let  
𝑤𝑖,𝑖1 = (1 −∑𝑤𝑖,𝑖𝑗
𝑛+1
𝑗=2
), 
(3. 4) 
then,  
𝑅𝑖 = ∑𝑤𝑖,𝑖𝑗𝑅𝑖𝑗
𝑛+1
𝑗=1
. 
(3. 5) 
By considering the eqn.  (3. 4) and the eqn. (3. 5), that is written in the component wise 
form, the parameter 𝑤𝑖,𝑖𝑗 is uniquely determined by solving the following set of 𝑛 + 1 
linear algebraic equations: 
[
 
 
 
 
𝑋1,𝑖1 𝑋1,𝑖2 … 𝑋1,𝑖𝑛+1
𝑋2,𝑖1 𝑋2,𝑖2 ⋯ 𝑋2,𝑖𝑛+1
⋮ ⋮ ⋮
𝑋𝑛,𝑖1 𝑋𝑛,𝑖2 ⋯ 𝑋𝑛,𝑖𝑛+1
1 1 ⋯ 1 ]
 
 
 
 
[
 
 
 
 
𝑤𝑖,𝑖1
𝑤𝑖,𝑖2
⋮
𝑤𝑖,𝑖𝑛
𝑤𝑖,𝑖𝑛+1]
 
 
 
 
=
[
 
 
 
 
𝑋1,𝑖
𝑋2,𝑖
⋮
𝑋𝑛,𝑖
1 ]
 
 
 
 
. 
(3. 6) 
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It is noted that 𝑋𝑞,ℎ is the 𝑞
𝑡ℎ component of the initial position of the agent ℎ ∈
{𝑖, 𝑖1, … , 𝑖𝑛+1}.  The communication weights are all positive, if the follower 𝑖 ∈ 𝑣𝐹 is 
initially located inside the communication polytope whose vertices are occupied by the 
agents  𝑖1, … , 𝑖𝑛+1.  
 
Figure 3-2: Dividing motion plane into seven sub-regions based on the signs of 
communication weights 
MAS evolution in a plane (∈ ℝ𝟐): Suppose the MAS evolves in a plane, where the 
desired position is prescribed by three leaders at the vertices of the leading triangle (See 
the eqn. (2. 18).). Then, the follower 𝑖 interacts with three agents 𝑖1, 𝑖2, and 𝑖3 to acquire 
the desired position through local communication. As shown in the Figure 3-2, the motion 
plane is divided into seven sub-regions based on the signs of the communication weights. 
It is evident that communication weights 𝑤𝑖,𝑖1, 𝑤𝑖,𝑖2, and 𝑤𝑖,𝑖3 are all positive, if the 
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follower 𝑖 is initially placed inside the communication triangle whose vertices are occupied 
by the adjacent agents 𝑖1, 𝑖2, and 𝑖3.  
For MAS evolution in the X-Y plane, communication weights are simply specified by 
[
𝑋𝑖1 𝑋𝑖2 𝑋𝑖3
𝑌𝑖1 𝑌𝑖2 𝑌𝑖3
1 1 1
] [
𝑤𝑖,𝑖1
𝑤𝑖,𝑖2
𝑤𝑖,𝑖2
] = [
𝑋𝑖
𝑌𝑖
1
], 
(3. 7) 
where the first and second components of the initial position of the agent ℎ ∈ {𝑖, 𝑖1, 𝑖2, 𝑖3} 
is denoted by 𝑋ℎ and 𝑌ℎ, respectively. In the Table 3-1, positions of agents in the initial 
formation, shown in the Figure 3-1, and the corresponding communication weights are 
listed. 
 Remark 3-1: It is noticed that the total number of the agents is even, when an MAS is 
supposed to evolve in a plane under the minimum inter-agent communication protocol 
discussed above. This is because the MAS contains 3 leaders, and each follower is 
restricted to interact with three local agents, where follower-follower communication is bi-
directional. 
3.2.2 Weight Matrix  
Let the matrix 𝑊 ∈ ℝ(𝑁−𝑛−1)×(𝑁−𝑛−1), called the weight matrix, be defined as follows: 
𝑊𝑖𝑗 = {
𝑤𝑖+𝑛+1,𝑗 > 0 𝑖𝑓 (𝑗, 𝑖 + 𝑛 + 1) ∈ ℰ𝒢
−1 𝑖 + 𝑛 + 1 = 𝑗
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 
(3. 8) 
Then,  the following features can be counted for 𝑊: 
(i) Each row of the matrix 𝑊 contains 𝑛 + 2 nonzero entries and 𝑁 − 𝑛 − 2 zero entries. 
(ii) Sum of every row of the matrix 𝑊 is zero.  
The matrix 𝑊 can be partitioned as follows: 
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𝑊 = [𝐵 ∈ ℝ(𝑁−n−1)×(n+1) ⋮ 𝐴 ∈ ℝ(𝑁−n−1)×(𝑁−n−1)]. (3. 9) 
It is noted that every column of the matrix 𝐵 has only one positive entry, while the 
remaining entries of 𝐵 are all zero. Furthermore, the matrix 𝐴 is not necessarily symmetric, 
however, if 𝐴𝑖𝑗 = 0, then, 𝐴𝑗𝑖 = 0, and if 𝐴𝑖𝑗 ≠ 0, then, 𝐴𝑗𝑖 ≠ 0. The weight matrix 𝑊, 
that is consistent with the agents’ initial positions shown in the Figure 3-1, is obtained as 
follows: 










































































13/10000003/13/10000000
26.0100000042.0032.0000000
00137.00034.000029.0000000
0030.0143.000000027.000000
00029.0100000036.035.00000
00000125.00000034.041.0000
0031.00027.0142.0000000000
00000035.01033.000032.0000
37.041.000000010000022.000
47.000000020.001000033.000
042.023.000000001000035.00
00027.042.0000000100031.00
000043.029.0000000100028.0
0000035.0036.00000010029.0
0000000013.015.00000100
000000000014.021.000010
00000000000015.020.0001
000
000
000
000
000
000
000
000
000
000
000
000
000
000
72.000
065.00
0065.0
W  
 
 
 
(3. 10) 
In the following theorem it is proven that the matrix 𝐴 = −(𝐼 − 𝐹) is Hurwitz, where 
the matrix 𝐹 ∈ ℝ(𝑁−n−1)×(𝑁−n−1) is non-negative and irreducible.  
Theorem 3-1: For MAS evolution in ℝ𝑛, if (i) the inter-agent communication is 
prescribed by the digraph 𝒢 = 𝜑⋃𝜕𝜑 with connected and undirected subgraph 𝜑, and (ii) 
communication weights are all positive and determined by the eqn. (3. 6), then the matrix 
𝐴 is Hurwitz. 
Proof: The matrix 𝐴 = −(𝐼 − 𝐹) is obtained by eliminating the first 𝑛 + 1 columns of 
the matrix 𝑊. Since 𝑊 is zero-sum row, sum of each of the first 𝑛 + 1 rows of 𝐴 is 
negative, and the remaining rows of 𝐴 is zero-sum. In other words, sum of each of the first 
𝑛 + 1 rows of the non-negative and irreducible matrix 𝐹 is less than one, while the 
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remaining rows of 𝐹 are one-sum. By provoking Perron-Frobenius theorem, it is concluded 
that the spectrum of the matrix 𝐹, which is denoted by 𝜌(𝐹), is not greater than 1. However, 
𝐴 is a non-singular M-matrix. This is because sum of each of the first 𝑛 + 1 rows of the 
matrix 𝐴 is negative. Therefore, the spectrum of the matrix 𝐹 cannot be equal to 1 and the 
matrix 𝐴 is necessarily Hurwitz. 
 
Figure 3-3: An initial distribution of agents resulting in negative weights of 
communication for some followers 
Remark 3-2: It is not necessarily required that all communication weights are positive 
in order to assure achieving of a homogenous transformation of an MAS under local 
communication. In fact, positiveness of the communication weights is the sufficient 
condition. For instance, initial distribution of an MAS shown in the Figure 3-3 results in 
the two positive communication  weights 𝑤11,10 and 𝑤11,14 and the negative weight 𝑤11,14. 
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However, the matrix 𝐴 corresponding to the initial formation, shown in the Figure 3-3, is 
still Hurwitz. This guarantees that the desired positions in the final configuration are 
reached by the followers asymptotically, where final formation is a homogenous 
transformation of the initial configuration. 
Followers’ Desired Positions Prescribed by a Homogenous Deformation: Let 𝑍𝑞 =
[𝑋𝑞,𝑛+2 ⋯ 𝑋𝑞,𝑁]𝑇 ∈ ℝ𝑁−𝑛−1 and 𝑈𝑞 = [𝑋𝑞,1 ⋯ 𝑋𝑞,𝑛+1]
𝑇 ∈ ℝ𝑛+1 denote the 𝑞𝑡ℎ 
components of the initial positions of the followers and leaders, respectively, then,  
𝐴𝑍𝑞 + 𝐵𝑈𝑞 = 0. (3. 11) 
Notice that the 𝑞𝑡ℎ component of eqn. (3. 5) is the same as the row 𝑖 − 𝑛 − 1 of the 
eqn. (3. 11). Equation (3. 11) implies that the 𝑞𝑡ℎ components of the followers’ positions 
are determined by  
𝑍𝑞 = −𝐴
−1𝐵𝑈𝑞 . (3. 12) 
The row 𝑖 of the eqn. (3. 12) is equal to  
𝑋𝑞,𝑖+𝑛+1 =∑𝛼𝑖+𝑛+1,𝑘𝑋𝑞,𝑘
𝑛+1
𝑘=1
(𝑡), 
(3. 13) 
where 𝑋𝑞,𝑖 (the 𝑞
𝑡ℎ component of the position of the follower 𝑖 ∈ 𝑣𝐹) is expanded as the 
linear combination of the 𝑞𝑡ℎ components of the leaders’ positions. It is noted that the 
parameter 𝛼𝑖,𝑘 is the unique solution of the eqn. (2. 16) because leaders’ initial positions 
satisfy the rank condition (2. 3). Therefore, the 𝑖𝑘 entry of the matrix  
𝑊𝐿 = −𝐴
−1𝐵 ∈ ℝ(𝑁−𝑛−1)×(𝑛+1). (3. 14) 
is inevitably equal to 𝛼𝑖+𝑛+1,𝑘. 
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The desired position of the follower 𝑖, satisfying the condition of a homogenous 
transformation, is given by the eqn. (2. 15). Let  
𝑥𝑞,𝑖+𝑛+1,𝐻𝑇 = ∑𝛼𝑖+𝑛+1,𝑘𝑥𝑞,𝑘
𝑛+1
𝑘=1
(𝑡) 
(3. 15) 
be the 𝑞𝑡ℎ component of 𝑟𝑖+𝑛+1,𝐻𝑇, then, 𝑧𝑞,𝐻𝑇(𝑡) = [𝑥𝑞,𝑛+2,𝐻𝑇 ⋯ 𝑥𝑞,𝑁,𝐻𝑇]
𝑇 ∈
ℝ𝑁−𝑛−1defines the 𝑞𝑡ℎ components of the followers’ desired positions. 𝑍𝑞,𝐻𝑇(𝑡) is 
prescribed by 𝑞𝑡ℎ components of the leaders’ positions. Consider 𝑢𝑞(𝑡) =
[𝑥𝑞,1 ⋯ 𝑥𝑞,𝑛+1]𝑇 ∈ ℝ𝑛+1 that defines the 𝑞𝑡ℎ components of the leaders’ positions at a 
time 𝑡,  then 
𝑧𝑞,𝐻𝑇(𝑡) = 𝑊𝐿𝑢𝑞(𝑡) (3. 16) 
 
Figure 3-4: A typical communication graph used for MAS evolution in a plane (∈ ℝ2) 
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Remark 3-3: If communication weights are all positive, then every follower is initially 
placed inside the corresponding communication polytope. However, an arbitrary initial 
distribution of agents may not necessarily results in positive communication weights. It can 
be assured that followers’ positive communication weights are all consistent with the 
agents’ initial positions, if agents are initially distributed according to the following 
procedure: 
1- Consider a communication graph 𝒢 with the properties given in the Section 3.1. 
2- For a prescribed communication graph 𝒢, choose 𝑛 + 1 arebitrary positive 
communication weights 𝑤𝑖,𝑖1, 𝑤𝑖,𝑖2, …,𝑤𝑖,𝑖𝑛+1 such that  
∑𝑤𝑖,𝑖𝑘
𝑛+1
𝑘=1
= 1,     ∀𝑖 ∈ 𝑣𝐹 . 
(3. 17) 
3- Stablish the weight matrix 𝑊 ∈ ℝ(𝑁−𝑛−1)×(𝑁−𝑛−1) by using the relation (3. 8), and 
then, obtain the partitions 𝐵 ∈ ℝ(𝑁−n−1)×(n+1) and 𝐴 ∈ ℝ(𝑁−n−1)×(𝑁−n−1) of 𝑊. 
4- Place leaders at 𝑅1,  𝑅2, …, 𝑅𝑛+1, where leaders’ initial positions satisfy the rank 
condition (2. 3). 
5- Determine the 𝑞𝑡ℎ components of the followers’ initial positions according to the 
eqn. (3. 12). 
Example 3-1: Consider the graph shown in the Figure 3-4 that is applied by an MAS 
containing 10 agents (3 leaders and 7 follower). The boundary nodes 1, 2, and 3 represent 
leaders, and the interior nodes 4, 5, …, 10 represent followers. As seen each follower 
interacts with three local agents, where follower-follower communication is bi-directional. 
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Table 3-2 Communication weights for the graph shown in the Figure 3-4 
Agent 𝑖 Adjacent Agents Communication Weights 
𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1  𝑤𝑖,𝑖2  𝑤𝑖,𝑖3  
1 - - - - - - 
2 - - - - - - 
3 - - - - - - 
4 1 7 10 0.70 0.15 0.15 
5 2 8 9 0.70 0.15 0.15 
6 3 9 10 0.70 0.15 0.15 
7 4 8 10 0.40 0.36 0.24 
8 5 7 9 1/3 1/3 1/3 
9 5 6 8 0.31 0.42 0.27 
10 4 6 7 0.35 0.29 0.36 
Let positive communication weights be chosen arbitrarily as listed in the Table 3-2. As 
seen sum of the communication weights of each follower is equal to 1 (𝑤𝑖,𝑖1 + 𝑤𝑖,𝑖2 +
𝑤𝑖,𝑖3 = 1, ∀𝑖 ∈ 𝑣𝐹). By using the relation (3. 8) the weight matrix 𝑊 ∈ ℝ
7×10 is obtained 
as follows: 
𝑊 =
[
 
 
 
 
 
 
0.70 0 0
0 0.70 0
0 0 0.70
0 0 0
0 0 0
0 0 0
0 0 0⏟            
⋮
−1 0 0 0.15 0 0 0.15
0 −1 0 0 0.15 0.15 0
0 0 −1 0 0 0.15 0.15
0.40 0 0 −1 0.36 0 0.24
0 1/3 0 1/3 −1 1/3 0
0 0.31 0.42 0 0.27 −1 0
0.35 0 0.29 0.36 0 0 −1⏟                              ]
 
 
 
 
 
 
 
 
 
(3. 18) 
 
Leader agents are placed at 𝑃1(−6.5,−6.5), 𝑃2(−5.5,6), and 𝑃3(6,5) at the initial 
time. Note that leaders’ initial positions satisfy the rank condition (2. 3). Initial positions 
𝐵 ∈ ℝ7×3 𝐴 ∈ ℝ7×7 
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of the followers are obtained by using the eqn. (3. 12)(3. 11) as listed in the Table 3-3. 
Additionally, the parameter 𝛼𝑖,𝑘 is calculated by using the eqn. (2. 19) as listed in the last 
three columns of the Table 3-3. 
Table 3-3 Agents’ initial positions;  parameters 𝛼𝑖,1, 𝛼𝑖,2, and 𝛼𝑖,3 for the follower agent 𝑖 
 Initial Position Parameters 𝛼𝑖,𝑘 
𝑖 𝑋𝑖(𝑚) 𝑌𝑖(𝑚) 𝛼𝑖,1 𝛼𝑖,2 𝛼𝑖,1 
L1 -6.5000 -6.5000 - - - 
L2 -5.5000 6.0000 - - - 
L3 6.0000 5.0000 - - - 
F4 -5.4278 -4.8900 0.8647 0.0538 0.0815 
F5 -4.3598 5.1931 0.0562 0.8397 0.1040 
F6 3.8002 3.9443 0.0991 0.0836 0.8173 
F7 -3.7164 -1.2494 0.5636 0.2323 0.2041 
F8 -2.8688 2.6411 0.2487 0.5009 0.2504 
F9 -0.5300 3.9796 0.1262 0.4307 0.4431 
F10 -2.1356 -1.0174 0.5343 0.1267 0.3390 
3.2.3 MAS Evolution Dynamics-First Order Kinematic Model-Method 1 
Let position of the agent 𝑖 be updated by 
?̇?𝑖(𝑡) = 𝑢𝑖 ,         𝑖 ∈ 𝑣𝐹 , (3. 19) 
where  
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𝑢𝑖 = {
𝑔𝑖𝑣𝑒𝑛 𝑖 ∈ 𝑣𝐿
−𝑔𝑖𝑟𝑖(𝑡 − ℎ1) + 𝑔𝑖𝑟𝑖,𝑑(𝑡 − ℎ1) + 𝛽?̇?𝑖,𝑑(𝑡 − ℎ1) 𝑖 ∈ 𝑣𝐹
. 
(3. 20) 
It is noted that leaders move independently, therefore, their positions are defined at any 
time 𝑡. Also,    
𝑟𝑖,𝑑(𝑡) = ∑ 𝑤𝑖,𝑗𝑟𝑗(𝑡)
𝑗∈𝒩𝑖
. (3. 21) 
𝑤𝑖,𝑗 is the communication weight, 𝑔𝑖 > 0 is constant, and ℎ1 ≥ 0 and ℎ2 ≥ 0 are constant 
time delays. If ℎ1 = 0, the follower 𝑖 can immediately access its own position (without 
time delay) at any time 𝑡. If ℎ2 = 0, the follower 𝑖 accesses to the position of the in-
neighbor agents (belonging to the set 𝒩𝑖) without communication delay. The parameters 𝛽 
can be either 0 or 1. If 𝛽 = 0, then, position of the follower 𝑖 is updated only based on the 
positions of the neighboring agents. If 𝛽 = 1, then position of the follower 𝑖 is updated 
based on both positions and velocities of the neighboring agents. 
Next, evolution of the MAS without and with communication delays are investigated.  
3.2.3.1 Followers’ Dynamics without Communication Delays 
Let ℎ1 and ℎ2 in the eqn. (3. 20) are both zero, then position of the follower 𝑖 ∈ 𝑣𝐹 is 
updated by 
?̇?𝑖(𝑡) = 𝑔𝑖 (𝑟𝑖,𝑑(𝑡) − 𝑟𝑖(𝑡)). 
(3. 22) 
Suppose, 𝑧𝑞 = [𝑥𝑞,𝑛+2 ⋯ 𝑥𝑞,𝑁 ]
𝑇 ∈ ℝ𝑁−𝑛−1 defines the 𝑞𝑡ℎ components of the 
followers’ positions at the time 𝑡, then, 𝑧𝑞 is updated by the following first order matrix 
dynamics: 
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?̇?𝑞 = 𝐺(𝐴𝑧𝑞 + 𝐵𝑢𝑞). (3. 23) 
It is noticed that the eqn. (3. 22) is equal to the row 𝑖 − 𝑛 − 1 of the MAS evolution 
dynamics given by the eqn. (3. 23), and   
𝐺 = 𝑑𝑖𝑎𝑔(𝑔𝑛+2, 𝑔𝑛+3, … , 𝑔𝑁) ∈ ℝ
(𝑁−𝑛−1)×(𝑁−𝑛−1) (3. 24) 
is a positive diagonal matrix. Because the matrix 𝐴 is Hurwitz, the dynamics of the eqn. 
(3. 23) is stable and 𝑧𝑞 asymptotically converges to  
𝑍𝐹,𝑞 = 𝑊𝐿𝑈𝐹,𝑞 = −𝐴
−1𝐵𝑈𝐹,𝑞 , (3. 25) 
where 𝑈𝐹,𝑞 is the 𝑞
𝑡ℎ component of the leaders’ final positions. Since the 𝑖𝑘 entry of the 
matrix 𝑊𝐿 is equal to 𝛼𝑖+𝑛+1,𝑘 (𝛼𝑖+𝑛+1,𝑘 is uniquely determined by the eqn. (2. 16) based 
on the initial positions of the follower 𝑖 + 𝑛 + 1 and 𝑛 + 1 leaders), final position of the 
follower 𝑖 satisfies the eqn. (3. 15). Therefore, final formation of the MAS is a homogenous 
deformation of the initial configuration. 
 
Figure 3-5: Initial and desired configurations of a MAS negotiating a narrow 
channel 
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Example 3-2:  Suppose an MAS, which contains 20 agents (3 leaders and 17 
followers), negotiates a narrow channel in the motion plane. The agents’ initial distribution 
𝑷 are shown in the Figure 3-5. It is desired that the MAS finally forms the configuration 𝑸 
inside the narrow channel, where the formation 𝑸 is the homogenous transformation of the 
initial MAS configuration 𝑷. Positions of the agents in the final configuration 𝑸 are listed 
in the Table 3-4.  
Table 3-4 Positions of the agents in the final configuration 𝑄 shown in the Figure 3-5 
Agent 𝑥𝑓(m) 𝑦𝑓(m)  Agent 𝑥𝑓(m) 𝑦𝑓(m) 
Leader 1 18.0000 -3.0000  Follower 11 20.6796 0.1710 
Leader 2 18.0000 3.0000  Follower 12 20.5704 0.4747 
Leader 3 22.0000 0.0000  Follower 13 19.6631 -0.3467 
Follower 4 18.3003 -2.2718  Follower 14 19.2913 -0.2005 
Follower 5 18.2920 2.3169  Follower 15 18.9593 -0.7343 
Follower 6 21.6161 0.0874  Follower 16 18.6460 0.2129 
Follower 7 19.0216 -1.0407  Follower 17 18.7534 0.4837 
Follower 8 18.6401 -0.7575  Follower 18 19.0767 0.4626 
Follower 9 18.5653 0.9382  Follower 19 20.1138 0.7046 
Follower 10 19.2376 1.2133  Follower 20 20.4546 0.4501 
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Homogenous transformation of the MAS is defined based on the trajectories chosen by 
the three leaders placed at the vertices of the leading triangle. In the Figure 3-6, paths 
chosen by the three leaders (at the vertices of the leading triangle), and leaders’ positions 
at four sample times 𝑡 = 0𝑠,  𝑡 = 12𝑠, 𝑡 = 20𝑠, and  𝑡 = 30𝑠 are depicted.  
 
Figure 3-6: Leaders’ paths 
Entries of the Jacobian matrix 𝑄 ∈ ℝ2×2 and rigid body displacement vector 𝐷 ∈ ℝ2, 
that are specified based on the first (X) and second (Y) component of the leaders’ positions, 
are shown versus time in the Figure 3-7. As observed from the Figure 3-7, 𝑄(0) = 𝐼 ∈
ℝ2×2 and 𝐷(0) = 𝟎 ∈ ℝ2. Therefore, 𝑟𝑖(0) = 𝑅𝑖 (∀𝑖 ∈ 𝒱). 
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Figure 3-7: Entries of 𝑄 and 𝐷 
 
Figure 3-8: X and Y components of the desired and actual positions of the follower 18 
Each follower updates its current position according to the eqn. (3. 22), where 𝑔𝑖 =
𝑔 = 30 (∀𝑖 ∈ 𝑣𝐹), and the communication weights are consistent with the agents’ initial 
positions shown in the Figure 3-1 as listed in the Table 3-1. The first (X) and second (Y) 
components of the desired and actual positions of the follower 18 are depicted versus time 
in the Figure 3-8. As seen in the Figure 3-8, follower 18 deviates from its desired position 
during transition, however it ultimately reaches the final desired position given in the 
Table 3-4 ((𝑥𝑓18 , 𝑦𝑓18) = (19.0767,0.4626)).  
Parameters 𝓅18,1, 𝓅18,2, and 𝓅18,3, calculated by using the eqn. (2. 14), based on the 
final positions of the follower 18 and three leaders, are as follows: 
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[
𝓅18,1
𝓅18,2
𝓅18,3
] = [
𝑥𝑓1 𝑥𝑓2 𝑥𝑓3
𝑦𝑓1 𝑦𝑓2 𝑦𝑓3
1 1 1
]
−1
[
𝑥𝑓18
𝑦𝑓18
1
] = [
18 18 22
−3 3 0
1 1 1
]
−1
[
19.0767
0.4626
1
] = [
0.2883
0.4425
0.2692
]. 
 
𝑡 = 5𝑠 
 
𝑡 = 10𝑠 
 
𝑡 = 15𝑠 
 
𝑡 = 20𝑠 
 
𝑡 = 25𝑠 
Figure 3-9: MAS formations at five different sample times 𝑡 = 5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 
𝑡 = 20𝑠, and 𝑡 = 25𝑠 
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As observed, the ultimate values of 𝓅18,1, 𝓅18,2, 𝓅18,3 are the same as 𝛼18,1, 𝛼18,2, and 
𝛼18,3 which are uniquely determined based on the initial positions of the follower 18 and 
the three leaders as follows: 
[
𝛼𝑖,1
𝛼𝑖,2
𝛼𝑖,3
] = [
𝑋1 𝑋2 𝑋3
𝑌1 𝑌2 𝑌3
1 1 1
]
−1
[
𝑋18
𝑌18
1
] = [
−6.5 −5.5 6
−6.5 6 5
1 1 1
]
−1
[
−2.6927
2.1270
1
] = [
0.2883
0.4425
0.2692
]. 
Formation of the MAS at five sample times 𝑡 = 5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 𝑡 = 20𝑠, and 
𝑡 = 25𝑠 are shown in the Figure 3-9. 
 
Figure 3-10: Distribution of followers with finite body size inside the leading triangle 
Upper Limit for the Followers’ Deviations during Transition: As observed above, 
followers deviate from the desired positions defined by a homogenous deformation during 
transition, when position of the follower 𝑖 ∈ 𝑣𝐹 is updated according to the first order 
dynamics (3. 22). In this Section, it is desired to specify an upper bound for the followers’ 
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deviations. Therefore, avoidance of the inter- agent collision can be assured, when each 
follower has a finite size.  
Constraints on the Leaders’ Velocities: Followers are considered as balls with radius 
𝜀, and they are initially distributed inside the leading polytope in ℝ𝑛 (𝑛 = 1,2,3). Note that 
vertices of the leading polytope are occupied by the leaders, and thus, parameter 𝛼𝑖,𝑘 (∀𝑖 ∈
𝑣𝐹 , 𝑘 ∈ 𝑣𝐿) are all positive. A safe zone, which is a ball with the radius 𝛾 > 𝜀 and the center 
positioned at 𝑟𝑖,𝐻𝑇(𝑡) at the time 𝑡, is considered around the follower 𝑖. The safe zone 
should not be trespassed by other agents. Also, each follower is not allowed to leave its 
safe zone.   Shown in the Figure 3-10 is the schematic of the desired formation of the MAS 
at the time 𝑡, where the follower 𝑖 ∈ 𝑣𝐹, shown by a disk ceneterd at 𝑟𝑖,𝐻𝑇, evolves in a 
plane. 
 Geometric Constraint on the Leaders’ Positions: It is necessary that leaders choose 
their trajectories such that  
𝑖, 𝑗 ∈ 𝒱 ∧ 𝑖 ≠ 𝑗, ‖𝑟𝑖,𝐻𝑇 − 𝑟𝑗,𝐻𝑇‖ = ‖𝑄𝐿0
𝑇𝜅𝑖𝑗‖ ≥ 2𝛾, (3. 26) 
where 𝜅𝑖𝑗 = [𝛼𝑖,1 − 𝛼𝑗,1 ⋯ 𝛼𝑖,𝑛+1 − 𝛼𝑗,𝑛+1]
𝑇 ∈ ℝ𝑛+1, 𝐿0 = [
𝑋1,1 ⋯ 𝑋𝑛,1
⋮ ⋱ ⋮
𝑋1,𝑛+1 ⋯ 𝑋𝑛,𝑛+1
] ∈
ℝ(𝑛+1)×𝑛. Notice that 𝑅𝑖 − 𝑅𝑗 = 𝐿0
𝑇𝜅𝑖𝑗 > 2𝛾 (𝑖, 𝑗 ∈ 𝑣 ∧ 𝑖 ≠ 𝑗) because agents are initially 
distributed such that no two particles are closer than 2𝛾. Let  
2𝛾𝐼 = 𝑚𝑖𝑛{𝐿0
𝑇𝜅𝑖𝑗}, 𝑖, 𝑗 ∈ 𝑣 ∧ 𝑖 ≠ 𝑗 (3. 27) 
be the minimum distance between two different agents in the initial configuration, then, 
𝛾 
𝛾𝐼
≤ 1  is the lower limit for the real part of the eigenvalues of the matrix 𝑄. 
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Allowable Deviation for the Followers: When the follower 𝑖 ∈ 𝑣𝐹 applies the eqn. (3. 
22) to acquire the desired position by local communication, it deviates from the state of 
homogenous transformation during transition. However, deviation of the actual position 𝑟𝑖 
from the desired position 𝑟𝑖,𝐻𝑇 is required to be less than 𝛿 = 𝛾 − 𝜀, in order to assure 
avoidance of the inter-agent collision. In other words, inter-agent collision can be avoided, 
while followers acquiring their desired positions through local communication, if 
∀𝑡 ≥ 𝑡0, ‖𝑟𝑖,𝐻𝑇 − 𝑟𝑖‖  ≤ 𝛿 = 𝛾 − 𝜀. (3. 28) 
By applying the following remark and theorem, an upper limit for the magnitudes of 
the leaders’ velocities is determined, and thus, it can be assured that no follower deviates 
more than an allowable limit 𝛿 during evolution, when followers’ desired positions are 
acquired through local communication. 
Remark 3-4: Let  
∀𝑡 ≥ 𝑡0, 𝑚𝑎𝑥{‖?̇?1‖, ‖?̇?2‖,… , ‖?̇?𝑛+1‖} ≤  𝑉 (3. 29) 
then, 
‖
𝑑
𝑑𝑡
(𝑟𝑖,𝐻𝑇)‖ = ‖∑𝛼𝑖,𝑘?̇?𝑘(𝑡)
𝑛+1
𝑘=1
‖ ≤ ∑𝛼𝑖,𝑘‖?̇?𝑘(𝑡)‖
𝑛+1
𝑘=1
≤ 𝑉∑𝛼𝑖,𝑘
𝑛+1
𝑘=1
= 𝑉. 
(3. 30) 
Theorem 3-2: Consider an MAS containing 𝑁 agents (𝑛 + 1 leader and 𝑁 − 𝑛 − 1 
followers)  evolve in ℝ𝑛, where the magnitudes of the leaders’  velocities do not exceed  
𝑉 ∈ ℝ+.  Deviation of each follower from its desired position (defined by a homogenous 
transformation) is not greater than  
𝛿 =
√𝑁 − 𝑛 − 1 ‖𝐴−1‖
𝑔
𝑉 
(3. 31) 
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during MAS evolution, if every follower agent updates its position according eqn. (3. 22) 
with a positive control parameter 𝑔. In other words, each follower remain inside the safe 
zone which is a ball with radius 𝛾 = 𝜀 + 𝛿  centered at 𝑟𝑖,𝐻𝑇, where every follower is 
considered to be a ball with the radius 𝜀. 
Proof: If each follower updates its position according to the eqn. (3. 22), then, the 𝑞𝑡ℎ  
components of the followers’ positions are updated by the matrix dynamics (3. 23). Let 
both sides of the dynamics (3. 23) be pre-multiplied by −𝐴−1, then 
−𝐴−1?̇?𝑞 = 𝑔(−𝑧𝑞 − 𝐴
−1𝐵𝑢𝑞) = 𝑔(−𝑧𝑞 −𝑊𝐿𝑢𝑞) = 𝑔(𝑧𝑞,𝐻𝑇 − 𝑧) (3. 32) 
where 𝑧𝑞,𝐻𝑇 given by the eqn. (3. 16) defines the 𝑞
𝑡ℎ components of the followers’ desired 
positions. Therefore,  
?̇?𝑞 = −𝑔𝐴(𝑧𝑞,𝐻𝑇 − 𝑧). (3. 33) 
Let 𝐸𝑞 = 𝑧𝑞,𝐻𝑇 − 𝑧 be considered as the transient error, then, the dynamics of the 
transient error is represented by 
?̇?𝑞 − 𝑔𝐴𝐸𝑞 = ?̇?𝑞,𝐻𝑇. (3. 34) 
Hence,  
𝐸𝑞(𝑡) = 𝑒
𝑔𝐴𝑡𝐸𝑞(0) + ∫𝑒
𝑔𝐴(𝑡−𝜏)?̇?𝑞,𝐻𝑇𝑑𝜏
𝑡
0
. 
(3. 35) 
Because communication weights are determined based on the agents initial positions, 
thus, 𝑍𝐻𝑇(0) = 𝑍(0) and 𝐸(0) = 𝑍𝐻𝑇(0) − 𝑍(0) = 0, and  
‖𝐸𝑞(𝑡)‖ = ‖∫𝑒
𝑔𝐴(𝑡−𝜏)?̇?𝑞,𝐻𝑇𝑑𝜏
𝑡
0
‖ ≤
‖𝐴−1‖‖?̇?𝑞,𝐻𝑇‖
𝑔
. 
(3. 36) 
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 Now by considering the Remark 3-4, it is concluded that  
‖𝑟𝑖,𝐻𝑇 − 𝑟𝑖‖  ≤ 𝛿 =
√𝑁 − 𝑛 − 1 ‖𝐴−1‖
𝑔
𝑉. 
(3. 37) 
 
Figure 3-11: Magnitudes of the leaders’ velocities along the trajectories shown in the 
Figure 3-6 
Example 3-3: Consider the MAS initial configuration shown in the Figure 3-4 with the 
agents’ positions listed in the Table 3-3. The MAS contains 10 agents (𝑁 = 10) and 
evolves in the X-Y plane (𝑛 = 2). The graph shown in the Figure 3-4 defines fixed 
communication among the agents, where communication weights, that are all consistent 
with the agents’ initial positions, are listed in the Table 3-2. Let leaders choose the paths 
shown in the Figure 3-6 to guide deformation of the MAS inside the narrow channel. The 
magnitudes of the leaders’ velocities versus time are shown in the Figure 3-11. As 
observed, leaders settle in 90𝑠, where leader 3  reaches the maximum velocity 𝑉 =
0.5367𝑚/𝑠.  
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Each follower updates its current position according to the eqn. (3. 22), where the 
control gain 𝑔𝑖 = 𝑔 = 25 (∀𝑖 ∈ 𝑣𝐹). Therefore, the dynamics of the followers is given by 
the eqn. (3. 23), where 𝐺 = 25𝐼 ∈ ℝ7×7, 𝐵 ∈ ℝ7×3 and 𝐴 ∈ ℝ7×7 given in the eqn. (3. 18). 
This implies that followers’ deviations from the desired positions do not exceed the  
𝛿 =
√𝑁 − 𝑛 − 1‖𝐴−1‖
𝑔
𝑉 =
√73.5775
25
× 0.5367 = 0.2032 𝑚 . 
(3. 38) 
Deviation of the follower 8 from the desired position (‖𝑟8(𝑡) − 𝑟8,𝐻𝑇(𝑡)‖) is shown 
versus time in the Figure 3-12. As seen, deviation of the follower 8 is less than the upper 
bound determined by the eqn. (3. 38). 
 
Figure 3-12: Deviation from the state of homogenous transformation 
(‖𝑟8(𝑡) − 𝑟8,𝐻𝑇(𝑡)‖) 
3.2.3.2 Followers’ Dynamics with Communication Delays 
Let position of the follower 𝑖 ∈ 𝑣𝐹  be updated by the eqns. (3. 19) and (3. 20), where 
the follower 𝑖 applies the control gain 𝑔𝑖 = 𝑔 (∀𝑖 ∈ 𝑣𝐹), and the time delays ℎ1 and ℎ2 are 
not both zero simultaneously. Then, the 𝑞𝑡ℎ components of the followers’ positions are 
updated by the following first order dynamics: 
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?̇?𝑞(𝑡) = −𝑔𝑧𝑞(𝑡 − ℎ1) + 𝑔𝐹𝑧𝑞(𝑡 − ℎ2) + 𝛽𝐹?̇?𝑞(𝑡 − ℎ2) + 𝑔𝐵𝑢𝑞(𝑡 − ℎ2)
+  𝛽𝐵?̇?𝑞(𝑡 − ℎ2). 
(3. 39) 
Note that 𝐹 = 𝐴 + 𝐼 is an irreducible and non-negative matrix with the spectral radius 
𝜌(𝐹) that is less than 1. The characteristic equation of the first order dynamics (3. 39) 
becomes 
𝐶𝐻𝐸(𝑠, ℎ1, ℎ2) = 𝑑𝑒𝑡(𝑠𝐼 + 𝑔𝐼𝑒
−ℎ1𝑠 − 𝑔𝐹𝑒−ℎ2𝑠 − 𝛽𝑠𝐹𝑒−ℎ2𝑠) = 0. (3. 40) 
MAS Evolution without Self-Delay (𝒉𝟏 = 𝟎): The characteristic eqn. (3. 40) is stable, 
if ℎ1 = 0 and ℎ2 > 0. The proof is provided in the theorem below. 
Theorem 3-3: If the follower 𝑖 ∈ 𝑣𝐹 perceives its own position without time delay (ℎ1 =
0), then the communication delay ℎ2 = ℎ ≥ 0 in perceiving positions of the in-neighbor 
agents does not affect stability of the evolution of followers. 
Proof: If ℎ1 = 0 and ℎ2 = ℎ, then the characteristic eqn. (3. 40) is simplified to 
𝐶𝐻𝐸(𝑠, ℎ) = 𝑑𝑒𝑡((𝑠 + 𝑔)𝐼 − (𝑔 + 𝛽𝑠)𝐹𝑒−ℎ𝑠) = 0. (3. 41) 
Notice that the roots of the characteristic equation  (3. 40) is the same the roots of the 
following characteristic equation: 
𝐶𝐻𝐸(𝑠, ℎ) = 𝑑𝑒𝑡 (
𝑒ℎ𝑠(𝑠 + 𝑔)
𝛽𝑠 + 𝑔
𝐼 − 𝐹) = 0. 
(3. 42) 
Because 𝜌(𝐹) < 1, stability of MAS evolution is assured if 
|𝜎(𝑠)| = |
𝑒ℎ𝑠(𝑠 + 𝑔)
𝛽𝑠 + 𝑔
| < 1. 
(3. 43) 
If 𝛽 = 1, then, 𝜎(𝑠) = 𝑒ℎ𝑠. Therefore, the condition |𝜎(𝑠)| = |𝑒ℎ𝑠| < 1 is satisfied for 
any time delay ℎ > 0, when real part of 𝑠 is negative. In other words, the roots of the 
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characteristic equation (3. 40) are all placed in the open left half s-plane for any 
communication delay ℎ > 0. 
If 𝛽 = 0, then the eqn. (3. 43) is simplified to 
|𝑒ℎ𝑠(𝑠 + 𝑔)| < 𝑔. (3. 44) 
Substituting 𝑠 by 𝑥 + 𝑖𝑦 in the inequality (3. 44), and then squaring the both side leads 
to 
𝑒ℎ𝑥((𝑥 + 𝑔)2 + 𝑦2) − 𝑔2 < 0. (3. 45) 
The inequality (3. 45) is satisfied only when 𝑥 < 0. Therefore, the communication 
delay ℎ > 0 does not influence stability of MAS evolution.∎ 
MAS Evolution with Self-Delay (𝒉𝟏 = 𝒉𝟐 = 𝒉): For this case, the characteristic 
equation (3. 40) is simplified to 
𝐶𝐻𝐸(𝑠, ℎ1, ℎ2) = 𝑑𝑒𝑡(𝑠𝐼 − 𝑔𝐴𝑒
−ℎ𝑠 − 𝛽𝑠𝐹𝑒−ℎ𝑠) = 0. (3. 46) 
To assure stability all roots of the characteristic eqn. (3. 46) must be located in the open 
left half s-plane. However, because of transcendental terms 𝑒−ℎ𝑠, the eqn. (3. 46) has an 
infinite number of roots and it is difficult to check, under what condition, its roots are 
located in the open left half 𝑠-plane. For the stability analysis, an interesting method called 
cluster treatment of characteristic roots (CTCR) [134 and 135] is applied.  
 If the MAS evolution dynamics is to go unstable, when ℎ increases to its maximum 
allowable value (dented by ℎ𝑎𝑙𝑙), some roots of the characteristic eqn. (3. 46) cross the 𝑗𝜔 
axis from the left half of the 𝑠-plane into the right half 𝑠-plane.  Thus, the stability of the 
time delay system can be specified by looking for solutions of the characteristic eqn. (3. 
46) that has the form  𝑠 = 𝑗𝑇𝜔.  This may be handled by the first order Pade approximation: 
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𝑒−𝑗ℎ𝜔 =    
1 − 𝑗𝑇𝜔
1 + 𝑗𝑇𝜔
. 
(3. 47) 
where 
ℎ =
2
𝜔
{tan−1(𝜔𝑇) + 𝑘𝜋}   , 𝑘 ∈ ℤ 
(3. 48) 
Consequently instead of studying eqn. (3. 46) roots of the following approximated 
equation can be checked, in order to determine the stability of the MAS: 
𝐶𝐻𝐸ℎ(𝑠, 𝑇) = 𝑑𝑒𝑡 (𝑠𝐼 − 𝑔𝐴
1 − 𝑇𝑠
1 + 𝑇𝑠
− 𝛽𝑠𝐹
1 − 𝑇𝑠
1 + 𝑇𝑠
) = 0 
(3. 49) 
The roots of the eqn. (3. 49) is the same as the following characteristic equation: 
𝐶𝐻𝐸ℎ(𝑠, 𝑇) = 𝑑𝑒𝑡[𝑠
2𝑇(𝐼 + 𝐹) + 𝑠((𝐼 − 𝛽𝐹) − 𝑇𝑔(𝐼 − 𝐹)) + 𝑔(𝐼 − 𝐹)] (3. 50) 
which has the form 
𝐶𝐻𝐸ℎ(𝑠, 𝑇) = ∑ 𝜏𝑘(𝑇)𝑠
𝑘
2(𝑁−𝑛−1)
𝑘=0
. 
(3. 51) 
Therefore, the stability of the system can be ascertained by using the Routh’s stability 
criterion to estimate the maximum value for 𝑇, 𝑇𝑎𝑙𝑙, if one exists.  
Remark 3-5: Because the MAS evolution dynamics without time delay is stable, from 
continuity the dynamics of the delayed system will remain stable for 0 ≤ ℎ < ℎ𝑎𝑙𝑙. 
Remark 3-6: For 𝑇 = 𝑇𝑎𝑙𝑙,   the characteristic eqn. (3. 40) has possibly finite number 
of imaginary roots  (𝑗𝜔1, 𝑗𝜔2,…, 𝑗𝜔𝑚).  Therefore, 𝑚 clusters of time delays 
ℎ𝑖𝑘 =
2
𝜔𝑖
{tan−1(𝜔𝑖𝑇𝑎𝑙𝑙) + 𝑘𝜋}, 𝑘 ∈ ℤ  𝑎𝑛𝑑 𝑖 = 1,2, … ,𝑚  
(3. 52) 
are obtained, where every cluster  ℎ𝑖𝑘 has an infinite number of members. In other words, 
for every 𝜔𝑖 (𝑖 = 1,2, … ,𝑚) and  given 𝑇𝑎𝑙𝑙, an infinite number of ℎ𝑖𝑘 can be obtained. The 
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smallest positive value of ℎ𝑖𝑘 is considered as the maximum allowable time delay, ℎ𝑎𝑙𝑙. 
Let 𝜔1 ≤ 𝜔2 ≤ ⋯ ≤ 𝜔𝑚 at 𝑇 = 𝑇𝑎𝑙𝑙, then,  
ℎ𝑎𝑙𝑙 =
2
𝜔𝑚
{tan−1(𝜔𝑚𝑇𝑎𝑙𝑙)}. 
(3. 53) 
 This is concluded from the fact that ℎ𝑖𝑘 in the eqn. (3. 52) is a decreasing function of 
𝜔𝑖.  
Stability Analysis of MAS evolution when 𝛽 = 1 and ℎ1 = ℎ2 = ℎ and has eigenvalues 
of 𝑭 are real: Under this scenario, the characteristic eqn. (3. 50) is simplified to 
𝑑𝑒𝑡(𝑠2𝑇(𝐼 + 𝐹) + 𝑠(𝐼 − 𝐹)(1 − 𝑇𝑔) + 𝑔(𝐼 − 𝐹)) = 0 (3. 54) 
The roots of the characteristic eqn. (3. 54) is the same as the roots of the following 
characteristic equation: 
𝑑𝑒𝑡 (
𝑠2𝑇
𝑠(1 − 𝑇𝑔) + 𝑔
𝐼 − [−(𝐼 + 𝐹)−1(𝐼 − 𝐹)]) = 0. 
(3. 55) 
 Since 𝜌(𝐹) (the spectrum of  𝐹) is less than 1, eigenvalues of the matrices (𝐼 − 𝐹) and 
(𝐼 + 𝐹) are located in the open right half s-plane. Therefore, eigenvalues of the the matrix 
[−(𝐼 + 𝐹)−1(𝐼 − 𝐹)] are located in the open right half s-plane. If eigenvalues of 𝐹 are all 
real, then eigenvalues of [−(𝐼 + 𝐹)−1(𝐼 − 𝐹)] are real and negative. In other words, 
𝑅𝑒 (
𝑠2
𝑠(1 − 𝑇𝑔) + 𝑔
) < 0, 
(3. 56) 
𝐼𝑚 (
𝑠2
𝑠(1 − 𝑇𝑔) + 𝑔
) = 0. 
(3. 57) 
Replacing 𝑠 in the eqns. (3. 56) and (3. 57) by 𝑠 = 𝑥 + 𝑗𝑦, leads to the following 
condition: 
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𝑦2 = −𝑥2 −
2𝑔
1 − 𝑇𝑔
𝑥 ≥ 0. 
(3. 58) 
Therefore, 
𝑥 ≤ −
2𝑔
1 − 𝑇𝑔
. 
(3. 59) 
Equation (3. 59) requires that 1 − 𝑇𝑔 is positive as 𝑥 is negative. On the other hand, 
since the communication delay ℎ > 0, it follows that 𝑇 > 0. Thus, 0 ≤ 𝑇 < 𝑇𝑎𝑙𝑙 =
1
𝑔
.  If 
𝑇 =
1
𝑔
 is substituted in the characteristic equation (3. 55), then imaginary roots (of the eqn. 
(3. 55)) are obtained as follows: 
±𝑗𝜔𝑖 = √𝜂𝑖 , (3. 60) 
where 𝜂𝑖 is the 𝑖
th eigenvalue of the matrix −𝑔2(𝐼 + 𝐹)−1(𝐼 − 𝐹). 
 
Figure 3-13: Communication graph applied by followers in the Example 3-4 to acquire 
the desired poisons defined by a homogenous transformation 
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Table 3-5 Initial positions and communication weights associated with the formation 
shown in the Figure 3-13 
 Initial Positions (m) Adjacent Agents Communication Weights 
𝑋𝑖 𝑌𝑖 𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1 𝑤𝑖,𝑖2 𝑤𝑖,𝑖3 
Leader 1 1.0000 5.000 - - - - - - 
Leader 2 3.0000 7.0000 - - - - - - 
Leader 3 5.0000 8.0000 - - - - - - 
Follower 4 2.4695 6.2405 1 7 8 0.20 0.50 0.30 
Follower 5 3.2365 6.9702 2 6 8 0.36 0.40 0.24 
Follower 6 3.7048 7.1947 3 5 7 0.32 0.43 0.25 
Follower 7 2.8526 6.5501 4 6 8 0.23 0.48 0.29 
Follower 8 2.8107 6.5514 4 5 7 0.43 0.32 0.25 
 
Example 3-4: Consider an MAS containing 8 agents with three leaders and five 
followers. Initial positions of the leaders and followers are listed in the Table 3-5. 
Followers apply the graph shown in the Figure 3-13 to acquire the desired positions by 
local communication. Followers’ communication weights are listed in the Table 3-5, where 
they are consistent with the agents’ initial positions and the graph shown in the Figure 3-13. 
The partitions 𝐵 ∈ ℝ5×3 and 𝐴 ∈ ℝ5×5 of the weight matrix 𝑊 ∈ ℝ5×8, stablished by 
using the definition (3. 8), are obtained as follows: 
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𝑊 =
[
 
 
 
 
0.20 0 0
0 0.36 0
0 0 0.32
0 0 0
0 0 0⏟            
⋮
−1 0 0 0.50 0.30
0 −1 0.40 0 0.24
0 0.43 −1 0.25 0
0.48 0 0.23 −1 0.29
0.43 0.32 0 0.25 −1⏟                    ]
 
 
 
 
 
 
 
(3. 61) 
 
 
Figure 3-14: The paths chosen by the leaders in the Example 3-4  
The eigenvalues of the matrix 𝐹 are 𝜆1𝐹 = 0.8522, 𝜆2𝐹 = 0.3511, 𝜆3𝐹 = −0.0765, 
𝜆4𝐹 = −0.5116, and 𝜆5𝐹 = −0.6152. Therefore, the matrix 𝐴 = −(𝐼 − 𝐹) is Hurwitz 
because eigenvalues of 𝐹 are all located inside the unit disk centered at the origin. Leaders 
choose the paths shown in the Figure 3-14 to guide evolution of the MAS in the X-Y plane. 
Each follower updates its current position according to the eqns. (3. 19) and (3. 20), where 
ℎ1 = ℎ2 = ℎ and 𝑔𝑖 = 𝑔 = 5. The simulation result of the MAS evolution for the two 
scenarios that are associated with 𝛽 = 0 and 𝛽 = 1 are presented below. 
𝐵 ∈ ℝ5×3 𝐴 ∈ ℝ
5×5 
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Figure 3-15: X and Y components of the follower agent 7 when time delay is ℎ = 0.15𝑠  
 
Figure 3-16: X and Y coordinates of follower agent 7 when time delay is ℎ = 0.25𝑠  
𝜷 = 𝟎: For this scenario, the characteristic equation (3. 50) is simplified to 
𝑇5𝑠10 + (− 25𝑇5 + 5𝑇4)𝑠9 + (231.3050𝑇5 − 75𝑇4 + 10𝑇3)𝑠8 +
 (−957.2813𝑇5 +  231.3050𝑇4 − 50𝑇3 + 10𝑇2)s7 + (1.6568 × 103𝑇5 +
 957.2813𝑇4 − 462.61𝑇3 +  50𝑇2 +  5𝑇)s6 + (−787.6389𝑇5  −
 4.9704 × 103𝑇4 + 1.9146 × 103𝑇3 − 462.61𝑇2 + 75𝑇 +  1)s5 +
(3.9382 × 103𝑇4 +  3.3136 × 103 𝑇3 − 1.9146 × 103 + 231.3050𝑇 +
(3. 62) 
𝒚𝟕𝑯𝑻 
𝒙𝟕𝑯𝑻 
𝒙𝟕 
𝒚𝟕 
𝒚𝟕𝑯𝑻 
𝒙𝟕𝑯𝑻 
𝒙𝟕 
𝒚𝟕 
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25)s4 + (−7.8764e × 103 𝑇3 + 3.3136 × 103𝑇2 −  957.2813𝑇 +
231.3050)s3  +  (7.8764 × 103𝑇2 −  4.9704 × 103𝑇 + 957.2813)s2  +
 (1.6568 × 103  −  3.9382 × 103𝑇)s + 787.6389 = 0.  
Using Routh’s stability criterion, it is concluded that the system will be placed at the 
margin of the instability with one pair of imaginary roots located at 𝜔𝑎𝑙𝑙 = ±𝑗8.0767, if 
𝑇 = 𝑇𝑎𝑙𝑙 = 0.1238 𝑠𝑒𝑐. By utilizing the eqn. (3. 53), the allowable communication delay 
ℎ𝑎𝑙𝑙 becomes 
ℎ𝑎𝑙𝑙 =
2
𝜔𝑎𝑙𝑙
tan−1(𝜔𝑎𝑙𝑙𝑇𝑎𝑙𝑙) = 0.1945 𝑠 
(3. 63) 
 
In the Figure 3-15 and Figure 3-16, X and Y components of the position of the follower 
7 are shown by blue and red continuous curves, respectively, where time delays are ℎ =
0.15 𝑠 and ℎ = 0.25 𝑠. Additionally, the green and black dotted curves show the X and Y 
components of the desired position of the follower 7 (defined by a homogenous 
transformation). As observed, actual position of the follower 7 ultimately meets its desired 
position, if ℎ is less than the allowable communication delay (ℎ = 0.1945𝑠). 
𝜷 = 𝟏: Because all eigenvalues of 𝐹 are real and the 𝜌(𝐹) < 1, eigenvalues of both 
matrices (𝐼 − 𝐹) and (𝐼 + 𝐹) are positive and real. Therefore, all roots of the characteristic 
equation (3. 55) are located on the 𝑗𝜔 axis, if 𝑇𝑎𝑙𝑙 =
1
𝑔
= 0.2 . It is noted that the matrix 𝐹 
is not symmetric, but, the eigenvalues of 𝐹 are all real.  The 𝑖𝑡ℎ (𝑖 = 1,2, … ,5) eigenvalue 
of the matrix −𝑔2(𝐼 + 𝐹)−1(𝐼 − 𝐹) (which is denoted by 𝜂𝑖) is listed in the Table 3-6. 
Then, 𝜔𝑖 = |√𝜂𝑖| is calculated in the last row of the Table 3-6. 
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Figure 3-17: X and Y components of the position of the follower 8 when time delay is 
ℎ = 0.23𝑠  
The allowable communication delay ℎ𝑎𝑙𝑙 is calculated through the eqn. (3. 53) as 
ℎ𝑎𝑙𝑙 =
2
𝜔5
{tan−1(0.2ω5)} = 0.2180 𝑠. 
(3. 64) 
In the Figure 3-17, X and Y components of the actual position of follower 8 for time 
ℎ = 0.23 𝑠𝑒𝑐 are shown. As observed, MAS evolution becomes unstable for the 
communication delay ℎ = 0.23 𝑠𝑒𝑐. 
Table 3-6 The 𝑖𝑡ℎ (𝑖 = 1,2, … ,5) eigenvalue (𝜂𝑖) of the matrix −𝑔
2(𝐼 + 𝐹)−1(𝐼 − 𝐹) and 
the corresponding 𝜔𝑖 = |√𝜂𝑖| 
 𝑖 = 1 𝑖 = 2 𝑖 = 3 𝑖 = 4 𝑖 = 5 
𝜂𝑖 -1.9946 -12.0072 -29.1424 -77.3792 -104.9310 
𝜔𝑖 1.4123 3.4651 5.3984 8.7965 10.2436 
𝒚𝟕𝑯𝑻 
𝒙𝟕𝑯𝑻 
𝒙𝟕 
𝒚𝟕 
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3.2.3.3 New Formulation for the Allowable Communication Delay 
As presented above, stability under communication delays in a network of agents can 
be investigated by the CTCR method. However, the complexity of stability analysis  is 
considerably increased, when the total  number of agents is large. To deal with this 
complexity, in this Section an alternative method is presented. The allowable 
communication delay for each follower agent is formulated based on (i) one of the 
eigenvalues of the communication matrix placing MAS evolution at the margin of 
instability, and (ii) the control parameter 𝑔𝑖 applied by the follower 𝑖. It is noted this new 
formulations directly apply the transcendental terms to analyze the stability, meaning that 
the characteristic equation of the time delayed MAS evolution is not approximated by a 
finite order polynomial. 
Let the position of the follower 𝑖 be updated by 
?̇?𝑖(𝑡) = 𝑔𝑖 (𝑟𝑖,𝑑(𝑡 − ℎ𝑖) − 𝑟𝑖(𝑡 − ℎ𝑖)) + 𝛽?̇?𝑖,𝑑(𝑡 − ℎ𝑖)  
(3. 65) 
where 𝑔𝑖 ∈ ℝ+ is constant, ℎ𝑖 is the constant communication delay, and 𝛽 is either 0 or 1. 
Thus, the 𝑞𝑡ℎ components of the positions of the followers are updated by the following 
first order dynamics: 
?̇?𝑞(𝑡) = 𝐺𝐴𝑧𝑞
′ + 𝛽𝐹?̇?𝑞
′ + 𝐺𝐵𝑢𝑞
′ + 𝛽𝐹?̇?𝑞
′ . (3. 66) 
Note that 𝐺 was previously defined by the eqn. (3. 24), 𝑧𝑞 = [𝑥𝑞,𝑛+2 ⋯ 𝑥𝑞,𝑁]
𝑇 ∈
ℝ(𝑁−𝑛−1) denotes the 𝑞𝑡ℎ components of the followers’ positions at the time 𝑡, and 
𝑧𝑞
′ = [𝑥𝑞,𝑛+2(𝑡 − ℎ𝑛+2) ⋯ 𝑥𝑞,𝑁(𝑡 − ℎ𝑁)]𝑇 ∈ ℝ
(𝑁−𝑛−1) (3. 67) 
𝑢𝑞
′ = [𝑥𝑞,1(𝑡 − ℎ𝑛+2) ⋯ 𝑥𝑞,𝑛+1(𝑡 − ℎ𝑁)]𝑇 ∈ ℝ𝑛+1. (3. 68) 
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3.2.3.3.1 MAS Evolution with time delay and 𝜷 = 𝟎 
If 𝛽 = 0, then the delay characteristic equation corresponding to the dynamics (3. 66) 
is given by 
𝐶𝐻𝐸: 𝑑𝑒𝑡[𝑠𝐼 − 𝐺𝐸. 𝐴] = 0 (3. 69) 
where 
𝐺𝐸 = 𝑑𝑖𝑎𝑔(𝑔𝑛+2𝑒
−𝑠ℎ𝑛+2 , … , 𝑔𝑁𝑒
−𝑠ℎ𝑁). (3. 70) 
Let the characteristic eqn. (3. 69) be rewritten in the following form 
𝐶𝐻𝐸: 𝑑𝑒𝑡[𝜏(𝑠)𝐼 − 𝐴] = 0 (3. 71) 
where 
𝜏(𝑠) = 𝑠𝐺𝐸−1 = 𝑑𝑖𝑎𝑔(𝜏𝑛+2(𝑠) … 𝜏𝑁(𝑠)) ∈ ℝ
(𝑁−𝑛−1)×(𝑁−𝑛−1) (3. 72) 
and 
𝜏𝑖(𝑠) =
𝑠𝑒ℎ𝑖𝑠
𝑔𝑖
, 
(3. 73) 
then, the following theorem provides an upper bound for the communication delay ℎ𝑖.  
Theorem 3-4: If the communication delay ℎ𝑖  in the dynamics (3. 66) (where 𝛽 = 0) 
does not exceed the upper limit 
𝐻𝑖 =
𝐻
𝑔𝑖
  
(3. 74) 
 with 𝐻 = 𝑚𝑖𝑛(𝛾𝑘), 𝛾𝑘 =
𝜃𝑘−
𝜋
2
𝑎𝑘
, and 𝑎𝑘 and 𝜃𝑘 (the magnitude and argument of the k
th 
(𝑘 = 1, 2, … ,𝑁 − 𝑛 − 1)  eigenvalue 𝜆𝑘 = 𝑎𝑘𝑒
𝑗𝜃𝑘of the matrix 𝐴), then, MAS evolution 
dynamics (3. 66) is asymptotically stable. 
Proof: Since 𝜆𝑘 = 𝑎𝑘𝑒
𝑗𝜃𝑘 is the kth eigenvalue of the matrix  𝐴 that is Hurwitz,  
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𝜏𝑖(𝑠) =
𝑠𝑒ℎ𝑖,𝑘𝑠
𝑔𝑖
= 𝑎𝑘𝑒
𝑗𝜃𝑘  
(3. 75) 
satisfies the characteristic eqn. (3. 71). Suppose 𝑠 crosses the 𝑗𝜔 axis for the first time, 
when the communication delay ℎ𝑖 becomes ℎ𝑖,𝑘. This implies that 
𝜏𝑖(𝑗𝜔𝑘,𝑖) = 𝜆𝑘, (3. 76) 
or 
𝑗𝜔𝑘,𝑖𝑒
𝑗𝜔𝑘,𝑖ℎ𝑖,𝑘
𝑔𝑖
=
𝜔𝑘,𝑖𝑒
𝑗(𝜔𝑘,𝑖ℎ𝑖,𝑘+
𝜋
2)
𝑔𝑖
= 𝑎𝑘𝑒
𝑗𝜃𝑘 . 
(3. 77) 
Therefore, the crossover frequency 𝜔𝑘,𝑖 and communication delay ℎ𝑖,𝑘 are obtained as 
follows: 
𝜔𝑘,𝑖 = 𝑔𝑖𝑎𝑘 (3. 78) 
ℎ𝑖,𝑘 =
𝜃𝑘 −
𝜋
2
𝜔𝑘,𝑖
=
𝛾𝑘
𝑔𝑖
. 
(3. 79) 
Let  𝑆𝑖 = {ℎ𝑖,𝑘| 𝜏𝑖(𝑗𝜔𝑘,𝑖) = 𝜆𝑘 𝑓𝑜𝑟 𝑘 = 1,2, … ,𝑁 − 𝑛 − 1} is the set of all 
communication delays satisfying eqn. (3. 79) for different eigenvalues 𝜆𝑘 (𝑘 =
1, 2, … ,𝑁 − 𝑛 − 1).  The minimum of the set 𝑆𝑖, denoted by 
𝐻𝑖 =
1
𝑔𝑖
𝑚𝑖𝑛 (
𝜃𝑘 −
𝜋
2
𝑎𝑘
) 
(3. 80) 
is considered as the  upper bound for the  communication delay of the follower 𝑖. Thus, it 
is assured that all roots of the characteristic eqn. (3. 69) are at the open left half s-plane and 
the  MAS asymptotically converges to the desired final configuration, if the communication 
delay of the follower  𝑖 does not exceed the upper bound given in the eqn.  (3. 80).■ 
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Corollary: If the eigenvalues of the matrix 𝐴 (𝑎𝑁−𝑛−1 < 𝑎𝑁−𝑛−2 < ⋯ < 𝑎1 < 0) are 
all real, then 𝜃𝑘 = 𝜋 (𝑘 = 1,2, … , 𝑁 − 𝑛 − 1). Therefore, the allowable communication 
delay of the follower 𝑖 is determined by the eqn. (3. 74), where  
𝐻 = −
𝜋
2𝑎𝑁−𝑛−1
. (3. 81) 
Example 3-5: Consider again the Example 3-4, where 𝑁 = 8, 𝑛 = 2, followers apply 
the same control gain 𝑔 = 5, and eigenvalues of the matrix 𝐴 are all real: 𝜆1 = 𝑎1 =
−0.1478, 𝜆2 = 𝑎2 = −0.6489, 𝜆3 = 𝑎3 = −1.0765, 𝜆4 = 𝑎4 = −1.5116, and 𝜆5 =
𝑎5 = −1.6152. Therefore, 
𝐻 = −
𝜋
2𝑎𝑁−𝑛−1
= −
𝜋
2𝑎5
=
𝜋
2 × 1.6152
= 0.9752 (3. 82) 
and the allowable communication delay of the follower 𝑖 becomes  
ℎ𝑖 = ℎ =
𝐻
𝑔𝑖
=
0.9752
5
=
1
5
(
𝜋 −
𝜋
2
1.6152
) = 0.1945𝑠, 𝑖 ∈ 𝑣𝐹 . 
(3. 83) 
As observed the communication delay in (3. 83) is the same as the communication 
delay obtained from the CTCR method in the eqn. (3. 63). 
3.2.3.3.2 MAS Evolution with time delay and 𝜷 = 𝟏 
When 𝛽 = 1, the characteristic equation of MAS evolution dynamics is given by 
𝐶𝐻𝐸: 𝑑𝑒𝑡[𝑠𝐼 − (𝐺𝐸. 𝐴 + 𝑠𝐺−1𝐺𝐸. 𝐹)] = 0. (3. 84) 
To ensure the stability of MAS evolution all roots of the characteristic eqn.  (3. 84) are 
required to be located in the open left half s-plane. It is noticed that the roots of the 
characteristic eqn.  (3. 84) are the same as the roots of 
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𝐶𝐻𝐸: 𝑑𝑒𝑡[𝜋(𝑠)𝐼 − 𝐴] = 0 (3. 85) 
where 
𝜋(𝑠) = 𝑑𝑖𝑎𝑔(𝜋𝑛+2(𝑠) … 𝜋𝑁(𝑠)) ∈ ℝ
(𝑁−𝑛−1)×(𝑁−𝑛−1) (3. 86) 
and 
𝜋𝑖(𝑠) =
𝑠(𝑒𝑠ℎ2𝑖 − 1)
𝑠 + 𝑔𝑖
. 
(3. 87) 
In the Theorem 3-5, an upper limit for the communication delay of the follower agent 
𝑖 (∀𝑖 ∈ 𝑣𝐹) is determined, when MAS evolution dynamics is given by the eqn. (3. 66) and 
𝛽 = 1. 
Theorem 3-5: Asymptotic stability of MAS evolution under the first order dynamics (3. 
66) can be assured, if ℎ𝑖 (the communication delay of the follower 𝑖) does not exceed the 
upper limit 𝐻𝑖 = 𝑚𝑖𝑛(ℎ𝑖,𝑘) where  
ℎ𝑖,𝑘 =
1
𝜔𝑘,𝑖
𝑠𝑖𝑛−1 (
𝑔𝑖(1 − 𝑥𝑘) + 𝑦𝑘𝜔𝑘,𝑖
𝜔𝑘,𝑖
) , 𝑘 = 1, 2, … , 𝑁 − 𝑛 − 1, 
(3. 88) 
 is calculated at the 𝜎𝑘 = 𝑥𝑘 + 𝑦𝑘𝑗 (the 𝑘
𝑡ℎ  of the matrix 𝐹 = 𝐴 + 𝐼),  𝑔𝑖 is the positive 
control gain applied by the follower 𝑖, and the crossover frequency 𝜔𝑘,𝑖 is obtained as 
𝜔𝑘,𝑖 =
𝑔𝑖(𝑦𝑘 +√𝑦𝑘2 + (1 − 𝑥𝑘2 − 𝑦𝑘2)(𝑦𝑘2 + (1 − 𝑥𝑘)2))
(1 − 𝑥𝑘2 − 𝑦𝑘2)
. 
(3. 89) 
 Proof: Because 𝜎𝑘 is the k
th (𝑘 = 1, 2, … ,𝑁 − 𝑛 − 1) eigenvalue of the non-negative 
and irreducible matrix 𝐹 = 𝐴 + 𝐼, 
𝜋𝑖(𝑠) =
𝑠(𝑒ℎ𝑖,𝑘𝑠 − 1)
𝑠 + 𝑔𝑖
= −1 + 𝜎𝑘 
(3. 90) 
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satisfies the characteristic eqn. (3. 85). It is noticed that eigenvalues of the matrix 𝐹 are all 
located inside the unit desk centered at the origin. Let s in the eqn. (3. 90) crosses 𝑗𝜔𝑘,𝑖 
axis for the first time when  ℎ𝑖 is increased to ℎ𝑖,𝑘.  Then, the eqn. (3. 90) can be rewritten 
as follows: 
𝜋𝑖(𝑗𝜔𝑘,𝑖) + 1 =  
𝑔𝑖 + 𝑗𝜔𝑘,𝑖𝑒
𝑗𝜔𝑘,𝑖ℎ𝑖,𝑘
𝑔𝑖 + 𝑗𝜔𝑘,𝑖
= 𝑥𝑘 + 𝑦𝑘𝑗. 
(3. 91) 
By equating the real and imaginary parts of both sides of the eqn. (3. 91), following 
two relations are obtained:  
𝜔𝑘,𝑖 sin(𝜔𝑘,𝑖ℎ𝑖,𝑘) = 𝑔𝑖(1 − 𝑥𝑘) + 𝜔𝑘,𝑖𝑦𝑘 (3. 92) 
𝜔𝑘,𝑖 cos(𝜔𝑘𝑖ℎ𝑖,𝑘) = 𝜔𝑘,𝑖𝑥𝑘 + 𝑔𝑖𝑦𝑘.     (3. 93) 
By solving the eqns. (3. 92) and (3. 93), 𝜔𝑘,𝑖 and ℎ𝑖,𝑘 are obtained as given by the eqns. 
(3. 88) and (3. 89). Now, let 𝑆𝑖 = {ℎ𝑖,1, ℎ𝑖,2, … , ℎ𝑖,𝑁−𝑛−1} be the set of all communication 
delays satisfying eqns. (3. 92) and (3. 93) for different eigenvalues of the matrix 𝐹. Then, 
the minimum of the 𝑆𝑖,  denoted by 𝐻𝑖, determines the maximum allowable communication 
delay between the follower 𝑖 and the neighboring agents whose states are accessible to  the 
follower 𝑖. Consequently, the MAS evolution governed by the dynamics (3. 66) is 
asymptotically stable, if the communication delay ℎ𝑖  (∀𝑖 ∈ 𝑣𝐹) is less than the allowable 
delay  𝐻𝑖. ■  
Corollary: If the eigenvalues of the matrix 𝐹 are all real (𝑦𝑘 = 0), then, 𝜔𝑘,𝑖 and ℎ𝑖,𝑘 
are simplified as: 
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𝜔𝑘,𝑖 = 𝑔𝑖√
1 − 𝑥𝑘
1 + 𝑥𝑘
 
(3. 94) 
ℎ𝑖,𝑘 =
1
𝑔𝑖
√
1 + 𝑥𝑘
1 − 𝑥𝑘
cos−1 𝑥𝑘.    
(3. 95) 
Note that ℎ𝑖,𝑘 is nonnegative and increasing for 𝑥𝑘𝜖(−1,1). Therefore, the least 
eigenvalue of the matrix 𝐹 is used to determine the allowable delay 𝐻𝑖 for the follower 𝑖. 
Example 3-6: Consider the Example 3-4, where the eigenvalues of the matrix 𝐹 are all 
real: 𝜎1 = 𝑥1 = 0.8522, 𝜎2 = 𝑥2 = 0.3511, 𝜎3 = 𝑥3 = −0.0765, 𝜎4 = 𝑥4 = −0.5116, 
and 𝜎5 = 𝑥5 = −0.6152. Therefore,  
𝐻𝑖 =
1
𝑔
√
1 + 𝑥5
1 − 𝑥5
cos−1 𝑥5 =
1
5
√
1 − 0.6152
1 + 0.6152
cos−1 0.6152 = 0.2181𝑠. 
(3. 96) 
specifies the allowable communication delay for the follower 𝑖.  
3.2.4 MAS Evolution Dynamics-First Order Kinematic Model-Method 2 
Suppose 𝑛 + 1 leaders at the vertices of the leading polytope in ℝ𝑛 evolve 
independently, where their positions satisfy the rank condition (2. 3) at any time 𝑡. Let 𝑟𝑖 ∈
ℝ𝑛 (current position of the follower 𝑖 ∈ 𝑣𝐹)  be expanded as the linear combination of 𝑟𝑖1, 
𝑟𝑖2, …, 𝑟𝑖𝑛+1 (current positions of the in-neighbor agents 𝑖1, 𝑖2, …, 𝑖𝑛+1) as follows: 
𝑟𝑖 =∑𝜛𝑖,𝑘(𝑡)𝑟𝑖𝑘
𝑛+1
𝑘=1
. 
(3. 97) 
It is assumed that positions of the adjacent agents 𝑖1, 𝑖2, …, 𝑖𝑛+1 satisfy the following 
rank condition: 
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∀𝑡 ≥ 𝑡0, 𝑅𝑎𝑛𝑘 [𝑟𝑖2 − 𝑟𝑖1 ⋮ ⋯ ⋮ 𝑟𝑖𝑛+1 − 𝑟𝑖1] = 𝑛.  (3. 98) 
Then, the time varying weight 𝜛𝑖,𝑘 is unique, and 
∑𝜛𝑖,𝑖𝑘(𝑡)
𝑛+1
𝑘=1
= 1. 
(3. 99) 
By considering the eqns. (3. 97), (3. 98), and (3. 99) the transient weight 𝜛𝑖,𝑘 satisfy 
the following set of 𝑛 + 1 linear algebraic equations: 
𝑟𝑖 = 𝑃𝑖𝑊𝑖 + 𝑟𝑖𝑛+1  (3. 100) 
where 𝑊𝑖(𝑡) = [𝜛𝑖,𝑖1 … 𝜛𝑖,𝑖𝑛]
𝑇 ∈ ℝ𝑛+1, and  
𝑃𝑖 = [
𝑥1,𝑖1 − 𝑥1,𝑖𝑛+1 𝑥1,𝑖2 − 𝑥1,𝑖𝑛+1 … 𝑥1,𝑖𝑛 − 𝑥1,𝑖𝑛+1
𝑥2,𝑖1 − 𝑥2,𝑖𝑛+1 𝑥2,𝑖2 − 𝑥2,𝑖𝑛+1 … 𝑥2,𝑖𝑛 − 𝑥2,𝑖𝑛+1
⋮ ⋮ ⋮
𝑥𝑛,𝑖1 − 𝑥𝑛,𝑖𝑛+1 𝑥𝑛,𝑖2 − 𝑥𝑛,𝑖𝑛+1 … 𝑥𝑛,𝑖𝑛 − 𝑥𝑛,𝑖𝑛+1
] . 
 
(3. 101) 
Since the transient weight 𝜛𝑖,𝑖𝑘(𝑡) (𝑖 ∈ 𝑣𝐹, 𝑘 = 1,2, … , 𝑛 + 1, and 𝒩𝑖 =
{𝑖1, 𝑖2, … , 𝑖𝑛+1}) can be uniquely determined at any time 𝑡, homogenous deformation of the 
MAS can be achieved if the follower 𝑖 ∈ 𝑣𝐹 updates its position such the 𝜛𝑖,𝑖𝑘 is as close 
as possible to the 𝑤𝑖,𝑖𝑘 (𝑤𝑖,𝑖𝑘 is the communication weight which is obtained from the eqn. 
(3. 6)).  
Theorem 3-6: Consider an MAS consisting of  𝑁 agents, where (i) agents 1,2,…, 𝑛 +
1 are the leaders moving independently and their positions satisfy the rank condition (2. 
3), (ii) the follower 𝑖 is initially placed inside a communication polytope whose vertices 
are occupied by the in-neighbor agents 𝑖1, 𝑖2, …, 𝑖𝑛+1, and (iii) positions of the in-neighbor 
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agents satisfy  the rank condition  (3. 98). If the weight vector 𝑊𝑖(𝑡) =
[𝜛𝑖,𝑖1 … 𝜛𝑖,𝑖𝑛]𝑇 ∈ ℝ𝑛+1 is updated according to 
?̇?𝑖 = −𝑔𝑖(𝑡)𝑊𝑖 + 𝑔𝑖(𝑡)𝑊𝑖0 (3. 102) 
where 𝑊𝑖0 = 𝑊𝑖(0) = [
𝑤𝑖,𝑖1 … 𝑤𝑖,𝑖𝑛]𝑇 ∈ ℝ𝑛+1, and 𝑔𝑖(𝑡) satisfies the inequality 
∀𝑡 ≥ 0, 𝑔𝑖(𝑡) > 𝑚𝑎𝑥 (|𝜆𝑘 ((?̇?𝑖𝑃𝑖
−1)
𝑇
+ (?̇?𝑖𝑃𝑖
−1))|) , (3. 103) 
then, the initial formation of an MAS asymptotically converges to a final formation given 
by a  homogenous mapping when the leaders settle. Note that 𝜆𝑘 is the 𝑘
𝑡ℎeigenvalue of 
the matrix (?̇?𝑖𝑃𝑖
−1)
𝑇
+ (?̇?𝑖𝑃𝑖
−1). 
Proof: Taking the time derivative of eqn. (3. 100) results in 
?̇?𝑖 = ?̇?𝑖𝑊𝑖 + 𝑃𝑖?̇?𝑖 + ?̇?𝑖𝑛+1          (3. 104) 
Now, replacing ?̇?𝑖 in the eqn. (3. 104) by the eqn. (3. 102), leads to 
?̇?𝑖 = (?̇?𝑖 − 𝑔𝑖(𝑡)𝐼)𝑊𝑖 + 𝑔(𝑡)𝑃𝑖𝑊𝑖0 + ?̇?𝑖𝑛+1  (3. 105) 
By letting  𝑊𝑖 = 𝑃𝑖
−1(𝑟𝑖 − 𝑟𝑖𝑛+1), the eqn. (3. 105) is converted to 
?̇?𝑖 = (?̇?𝑖𝑃𝑖
−1 − 𝑔𝑖(𝑡)𝐼)𝑟𝑖 + ?̇?𝑖𝑛+1 − (?̇?𝑖𝑃𝑖
−1 − 𝑔𝑖(𝑡)𝑃𝑖)?̇?𝑖𝑛+1 + 𝑔𝑖(𝑡)𝑃𝑖𝑊𝑖0 . (3. 106) 
Thus, transient formation of the MAS asymptotically converges to a final formation if  
𝑔𝑖(𝑡) > 𝑚𝑎𝑥 (|𝜆𝑘 ((?̇?𝑖𝑃𝑖
−1)
𝑇
+ (?̇?𝑖𝑃𝑖
−1))|)       ∀𝑡 ≥ 0.  
It is noticed that the equilibrium state of the dynamics (3. 106), given by  
𝑟𝑖𝑠 = 𝑃𝑖𝑊𝑖0 + 𝑟𝑖𝑛+1 , (3. 107) 
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is obtained if  ?̇?𝑖, ?̇?𝑖, ?̇?𝑖𝑛+1 vanish. As it is obvious, the ultimate value of the weight 𝜛𝑖,𝑖𝑘is 
the same 𝑤𝑖,𝑖𝑘  (𝑖 ∈ 𝑣𝐹 , 𝑘 = 1,2, … , 𝑛 + 1), and therefore, final formation is a homogenous 
mapping of the initial distribution of the agents. ■ 
Example 3-7: Consider the MAS containing 16 agents with the initial distribution shown 
in the Figure 3-18, where leaders agents 1, 2, and 3 are the leaders, and the agents 4, 5, …, 
16 are the followers. Followers apply the graph shown in the Figure 3-18 to acquire the 
desired position by local communication with the communication weights that are 
consistent with the agents’ initial positions. Initial positions of the agents and the 
corresponding communication weights are listed in the Table 3-7. 
 
Figure 3-18: Agents’ initial positions and the communication graph in the 
Example 3-7. 
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Table 3-7 Initial positions and communication weights associated with the formation 
shown in the Figure 3-18 
 Initial Positions (m) Adjacent Agents Communication Weights 
𝑋𝑖 𝑌𝑖 𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1  𝑤𝑖,𝑖2  𝑤𝑖,𝑖3  
Leader 1 1.00 0.00 - - - - - - 
Leader 2 10.00 4.00 - - - - - - 
Leader 3 6.00 9.00 - - - - - - 
Follower 4 2.33 1.28 1 7 8 0.60 0.18 0.22 
Follower 5 8.86 4.04 2 9 10 0.65 0.19 0.16 
Follower 6 5.80 7.34 3 11 12 0.55 0.20 0.25 
Follower 7 3.92 3.50 4 12 13 0.32 0.35 0.33 
Follower 8 4.64 2.95 4 9 16 0.29 0.31 0.40 
Follower 9 6.30 3.58 5 8 15 0.30 0.40 0.30 
Follower 10 7.26 4.76 5 11 14 0.31 0.31 0.38 
Follower 11 6.51 5.57 6 10 14 0.33 0.28 0.39 
Follower 12 4.78 5.09 6 7 13 0.39 0.41 0.20 
Follower 13 4.56 3.96 7 12 16 0.37 0.25 0.38 
Follower 14 6.57 4.67 10 11 15 0.36 0.26 0.38 
Follower 15 5.96 3.97 9 14 16 0.33 0.33 0.34 
Follower 16 5.03 3.67 8 13 15 0.29 0.39 0.32 
 
The desired weight vector 𝑊𝑖0, the vector 𝑟𝑖𝑛+1(𝑡) and the matrix 𝑃𝑖(𝑡) (that are 
consistent with the communication graph shown in the Figure 3-18) are obtained in the in 
the Table 3-8. 
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Figure 3-19: Paths of the leaders in the Example 3-7  
Table 3-8 𝑊𝑖0,𝑟𝑖𝑛+1(𝑡) and 𝑃𝑖(𝑡) corresponding to the follower 𝑖  
 𝑊𝑖0 𝑟𝑖𝑛+1(𝑡) 
𝑃𝑖(𝑡) 
Follower 4 
𝑊40 = [
𝑤4,1
𝑤4,7
] = [
0.60
0.18
] 𝑟𝑖3 = 𝑟8 = [
𝑥8
𝑦8
] 𝑃4 = [
𝑥1 − 𝑥8 𝑥7 − 𝑥8
𝑦1 − 𝑦8 𝑦7 − 𝑦8
] 
Follower 5 
𝑊50 = [
𝑤5,2
𝑤5,9
] = [
0.65
0.19
] 𝑟𝑖3 = 𝑟10 = [
𝑥10
𝑦10
] 𝑃5 = [
𝑥2 − 𝑥10 𝑥9 − 𝑥10
𝑦2 − 𝑦10 𝑦9 − 𝑦10
] 
Follower 6 
𝑊60 = [
𝑤6,3
𝑤6,11
] = [
0.55
0.20
] 𝑟𝑖3 = 𝑟12 = [
𝑥12
𝑦12
] 𝑃6 = [
𝑥3 − 𝑥12 𝑥11 − 𝑥12
𝑦3 − 𝑦12 𝑦11 − 𝑦12
] 
Follower 7 
𝑊70 = [
𝑤7,4
𝑤7,12
] = [
0.32
0.35
] 𝑟𝑖3 = 𝑟13 = [
𝑥13
𝑦13
] 𝑃7 = [
𝑥4 − 𝑥13 𝑥12 − 𝑥13
𝑦4 − 𝑦13 𝑦12 − 𝑦13
] 
Follower 8 
𝑊80 = [
𝑤8,4
𝑤8,9
] = [
0.29
0.31
] 𝑟𝑖3 = 𝑟16 = [
𝑥16
𝑦16
] 𝑃8 = [
𝑥4 − 𝑥16 𝑥9 − 𝑥16
𝑦4 − 𝑦16 𝑦9 − 𝑦16
] 
Follower 9 
𝑊90 = [
𝑤9,5
𝑤9,8
] = [
0.30
0.40
] 𝑟𝑖3 = 𝑟15 = [
𝑥15
𝑦15
] 𝑃9 = [
𝑥5 − 𝑥15 𝑥8 − 𝑥15
𝑦5 − 𝑦15 𝑦8 − 𝑦15
] 
Follower 10 
𝑊100 = [
𝑤10,5
𝑤10,11
] = [
0.31
0.31
] 𝑟𝑖3 = 𝑟14 = [
𝑥14
𝑦14
] 𝑃10 = [
𝑥5 − 𝑥14 𝑥11 − 𝑥14
𝑦5 − 𝑦14 𝑦11 − 𝑦14
] 
Follower 11 
𝑊110 = [
𝑤11,6
𝑤11,10
] = [
0.33
0.28
] 𝑟𝑖3 = 𝑟14 = [
𝑥14
𝑦14
] 𝑃11 = [
𝑥6 − 𝑥14 𝑥10 − 𝑥14
𝑦6 − 𝑦14 𝑦10 − 𝑦14
] 
Follower 12 
𝑊120 = [
𝑤12,6
𝑤12,7
] = [
0.39
0.41
] 𝑟𝑖3 = 𝑟13 = [
𝑥13
𝑦13
] 𝑃12 = [
𝑥6 − 𝑥13 𝑥7 − 𝑥13
𝑦6 − 𝑦13 𝑦7 − 𝑦13
] 
Follower 13 
𝑊130 = [
𝑤13,7
𝑤13,12
] = [
0.37
0.25
] 𝑟𝑖3 = 𝑟16 = [
𝑥16
𝑦16
] 𝑃13 = [
𝑥7 − 𝑥16 𝑥12 − 𝑥16
𝑦7 − 𝑦16 𝑦12 − 𝑦16
] 
Follower 14 
𝑊140 = [
𝑤14,10
𝑤14,11
] = [
0.36
0.26
] 𝑟𝑖3 = 𝑟15 = [
𝑥15
𝑦15
] 𝑃14 = [
𝑥10 − 𝑥15 𝑥11 − 𝑥15
𝑦10 − 𝑦15 𝑦11 − 𝑦15
] 
Follower 15 
𝑊150 = [
𝑤15,9
𝑤15,14
] = [
0.33
0.33
] 𝑟𝑖3 = 𝑟16 = [
𝑥16
𝑦16
] 𝑃15 = [
𝑥9 − 𝑥16 𝑥14 − 𝑥16
𝑦9 − 𝑦16 𝑦14 − 𝑦16
] 
Follower 16 
𝑊160 = [
𝑤16,8
𝑤16,13
] = [
0.29
0.39
] 𝑟𝑖3 = 𝑟15 = [
𝑥15
𝑦15
] 𝑃16 = [
𝑥8 − 𝑥15 𝑥13 − 𝑥15
𝑦8 − 𝑦15 𝑦13 − 𝑦15
] 
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Trajectories of the leaders 1, 2, and 3 are shown in Fig. 3, where all leaders finally 
settle in 20𝑠.  
The follower agent 𝑖 ∈ 𝑣𝐹 chooses  
𝑔𝑖(𝑡) = 5 + 𝑚𝑎𝑥 (|𝜆𝑘 {(?̇?𝑖𝑃𝑖
−1)
𝑇
+ (?̇?𝑖𝑃𝑖
−1)}|) . (3. 108) 
Variation of 𝑔15 versus time 𝑡 is shown in the Figure 3-20 (𝑔15 is the control gain 
applied by the follower 𝑖 = 15.). Also, The first (X) and second (Y) components of actual 
position of the follower 15 as a function of time 𝑡 is shown by continuous curves in the 
Figure 3-21. Note that dotted curves in the Figure 3-21  illustrate the first (X) and second 
(Y) components of the desired position of the follower 15  given by the homogenous 
mapping. 
 
Figure 3-20: 𝑔15(𝑡)   
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Figure 3-21: 𝑋 and 𝑌 components of the follower 15 
Shown in the Figure 3-22 are the transient weights 𝜛15,9(𝑡), 𝜛15,14(𝑡), and 𝜛15,16(𝑡) 
that are calculated by using the eqn.  
(3. 101) based on the actual positions of the follower 15 and the adjacent agents 9, 14, 
and 16. 
 
Figure 3-22: Time varying weight ratios of follower agent 15 
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Figure 3-23: MAS Formation at 𝑡 =5𝑠 , 𝑡 =13𝑠  and 𝑡 =25𝑠  
As seen in the Figure 3-22, initial and final values of the transient weights 𝜛15,9(𝑡), 
𝜛15,14(𝑡), and 𝜛15,16(𝑡) of the are the same as the communication weights 𝑤15,9 = 0.33, 
𝜛15,14 = 0.33, and 𝑤15,16 = 0.34 (See the Table 3-7). It is true for all other follower agents 
as well which implies that the final formation is a homogenous transformation of the initial 
configuration of the MAS. 
In the Figure 3-23, configurations of the agents at three different sample times  𝑡 = 5𝑠, 
𝑡 = 13𝑠 and 𝑡 = 25𝑠 are shown by “■”, “●”, and “▲”, respectively. 
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Table 3-9 Followers’ initial heading angles, agents’ initial positions, and communication 
weights 
 𝜃𝑖(0) Initial Positions  Adjacent Agents Communication Weights 
𝑋𝑖(𝑚) 𝑌𝑖(𝑚) 𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1 𝑤𝑖,𝑖2 𝑤𝑖,𝑖3 
Leader 1 - -5 0 - - - - - - 
Leader 2 - 5 0 - - - - - - 
Leader 3 - 1 10 - - - - - - 
Follower 4 30° -3.0400 1.4058 1 7 8 0.50 0.25 0.25 
Follower 5 60° 2.4228 1.3506 2 8 9 0.50 0.30 0.20 
Follower 6 210° -0.7862 7.1847 3 7 9 0.55 0.20 0.25 
Follower 7 300° -1.6516 3.6612 4 6 10 0.40 0.30 0.30 
Follower 8 120° -0.5085 1.9621 4 5 10 0.35 0.32 0.33 
Follower 9 0° 0.3767 3.8096 5 6 10 0.35 0.32 0.33 
Follower 10 0° -0.6659 3.1450 7 8 9 0.37 0.33 0.30 
3.2.5 MAS Evolution Dynamics-Second Order Kinematic Model 
Let the agent 𝑖 ∈ 𝒱 update its position by 
{
?̇?𝑖 = 𝑣𝑖
?̇?𝑖 = 𝑎𝑖
,   𝑖 ∈ 𝑣, 
(3. 109) 
with 
𝑎𝑖(𝑡) =
{
 
 
 
 ?̂?𝑖(𝑡) ∈ ℝ
𝑛 𝑖 ∈ 𝑣𝐿
−𝑐𝑖𝑣𝑖(𝑡)
+𝑔𝑖 ∑ 𝑤𝑖,𝑗 (𝑟𝑗(𝑡) − 𝑟𝑖(𝑡))
(𝑗,,𝑖)∈𝑁𝑖
𝑖 ∈ 𝑣𝐹
, 
(3. 110) 
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where ?̂?𝑖(𝑡) is the acceleration of the leader 𝑖 ∈ 𝑣𝐿 that is defined at the time 𝑡. Let  
𝑔𝑖 = 𝑔0𝑖 + 𝑔2𝑖‖𝑟𝑖,𝑑 − 𝑟𝑖‖
2
 (3. 111) 
be positive and has a local minimum at 𝑟𝑖,𝑑 (if 𝑔2𝑖 is constant and positive), then, the 𝑞
𝑡ℎ 
component of the eqn. (3. 109) is the row 𝑖 − 𝑛 − 1 of the following second order matrix 
dynamics representing evolution of the 𝑞𝑡ℎ components of the positions of the followers: 
?̈?𝑞 + 𝐶?̇?𝑞 − 𝐺𝐴𝑍𝑞 = 𝐺𝐵𝑢𝑞 (3. 112) 
It is noted that 𝑧𝑞(𝑡) = [𝑥𝑞,𝑛+2 … 𝑥𝑞,𝑁]
𝑇 ∈ ℝ𝑁−𝑛−1 and  𝑢𝑞(𝑡) =
[𝑥𝑞,1 … 𝑥𝑞𝑛+1]𝑇 ∈ ℝ𝑛+1are the 𝑞𝑡ℎ components of the positions of the followers and 
leaders, respectively. Also, 𝐶 = 𝑑𝑖𝑎𝑔(𝑐𝑛+2, … , 𝑐𝑁 ) ∈ ℝ
(𝑁−𝑛−1)×(𝑁−𝑛−1) and  𝐺 =
𝑑𝑖𝑎𝑔(𝑔𝑛+2, … , 𝑔𝑁 ) ∈ ℝ
(𝑁−𝑛−1)×(𝑁−𝑛−1) are positive diagonal matrices. Because the 
matrix 𝐴 is Hurwitz, the dynamics of evolution of the followers, given by the eqn. (3. 112), 
is stable. Notice that the equilibrium state of the eqn. (3. 112) satisfy the eqn. (3. 12), thus, 
the final formation of the agents is the homogenous transformation of the initial 
configuration. 
Example 3-8: Consider an MAS consisting of 10 agents (3 leaders and 7 followers), 
moves in a plane. Every follower is a unicycle-like robot, where the centroid position of 
each robot is updated through local communication according to the dynamics (3. 109) and 
(3. 110). Schematic of a unicycle-like follower is illustrated in the Figure 3-24. As seen, 
each unicycle robot is considered as a 0.30 𝑚 by 0.30 𝑚 square, where the followers’ 
center of mass (denoted by 𝐺) is at the center of the square, and 𝑑𝑖 = 0.1𝑚. Let 𝑟𝑖 = 𝑥𝑖𝒆𝑥 +
𝑦𝑖𝒆𝑦 denote centroid position of the follower 𝑖, then 𝑣𝑖(centroid velocity), 𝜔𝑖 = ?̇?𝑖 (angular 
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velocity), 𝑎𝑖 (centroid acceleration), and 𝛼𝑖 = ?̇?𝑖 (angular acceleration) can be uniquely 
related to the X and Y components of the centroid velocity and acceleration of the follower 
𝑖 as follows: 
[
?̇?𝑖
?̇?𝑖
] = [
cos 𝜃𝑖 −𝑑𝑖 sin 𝜃𝑖
sin 𝜃𝑖 𝑑𝑖 cos 𝜃𝑖
] [
𝑣𝑖
𝜔𝑖
] 
(3. 113) 
[
?̈?𝑖
?̈?𝑖
] = [
cos 𝜃𝑖 −𝑑𝑖 sin 𝜃𝑖
sin 𝜃𝑖 𝑑𝑖 cos 𝜃𝑖
] [
𝑎𝑖
𝛼𝑖
] − [
𝑑𝑖 cos 𝜃𝑖
𝑑𝑖 sin 𝜃𝑖
]𝜔𝑖
2. 
(3. 114) 
It is obvious that 𝑣𝑖, 𝜔𝑖, 𝑎𝑖, and 𝛼𝑖 can be formulated based on the centroid velocity 
and acceleration, respectively, as follows: 
[
𝑣𝑖
𝜔𝑖
] = [
cos 𝜃𝑖 −𝑑𝑖 sin 𝜃𝑖
sin 𝜃𝑖 −𝑑𝑖 cos 𝜃𝑖
]
−1
[
?̇?𝑖
?̇?𝑖
] 
(3. 115) 
[
𝑎𝑖
𝛼𝑖
] = [
cos 𝜃𝑖 −𝑑𝑖 sin 𝜃𝑖
sin 𝜃𝑖 −𝑑𝑖 cos 𝜃𝑖
]
−1
([
?̈?𝑖
?̈?𝑖
] + [
𝑑𝑖 cos 𝜃𝑖
𝑑𝑖 sin 𝜃𝑖
] 𝜔𝑖
2). 
(3. 116) 
 
Figure 3-24: Schematic of a follower unicycle-like robot 
Note that 𝑎𝑖, and 𝛼𝑖 are considered as the inputs exerted at each follower robot. In this 
regard, first the follower agent 𝑖 ∈ 𝑣𝐹 determine the X and Y components of its centroid 
acceleration through communication with three local agents according to the eqns. (3. 109) 
and (3. 110). Note that followers all choose the same constant control gain 𝑔 = 𝑔𝑖 = 𝑔0𝑖 =
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65 (∀𝑖 ∈ 𝑣𝐹 , 𝑔2𝑖 = 0). Then, the centroid velocity and acceleration of the follower 𝑖 are 
translated to 𝑣𝑖, 𝜔𝑖, 𝑎𝑖, and 𝛼𝑖 by using the relations (3. 115) and (3. 116). 
 
Figure 3-25: Sample communication topology for an MAS moving in a plane 
 
(a) 
 
(b) 
Figure 3-26: (a) Leaders’ paths in the scenario I, (b) Centroid accelerations of the 
leaders (𝑞𝑖 = ?̈?𝑖 and 𝑞𝑖+3 = ?̈?𝑖, 𝑖 = 1,2,3) 
Initial positions of the agents and the graph defining inter-agent communication among 
the agents are shown in the Figure 3-25. Initial centroid positions of the followers and 
leaders as well as the followers initial heading angles are given in the Table 3-9. 
Additionally the communication weights, that are consistent with the agents’ initial 
positions and the graph shown in the Figure 3-25, are listed in the last three columns of the 
Table 3-9. 
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𝑡 = 5𝑠 
 
𝑡 = 10𝑠 
 
𝑡 = 15𝑠 
 
𝑡 = 30𝑠 
 
𝑡 = 75𝑠 
Figure 3-27: MAS formations at five different sample times 𝑡 = 5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 
𝑡 = 30𝑠, and 𝑡 = 75𝑠 
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Figure 3-28: Orientations of the follower robots versus time 
Scenario I (Rigid Body Translation): Suppose leaders move with the same velocities 
on three parallel straight paths shown in the Figure 3-26-a. Leaders start their motion from 
the rest at 𝑡 = 0, and they finally settle at (5,14), (15, 14), and (9,24) at 𝑡 = 60. 
Additionally, X component of the leaders’ acceleration (control inputs 𝑞1, 𝑞2, and 𝑞3) and 
Y component of the leaders’ acceleration (control inputs 𝑞4, 𝑞5, and 𝑞6) are depicted versus 
time in the  Figure 3-26-(b). 
 
(a) 
 
(b) 
Figure 3-29: (a) X components of the  actual and desired centroid positions  of follower 
10; Y components of the  actual and desired centroid positions  of follower 10 
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𝑡 = 10𝑠 
 
𝑡 = 20𝑠 
 
𝑡 = 30𝑠 
 
𝑡 = 50𝑠 
 
𝑡 = 70𝑠 
Figure 3-30: MAS formations at five different sample times 𝑡 = 10𝑠, 𝑡 = 20𝑠, 𝑡 =
30𝑠, 𝑡 = 50𝑠, and 𝑡 = 70𝑠 
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Formations of the MAS at five different sample times 𝑡 = 5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 𝑡 =
30𝑠, and 𝑡 = 70𝑠 are shown in the Figure 3-27. 
In the Figure 3-28 the heading angles of the follower robots are sown versus time. As 
seen, followers’ final heading angles converge to the same value because leaders move 
with the same velocities on the parallel straight paths. 
In Figure 3-29 X and Y components of the desired centroid position of the follower 10 
(satisfying the condition of homogenous transformation) are shown by dotted curves. 
Moreover, the X and Y components of the actual centroid position of the follower 10 are 
depicted by continuos cuves. 
 
Figure 3-31: Orientations of the follower robots versus time 
Scenario II: For this example, agents’ initial positions and the corresponding 
communication weights are the same as the Table 3-9, but initial heading angles of the 
followers are all zero (𝜃𝑖(0) = 0, ∀𝑖 ∈ 𝑣𝐹). Let leaders choose the optimal trajectories 
(minimizing the acceleration norm of MAS evolution) specified in the Example 2-2, and 
centroid positions of the followers are updated according to the double integrator kinematic 
model in the eqns. (3. 109) and (3. 110). Then, the control inputs 𝑎𝑖, and 𝛼𝑖 are obtained 
by using the eqns. (3. 115) and (3. 116).  
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Shown in the Figure 3-30 are the formations of MAS at five different sample times 𝑡 =
5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 𝑡 = 30𝑠, and 𝑡 = 70𝑠. Furthermore, the followers’ heading angles 
are depicted versus time in the Figure 3-31. Also, X and Y components of the actual 
position of the centroid of the follower 10 are shown by the continuous curves in the 
Figure 3-32. Note that the X and Y components of the desired position of the centroid of 
the follower 10 are shown by dotted curves in the Figure 3-32. 
 
(a) 
 
(b) 
Figure 3-32: (a) X components of the  actual and desired centroid positions  of follower 
10; Y components of the  actual and desired centroid positions  of follower 10 
 
Figure 3-33: Orientations of the follower robots versus time 
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𝑡 = 15𝑠 
 
𝑡 = 30𝑠 
 
𝑡 = 50𝑠 
 
𝑡 = 75𝑠 
Figure 3-34: MAS formations at four different sample times 𝑡 = 15𝑠, 𝑡 = 30𝑠, 𝑡 =
50𝑠, and 𝑡 = 75𝑠 
Example 3-9 (Nonlinear control gain 𝒈𝒊): Consider the MAS consisting of 20 agents 
with the agents’ initial formation shown in the Figure 2-4, where leaders are initially 
(−5,0), (5,0), and (−1,10). Leaders 1, 2, and 3 chose the trajectories shown in the 
Figure 2-5 to reach the desired final positions at (6, −4), (14,16), and (6,8.5). Elements 
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of the Jacobian 𝑄 and the vector 𝐷 corresponding to the leaders’ trajectories are shown 
versus time in the Figure 3-33.  
Table 3-10 Initial positions and communication weights associated with the formation 
shown in the Figure 2-4 
 Adjacent Agents Communication Weights Control Parameters 
𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1 𝑤𝑖,𝑖2 𝑤𝑖,𝑖3 𝑔0𝑖 𝑔2𝑖 𝑐𝑖 
Leader 1 - - - - - - - - - 
Leader 2 - - - - - - - - - 
Leader 3 - - - - - - - - - 
Follower 4 1 7 8 0.3 0.2 0.5 70 45 25.5 
Follower 5 2 8 9 0.3 0.2 0.5 72 46 27.25 
Follower 6 3 13 14 0.3 0.2 0.5 74 47 26.75 
Follower 7 4 8 11 0.55 0.2 0.25 76 48 26.25 
Follower 8 5 7 11 0.6 0.2 0.2 69 44.5 29.25 
Follower 9 5 10 12 0.55 0.25 0.2 78 49 27.75 
Follower 10 9 11 19 0.35 0.23 0.42 73 46.5 27.5 
Follower 11 7 8 10 0.33 0.2 0.47 80 50 28 
Follower 12 9 13 20 0.5 0.3 0.2 71 45.5 28.25 
Follower 13 6 12 20 0.5 0.3 0.2 72.5 46.25 25.5 
Follower 14 6 15 16 0.55 0.27 0.18 69.5 44.75 30 
Follower 15 14 16 18 0.2 0.2 0.6 75.5 47.75 25.75 
Follower 16 14 15 17 0.35 0.36 0.29 78.5 49.25 29.75 
Follower 17 16 19 20 0.3 0.35 0.35 73.5 46.75 26 
Follower 18 4 15 19 0.55 0.2 0.25 71.5 45.75 27.75 
Follower 19 10 17 18 0.32 0.42 0.26 77.5 48.75 29.75 
Follower 20 12 13 17 1/3 1/3 1/3 79 49.5 26.5 
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Notice that leaders’ accelerations are chosen such that the cost function (2. 61) is 
minimized. Also, leaders’ positions are constrained to satisfy the holonomic constraint 𝐶′1 
defined by the eqn. (2. 57). Therefore, the acceleration norm of homogenous 
transformation is minimized, where the area of the leading triangle is preserved during 
MAS evolution.  
The communication weights applied by the followers are obtained by using the eqn. (3. 
8) based on the initial positions of the agents shown in the Figure 2-4, as listed in the 
Table 3-10. Followers update their positions according the eqns. (3. 109) and (3. 110) with 
the parameters 𝑐𝑖, 𝑔0𝑖, and 𝑔2𝑖 that are listed in the Table 3-10 (See the nonlinear control 
gain 𝑔𝑖 defined by the eqn. (3. 111).). 
Configurations of the agents at four different times 𝑡 = 15𝑠, 𝑡 = 30𝑠, 𝑡 = 50𝑠, and 
𝑡 = 75𝑠 are illustrated in the Figure 3-34.  
 
Figure 3-35: Acting force exerted on the followes when they update their positions 
through local communication  
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Force Analysis: When followers acquire the desired positions defined by the 
homogenous map through local communication, the required force may exceed the bound, 
√𝑎12 + 𝑎22, (See the relation (2. 35).). This is because of the time lag that followers have 
to acquire the desired positions prescribed by the leaders. In the Figure 3-35, the required 
forces for the followers are shown, where they update their positions according to the 
dynamics (3. 109) and (3. 110). As observed, the acting forces required for the motion of 
the followers exceed the upper bound √𝑎12 + 𝑎22 that was previously determined in the 
Example 2-1. 
3.2.6 Asymptotic Tracking of Desired Positions  
The minimum communication protocol, presented above, can assure convergence of 
followers’ positions in the current configuration to the desired positions inside the final 
containment region, when leaders stopped.  However, followers deviate from the desired 
positions, defined by homogenous transformation, during transition. If followers’ 
deviations are considerable, inter-agent collision may not be avoided during transition.    
Therefore, vanishing followers’ deviations from their desired positions during transition is 
highly significant, and it is investigated in this Section. In this regard, first each leader is 
permitted to choose a finite polynomial vector of the order (𝑝 − 1) ∈ ℕ vector for its 
trajectory connecting two consecutive way points. Then, a dynamics of the order 𝑝 ∈ ℕ is 
considered for the evolution of the follower 𝑖 ∈ 𝑣𝐹. It is shown how followers’ deviations 
converge to zero during transition, while each follower only access the state information 
of 𝑛 + 1 local agents. 
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Dynamics of the Agents: Suppose the leader agent 𝑘 (𝑘 ∈ 𝑣𝐿) chooses a finite 
polynomial vector of the order (𝑝 − 1) (𝑝 ∈ ℕ), as a function of time, for its trajectory 
connecting two desired consecutive way points. Therefore,  
∀𝑘 ∈ 𝑣𝐿 ,
𝑑𝑝𝑟𝑘
𝑑𝑡𝑝
= 0. 
(3. 117) 
The follower 𝑖 (𝑖 ∈ 𝑣𝐹) updates its current position by  
𝑑𝑝𝑟𝑖
𝑑𝑡𝑝
= 𝛽1 (
𝑑𝑝−1𝑟𝑖,𝑑
𝑑𝑡𝑝
−
𝑑𝑝−1𝑟𝑖
𝑑𝑡𝑝
) +⋯+ 𝛽𝑝(𝑟𝑖,𝑑 − 𝑟𝑖) 
(3. 118) 
where 𝑟𝑖 is the actual position of the follower 𝑖,  
𝑟𝑖,𝑑(𝑡) = ∑𝑥𝑞,𝑖,𝑑(𝑡)?̂?𝑞
𝑛
𝑞=1
= ∑ 𝑤𝑖,𝑗𝑟𝑖(𝑡)
𝑗∈𝒩𝑖
, 
(3. 119) 
and the constant parameters 𝛽1, 𝛽2, …, 𝛽𝑝 are chosen such that the roots of the 
characteristic equation 
|𝑠𝑝𝐼 − (𝛽1𝑠
𝑝−1 +⋯+ 𝛽𝑝−1𝑠 + 𝛽𝑝)𝐴| = 0 (3. 120) 
are all located in the open left half s-plane. Therefore, 𝑥𝑞,𝑖 (the 𝑞
𝑡ℎ component of the 
position of the follower 𝑖) is updated as follow: 
𝑑𝑝𝑥𝑞,𝑖
𝑑𝑡𝑝
= 𝛽1 (
𝑑𝑝−1𝑥𝑞,𝑖,𝑑
𝑑𝑡𝑝
−
𝑑𝑝−1𝑥𝑞,𝑖
𝑑𝑡𝑝
) +⋯+ 𝛽𝑝(𝑥𝑞,𝑖,𝑑 − 𝑥𝑞,𝑖), 
(3. 121) 
where 𝑥𝑞,𝑖,𝑑(𝑡) is the 𝑞
𝑡ℎ component of 𝑟𝑖,𝑑(𝑡). The eqn. (3. 121) is the row 𝑖 − 𝑛 − 1 of 
the following matrix dynamics of the order 𝑝: 
𝑧𝑞
(𝑝) − 𝐴 {𝛽1𝑧𝑞
(𝑝−1) + 𝛽2𝑧𝑞
(𝑝−2) +⋯+ 𝛽𝑝𝑧𝑞}
= 𝐵 {𝛽1𝑢𝑞
(𝑝−1) + 𝛽2𝑢𝑞
(𝑝−2) +⋯+ 𝛽𝑝𝑢𝑞}. 
(3. 122) 
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Now the right hand side of eqn. (3. 122) is rewritten as 
𝐵 {𝛽1𝑢𝑞
(𝑝−1) + 𝛽2𝑢𝑞
(𝑝−2) +⋯+ 𝛽𝑝𝑢𝑞} = (𝐴𝐴
−1)𝐵 {𝛽1𝑢𝑞
(𝑝−1) +
𝛽2𝑢𝑞
(𝑝−2) +⋯+ 𝛽𝑝𝑢𝑞} = 𝐴 {𝛽1𝐴
−1𝐵𝑢𝑞
(𝑝−1) + 𝛽2𝐴
−1𝐵𝑢𝑞
(𝑝−2) +⋯+
𝛽𝑝𝐴
−1𝐵𝑢𝑞} = −𝐴 {𝛽1
𝑑𝑝−1
𝑑𝑡𝑝−1 
(𝑧𝑞,𝐻𝑇) + 𝛽2
𝑑𝑝−2
𝑑𝑡𝑝−2 
(𝑧𝑞,𝐻𝑇) + ⋯+
𝛽𝑝
𝑑𝑝−1
𝑑𝑡𝑝−1 
(𝑧𝑞,𝐻𝑇)}.   
(3. 123) 
where 𝑧𝑞,𝐻𝑇 ∈ ℝ
𝑁−𝑛−1, defined by the eqn. (3. 16), specifies the 𝑞𝑡ℎ components of 
followers’ positions at the time 𝑡. Then, eqn. (3. 122) is simplified to 
𝐸𝑞
(𝑝) − 𝐴 {𝛽1𝐸𝑞
(𝑝−1) + 𝛽2𝐸𝑞
(𝑝−2) +⋯+ 𝛽𝑝𝐸𝑞} =
𝑑𝑝
𝑑𝑡𝑝 
(𝑧𝑞,𝐻𝑇)   
(3. 124) 
where 𝐸𝑞 = 𝑧𝑞,𝐻𝑇 − 𝑧𝑞 is the 𝑞
𝑡ℎ component of the deviation of followers from the desired 
state defined by the homogenous transformation.  
Because position of each leader satisfies the eqn. (3. 117), thus,  
𝑑𝑝
𝑑𝑡𝑝 
(𝑧𝑞,𝐻𝑇) = 0 and 
𝐸𝑞 asymptotically converges to zero. In other words, deviations of followers from the 
desired positions vanish during MAS evolution, while followers can only access states of 
𝑛 + 1 local agents. 
Example 3-10: Consider an MAS consisting of 14 agents evolves in the X-Y plane 
under the proposed leader follower model. Let leaders move with constant velocities on 
the straight paths illustrated in the Figure 3-36. Therefore, 
𝑑2𝑟𝑘
𝑑𝑡2
= 0 (𝑟𝑘(𝑡) denotes the 
position of the leader 𝑘 (𝑘 = 1,2,3)).   The follower 𝑖 ∈ 𝑣𝐹  updates the 𝑞
𝑡ℎ component of 
its current position according to the (3. 118) based on the positions of  three adjacent agents, 
where 𝑝 = 2, 𝛽1 = 20, and 𝛽2 = 20. Initial positions of the agents are shown in the 
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Figure 3-37 as listed in the Table 3-11. Communication weights of the followers that are 
consistent with the agents’ initial positions, are also given in the Table 3-11.  
Table 3-11 Initial positions and communication weights associated with the formation 
shown in the Figure 3-37 
 Initial Positions (m) Adjacent Agents Communication Weights 
𝑋𝑖 𝑌𝑖 𝑖1 𝑖2 𝑖3 𝑤𝑖,𝑖1  𝑤𝑖,𝑖2  𝑤𝑖,𝑖3  
Leader 1 10.0000 10.0000 - - - - - - 
Leader 2 15.0000 10.0000 - - - - - - 
Leader 3 15.0000 20.0000 - - - - - - 
Follower 4 11.5044 11.4005 1 7 8 0.50 0.20 0.30 
Follower 5 14.7762 10.5583 2 9 10 0.71 0.15 0.14 
Follower 6 14.3166 17.1550 3 11 12 0.45 0.25 0.30 
Follower 7 12.7596 13.4963 4 12 13 0.32 0.30 0.38 
Follower 8 13.1749 12.3376 4 9 14 0.29 0.36 0.35 
Follower 9 14.1295 11.6682 5 8 10 0.35 0.31 0.34 
Follower 10 14.3340 12.2003 5 9 11 0.33 0.37 0.30 
Follower 11 14.1000 14.6629 6 10 14 0.40 0.30 0.30 
Follower 12 13.4720 14.9644 6 7 13 0.34 0.29 0.37 
Follower 13 13.2542 14.1020 7 12 14 0.35 0.35 0.30 
Follower 14 13.5772 13.8027 8 11 13 0.30 0.41 0.29 
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Figure 3-36: Trajectories of the leaders 
 
Figure 3-37: Sample graph defining inter-agent communication for planar MAS 
evolution under the protocol of minimum communication 
123 
 
 
 
Shown in the Figure 3-38 are the X and Y components of the desired and actual 
positions of the follower 14  as a function of time. As shown in the Figure 3-38, the desired 
position (dotted curve) is asymptotically tracked by the follower 14 during MAS evolution, 
where deviation of follower 14 (from its desired position) vanishes in around 3𝑠. 
 
Figure 3-38: Asymptotic tracking of the desired position by the  follower 14  
3.3 Protocol of Preservation of Volumetric Ratios 
The above strategy relying on minimum inter-agent communication limits the number 
of agents, and the inter agent communication. Also, the magnitude of the real part of the 
smallest eigenvalue of the matrix 𝐴 may not be high enough, when inter-agent interaction 
is minimum. Therefore, deviation from the desired position, given by homogenous 
deformation, may be considerable during MAS evolution, although achieving the final 
homogenous configuration is assured. On the other hand, if we raise the number of inter-
agent communications, then, communications weights cannot be assigned uniquely based 
on the agents’ initial positions, unless weights are prescribed apriori such that they are 
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consistent with the initial positions of the agents. So, it is interesting to know how a 
homogenous transformation can be acquired by an MAS, when the follower 𝑖 is allowed 
to interact with 𝑚𝑖 > 𝑛 + 1 local agents to evolve. In this Section we investigate this 
problem and show how homogenous transformation of an MAS can be achieved by 
preserving some volumetric ratios, where followers are not restricted to interact only with 
𝑛 + 1 neighboring agents. 
3.3.1 Volumetric Weight Ratios 
Consider a n-dimensional communication polytope Ω𝑖, that is the union of 𝑚𝑖 different 
sub-polyhedra Ω𝑖,1, Ω𝑖,2, …,  Ω𝑖,𝑚𝑖,  where there is no intersection between any two sub- 
polyhedra inside Ω𝑖. Notice that the vertices of the polytope Ω𝑖 is occupied by 𝑝𝑖 ≥ 𝑛 + 1 
agents whose states are accessible to the agent 𝑖.  Let  
𝑎𝑤𝑖𝑗 =
𝑣 𝑖,𝑗
𝑣 𝑖
 
(3. 125) 
be the ratio of the volume of the sub-polyhedron   Ω𝑖,𝑗 (𝑗 = 𝑖1, 𝑖2, … , 𝑖𝑚𝑖 ), which is denoted 
by 
𝑣 𝑖,𝑗 =
1
𝑛! |
|
𝑥1,𝑖 𝑥2,𝑖 … 𝑥𝑛,𝑖 1
𝑥1,𝑖1 𝑥2,𝑖1 … 𝑥𝑛,𝑖1 1
𝑥1𝑖2 𝑥2𝑖2 … 𝑥𝑛𝑖2 1
⋮ ⋮ ⋮ ⋮
𝑥1𝑖𝑛+1 𝑥2𝑖𝑛+1 … 𝑥𝑛𝑖𝑛+1 1
|
|
= ∑𝑂𝑞,𝑖,𝑗𝑥𝑞,𝑖
𝑛
𝑞=1
+ 𝑃𝑖𝑗 , 
 
(3. 126) 
 to the total volume of the polytope Ω𝑖, which is denoted by 
𝑣𝑖 =∑𝑣 𝑖,𝑗
𝑚𝑖
𝑗=1
. 
(3. 127) 
It is noted that 𝑣𝑖,𝑗 must be positive. This can easily be accomplished by interchanging 
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two rows of the determinant if needed. Since the total volume 𝑣𝑖(𝑡) at any time 𝑡 ≥ 𝑡0, , 
does not depend on position of the agent 𝑖, therefore 
∑∑𝑂𝑞,𝑖,𝑗
𝑛
𝑞=1
𝑚𝑖
𝑗=1
= 0, 𝑓𝑜𝑟 𝑞 = 1,2, … , 𝑛 
(3. 128) 
and 
𝑣𝑖(𝑡) =∑𝑣𝑖,𝑗(𝑡)
𝑚𝑖
𝑗=1
=∑𝑃𝑖𝑗(𝑡)
𝑚𝑖
𝑗=1
. 
(3. 129) 
Remark 3-7: Under homogenous deformation, the volume ration 𝑎𝑤𝑖𝑗 (𝑖 ∈ 𝑣𝐹 , 𝑗 =
𝑖1, 𝑖2, … , 𝑖𝑚𝑖) remain time invariant at any time 𝑡. Therefore, 𝑎𝑤𝑖𝑗 can be calculated based 
on the agents’ positions in the initial configuration of the polytope Ω𝑖,  
𝐴𝑊𝑖𝑗 =
𝑉 𝑖,𝑗
𝑉 𝑖𝑖
, 
(3. 130) 
where 𝑉 𝑖,𝑗 and 𝑉 𝑖 are initial volume of the 𝑗
𝑡ℎ   (𝑗 = 𝑖1, 𝑖2, … , 𝑖𝑚𝑖 ) sub-polyhedron and the 
polytope  Ω𝑖, respectively. The ratio 𝐴𝑊𝑖𝑗 is called the volumetric weight ratios. 
2-D Deformation (Area Weights): Schematic of the communication polygon Ω𝑖 is 
shown in the Figure 3-39.  As seen in the Figure 3-39, vertices of the polygon Ω𝑖 are 
occupied by the adjacent agents 𝑖1, 𝑖2,…, 𝑖𝑚𝑖. Also, the polygon Ω𝑖 is the union of 𝑚𝑖 
triangles, with initial areas 𝐴𝑖,1, 𝐴𝑖,2,…, 𝐴𝑖,𝑚𝑖, where 𝐴𝑖 = 𝐴𝑖,1 + 𝐴𝑖,2 +⋯+ 𝐴𝑖,𝑚𝑖 denotes 
the net area of the polygon. 
For homogenous deformation in a plane, the ratio  
𝐴𝑊𝑖𝑗 =
𝐴𝑖,𝑗
𝐴Ω𝑖
, 
(3. 131) 
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is called area weight. Note that 𝐴𝑊𝑖𝑗 remains time-invariant, if the polygon Ω𝑖 deforms 
under a homogenous mapping. It is evident that  
∑𝐴𝑊𝑖,𝑗
𝑚𝑖
𝑗=1
= 1. 
(3. 132) 
Also, 
𝐴𝑖,𝑗 =
1
2
|
𝑋𝑖 𝑌𝑖 1
𝑋𝑖𝑗+1 𝑌𝑖𝑗+1 1
𝑋𝑖𝑗 𝑌𝑖𝑗 1
|, 
(3. 133) 
where  (𝑋𝑖, 𝑌𝑖), (𝑋𝑖𝑗+1, 𝑌𝑖𝑗+1), and (𝑋𝑖𝑗 , 𝑌𝑖𝑗), are initial positions of agents i, 𝑖𝑗+1,  and 𝑖𝑗, 
respectively. 
 
Figure 3-39: Schematic of the polygon Ω𝑖 which consists of 𝑚𝑖 sub-triangles 
3.3.2 Communication Protocol 
Consider an MAS  that consists of 𝑁 agents and moves collectively in ℝ𝑛. Agents 
1, 2, … ,𝑁𝑙 (𝑙 ≥ 𝑛 + 1) are the leaders located at the vertices of the leading polytope, where 
they are transformed under a homogenous mapping. The remaining agents are the followers 
updating their positions through communication with some neighboring agents. It is noted 
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that every follower is allowed to interact with 𝑝𝑖 ≥ 𝑛 + 1 local agents, where positions of 
the in-neighbor agents satisfy the following rank condition: 
∀𝑡 ≥ 𝑡0, 𝑅𝑎𝑛𝑘 [𝑟𝑖2 − 𝑟𝑖1 ⋮ ⋯ ⋮ 𝑟𝑖𝑝𝑖
− 𝑟𝑖1] = 𝑛. (3. 134) 
Shown in the Figure 3-40 is a typical communication graph applied by an MAS to move 
collectively in a plane. In the Figure 3-40 rounded nodes represent leaders, where they are 
located at the vertices of the leading polygon and numbered by 1, 2, … , 5. Furthermore, 
followers shown by square spots, are all placed inside the leading polygon and numbered 
by 6, 5, … , 14. Leader-follower interaction is shown by an arrow terminated to the follower. 
This is because leaders move independently, but position of a leader is tracked by a 
follower. Furthermore, follower-follower communication is shown by a non-directed edge. 
This implies bi-directional communication between the two in-neighbor followers.  
 
Figure 3-40: A typical communication graph 
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To satisfy the rank condition (3. 134), the follower agent 𝑖 ∈ 𝑣𝐹 is required to 
communicate with at least 3 local agents, where adjacent agents are not all aligned in the 
initial configuration. Also, every follower agent 𝑖 is initially placed inside the 𝑖𝑡ℎ 
communication polygon. In the Table 3-12, agents’ initial positions and the corresponding 
area weights, that are consistent with the configuration and the graph shown in the 
Figure 3-40, are listed. 
3.3.3 State of Homogenous Transformation 
Suppose leader agents of the MAS are transformed as a homogenous map, the initial 
and current positions of the leader 𝑖 (𝑖 = 1, 2, … ,𝑁𝑙) satisfy the eqn. (2.2). It is desired that 
followers acquire the desired positions defined by a homogenous transformation by local 
communication through preservation of volumetric ratios. For this purpose, the cost   
𝐽𝑖(𝑡) =
1
2
∑(𝑣𝑖,𝑗(𝑡) − 𝐴𝑊𝑖,𝑗𝑣𝑖(𝑡))
2
𝑚𝑖
𝑗=1
,  
(3. 135) 
is imposed on the evolution of the follower 𝑖 ∈ 𝑣𝐹 . The cost function 𝐽𝑖(𝑡) characterizes 
the deviation of the follower 𝑖  from the desired position defined by a homogenous 
transformation. 
Remark 3-8: If agents (followers and leaders) are transforms as homogenous 
deformation, all cost functions 𝐽𝑖(𝑡) (∀𝑖 ∈ 𝑣𝐹) vanish simultaneously at any 𝑡 ∈ [𝑡0, 𝑇]. 
Notice that 𝑇 is the time when leaders stop. In other words, the desired states prescribed 
by a homogenous transformation is defined by 
∀𝑡 ≥ 𝑡0 ,   ∀𝑖 ∈ 𝑣𝐹 , 𝐽𝑖(𝑡) = 0. (3. 136) 
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Table 3-12 Followers’ initial positions and the initial area weights associated with the 
MAS configuration shown in the Figure 3-40 
𝑖 Initial Position Adjacent Agents Volumetric Weights 
𝑋(𝑚) 𝑌(𝑚) 𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 𝐴𝑊𝑖,𝑖1  𝐴𝑊𝑖,𝑖2 𝐴𝑊𝑖,𝑖3 𝐴𝑊𝑖,𝑖4 𝐴𝑊𝑖,𝑖5 
L1 0.0000 0.0000 - - - - - - - - - - 
L2 10.0000 4.0000 - - - - - - - - - - 
L3 9.0000 12.0000 - - - - - - - - - - 
L4 2.0000 15.0000 - - - - - - - - - - 
L5 -3.0000 9.0000 - - - - - - - - - - 
F6 
1.8474 4.5152 1 7 12 14 11 0.2745 0.1469 0.1424 0.1978 0.2384 
F7 
7.6986 4.8704 2 12 6 - - 0.1304 0.6087 0.2609 - - 
F8 
6.6566 10.5475 3 9 13 12 - 0.3386 0.2933 0.1727 0.1954 - 
F9 
2.8193 12.6743 8 4 10 14 - 0.2291 0.1663 0.1651 0.4395 - 
F10 
1.3242 10.5533 9 11 14 - - 0.2143 0.4286 0.3571 - - 
F11 
-1.3275 8.8683 5 6 10 - - 0.2549 0.6275 0.1176 - - 
F12 
5.2544 7.0789 7 8 13 6 - 0.2894 0.1346 0.2313 0.3448 - 
F13 
4.6015 9.3031 8 14 12 - - 0.1667 0.3667 0.4667 - - 
F14 
2.7536 9.1197 13 9 10 6 - 0.2345 0.1851 0.2819 0.2984 - 
Followers can determine the desired position through local communication with the 𝑚𝑖 
adjacent agents,  where the follower agent 𝑖 ∈ 𝑣𝐹 updates its current position such that  
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𝐽𝑖(𝑡) is minimized at any time 𝑡. The local minimum of the cost function 𝐽𝑖(𝑡) is obtained 
at  
𝑟𝑖,𝑑(𝑡) = ∑𝑥𝑞,𝑖,𝑑(𝑡)?̂?𝑞
𝑛
𝑞=1
 
(3. 137) 
where 𝑥𝑘,𝑖,𝑑(𝑡)s are given by the solution of 
[
𝑥1,𝑖,𝑑
𝑥2,𝑖,𝑑
⋮
𝑥𝑛,𝑖,𝑑
] = −
[
 
 
 
 
 
 
 
 
 
 
∑𝑂1,𝑖,𝑗
2
𝑚𝑖
𝑗=1
∑𝑂1,𝑖,𝑗𝑂2,𝑖,𝑗
𝑚𝑖
𝑗=1
… ∑𝑂1,𝑖,𝑗𝑂𝑛,𝑖,𝑗
𝑚𝑖
𝑗=1
∑𝑂2,𝑖,𝑗𝑂1,𝑖,𝑗
𝑚𝑖
𝑗=1
∑𝑂2,𝑖,𝑗
2
𝑚𝑖
𝑗=1
… ∑𝑂2,𝑖,𝑗𝑂𝑛,𝑖,𝑗
𝑚𝑖
𝑗=1
⋮ ⋮ ⋮
∑𝑂𝑛,𝑖,𝑗𝑂1,𝑖,𝑗
𝑚𝑖
𝑗=1
∑𝑂𝑛,𝑖,𝑗𝑂2,𝑖,𝑗
𝑚𝑖
𝑗=1
… ∑𝑂𝑛,𝑖,𝑗
2
𝑚𝑖
𝑗=1 ]
 
 
 
 
 
 
 
 
 
 
−1
[
 
 
 
 
 
 
 
 
 
 
∑(𝑂1,𝑖,𝑗𝑃𝑖𝑗 − 𝑣 𝑖𝐴𝑊𝑖,𝑗𝑂1,𝑖,𝑗)
𝑚𝑖
𝑗=1
∑(𝑂2,𝑖,𝑗𝑃𝑖𝑗 − 𝑣 𝑖𝐴𝑊𝑖,𝑗𝑂2,𝑖,𝑗)
𝑚𝑖
𝑗=1
⋮
∑(𝑂𝑛,𝑖,𝑗𝑃𝑖𝑗 − 𝑣 𝑖𝐴𝑊𝑖,𝑗𝑂𝑛,𝑖,𝑗)
𝑚𝑖
𝑗=1 ]
 
 
 
 
 
 
 
 
 
 
. 
 
 
(3. 138) 
Notice that 𝑥𝑞,𝑖,𝑑(𝑡) is considered as the 𝑞
𝑡ℎ (𝑞 = 1,2, … , 𝑛) component of  𝑟𝑖,𝑑(𝑡), 
where  
𝜕𝐽𝑖
𝜕𝑥𝑞,𝑖
= 0  at 𝑟𝑖 = 𝑟𝑖,𝑑.  
3.3.4 Followers’ Dynamics 
Suppose the follower 𝑖 ∈ 𝑣𝐹 updates its current positions according to the following 
first order model: 
?̇?𝑖 = 𝑔𝑖(𝑟𝑖,𝑑 − 𝑟𝑖), ∀𝑖 ∈ 𝑣𝐹 . (3. 139) 
Because 𝑔𝑖 ∈ ℝ+ is constant, thus, the set of equilibrium points, denoted by 𝑟𝑖 =
𝑟𝑖,𝑑(∀𝑖 ∈ 𝑣𝐹), are locally stable. As shown in the Figure 3-41, the level surfaces 𝐽𝑖 =
𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 represent ellipsoids all centered at 𝑟𝑖,𝑑, thus, they are convex and if the position 
of the follower 𝑖 ∈ 𝑣𝐹 is updated according to the eqn. (3. 139), then, 𝐽?̇? < 0 in the vicinity 
enclosing 𝑟𝑖,𝑑. Hence, 𝐽𝑖 remains bounded and it asymptotically converges to zero when the 
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leaders stop.  This implies that final formation is a homogenous deformation of the initial 
configuration. 
 
Figure 3-41: Level curves of the local cost function 𝐽𝑖(𝑡) 
Example 3-11: Consider the agents’ initial configuration shown in the Figure 3-40. 
Leaders, identified by 1, 2, …, 5, are located at the vertices of the leading pentagon, while 
followers are all distributed inside the leading pentagon. Note that leaders move on the 
paths shown in the Figure 3-42,  where they are initially at P1(0,0), P2(10,4), P3(9,12), 
P4(2,15), and P5(-3,9) and eventually settle at Q1(45,35), Q2(60,49), Q3(69,42), 
Q4(65.75,28.33), and Q5(53.25,24) at time 𝑡 = 20𝑠. Notice that leaders deform under a 
homogenous transformation, where the entries of the Jacobian 𝑄 (𝑄11, 𝑄12, 𝑄21, and 𝑄22) 
and the vector 𝐷 (𝐷1 and 𝐷2) are uniquely related to the X and Y components of the 
positions of the leaders 1, 2, and 3 according to the eqn.  (2. 22).  
Initial positions of the followers and the corresponding area weights are all listed in the 
Table 3-12. It is noted that the follower 𝑖 ∈ 𝑣𝐹  updates its position according to the eqn. 
(3. 139), where 𝑔𝑖 = 𝑔 = 10 (∀𝑖 ∈ 𝑣𝐹). In the Figure 3-43, X and Y components of the 
actual position of the agents 14 are shown by continuous curves. Additionally, X and Y 
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components the desired position of the follower 14, given by the homogenous map, are 
illustrated by the dotted curves in the Figure 3-43. 
 
Figure 3-42: Trajectories of the leader agents; Configurations of the leading polygon at 
different sample time 𝑡=0𝑠, 𝑡=7𝑠, 𝑡=11𝑠,  𝑎𝑛𝑑 𝑡=20𝑠 
 
Figure 3-43: X and Y coordinates of the actual and desired positions of the follower 14 
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Configurations of the MAS formations at different times 𝑡 = 0𝑠, 𝑡 = 7𝑠, 𝑡 = 11𝑠, 𝑡 =
18𝑠, and 𝑡 = 25𝑠 are shown in the Figure 3-44.  
 
Figure 3-44: Formations of the MAS at sample times 𝑡 = 0𝑠, 𝑡 = 7𝑠, 𝑡 = 11𝑠, 𝑡 =
18𝑠, and 𝑡 = 25𝑠 
 
Figure 3-45: Transient area weights 𝑎𝑤14,6, 𝑎𝑤14,9, 𝑎𝑤14,10, and 𝑎𝑤14,13 
In the Figure 3-45, the transient area weights of the follower 14, that are obtained from 
the eqn. (3. 125), are shown versus time. As seen in the Figure 3-45, the initial and final 
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area weights are identical. Therefore, follower 14 ultimately reach the desired position 
defined by the homogenous deformation. 
Table 3-13 Initial positions of followers and corresponding weights 𝛼𝑖,𝑘 
 𝑋𝑖 𝑌𝑖 𝛼𝑖,1 𝛼𝑖,2 𝛼𝑖,3 
F 4 11.5044 11.4005 0.6991 0.1608 0.1401 
F 5 14.7762 10.5583 0.0448 0.8994 0.0558 
F 6 14.3166 17.1550 0.1367 0.1478 0.7155 
F 7 12.7596 13.4963 0.4481 0.2023 0.3496 
F 8 13.1749 12.3376 0.3650 0.4012 0.2338 
F 9 14.1295 11.6682 0.1741 0.6591 0.1668 
F 10 14.3340 12.2003 0.1332 0.6468 0.2200 
F 11 14.1000 14.6629 0.1800 0.3537 0.4663 
F 12 13.4720 14.9644 0.3056 0.1980 0.4964 
F 13 13.2542 14.1020 0.3492 0.2406 0.4102 
F 14 13.5772 13.8027 0.2846 0.3352 0.3803 
3.4 Comparison of the Different Algorithms for the Homogenous Deformation of the 
MAS under Local Communication 
In this Section, evolution of an MAS consisting 14 agents (3 leaders and 11 followers) 
are investigated, where followers apply different algorithms discussed in the Chapter 2 and 
Chapter 3. The main objective is to evaluate the convergence rate of the followers’ 
evolution under different proposed communication protocols. 
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Example 3-12: Consider an MAS consisting of 3 leaders and 11 followers with the 
initial positions shown in the Figure 3-37 as listed in the Table 3-13. The parameter 𝛼𝑖,𝑘 
(𝑖 ∈ 𝑣𝐹 and 𝑘 = 1,2,3)  is also obtained by using the eqn. (2. 19) as listed in the last three 
columns of the Table 3-13.   
Leaders are initially placed at (10,10), (15,10), and (15,20) at 𝑡 = 0𝑠. Let leaders 
choose the paths shown in the Figure 3-36, and come to rest at (30,20), (45,15), and 
(35,25) at 𝑡 = 20𝑠. 
Followers’ Evolution under No Inter-Agent Communication: The follower 𝑖 ∈ 𝑣𝐹  
can reach the desired position 𝑟𝑖,𝐻𝑇 without local inter-agent communication, only by 
knowing (i) positions of the leaders (1, 2 and 3) at the 𝑡 ∈ [0,20]𝑠, (ii) the parameters 𝛼𝑖,1, 
𝛼𝑖,2, and 𝛼𝑖,3. Note that each follower updates its position according to the eqn. (2. 18). 
Followers’ desired configurations at four different times are shown in the Figure 3-46.  
 
Figure 3-46: Desired formations of the MAS at four different sample times 
136 
 
 
 
Let the graph shown in the Figure 3-37 defines fixed inter-agent communication among 
the followers, where followers’ communication weights are consistent with the agents’ 
initial positions (shown in the Figure 3-37). Communication weights are specified by using 
the eqn. (3. 7) as listed in the Table 3-11.  
Followers’ Evolution under Minimum Inter-Agent Communication-Method 1: Let 
the follower 𝑖 (∀𝑖 ∈ 𝑣𝐹) update its current position according to the eqn. (3. 22), where 
𝑔𝑖 = 𝑔 = 20. In the Figure 3-47, components of the desired and actual positions of 
follower 14 are shown by dotted and continuous curves, respectively. As seen the follower 
14 deviates from desired position 𝑟𝑖,𝐻𝑇 during evolution, although the final desired position 
is reached. It is obvious that increasing the gain 𝑔 reduces deviation from the state of 
homogenous transformation. 
 
Figure 3-47: X and Y components of the desired position 𝑟14,𝐻𝑇(𝑡); X and Y 
components of the actual position 𝑟14(𝑡) 
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Followers’ Evolution under Minimum Inter-Agent Communication-Method 2: Now, 
let the follower 𝑖 (∀𝑖 ∈ 𝑣𝐹) uses the algorithm developed in the Section 3.2.3.3, where the 
communication graph shown in the Figure 3-37 is applied. Thus, the follower 𝑖 ∈ 𝑣𝐹 
evolves according to the eqn. (3. 105), where 𝑔𝑖(𝑡) is chosen as follows: 
𝑔𝑖(𝑡) = 10 + 𝑚𝑎𝑥 (|𝜆𝑘 {(?̇?𝑖𝑃𝑖
−1)
𝑇
+ (?̇?𝑖𝑃𝑖
−1)}|) (3. 140) 
Control parameter 𝑔14 as a function of time is shown in the Figure 3-48. In addition, 
the time varying weights 𝜛8,4, 𝜛8,9, and 𝜛8,14 are depicted versus time in the Figure 3-49. 
As seen in the Figure 3-49, final values of 𝜛8,4, 𝜛8,9, and 𝜛8,14are the same the same as 
the communication weights 𝑤8,4 = 0.29, 𝑤8,9 = 0.36, and 𝑤8,14 = 0.35, respectively. 
This implies that the follower 14 ultimately reaches the desired position 𝑟14,𝐻𝑇.  
 
Figure 3-48: Control parameter 𝑔14(𝑡) 
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Figure 3-49: Transient weight ratios 𝜛8,4, 𝜛8,9, and 𝜛8,14 
Followers’ Evolution under Preservation of Area Ratios: Consider the initial 
distribution shown in in the Figure 3-50 which is the same as agents’ initial distribution in 
the Figure 3-37. As seen in the Figure 3-50, followers apply a different communication 
graph to acquire the desired positions. Here, each follower is allowed to interact with more 
than three local agents.  
In the Table 3-14, agents’ initial positions and the area weights, that are consistent with 
the graph shown in the Figure 3-50, are listed. Let all followers choose control gain 𝑔𝑖 =
𝑔 = 20 (∀𝑖 ∈ 𝑣𝐹), where they update their position according to the eqn. (3. 139). 
The transient area weights 𝑎𝑤𝑖𝑗 =
𝑎𝑖,𝑗(𝑡)
𝑎𝑖(𝑡)
 are obtained as a function of time for the 
follower 14 as shown in the Figure 3-51. As seen in the Figure 3-51, the initial and final 
area weights are the same that conveys final formation is a homogenous mapping of the 
initial distribution of the agents. 
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Figure 3-50: Sample graph for an MAS moving in a plane under the protocol of 
preservation of the volumetric ratios 
 
Figure 3-51: Transient area weights of the follower 14 
In the Figure 3-52, deviation from state of homogenous transformation is depicted at 
three sample times 𝑡 = 6.5𝑠, 𝑡 = 11.3𝑠, and 𝑡 = 20𝑠, where followers use (i) the first 
method of minimum communication, and (ii) method of preservation of area ratios to 
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update their position through local communication. As seen, deviation from the state of 
homogenous mapping (no communication) is less when preservation of area ratios is 
applied.  
Table 3-14 Followers’ initial positions and the initial area weights associated with the 
MAS configuration shown in the Figure 3-50 
𝑖 Initial Position Adjacent Agents Volumetric Weights 
𝑋(𝑚) 𝑌(𝑚) 𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 𝐴𝑊𝑖,𝑖1  𝐴𝑊𝑖,𝑖2 𝐴𝑊𝑖,𝑖3 𝐴𝑊𝑖,𝑖4 𝐴𝑊𝑖,𝑖5 
L1 0.0000 0.0000 - - - - - - - - - - 
L2 10.0000 4.0000 - - - - - - - - - - 
L3 9.0000 12.0000 - - - - - - - - - - 
F4 2.0000 15.0000 7 8 1 - - 0.50 0.20 0.30 - - 
F5 -3.0000 9.0000 10 2 9 - - 0.15 0.14 0.71 - - 
F6 1.8474 4.5152 3 11 12 - - 0.30 0.45 0.25 - - 
F7 7.6986 4.8704 4 12 13 - - 0.38 0.32 0.30 - - 
F8 6.6566 10.5475 13 14 9 4 - 0.08 0.24 0.28 0.40 - 
F9 2.8193 12.6743 14 10 5 8 - 0.20 0.16 0.18 0.46 - 
F10 1.3242 10.5533 14 11 5 9 - 0.43 0.20 0.16 0.21 - 
F11 -1.3275 8.8683 6 10 14 12 - 0.23 0.30 0.14 0.33 - 
F12 5.2544 7.0789 6 11 13 7 - 0.57 0.22 0.10 0.11 - 
F13 4.6015 9.3031 12 14 8 7 - 0.17 0.29 0.40 0.14 - 
F14 2.7536 9.1197 13 11 10 9 8 0.09 0.30 0.15 0.34 0.12 
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Figure 3-52: Deviation from the desired states defined by the homogenous mapping, 
where followers use (i) the first method of minimum communication protocol, and (ii) 
the method of preservation of area ratios 
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Chapter 4 ALIGNMENT AS BIOLOGICAL INSPIRATION 
FOR CONTROL OF MULTI AGENT SYSTEMS 
 
 
 
In this chapter, a framework for evolution of an MAS under alignment strategy is 
developed. This novel idea comes from the hypothesis that natural biological swarms do 
not perform peer-to-peer communication to sustain the group behavior as a collective. The 
group evolution is more likely based on what each individual agent perceives of its nearby 
agents behavior to control its own action.  Most available engineering swarms rely on local 
interaction, where an individual agent requires precise state information of its neighboring 
agents to evolve.  Here, agents of an MAS are considered as particles of a continuum 
(deformable Body) transforming under a homogenous mapping. Using the interesting 
property of homogenous transformation that two crossing straight lines in an initial 
configuration translate as two different crossing straight lines, it is shown how certain 
desired objectives can be achieved by agents of a swarm via preserving alignment among 
nearby agents. This is highly interesting as agents don’t need to know the exact positions 
of the adjacent agents nor do they require peer to peer interaction.  
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4.1 Initial distribution of the agents 
Suppose that Ω0 is a closed domain in ℝ
𝑛 embedding a finite number of agents. Let 𝑁𝑙 
leader agents be placed at the boundary of the domain Ω0, which is denoted by 𝜕Ω0. Leader 
agents occupy the opposite ends of 𝑚 leading segments, where every interior (follower) 
agent is placed at the intersection of the two crossing line segments. The boundary (leader) 
agents are numbered 1,2 , … , 𝑁𝑙, and the follower agents are indexed 𝑁𝑙 + 1, 𝑁𝑙 + 2, …,𝑁. 
Shown in the Figure 4-1 is the domain Ω0 that is an example of a convex domain in ℝ
2. 
As illustrated, each follower agent is located at the intersection of the two leading segments 
inside Ω0. 
 
Figure 4-1: A convex domain Ω0 with some interior points resulting from intersection 
of some lines passing through Ω𝑡0  
Because the domain Ω0 is convex, then, every line contained in the interior of  Ω0 
crosses the boundary ∂Ω0  only at the two points. 
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4.2 Evolution of Leader Agents 
Let leaders’ positions are defined by a homeomorphic mapping at any time t, where 
𝑓 ∈ ℝ𝑛 has the following properties: 
1- It is nonsingular with positive eigenvalues for the Jacobian matrix 𝑄(𝑅𝑖, 𝑡) =
𝜕𝑓
𝜕𝑅𝑖
. 
2- 𝑟𝑖(0) = 𝑓(𝑅𝑖, 0) = 𝑅𝑖 (𝑅𝑖is the initial position of the agent 𝑖.) 
The following theorem proves that the convex region Ω0 at the initial time 𝑡0, is 
transformed to another convex domain Ω𝑡, at time 𝑡 ≥ 𝑡0, and the number of intersection 
points of the leading segments inside the regions Ω0 and Ω𝑡 remain unchanged during  
transformation, if 𝑓 is homeomorphic mapping and satisfies the above two properties. 
 
Figure 4-2: Schematic of a homeomorphic mapping between two convex curves 
Theorem 4-1: Suppose that Ω0 ∈ ℝ
2 is a convex region and four distinct points  𝐴, 𝐵, 
𝐶, 𝐷 on 𝜕Ω0 have the arrangement illustrated in the Figure 4-2 (If we move along the 
curve 𝜕Ω0 in the counter clockwise direction, then,  𝐴 is met before 𝐵, 𝐵 is met before 𝐶, 
𝐶 is met before 𝐷, and 𝐷 is met before 𝐴). If 𝜕Ω0 is mapped to another convex curve 𝜕Ω𝑡, 
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under the homeomorphism 𝑓 (meeting properties 1 and 2), where the points 𝐴, 𝐵, 𝐶, and 
𝐷, on the curve 𝜕Ω0, are mapped to 𝐴′, 𝐵′, 𝐶′, and 𝐷′, respectively ,on the curve 𝜕Ω𝑡, then 
 Arrangement of the points 𝐴′, 𝐵′, 𝐶′, and 𝐷′, is the same as the arrangement of the 
points A, B, C, and D (If we move along the curve 𝜕Ω0 in the counter clockwise 
direction, then,  𝐴 is met before 𝐵, 𝐵 is met before 𝐶, 𝐶 is met before 𝐷, and 𝐷 is met 
before 𝐴). 
 point 𝑖 (positioned at the intersection of the line segments 𝐴𝐶 and 𝐵𝐷) and point 𝑖′ 
(positioned at the intersection of the line segments 𝐴′𝐶′ and 𝐵′𝐷′), are both placed 
inside  the domains Ω0and Ω𝑡, respectively. 
Proof:  Every two different points on the closed curve 𝜕Ω0,at time 𝑡0, is mapped to  
another two other different points on the closed curve 𝜕Ω𝑡, at the time 𝑡 ≥ 𝑡0,  if 𝑓 satisfies 
properties 1 and 2. Therefore, the arrangement of the points 𝐴′, 𝐵′, 𝐶′,  and 𝐷′, on the curve 
𝜕Ω𝑡 is the same as the ordering of 𝐴, 𝐵, 𝐶, and 𝐷 on the curve 𝜕Ω0. By convexity of the 
curve 𝜕Ω𝑡 each point that belongs  to the line segments 𝐴′𝐶′ and 𝐵′𝐷′ does not leave  Ω𝑡. 
This implies that the intersection of the segments 𝐴′𝐶′ and 𝐵′𝐷′ is located inside the domain 
Ω𝑡. ■ 
Theorem 4-1 allows to find requirements under which the number of intersection points 
(occupied by followers) remain invariant. However, there is still no guarantee that 
adjacency among agents is preserved. For example, consider the configuration of the MAS, 
shown in the Figure 4-1, that is transformed into the configuration Ω𝑡, shown in the 
Figure 4-3, at time 𝑡 ≥ 𝑡0. As seen, Ω𝑡 is still convex and the arrangement of the leaders 
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and the total number of intersection points both remain unchanged. It is noted that the 
configuration Ω𝑡 (shown in the Figure 4-3) is a possible formation that is resulted from a 
slight counter clockwise perturbation of the leader agent 8 along the boundary 𝜕Ω0. 
However, adjacency among some agents considerably changes due to this small 
perturbation. For instance, while the follower 17 is adjacent to the followers 11, 16, 18 and 
19, in the Figure 4-1, but the Figure 4-3, the followers 16, 19, 20, and 21 are adjacent to 
the follower 17.  
 
Figure 4-3: An schematic of MAS transformation when adjacency among the agents is 
changed 
Homogenous Transformation under Alignment Strategy: If the leaders’ positions are 
defined by a homogenous deformation at any time 𝑡, the total number of agents and 
adjacency among the agents are both preserved. Throughout this Chapter, it is assumed 
leaders transform under a homogenous mapping, therefor the initial and current positions 
of the leader 𝑖 (𝑖 = 1,2, … ,𝑁𝑙) satisfy the eqn. (2.2). 
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4.3 Evolution of Follower Agents 
4.3.1 Followers’ Desired Positions 
Let position of the intersection point of two crossing segments 𝑆1,𝑖 and 𝑆2,𝑖 be 
considered as the desired position for the follower 𝑖, where the follower 𝑖 is adjacent with 
the agents  𝑖1 and 𝑖2, located at opposite ends of 𝑆1,𝑖, and the agents  𝑖3 and 𝑖4, located at 
the opposite ends of 𝑆2,𝑖, as shown in the Figure 4-4. The crossing line segments 𝑆1,𝑖 and 
𝑆2,𝑖 are given in the following parametric form: 
𝑆1,𝑖: {
𝑥(𝑡) = (𝑥𝑖2(𝑡) − 𝑥𝑖1(𝑡)) ℎ𝑖,1,2 + 𝑥𝑖1(𝑡)
𝑦(𝑡) = (𝑥𝑖2(𝑡) − 𝑦𝑖1(𝑡)) ℎ𝑖,1,2 + 𝑦𝑖1(𝑡)
 
(4. 1) 
 
𝑆2,𝑖: {
𝑥(𝑡) = (𝑥𝑖4(𝑡) − 𝑥𝑖3(𝑡)) ℎ𝑖,3,4 + 𝑥𝑖3(𝑡)
𝑦(𝑡) = (𝑦𝑖4(𝑡) − 𝑦𝑖3(𝑡)) ℎ𝑖,3,4 + 𝑦𝑖3(𝑡)
. 
(4. 2) 
 
where 0 ≤  ℎ𝑖,1,2 ≤ 1and 0 ≤  ℎ𝑖,3,4 ≤ 1. Then, the desired position of the follower 𝑖 at a 
time 𝑡 is denoted by 𝑟𝑖,𝑑 = 𝑥𝑖,𝑑?̂?𝑥 + 𝑦𝑖,𝑑?̂?𝑦, where 
{
𝑥𝑖,𝑑(𝑡) = (𝑥𝑖2(𝑡) − 𝑥𝑖1(𝑡)) ℎ𝑑𝑖,1,2 + 𝑥𝑖1(𝑡)
𝑦𝑖,𝑑(𝑡) = (𝑦𝑖2(𝑡) − 𝑦𝑖1(𝑡)) ℎ𝑑𝑖,1,2 + 𝑦𝑖1(𝑡)
 
(4. 3) 
 
{
𝑥𝑖,𝑑(𝑡) = (𝑥𝑖4(𝑡) − 𝑥𝑖3(𝑡)) ℎ𝑑𝑖,3,4 + 𝑥𝑖3(𝑡)
𝑦𝑖,𝑑(𝑡) = (𝑦𝑖4(𝑡) − 𝑦𝑖3(𝑡)) ℎ𝑑𝑖,3,4 + 𝑦𝑖3(𝑡)
. 
(4. 4) 
 
Notice that ℎ𝑑𝑖,1,2and ℎ𝑑𝑖,3,4 are the unique parameters specifying positions of the 
intersection point. By equating the right hand sides of eqns. (4. 3) and (4. 4), it is concluded 
that 
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[
𝑥𝑖2 − 𝑥𝑖1 𝑥𝑖3 − 𝑥𝑖4
𝑦𝑖2 − 𝑥𝑖1 𝑦𝑖3 − 𝑥𝑖4
] [
ℎ𝑑𝑖,1,2
ℎ𝑑𝑖,3,4
] = [
𝑥𝑖3 − 𝑥𝑖1
𝑦𝑖3 − 𝑦𝑖1
]. 
(4. 5) 
 
Therefore, the X  and Y components of the desired position of the follower 𝑖 becomes 
[
𝑥𝑖,𝑑
𝑦𝑖,𝑑
] = [
𝑥𝑖2 − 𝑥𝑖1 0
0 𝑦𝑖4 − 𝑥𝑖3
] [
𝑥𝑖2 − 𝑥𝑖1 𝑥𝑖3 − 𝑥𝑖4
𝑦𝑖2 − 𝑥𝑖1 𝑦𝑖3 − 𝑥𝑖4
]
−1
[
𝑥𝑖3 − 𝑥𝑖1
𝑦𝑖3 − 𝑦𝑖1
] + [
𝑥𝑖1
𝑦𝑖3
]. 
(4. 6) 
 
 
Figure 4-4: Schematic of evolution of followers under alignment strategy 
In the theorem below, it is shown that the parameters ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 remain time 
invariant if all agents of the MAS transform under a homogenous map. 
Theorem 4-2: Under a homogenous deformation of the two crossing line segments 𝑆1,𝑖 
,𝑆2,𝑖, the parameters ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 (corresponding to the intersection point) remain 
positive and time invariant. Hence,  ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 are denoted by 𝐻𝐷𝑖,1,2 and 𝐻𝐷𝑖,3,4 
and determined based on the initial positions of the agents 𝑖1, 𝑖2, 𝑖3, and 𝑖4 as follows: 
[
𝐻𝐷𝑖,1,2
𝐻𝐷𝑖,3,4
] = [
𝑋𝑖2 − 𝑋𝑖1 𝑋𝑖3 − 𝑋𝑖4
𝑌𝑖2 − 𝑌𝑖1 𝑌𝑖3 − 𝑌𝑖4
]
−1
[
𝑋𝑖3 − 𝑋𝑖1
𝑌𝑖3 − 𝑌𝑖1
]. 
(4. 7) 
 
Proof: When agents 𝑖1, 𝑖2, 𝑖3, and 𝑖4 deform under a homogenous transformation, the 
position of the agent 𝑖4 can be uniquely expanded as thelinear combination of the positions 
of agents 𝑖1, 𝑖2 and 𝑖3 as 
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[
𝑥𝑖4
𝑦𝑖4
] = 𝛼𝑖4,𝑖1 [
𝑥𝑖1
𝑦𝑖1
] + 𝛼𝑖4,𝑖2 [
𝑥𝑖2
𝑦𝑖2
] + 𝛼𝑖4,𝑖3 [
𝑥𝑖3
𝑦𝑖3
] 
(4. 8) 
 
where the parameters 𝛼𝑖4,𝑖1, 𝛼𝑖4,𝑖2, and 𝛼𝑖4,𝑖3 remain unchanged  (See the Section 2.1.1 and 
the eqns. (2. 15) and (2. 16).). By substituting 𝑥𝑖4and  𝑦𝑖4 in the eqn. (4. 4) by the eqn. (4. 
8), and then equating the right hand sides of eqns. (4. 3) and (4. 4), it is concluded that 
[
𝑥𝑖2 − 𝑥𝑖1 𝛼𝑖4,𝑖1(𝑥𝑖3 − 𝑥𝑖1) + 𝛼𝑖4,𝑖2(𝑥𝑖3 − 𝑥𝑖2)
𝑦𝑖2 − 𝑦𝑖1 𝛼𝑖4,𝑖1(𝑦𝑖3 − 𝑦𝑖1) + 𝛼𝑖4,𝑖2(𝑦𝑖3 − 𝑦𝑖2)
] [
𝐻𝐷𝑖,1,2
𝐻𝐷𝑖,3,4
] = [
𝑥𝑖3 − 𝑥𝑖1
𝑦𝑖3 − 𝑦𝑖1
]. 
(4. 9) 
 
The eqn. (4. 9) can be rewritten as follows: 
(1 − 𝐻𝐷𝑖,1,2 − 𝛼𝑖4,𝑖1𝐻𝐷𝑖,3,4)𝑥𝑖1 + (𝐻𝐷𝑖,1,2 − 𝛼𝑖4,𝑖2𝐻𝐷𝑖,3,4)𝑥𝑖2 +
(𝐻𝐷𝑖,3,4(𝛼𝑖4,𝑖1 + 𝛼𝑖4,𝑖2) − 1)𝑥𝑖3 = 0  
(4. 10) 
 
(1 − 𝐻𝐷𝑖,1,2 − 𝛼𝑖4,𝑖1𝐻𝐷𝑖,3,4)𝑦𝑖1 + (𝐻𝐷𝑖,1,2 − 𝛼𝑖4,𝑖2𝐻𝐷𝑖,3,4)𝑦𝑖2 +
(𝐻𝐷𝑖,3,4(𝛼𝑖4,𝑖1 + 𝛼𝑖4,𝑖2) − 1)𝑦𝑖3 = 0.  
(4. 11) 
 
By considering the eqns. (4. 10) and (4. 11), it is concluded that  
[
1 −𝛼𝑖4,𝑖2
1 𝛼𝑖4,𝑖1
] [
𝐻𝐷𝑖,1,2
𝐻𝐷𝑖,3,4
] = [
0
1
] . 
(4. 12) 
 
Hence, 
𝐻𝐷𝑖,1,2 =
𝛼𝑖4,𝑖2
𝛼𝑖4,𝑖1+𝛼𝑖4,𝑖2
  (4. 13) 
 
𝐻𝐷𝑖,3,4 =
1
𝛼𝑖4,𝑖1 + 𝛼𝑖4,𝑖2
 
(4. 14) 
 
remain time invariant, if agents 𝑖1, 𝑖2, 𝑖3, and 𝑖4 deform under a homogenous mapping.  
Observe that the plane of motion can be divided into seven sub-regions based on the signs 
of the parameters 𝛼𝑖4,𝑖1, 𝛼𝑖4,𝑖2, and 𝛼𝑖4,𝑖3 illustrated in the Figure 4-5 (See the 
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Section 3.2.1.). As observed, 𝛼𝑖4,𝑖1and 𝛼𝑖4,𝑖2 are both positive, making 𝐻𝐷𝑖,1,2and 𝐻𝐷𝑖,3,4 
positive as well. Therefore, 𝐻𝐷𝑖,1,2 and 𝐻𝐷𝑖,3,4 are obtained from the initial positions of the 
agents 𝑖1, 𝑖2, 𝑖3, and 𝑖4 by using the eqn. (4. 7)(4. 5).■ 
 
Figure 4-5: Dividing motion plane to seven sub-regions based on the signs of the 
parameters 𝛼𝑖4,𝑖1, 𝛼𝑖4,𝑖2, and 𝛼𝑖4,𝑖3  
4.3.2 Perception Weights 
By considering the eqns. (4. 3) and (4. 4), the desired position 𝑟𝑖,𝑑 can be expressed as 
a linear expansion of 𝑖1, 𝑖2, 𝑖3, and 𝑖4, 
𝑟𝑖,𝑑 = 𝑤𝑝𝑖,𝑖1
𝑟𝑖1 + 𝑤𝑝𝑖,𝑖2
𝑟𝑖2 + 𝑤𝑝𝑖,𝑖3
𝑟𝑖3 + 𝑤𝑝𝑖,𝑖4
𝑟𝑖4 , (4. 15) 
 
where 
𝑤𝑝𝑖,𝑖1
=
1
2
(1 − ℎ𝑑𝑖,1,2) 
(4. 16) 
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𝑤𝑝𝑖,𝑖2
=
1
2
ℎ𝑑𝑖,1,2 
(4. 17) 
 
𝑤𝑝𝑖,𝑖1
=
1
2
(1 − ℎ𝑑𝑖,3,4) 
(4. 18) 
 
𝑤𝑝𝑖,𝑖2
=
1
2
ℎ𝑑𝑖,3,4 
(4. 19) 
 
are called perception weights. Since 0 < ℎ𝑑𝑖,1,2 < 1 and 0 < ℎ𝑑𝑖,1,2 < 1 are obtained by 
solving the eqn. (4. 5), perception weights remain positive during evolution, where   
𝑤𝑝𝑖,𝑖1
+ 𝑤𝑝𝑖,𝑖2
+ 𝑤𝑝𝑖,𝑖3
+ 𝑤𝑝𝑖,𝑖4
= 1. (4. 20) 
 
Now, we can define a time varying  perception weight matrix 𝑊𝑝 ∈ ℝ
(𝑁−𝑁𝑙)×𝑁 with 
the 𝑖𝑗 entry that is defined as follows: 
𝑊𝑃𝑖𝑗 = {
𝑤𝑝𝑖+𝑁𝑙,𝑗
(𝑡) > 0 𝑖𝑓 𝑖 + 𝑁𝑙~𝑗
−1 𝑖𝑓 𝑖 + 𝑁𝑙 = 𝑗
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 
(4. 21) 
 
Notice that the symbol “~” denotes the adjacency between the follower 𝑖 + 𝑁𝑙 and the 
agent 𝑗. Also, 𝑊𝑝 is zero sum row (sum of each row of the matrix 𝑊𝑃 is zero.).Let 𝑊𝑃 be 
partitioned as follows: 
𝑊𝑃 = [𝐵𝑝 ∈ ℝ
(𝑁−𝑁𝑙)×𝑁𝑙 ⋮ 𝐴𝑃 ∈ ℝ
(𝑁−𝑁𝑙)×(𝑁−𝑁𝑙)], (4. 22) 
 
then, the matrix 𝐴𝑃(𝑡) is Hurwitz. The proof is given in the Theorem 4-3. 
4.3.3 Followers’ Dynamics 
Let the follower 𝑖 update its current position according to 
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?̇?𝑖 = 𝑔(𝑟𝑖,𝑑 − 𝑟𝑖), (4. 23) 
where 𝑔 ∈ ℝ+ is constant.  Then, the 𝑞
𝑡ℎ components of the followers’ positions are 
updated by the following first order dynamics: 
?̇?𝑞 = 𝑔(𝐴𝑝𝑧𝑞 + 𝐵𝑞𝑢𝑞). (4. 24) 
 
Notice that 𝑢𝑞 = [𝑥𝑞,1 … 𝑥𝑞,𝑁𝑙]
𝑇 ∈ ℝ𝑁𝑙  and 𝑧𝑞 = [𝑥𝑞,𝑁𝑙+1 … 𝑥𝑞,𝑁]
𝑇 ∈ ℝ𝑁−𝑁𝑙 
denote the 𝑞𝑡ℎ components of the positions of the leaders and followers, respectively. It is 
noted that  
𝐴𝑝 = −(𝐼 − 𝐹𝑝(𝑡)) 
(4. 25) 
 
is diagonally dominant, where 𝐹𝑝(𝑡) is a non-negative and irreducible matrix with the  
spectral radius 𝜌 (𝐹𝑝(𝑡)) that remains less than 1 during MAS evolution.  
Theorem 4-3 Consider the diagonally dominant time varying matrix 𝐴𝑃(𝑡) =
−(𝐼 − 𝐹𝑃(𝑡)) ∈ ℝ
(𝑁−𝑁𝑙)×(𝑁−𝑁𝑙), where sum of 𝑁𝑙 (1 ≤ 𝑁𝑙 < 𝑁) rows of 𝐴𝑃(𝑡) is negative, 
the remaining rows of 𝐴𝑃(𝑡) are zero-sum, and 𝐹𝑃(𝑡)  is an irreducible non-negative time 
varying matrix satisfying 
{
𝐹𝑃𝑖𝑗 = 0 𝑖𝑓 𝑖 = 𝑗
0 ≤ 𝐹𝑃𝑖𝑗 < 1 𝑖𝑓 𝑖 ≠ 𝑗
. 
(4. 26) 
 
Then, the linear time varying dynamics  
?̇?𝑞 = 𝐴𝑝𝑧𝑞 (4. 27) 
is asymptotically stable. 
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Proof: Because sum of 𝑁𝑙 rows of 𝐴𝑃(𝑡) is negative and 𝐹𝑃(𝑡)  is an irreducible and 
non-negative time varying matrix satisfying the condition (4. 26), then, the spectrum 
𝜌(𝐹𝑃(𝑡)) < 1. Therefore, eigenvalues of 𝐴𝑃(𝑡) have negative real part at any time 𝑡. Let   
𝑉 =
1
2
𝑧𝑞
𝑇𝑧𝑞 
(4. 28) 
 
be considered as the Lyapunov function, then 
?̇? = ?̇?𝑞
𝑇𝑧𝑞 = 𝑧𝑞
𝑇𝐴𝑃(𝑡)𝑧𝑞 = −𝑧𝑞
𝑇 (𝐼 − 𝐹𝑝(𝑡)) 𝑧𝑞 ≤ −𝑧𝑞
𝑇 (1 − 𝜌(𝐹𝑃(𝑡))) 𝑧𝑞 < 0. (4. 29) 
 
This is because 𝐴𝑃(𝑡) is diagonally dominant with the diagonal elements that are all 
−1. Consequently the zero dynamics (4. 27) is asymptotically stable. ■ 
 
Figure 4-6: Initial distribution of the MAS in the Table 4-2 
154 
 
 
 
Table 4-1 Initial positions of leader and follower agents and adjacency among the agents 
Leaders Followers 
 Initial Position (𝑚)  Initial Position (𝑚) Adjacent Agents 
𝑖 𝑋𝑖 𝑌𝑖 𝑖 𝑋𝑖 𝑌𝑖 𝑖1 𝑖2 𝑖3 𝑖4 
L1 7.0000 0 F13 -2.0000 0 2 14 8 19 
L2 -7.0000 0 F14 0 0 13 15 25 20 
L3 6.9821 0.5000 F15 1.0000 0 14 23 21 24 
L4 -6.9821 0.5000 F16 0 6.0000 17 7 18 9 
L5 6.2170 3.2170 F17 -0.8000 3.6000 19 16 18 11 
L6 -3.2170 -6.2170 F18 0 2.0000 17 21 20 16 
L7 0.3307 6.9921 F19 -1.8333 0.5000 4 20 13 17 
L8 -3.9307 -5.7921 F20 0 0.5000 19 21 14 18 
L9 0 7.0000 F21 0.7500 0.5000 20 22 15 18 
L10 0 -7.0000 F22 3.5000 0.5000 21 3 23 5 
L11 -2.3048 6.6096 F23 3.0000 0 15 1 24 22 
L12 3.9048 -5.8096 F24 1.6667 -1.3333 15 12 25 23 
   F25 0 -3.0000 6 24 10 14 
Remark 4-1: Because 𝐴𝑝(𝑡) is a Hurwitz matrix at any time 𝑡, therefore, followers’ 
transient positions asymptotically converge to the equilibrium state of the dynamics (4. 24) 
given by  
𝑧𝑞,𝑠 = −𝐴𝑝
−1(𝑡𝑓)𝐵𝑝(𝑡𝑓)𝑢𝑞(𝑡𝑓)            (4. 30) 
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where 𝑡𝑓 is the final time when leaders stop. Since leaders’ positions at the time 𝑡𝑓 are the 
homogenous transformation of the leaders’ initial positions (initial and final positions of 
the leaders satisfy the eqn. (2.2).), therefore, ℎ𝑑𝑖,1,2(𝑡𝑓) = 𝐻𝐷𝑖,1,2 and ℎ𝑑𝑖,3,4(𝑡𝑓) =
𝐻𝐷𝑖,3,4 (See the Theorem 4-2.). Consequently, final configuration of the MAS is a 
homogenous transformation of the agents’ initial formation. 
Table 4-2 Desired final positions of the leaders and followers  
Leaders Followers 
 Final Position (𝑚)  Final Position (𝑚) 
𝑖 𝑋𝑓𝑖 𝑌𝑓𝑖 𝑖 𝑋𝑓𝑖 𝑌𝑓𝑖 
L1 30.0000 10.0000 F13 -15.0000 1.0000 
L2 -40.0000 -4.0000 F14 -4.9999 3.0000 
L3 30.9105 11.9821 F15 0.0000 4.0000 
L4 -38.9105 -1.9821 F16 7.0000 27.0000 
L5 32.5190 22.0850 F17 -1.8000 16.6000 
L6 -33.5190 -25.0850 F18 -1.0000 10.9999 
L7 10.6377 31.2991 F19 -13.1667 3.1667 
L8 -36.2377 -24.0991 F20 -3.9999 5.0000 
L9 9.0000 31.0000 F21 -0.2500 5.7500 
L10 -19.0000 -25.0000 F22 13.5000 8.5000 
L11 -3.3048 27.1336 F23 10.0000 6.0000 
L12 2.9048 -16.3336 F24 0.6667 -0.6667 
   F25 -10.9999 -8.9999 
Example 4-1: Consider an MAS consisting of 25 agents moving in a plane. Shown 
in the Figure 4-6 is the initial distribution of the MAS, where leaders are all placed on 
the circle of radius 7𝑚 centered at the origin. Leaders are numbered as 1, 2, …, 12, and 
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they are placed at the end points of six leading segments. Followers are indexed by 13, 
14, …, 25, where they are initially located inside the circle, and at the intersection points 
of the leading segments.  
In the Table 4-1, initial positions of the leaders and followers as well as adjacency 
among the agents are defined. 
Evolution of the Leaders: Let the leaders evolve under the following homogenous map  
[
𝑥𝑖(𝑡)
𝑦𝑖(𝑡)
] = [1 + 0.8𝑡 − 0.04𝑡
2 0.4𝑡 − 0.02𝑡2
0.2𝑡 − 0.01𝑡2 1 + 0.6𝑡 − 0.03𝑡2
] [
𝑋𝑖
𝑌𝑖
] + [ −𝑡 + 0.05𝑡
2
0.6𝑡 − 0.03𝑡2
] 
0 ≤ 𝑡 ≤ 10 
(4. 31) 
 
with the leaders coming to rest at 𝑡 = 10𝑠. Final positions of the leader agents, as well as 
followers’ final positions, defined by a homogenous deformation, are listed in the Table 4-2 
(Initial and final position of follower 𝑖, given in the Table 4-1 and Table 4-2, satisfy the 
eqn. (2.2)), where the Jacobian matrix 𝑄 ∈ ℝ2×2 and the rigid body displacement vector 
𝐷 ∈ ℝ2 are given in the eqn. (4. 31).). 
 
Figure 4-7: Perception weights of the follower 23 that are adjacent to 15, 1, 24, and 22 
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Evolution of the Followers: The follower agent 𝑖 (𝑖 = 13,14,… ,15) updates its 
position according to the dynamics (4. 23), where 𝑔 = 10. Note that the perception weights 
are obtained by using the eqns. (4. 16)-(4. 19). In the Figure 4-7, perception weights of the 
follower 20 (𝑤𝑝20,14, 𝑤𝑝20,18, 𝑤𝑝20,19, 𝑤𝑝20,21) are shown versus time. As observed, both 
initial and final values of perception weights are the same. This implies that final formation 
of the MAS is a homogenous transformation of the initial configuration.  
Shown in the Figure 4-8 are the paths of the agents 16, 17, 18, 20 and 21 in the X-Y  
plane, where the follower 18 is adjacent to the follower 16, 20, 17, and 21. Alignment of 
the agent 18 with the agents 16 and 20, as well as the agents 17 and 21, are also illustrated 
by two white dotted crossing segments, at 𝑡 = 5𝑠. Note that the initial and final positions 
of agents are shown by “▲” and “■”, respectively, in the Figure 4-8. 
 
Figure 4-8: Schematic of evolution under the alignement strategy 
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Shown in the Figure 4-9 are the final positions of 25 agents of the MAS, in the X-Y 
plane. The final formation of the MAS is a homogenous transformation of the initial 
configuration. Final positions of the follower agents are given in the Table 4-2. 
 
Figure 4-9: Final formation of the MAS 
4.4 Alignment Using Agents’ Triangulation 
In this Section leaders are distributed along the sides of the leading triangle, and agents 
are categorized into three different groups: (i) primary leader gents, (ii) secondary leader 
agents, and (iii) follower agents. 
Primary Leader Agents: Three agents of the MAS, identified by the numbers 1, 2, and 
3, are considered as primary leaders, where they occupy the vertices of the leading triangle 
at all times 𝑡 during MAS evolution. Notice that primary leaders evolve independently. It 
is noted that entries of the Jacobian 𝑄 and the vector 𝐷 of a homogenous deformation is 
uniquely determined based on the trajectories chosen by the primary leaders (See the eqn. 
(2. 22).). 
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Secondary Leader Agents: Agents located on the sides of the leading triangle are 
considered a secondary leaders. It is noted that the secondary leaders are at the end points 
of the leading line segments. Secondary leaders can acquire the desired positions, given by 
a   homogenous map and prescribed by the primary leaders, either through no 
communication or local interaction. 
 
Figure 4-10: Initial formation for an MAS evolving in a plane under alignment strategy 
Follower Agents: followers are initially located at the intersection points of the 
crossing leading segments. Follower agents continuously attempt to preserve alignment 
with the four neighboring agents. 
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A typical initial distribution for an MAS evolving in a plane under alignment strategy 
is shown in the Figure 4-10. As illustrated in the Figure 4-10, primary leaders are identified 
by 1, 2, and 3, secondary leaders are indexed by the numbers 4, 5, …, 15, and followers 
are numbered by 16, 17, …, 32.  
Table 4-3 Initial positions of the secondary leaders and shown in the Figure 4-10, and the 
corresponding parameters 𝛼𝑖,1, 𝛼𝑖,2, and 𝛼𝑖,3 
Index 
Number 𝑖 
Initial Position (m) Parameters 𝛼𝑖,𝑘 
𝑋𝑖(𝑚) 𝑌𝑖(𝑚) 𝛼𝑖,1 𝛼𝑖,2 𝛼𝑖,3 
SL 4 -1.5000 0.3214 0.7857 0.2143 0 
SL 5 0 0.6429 0.5714 0.4286 0 
SL 6 1.0000 0.8571 0.4286 0.5714 0 
SL 7 2.0000 1.0714 0.2857 0.7143 0 
SL 8 3.0000 1.9167 0 0.8333 0.1667 
SL 9 1.5000 2.5417 0 0.5833 0.4167 
SL 10 0 3.1667 0 0.3333 0.6667 
SL 11 -1.0000 3.5833 0 0.1667 0.8333 
SL 12 -2.2500 3.0000 0.2500 0 0.7500 
SL 13 -2.5000 2.0000 0.5000 0 0.5000 
SL 14 -2.6250 1.5000 0.6250 0 0.3750 
SL 15 -2.8750 0.5000 0.8750 0 0.1250 
4.4.1 Evolution of the Secondary Leaders 
As aforementioned, secondary leaders can acquire the desired positions either via no 
communication or local interaction as described below.  
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4.4.1.1 Evolution of the Secondary Leaders under No Communication 
Let position of the secondary leader 𝑖  be uniquely expressed as the linear combination 
of the positions of the primary leaders 1, 2, and 3 according to the eqn. (2. 18), where 
parameters 𝛼𝑖,1, 𝛼𝑖,2, and 𝛼𝑖,3 are uniquely determined by using the eqn. (2. 19), based the 
initial positions of the secondary leader 𝑖 and the primary leaders 1, 2, and 3. The secondary 
leaders can acquire their desired positions without local communication, only by knowing 
the positions of the primary leaders in a finite horizon of time 𝑡 ∈ [0, 𝑇]. Initial positions 
of the secondary leaders, shown in the Figure 4-10, and the corresponding parameters 𝛼𝑖,𝑘 
(𝑖 = 4,… ,15, 𝑘 = 1,2,3) are listed in the Table 4-3. 
4.4.1.2 Evolution of the Secondary Leaders under Local Communication 
 Let each secondary leader update its current position based on the positions of the two 
adjacent leaders, where communication weights are determined based on the agents’ 
positions in the initial configuration. Consider the secondary leader 𝑖, with the initial 
position 𝑅𝑖, accesses the positions of the adjacent secondary leaders 𝑖1 and 𝑖2, with the 
initial positions 𝑅𝑖1, and 𝑅𝑖2. Then the communication weights are defined as follows: 
𝑤𝑖,𝑖1 =
‖𝑅𝑖 − 𝑅𝑖2‖
‖𝑅𝑖1 − 𝑅𝑖2‖
 
(4. 32) 
 
𝑤𝑖,𝑖2 =
‖𝑅𝑖 − 𝑅𝑖1‖
‖𝑅𝑖1 − 𝑅𝑖2‖
. 
(4. 33) 
 
Because the secondary leader 𝑖, and the leaders 𝑖1 and 𝑖2 are initially aligned,  
𝑤𝑖,𝑖1 + 𝑤𝑖,𝑖2 = 1. (4. 34) 
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Communication weights of the secondary leaders that are consistent with the initial 
formation shown in the Figure 4-10, are listed in the . 
Table 4-4 Communication weights of the secondary leaders for the configuration shown 
in the Figure 4-10 
Secondary Leaders’ 
Index Numbers 
Adjacent Agents Communication Weights 
𝑖1 𝑖2 𝑤𝑖,𝑖1  𝑤𝑖,𝑖2  
SL 4 1 5 0.5000 0.5000 
SL 5 4 6 0.4000 0.6000 
SL 6 5 7 0.5000 0.5000 
SL 7 6 2 0.6667 0.3333 
SL 8 2 9 0.6000 0.4000 
SL 9 8 10 0.5000 0.5000 
SL 10 9 11 0.4000 0.6000 
SL 11 10 3 0.5000 0.5000 
SL 12 3 13 0.5000 0.5000 
SL 13 12 14 0.3333 0.6667 
SL 14 13 15 0.6667 0.3333 
SL 15 14 1 0.3333 0.6667 
Weight Matrix: Let the 𝑖𝑗 entry of the matrix  𝑊𝑐 ∈ ℝ
(𝑁𝑙−3)×𝑁𝑙 be defined by 
𝑊𝑐𝑖𝑗 = {
𝑤𝑖+3,𝑗 > 0 𝑖𝑓 𝑖 + 3~𝑗
−1 𝑖𝑓 𝑖 + 3 = 𝑗
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, 
(4. 35) 
 
where 𝑁𝑙 − 3 is the total number of the secondary leaders. The symbol “~” denotes 
adjacency between the secondary 𝑖 + 3 and the leader 𝑗. If 𝑊𝑐 is partitioned as follows: 
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𝑊𝑐 = [𝐵𝑐 ∈ ℝ
(𝑁𝑙−3)×3 ⋮ 𝐴𝑐 ∈ ℝ
(𝑁𝑙−3)×(𝑁𝑙−3)], (4. 36) 
then, the matrix 𝐴𝑐 is diagonally dominant and Hurwitz. For the initial positions of the 
secondary leaders, shown in the Figure 4-10, the partitions 𝐴𝑐 and 𝐵𝑐 of the matrix 𝑊𝑐 
becomes 
𝐴𝑐 =
[
 
 
 
 
 
 
 
 
 
 
 
−1 0.75 0.25 0 0 0 0 0 0 0 0 0
1/3 −1 0 0 0 0 0 0 0 0 0 0
0.29 0 −1 0.71 0 0 0 0 0 0 0 0
0 0 0.64 −1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0.4 0 0 0 0 0 0
0 0 0 0 0.5 −1 0.5 0 0 0 0 0
0 0 0 0 0 2/3 −1 1/3 0 0 0 0
0 0 0 0 0 0 0.25 −1 0 0 0 0
0 0 0 0 0 0 0 0 −1 0.5 0 0
0 0 0 0 0 0 0 0 0.625 −1 0.375 0
0 0 0 0 0 0 0 0 0 0.375 −1 0.625
0 0 0 0 0 0 0 0 0 0 0.4 −1 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(4. 37) 
 
𝐵𝑐 
𝑇 = [
0 2/3 0 0 0 0 0 0 0 0 0 0.6
0 0 0.36 0.6 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0.75 0.5 0 0 0 0
]. 
(4. 38) 
 
Dynamics of the Secondary Leaders: Let the secondary leader 𝑖 update its current position 
according to the first order dynamics (4. 23), where 
𝑟𝑖,𝑑 =∑𝑤𝑖,𝑗𝑟𝑗
𝑖~𝑗
. (4. 39) 
 
Then the 𝑞𝑡ℎ components of the positions of the secondary leaders are updated as 
follows: 
?̇?𝑠𝑙,𝑞 = 𝑔(𝐴𝑐𝑧𝑠𝑙,𝑞 + 𝐵𝑐𝑢𝑝,𝑞) (4. 40) 
 
where  𝑢𝑝,𝑞 = [𝑥𝑞,1(𝑡) 𝑥𝑞,2(𝑡) 𝑥𝑞,3(𝑡)]
𝑇 and 𝑧𝑠𝑙,𝑞 = [𝑥𝑞,4(𝑡) ⋯ 𝑥𝑞,𝑁𝑙(𝑡)]
𝑇 denote 
the 𝑞𝑡ℎ components of the positions of the primary and secondary leaders, respectively. As 
aforementioned, 𝐴 is Hurwitz because all communication weights are positive. Therefore, 
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the 𝑞𝑡ℎ components of the positions of the secondary leaders asymptotically converge to 
the equilibrium set that is given by 
𝑍𝑓,𝑠𝑙,𝑞 = −𝐴𝑐
−1𝐵𝑐𝑢𝑝,𝑞(𝑡𝑓). (4. 41) 
 
 Notice that 𝑡𝑓 is the time when leaders stop, and 𝑍𝑓,𝑠𝑙,𝑞 = [𝑋𝑓,𝑞,4(𝑡) ⋯ 𝑋𝑓,𝑞,𝑁𝑙(𝑡)]
𝑇 
denotes the 𝑞𝑡ℎ components of the final positions of the secondary leaders.  Therefore, by 
considering the Remark 3-3, it is concluded that the final configuration of the secondary 
leaders, that is a homogenous transformation of the initial formation, is asymptotically 
achieved when leaders stop.  
Remark 4-2: Although final formation of the secondary leaders is a homogenous 
transformation of the initial configuration, they deviate from the desired positions 
prescribed by a homogenous deformation during transition. However, an upper limit 𝛿 can 
be considered for the deviation of the secondary leaders from the desired positions 
according to the eqn. (3. 37) (See the Section 3.2.3.1.). In this regard, the upper limit for 
secondary leaders’ deviations from the desired positions can be formulated based on (i) the 
maximum magnitude of the velocities of all primary leaders, (ii) the control gain 𝑔 applied 
by the secondary leaders, (iii) total number of the (primary and secondary) leaders, (iv) 
dimension of motion space (𝑛 = 2), and (iv) ‖𝐴𝑐
−1‖.   
4.4.2 Evolution of the Followers 
Follower agents update their positions according to the eqn. (4. 23), where X and Y 
components of 𝑟𝑖,𝑑 are determined by the eqn. (4. 6). Also, the invariant parameters 𝐻𝐷𝑖,1,2 
and 𝐻𝐷𝑖,3,4 are uniquely determined according to the eqn. (4. 12) and listed  
165 
 
 
 
Table 4-5 Invariant parameters 𝐻𝐷𝑖,1,2 and 𝐻𝐷𝑖,3,4 and the followers’ initial perception 
weights corresponding to the formation shown in the Figure 4-10 
  
Index # 
  𝐻𝐷𝑖,1,2 𝐻𝐷𝑖,3,4 Initial Perception Weights 𝑤𝐹𝑖,𝑖𝑘
 
𝑖1 𝑖2 𝑖3 𝑖4 𝑤𝐹𝑖,𝑖1  𝑤𝐹𝑖,𝑖2  𝑤𝐹𝑖,𝑖3  𝑤𝐹𝑖,𝑖4  
16 1 17 4 22 0.6370 0.2741 0.1815 0.3185 0.3630 0.1370 
17 16 18 5 22 0.4627 0.4302 0.2687 0.2313 0.2849 0.2151 
18 17 19 6 23 0.7113 0.4628 0.1444 0.3556 0.2686 0.2314 
19 18 20 7 23 0.3388 0.5185 0.3306 0.1694 0.2407 0.2593 
20 19 21 7 24 0.4980 0.4794 0.2510 0.2490 0.2603 0.2397 
21 20 8 2 24 0.7281 0.5632 0.1360 0.3640 0.2184 0.2816 
22 16 26 17 25 0.5593 0.6322 0.2203 0.2797 0.1839 0.3161 
23 18 28 19 27 0.5807 0.6064 0.2097 0.2903 0.1968 0.3032 
24 20 9 21 29 0.5171 0.5641 0.2414 0.2586 0.2179 0.2821 
25 15 26 22 30 0.6998 0.4288 0.1501 0.3499 0.2856 0.2144 
26 25 27 22 31 0.5968 0.6226 0.2016 0.2984 0.1887 0.3113 
27 26 28 23 31 0.6198 0.6916 0.1901 0.3099 0.1542 0.3458 
28 27 29 23 32 0.1724 0.5024 0.4138 0.0862 0.2488 0.2512 
29 28 9 24 33 0.6506 0.3954 0.1747 0.3253 0.3023 0.1977 
30 15 35 25 14 0.6200 0.4500 0.1900 0.3100 0.2750 0.2250 
31 26 32 27 35 0.4502 0.2821 0.2749 0.2251 0.3589 0.1411 
32 31 33 28 36 0.3291 0.4750 0.3355 0.1645 0.2625 0.2375 
33 32 34 29 37 0.7377 0.8145 0.1312 0.3688 0.0927 0.4073 
34 33 10 9 38 0.3385 0.8948 0.3307 0.1693 0.0526 0.4474 
35 30 36 31 39 0.5435 0.4647 0.2282 0.2718 0.2677 0.2323 
36 35 37 32 40 0.5053 0.3653 0.2473 0.2527 0.3173 0.1827 
37 36 38 33 41 0.7020 0.2197 0.1490 0.3510 0.3901 0.1099 
38 37 10 34 42 0.3049 0.1547 0.3476 0.1524 0.4226 0.0774 
39 14 40 35 13 0.3925 0.7754 0.3037 0.1963 0.1123 0.3877 
40 39 41 36 12 0.7908 0.5662 0.1046 0.3954 0.2169 0.2831 
41 40 42 37 12 0.7203 0.5929 0.1398 0.3602 0.2036 0.2964 
42 41 11 38 12 0.0968 0.6032 0.4516 0.0484 0.1984 0.3016 
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Remark 4-3 (Evolution of Followers under Local Communication): Evolution of an 
MAS  under alignment strategy is advantageous   because followers only need the direction 
information of the adjacent agents to learn the desired positions. They do not need to do 
peer to peer communication requiring exact positions of the adjacent agents.  However, the 
alignment strategy can still be employed by the followers to acquire a desired homogenous 
transformation through local communication. For this purpose, let the follower 𝑖 
determines 𝐻𝐷𝑖,1,2 and 𝐻𝐷𝑖,3,4  at the initial time 𝑡0 and then update its position by 
?̇?𝑖(𝑡) = 𝑔 (𝑤𝐹𝑖,𝑖1𝑟𝑖1 + 𝑤𝐹𝑖,𝑖2𝑟𝑖2 + 𝑤𝐹𝑖,𝑖3𝑟𝑖3 + 𝑤𝐹𝑖,𝑖4𝑟𝑖4 − 𝑟𝑖
(𝑡)) (4. 42) 
 
where 
𝑤𝐹𝑖,𝑖1 =
1
2
(1 − 𝐻𝐷𝑖,1,2) 
(4. 43) 
 
𝑤𝐹𝑖,𝑖2 =
1
2
𝐻𝐷𝑖,1,2 
(4. 44) 
 
𝑤𝐹𝑖,𝑖3 =
1
2
(1 − 𝐻𝐷𝑖,3,4) 
(4. 45) 
 
𝑤𝐹𝑖,𝑖4 =
1
2
𝐻𝐷𝑖,3,4 
(4. 46) 
 
are considered as the communication weights. Then, the 𝑞𝑡ℎ components of the followers’ 
positions are updated by 
?̇?𝑞 = 𝑔(𝐴𝑃(𝑡0)𝑧𝑞 + 𝐵𝑃(𝑡0)𝑢𝑞). (4. 47) 
It is noticed that the followers need to know the positions of the adjacent agents at any 
time 𝑡 when they update their positions according to the eqn. (4. 42), although the 
167 
 
 
 
communication weights are all time-invariant. Followers’ communication weights are 
specified by the eqns. (4. 43)-(4. 46) for the initial formation shown in the Figure 4-10, as 
listed in the   
 
Example 4-2: Consider the MAS consisting of 42 agents (3 primary leaders, 12 
secondary leaders, and 27 followers) with the initial configuration shown in the 
Figure 4-10. Let the primary leaders 1, 2, and 3 choose the paths shown in the Figure 4-11, 
where they ultimately stop at (12,1), (35,−3), and (22,25), respectively, in 20𝑠. Entries 
of the Jacobian 𝑄 (𝑄11(𝑡), 𝑄12(𝑡), 𝑄21(𝑡), and 𝑄22(𝑡)) and vector 𝐷 (𝐷1(𝑡) and 𝐷2(𝑡)) 
determined by the  positions of the primary leaders (See the eqn. (2. 22).), are shown in the 
Figure 4-12. As it is obvious, 𝑄(0) = 𝐼2×2 and 𝐷(0) = 02×1. 
 
Figure 4-11: Paths of the primary leaders 
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Figure 4-12: Elements of 𝑄 and 𝐷 
Next, two scenarios will be considered. In the first scenario, secondary leaders acquire 
their desired positions by knowing positions of the primary leaders. In the second scenario, 
each secondary leader acquires the desired position through communication with the two 
adjacent leaders which are initially placed on the side of the leading triangle.  
 
Figure 4-13: Variations of ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 versus time for the follower 32 
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𝑡 = 5𝑠 
 
𝑡 = 12𝑠 
 
𝑡 = 17𝑠 
 
𝑡 = 20𝑠 
Figure 4-14: MAS configuration at four different times 𝑡 = 5𝑠, 𝑡 = 12𝑠, 𝑡 = 17𝑠, and 
𝑡 = 20𝑠 
Evolution of the Secondary Leaders under no Communication: Here the secondary 
leader 𝑖 (𝑖 = 4,5, … ,15) updates its current position according to the eqn. (2. 18), where it 
knows the positions of the primary leaders at all time 𝑡 ∈ [0,20]𝑠  and the parameter  𝛼𝑖,1, 
𝛼𝑖,2, and 𝛼𝑖,3, listed in the Table 4-3. Then, the follower 𝑖 (𝑖 = 16,17, … ,42) applies the 
proposed alignment strategy, and updates its current position according to the eqn. (4. 23), 
where 𝑔 = 40. In the Figure 4-13, the parameters of ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 are illustrated versus 
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time for the follower 32. As seen in the Figure 4-13, ℎ𝑑32,1,2 and ℎ𝑑32,3,4 ultimately meet 
their corresponding initial values implying that the final position of follower  32 satisfies 
the condition of a homogenous map. 
In the Figure 4-14, configurations of the agents at four different times 𝑡 = 5𝑠, 𝑡 = 12𝑠, 
𝑡 = 17𝑠, and 𝑡 = 20𝑠 are shown. As shown, followers ultimately reach the desired 
positions at the intersections of the leading line segments. This implies that the final 
formation of the MAS is a homogenous deformation of the initial configuration. 
 
Figure 4-15: Variations of ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 versus time for the follower 32 
Evolution of the secondary leaders under local communication: Let the secondary 
leader 𝑖 interacts with the two adjacent agents and updates its position according eqn. (4. 
39), where adjacent agents to the secondary leader 𝑖 and the communication weights, 
specified according eqns. (4. 32) and (4. 33), are as listed in the Table 4-4. Here, the 
follower 𝑖 updates its position according to the proposed alignment paradigm similar to the 
scenario I. It is noted that both secondary leaders and followers apply the same control gain 
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𝑔 = 40 to update their positions. Shown in the Figure 4-15 are the parameters ℎ𝑑𝑖,1,2 and 
ℎ𝑑𝑖,3,4 versus time for the follower 32. As illustrated in the Figure 4-15, initial and final 
extents of ℎ𝑑𝑖,1,2 and ℎ𝑑𝑖,3,4 are the same. 
𝑡 = 5𝑠 
 
𝑡 = 12𝑠 
 
𝑡 = 17𝑠 
 
𝑡 = 20𝑠 
Figure 4-16: MAS configuration at four different times 𝑡 = 5𝑠, 𝑡 = 12𝑠, 𝑡 = 17𝑠, and 
𝑡 = 20𝑠 
In the Figure 4-16, configurations of the agents at four sample times 𝑡 = 5𝑠, 𝑡 = 12𝑠, 
𝑡 = 17𝑠, and 𝑡 = 20𝑠 are illustrated. As shown final positions of the agents are the 
homogenous deformation of the MAS initial formation. 
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Chapter 5 DEPLOYMENT OF AN ARBITRARY 
DISTRIBUTION OF A MULTI AGENT SYSTEM ON A 
DESIRED FORMATION 
 
 
In this Chapter, a decentralized control approach for deployment of an arbitrary 
distribution of an multi agent system (MAS) on a desired formation in ℝ𝑛 (𝑛 = 1,2,3) is 
proposed, where avoidance of inter-agent collision is fully addressed. For this purpose, 
motion of an MAS in ℝ𝑛 is decoupled to 𝑛 separate one dimensional motion problems.  
For evolution of the 𝑞𝑡ℎ (𝑞 = 1,2,3) components of the agents’ positions, two 𝑞-leaders 
are considered, where they guide the 𝑞𝑡ℎ components of the MAS evolution. The remaining 
agents are considered as the q-followers, where they update the 𝑞𝑡ℎ components of their 
positions through local communication with the communication weights that are consistent 
with the 𝑞𝑡ℎ components of the agents’ positions in the final configuration. 
5.1 Definitions 
Consider a team of 𝑁 agents that are distributed arbitrarily in ℝ𝑛 (𝑛 = 1,2,3) at the 
initial time 𝑡0.  Following definitions are used in this Chapter: 
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Definition 5-1: An agent is called a q-agent, when evolution of the 𝑞𝑡ℎ component of 
its position is considered. A q-agent is either a q-leader, or a q-follower.  
Definition 5-2: The q-agent 𝑖 is called a q-leader, if the 𝑞𝑡ℎ (𝑞 = 1,2,3) component of 
its position evolves independently. Notice that q-leaders are placed at the boundary of the 
desired formation.  
Definition 5-3: The agent 𝑖 is called a q-follower if the 𝑞𝑡ℎ component of its state 
(position and velocity) is updated based on the  𝑞𝑡ℎ components of the positions of the two 
adjacent agents.  
Definition 5-4: Any agent is identified by a number which is called index number. 
Notice that the set  
𝑆 = {1,2, … ,𝑁} 
defines the index numbers of the agents. The agent number of the agent 𝑖 ∈ 𝑆  is called q-
index number, when the 𝑞𝑡ℎ component of the position of the agent 𝑖 is considered. 
 
Figure 5-1: Desired final formation 
174 
 
 
 
 
(a) 
 
(b) 
Figure 5-2: (a) 1-path graph, and (b) 2-path graph 
Definition 5-5: The communication graph, used by the q-followers to update the 𝑞𝑡ℎ 
components of their positions, is called the q-path. 
A q-path consists of 𝑁 vertices, and it is obtained by arranging agents on a straight line 
from left to right based on the magnitude of the 𝑞𝑡ℎ components of their positions in the 
desired final configuration (The 𝑞𝑡ℎ components of the q-agents’ positions are increasing 
from left to right.). For this purpose, the furthest left and the furthest right agents are 
considered as the q-leaders, and the remaining agents are considered as the 𝑞-followers. 
For instance consider the desired configuration illustrated in the Figure 5-1 and Figure 5-2. 
In the Table 5-1 Positions of the agents, shown in the Figure 5-1, and the corresponding q-
index numbers of the agents are listed. Then, 1-path and 2-path graphs corresponding to 
the first (X) and second (Y) components of the agents positions are illustrated in the 
Figure 5-2. As seen, 1-agents 1 and 11 are the 1-leaders, and the remaining 1-agents are 
the 1-followers. Furthermore, 2-agents 5 and 7 are the 2-leaders, and the remaining 2-
agents are the 2-followers. 
Definition 5-6: Let 𝑞𝑙1 ∈ 𝑆 and  𝑞𝑙2 ∈ 𝑆  be the index numbers of the two q-leaders 
guiding motion of the 𝑞𝑡ℎ components of the q-followers’ positions, then  
𝒱𝑙𝑞 = {𝑞𝑙1, 𝑞𝑙2} 
is called the q-leader set. 
11 1 
2 
3 
4 
7 
6 
5 
8 10 
9 7 5 
4 
11 
3 
10 
6 
2 
9 8 
1 
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Definition 5-7: The index number of the q-followers are defined by the set 
𝒱𝑓𝑞 = 𝑆\𝒱𝑙𝑞 , 
that is called the q-follower set.  
Definition 5-8: The set 𝒩𝑞,𝑖, called the q-in-neighbor set, defines the index numbers of 
the two adjacent q-agents 𝑖1,𝑞 and 𝑖2,𝑞 whose states are accessible to the q-agent 𝑖. 
Definition 5-9: The vector 
𝑂 = [1 ⋯ 𝑁]𝑇 ∈ ℝ𝑁 (5. 1) 
is called the order number vector, defining the order numbers of the q-agents.  
Remark 5-1: Notice that the order numbers of the two q-leaders are 𝑟 = 1 and 𝑟 = 2. 
Order numbers of the q-followers are increasing from left to right, where the order numbers 
of the leftmost and the rightmost q-followers are 3 and 𝑁, respectively.  
Definition 5-10: The invariant order number vector 𝑂 ∈ ℝ𝑁 can be uniquely related to 
the q-index number vector 𝐼𝑛𝑞 ∈ ℝ𝑁 by 
𝑂 = 𝑃𝑞𝐼𝑛
𝑞 ,       𝑞 = 1,2, … , 𝑛 (5. 2) 
where 𝑃𝑞 ∈ ℝ
𝑁×𝑁 is an orthogonal matrix. The 𝑟𝑠 entry of 𝑃𝑞 is given by  
𝑃𝑞𝑟𝑠 = {
1 𝑠 = 𝑖(𝑟)
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
.     (5. 3) 
As observed, there is one-to-one mapping between the q-index numbers and the order 
number vector. In other words, 𝑟 (the 𝑟𝑡ℎ entry of the vector 𝑂) denotes the order number 
of the agent whose q-index is 𝑟.  
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The vectors 𝐼𝑛1 and 𝐼𝑛2 as well as the matrices 𝑃1 and 𝑃2, corresponding to the desired 
formation shown in the Figure 5-1 and the communication q-paths shown in the Figure 5-2, 
are obtained as follows: 
𝐼𝑛1 = [1 11 2 3 4 7 6 5 8 9 10]𝑇 ∈ ℝ11 (5. 4) 
𝐼𝑛2 = [5 7 4 11 3 10 6 2 9 1 8]𝑇 ∈ ℝ11 (5. 5) 
𝑃1 =
[
 
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(5. 6) 
𝑃2 =
[
 
 
 
 
 
 
 
 
 
 
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0]
 
 
 
 
 
 
 
 
 
 
 
(5. 7) 
Remark 5-2: Basis of the Cartesian coordinates (?̂?1, … , ?̂?𝒏) are oriented such that the 𝑞
𝑡ℎ  
components of the positions of no two different q-agents are the same in the final desired 
configuration. For instance, consider the desired configuration that is shown in the 
Figure 5-3. If basis ?̂?1 and ?̂?2 are parallel to the horizontal and vertical lines, respectively, 
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then, the first components of positions of all 1-agents are the same. However, the first and 
second components of desired positions of no two different agents are the same, if the unit 
vector ?̂?1 makes an angle 𝜃 ≠
𝑘𝜋
2
 (𝑘 ∈ ℤ) with the horizontal lines. 
 
Figure 5-3: Schematic of a proper orientation of the Cartesian coordinate system 
Table 5-1 Agents’ positions and q-index numbers that are consistent with the 
configuration shown in the Figure 5-1 
 1𝑠𝑡 Coordinate (𝑞 = 1) 2𝑛𝑑 Coordinate 𝑞 = 2 
Order 𝑟 𝑥𝑓,𝑖,1 Index 𝑖 Type 𝑥𝑓,𝑖,2 Index 𝑖 Type 
1 -2.00 1 1-Leader 0.00 5 2-Leader 
2 1.7321 11 1-Leader 4.4641 7 2-Leader 
3 -1.5000 2 1-Follower 0.8660 4 2-Follower 
4 -1.0000 3 1-Follower 1.0000 11 2-Follower 
5 -0.5000 4 1-Follower 1.7321 3 2-Follower 
6 -0.2679 7 1-Follower 1.8660 10 2-Follower 
7 -0.1340 6 1-Follower 2.2321 6 2-Follower 
8 0 5 1-Follower 2.5981 2 2-Follower 
9 0.2321 8 1-Follower 2.7321 9 2-Follower 
10 0.7321 9 1-Follower 3.4641 1 2-Follower 
11 1.2321 10 1-Follower 3.5981 8 2-Follower 
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Table 5-2 Adjacent agents 𝑖1,𝑞 and 𝑖2,𝑞 and the q-communication weights that are 
consistent with the MAS configuration shown in the Figure 5-1 
 𝑞 = 1 𝑞 = 2 
Index 𝑖 𝑖1,𝑞 𝑖2,𝑞 𝑤𝑖,𝑖1
𝑞
 𝑤𝑖,𝑖2
𝑞
 𝑖1,𝑞 𝑖2,𝑞 𝑤𝑖,𝑖1
𝑞
 𝑤𝑖,𝑖2
𝑞
 
1 - - - - 8 9 0.8453 0.1547 
2 1 3 0.5000 0.5000 6 9 0.2679 0.7321 
3 2 4 0.5000 0.5000 10 11 0.8453 0.1547 
4 3 7 0.3170 0.6830 5 11 0.1340 0.8660 
5 6 8 0.6340 0.3660 - - - - 
6 5 7 0.5000 0.5000 2 10 0.5000 0.5000 
7 4 6 0.3660 0.6340 - - - - 
8 5 9 0.6830 0.3170 1 7 0.8660 0.1340 
9 8 10 0.5000 0.5000 1 2 0.1547 0.8453 
10 9 11 0.5000 0.5000 3 6 0.7321 0.2679 
11 - - - - 3 4 0.1547 0.8453 
5.2 q-Communication Weight and q-Weight Matrix 
The inter-agent communication among the q-followers is defined by the q-path. The 
boundary nodes of the q-path represent two q-leaders. The interior nodes of the q-path 
represent q-followers. Let 𝑥𝑓,𝑞,𝑖 (the 𝑞
𝑡ℎ component of the final desired position of the q-
follower 𝑖) be expressed as the linear communication of 𝑥𝑓,𝑞,𝑖1 and 𝑥𝑓,𝑞,𝑖2 (𝑥𝑓,𝑞,𝑖1 and 𝑥𝑓,𝑞,𝑖2 
are the 𝑞𝑡ℎ components of the final desired positions of the q-agents 𝑖1,𝑞 and 𝑖2,𝑞) as 
follows: 
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𝑥𝑓,𝑞,𝑖 = 𝑤𝑖,𝑖1
𝑞 𝑥𝑓,𝑞,𝑖1 + 𝑤𝑖,𝑖2
𝑞 𝑥𝑓,𝑞,𝑖2 , (5. 8) 
where 
𝑤𝑖,𝑖1
𝑞 + 𝑤𝑖,𝑖2
𝑞 = 1.       (5. 9) 
Then, the parameters 𝑤𝑖,𝑖1
𝑞
 and 𝑤𝑖,𝑖2
𝑞
, called q-communication weights, are uniquely 
determined based on the 𝑞𝑡ℎ components of the agents’ positions in the final configuration 
by 
𝑤𝑖,𝑖1
𝑞 =
𝑥𝑓,𝑞,𝑖2 − 𝑥𝑓,𝑞,𝑖
𝑥𝑓,𝑞,𝑖2 − 𝑥𝑓,𝑞,𝑖1
 
(5. 10) 
𝑤𝑖,𝑖2
𝑞 =
𝑥𝑓,𝑞,𝑖 − 𝑥𝑓,𝑞,𝑖1
𝑥𝑓,𝑞,𝑖2 − 𝑥𝑓,𝑞,𝑖1
.        (5. 11) 
The adjacent agents 𝑖1,𝑞 and 𝑖2,𝑞 and the q-communication weights corresponding to 
the desired MAS configuration shown in the Figure 5-1 are listed in the  Table 5-2. 
q-Weight Matrix: The q-weight matrix 𝑊𝑞 ∈ ℝ
𝑁×𝑁 is stablished, where the 𝑖𝑗 entry 
of 𝑊𝑞 is defined as follows: 
𝑊𝑞𝑖,𝑗 =
{
 
 
 
 
0 𝑖 ∈ 𝒱𝑙𝑞
𝑤𝑖,𝑗
𝑞 𝑖 ∈ 𝒱𝑓𝑞 𝑎𝑛𝑑 𝑗 ∈𝒩𝑞,𝑖
−1 𝑖 ∈ 𝒱𝑓𝑞 𝑎𝑛𝑑 𝑖 = 𝑗
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 
(5. 12) 
The following properties can be counted for the matrix 𝑊𝑞: 
(i) The matrix 𝑊𝑞 is zero-sum row (sum of the entries of each row of the matrix 𝑊𝑞 is 
zero.). 
(ii) All the entries of the rows 𝑞𝑙1 and 𝑞𝑙2 of the matrix 𝑊𝑞 are zero. This is because the 
𝑞𝑡ℎ components of the positions of the q-leaders 𝑞𝑙1 and 𝑞𝑙2 evolve independently. 
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The matrices 𝑊1 ∈ ℝ
11×11 and 𝑊2 ∈ ℝ
11×11 corresponding to the q-communication 
weights listed in the Table 5-2 are obtained as follows: 
𝑊1 =
[
 
 
 
 
 
 
 
 
 
 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.5000 −1.000 0.5000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.5000 −1.0000 0.5000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.3170 −1.0000 0.0000 0.0000 0.6830 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 −1.0000 0.6340 0.0000 0.3660 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.50000 −1.0000 0.5000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.3660 0.0000 0.6340 −1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.6830 0.0000 0.0000 −1.0000 0.3170 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5000 −1.0000 0.5000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5000 −1.0000 0.5000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000]
 
 
 
 
 
 
 
 
 
 
 
(5. 13) 
𝑊2 =
[
 
 
 
 
 
 
 
 
 
 
−1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.8453 0.1547 0.0000 0.0000
0.0000 −1.0000 0.0000 0.0000 0.0000 0.2679 0.0000 0.0000 0.7321 0.0000 0.0000
0.0000 0.0000 −1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.8453 0.1547
0.0000 0.0000 0.0000 −1.0000 0.1340 0.0000 0.0000 0.0000 0.0000 0.0000 0.8660
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.5000 0.0000 0.0000 0.0000 −1.0000 0.0000 0.0000 0.0000 0.5000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.8660 0.0000 0.0000 0.0000 0.0000 0.0000 0.1340 −1.0000 0.0000 0.0000 0.0000
0.1547 0.8453 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 −1.0000 0.0000 0.0000
0.0000 0.0000 0.7321 0.0000 0.0000 0.2679 0.0000 0.0000 0.0000 −1.0000 0.0000
0.0000 0.0000 0.1547 0.8453 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000]
 
 
 
 
 
 
 
 
 
 
 
(5. 14) 
Theorem 5-1: By using  
?̂?𝑞 = 𝑃𝑞𝑊𝑞𝑃𝑞
𝑇 (5. 15) 
the matrix 𝑊𝑞 is transformed to   
?̂?𝑞 = [
02×2 02×(𝑁−2)
𝐵𝑞 𝐴𝑞
] 
(5. 16) 
where 𝐵𝑞 ∈ ℝ
(𝑁−2)×2 is non-negative, and  𝐴𝑞 ∈ ℝ
(𝑁−2)×(𝑁−2) is a Hurwitz matrix. 
Proof: By applying the similarity transformation (5. 15), ?̂?𝑞 is obtained as given in the 
eqn. (5. 16). Let 𝑟 and 𝑠 denote the order numbers of the q-followers 𝑖 and 𝑗, respectively, 
then, the 𝑖𝑗 entry of the matrix 𝑊𝑞 is the same as the 𝑟𝑠 of the matrix ?̂?𝑞. For example, For 
example, 2-follower 𝑖 = 8 interacts with the 2-follower 𝑗 = 1 with the communication 
weight 𝑊28,1 =𝑤8,1
2 = 0.8660 (See the Figure 5-2 and the Table 5-2.), where the order 
number of the 2-followers 8 is 𝑟 = 10 and the order number of 2-follower 1 is 𝑠 = 9 (See 
the Figure 5-2 and the Table 5-1.).  Therefore, ?̂?210,9 = 𝑊28,1 = 0.8660.  The entries of the 
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first two rows of ?̂?𝑞 are all zero because the order numbers of q-leaders are 1 and 2, and 
the 𝑞𝑡ℎ components of the q-leaders’ positions evolve independently. It is noted that sum 
of each row of the matrix ?̂?𝑞 is zero because pre- and post-multiplying of 𝑊𝑞 by  𝑃𝑞 and 
𝑃𝑞
𝑇 do not change sum of each row of 𝑊𝑞 that is zero. The matrix 𝐵𝑞 ∈ ℝ
(𝑁−2)×2 has only 
two positive entries 𝐵𝑞1,1 and 𝐵𝑞(𝑁−2),2, where the remaining entries of the partition 𝐵𝑞 are 
all zero. This is because the q-followers with the order number 3 and 𝑁  communicate with 
the q-leaders with the order number 1 and 2, respectively. It is also noticed that all diagonal 
elements of 𝐴𝑞 are −1, where entries of the matrix 𝑊𝑞 are defined by the eqn. (5. 12).  
Therefore,  
𝐴𝑞 = −(𝐼 − 𝐹𝑞), (5. 17) 
where 𝐹𝑞 ∈ ℝ
(𝑁−2)×(𝑁−2)  is  irreducible and nonnegative matrix; the nonzero entrees of 𝐹 
is defined by 
{
 
 
 
 
𝐹𝑞𝑟,(𝑟+1) = 𝑤𝑖(𝑟),𝑖(𝑟+1)
𝑞 𝑖𝑓 𝑟 = 1
𝐹𝑞𝑟,(𝑟−1) = 𝑤𝑖(𝑟),𝑖(𝑟−1)
𝑞 , 𝐹𝑞𝑟,(𝑟+1) = 𝑤𝑖(𝑟),𝑖(𝑟+1)
𝑞  𝑖𝑓 1 < 𝑟 < 𝑁 − 2
𝐹𝑞𝑟,(𝑟−1) = 𝑤𝑖(𝑟),𝑖(𝑟−1)
𝑞 𝑟 = 𝑁 − 2
𝐹𝑞𝑟,𝑠 = 0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 
(5. 18) 
Notice that 𝐹𝑞𝑟,𝑠 denotes the 𝑟𝑠 entry of the matrix 𝐹𝑞,  𝑤𝑖(𝑟),𝑖(𝑠)
𝑞
is the q-communication 
weight of the q-agent 𝑖(𝑟) with the q-agent 𝑖(𝑠) (𝑟 and 𝑠 are the order numbers of the q-
agents 𝑖(𝑟) and 𝑖(𝑠)). Because sum of each row of   ?̂?𝑞 is zero, sum of the entries of the 
first row of the matrix 𝐴𝑞, and sum of the entries of the last row of the matrix 𝐴𝑞 are both 
negative. The remaining rows of the matrix 𝐴𝑞 are zero sum.  This implies that, sum of the 
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entries in the first row and sum of the entries in the last row of the matrix 𝐹𝑞 are both less 
than 1, while sum of the entries of the remaining rows of 𝐹𝑞 are equal to 1. Therefore, by 
provoking Gershgorin theorem and Perron-Frobenius theorem, it is concluded that the 
spectral radius of 𝐹𝑞, 𝜌(𝐹𝑞), is less than or equal to 1. Nevertheless, the matrix 
−𝐴𝑞=(𝐼 − 𝐹𝑞) is a non-singular irreducible M-matrix. Consequently, 𝜌(𝐹𝑞) has to be less 
than 1 and 𝐴𝑞 is inevitably Hurwitz. ■ 
Table 5-3 Parameters 𝛼𝑖,1
𝑞
and 𝛼𝑖,2
𝑞
 corresponding to the desired formation shown in the   
Figure 5-1 
Order 
𝑟 
1𝑠𝑡 Coordinate (𝑞 = 1) 2𝑛𝑑 Coordinate (𝑞 = 2) 
𝑥𝑓,1,𝑖 Index 𝑖(𝑟) 𝛼𝑖,1
1  𝛼𝑖,2
1  𝑥𝑓,2,𝑖 Index 𝑖(𝑟) 𝛼𝑖,1
2  𝛼𝑖,2
2  
1 -2.00 1 1 0 0.00 5 1 0 
2 1.7321 11 0 1 4.4641 7 0 1 
3 -1.5000 2 0.8660 0.1340 0.8660 4 0.8060 0.1940 
4 -1.0000 3 0.7321 0.2679 1.0000 11 0.7760 0.2240 
5 -0.5000 4 0.5981 0.4019 1.7321 3 0.6120 0.3880 
6 -0.2679 7 0.5359 0.4641 1.8660 10 0.5820 0.4180 
7 -0.1340 6 0.5000 0.5000 2.2321 6 0.5000 0.5000 
8 0 5 0.4641 0.5359 2.5981 2 0.4180 0.5820 
9 0.2321 8 0.4019 0.5981 2.7321 9 0.3880 0.6120 
10 0.7321 9 0.2679 0.7321 3.4641 1 0.2240 0.7760 
11 1.2321 10 0.1340 0.8660 3.5981 8 0.1940 0.8060 
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The block tridiagonal matrices ?̂?1 and ?̂?2 corresponding to the desired formation 
shown in the Figure 5-1 and communication weights listed in the Table 5-2 are obtained as 
follows: 
?̂?1 =
[
 
 
 
 
 
 
 
 
 
 
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0.5000 0 −1 0.5000 0 0 0 0 0 0 0
0 0 0.5000 −1 0.5000 0 0 0 0 0 0
0 0 0 0.3170 −1 0.6830 0 0 0 0 0
0 0 0 0 0.3660 −1 0.6340 0 0 0 0
0 0 0 0 0 0.5000 −1 0.5000 0 0 0
0 0 0 0 0 0 0.6340 −1 0.3660 0 0
0 0 0 0 0 0 0 0.6830 −1 0.3170 0
0 0 0 0 0 0 0 0 0.5000 −1 0.5000
0 0.5000 0 0 0 0 0 0 0 0.5000 −1 ]
 
 
 
 
 
 
 
 
 
 
 
(5. 19) 
?̂?2 =
[
 
 
 
 
 
 
 
 
 
 
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0.1340 0 −1 0.5000 0.8660 0 0 0 0 0 0
0 0 0.8453 −1 0.1547 0 0 0 0 0 0
0 0 0 0.1547 −1 0.8453 0 0 0 0 0
0 0 0 0 0.7321 −1 0.2679 0 0 0 0
0 0 0 0 0 0.5000 −1 0.5000 0 0 0
0 0 0 0 0 0 0.2679 −1 0.7321 0 0
0 0 0 0 0 0 0 0.8453 −1 0.1547 0
0 0 0 0 0 0 0 0 0.1547 −1 0.8453
0 0.1340 0 0 0 0 0 0 0 0.8660 −1 ]
 
 
 
 
 
 
 
 
 
 
 
(5. 20) 
5.3 Agents’ positions in the Desired Configuration 
Let  𝑍𝐹,𝑞 = [𝑥𝑓,𝑞,1 … 𝑥𝑓,𝑞,𝑁]
𝑇 ∈ ℝ𝑁 be the 𝑞𝑡ℎ components of the agents’ positions 
in the final desired configuration, then,  
𝑊𝑞𝑍𝐹,𝑞 = 0. (5. 21) 
It is noted that the row 𝑖 of the eqn. (5. 21) is the same as the eqn. (5. 8), where q-
communication weights 𝑤𝑖,𝑖1
𝑞
 and 𝑤𝑖,𝑖2
𝑞
 are uniquely determined by the eqns. (5. 10) and (5. 
11). 
Let  
?̂?𝐹,𝑞 = 𝑃𝑞𝑍𝐹,𝑞 , (5. 22) 
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then, the row  𝑟 entry of ?̂?𝐹,𝑞 ∈ ℝ
𝑁 is the equal to 𝑥𝑓,𝑞,𝑖 (the 𝑖
𝑡ℎ entry of 𝑍𝐹,𝑞), where 𝑟 is 
the order number of the q-agent 𝑖. Now, 𝑍𝐹,𝑞 and 𝑊𝑞 in the eqn. (5. 21) can be replaced by 
𝑍𝐹,𝑞 = 𝑃𝑞
−1?̂?𝐹,𝑞 and 𝑊𝑞 = 𝑃𝑞
𝑇?̂?𝑞𝑃𝑞, respectively, then 
?̂?𝑞?̂?𝑞 = 𝐴𝑞𝑓𝐹,𝑞 + 𝐵𝑘𝑙𝐿,𝑞 = 0.  (5. 23) 
If ?̂?𝐹,𝑞 is partitioned as  
?̂?𝐹,𝑞 = [
𝑙𝐹,𝑞
⋯
𝑓𝐹,𝑞
], 
(5. 24) 
then, 𝑙𝐹,𝑞 ∈ ℝ
2 (the first two rows of ?̂?𝐹,𝑞) represents the 𝑞
𝑡ℎ  components of the final 
positions of the q-leaders, while 𝑓𝐹,𝑞 ∈ ℝ
𝑁−2 (the last 𝑁 − 2 rows of ?̂?𝐹,𝑞) gives the 
𝑞𝑡ℎ  components of the followers’ desired final positions. 
Transient Desired Positions of the q-followers: Let 𝑥𝑓,𝑞,𝑖 (the 𝑞
𝑡ℎ component of the 
final desired position of the q-follower 𝑖) be expanded as the linear combination of 
𝑥𝑓,𝑞,𝑞𝑙1and 𝑥𝑓,𝑞,𝑞𝑙2 (the 𝑞
𝑡ℎ components of the ultimate positions of the two q-leaders 
identified by the index numbers 𝑞𝑙1 and 𝑞𝑙2) as follows: 
𝑥𝑓,𝑞,𝑖 = 𝛼𝑖,1
𝑞 𝑥𝑓,𝑞,𝑞𝑙1 + 𝛼𝑖,2
𝑞 𝑥𝑓,𝑞,𝑞𝑙2 , (5. 25) 
where 
𝛼𝑖,1
𝑞 + 𝛼𝑖,2
𝑞 = 1. (5. 26) 
Then, 𝛼𝑖,1
𝑞
 and 𝛼𝑖,2
𝑞
 are uniquely determine as follows: 
𝛼𝑖,1
𝑞 =
𝑥𝑓,𝑞,𝑞𝑙2 − 𝑥𝑓,𝑞,𝑖
𝑥𝑓,𝑞,𝑞𝑙2 − 𝑥𝑓,𝑞,𝑞𝑙1
 
(5. 27) 
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𝛼𝑖,2
𝑞 =
𝑥𝑓,𝑞,𝑖 − 𝑥𝑓,𝑞,𝑞𝑙1
𝑥𝑓,𝑞,𝑞𝑙2 − 𝑥𝑓,𝑞,𝑞𝑙1
. (5. 28) 
are uniquely obtained from the eqns. (5. 25) and (5. 26). The parameters 𝛼𝑖,1
𝑞
and 𝛼𝑖,2
𝑞
 that 
bare consistent with the agents’ desired positions, illustrated in the Figure 5-1, are listed in 
the Table 5-3.  
he 𝑞𝑡ℎ component of the transient desired position of the q-follower 𝑖, given by  
𝑥𝑑,𝑞,𝑖(𝑡) = 𝛼𝑖,1
𝑞 𝑥𝑞,𝑞𝑙1(𝑡) + 𝛼𝑖,2
𝑞 𝑥𝑓,𝑞,𝑞𝑙2 . (5. 29) 
is the same as the 𝑟𝑡ℎ row of   
𝑓𝑞,𝑑 = −𝐴𝑞
−1𝐵𝑞 [
𝑥𝑞,𝑞𝑙1
𝑥𝑞,𝑞𝑙2
]. 
(5. 30) 
Notice that 𝑟 is the order number of the q-follower 𝑖.  
5.4 Dynamics of Agents 
5.4.1 First Order Dynamics for Evolution of the MAS 
Assume that the q-agent 𝑖 updates the 𝑞𝑡ℎ component of its current according to  
𝑑𝑥𝑞,𝑖
𝑑𝑡
= 𝑢𝑞,𝑖,   
(5. 31) 
where 
𝑢𝑞,𝑖 =
{
 
 
 
 𝑔𝑖𝑣𝑒𝑛 𝑖 ∈ 𝒱𝑙𝑞
𝑔( ∑ 𝑤𝑖,𝑗
𝑞 𝑥𝑞,𝑗
𝑗∈𝒩𝑞,𝑖
− 𝑥𝑞,𝑖) 𝑖 ∈ 𝒱𝑓𝑞
. 
(5. 32) 
It is noted that the control gain 𝑔 ∈ ℝ+ is constant. Then, the 𝑞
𝑡ℎ components of the q-
followers’ positions are updated according to 
?̇?𝑞 = 𝑔𝑊𝑞𝑧𝑞 + 𝑣𝑞 ,  (5. 33) 
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where 𝑧𝑞 = [𝑥𝑞,1 … 𝑥𝑞,𝑁]
𝑇 ∈ ℝ𝑁 . Also, except the rows 𝑞𝑙1 and 𝑞𝑙2 of the vector 𝑣𝑞 ∈
ℝ𝑁  that denote the 𝑞𝑡ℎ components of the q-leaders’ velocities, the remaining entries of  
𝑣𝑞 are zero. If 𝑧𝑞, 𝑣𝑞 and  𝑊𝑞, in the eqn. (5. 33) are replaced by 𝑃𝑞
−1?̂?𝑞, 𝑃𝑞
−1𝑣𝑞 and 
𝑃𝑞
𝑇?̂?𝑞𝑃𝑞, respectively, then 
?̇̂?𝑞 = 𝑔?̂?𝑞?̂?𝑞 + 𝑣𝑞 = 𝑔 [
02×2 02×(𝑁−2)
𝐵𝑞(𝑁−2)×2 𝐴𝑞(𝑁−2)×(𝑁−2)
] ?̂?𝑞 + [
𝑣𝐿,𝑞
0(𝑁−2)×1
]. 
(5. 34) 
It is noted that 𝑣𝐿,𝑞 = [𝑣𝑞𝑙1 𝑣𝑞𝑙2]
𝑇 ∈ ℝ2 defines the 𝑞𝑡ℎ components of the q-leaders’ 
velocities. Also, the MAS evolution dynamics represented by the eqn. (5. 34) is 
asymptotically stable because communication weights, that are determined by the eqns. (5. 
10) and (5. 11)  are all positive, and therefore the matrix 𝐴𝑞 is Hurwitz. The equilibrium 
state of the eqn. (5. 34) defines the 𝑞𝑡ℎ components of the agents’ positions in the final 
configuration, when q-leaders ultimately stop (?̂?𝐿,𝑞 and ?̇̂?𝑞are both zero at the equilibrium 
state.). Therefore, the q-followers asymptotically reach the desired positions that satisfy 
the eqn. (5. 30).  
Remark 5-3: Applying the proposed first order kinematic model can guarantee 
asymptotic convergence of the agents’ transient positions to the desired positions in the 
final configuration, however, it requires leaders to settle in a finite horizon of time. In other 
words, positions of the followers in the transient configuration deviate from the desired 
positions, although they eventually reach the desired configuration. In the next Section, it 
is shown how the followers’ transient deviations from the desired positions (that are 
defined globally based on the q-leaders’ positions) vanish during MAS evolution, where 
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q-followers access the positions and velocities of only two adjacent q-agents, and leaders 
move with constant velocities.  
5.4.2 Double Integrator Kinematic Model (Asymptotic Tracking of a Moving Desired 
Formation) 
Consider that the q-follower 𝑖 update the 𝑞𝑡ℎ component of its current position by 
𝑑2𝑥𝑞,𝑖
𝑑𝑡2
= 𝑢𝑞,𝑖, 
(5. 35) 
where 
𝑢𝑞,𝑖 =
{
 
 
 
 𝑔𝑖𝑣𝑒𝑛 𝑖 ∈ 𝒱𝑙𝑞
𝑔1( ∑ 𝑤𝑖,𝑗
𝑞 ?̇?𝑞,𝑗
𝑗∈𝒩𝑞,𝑖
− ?̇?𝑞,𝑖) + 𝑔2( ∑ 𝑤𝑖,𝑗
𝑞 𝑥𝑞,𝑗
𝑗∈𝒩𝑞,𝑖
− 𝑥𝑞,𝑖) 𝑖 ∈ 𝒱𝑓𝑞
. 
(5. 36) 
The 𝑞𝑡ℎ components of the q-followers’ positions are then updated by the following 
second order matrix dynamics: 
?̈?𝑞 = 𝑔1𝑊𝑞?̇?𝑞 + 𝑔2𝑊𝑞𝑧𝑞 + 𝑎𝑞 , (5. 37) 
where 𝑧𝑞 and 𝑊𝑞 were previously introduced, and 𝑔1 ∈ ℝ+and  𝑔2 ∈ ℝ+ are constant. 
Except the rows 𝑞𝑙1 and 𝑞𝑙2 of the vector 𝑎𝑞 ∈ ℝ
𝑁, that represent the 𝑞𝑡ℎ components of 
the q-leaders’ accelerations, the remaining entries of 𝑎𝑞 are zero. Now, replace 𝑧𝑞 =
𝑃𝑞
−1?̂?𝑞, 𝑉𝑞 = 𝑃𝑞
−1𝑣𝑞,  𝑎𝑞 = 𝑃𝑞
−1?̂?𝑞, and 𝑊𝑞 = 𝑃𝑞
𝑇?̂?𝑞𝑃𝑞, then 
?̈̂?𝑞 = 𝑔1?̂?𝑞 ?̇̂?𝑞 + 𝑔2?̂?𝑞?̂?𝑞 + ?̂?𝑞 ,  (5. 38) 
where ?̂?𝑞 = [?̂?𝐿,𝑞 01×(𝑁−2)]
𝑇 ∈ ℝ𝑁, and ?̂?𝐿,𝑞 = [𝑎𝑞𝑙1 𝑎𝑞𝑙2]
𝑇 ∈ ℝ2 defines the 𝑞𝑡ℎ 
component of the q-leaders’ accelerations. Let 
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?̂?𝑞 = [
𝑙𝑞
𝑓𝑞
] 
(5. 39) 
be substituted in the eqn. (5. 38), where 𝑙𝑞 ∈ ℝ
2 denote the 𝑞𝑡ℎ components of the leaders’ 
positions, and 𝑓𝑞 ∈ ℝ
𝑁−2 denotes the 𝑞𝑡ℎ components of the followers’ positions. Then, 𝑓𝑞 
is updated by the following second order dynamics: 
𝑓?̈? = 𝐴𝑞(𝑔1𝑓?̇? + 𝑔2𝑓𝑞) + 𝐵𝑞(𝑔1𝑙?̇? + 𝑔2𝑙𝑞) + ?̂?𝑞 . (5. 40) 
It is assumed that the q-leaders move with constant velocities, therefore, ?̂?𝑞 = 0, and 
the eqn. (5. 40) is simplified to 
𝑓?̈? = 𝐴𝑞(𝑔1𝑓?̇? + 𝑔2𝑓𝑞) − 𝐴𝑞 (𝑔1(−𝐴𝑞
−1𝐵𝑞𝑙?̇?) + 𝑔2(−𝐴𝑞
−1𝐵𝑞𝑙𝑞)) =
𝐴𝑞 (𝑔1(?̇?𝑞 − ?̇?𝑞,𝑑) + 𝑔2(𝑓𝑞 − 𝑓𝑞,𝑑)).   
(5. 41) 
Because ?̂?𝑞 = 0 (𝑙?̈? = [?̈?𝑞,𝑙𝑞1 ?̈?𝑞,𝑙𝑞2]
𝑇 = 0), ?̈?𝑞,𝑑 = −𝐴
−1𝐵𝑙?̈? = 0. Therefore,  the 
transient error 𝐸𝑞 = 𝑓𝑞 − 𝑓𝑞,𝑑 is updated by the following second order linear dynamics: 
(5. 40) is simplified to 
?̈?𝑞 − 𝐴𝑞(𝑔1?̇?𝑞 + 𝑔2𝐸𝑞) = 0,   (5. 42) 
where the roots of the characteristic polynomial  
|𝑠2𝐼 − (𝑔1𝑠 + 𝑔2)𝐴𝑞| = 0  (5. 43) 
are all located in the open left half s-plane. Consequently the transient error converges to 
zero during MAS evolution, while the q-followers do not directly access to the 𝑞𝑡ℎ 
components of the q-leaders’ positions and velocities. 
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Figure 5-4: Initial distribution of the agents 
Example 5-1: Consider the MAS containing 11 agents, where the index numbers and 
the final desired positions of the agents are listed in the Table 5-1. Agents’ initial positions 
are shown in the Figure 5-4. 
 
 (a)  
 
 (b) 
Figure 5-5: (a) The first components of the 1-leaders 1 and 11; (b) The second 
components of the 2-leaders 5 and 7 
The aim is that agents reach the desired formation shown in the Figure 5-1. For this 
purpose, the first (X) components of agents’ positions are independently guided by the 1-
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leaders 1 and 11, where 1-followers acquire the desired position through local 
communication with the 1-communication weights that are listed in the Table 5-2. 
Evolution of the second (Y) components of the agents’ positions are directed by the 2-
leaders 5 and 7, where the 2-followers apply the 2-communication weights listed in the 
Table 5-2 to acquire the Y components of the desired positions through local interaction.  
In the Figure 5-5 (a), X components of  the positions of 1-leaders 1 and 11 are illustrated 
versus time. Also, Y components of the positions of 2-leaders 5 and 7 are shown in the 
Figure 5-5 (b) as functions of time. As seen q-leaders move with constant velocities during 
the time 𝑡 ∈ [0,20]𝑠. Note that leaders stop at 𝑡 = 20𝑠. 
Simulation of evolution of the agents under the proposed first and second order models 
are presented below. 
First Order Model: Let the q-followers apply the 𝑞𝑡ℎ components of their positions 
according to the eqns. (5. 31) and (5. 32), where 𝑔𝑖 = 𝑔 = 30. Formations of the MAS at 
the times 𝑡 = 0.5𝑠, 𝑡 = 1𝑠, 𝑡 = 2𝑠, 𝑡 = 7𝑠, 𝑡 = 14 𝑠,  and 𝑡 = 25𝑠 are shown in the 
Figure 5-6. As observed, the MAS ultimately form the letter “H” as it is desired. 
In the Figure 5-7 𝑥1,6(𝑡) (the first (X) component of the actual position of the 1-
follower 6) and 𝑥2,6(𝑡) (the second (Y) component of the actual position of the 2-follower 
6) are shown by continuous curves. Furthermore, 𝑥𝑑,1,6(𝑡) (the first (X) component of the 
desired position of the 1-follower 6 (See the eqn. (5. 29).)) and 𝑥𝑑,2,6(𝑡) (the second (Y) 
component of the desired position of the 2-follower 6) are illustrated by dotted curves in 
the Figure 5-8. 
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𝑡 = 0.5𝑠 
 
𝑡 = 1𝑠 
 
𝑡 = 2𝑠 
 
𝑡 = 7𝑠 
 
𝑡 = 14𝑠 
 
𝑡 = 25𝑠 
Figure 5-6: MAS formations at five different sample times 𝑡 = 5𝑠, 𝑡 = 10𝑠, 𝑡 = 15𝑠, 
𝑡 = 20𝑠, and 𝑡 = 25𝑠 
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Figure 5-7: 𝑥1,6(𝑡) and 𝑥𝑑,1,6(𝑡) shown by the continuous and dotted curves, 
respectively  
 
Figure 5-8: 𝑦1,6(𝑡) and 𝑦𝑑,1,6(𝑡) shown by the continuous and dotted curves, 
respectively 
As observed, the q-follower 6 deviates from its desired position during transition, 
however, it asymptotically reach the desire final position (𝑥𝑓,1,6, 𝑥𝑓,2,6) =
(−0.1340,2.2321) after leaders stop at 𝑡 = 20𝑠.  
Second Order Model: Let q-followers choose 𝑔1 = 𝑔2 = 30, where they update their 
positions according to the eqns. (5. 35) and (5. 36). In the Figure 5-9, the second Y 
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component of the desired and actual positions of the follower 6 are illustrated versus time 
by the dashed and continuous curves, respectively.   As observed, deviation of the follower 
6 converges to zero around  𝑡 = 7𝑠, while leaders are still moving with constant velocities. 
 
Figure 5-9: 𝑦1,6(𝑡) and 𝑦𝑑,1,6(𝑡) shown by the continuous and dotted curves, 
respectively 
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