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Abstract: In this paper, mixed logic-systems are modeled by finite col-
lections of n-tuples and contain both standard and nonstandard coor-
dinate values. It is shown that each of the specifically defined mixed
logic-systems generates an internal nonstandard consequence operator.
Hyperfinite mixed logic-systems are also investigated.
1. Introduction.
Abraham Robinson is the first to apply nonstandard analysis to the language
of the “Lower predicate calculus” (Robinson, 1963, p. 84, Geiser, 1968). In this
paper as well as others mentioned in the references, nonstandard analysis is applied
to universal logics and informal languages. In particular, nonstandard methods
are applied to finite consequence operators. All of the definitions not presented
in this paper can be found in Herrmann (2006, 2001, 1993, 1991). In Herrmann
(2006, 2001), logic-systems are defined for a nonempty specific informal language
L. These logic-systems are only composed of members of L. A need has now arisen
that requires the logic-system notion to be extended so that, after the language is
properly embedded into the nonstandard structure - the Grundlegend or Extended
Grundlegend Structure (Herrmann, 1993), then intuitively the logic-system contains
elements from ∗L− L. (Recall, that by the identification process σL = L.)
2. Main Results for Mixed Logic-Systems.
Let L be any, at least, denumerable set that represents a language embedded
into the standard superstructure M and P be the set-theoretic power set operator.
Let 1 ≤ n ∈ IN, [1, n] = {i | (i ∈ IN) ∧ (1 ≤ i ≤ n)}, and f : [1, n] → L, g: [1, n] →
∗L, h: [1, n] → L and for each i, j ∈ [1, n], f(i) 6= h(j), g(i) ∈ ∗L− L. The func-
tions f, h can be formed informally prior to embedding them into the standard
superstructure M. Due to the finite domain and range of the functions f, h and
the identification process, it follows that we can consider ∗f = f, ∗h = h and,
notationally, for each i ∈ [1, n], f(i) = ai, g(i) = λi, h(i) = bi. Of course, the
hyper-form can be retained. The ternary relation R = {(ai, λi,bi) | i ∈ [1, n]} is
called a mixed logic-system, and it is not a member of the carrier of the superstruc-
ture M. Let T3 = {x | (x ∈ P(L× L× L)) ∧ (|x| = n)}. In Herrmann (2001, p.
94), it is shown that there is a map H3: T3 → Cf , where Cf is the set of all fini-
tary consequence operators defined on L. For each x ∈ T3, the finite consequence
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operator H3(x) is defined by a logic-system using the rules of inference x and the
logic-system algorithm. For each X ⊂ L, the set of all members of L deduced from
X using these rules and the algorithm is Y and this is denoted by X ⊢x Y. Hence,
X ⊢x= H3(x)(X) and each ⊢x determines a binary relation that corresponds to that
generated by H3(x).
In what follows, the notion of a finite subsequence includes the case where the
domain is {1}. In Herrmann (1993), there are three different fonts used for the
mathematical expressions. Roman fonts refer to informal mathematics as expressed
in general set-theory. Italic and bold face notation is used for statements about the
objects in the standard and nonstandard superstructures. Further, ω represents
the natural numbers in the informal general set-theory, while IN is isomorphic to ω
with an additional set-theoretic restriction. In the published version of Herrmann
(2001), and many others, the use of roman fonts for mathematical expressions is not
allowed. For this reason, in these papers, IN replaces ω when informal mathematical
expression are considered.
Theorem 2.1. Consider the defined ternary relation R = {(ai, λi,bi) | i ∈
[1, n]}, Di = {ai, λi}, for each i ∈ [1, n] and Cf be Cf embedded into the standard
superstructure M. Then R ∈ ∗T3,
∗H3(R) = C ∈
∗Cf , C is nonstandard and, for
each i ∈ [1, n], Di is internal. Further, for each internal X ∈
∗(P(L)), if Di 6⊂ X,
for each i ∈ [1, n], then C(X) = X and if Dk ⊂ X for some k ∈ [1, n], then there
exists m ∈ [1, n] and a finite subsequence {Dij} of {Di} such that Dk ⊂ X if and
only if k = ij for some j ∈ [1, m] and, for each j ∈ [1, m]}, C(Dij ) = Dij ∪ {bij}
and C(X) = X ∪ {bij | j ∈ [1, m]}.
Proof. Consider any nonempty informal R′ = {(ai, di, bi) | i ∈ [1, n]} ∈ T
where, for each i, k ∈ [1, n], ai 6= bk, di 6= bk. Let Di = {ai, di} for each i ∈ [1, n].
Let C:P(L)→ P(L). We first establish that if H3(R
′) = C, then for each X ∈ P(L)
(a) if Di 6⊂ X for each i ∈ [1, n], then C(X) = X and (b) if Dk ⊂ X for some k ∈ [1, n],
then there exists m ∈ [1, n] and a finite subsequence {Dij} of {Di}such that Dk ⊂ X
if and only if k = ij for some j ∈ [1,m] and, for each j ∈ [1,m], C(Dij) = Dij ∪ {bij}
and C(X) = X ∪ {bij | j ∈ [1,m]}.
We use the rules that generate a consequence operator from a logic-system
(Herrmann, 2001, p. 94). First, there is a unique C ∈ Cf such that H3(R
′) = C.
Let X ∈ P(L). (a) By the insertion rule X ⊂ C(X). If Di 6⊂ X for each i ∈ [1, n],
then by the coordinate rule it follows that X = C(X). (b) If Dk ⊂ X for some
k ∈ [1, n], then the set M = {k | Dk ⊂ X} is nonempty, finite and orderable by the
first element method. Let |M| = m. Then 1 ≤ m ≤ n and there exists m ∈ [1, n]
and a finite subsequence of sets {Dij} such that Dk ⊂ X if and only if k = ij for
some j ∈ [1,m]. The coordinate rule yields C(Dij) = Dij ∪ {bij} for each j ∈ [1,m].
However, the value of C(X) is obtained only by insertion or (1) the coordinate rule
applied to each Di ⊂ X or (2) applied to members of {bij | j ∈ [1,m]}. The set
{bij | j ∈ [1,m]} is all that can be deduced by (1) without considering (2). Since,
for each i, k ∈ [1, n], ai 6= bk, di 6= bk, the coordinate rule does not apply to any
member of {bij | j ∈ [1, m]}. Hence, it follows that C(X) = X ∪ {bij | j ∈ [1,m]}.
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The defined partial sequences f, g, h are internal from the Theorem 4.2.2 (ii)
(Herrmann, 1991, p. 29) - The Internal Definition Principle. Also, from part (ii)
of this theorem each member of the ternary relation R is internal implies that R,
being a finite collection of internal objects, is internal. This also follows directly
from Theorem 4.2.2 part (ii). Hence, R ∈ ∗T3. In like manner, each Di ∈
∗(P(L))
for each i ∈ [1, n]. Moreover, since, in general, H3(R
′) ∈ Cf , for any R
′ ∈ T3, then
∗H3(R) = C ∈
∗Cf , and C is nonstandard, since L is infinite. Note that, for each
i, j ∈ [1, n], λi 6= bj . Further, C satisfies, for each internal X ∈
∗(P(L)), the
appropriate formal *-transformed (a) and (b) statements. This task is left to the
reader. This completes the proof.
Now consider the mixed g, f defined binary logic-system R1 = {(λi,bi) | i ∈
[1, n]}, T2 = {x | (x ∈ P(L× L)) ∧ (|x| = n)}, and H2: T2 → Cf .
Theorem 2.2. Consider the defined binary relation R1 = {(λi,bi) | i ∈
[1, n]}. Let Cf be Cf embedded into the standard superstructure M. Then R1 ∈
∗B, ∗H2(R1) = C ∈
∗Cf and C is nonstandard. Further, for each internal
X ∈ ∗(P(L)), if λi /∈ X for each i ∈ [1, n], then C(X) = X and if λk ∈ X for
some k ∈ [1, n], then there exists m ∈ [1, n] and a finite subsequence {λij} of {λi}
such that λk ∈ X if and only if k = ij for some j ∈ [1, m] and, for each j ∈ [1, m]},
C({λij}) = {λij ,bij} and C(X) = X ∪ {bij | j ∈ [1, m]}.
Proof. This is obtained by a simple modification of the proof of Theorem 1.
Of course, these two results can be extended to other mixed logic-systems.
Theorems 1 and 2 can be used to model certain hypotheses associated with the
mind-brain problem. It is unusual to have rather simple set-theoretic statements
characterize the correspondence between a logic-system and a consequence operator.
Theorem 2.3. Consider any nonempty R′ = {(ai, di, bi) | i ∈ [1, n]} ∈ T3,
where for each i, k ∈ [1, n], ai 6= bk, di 6= bk. Let Di = {ai, di}, for each i ∈ [1, n].
Let C:P(L) → P(L). Then H(R′) = C if and only if for each X ∈ P(L) (a) if
Di 6⊂ X, for each i ∈ [1, n], then C(X) = X, and (b) if Dk ⊂ X for some k ∈ [1, n],
then there exists m ∈ [1, n] and a finite subsequence {Dij} of {Di} such that Dk ⊂ X
if and only if k = ij for some j ∈ [1,m] and, for each j ∈ [1,m], C(Dij) = Dij ∪{bij}
and C(X) = X ∪ {bij | j ∈ [1,m]}.
Proof. ⇒. The same proof as used for Theorem 1.
⇐ Suppose that you have the operator C′:P(L) → P(L) and that C′ satisfies
(a) and (b). Let any X ∈ P(L). Suppose that Di 6⊂ X, for each i ∈ [1, n]. Then
C′(X) = X implies that X = C′(X) = C′(C′(X)).
Now suppose that Dk ⊂ X for some k ∈ [1, n]. Then there exists m ∈ [1, n]
and a finite subsequence {Dij} of {Di} such that Dk ⊂ X if and only if k = ij for
some j ∈ [1,m] and, for each j ∈ [1,m], C(Dij) = Dij ∪ {bij} and C(X) = X ∪ {bij |
j ∈ [1,m]}. Since for each i, k ∈ [1, n], ai 6= bk, di 6= bk and Di = {ai, di}, for
each i ∈ [1, n], then Dk ⊂ X ∪ {bij | j ∈ [1,m]} if and only if Dk ∈ {Dij}. Hence,
since the stated conditions apply to each member of P(L), then C′(X ∪ {bij | j ∈
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[1,m]}) = (X ∪ {bij | j ∈ [1,m]}) ∪ {bij | j ∈ [1,m]} = X ∪ {bij | j ∈ [1,m]} = C
′(X).
Consequently, for the two cases, X ⊂ C′(X)) = C′(C′(X)).
Let Z ∈ F(X), where, in general, F(Y) is the set of all finite subsets of Y.
Since the conditions (a) and (b) apply to Z, assume that Di 6⊂ Z, for each i ∈ [1, n].
Then C′(Z) = Z. Now assume that Dk ⊂ Z for some k ∈ [1, n]. Then there exists
mz ∈ [1, n] and a finite subsequence {Dij} of {Di} such that Dk ⊂ Z if and only
if k = ij for some j ∈ [1,mz] and, for each j ∈ [1,mz], C
′(Dij) = Dij ∪ {bij} and
C(X) = X∪{bij | j ∈ [1,mz]}. Clearly, since Z ⊂ X, mz ≤ m. Thus, C
′(Z) = Z∪{bij |
j ∈ [1,mz]} ⊂ X ∪ {bij | j ∈ [1,m]} = C
′(X). However, for each j ∈ [1,m], Dij is
finite, Dij ⊂ X, and C
′(Dij) = Dij ∪ {bij}. Considering, for each x ∈ X, Z = {x},
then it follows that C′(X) =
⋃
{C′(Z) | Z ∈ F(X)}. These results imply that C′ ∈ Cf .
Now consider H3(R
′) = C and X ∈ P(L). Then from ⇒ either the (a) or (b)
hypotheses apply to X. But, the (a) and (b) hypotheses and the (b) statement
“there exists a m′ ∈ [1, n] and a finite subsequence {Dij} of {Di} such that Dk ⊂ X
if and only if k = ij for some j ∈ [1, m
′]” only refer to the given sets Di and X and
not to the C. Thus, if (a) applies, then X = C(X) = C′(X). If (b) applies, then
m′ = m. Therefore, (a) and (b) imply that C(X) = C′(X) and this completes the
proof.
The following definitions identify a useful ordering for mixed logic-systems.
Consider the same definitions for f ′, g′, h′ and a′i, λ
′
i, b
′
i, respectively, but use
n′ ∈ IN, 1 ≤ n′. The ternary relation R = {(ak, λk,bk) | k ∈ [1, n]} is internal
being a finite collection of internal objects. Note that, due to the stated f and h
properties, such logic-systems as R and have been simplified for certain applications.
By considering possible repetitions of the aj and corresponding bj as these
members are embedded into L and represented in the standard superstructure M
via the partial sequences f, h a special type of ordering can be defined. The
following special ordering does not yield any mechanism but rather deals with a
characteristic that can be considering as a type of “weighting” in the scientific sense.
From a logic-system viewpoint, it yields a measure for an “influencing process”
associated with perception. The idea is similar to the notion that “repetition” of a
statement is a form of linguistic emphasis.
Definition 2.1. Consider mixed logic-systems R and R′ = {(a′k, λ
′
k,b
′
k) | k ∈
[1, n′]}. Let R1 = {(ajk , λjk ,bjk) | k ∈ [1, m]} ⊂ R, where j is the subsequence
map defined on [1, m] and R2 = {(a
′
ik
, λ′ik ,b
′
ik
) | k ∈ [1, m′]} ⊂ R′, and i is the
subsequence map defined on [1, m′]. For the projection maps p1, p3, let p1(R1) =
{ajk}, p3(R1) = {ajk}, p1(R2) = {a
′
jk
} and p3(R2) = {b
′
jk
} Then the influencing
process is stronger for b′i1 than for bj1 ifm
′ > m. [Note. Obviously, the λk, k ∈ [1, m]
and the λ′k, k ∈ [1, m
′] are distinct.]
Definition 2.2. Consider mixed logic-systems R = {(λk,bk) | k ∈
[1, n]}, R′ = {(λ′k,b
′
k) | k ∈ [1, n
′]}. Let R1 = {(λjk ,bjk) | k ∈ [1, m]} ⊂ R, where
j is the subsequence map defined on [1, m]. Let R2 = {λ
′
ik
,b′ik) | k ∈ [1, m
′]} ⊂ R′,
where i is the subsequence map defined on [1, m′]. For the projection map p2, let
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p2(R1) = {bjk} and p2(R2) = {b
′
jk
}. Then the influencing process is stronger for
b′i1 than for bj1 if m
′ > m.
In applications of definitions 2.1 and 2.2, the emphasis produced by the re-
peated members may or may not be an actual perceived “repetition,” from the
viewpoint of the ultralogic operators. For example, let internal X = {ajk , λjk |
k ∈ [1, m]}, X ′ = {a′ik , λ
′
ik
| k ∈ [1, m′]} and the corresponding R1 and R2 satisfy
the requirements of Definition 2.1. Then for ultralogics C, C′ of Theorem 2.1 and
from its proof, it follows that C(X) − X = {bj1}, C
′(X ′) − X = {b′i1}. Thus, if
m′ > m, then the stronger influencing process may be more relative to “how” b′i1
is perceived. From the viewpoint of physical processes, this can be interpreted as
stating that, as perceived, the process that yields b′i1 is stronger than the process
that yields bj1 even if the process itself is not known.
3. Hyperfinite Logic-Systems.
Let F ′ denote the finite power set operator, where the range of F ′ does not
contain the empty set. Let ∅ 6= Xi ⊂ Li = L, where i ∈ [1, n] ⊂ IN, 1 < n. Let
B = X1×· · ·×Xn ⊂ L1×· · ·×Ln. Then each Xi is finite if and only if B is finite.
For nonempty internal Yi ⊂
∗L, Y1×· · ·×Yn, (i ∈ [1, n] ⊂ IN, 1 < n) is an internal
subset of ∗L1 × · · · ×
∗Ln by the Theorem 4.2.2 (ii) in Herrmann (1991, p. 29).
Let nonempty hyperfinite Zi ⊂
∗L, i ∈ [1, n], 1 < n ∈ IN ⊂ ∗IN. Since each such
Zi ∈
∗F ′( ∗L), then each such Zi is internal. Let T
′
n = {x ∈| x ∈ F
′(L1×· · ·×Ln)}.
Then once again, from Herrmann (2001, p. 94), there is a function H′n: T
′
n → Cf .
By *-transfer, we have
Theorem 3.1. For each hyperfinite A ∈ ∗F ′( ∗L1 × · · · ×
∗Ln), there exists
CA ∈
∗Cf such that
∗H′n(A) = CA. Further, for each X ∈
∗P( ∗L), X⊢A =
CA(X).
Example 3.1 Let nonempty d ∈ ∗P( ∗L). Then d ∈ ∗F ′( ∗L) if and only if
there is a λ ∈ ∗IN and an internal bijection f : [0, λ]→ d. Let λ > 1 and R = {(x, y) |
∀i((i ∈ [0, λ−1])∧ (x = f(i))∧ (y = f(i+1))}. For any g ∈ d, d−{g} is hyperfinite
by *-transfer from the finite case. Thus, the range and domain of R are hyperfinite.
Consequently, R ∈ ∗F ′( ∗L× ∗L). Let ∗H′2(R) = C ∈
∗Cf . Then C({f(0)}) = d
and, for i 6= 0, C({f(i)}) 6= d.
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