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We present a generic quantum master equation whose dissipative dynamics autonomously stabilizes a har-
monic oscillator in the n = 1 Fock state. A multi-mode optomechanical system is analyzed and shown to be an
example of a physical system obeying this model. We show that the optomechanical setup enables preparation
of a mechanical oscillator in a nonclassical steady state, and that this state indeed approaches a single phonon
Fock state in the ideal parameter regime. The generic model may be useful in other settings, such as cavity or
circuit quantum electrodynamics or trapped ion physics.
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Introduction. Dissipation and decoherence from unwanted
interactions with the environment are universal obstacles
when trying to manipulate and control quantum systems. In
some cases, a quantum state can be sustained beyond the
timescale set by coupling to the environment by utilizing
measurement-based feedback schemes [1–4]. The interaction
with the environment can occasionally even be used to ones
advantage in order to stabilize a desired quantum state - a
concept known as quantum reservoir engineering [5]. This
involves designing the experiment such that the steady state of
the system in presence of dissipation and decoherence equals
the desired state, which eliminates the need for an active feed-
back scheme. This concept has been used in experiments both
to stabilize the state of a single qubit [6, 7] and to prepare two
qubits in an entangled steady state [8, 9].
In this article, we present a new quantum reservoir engi-
neering scheme. We study a generic model whose dissipative
dynamics in a certain parameter regime prepares a harmonic
oscillator in the n = 1 number state. As an example of a phys-
ical system described by this model, we analyze an optome-
chanical system [10] where a mechanical oscillator is para-
metrically coupled to several optical cavity modes. We show
that the quantum master equation describing this system can
be mapped onto the generic model. By solving the full quan-
tum master equation for the optomechanical system numer-
ically, we demonstrate that the mechanical oscillator relaxes
into a nonclassical state, characterized by negativity of the
Wigner quasi-probability distribution. This occurs despite the
fact that the mechanical oscillator is in contact with a thermal
reservoir. Furthermore, we show that for ideal parameters,
this nonclassical state approaches the n = 1 Fock state. We
note that another optomechanical scheme for single phonon
Fock state preparation has previously been proposed [11], but
that required an intrinsic mechanical nonlinearity which is not
necessary in our scheme.
The optomechanical example we study requires that the
single-photon optomechanical coupling rate [10] exceeds the
intrinsic decay rates of the optical cavity modes and the me-
chanical oscillator. This has been realized in experiments
where the mechanical element is a cloud of cold atoms [12],
but these experiments suffer from a very small mechanical fre-
quency. The desired regime may however be within reach for
other optomechanical realizations, e.g. with optomechanical
crystals [13, 14], or superconducting circuits [15]. Theoreti-
cal studies of this regime have investigated the optical cavity
response [16–19], prospects of quantum nondemolition mea-
surements of phonon and photon numbers [20], and the pos-
sibility of unitary quantum gate operations [21]. It has been
reported that mechanical steady states with negative Wigner
distributions can appear in the regime where self-sustained
mechanical oscillations take place [22–25]. We show that this
is also possible when the oscillator is not undergoing coher-
ent oscillations. Moreover, this article is to our knowledge the
first to propose how a specific mechanical steady state with
a negative Wigner distribution can be engineered using only
the nonlinearity of the three-wave mixing radiation pressure
interaction and simple continuous optical driving.
We also speculate that our generic model can be useful for
realizing Fock states in other physical systems, such as photon
number states with cavity or circuit quantum electrodynamics
(cQED) or phonon number states with trapped ions. We note
that a different stabilization scheme for photon number states
have been proposed in the context of cQED [26].
Generic model. We consider a quantum master equation
˙ˆρ = (Lc + Ld) ρˆ, where ρˆ is the system density matrix. The
coherent part of the Liouvillian is given by
Lcρˆ = −ig˜
[
aˆ†cˆ2 + cˆ† 2aˆ , ρˆ
]
, (1)
where cˆ is the annihilation operator for a harmonic oscillator
in a frame rotating at its resonance frequency. The operator aˆ
can for example be an annihilation operator for another har-
monic oscillator, or a spin lowering operator for a two-level
system (aˆ→ σˆ−). The dissipative part of the Liouvillian is
Ld = ΓD[cˆ†aˆ] + κD[aˆ] + γ↓D[cˆ] + γ↑D[cˆ†], (2)
with D[oˆ]ρˆ = oˆρˆoˆ† − (oˆ†oˆρˆ+ ρˆoˆ†oˆ) /2 being the standard
dissipator in Lindblad form.
To analyze this model, let us first assume κ = γ↑ = γ↓ = 0
and that we start from a pure state |0〉aˆ ⊗ |n〉cˆ, where |0〉aˆ
is the ground state of system aˆ and |n〉cˆ is a Fock state of
oscillator cˆ with n > 1. The interaction (1) can then create
an excitation in aˆ by destroying two cˆ particles, producing the
state |1〉aˆ ⊗ |n − 2〉cˆ. The excitation in aˆ will be destroyed
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2by the term proportional to Γ in (2), which is accompanied by
the creation of a cˆ particle, giving the state |0〉aˆ ⊗ |n − 1〉cˆ.
We see that the excitation and subsequent deexcitation of aˆ
reduces the number of quanta in oscillator cˆ by one, i.e. it is
a cooling process. However, this process only goes on until
n = 1, in which case it stops.
Including a nonzero κ allows the excitation in aˆ to be de-
stroyed without the creation of a cˆ particle. However, as long
as κ  Γ, this process is suppressed. The term propor-
tional to γ↓ (γ↑) describes processes where cˆ particles are
destroyed (created). If γ↑  min(4g˜2/Γ,Γ), the cooling
process described above will nevertheless ensure that Fock
states with n > 1 have negligible occupation. Additionally,
if γ↓  γ↑, the occupation in state |0〉cˆ will be negligible
compared to |1〉cˆ. A more careful analysis [27] shows that in
the right parameter regime, the steady state occupation prob-
abilities Pn of the harmonic oscillator Fock states |n〉cˆ obey
P0/P1 ≈ γ↓/γ↑ + 2κ/Γ, P2/P1 ≈ γ↑Γ/(4g˜2) + 2γ↑/Γ, and
Pn>2/P2  1. This means that with the above assumptions,
the oscillator cˆ is approximately in the n = 1 Fock state.
The optomechanical system. We now move on to describe a
physical system that can realize the generic model in Eqs. (1)
and (2). We consider a system where two optical cavity modes
are coupled to the same mechanical resonator. This could
for example be realized in a two-dimensional optomechanical
crystal [13] where co-localized optical and mechanical modes
can be engineered, as depicted in Fig. 1. The system is de-
aˆ1, xˆ1
aˆ2, xˆ2
 
Optomechanical crystal 
J
FIG. 1. (color online). Possible implementation. Two defects in a
suspended two-dimensional photonic crystal give rise to co-localized
optical and mechanical modes. An optical waveguide caused by a
line defect provides external coupling to mode aˆ−. The two me-
chanical modes xˆ1 and xˆ2 interact via phonon tunneling [13], and xˆ
describes one of the two normal modes resulting from that interac-
tion.
scribed by the Hamiltonian
Hˆ = h¯ω1(xˆ)aˆ
†
1aˆ1 + h¯ω2(xˆ)aˆ
†
2aˆ2 + h¯ωmcˆ
†cˆ (3)
+ h¯J
(
aˆ†1aˆ2 + aˆ
†
2aˆ1
)
where for cavity j = 1, 2, the resonance frequency is ωj(xˆ)
and the photon annihilation operator is aˆj . The mechanical
resonance frequency is ωm and cˆ is the annihilation operator
for mechanical vibration quanta, i.e. phonons. The mechan-
ical displacement operator is xˆ = x0 + xzpf(cˆ + cˆ†), where
x0 = 〈xˆ〉 is the equilibrium position of the resonator and xzpf
the size of its zero point fluctuations. The second line in (3)
describes photon tunneling between the two optical modes,
and we assume |J |  ω1, ω2.
The interaction between the optical and mechanical de-
grees of freedom originates from the fact that the optical
resonance frequencies depend parametrically on the position
operator xˆ. To first order in xˆ − x0, we have ωj(xˆ) =
ωj + (∂ωj/∂x)|x0xzpf(cˆ + cˆ†), where ωj ≡ ωj(x0). The
Hamiltonian becomes Hˆ = Hˆfree + Hˆint, where the interac-
tion Hamiltonian is Hˆint = h¯
(
cˆ+ cˆ†
) (
g1aˆ
†
1aˆ1 + g2aˆ
†
2aˆ2
)
and the absolute values of gj ≡ (∂ωj/∂x)|x0xzpf are the
single-photon optomechanical coupling rates.
Effective cavity modes. Diagonalizing the free part of
the Hamiltonian with a nonzero tunneling J gives Hˆfree =
h¯
∑
µ=± ωµaˆ
†
µaˆµ + h¯ωmcˆ
†cˆ where aˆ± are linear combina-
tions of the original modes aˆ1 and aˆ2 [27] and the frequencies
are ω± = (ω1 + ω2)/2±
√
(ω2 − ω1)2 + 4J2/2. This gives
rise to the anticrossing shown in Fig. 2. We will assume that
ω2 − ω1 and J are engineered in such a way that the mode
splitting ω+ − ω− ≈ ωm.
!+
! 
!m
!#
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g+ 
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xx0
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FIG. 2. (color online). Cavity resonance frequency as a function of
position x. Choosing the equilibrium position x0 gives g−− = 0.
On the left hand side, a three-step photon scattering process from the
drive frequency ω↓ to ω− is depicted. The entire process destroys
one phonon, but only occurs if the initial phonon number exceeds 1.
In terms of the new modes aˆ±, the optomechanical in-
teraction becomes Hˆint = h¯
(
cˆ+ cˆ†
)∑
µ,ν=± gµν aˆ
†
µaˆν . In
general, we get both intramode (g++, g−−) and intermode
(g+− = g−+) optomechanical coupling in the new basis. The
special case of ω1 = ω2 and g2 = −g1 gives only intermode
coupling, and this case was studied in Refs. [20, 21]. Here,
we will choose the parameters such that g−− = 0 while g++
and g+− are on the order of the original couplings g1 and
g2. In the Supplementary Material [27], we show that this
is possible when assuming sgn(g1g2) = −1, |g1| 6= |g2|, and
ω1 6= ω2. In Fig. 2, choosing the equilibrium value x0 indi-
cated by the vertical dotted line leads to this situation, i.e. it
gives (∂ω−/∂x)|x0 = 0 and (∂ω+/∂x)|x0 6= 0.
Dissipation and driving. We let the energy decay rate of
the effective cavity modes be κ+ and κ−, and make the natu-
ral assumption that h¯ω±  kBT where T is the temperature,
3such that the optical environment can be treated as zero tem-
perature baths. Since the modes aˆ± both are combinations
of aˆ1 and aˆ2 with comparable weights, one would expect κ+
and κ− to be of the same order of magnitude [27]. However,
we will assume that the two cavities are addressed via an op-
tical waveguide, as illustrated in Fig. 1. If this waveguide is
carefully positioned, one can selectively couple to only the
mode aˆ− by exploiting destructive interference, and thereby
increase the decay rate κ−. We will also require that the op-
tomechanical coupling strength exceeds the intrinsic dissipa-
tion rate, but not the one due to coupling to the waveguide,
such that κ+  |g++|, |g+−|  κ−. Finally, we assume that
both the effective cavity modes satisfy the so-called resolved
sideband condition ωm  κ±.
The mode aˆ− can be coherently driven by utilizing the same
waveguide as mentioned above. We let the drive frequency be
ω↓ = ω−−ωm (see Fig. 2). This adds a driving term Hˆdrive =
ih¯(Ω↓e−iω↓taˆ−−h.c.) to the Hamiltonian, where the rate Ω↓
is proportional to the square root of the laser power.
The intrinsic mechanical energy decay rate will be denoted
γ and the temperature of the mechanical bath in units of
quanta is nth = 1/(eh¯ωm/kBT −1). The physical temperature
is of course always positive, which means nth > 0. However,
here we will create an apparent negative temperature bath
by coupling the mechanical oscillator to a third cavity mode
with annihilation operator aˆ3. This is not such a demanding
requirement, since optical cavities usually have many reso-
nances, as do the devices depicted in Fig. 1. We require the
linewidth κ3 of this third optical mode to also be smaller than
the mechanical frequency, but we can allow its optomechani-
cal coupling g3 to be weak, such that ωm  κ3  |g3|. Note
that it is not strictly necessary that κ3  |g3| for our scheme
to work, but it is likely to be the case if the system has been
engineered so as to maximize |g1| and |g2|.
If this third cavity mode is coherently driven at one me-
chanical frequency above the cavity resonance frequency ω3,
i.e. at ω↑ = ω3+ωm, the mechanical oscillator will experience
the coupling to the third cavity as an effective negative tem-
perature bath [28]. We therefore add Hˆaux = h¯ω3(xˆ)aˆ
†
3aˆ3 +
ih¯(Ω↑e−iω↑taˆ
†
3−h.c.) to the Hamiltonian. We assume that the
resonance frequency of the auxiliary mode is far away from
the other mode frequencies, such that |ω3 − ω1,2|  ωm.
Mapping to the generic model. The Hamiltonian can be
made time independent [27] by going to a rotating frame at
the drive frequency ω↓ (ω↑) for the modes aˆ± (mode aˆ3), such
that aˆ± → e−iω↓taˆ± and aˆ3 → e−iω↑taˆ3. The two drives will
create nonzero coherences in the modes aˆ− and aˆ3. For this
reason, we perform two displacement transformations (see de-
tails in [27]) aˆ− → a¯− + aˆ− and aˆ3 → a¯3 + aˆ3, such that aˆ−
and aˆ3 now describe fluctuations around the mean cavity am-
plitudes a¯− = Ω↓/(κ−/2+iωm) and a¯3 = Ω↑/(κ3/2−iωm).
We also define the detuning ∆+ = ω↓ − ω+.
The density matrix for the total system χˆtot is then
determined by the quantum master equation ˙ˆχtot =
−(i/h¯)[Hˆtot , χˆtot] + Ld,totχˆtot with the total Hamiltonian
Hˆtot = −h¯∆+aˆ†+aˆ+ + h¯ωm
(
cˆ†cˆ+ aˆ†−aˆ− − aˆ†3aˆ3
)
(4)
+ h¯
(
cˆ+ cˆ†
) [
G↓
(
aˆ+ + aˆ
†
+
)
+G↑
(
aˆ3 + aˆ
†
3
)
+ g++aˆ
†
+aˆ+ + g+−
(
aˆ†+aˆ− + aˆ
†
−aˆ+
)
+ g3aˆ
†
3aˆ3
]
.
where G↓ = g+−a¯− and G↑ = g3a¯3. We will define G↓
and G↑ to be real and positive, without loss of generality. We
have neglected a term h¯g3(cˆ+ cˆ†)|a¯3|2, which corresponds to
redefining x0 [27]. The dissipative terms are given by
Ld,tot =
∑
µ=±
κµD[aˆµ] + κ3D[aˆ3] + γ↓,thD[cˆ] + γ↑,thD[cˆ†]
(5)
with γ↑,th = γnth and γ↓,th = γ(nth + 1). In principle,
there could also be off-diagonal dissipative terms involving
both modes aˆ±, but we show in the Supplementary Material
[27] that such terms are small. Furthermore, the important
dissipation channel will be due to the intentionally increased
decay of the mode aˆ−, whereas the off-diagonal terms can
maximally be of the size of the intrinsic dissipation rate.
We assume |g+−|  κ− and G↑  κ3, which means that
the modes aˆ− and aˆ3 decay fast and will be empty most of the
time (in the displaced frame). This fact allows us to derive an
effective master equation for the reduced density matrix χˆ+,m
describing the modes aˆ+ and cˆ only. The derivation is based
on a projection operator technique [29], and extensive details
can be found in the Supplementary Material [27].
The effective master equation for the reduced density ma-
trix χˆ+,m still contains the bilinear interaction terms propor-
tional to G↓ as in Eq. (4). These terms give rise to normal
modes which are linear combinations of photons and phonons
[16, 17, 19, 27]. We assume ∆+ ∼ −2ωm and G↓/ωm  1,
which means that the normal modes do not differ much from
the original photon and phonon modes [16]. We can describe
the system in terms of these normal modes by applying a uni-
tary transformation Uˆ . To lowest order in G↓/ωm  1, the
transformation gives Uˆ†aˆ+Uˆ = aˆ+ −G↓(cˆ+ cˆ†/3)/ωm and
Uˆ†cˆ Uˆ = cˆ + G↓(aˆ+ − aˆ†+/3)/ωm. We choose the ideal de-
tuning ∆+ = −2ωm(1− 5G2↓/(3ω2m) +G2↑/(2ω2m)) [27] and
move to rotating frames for both cˆ and aˆ+. In the Supple-
mentary Material [27], we show that the transformed density
matrix ρˆ = Uˆ†χˆ+,mUˆ is determined by the master equation
˙ˆρ = (Lc + Ld)ρˆ, defined by Eqs. (1) and (2) when renam-
ing aˆ+ → aˆ. We reiterate that the operators aˆ and cˆ now
refer to normal modes which are almost, but not quite, the
same as the original photon and phonon modes. The rates
in Lc and Ld become g˜ = −g++G↓/ωm, Γ = 4g2+−/κ−,
κ = κ+, γ↓ = γ(nth + 1) +G2↑κ3/(2ωm)
2 +G2↓κ+/ω
2
m, and
γ↑ = γnth +4G2↑/κ3 +G
2
↓κ+/(3ωm)
2. The last two terms in
γ↓ (γ↑) originate from anti-Stokes (Stokes) scattering of pho-
tons from the two drives.
In the desired regime, we can find accurate analytical ex-
pressions for the steady-state density matrix by truncating the
Hilbert space [27]. After solving the steady state equation
4˙ˆρ = 0, we have to transform back to the original density ma-
trix χˆ+,m in the basis of photons and phonons, but this only
gives small corrections of order (G↓/ωm)2 compared to the
occupation probabilites given by ρˆ [27].
There are three requirements for the mechanical oscilla-
tor to settle into an n = 1 Fock state, as was discussed
above. First of all, we need κ  Γ, which is satisfied when
4g2+−/(κ−κ+) 1. Furthermore, γ↓  γ↑ follows when as-
suming 4G2↑/κ3  (G↓/ωm)2κ+, γ(nth + 1), which can in
principle be achieved by increasing the drive strength |Ω↑|. Fi-
nally, for the ratio P2/P1 to be small, we must require γ↑  Γ
as well as γ↑Γ/(4g˜2) 1, which puts an upper limit on |Ω↑|.
Note that the criteria requires γ↑Γ/(4g˜2)  γ↓Γ/(4g˜2) ≥
(g+−/g++)2κ+/κ− which limits how close one can get to a
pure n = 1 phonon Fock state in this particular realization.
We note that our scheme is not explicitly dependent on the
size of the mechanical frequency ωm, since the ratio G↓/ωm
is controlled by the drive power. This is in contrast to the non-
linear effects discussed in Refs. [30, 31]. We also note that if
g−− 6= 0 due to imperfections, the scheme still works as long
as 4|g−−a¯−|2/κ−  γ↑.
Negative Wigner distribution. Tracing over the three optical
cavity modes gives the reduced density matrix for the mechan-
ical oscillator χˆm = Troptχˆtot. This can be represented by
its associated Wigner distribution W (q, p) [27], which in the
classical limit can be interpreted as a phase space probability
distribution. Even if the parameters are not ideal for preparing
a pure Fock state, the scheme presented here can stabilize the
mechanical oscillator in a steady state which is nonclassical in
the sense that the Wigner distribution has regions of negativ-
ity. This is demonstrated in Fig. 3, which shows the result of
solving the quantum master equation defined by Eqs. (4) and
(5) numerically. The parameters used in Figs. 3(a-b) might be
within reach of experiments. The ones used in Figs. 3(c-d) are
not very realistic, but show that the model produces an almost
pure Fock state in the ideal regime, as the n = 1 occupation
probability exceeds 0.9.
Detection. The steady-state Wigner distribution can in
principle be obtained from optomechanical back-action free
quadrature detection [32, 33] and subsequent quantum state
tomography [34]. Additionally, sideband thermometry [28]
can be used to measure the ratio n¯/(n¯+ 1), where n¯ = 〈c†c〉,
which would asymptotically approach 1/2 as the oscillator
state approaches the Fock state.
Conclusion. We have studied a generic reservoir engineer-
ing scheme that autonomously stabilizes a harmonic oscilla-
tor in an n = 1 Fock state. As a physical example, we an-
alyzed an optomechanical setup where a mechanical oscilla-
tor is strongly coupled to several optical cavity modes. We
showed, both analytically and numerically, that the mechani-
cal oscillator relaxes into a nonclassical state in a certain pa-
rameter regime, and that this state approaches the n = 1 Fock
state in the ideal limit.
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FIG. 3. (color online). Numerical results. (a,c): Reduced steady-
state density matrix χˆm for the mechanical oscillator in the Fock
basis. (b,d): The Wigner distribution W (q, p) for p = 0. W (q, p)
is rotationally symmetric around q = p = 0 [27]. Parameters for
(a,b) are g++/κ+ = g+−/κ+ = 10, g3/κ+ = 0.1, ωm/κ+ = 200,
κ−/κ+ = κ3/κ+ = 50, G↓/ωm = 0.1, G↑/κ3 = 0.026, ωm/γ =
106, and nth = 10. For (c,d), we used g++/κ+ = g+−/κ+ = 200,
g3/κ+ = 0.1, ωm/κ+ = 5 × 103, κ−/κ+ = κ3/κ+ = 103,
G↓/ωm = 0.05, G↑/κ3 = 5.3× 10−3, ωm/γ = 107, and nth = 1.
In both cases, we see that the oscillator is in a nonclassical steady
state, indicated by negativity of the Wigner distribution in the central
region of phase space.
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Nunnenkamp. The numerical calculations were performed
with the Quantum Optics Toolbox [35].
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Supplementary Material to “Scheme for
steady-state preparation of a harmonic
oscillator in the first excited state”
1. APPROXIMATE ANALYTICAL SOLUTION TO
GENERIC MODEL
We now derive an approximate solution to the generic quan-
tum master equation ˙ˆρ = (Lc + Ld) ρˆ in the regime κ  Γ,
γ↓  γ↑, γ↑  min(4g˜2/Γ,Γ). Let a general state in the
Fock basis be written as |k〉〈k′| ⊗ |n〉〈n′| where k, k′ refers
to system aˆ and n, n′ to the oscillator cˆ. In case system aˆ is a
two-level system (aˆ → σˆ−), k = 0 refers to the ground state
and k = 1 to the excited state. We make the ansatz
ρˆ = |0〉〈0| ⊗ (ρ00,0|0〉〈0|+ ρ00,1|1〉〈1| (6)
+ ρ00,2|2〉〈2|+ ρ00,3|3〉〈3|)
+ |1〉〈0| ⊗ (ρ10,0|0〉〈2|+ ρ10,1|1〉〈3|)
+ |0〉〈1| ⊗ (ρ∗10,0|2〉〈0|+ ρ∗10,1|3〉〈1|)
+ |1〉〈1| ⊗ (ρ11,0|0〉〈0|+ ρ11,1|1〉〈1|) .
By truncating the Hilbert space to n, n′ < 4, we can determine
the coefficients ρmm′,n defined in (6) by inserting the ansatz
into the master equation. To lowest order in κ/Γ, γ↑/Γ, γ↓/Γ,
and γ↑Γ/(4g˜2), we find
ρ00,0
ρ00,1
=
γ↓
γ↑
+
2κ
Γ
(7)
ρ00,2
ρ00,1
=
γ↑Γ
4g˜2
+
2γ↑
Γ
ρ00,3
ρ00,1
=
(
γ↑Γ
4g˜2
)2 [
1 + 6
(
g˜
Γ
)2
+ 64
(
g˜
Γ
)4]
ρ11,0
ρ00,1
=
2γ↑
Γ
ρ11,1
ρ00,2
=
γ↑
Γ
(
3
2
+
4(g˜/Γ)2
1 + 8(g˜/Γ)2
)
ρ10,0
ρ00,2
=
−2√2ig˜/Γ
1 + 8(g˜/Γ)2
ρ10,1
ρ00,2
=
−6ig˜/Γ
1 + 6(g˜/Γ)2
[
ρ00,3/ρ00,1
ρ00,2/ρ00,1
+
2γ↑(1− 2(g˜/Γ)2)
Γ(1 + 8(g˜/Γ)2)
]
.
This leaves one unknown, ρ00,1, which is straightforwardly
determined from the criterion Tr ρˆ =
∑
m,n ρmm,n = 1, giv-
ing
ρ00,1 =
1
1 +
ρ00,0
ρ00,1
+
ρ00,2
ρ00,1
+
ρ00,3
ρ00,1
+
ρ11,0
ρ00,1
+
ρ11,1
ρ00,2
ρ00,2
ρ00,1
. (8)
With the ansatz (6), the probabilities Pn to find oscillator cˆ
in the Fock state |n〉 become
P0 = ρ00,0 + ρ11,0 (9)
P1 = ρ00,1 + ρ11,1
P2 = ρ00,2
P3 = ρ00,3
6and Pn = 0, n > 3. We have compared these analytical re-
sults to numerical calculations of ρ from the generic model
and found very good agreement. Also, in Sec. 5, we use these
results to compare with numerical calculations on the optome-
chanical model.
2. EFFECTIVE CAVITY MODES AND INTER- AND
INTRAMODE OPTOMECHANICAL COUPLING
The optical part of the Hamiltonian Hˆfree is
Hˆfree,opt = h¯ω1aˆ
†
1aˆ1+h¯ω2aˆ
†
2aˆ2+h¯J
(
aˆ†1aˆ2 + aˆ
†
2aˆ1
)
, (10)
which is diagonalized by the transformation
aˆ+ =
1√
1 + r2
(raˆ1 + aˆ2) , (11)
aˆ− =
1√
1 + r2
(aˆ1 − raˆ2) ,
with
r =
2J/δ
1 + sgn(δ)
√
1 + (2J/δ)2
, (12)
δ = ω2 − ω1, (13)
giving Hˆfree,opt = h¯
∑
µ=± ωµaˆ
†
µaˆµ with the frequencies
ω± =
ω1 + ω2 ±
√
(ω2 − ω1)2 + 4J2
2
. (14)
The reverse transform is
aˆ1 =
1√
1 + r2
(aˆ− + raˆ+) , (15)
aˆ2 =
1√
1 + r2
(aˆ+ − raˆ−) ,
which can be used to express the optomechanical interaction
Hamiltonian Hˆint in terms of the effective cavity modes. This
gives Hˆint = h¯
(
cˆ+ cˆ†
)∑
µ,ν=± gµν aˆ
†
µaˆν with
g++ =
r2g1 + g2
1 + r2
, (16)
g−− =
g1 + r
2g2
1 + r2
, (17)
g+− =
r(g1 − g2)
1 + r2
, (18)
and g−+ = g+−. To make the intraband coupling g−− = 0,
we must assume sgn(g1g2) = −1 and the ratio |J/δ| must be
chosen such that
|r| =
√∣∣∣∣g1g2
∣∣∣∣, (19)
which means that g1 = −r2g2. With that choice of r, the
other coupling rates become
g++ = (1− r2)g2, g+− = −rg2. (20)
We see that the scheme does not work if the coupling rates
|g1| = |g2|, since that requires |r| = 1 which gives g++ = 0.
Also, we cannot start with degenerate modes (δ = 0), since
that also gives |r| = 1.
We want both coupling rates |g++| and |g+−| to be compa-
rable to the orginal rates |g1|, |g2|. This is achieved for a wide
range of values |r|. As a special case, let us examine at which
|r| = |re| the rates |g++| and |g+−| are equal. This requires
|re| = |1− r2e |. (21)
This equation is in fact the one determining the golden ratio
and has two solutions that are each others inverse, |re| = 0.62
and |re| = 1.62. Curiously, this particular case is realized
when the tunneling rate |J | equals the detuning |δ|.
3. DERIVATION OF THE QUANTUM MASTER EQUATION
FOR THE OPTOMECHANICAL SYSTEM
3.1. Cavity mode dissipation
3.1.1. Intrinsic
We now examine the dissipation experienced by the effec-
tive cavity modes aˆ+ and aˆ−. This can be done at the master
equation level (see e.g. Ref. [1]), but we will here use an ap-
proach based on quantum Langevin equations. [2]
The physical cavity modes aˆ1 and aˆ2 are coupled to uncon-
trolled degrees of freedom in the environment. This can usu-
ally be modeled by coupling to a bath of harmonic oscillators,
with a system-bath coupling
Hˆs−b = ih¯
∑
j=1,2
∑
k
λj,k
(
fˆ†j,kaˆj − aˆ†j fˆj,k
)
(22)
Here, k is a quantum number (or set of quantum numbers)
numerating the bath modes. We assume for simplicity that the
bath modes form a discrete set, but will take the continuum
limit later. The real number λj,k characterizes the coupling
strength between cavity mode j and bath mode fˆj,k. The bath
mode Hamiltonian is
Hˆb = h¯
∑
j=1,2
∑
k
νj,kfˆ
†
j,kfˆj,k, (23)
where νj,k are the bath mode frequencies, and the system
Hamiltonian is Hˆs = Hˆfree,opt given in Eq. (10). We can
ignore the coupling to the mechanical oscillator here.
By inserting the reverse transform (15) in the Hamiltonian
(22), we can now derive the Heisenberg equations for the ef-
fective cavity modes aˆ+ and aˆ− and for the bath modes:
˙ˆaj =
i
h¯
[
Hˆs + Hˆs−b + Hˆb , aˆj
]
(24)
˙ˆ
fj,k =
i
h¯
[
Hˆs + Hˆs−b + Hˆb , fˆj,k
]
. (25)
7These equations will be coupled, but we can eliminate the bath
operators to find
˙ˆa+ = −iω+aˆ+ (26)
− r√
1 + r2
∑
k
λ1,ke
−iν1,k(t−t0)fˆ1,k(t0)
− r
1 + r2
∑
k
λ21,k
∫ t
t0
dτ e−iν1,k(t−τ) (aˆ−(τ) + raˆ+(τ))
]
− 1√
1 + r2
∑
k
λ2,ke
−iν2,k(t−t0)fˆ2,k(t0)
− 1
1 + r2
∑
k
λ22,k
∫ t
t0
dτ e−iν2,k(t−τ) (aˆ+(τ)− raˆ−(τ))
]
and
˙ˆa− = −iω−aˆ− (27)
− 1√
1 + r2
∑
k
λ1,ke
−iν1,k(t−t0)fˆ1,k(t0)
− 1
1 + r2
∑
k
λ21,k
∫ t
t0
dτ e−iν1,k(t−τ) (aˆ−(τ) + raˆ+(τ))
]
+
r√
1 + r2
∑
k
λ2,ke
−iν2,k(t−t0)fˆ2,k(t0)
+
r
1 + r2
∑
k
λ22,k
∫ t
t0
dτ e−iν2,k(t−τ) (aˆ+(τ)− raˆ−(τ))
]
,
where we let t0 be a time in the distant past. We now take the
continuum limit, such that
Sj(t− τ) ≡
∑
k
λ2j,ke
−iνj,k(t−τ) (28)
→
∫
dωDj(ω)λ˜
2
j (ω)e
−iω(t−τ),
where Dj(ω) is a density of states and λ˜j(ω) = λk(ω),j .
The density of states Dj(ω) and the coupling strenghts
λ˜j(ω) can be complicated functions of frequency. However,
we are only interested in their values in a narrow frequency
range arond the cavity resonance frequencies whose width is
on the order of ωm. We will therefore treat them as constants,
i.e. Dj(ω) ≈ Dj and λ˜j(ω) ≈ λ˜j , which is likely to be a very
good approximation. The sums Sj then become
Sj(t− τ) ≈ 2piDj λ˜jδ(t− τ) (29)
such that the τ -integrals become trivial.
The quantum Langevin equations then become
˙ˆa+ = −
(κ+
2
+ iω+
)
aˆ+ − κ+−
2
aˆ− +
√
κ+ξˆ+ (30)
˙ˆa− = −
(κ−
2
+ iω−
)
aˆ− − κ+−
2
aˆ+ +
√
κ−ξˆ−
when we define the parameters
κ+ =
r2κ1 + κ2
1 + r2
(31)
κ− =
κ1 + r
2κ2
1 + r2
κ+− =
r
1 + r2
(κ1 − κ2)
with
κj = 2piλ˜
2
jDj , j = 1, 2, (32)
and the vacuum noise operators
ξˆ+(t) =
1√
1 + r2
(
r
√
κ1
κ+
ξˆ1(t) +
√
κ2
κ+
ξˆ2(t)
)
(33)
ξˆ−(t) =
1√
1 + r2
(√
κ1
κ−
ξˆ1(t)− r
√
κ2
κ−
ξˆ2(t)
)
with
ξˆj(t) = − 1√
2piDj
∑
k
e−iνj,k(t−t0)fˆj,k(t0), j = 1, 2.
(34)
The properties of the effective vacuum noise operators are
〈ξˆ+(t)ξˆ†+(t′)〉 = δ(t− t′) (35)
〈ξˆ−(t)ξˆ†−(t′)〉 = δ(t− t′)
〈ξˆ+(t)ξˆ†−(t′)〉 =
κ+−√
κ+κ−
δ(t− t′),
which follow from
〈ξˆj(t)ξˆ†j (t′)〉 = δ(t− t′), j = 1, 2, (36)
which again follow from assuming that the bath modes are in
the vacuum state.
Note that Eqs. (30) is exactly what we would have if we in-
cluded dissipation for the cavities aˆ1 and aˆ2 separately before
taking into account the tunneling J , i.e. if we had started from
the equations
˙ˆa1 = −
(κ1
2
+ iω1
)
aˆ1 − iJaˆ2 +√κ1ξˆ1 (37)
˙ˆa2 = −
(κ2
2
+ iω2
)
aˆ2 − iJaˆ1 +√κ2ξˆ2.
We emphasize that this is in general the wrong approach un-
less the modes only hybridize very weakly, i.e. if |J | 
max(|δ|, κ), which is not the case here. The reason why it
nevertheless works here is that we made the assumptions of
constant Dj and λ˜j in the relevant frequency regime.
This means that, when returning to the master equation, the
terms describing dissipation of the effective modes aˆ+ and aˆ−
are given by
Ld,+−Xˆ = κ1D[aˆ1]Xˆ + κ2D[aˆ2]Xˆ (38)
= κ+D[aˆ+]Xˆ + κ−D[aˆ−]Xˆ
+ κ+−
(
aˆ−Xˆaˆ
†
+ + aˆ+Xˆaˆ
†
−
−1
2
{
aˆ†+aˆ− + aˆ
†
−aˆ+ , Xˆ
})
.
8We see that there are cross-terms proportional to κ+− that we
have not included in the model in the main article. The omis-
sion of these terms can certainly be justified in the special case
when the intrinsic dissipation of the physical cavities are the
same, i.e. when κ1 = κ2, since κ+− = 0 in that case. A more
general justification for omitting them is the assumption that
κ− is enhanced by external coupling to the effective mode aˆ−
(see next section), such that κ−  κ+, κ+−. This means that
the dissipative terms κ+ and κ+− will not play a major role
as long as κ+, κ+−  Γ, which is a necessary assumption for
the scheme to work anyway. Thus, in the regime we are in-
terested in, the terms proportional to κ+− play no significant
role and we may neglect them.
3.1.2. Extrinsic
The assumptions that g−− = 0 and that g++, g+− are on
the order of the original couplings g1, g2 means that r ∼
O(1). This again means that the modes aˆ1 and aˆ2 strongly
hybridize and that κ+ and κ−, as defined in Eq. (31), are of
the same order of magnitude. To achieve κ−  κ−, we there-
fore need to increase κ− by external coupling to the effective
mode aˆ− only. To model this, let us assume that a third opti-
cal bath couples to the physical cavities aˆ1 and aˆ2 according
to the Hamiltonian
Hˆs−b,ext = ih¯
∑
j=1,2
λj,ext
∑
k
(
fˆ†j,k,extaˆj − aˆ†j fˆj,k,ext
)
.
(39)
This is similar to Eq. (22), but we have already assumed that
the coupling strength is constant for the bath modes in the
frequency range that contributes. For this third bath to effec-
tively couple to the mode aˆ− only, we need to assume that the
couplings obey
λ2,ext
λ1,ext
= −r. (40)
According to Eqs. (12) and (19), this means that
∣∣∣∣λ2,extλ1,ext
∣∣∣∣ =
√∣∣∣∣g1g2
∣∣∣∣ (41)
and that
sgn (λ1,extλ2,extJ) = −1. (42)
Eq. (41) simply states how strongly the physical cavities
should couple to the third bath, whereas Eq. (42) is a require-
ment on the relative sign of the three couplings between cavity
1, cavity 2 and the external bath. If for example the cavity-
bath couplings are both positive, we must have J < 0. Oppo-
sitely, if J > 0, the cavity-bath couplings must have opposite
signs.
3.2. Rotating frame and displacement transformations
Let us denote the density matrix of the total optomechanical
system as χ˜tot. The quantum master equation is
˙˜χtot = − i
h¯
[
H˜, χ˜tot
]
+ Ld,totχ˜tot
with the Hamiltonian
H˜ = Hˆfree + Hˆint + Hˆdrive + Hˆaux. (43)
To move to a frame where the Hamiltonian is time-
independent, we perform a unitary transformation
χ¯tot = U
†
r χ˜totUr, (44)
with
Ur = e
−i[ω↓(aˆ†+aˆ++aˆ†−aˆ−)+ω↑aˆ†3aˆ3]t. (45)
The transformed density matrix χ¯tot obeys the master equa-
tion
˙¯χtot = − i
h¯
[
H¯, χ¯tot
]
+ Ld,totχ¯tot,
with the Hamiltonian
H¯ = U†r H˜Ur − iU†r∂tUr, (46)
which is time-independent.
We now perform the displacement transformations by
defining
χˆtot = U
†
d χ¯totUd, (47)
with
Ud = e
a¯−aˆ
†
−−a¯∗−aˆ−+a¯3aˆ†3−a¯∗3 aˆ3 . (48)
This gives the quantum master equation presented in the ar-
ticle, except for an additional term h¯g3(cˆ + cˆ†)|a¯3|2 in the
Hamiltonian. This term will produce a nonzero expectation
value of cˆ + cˆ†, which contradicts our assumption 〈xˆ〉 = x0.
The error stems from the fact that we defined x0 without tak-
ing into account the average displacement of the oscillator due
to the drive Ω↑. We could have started with a different defi-
nition of x0 that took this into account, but it would simply
have shifted the resonance frequencies ωj , j = 1, 2, 3 and not
changed the physical picture at all. We may therefore assume
that these shifts have already been included in the resonance
frequencies and neglect this addition to the Hamiltonian.
4. MAPPING OF THE OPTOMECHANICAL SYSTEM TO
THE GENERIC MODEL
4.1. Projection operator technique
In the limits |g+−|  κ− and G↑  κ3, the modes aˆ−
and aˆ3 are almost in the vacuum state (after the displacement
9transformations) and can be projected out. To do this, we fol-
low Ref. [3] and define
Hˆ(1) = h¯
(
cˆ+ cˆ†
){
g+−
(
aˆ†+aˆ− + aˆ
†
−aˆ+
)
(49)
G↑
(
aˆ3 + aˆ
†
3
)}
,
L(1)χˆtot = − i
h¯
[
Hˆ(1), χˆtot
]
, (50)
and
L(0)χˆtot = − i
h¯
[Hˆtot , χˆtot] + Ld,totχˆtot − L(1)χˆtot. (51)
This means that the master equation reads
˙ˆχtot =
(
L(0) + L(1)
)
χˆtot ≡ Lχˆtot. (52)
We now define the projection operator P by
PXˆ = |vac〉〈vac| ⊗ Tr−,3 Xˆ, (53)
where |vac〉 denotes the vacuum states in modes aˆ− and aˆ3,
and Tr−,3 denotes tracing over the same modes. Applying the
projection operator to the density matrix gives
Pχˆtot = |vac〉〈vac| ⊗ χˆ+,m , χˆ+,m ≡ Tr−,3 χˆtot. (54)
The complement to the projection operator is defined as Q =
1− P . With these definitions, we have the relations
PL(1)P = 0 (55)
QL(1)P = L(1)P
PL(0)P = L(0)P
QL(0)P = 0
QL(0)L(1)P = L(0)L(1)P,
which will be needed below.
The master equation (52) can now be expressed in terms
of coupled equations for the projection Pχˆtot and its comple-
ment Qχˆtot:
d
dt
Pχˆtot = PLPχˆtot + PLQχˆtot (56)
d
dt
Qχˆtot = QLPχˆtot +QLQχˆtot. (57)
By formally solving the latter equation in the limit t → ∞
where the solution does not depend on initial conditions, we
get
Qχˆtot(t) =
∫ ∞
0
dτ eQLτQLPχˆtot(t− τ). (58)
We then insert this into the equation for Pχˆtot. By expanding
to second order in L(1) and using the relations (55), we get
d
dt
Pχˆtot = L(0)Pχˆtot (59)
+
∫ ∞
0
dτPL(1)eL(0)τL(1)Pχˆtot(t− τ).
This gives the following equations for the reduced density ma-
trix χˆ+,m:
˙ˆχ+,m = L(0)+,mχˆ+,m − g2+−
∫ ∞
0
dτ (60)
×
{
G(0)− (τ)
[
(cˆ+ cˆ†)aˆ†+ , e
L(0)+,mτ (cˆ+ cˆ†)aˆ+χˆ+,m(t− τ)
]
−G(0) ∗− (τ)
[
(cˆ+ cˆ†)aˆ+ , eL
(0)
+,mτ χˆ+,m(t− τ)(cˆ+ cˆ†)aˆ†+
]
−G2↑
∫ ∞
0
dτ
×
{
G(0)3 (τ)
[
(cˆ+ cˆ†) , eL
(0)
+,mτ (cˆ+ cˆ†)χˆ+,m(t− τ)
]
−G(0) ∗3 (τ)
[
(cˆ+ cˆ†) , eL
(0)
+,mτ χˆ+,m(t− τ)(cˆ+ cˆ†)
]}
.
We have defined the Green’s functions
G(0)− (τ) = 〈aˆ−(τ)aˆ†−(0)〉(0) (61)
G(0)3 (τ) = 〈aˆ3(τ)aˆ†3(0)〉(0) (62)
where the superscript (0) indicates that they are calculated
with respect to the unperturbed Liouvillian L(0). We have
also defined
L(0)+,mXˆ = −i
[
−∆+aˆ†+aˆ+ + ωmcˆ†cˆ (63)
+ G↓(cˆ+ cˆ†)(aˆ+ + aˆ
†
+) + g++(cˆ+ cˆ
†)aˆ†+aˆ+ , Xˆ
]
+
(
κ+D[aˆ+] + γ↓,thD[cˆ] + γ↑,thD[cˆ†]
)
Xˆ.
The Green’s functions can be calculated either by using the
quantum regression theorem [4] or from quantum Langevin
equations [2]. The result is
G(0)− (τ) = e−(κ−/2+iωm)τ (64)
G(0)3 (τ) = e−(κ3/2−iωm)τ . (65)
These functions will suppress the τ -integrands in (60)
for times τ > 1/κ−, 1/κ3. For τ smaller than this,
we can make the approximation that the evolution oper-
ator eL
(0)
+,mτ only leads to free evolution of the opera-
tors aˆ+ and cˆ. This is accurate as long as we assume
κ+, γ↓,th, γ↑,th, G2↓/ωm, g
2
++/ωm  κ−, κ3. Also, we
exploit the fact that to zeroth order in L(1), we have
eL
(0)
+,mτ χˆ+,m(t− τ) = χˆ+,m(t). This gives
eL
(0)
+,mτ (cˆ+ cˆ†)aˆ+χˆ+,m(t− τ) (66)
≈ (eiωmτ cˆ+ e−iωmτ cˆ†) e−i∆+τ aˆ+χˆ+,m(t),
and similarly for the other terms of this type.
The terms proportional to G↓ and g++ in (63) are off-
resonant, since ∆+ ≈ −2ωm. Many of the terms in (60) orig-
inating from the projection procedure are also off-resonant,
but with smaller prefactors (G2↑/κ3, G
2
↑/ωm, g
2
+−/κ−,
g2+−/ωm). These small off-resonant terms are suppressed due
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to the large mechanical frequency ωm and we neglect them in
the following. The master equation then turns into
˙ˆχ+,m = L˜(0)+,mχˆ+,m − iΛ
[
cˆ†cˆ aˆ†+aˆ+ , χˆ+,m
]
(67)
+
(
ΓD[cˆ†aˆ+] + Γ↓D[cˆ aˆ+]
)
χˆ+,m,
where Γ = 4g2+−/κ−, Γ↓ = (g+−/(2ωm))
2κ−, Λ =
g2+−/(2ωm), and
L˜(0)+,mXˆ = −i
[
−∆+aˆ†+aˆ+ + ω¯mcˆ†cˆ (68)
+ G↓(cˆ+ cˆ†)(aˆ+ + aˆ
†
+) + g++(cˆ+ cˆ
†)aˆ†+aˆ+ , Xˆ
]
+
(
κ+D[aˆ+] + γ¯↓D[cˆ] + γ¯↑D[cˆ†]
)
Xˆ.
The last equation differs from (63) in that the mechanical fre-
quency and dissipation rates have been renormalized:
ω¯m = ωm +
G2↑
2ωm
(69)
γ¯↓ = γ↓,th +
(
G↑
2ωm
)2
κ3
γ¯↑ = γ↑,th +
4G2↑
κ3
.
The dissipatorD[cˆ aˆ+] in (67) annihilates both a photon in the
plus mode and a phonon. However, since Γ↓  Γ, this pro-
cess is suppressed and we can neglect this term. The cross-
Kerr term proportional to Λ will also not be of importance,
since Λ  Γ. These considerations lead to the master equa-
tion
˙ˆχ+,m = L˜(0)+,mχˆ+,m + ΓD[cˆ†aˆ+]χˆ+,m. (70)
To conclude, we see that the remnants of the mode aˆ− is
to provide a decay channel for photons in aˆ+, but one where
the destruction of a photon is associated with the creation of
a phonon. The effect of coupling to the mode aˆ3 is simply to
renormalize the parameters in (69) in such a way that γ¯↑ 
γ¯↓.
4.2. The unitary transformation Uˆ
The Liouvillian L˜(0)+,m is identical to that of a standard op-
tomechanical system where the optical mode is coherently
driven [5]. The bilinear interaction term proportional to G↓
gives normal modes that are linear combination of photons
and phonons. In our off-resonant case ∆+ ∼ −2ωm and
with G↓/ωm  1, the mixing between photons and phonons
is weak and the transformation to normal modes can be ex-
panded to second order in G↓/ωm. We define Uˆ = e−ηˆ with
ηˆ =
G↓
∆+ + ω¯m
(
aˆ†+cˆ− cˆ†aˆ+
)
(71)
+
G↓
∆+ − ω¯m
(
aˆ†+cˆ
† − cˆaˆ+
)
+
G2↓ω¯m
2∆+
(
∆2+ − ω¯2m
) (aˆ† 2+ − aˆ2+)
− G
2
↓∆+
2ω¯m
(
∆2+ − ω¯2m
) (cˆ† 2 − cˆ2)
and the transformed density matrix
ρˆ = Uˆ†χˆ+,mUˆ . (72)
From (70), we can derive the master equation that determines
ρ˜. To second order in G↓/ωm, we have
Uˆ†aˆ+Uˆ = aˆ+ + [ηˆ , aˆ+] +
1
2
[ηˆ , [ηˆ , aˆ+]] (73)
and similarly for cˆ. Using this and neglecting several small
terms and off-resonant terms that are suppressed, we arrive at
the master equation
˙ˆρ = −i
[
−∆˜+aˆ†+aˆ+ + ω˜mcˆ†cˆ+ g˜
(
aˆ†+cˆ
2 + cˆ† 2aˆ+
)
, ρˆ
]
+
(
ΓD[cˆ†aˆ+] + κ+D[aˆ+] + γ↓D[cˆ] + γ↑D[cˆ†]
)
ρˆ. (74)
Here, we have defined
ω˜m = ω¯m +
2G2↓∆+
∆2+ − ω¯2m
(75)
∆˜+ = ∆+ −
2G2↓ω¯m
∆2+ − ω¯2m
(76)
g˜ =
g++G↓
∆+ + ω¯m
(77)
The exact value of ∆+ is found by requiring ∆˜+ = −2ω˜m,
which gives
∆+ = −2ωm
[
1− 5
3
(
G↓
ωm
)2
+
1
2
(
G↑
ωm
)2]
. (78)
In practice, the accuracy of the detuning need only be smaller
than Γ.
The final step is to move to rotating frames for both modes,
which is done by another transformation
ρ˜ = Vˆ †ρˆVˆ (79)
with
Vˆ = e−iω˜m(2aˆ
†
+aˆ++cˆ
†cˆ)t. (80)
When renaming ρ˜ → ρˆ, we then arrive at the generic model
defined in Eqs. (1) and (2) of the main article.
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5. APPROXIMATE ANALYTICAL SOLUTION TO
OPTOMECHANICAL MODEL
In Sec. 1, we presented analytical expressions for the steady
state density matrix of the generic model. We now apply
these to the optomechanical example to estimate the occu-
pation probability in the n = 1 phonon state. This requires
that we transform back to the basis in terms of photons and
phonons, i.e. we want the density matrix
χˆ+,m = Uˆ Vˆ ρˆVˆ
†Uˆ†. (81)
First, we note that for the density matrix in Eq. (6), we have
Vˆ ρˆVˆ † = ρˆ. We then expand to second order in G↓/ωm as
before, giving
χˆ+,m = ρˆ− [ηˆ , ρˆ] + 1
2
[ηˆ , [ηˆ , ρˆ]] . (82)
This gives small corrections compared to ρˆ both in the diago-
nal and the off-diagonal elements in the Fock basis. For cal-
culating occupation probabilities, we only need the diagonal
elements.
We define the coefficients χkk′,nn′ by
χˆ+,m =
∑
kk′
∑
nn′
χkk′,nn′ |k〉〈k′| ⊗ |n〉〈n′|, (83)
where k, k′ refers to photon Fock states in the mode aˆ+ and
n, n′ to phonon Fock states in mode cˆ. We assume that we are
in the regime where ρ00,1, as defined in Eq. (6), is large com-
pared to the other matrix elements. This allows us to simplify
(82) by only including the corrections that are proportional to
ρ00,1. The diagonal elements that get nonnegligible correc-
tions from the reverse transform Uˆ−1 = Uˆ† are then
χˆ00,11 = ρ00,1
[
1−
(
G↓
∆+ + ω¯m
)2
−
(
G↓
∆+ − ω¯m
)2]
(84)
χˆ11,00 = ρ11,0 + ρ00,1
(
G↓
∆+ + ω¯m
)2
(85)
χˆ11,22 = ρ00,1
(
G↓
∆+ − ω¯m
)2
, (86)
whereas the other diagonal elements are unchanged,
i.e. χkk,nn = ρkk,n. The phonon Fock state occupation prob-
abilities are given by
Pn =
∑
k
χkk,nn. (87)
In Fig. 4, we compare these analytical results to the results
from the numerical simulations. We use the same parameters
as in Fig. 3 of the main article and find good agreement.
6. DEFINITION OF WIGNER DISTRIBUTION AND
NUMERICAL RESULTS
The Wigner quasi-probability distribution is defined as [6]
W (q, p) =
1
2pi
∫
dq′ eipq
′
〈
q − q
′
2
∣∣∣∣ χˆm ∣∣∣∣q + q′2
〉
, (88)
Pn
Pn
n
n
FIG. 4. (color online). Comparison of the numerical and analytical
results for the phonon occupation probabilities Pn. The parameters
used in the upper panel are the same as in Fig. 3(a,b) of the main arti-
cle. In the lower panel, we used the same parameters as in Fig. 3(c,d).
where |q〉 is an eigenstate of the dimensionless position oper-
ator
qˆ =
1√
2
(
cˆ+ cˆ†
)
, (89)
meaning that qˆ|q〉 = q|q〉. The definition of the Wigner distri-
bution used here is normalized such that∫ ∞
−∞
dq
∫ ∞
−∞
dpW (q, p) = 1 (90)
and bounded according to |W (q, p)| ≤ 1/pi.
For a Fock state χˆm = |n〉〈n|, the Wigner distribution be-
comes
Wn(q, p) =
(−1)n
pi
Ln
[
2(q2 + p2)
]
e−(q
2+p2), (91)
where Ln[·] is the Laguerre polynomial of degree n. Specifi-
cally, for the single phonon Fock state χˆm = |1〉〈1|, we get
W1(q, p) =
1
pi
[
2(q2 + p2)− 1] e−(q2+p2). (92)
We see that this is negative in the region of phase space where
q2 + p2 ≤ 1/2, and that it is maximally negative (−1/pi) at
the origin q = p = 0.
In Fig. 5, we plot the Wigner distribution as derived from
our numerical simulations on the optomechanical model. We
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use the same parameters as in Fig. 3 of the main article. We
observe that the Wigner distributions are rotationally symmet-
ric around the center q = p = 0, and that there is a region of
negativity at the center for both parameter sets.
q q
p p
a b
FIG. 5. (color online). Density plot of the Wigner distribution
W (q, p) for the parameters used in the main article. In (a), we used
the parameters in Fig. 3(a,b). In (b), we used the same parameters as
in Fig. 3(c,d). The dashed line at p = 0 corresponds to the plots in
Figs.3(b,d).
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