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Ziel des Beitrags ist eine empirische Analyse der Bedeutung möglicher De-
terminanten des Überlebens von Neugründungen in der baden-
württembergischen Industrie in der Zeit von 1981 bis 1994. Für die Studie 
wurden erstmals Daten der amtlichen baden-württembergischen Industrie-
statistik auf der Ebene einzelner Betriebe zu einem Betriebspaneldatensatz 
verknüpft. Die Untersuchung konzentriert sich dabei inhaltlich insbesondere 
auf die Bedeutung betriebsindividueller und branchenspezifischer Rahmen-
bedingungen. Methodisch werden sowohl semiparametrische als auch pa-
rametrische Verweildauermodelle verwendet. In Ergänzung der überwie-
genden Mehrzahl bisheriger Studien werden dabei auch gruppierte Verweil-
dauermodelle geschätzt sowie das Problem unbeobachteter Heterogenität 
berücksichtigt. 
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Lange Zeit stand die empirische Gründungsforschung vor dem Problem, dass einerseits empi-
rische Studien regelmäßig zu dem Ergebnis kommen, dass Markteintrittsschranken von erheb-
licher Bedeutung sind. Andererseits untermauern vorliegende Studien fast ausnahmslos, dass 
trotz ausgeprägter Markteintrittsbarrieren das Gründungsaufkommen ebenfalls beträchtlich 
ist.
2 Diese vermeintliche Inkonsistenz der empirischen Ergebnisse wird inzwischen damit be-
gründet, dass Markteintrittsbarrieren weniger den Marktzugang selbst als vielmehr das Über-
leben in der Folgezeit der Gründung in erheblichem Maße erschweren, so dass "Überlebens-
hindernisse" als gravierender einzustufen sind als Marktzutrittsschranken.  
Zahlreiche empirische Arbeiten bestätigen inzwischen, dass gerade die Überlebenschancen 
neu gegründeter Betriebe und insbesondere neu gegründeter Kleinbetriebe vergleichsweise 
gering sind.
 3 Diese besondere Schwierigkeit des Überlebens in der Folgezeit der Gründung 
gilt in der Literatur inzwischen als stilisiertes Faktum: "Entry is easy, but survival and post-
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entry market penetration is not."
4 Aufgrund dieser Erkenntnis hat sich der Forschungsschwer-
punkt in der empirischen Gründungsforschung in den vergangenen Jahren von einer Analyse 




Der vorliegende Beitrag verfolgt das Ziel, auf der Grundlage von Betriebsdaten der amtlichen 
Industriestatistik, die für den vorliegenden Beitrag erstmals zu einem Betriebspanel verknüpft 
wurden, eine empirische Analyse möglicher Determinanten des Überlebens und Sterbens von 
Gründungen in der baden-württembergischen Industrie vorzunehmen. Der Beitrag entstand im 
Rahmen eines innovativen Kooperationsprojektes der Universität Hohenheim mit dem Statis-
tischen Landesamt Baden-Württemberg, bei welchem dem Autor als externem Forscher die 
Möglichkeit geboten wurde, unter Beachtung des Statistikgeheimnisses amtliche Mikrodaten 
für eigene Forschungszwecke zu nutzen.
6 Aus inhaltlicher Sicht liegt ein besonderer Fokus 
auf der Bedeutung betriebs- und branchenspezifischer Determinanten des Überlebens, regio-
nale Einflussfaktoren finden zumindest in Ansätzen Berücksichtigung. Methodisch wird in 
Ergänzung zu der überwiegenden Mehrzahl bisheriger Forschungsarbeiten die Schätzung se-
miparametrischer PH-Modelle durch die Verwendung gruppierter Verweildauermodelle er-
gänzt, um dem Problem der Existenz von Bindungen Rechnung zu tragen, das bei Jahresdaten 
typischerweise auftritt. Darüber hinaus wird zumindest in parametrischen Modellen auch die 
Bedeutung unbeobachteter Heterogenität für die Stabilität der Schätzergebnisse berücksich-
tigt, die in zahlreichen bisherigen Studien vernachlässigt wird. 
 
1.  Zum Überleben und Sterben von Neugründungen - Theoretische Überlegungen und 
bisherige empirische Evidenz 
 
Die Zahl möglicher Einflussfaktoren der Überlebenschancen neu gegründeter Betriebe, die in 
der theoretischen und der empirischen Literatur diskutiert werden, ist unübersichtlich groß. 
Eine gewisse Systematisierung potenzieller Einflussfaktoren gelingt, wenn man sich in An-
lehnung an Brüderl et al. (1992, 1996) an einer Dreiteilung orientiert, die zwischen personen-
bezogenen, betriebsbezogenen und umfeldbezogenen Determinanten der betrieblichen post-
entry-performance unterscheidet. Unter den umfeldbezogenen Einflüssen können insbesonde-
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re branchenspezifische Charakteristika bzw. Besonderheiten des Marktumfeldes sowie regio-
nale Einflussfaktoren subsumiert werden. Ergänzend können die makroökonomischen Rah-
menbedingungen das Überleben von Betrieben beeinflussen. 
 
Die vorliegende Studie für die baden-württembergische Industrie widmet sich auf der Grund-
lage der verfügbaren Datenbasis schwerpunktmäßig einer Analyse betriebsindividueller und 
branchenspezifischer Bestimmungsgründe. Der Einfluss makroökonomischer Bedingungen 
auf das Überleben und Sterben der neuen Betriebe wird ebenfalls berücksichtigt, während 
regionale  Einflussfaktoren in nur sehr allgemeiner Form anhand des räumlichen Verdich-
tungsgrades einbezogen werden. Eine Analyse personenspezifischer Erfolgsfaktoren muss 
ausgeklammert bleiben, da der amtliche Betriebspaneldatensatz keine personenbezogenen 
Informationen enthält.
7 Der nachfolgende Überblick über die Ergebnisse ausgewählter empi-
rischer Studien konzentriert sich daher ebenfalls auf solche Untersuchungen, deren For-
schungsschwerpunkt ebenfalls auf einer Behandlung betriebsindividueller und industrieller 
Charakteristika liegt.  
 
1.1  Betriebsindividuelle Determinanten 
 
Bisherige empirische Studien stimmen fast ausnahmslos in dem Ergebnis überein, dass die 
Gründungsgröße einer Firma von entscheidender Bedeutung für die Überlebenswahrschein-
lichkeit ist. Ceteris paribus ist das Sterberisiko einer Neugründung umso höher, je kleiner die 
Gründung ausfällt, wobei die Größe häufig durch die Gründungsbeschäftigung, teilweise je-
doch auch durch das Startkapital oder den Umsatz im Gründungsjahr gemessen wird. Die 
These einer besonders hohen Schließungsgefahr für kleinbetriebliche Gründungen wird in der 
Literatur auch als " liability of smallness" bezeichnet und wird z.B. in Studien von Geroski 
(1992) für die europäische Industrie, von Mata/Portugal (1994, 1999) für die portugiesische 
Industrie, von Mahmood (1992) sowie von Audretsch/Mahmood (1995) für die US-
amerikanische Industrie oder von Honjo (2000) für die Industrie Japans bestätigt. Wagner 
(1994b) dagegen findet für niedersächsische Industriebetriebe keinen statistisch signifikanten 
Zusammenhang, Studien von Audretsch/Santarelli/Vivarelli (1999a, 1999b) lassen für das 
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Verarbeitende Gewerbe Italiens ebenfalls keine gesicherte Beziehung erkennen. 
Audretsch/Klomp/Thurik (1999) zeigen, dass der negative Zusammenhang zwischen Grün-
dungsgröße und Hazardrate auch im niederländischen Dienstleistungsgewerbe beobachtet 
werden kann, dabei jedoch nur für Kleinstbetriebsgründungen Gültigkeit besitzt, da Skalenef-
fekte im Dienstleistungsbereich häufig eine geringere Rolle spielen. Santarelli (1998a, 1998b) 
weist den inversen Zusammenhang zwischen Betriebsgröße und Schließungsrisiko für die 
italienische Tourismusindustrie bzw. den italienischen Finanzintermediärsektor nach. 
 
Die Liste möglicher Begründungen für eine besondere Bedeutung  der Gründungsgröße ist 
lang. Industrieökonomische Erklärungsansätze führen die vergleichsweise schlechten Über-
lebenschancen kleiner Gründungen auf die Tatsache zurück, dass diese c.p. deutlich unterhalb 
der branchenüblichen Durchschnittsgröße auf den Markt treten und somit Skalennachteile 
gegenüber ihren größeren Wettbewerbern aufweisen.
8 Darüber hinaus wird argumentiert, dass 
kleinere Unternehmen häufiger von Kapitalmarktrestriktionen betroffen sind als größere Un-
ternehmen und somit unter einem höheren Finanzierungs- und Liquiditätsrisiko leiden.
9 Die 
Gründungsgröße kann somit gleichzeitig als Indikator für finanzielle Engpässe interpretiert 
werden, mit denen insbesondere kleinbetriebliche Gründungen zu kämpfen haben, und wird 
auch deshalb in zahlreichen Studien als "proxy" verwendet, da die verfügbaren Daten zwar 
Informationen über die Größe eines Betriebes, nicht jedoch über detaillierte Finanzvariablen 
enthalten.  
Lucas (1978) führt das höhere Sterberisiko kleinerer Betriebe darauf zurück, dass diese typi-
scherweise über ein Management bzw. über Führungspersönlichkeiten verfügen, die im 
Durchschnitt ein geringeres unternehmerisches Talent besitzen als die Führungsverant-
wortlichen in größeren Betrieben. Nachteile kleinerer Betriebe im Wettbewerb um qualifizier-
te Arbeitskräfte sowie das Fehlen funktionierender interner Arbeitsmärkte sind weitere As-
pekte, welche die ungünstigeren Überlebenschancen kleinerer Betriebe begründen können.  
Woywode (1998) kann auf der Grundlage des Mannheimer Unternehmenspanels zwischen 
Schließungen durch Insolvenz und freiwilligen Schließungen unterscheiden. Dabei gelangt er 
zu dem Ergebnis, dass die These von der liability of smallness insbesondere für freiwillige 
Unternehmensschließungen Gültigkeit besitzt, während Insolvenzschließungen sich vielmehr 
durch Nichtlinearitäten im Zusammenhang zwischen Größe und Sterberisiko und somit eine 
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sogenannte " liability of the middle" auszeichnen, da die Sterbewahrscheinlichkeit zunächst 
mit wachsender Größe bis zu knapp 20 Beschäftigten ansteigt und erst dann in einen inversen 
Zusammenhang übergeht. Nichtlinearitäten im Zusammenhang zwischen Anfangsgröße und 
Überlebenswahrscheinlichkeit werden z.B. auch von Audretsch/Klomp/Thurik (1999) bestä-
tigt, wobei der Zusammenhang hier im Gegensatz zur These der liability of the middle so ges-
taltet ist, dass mit zunehmender Betriebsgröße das Sterberisiko zunächst sinkt und ab einer 
bestimmten Größe wieder ansteigt.  
Mata et al. (1995) berücksichtigen neben der Gründungsgröße ergänzend die aktuelle B e-
schäftigung als zusätzliche erklärende Variable, um gleichzeitig die zeitliche Entwicklung der 
Beschäftigung und somit der Größennachteile in der Folgezeit der Gründung zu analysieren. 
Agarwal/Audretsch (1999) betonen, dass der positive Zusammenhang zwischen Gründungs-
größe und Überlebenswahrscheinlichkeit insbesondere für frühe Phasen eines Industrielebens-
zyklus Gültigkeit besitzt.
10 In reiferen Industrien dagegen finden Agarwal/Audretsch (1999) 
keinen Überlebensvorteil größerer Betriebe und begründen dies damit, dass Kleinbetriebe hier 
ihre Größennachteile durch das Besetzen strategischer Marktnischen kompensieren können
11, 
so dass der Zusammenhang nicht mehr gegeben ist. 
 
Neben der Gründungsgröße wird in der Literatur dem Betriebstyp und somit der Tatsache, ob 
es sich bei einer Neugründung um die Gründung eines Einbetriebsunternehmens oder um eine 
Betriebsgründung im Rahmen eines Mehrbetriebsunternehmens handelt, ein wesentlicher Ein-
fluss auf die Überlebenschancen zugeschrieben. Unterschiedliche Gründungsmotive, unter-
schiedliche Restriktionen bei der Befriedigung des erforderlichen Kapitalbedarfs oder Diffe-
renzen in den rechtlichen Bestimmungen können zu systematischen Unterschieden im Erfolg 
der beiden Gründungstypen führen.
12 Insbesondere die Finanzierungsvorteile oder mögliche 
Erfahrungsvorteile, die das Mutterunternehmen oder andere Betriebe des Unternehmens am 
Markt bereits sammeln konnten, sprechen für ein geringeres Sterberisiko von Betrieben in 
Mehrbetriebsunternehmen. Baden-Fuller (1989) dagegen erwartet einen umgekehrten Zusam-
menhang, da in Mehrbetriebsunternehmen die Kosten einer Betriebsschließung geringer aus-
fallen, weil im Zuge der Restrukturierungsprozesse eine höhere Effizienz der Arbeitsplatz- 
und Produktionsgegebenheiten realisiert werden kann. Folgt man der Argumentation, dass 
Gründungen im Rahmen von Mehrbetriebsunternehmen vor allem aus monetären Beweg-
gründen erfolgen, während insbesondere kleine Einbetriebsunternehmensgründungen häufig 
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zumindest auch aus einem Wunsch nach Selbständigkeit resultieren, so könnte man ebenso 
erwarten, dass Betriebe eines Mehrbetriebsunternehmens bei mangelnder Rentabilität relativ 
schnell wieder geschlossen werden, während in kleinen Einbetriebsunternehmen der Wunsch 
nach Selbständigkeit zu einer höheren Bereitschaft führt, Anlaufprobleme und finanzielle 
Durststrecken durch persönliche Einkommensnachteile zu ertragen. 
 
Die empirischen Ergebnisse bezüglich einer möglichen Bedeutung des Betriebstyps sind tat-
sächlich sehr uneinheitlich. Während Dunne at al. (1988) und Nucci (1999) zu der Schluss-
folgerung gelangen, dass Gründungen von Mehrbetriebsunternehmen und insbesondere Di-
versifikationsgründungen bessere Überlebenschancen haben, behaupten Audretsch/Mahmood 
(1995), Brüderl et al. (1992, 1996) und auch Mata et al. (1995), dass Einbetriebs-
unternehmensgründungen statistisch gesichert über die besseren Überlebenswahrscheinlich-
keiten verfügen. Tveteras/Eide (2000) finden für die norwegische Industrie systematische 
Unterschiede zwischen beiden Betriebstypen in der Bedeutung anderer Determinanten für das 
betriebliche Überleben und werten die Ergebnisse als Indiz, dass beide Betriebstypen in unter-
schiedlichen Marktnischen agieren und ihr Verhalten daher jeweils von anderen Regeln be-
stimmt ist. Gleichzeitig weisen die Autoren jedoch darauf hin, dass die Differenzen vor allem 
durch die kleinsten Betriebe geprägt werden.  
 
Obwohl in der Literatur eine grundsätzliche Einigkeit besteht, dass die Überlebenschancen 
einer Neugründung sich mit zunehmendem Alter verbessern
13, bestehen kontroverse Auffas-
sungen über die exakte Form des Zusammenhangs. Unter der These einer " liability of new-
ness" lässt sich die Auffassung subsumieren, dass das Sterberisiko einer Neugründung unmit-
telbar nach ihrer Gründung am größten ist und dann im weiteren Zeitablauf sinkt.  
Zur theoretischen Begründung des negativen Zusammenhangs zwischen Unternehmensalter 
und Sterberisiko können Selektionsmodelle in der Tradition von Jovanovic (1982) herangezo-
gen werden. Neu auftretende Betriebe gewinnen nach ihrem Markteintritt Informationen über 
die Effizienz der eigenen Produktion und entscheiden dann auf der Grundlage bayesianischer 
Lernprozesse darüber, ob sich eine Ausdehnung der Tätigkeit lohnt oder der eigene Betrieb 
sich als unprofitabel erweist und daher geschlossen wird. Im Zuge des marktlichen Selekti-
onsprozesses fallen daher von einer Neugründungskohorte Periode für Periode die am w e-
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nigsten profitablen Betriebe aus dem Markt, die weiter bestehenden Betriebe dagegen zeich-
nen sich durch eine höhere Effizienz und somit bessere Überlebenschancen aus.
14  
 
Der These einer liability of newness steht die Behauptung eines nichtmonotonen Zusammen-
hangs zwischen Unternehmensalter und Überlebenswahrscheinlichkeit gegenüber, die als "li-
ability of adolescence" bezeichnet wird. Danach steigt das Sterberisiko in der unmittelbaren 
Zeit nach der Neugründung zunächst an und sinkt dann mit zunehmendem Alter kontinuier-
lich. Als eine mögliche Begründung für den zunächst ansteigenden und dann fallenden Ver-
lauf der Hazardrate in Abhängigkeit vom Alter wird angeführt, dass neu auftretende Unter-
nehmen zunächst einen Vertrauensvorschuss und daher eine Schonfrist genießen, da Kunden, 
Lieferanten oder Kapitalgeber den Betrieb erst einmal testen und erst dann auf der Grundlage 
der gesammelten Informationen über die Erfolgschancen des Betriebes entscheiden.
15 Außer-
dem kann man erwarten, dass neu gegründete Unternehmen über einen bestimmten Anfangs-
bestand an Ressourcen verfügen, der erst verbraucht werden muss, bevor es zu einer ökono-
misch bedingten Schließung kommt.
16  
 
Mata/Portugal (1994, 1999) bestätigen für die portugiesische Industrie im Rahmen semi-
parametrischer Cox-Modelle eine negative Zeitabhängigkeit der Hazardrate, während Brüderl 
et al. (1991, 1996) und Wagner (1994b) zu dem Ergebnis einer zunächst steigenden und dann 
sinkenden Hazardrate gelangen und somit die These einer liability of adolescence unter-
mauern. Honjo (2000) findet für die japanische Industrie ebenfalls einen nichtmonotonen Zu-
sammenhang, wobei der Umkehrpunkt in der Entwicklung des Zusammenhangs nach unge-
fähr sechs Jahren liegt.
17 
 
Doms et al. (1995) heben die Bedeutung der Kapitalausstattung eines Betriebes für seine Er-
folgschancen hervor und betonen, dass dieser neben der Größe trotz bestehender Interde-
pendenzen eine eigenständige Rolle bei der Erklärung der Überlebenschancen zufällt. Insbe-
sondere kapitalintensive Betriebe und Betriebe mit einer modernen technologischen Ausstat-
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älterer Unternehmen erschweren die Anpassungsfähigkeit des Unternehmens an veränderte Umweltbe-
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tung weisen einerseits höhere Wachstumsraten und andererseits gleichzeitig geringere Ster-
bewahrscheinlichkeiten auf. Fotopoulos/Louri (2000a) analysieren in einer Studie für die 
griechische Industrie und die Jahre 1982 bis 1992 explizit die Bedeutung finanzieller Variab-
len für die betrieblichen Überlebenschancen. Insbesondere ein höheres Startkapital, ein gerin-
gerer Verschuldungsgrad, ein hoher Anteil des Anlagevermögens am Gesamtvermögen, eine 
höhere Profitabilität sowie ein geringes Ausmaß an Beteiligungen an anderen Unter-nehmen 
reduzieren c.p. das Sterberisiko der Neugründungen. Tveteras/Eide (2000) finden einen nega-
tiven Zusammenhang zwischen dem Sterberisiko norwegischer Industriebetriebe und der Ka-
pitalintensität bzw. der Investitionsrate, die sie jeweils als "proxy" für den Zugang zu exter-
nem Kapital interpretieren. 
 
 
1.2  Branchenspezifischen Determinanten  
 
Industrieökonomische und marktstrukturelle Erklärungsansätze stellen die mögliche Bedeu-
tung des Branchen- und Marktumfeldes, in dem ein Unternehmen agiert, in den Mittelpunkt 
der Erklärung des Überlebens von neu gegründeten Betrieben. 
 
Ein wesentliches industrielles Merkmal, dessen das Überleben behindernde Wirkung in der 
industrieökonomischen Literatur diskutiert wird, ist das Ausmaß, in dem Skaleneffekte in ei-
ner Branche eine Rolle spielen. Der Kostennachteil kleinerer Betriebe, der bereits bei der Be-
sprechung der betriebsspezifischen Einflussfaktoren im vorigen Abschnitt angeführt wurde, 
ist c.p. um so ausgeprägter, je eher Skaleneffekte von Bedeutung sind und je höher damit die 
"minimum efficient scale (MES)" in einer Industrie liegt.
18 Um die erheblichen Kosten-
nachteile zu kompensieren, müssen kleine Neugründungen in der Zeit nach ihrem 
Markteintritt entweder relativ schnell wachsen oder scheiden wieder aus dem Markt aus.
19 
Eine empirische Evaluation industriespezifischer Skaleneffekte  wird erheblich dadurch er-
schwert, dass ihre Operationalisierung problematisch ist. Vielleicht liegt darin der Grund, dass 
veröffentlichte Studien zu sehr unterschiedlichen Ergebnissen gelangen. Während Audretsch 
(1995a, 1995b) tatsächlich ein signifikant höheres Sterberisiko in skalenintensiven Industrien 
feststellt, finden z.B. Mahmood (1992) oder Mata/Portugal (1994) keinen statistisch gesicher-
ten Einfluss der MES auf das Überleben der Unternehmen. 
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Ein positiver Impuls auf die Überlebenschancen einer Neugründung wird dem Wachstum ei-
ner Branche im Gründungsjahr und der Folgezeit zugeschrieben. Bradburd/Caves (1982) be-
gründen die positive Stimulanz des Branchenwachstums mit der Tatsache, dass im Zuge einer 
günstigen Nachfrageentwicklung die Preise über die langfristigen Durchschnittskosten steigen 
können, der daraus resultierende Anstieg der Preis-Kosten-Relation die Wettbewerbsnachteile 
kleinerer Gründungen verringert und ihnen mehr Überlebensspielraum liefert. Ebenso kann in 
Zeiten günstiger Nachfrageentwicklungen erwartet werden, dass die bereits am Markt befind-
lichen Betriebe den neuen Wettbewerber weniger aggressiv bekämpfen als in Situationen, in 
denen Märkte mangels Nachfrage enger werden. Gegen die These höherer Überlebenswahr-
scheinlichkeiten in wachsenden Branchen führen Gort/Klepper (1982) an, dass hohe Wachs-
tumsraten in Branchen vor allem in frühen Phasen eines Industrielebenszyklus typisch sind, 
die jedoch regelmäßig gleichzeitig durch ein hohes Sterberisiko gekennzeichnet sind. Ebenso 
kann die Tatsache, dass wachsende Branchen häufig ein rasches Anpassen der Betriebe an 
veränderte Umwelt- und Rahmenbedingungen erfordern, zu einem verstärkten Auftreten von 
Betriebsschließungen führen. Die überwiegende Mehrzahl der empirischen Forschungsarbei-
ten bestätigt einen positiven Einfluss des Branchenwachstums auf das Überleben (z.B. Ma-
ta/Portugal (1994, 1999), Audretsch (1995a, 1995b)). Wagner (1994b) findet für die nieder-
sächsische Industrie zwar einen positiven Einfluss, der jedoch statistisch nicht gesichert ist, 
Honjo (2000) kann für die japanische Industrie keine gesicherten Zusammenhänge erkennen. 
 
Neben dem Branchenwachstum werden auch andere Maße für die Marktgröße und die Markt-
dynamik zur Erklärung des Scheiterns von Neugründungen in empirischen Studien verwen-
det. Mata/Portugal (1994) weisen für die portugiesische Industrie einen signifikant negativen 
Zusammenhang zwischen der Industriegröße gemessen an der Zahl der in einer Branche täti-
gen Unternehmen und dem Sterberisiko nach. Je geringer somit die Zahl der Wettbewerber in 
einer Branche ausfällt, um so höher ist c.p. das Risiko eines Scheiterns. Alternativ oder ergän-
zend findet auch der Einfluss der  Anbieterkonzentration auf das Überleben von Neu-
gründungen Berücksichtigung. Ein verstärktes Abwehrverhalten der bereits am Markt befind-
lichen Betriebe könnte für einen negativen Einfluss des Ausmaßes der Konzentration auf die 
Überlebenschancen sprechen. Andererseits wird argumentiert, dass in konzentrierten Indus-
trien typischerweise die Preise höher ausfallen und somit die Preis-Kosten-Relation günstiger 
ist, was auf einen positiven Zusammenhang zwischen Industriekonzentration und Überlebens-
                                                                                                                                                                                                           
19   Strotmann (2002) zeigt im Rahmen bivariater Tobit-Regressionen und mit Panelschätzungen, dass c.p. das 
Beschäftigungswachstum von Betrieben in Branchen mit einem hohen Ausmaß an Skalenerträgen signifi-
kant höher ausfällt als in Industrien, in denen Skaleneffekte von geringerer Bedeutung sind.   10 
wahrscheinlichkeit schließen lassen könnte.
20 Die Ergebnisse der vorliegenden empirischen 
Studien sind hinsichtlich  der Bedeutung der Konzentration sehr uneinheitlich. Audretsch 
(1991) findet zwar einen kurzfristig positiven Impuls auf das Überleben, langfristig jedoch 
geht von der Marktkonzentration kein relevanter Einfluss auf die Hazardraten aus. In zahl-
reichen anderen Studien kann kein statistisch gesicherter Einfluss der Konzentration festge-
stellt werden (vgl. z.B. Wagner (1994b) oder Mata/Portugal (1994)).  
Da in Branchen mit einer hohen  Gründungsintensität der Wettbewerb um vorhandenes 
Marktvolumen besonders intensiv ausfällt, könnte man hier ein c.p. größeres Sterberisiko 
vermuten.
21 Eine geringere Überlebenswahrscheinlichkeit von Neugründungen in gründungs-
intensiven Branchen ist auch kompatibel mit der Beobachtung einer positiven Korrelation 
zwischen Gründungs- und Schließungsraten im industriellen Querschnitt, die in der Literatur 
bereits als stilisiertes Faktum akzeptiert ist und von Strotmann (2002) für die baden-
württembergische Industrie nachgewiesen wurde. Mata/Portugal (1994, 1999) und Honjo 
(2000) bestätigen die höhere Rate des Scheiterns von Neugründungen in Industrien mit hoher 
Gründungsdynamik. 
 
Unterschiede in den technologischen Bedingungen in einer Branche können ebenfalls die Ü-
berlebenschancen neuer Betriebe beeinflussen. Nelson/Winter (1982) und Winter (1984) un-
terscheiden mit dem "unternehmerischen Regime" und dem "routinisierten Regime" zwei 
grundlegende technologische Regimes. Branchen, die dem routinisierten Regime zugeordnet 
werden können, lassen sich dadurch charakterisieren, dass Innovationen auf Wissen und Er-
fahrungen beruhen, die nur im Wettbewerb am Markt gemacht werden können und daher 
schwer transportierbar sind. Da Neugründungen diese Erfahrungen nicht besitzen können, 
haben bereits bestehende Betriebe in diesen Branchen einen Innovationsvorteil. Im unterneh-
merischen Regime dagegen basieren innovatorische Tätigkeiten auf Wissen, das primär oder 
zumindest auch außerhalb der bereits existierenden Betriebe entstehen kann und daher in stär-
kerem Maße im Zuge von Neugründungen Eingang in die Märkte findet. 
Acs/Audretsch (1990) sowie Audretsch (1991, 1995a, 1995b) argumentieren, dass in Bran-
chen, die sich dem unternehmerischen Regime zuordnen lassen, und insbesondere in solchen 
Branchen, in denen kleine Betriebe einen Innovationsvorteil aufweisen, ein höheres Auftreten 
von Neugründungen erwartet werden kann. Gleichzeitig ist jedoch das Risiko, ein Produkt zu 
entwickeln, das sich in der Folgezeit als nicht lebensfähig erweist, ebenfalls größer, so dass 
                                                                 
20   Vgl. z.B. Weiss (1989).   11 
man von einem höheren Sterberisiko in innovativen Branchen ausgehen muss. Gelingt es ei-
nem Betrieb jedoch, sich mit einem wettbewerbsfähigen Produkt auf dem Markt zu etablieren, 
so weisen überlebende Betriebe in innovativen Branchen höhere Wachstumsraten der B e-
schäftigung sowie bessere bedingte Überlebenswahrscheinlichkeiten auf: 
Schasse (1992) findet für die niedersächsische Industrie Ergebnisse, die zwar aufgrund der 
unterschiedlichen Operationalisierung der Technologieintensität nicht unmittelbar vergleich-
bar sind, den Ergebnissen von Audretsch jedoch widersprechen. Sowohl kurz-, mittel- als 
auch langfristig beobachtet Schasse eine höhere Überlebenswahrscheinlichkeit von Betrieben 
in Branchen der Spitzentechnik. Auffällig ist dabei, dass das Sterberisiko der Betriebe der 
Spitzentechnologie nach einigen Jahren jedoch auf relativ hohem Niveau stagniert, was 
Schasse auf den vergleichsweise hohen Konkurrenzdruck zurückführt, dem gerade High-
Tech-Betriebe ausgesetzt sind. Mahmood (1992) hebt hervor, dass branchenspezifische Ein-
flussfaktoren für High-Tech- und Low-Tech-Betriebe teilweise von unterschiedlicher Bedeu-
tung sind. Während die Gründungsgröße sowohl in High-Tech- als auch in Low-Tech-
Branchen einen signifikanten Einfluss auf das Scheiterrisiko hat, spielen externe Gegebenhei-
ten wie z.B. das Ausmaß der branchenspezifischen Skaleneffekte in Low-Tech-Industrien 
eine geringere Rolle als in High-Tech-Industrien.  
 
Audretsch et al. (1997) weisen darauf hin, dass sich die relative Bedeutung betriebs- und 
branchenspezifischer Faktoren für das betriebliche Überleben im Zeitablauf ändern kann. Im 
Rahmen von Logit-Regressionen für verschiedene Altersgruppen gelangen die Autoren zu 
dem Ergebnis, dass branchenspezifische Einflüsse das Überleben insbesondere in der kurzen 
Frist in signifikantem Maße prägen, während längerfristig betriebsindividuellen Faktoren die 
wesentliche Rolle zukommt.  
 
 
1.3  Bedeutung regionaler Agglomeration und makroökonomischer Rahmenbedingun-
gen  
 
Mangels detaillierter Regionaldaten findet in der vorliegenden Studie für die baden-württem-
bergische Industrie das regionale Umfeld, in dem eine Gründung erfolgt, ausschließlich in 
Form des regionalen Agglomerationsgrades Berücksichtigung. 
                                                                                                                                                                                                           
21   Anzumerken ist die Tatsache, dass ein Wettbewerbsdruck auf einem Markt auch bereits durch die Mög-
lichkeit "potenzieller" Gründungen bestehen kann, die jedoch auf der Grundlage der verfügbaren Daten 
nicht operationalisiert werden kann.   12 
 
Einerseits kann ein hoher Agglomerationsgrad einer Region, der häufig durch die Bevölke-
rungsdichte oder alternative Raumtypen operationalisiert wird, das Entstehen und Überleben 
von Neugründungen begünstigen. Positive externe Effekte durch eine große räumliche Nähe 
zu Lieferanten, kooperierenden Unternehmen und Kunden, kurze Wege und eine große Ver-
fügbarkeit gut ausgebildeter Arbeitskräfte sind Beispiele für mögliche Vorteile einer Grün-
dung in dicht besiedelten Regionen (vgl. dazu z.B. auch die "inner-city-incubator"-Hypothese 
von Vernon (1960)). Gleichzeitig lassen sich jedoch auch Argumente anführen, warum ein zu 
hoher Agglomerationsgrad das Überleben behindern kann. Teure Gewerbeflächen, ein hohes 
Lohnniveau oder auch überlastete Verkehrswege sind mögliche Gründe, die ein Überleben 
einer Neugründung in hoch agglomerierten Regionen erschweren könnten. Gemäß der "filte-
ring-down"-Theorie von Thompson (1968) entstehen neue, innovative Betriebe häufig in städ-
tischen Gebieten. Im Zuge des Industrie- oder Produktlebenszyklus nehmen jedoch die Stand-
ortvorteile dicht besiedelter Regionen ab und die Betriebe werden verstärkt die möglichen 
Vorteile der Randregionen oder weniger dicht besiedelten Regionen nutzen. 
 
Keeble/Walker (1994) stellen einen signifikant positiven Einfluss der Bevölkerungsdichte auf 
das Sterben von Firmen fest, während z.B. Audretsch/Vivarelli (1995) und Gerlach/Wagner 
(1994) keinen signifikanten Einfluss der Agglomerationseffekte auf das Gründungsverhalten 
finden. Fotopoulos/Louri (2000b) gelangen für die griechische Industrie zu dem Ergebnis, 
dass die Überlebenschancen gerade kleinerer Betriebe in der Gegend um Athen deutlich güns-
tiger ausfallen, so dass Agglomerationseffekte hier überlebensfördernd wirken. 
 
Ein möglicher Einfluss der konjunkturellen Gesamtsituation auf das Überleben von Neugrün-
dungen wird bisher in eher wenigen Studien thematisiert. In den Untersuchungen, die eine 
mögliche Bedeutung der Konjunktur für das Überleben und Sterben von Neugründungen ana-
lysieren, wird das konjunkturelle Umfeld alternativ oder gleichzeitig insbesondere durch die 
Wachstumsrate einer Sozialproduktsgröße, die Entwicklung der Arbeitslosenquote oder die 
zeitliche Entwicklung des Realzinssatzes (vgl. z.B. Audretsch/ Mahmood (1995)) berücksich-
tigt. Während Fotopoulos/Louri (2000a) zu dem Ergebnis gelangen, dass das makroökonomi-
sche Umfeld von wichtiger Bedeutung  für das betriebliche Schließungsrisiko ist, behaupten 
Boeri/Bellmann (1995) eine weitgehende Unabhängigkeit des Schließungsverhaltens der Be-
triebe von der konjunkturellen Entwicklung. Audretsch (1991) findet zumindest gewisse Evi-
denz für die Tatsache, dass die beobachteten Überlebensraten von der Konjunktur abhängig   13 
sind, und weist darauf hin, wie wichtig es ist, seine Analysen auf der Grundlage längerer Zeit-
reihen und regelmäßiger Beobachtungen treffen zu können, um fundierte Aussagen über eine 
mögliche Bedeutung der Konjunktur treffen zu können.  
 
2.   Datenbasis und Operationalisierung des Gründungs- und Schließungsbegriffes 
 
Für die vorliegende Studie wurden Betriebsdaten aus zwei regelmäßigen Erhebungen der amt-
lichen Industriestatistik verwendet. Informationen über Betriebe mit mindestens 20 Beschäf-
tigten und Betriebe, die einem Unternehmen angehören, das über mindestens 20 Beschäftigte 
verfügt, wurden den Monatsberichten im Produzierenden Gewerbe entnommen.
22 Zugespielt 
wurden Informationen über Industriebetriebe mit weniger als 20 Beschäftigten aus der jährli-
chen Erhebung für industrielle Kleinbetriebe im Bergbau und im Verarbeitenden Gewerbe.
23 
Durch die Verknüpfung der jährlichen Angaben anhand der Betriebsnummern wurde für die 
baden-württembergische Industrie als Ausgangsdatensatz ein Betriebspaneldatensatz erstellt, 
der von 1980 bis 1999 Informationen über sämtliche Betriebe enthält, die in diesem Zeitraum 
zum Berichtskreis der amtlichen Industriestatistik gehörten. Dieser B etriebspaneldatensatz 
verfügt zwar über relativ wenige Variablen, zeichnet sich jedoch durch eine sehr hohe Fall-
zahl sowie sehr verlässliche Daten aus und erlaubt auf der Grundlage amtlicher Daten die 
Analyse betriebsindividueller Entwicklungen im Zeitablauf. 
 
Ein wichtiges Problem bei Studien zur Gründungsdynamik stellt die Abgrenzung des verwen-
deten Gründungsbegriffs dar. Ergebnisse bisheriger Studien lassen erwarten, dass sowohl die 
Determinanten des Markteintritts als auch der post-entry-performance in wesentlichem Maße 
vom unterstellten Gründungsbegriff abhängen.
24  
Unter einer  originären Gründung eines Unternehmens oder Betriebes versteht man eine 
Gründung, bei der die betriebliche Faktorkombination völlig neu aufgebaut werden muss. Im 
Rahmen derivativer Gründungen dagegen wird im Zuge einer Betriebsübernahme bzw. einer 
Akquisition oder Fusion auf bereits bestehende Faktorkombinationen zurückgegriffen. 
Eine abschließende Unterscheidung originärer und derivativer Gründungen ist anhand der 
verfügbaren Datenbasis leider nicht möglich. Als mögliche Neugründung wird im Folgenden 
                                                                 
22   Die monatlichen Angaben über die Beschäftigung und den Umsatz wurden für die weiteren Analysen je-
weils zu Jahresdurchschnittswerten aggregiert. 
23   Zu beachten ist dabei, dass der Berichtskreis der Kleinbetriebserhebung im Gegensatz zu den Monatsbe-
richten keine Handwerksbetriebe umfasst. Handwerksbetriebe, die nicht in den Monatserhebungen erfasst 
werden, finden somit keinen Eingang in den Paneldatensatz. 
24   Vgl. z.B. Mata (1993), S. 118.   14 
jeder Betrieb betrachtet, der in einem Jahr neu in den Berichtskreis aufgenommen wird. Diese 
Annahme ist durchaus problematisch, da es sich bei einem neu auftretenden Betrieb nicht 
zwingend um eine echte Neugründung handeln muss, sondern sich dahinter zum Beispiel 
auch Regionswechsler, die ihren Sitz nach Baden-Württemberg verlagert haben, oder 
Schwerpunktwechsler, die ihren Tätigkeitsschwerpunkt in den industriellen Sektor gelegt ha-
ben, verbergen können. Um Unschärfen bei der Interpretation möglichst weitgehend zu redu-
zieren und die Stabilität der abgeleiteten Ergebnisse zu überprüfen, wird im Folgenden der in 
der Literatur gängigen "Notlösung" gefolgt und eine Abgrenzung mit Hilfe der Beschäftigten-
zahl vorgenommen. Hinter dieser Näherungslösung verbirgt sich die Erkenntnis, dass es sich 
insbesondere bei originären Gründungen typischerweise um sehr kleine Betriebe bzw. Unter-
nehmen handelt. Als Abschneidegrenzen werden alternativ 20 und 50 Beschäftigte verwendet. 
Obwohl diese Vorgehensweise keineswegs unproblematisch ist, hat sie sich in zahlreichen 
Studien zumindest als praktikabel erwiesen.
25 Darüber hinaus wurden Betriebe, deren Mel-
dung einjährige „Lücken“ aufweist, da z.B. der Betrieb vorübergehend still gelegt wurde, 
nach Wiederaufnahme in den Berichtskreis nicht als Neugründung gewertet, sondern aus den 
folgenden Analysen ausgeschlossen. 
 
Als Betriebsschließung wird in der vorliegenden Studie entsprechend vereinfachend der Weg-
fall eines Betriebes aus dem Berichtskreis der amtlichen Industriestatistik bezeichnet, wobei 
tatsächliche Schließungen erneut von Regions- und Bereichswechslern oder aber B etriebs-
übernahmen überlagert werden können. Inhaltlich geboten wäre zudem eine Unterscheidung 
zwischen einer freiwilligen Unternehmens- oder Betriebsschließung, wie sie z.B. erfolgt, 
wenn in Personenunternehmen die leitenden Personen altersbedingt ausscheiden und kein 
Nachfolger gefunden wurde, und einer ökonomisch bedingten Schließung, die zwangsweise 
im Anschluss an ein Insolvenzverfahren erfolgt. Der im Folgenden verwendete Schließungs-




                                                                 
25   Vgl. z.B. die entsprechende Vorgehensweise bei Wagner (1994a), S. 213f.  
Eine aus inhaltlicher Sicht gebotene Unterscheidung kann man anhand der amtlichen Daten mit Blick auf 
die Selbständigkeit des neu gegründeten Betriebes danach treffen, ob es sich um die Gründung eines recht-
lich selbständigen Einbetriebsunternehmens ("de novo entry") oder aber eine Betriebsgründung im Rahmen 
eines Mehrbetriebsunternehmens und somit um eine Diversifikationsgründung handelt ("diversified entry"). 
Vgl. zu diesem Thema z.B. auch Dunne et al. (1988), S. 496. 
26   Für eine eingehendere Beschreibung der Probleme bei der Identifikation von Neugründungen und Schlie-
ßungen vgl. z.B. Fritsch/Niese (1999).   15 
Allerdings verfügt der amtliche Datensatz trotz der beschriebenen Mängel auch über Vorteile, 
die ihn insbesondere gegenüber Daten, die auf der Gewerbemeldestatistik basieren, für eine 
Analyse des Gründungs- und Schließungsverhaltens auszeichnen. Neben der Regelmäßigkeit 
der Datenerhebung und der vergleichsweise hohen Zuverlässigkeit der Angaben enthält die 
Industriestatistik keine Scheinanmeldungen, die zur Nutzung steuerlicher und sonstiger Vor-
teile in der Gewerbemeldestatistik häufig auftreten. Gleichzeitig ist ein "Vergessen" des Ab-
meldens, das bei Gewerbemeldedaten immer wieder vorkommen kann, da eine unterlassene 
Gewerbeabmeldung nicht bestraft wird, kein relevantes Problem.
27 Doppelzählungen, wie sie 
im Rahmen der Gewerbemeldestatistik gehäuft auftreten können, spielen für den amtlichen 
Datensatz ebenfalls keine Rolle. Außerdem enthält der amtliche Datensatz im Gegensatz zu 
zahlreichen anderen Studien auch Angaben über Kleinstbetriebe, deren Erfassung für eine 
Analyse des Gründungsgeschehens von besonderer Bedeutung ist. 
 
Um die Analyseergebnisse nicht nur auf eine Gründungskohorte zu beziehen, werden im Wei-
teren sämtliche neu auftretenden Industriebetriebe der Jahre 1981 bis 1984 berücksichtigt, 
wobei auf die Einbeziehung neu auftretender Betriebe mit fünfzig oder mehr Beschäftigten 
verzichtet wird, da es sich wie bereits betont bei diesen typischerweise nicht um "echte" Neu-
gründungen, sondern z.B. um Betriebsabspaltungen, Regionswechsler oder Schwerpunkt-
wechsler handelt.
28 Insgesamt liegen damit 2605 neu auftretende Betriebe, deren Überleben 
oder Sterben bis einschließlich 1994 auf jährlicher Basis verfolgt wird, den folgenden Analy-
sen zugrunde. Zwischen acht und neun von zehn Neugründungen sind dabei jeweils Kleinst-
betriebsgründungen mit weniger als 20 Beschäftigten.
29 Auf eine Verlängerung des Analyse-
zeitraums bis 1999 wurde verzichtet, da es im Rahmen der Änderung der Wirtschaftszweig-
systematik von der SYPRO auf die WZ 93 im Jahr 1995 zu erheblichen Änderungen in der 
Zusammensetzung des Berichtskreises und der Zuordnung der Branchen kam.  
 
                                                                 
27   Vgl. dazu auch Schasse (1992), S. 34, oder Harhoff/Steil (1997), S. 18ff. 
28   Der Anteil neu auftretender Betriebe mit mindestens 50 Beschäftigten liegt jährlich bei ca. 3-5%, so dass 
die überwiegende Mehrzahl der neu auftretenden Betriebe in den folgenden Analysen erfasst wird. Da die 
Verwendung der Abschneidegrenze bei 20 Beschäftigten zu sehr ähnlichen Ergebnissen führt, beschränkt 
sich die weitere Darstellung auf neu auftretende Betriebe mit weniger als 50 Beschäftigten. 
29   Während in der vorliegenden Studie Kohorten von Neugründungen im Zeitablauf bis zu ihrem Ausscheiden 
untersucht werden, setzt Wagner (1999) einen etwas anderen Analyseschwerpunkt und betrachtet Kohor-
ten schließender Betriebe in den Jahren vor ihrer Schließung.   16 
3.  Deskriptive Ergebnisse  
 
Fundierte Aussagen über mögliche Beschäftigungswirkungen durch Neugründungen sollten 
vor dem Hintergrund der hohen Sterblichkeit gerade junger Betriebe nie auf der Grundlage 
von Impulseffekten, sondern stets aufgrund von Kohortenanalysen getroffen werden, in denen 
die Beschäftigungsentwicklung über einen längeren Zeitraum hinweg verfolgt wird.  
Abbildung 1 gibt grafisch die zeitliche Entwicklung der Überlebensraten (auch:  Sur-
vivorraten) der Gründungskohorten wieder, die als Anteil der nach t Perioden noch beste-
henden Betriebe in Relation zur Gesamtzahl der Betriebe im Gründungsjahr definiert sind.  
 
Abbildung 1:   Zeitliche Entwicklung der Überlebensraten von Neugründungen  
mit weniger als 50 Beschäftigten, Kohorten 1981-1984
30 
 
Das hohe Sterberisiko, dem sich Neugründungen ausgesetzt sehen, tritt dabei deutlich zum 
Vorschein. Von den 1981 gegründeten Industriebetrieben waren nach zwei Jahren bereits 
knapp zwanzig und nach fünf Jahren fast vierzig Prozent der Betriebe bereits wieder g e-
schlossen. Nach 10 Jahren bestanden nur noch weniger als die Hälfte der anfänglich neu ge-
gründeten Betriebe. Für die übrigen Gründungskohorten lassen sich entsprechende Größen-
ordnungen angeben.  
Die zeitliche Entwicklung des betrieblichen Sterberisikos lässt sich auch anhand des Verlaufs 
der sogenannten Hazardrate veranschaulichen, die hier die Wahrscheinlichkeit angibt, dass 
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4  17 
ausscheidet. Abbildung 2 lässt erkennen, dass das bedingte Sterberisiko der Neugründungen 
gemessen an der Hazardrate in den ersten Jahren nach der Neugründung deutlich größer ist als 
nach Ablauf einiger Jahre. Hat sich ein Betrieb nach einer gewissen Zeit auf dem Markt etab-
liert, so steigen seine weiteren Überlebenschancen erheblich an. Ein erster Vergleich der Ha-
zardraten aller Neugründungen mit weniger als 50 Beschäftigten mit den entsprechenden Ha-
zardraten bei Beschränkung auf Kleinstbetriebsgründungen mit weniger als 20 Beschäftigten 
lässt erkennen, dass das Sterberisiko in den Jahren unmittelbar nach der Gründung für Klein-
betriebe c.p. größer war als für Großbetriebe, so dass die Gründungsgröße von signifikanter 
Bedeutung für die späteren Überlebenschancen sein könnte. Eine Analyse möglicher Deter-
minanten der Überlebenswahrscheinlichkeit von Neugründungen wird jedoch erst in den fol-
genden Abschnitten vorgenommen. 
 
Abbildung 2:   Zeitliche Entwicklung der durchschnittlichen Hazardraten in  
Gründungen unterschiedlicher Größe, Kohorten 1981-1984 
 
Die für die baden-württembergische Gesamtindustrie gefundenen Hazardraten entsprechen in 
der Größenordnung ungefähr den Ergebnissen, die von Baldwin/Gorecki (1991) für die kana-
dische Industrie angeführt werden. Mata et al. (1995) finden für die portugiesische Industrie 
jedoch bedingte Sterbewahrscheinlichkeiten, die deutlich über den baden-württembergischen 
Raten liegen.
31 
                                                                                                                                                                                                           
30   Das lineare Verbinden der beobachteten Survivorfunktion unterstellt, dass sich die Zeitpunkte des Aus-
scheidens der einzelnen Betriebe gleichmäßig über die Zeit verteilen.  
31   Die portugiesische Hazardrate betrug im ersten Jahr 25% und nahm auch nach sieben Jahren mit 13% noch 
einen zweistelligen Wert an, der sogar über dem baden-württembergischen Sterberisiko im Ausgangsjahr. 
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Betrachtet man die zeitliche Entwicklung der Gesamtbeschäftigung einer Gründungskohorte, 
so zeigt sich, dass die stark rückläufige Zahl der Industriebetriebe nicht zu einem gleichzeiti-
gen Rückgang der Kohortenbeschäftigung führte (vgl. Abbildung 3). Vielmehr konnte sogar 
für alle vier Kohorten zumindest bis Ende der 80er Jahre ein Anstieg in der Gesamtbeschäfti-
gung beobachtet werden. Erst die Rezession Anfang der 90er Jahre führte zu einem Sinken 
der Beschäftigtenzahlen, wobei mit Ausnahme der Kohorte 1981 alle anderen Kohorten am 
Ende des Betrachtungszeitraums eine gestiegene Beschäftigung aufwiesen. Insgesamt lieferte 
eine Gründungskohorte somit einen längerfristigen absoluten Beschäftigungsbeitrag, der teil-
weise sogar etwas über der Ausgangsbeschäftigung der Gründungskohorten lag.  
 
Abbildung 3:   Zeitliche Entwicklung der Beschäftigung der Gründungskohorten, 
Gründungen mit weniger als 50 Beschäftigten, Kohorten 1981-1984 
 
Die vorliegenden Ergebnisse bestätigen somit in der Tendenz die Schlussfolgerung von Ger-
lach/Wagner (1997) für die niedersächsische Industrie, dass man im Großen und Ganzen da-
von ausgehen kann, dass eine Gründungskohorte langfristig ungefähr den Beschäftigungs-
beitrag leistet, den sie bereits im Ausgangsjahr aufweist. Diese bemerkenswerte Konstanz des 
Beitrags einer Gründungskohorte trotz einer hohen Ausfallquote durch schließende Betriebe 
ist Folge der Tatsache, dass die überlebenden Betriebe zumindest im Durchschnitt in erhebli-
chem Maße gewachsen sein müssen.  
Der folgende Abschnitt widmet sich einer empirischen Analyse möglicher Ursachen des be-
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Determinanten des Beschäftigungswachstums der Neugründungen in der Zeit nach dem 
Markteintritt findet man in Strotmann (2002). 
 
 
4.  Ergebnisse ökonometrischer Survival-Analysen 
4.1  Operationalisierung der Einflussgrößen 
 
Als Indikator für die Gründungsgröße eines Betriebes wird die logarithmierte Gründungsbe-
schäftigung herangezogen, wobei ergänzend auch die quadrierte logarithmierte Gründungsbe-
schäftigung berücksichtigt wird, um mögliche Nichtlinearitäten im Zusammenhang zu kon-
trollieren. Da Finanzvariablen nicht zur Verfügung stehen, kann die Gründungsgröße auch als 
Indikator für die finanzielle Anfangsausstattung eines Betriebes interpretiert werden. Eine 
Dummy-Variable, die für den Fall einer Einbetriebsunternehmensgründung den Wert Eins 
und für den Fall einer Gründung im Rahmen eines Mehrbetriebsunternehmens den Wert Null 
annimmt, soll mögliche Differenzen in den Sterberisiken unterschiedlicher Betriebstypen auf-
fangen. Die Rolle der bisherigen Überlebensdauer eines Betriebes und somit des Betriebsal-
ters kann anhand der Zeitabhängigkeit der geschätzten Hazardraten beurteilt werden.  
 
Das branchenspezifische Umfeld im Gründungsjahr wird auf Zweistellerebene der SYPRO 
durch das Ausmaß der Anbieterkonzentration gemessen am logarithmierten Herfindahl-Index, 
die durchschnittliche jährliche Wachstumsrate des Branchenumsatzes sowie das Ausmaß der 
branchenspezifischen Skaleneffekte anhand des Comanor-Wilson-Maßes abgebildet.
32 Als 
Indikator für die Marktgröße findet die logarithmierte Zahl der im Gründungsjahr bereits am 
Markt befindlichen Betriebe Verwendung, die Gründungsdynamik einer Branche wird alter-
nativ durch die absolute Zahl der Gründungen oder die relative Zahl neu gegründeter Betriebe 
approximiert. Als Maß für die Heterogenität betrieblicher Beschäftigungsentwicklungen in 
einer Branche und somit die "Turbulenz" wird ergänzend die logarithmierte Excess-Job-
Turnover-Rate
33 als erklärende Variable berücksichtigt. Mit ihrer Hilfe kann überprüft wer-
den, ob das betriebliche Sterberisiko in homogenen Branchen größer ausfällt als in heteroge-
nen Branchen.  
                                                                 
32   Das Comanor-Wilson-Maß ist definiert als Durchschnittsgröße der größten Betriebe, die über 50% des 
Branchenumsatzes verfügen. Vgl. Comanor/Wilson (1967). 
33   Die Excess-Job-Turnover-Rate ist definiert als Differenz zwischen der Job-Turnover-Rate und dem Abso-
lutbetrag der Veränderungsrate der Beschäftigung. Sie gibt den Teil der Arbeitsplatzfluktuation auf betrieb-
licher Ebene an, der nicht erforderlich gewesen wäre, um die resultierende Veränderung der Beschäftigung 
zu ermöglichen. Für detailliertere Ausführungen vgl. z.B. OECD (1987) oder Strotmann (2002).   20 
Die technologischen Bedingungen einer Branche werden mit Hilfe einer Technologie-
Dummy-Variablen abgebildet, die den Wert Eins annimmt, wenn ein Betrieb schwerpunkt-
mäßig einer Branche der Spitzentechnik oder der Höherwertigen Technik zugeordnet werden 
kann, und den Wert Null aufweist, wenn ein Betrieb zu einer Branche der Sonstigen Technik 
gehört.
34 Als Indikator für möglicherweise unterschiedliche konjunkturelle Gegebenheiten im 
jeweiligen Gründungsjahr werden Dummy-Variablen für die vier Gründungskohorten einbe-
zogen. Zur Überprüfung einer möglichen Bedeutung des räumlichen Agglomerationsgrades 
wird auf die Raumtypen "Stadtkreis" und "Landkreis" zurückgegriffen. Für die vorgestellten 
Ergebnisse werden die Informationen zu einer Dummy-Variablen verdichtet, die den Wert 
Eins annimmt, wenn es sich um eine Gründung in einem Landkreis handelt, und über den 
Wert Null verfügt, wenn eine Betriebsgründung sich einem Stadtkreis zuordnen lässt.
35  
 
4.2  Ergebnisse regressionsanalytischer Verweildaueranalysen 
4.2.1  Semiparametrische Proportional-Hazards-Regressionen 
  
In einem ersten Schritt werden im Folgenden " Proportional-Hazards-Modelle" (kurz: PH-
Modelle) geschätzt, bei denen die Hazardrate als Produkt einer Baseline-Hazardrate und einer 
Funktion von Kovariablen b ¢ i x e  modelliert wird.  i x¢ ist dabei ein Vektor von Kovariablen und 
ß ein Vektor von Regressionskoeffizienten.
36 
 
(1)  b ¢ ￿ l = l i x
0 i e ) t ( ) x | t (  
 
Bei parametrischen PH-Regressionsmodellen muss für die Baseline-Hazardrate eine spezifi-
sche parametrische Form festgelegt werden. Eine geeignete Wahl der Verteilung setzt jedoch 
voraus, dass bestimmte a priori Informationen über den Verlauf der Hazardrate bekannt sind. 
Im Gegensatz zu den parametrischen PH-Modellen lässt das hier zunächst verwendete semi-
parametrische PH-Modell von Cox (1972) die Baseline-Hazardrate unspezifiziert.  
Die Anwendung der Partial-Likelihood-Methode von Cox setzt voraus, dass die Zeitdauern 
der Individuen hinreichend genau g emessen werden können, dass also insbesondere keine 
identischen Beobachtungen ("Bindungen", "Ties") vorkommen. Im vorliegenden Fall treten 
                                                                 
34   Eine detaillierte Erläuterung der hier verwendeten Operationalisierung der Technologieintensität findet man 
bei Strotmann (2002), S. 56f.. Die Zuordnung der Wirtschaftszweige der SYPRO auf die Technologiegrup-
pen basiert dabei auf einer Liste forschungs- und entwicklungsintensiver Industrien, die vom NIW in Zu-
sammenarbeit mit dem ISI-Institut erarbeitet wurde. 
35   Zu Angaben über den Raumtyp für die Kreise der baden-württembergischen Industrie vgl. Maier (2000). 
36   Vgl. im Folgenden z.B. Blossfeld et al. (1986), S. 76ff., oder Klein/Moeschberger (1997), S. 229-244.   21 
jedoch Bindungen auf, da nur Zeitintervalle angegeben werden können, in denen ein Ereignis 
eintritt. Als Approximationsverfahren zur Handhabung der Bindungsproblematik wird daher 
die Methode von Breslow (1974) verwendet, wobei das Verfahren von Efron (1977) zu prak-
tisch identischen Ergebnissen führt.
37 Die Varianz-Kovarianzmatrix wird jeweils robust nach 
dem Verfahren von Lin/Wei (1989) ermittelt.  
 
Tabelle 1:   Ergebnisse semiparametrischer PH-Regressionen für Gründungen der  
Jahre 1981 bis 1984 mit weniger als 50 Beschäftigten, P-Werte in Klammern 
 
  Abhängige Variable:  
Betriebliche Hazardrate 
 
Log. Gründungsbeschäftigung  -0.456  -0.451 
  (0.000)**  (0.000)** 
(Log. Gründungsbeschäftigung)²  0.063  0.061 
  (0.005)**  (0.006)** 
Durchschnittliche Wachstums-  -2.687  -3.080 
rate des Branchenumsatzes  (0.053)  (0.031)* 
Log. Herfindahl-Index  -0.137  -0.137 
  (0.034)*  (0.035)* 
Log. Industriegröße  -0.228  -0.236 
  (0.000)**  (0.000)** 
Betriebstyp  -0.362  -0.383 
(1 = Einbetriebsunternehmen, 0 sonst)  (0.002)**  (0.001)** 
Log. Gründungsrate  0.191  0.152 
  (0.023)*  (0.083) 
Technologiedummy  -0.088  -0.075 
(1 = High-/Medium-Tech, 0 sonst)  (0.317)  (0.393) 
Ausmaß der Skalenerträge  0.153  0.183 
  (0.003)**  (0.001)** 
Dummy für räumliche Agglomeration  -0.256  -0.253 
(1 = Landkreis, 0 = Stadtkreis)  (0.000)**  (0.000)** 
Log. Excess-Job-Turnover-Rate    0.156 
    (0.116) 
Kohorte 1982  -0.164  -0.141 
(Referenz: Kohorte 1981)  (0.068)  (0.122) 
Kohorte 1983  -0.250  -0.277 
(Referenz: Kohorte 1981)  (0.025)*  (0.015)* 
Kohorte 1984  -0.274  -0.242 
(Referenz: Kohorte 1981)  (0.030)*  (0.059) 
Zahl der Betriebe  2605  2605 




Log-Likelihood  -10143.0  -10141.8 













Tabelle 1 gibt die Ergebnisse semiparametrischer Proportional-Hazards-Regressionen wieder. 
Alternative globale Tests auf Verletzung der PH-Annahme führen sowohl insgesamt als auch 
für die einzelnen Regressoren nicht zu einer signifikanten Ablehnung der Proportional-
Hazards-Annahme, so dass die grundsätzliche Spezifikation der Modelle als PH-Modell in 
keinem Fall verworfen werden kann. 
                                                                 
37   Auf die Wiedergabe der entsprechenden Ergebnisse wird daher verzichtet.   22 
Ein Blick auf die Koeffizienten der logarithmierten Gründungsbeschäftigung bestätigt für die 
baden-württembergische Industrie die These von der "liability of smallness". Je geringer die 
Gründungsgröße eines Betriebes ausfällt, um so höher ist c.p. sein Sterberisiko. Sowohl Kos-
tennachteile aufgrund von Größennachteilen als auch die Tatsache, dass der finanzielle Spiel-
raum für Kleinstbetriebsgründungen häufig besonders eng ausfällt, können für diese besonde-
re Bedeutung der Gründungsgröße für die Überlebenschancen verantwortlich sein. 
 
Ein signifikant positiver Koeffizient der quadrierten logarithmierten Gründungsbeschäftigung 
zeigt jedoch, dass die Vorteile der Gründungsgröße mit zunehmender Anfangsbeschäftigung 
degressiv wachsen. Damit untermauert die vorliegende Studie für die baden-württem-
bergische Industrie die Existenz von Nichtlinearitäten im Zusammenhang zwischen Größe 
und Sterberisiko. 
 
Die erhebliche Bedeutung der Gründungsgröße eines Betriebes für seine späteren Überlebens-
aussichten spiegelt sich auch in den Schätzergebnissen für die Variable wider, die das Aus-
maß der branchenspezifischen Skalenerträge abbildet. Je eher Skaleneffekte in einer Industrie 
von Bedeutung sind, um so gravierender fallen c.p. die Kostennachteile einer zu kleinen An-
fangsgröße aus und um so größer ist das betriebliche Sterberisiko.
 Erwartungsgemäß begüns-
tigt ein hohes Wachstum des Branchenumsatzes als Indikator für gute Nachfragebedingungen 
in einer Branche das Überleben von Neugründungen. Je höher die jahresdurchschnittliche 
Wachstumsrate des Branchenumsatzes ist, desto geringer fällt die Hazardrate aus.  
Die Marktgröße, gemessen an der logarithmierten Zahl der im Gründungsjahr bereits in einer 
Industrie agierenden Betriebe, hat analog zu den Studien von Mata/Portugal (1994, 1999) für 
die portugiesische Industrie ebenfalls einen positiven Einfluss auf die betrieblichen Überle-
benschancen. Dieser statistisch gesicherte Einfluss kann als Indiz für die Tatsache gewertet 
werden, dass ein Neuauftreten von Betrieben in großen Branchen für die am Markt befind-
lichen Betriebe c.p. weniger spürbar ist und Neulinge daher auch von den bereits existieren-
den Wettbewerbern weniger aggressiv bekämpft werden. 
Vom Ausmaß der Anbieterkonzentration gemessen am logarithmierten Herfindahl-Index des 
Umsatzes geht ein in allen Modellschätzungen stabiler negativer Einfluss auf das betriebliche 
Sterberisiko aus.  
Ein signifikant positiver Koeffizient der logarithmierten Gründungsrate zeigt, dass Industrien, 
die sich durch eine hohe relative Bedeutung der Neugründungen und somit eine hohe Grün-
dungsdynamik auszeichnen, gleichzeitig durch ein höheres Sterberisiko der Gründungen g e-  23 
kennzeichnet werden können. Dieses Ergebnis ist kompatibel mit der von Geroski (1995) als 
stilisiertes Faktum bezeichneten und von Strotmann (2002) für die baden-württembergische 
Industrie bestätigten positiven Korrelation zwischen den branchenspezifischen Gründungs- 
und Schließungsraten. 
Berücksichtigt man ergänzend mit der logarithmierten Excess-Job-Turnover-Rate einen Indi-
kator für das Ausmaß an branchenspezifischer Heterogenität betrieblicher Beschäf-
tigungsentwicklungen, so zeigt sich – wenn auch höchstens schwach signifikant –, dass das 
Sterberisiko der Betriebe nicht etwa in solchen Industrien besonders groß ist, die sich durch 
einen weitgehenden Gleichlauf betrieblicher Beschäftigungsentwicklungen auszeichnen. 
Vielmehr ist das Sterberisiko in solchen Branchen besonders ausgeprägt, in denen die Unter-
schiedlichkeit der betrieblichen Beschäftigungsentwicklungen sehr merklich ist. Eine mög-
liche Erklärung könnte darin bestehen, dass in heterogenen Branchen für die Betriebe die 
permanente Notwendigkeit besteht, sich an veränderte Umweltbedingungen anzupassen. He-
terogenität bedeutet insoweit einerseits Chancen für innovations- und anpassungsfähige B e-
triebe, andererseits impliziert sie jedoch auch ein höheres Sterberisiko. 
Die Technologie-Dummy-Variable nimmt zwar in allen Modellschätzungen ein negatives 
Vorzeichen an, ist jedoch nicht statistisch signifikant. Die Ergebnisse liefern somit höchstens 
ein Indiz für ein mögliches höheres Sterberisiko von Neugründungen in Low-Tech-Branchen. 
Einbetriebsunternehmensgründungen verfügen bei Kontrolle für andere Einflussgrößen über 
signifikant bessere Überlebenswahrscheinlichkeiten als Betriebsgründungen von Mehrbe-
triebsunternehmen. Die baden-württembergischen Ergebnisse unterstützen somit die Resultate 
von Audretsch/Mahmood (1995) für die US-Industrie und Mata et al. (1995) für die Industrie 
Portugals. 
Zwischen Gründungen in Stadt- und Landkreisen bestehen statistisch hochsignifikante Unter-
schiede in den Überlebenschancen. In Stadtkreisen und somit in hochagglomerierten Kreisen 
fiel das Sterberisiko um ungefähr 30% höher aus als in Landkreisen. 
Die Kohortendummies sind gegenüber der Referenzkohorte 1981 jeweils signifikant von Null 
verschieden, während zwischen den Kohorten der Jahre 1982 bis 1984 keine signifikanten 
Unterschiede bestehen. Betrachtet man die Wachstumsraten des realen Bruttoinlandsprodukts 
in Baden-Württemberg, so zeichneten sich die Jahre 1981 und 1982 durch eher geringe 
Wachstumsraten aus, während das reale Wachstum 1983 und 1984 deutlich besser ausfiel. 
Die Kohortendummies können daher als Indiz für einen positiven Einfluss des konjunkturel-  24 
len Umfelds im Gründungsjahr und der Folgezeit auf die Überle-benswahrscheinlichkeit ge-
deutet werden.
38 
Die Betrachtung der geschätzten Baseline-Survivorfunktion lässt eine negative Verweildauer-
abhängigkeit der Baseline-Hazardrate erkennen, die jedoch nichtlinearer Natur ist. In Abhän-
gigkeit von der Überlebensdauer steigt das Sterberisiko zunächst an, erreicht nach ungefähr 
drei Jahren sein Maximum und sinkt dann in der Folgezeit. Die vorliegenden Ergebnisse spre-
chen somit eher für die These von der "liability of adolescence" als für die These der "liability 
of newness". 
 
4.2.2  Parametrische Verweildauermodelle 
 
Die ergänzende Schätzung  parametrischer Accelerated-Failure-Time (AFT)-Modelle
39 lässt 
eine bemerkenswerte Stabilität der inhaltlichen Ergebnisse erkennen. Zieht man zunächst das 
Akaike-Informationskriterium (AIC)
  40 zur Modellselektion heran, so zeigt sich, dass para-
metrische Modelle, die in der Lage sind, auch nicht monotone Verweildauerabhängigkeiten 
abzubilden, dem Exponential-Modell und auch dem Weibull-Modell deutlich vorgezogen 
werden. Tabelle 2 beschränkt sich daher in der Darstellung der Ergebnisse mit dem Gamma-, 
dem Lognormal- und dem Log-logistischen Modell auf die bevorzugten Modelle.  
 
Während das Lognormal-Modell und das Log-logistische Modell ausnahmslos die Signifi-
kanzen der semiparametrischen PH-Modelle bestätigen, verlieren im verallgemeinerten 
Gamma-Modell lediglich einige Einflussgrößen, wie z.B. das durchschnittliche Branchen-
wachstum oder die logarithmierte Gründungsrate, zwar nicht ihre Wirkungsrichtung, aber ihre 
statistische Signifikanz (vgl. zunächst die Spalten 1, 3 und 5 der Tabelle 2). Der nichtlineare 
Einfluss der Gründungsgröße auf die Überlebenschancen ist weiterhin gegeben, ohne dabei 
statistisch gesichert zu sein. 
                                                                 
38  Zur Absicherung der Stabilität der Ergebnisse werden alternativ auch Modelle geschätzt, bei denen an Stel-
le der Kohortendummies Kalenderzeitdummies verwendet werden. Die Schätzungen der Koeffizienten fal-
len jedoch unabhängig von der Wahl der Zeitdummies weitgehend identisch aus. 
39   In Accelerated-Failure-Time-Modellen wird die logarithmierte betriebliche Überlebensdauer als abhängige 
Variable verwendet und als Linearkombination von Kovariablen modelliert. Zur Methodik vgl. z.B. 
Klein/Moeschberger (1997), S. 45ff. 
40   Vgl. z.B. Judge et al. (1988), S.848f.   25 
Tabelle 2:   Ergebnisse parametrischer AFT-Schätzungen für Gründungen der Jahre  
1981-1984 mit weniger als 50 Beschäftigten, Berücksichtigung unbeobachteter  
Gammaheterogenität, P-Werte in Klammern 
 
  Abhängige Variable: 
Logarithmierte betriebliche Überlebensdauer 
 
  Gamma-Modell  Lognormal-Modell  Log-logistisches 
Modell 
  (1)  (2)  (3)  (4)  (5)  (6) 
Berücksichtigung unbeobachteter 
Gammaheterogenität 
nein  ja  nein  ja  nein  ja 
Log. Gründungsbeschäftigung  0.350  0.350  0.481  0.401  0.510  0.399 
  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)** 
(Log. Gründungsbeschäftigung)²  -0.037  -0.037  -0.061  -0.040  -0.065  -0.032 
  (0.126)  (0.126)  (0.014)*  (0.129)  (0.011)*  (0.255) 
Durchschnittliche Wachstums-  2.007  2.008  3.444  3.094  4.120  3.962 
rate des Branchenumsatzes  (0.226)  (0.226)  (0.034)*  (0.073)  (0.014)*  (0.026)* 
Log. Herfindahl-Index  0.184  0.184  0.193  0.216  0.202  0.243 
  (0.010)*  (0.010)*  (0.008)**  (0.005)**  (0.008)**  (0.004)** 
Log. Industriegröße  0.250  0.250  0.297  0.296  0.315  0.323 
  (0.001)**  (0.001)**  (0.000)**  (0.000)**  (0.000)**  (0.000)** 
Betriebstyp  0.302  0.302  0.404  0.371  0.442  0.417 
(1 = Einbetriebsunternehmen, 0 sonst)  (0.012)*  (0.012)*  (0.002)**  (0.004)**  (0.001)**  (0.002)** 
Log. Gründungsrate  -0.134  -0.134  -0.194  -0.197  -0.223  -0.251 
  (0.150)  (0.150)  (0.046)*  (0.049)*  (0.030)*  (0.019)* 
Technologiedummy  0.084  0.084  0.090  0.100  0.090  0.106 
(1 = High-/Medium-Tech, 0 sonst)  (0.324)  (0.324)  (0.339)  (0.285)  (0.369)  (0.305) 
Ausmaß der Skalenerträge  -0.175  -0.175  -0.211  -0.208  -0.220  -0.222 
  (0.003)**  (0.003)**  (0.001)**  (0.001)**  (0.000)**  (0.001)** 
Dummy für räumliche Agglomeration  0.217  0.217  0.278  0.257  0.296  0.279 
(1 = Landkreis, 0 = Stadtkreis)  (0.004)**  (0.004)**  (0.000)**  (0.001)**  (0.000)**  (0.001)** 
Log. Excess-Job-Turnover-Rate  -0.151  -0.151  -0.176  -0.174  -0.183  -0.185 
  (0.154)  (0.154)  (0.105)  (0.117)  (0.097)  (0.102) 
Kohorte 1982  0.183  0.183  0.202  0.222  0.215  0.252 
(Referenz: Kohorte 1981)  (0.058)  (0.058)  (0.047)*  (0.034)*  (0.046)*  (0.026)* 
Kohorte 1983  0.268  0.268  0.360  0.383  0.400  0.481 
(Referenz: Kohorte 1981)  (0.041)*  (0.041)*  (0.005)**  (0.004)**  (0.003)**  (0.001)** 
Kohorte 1984  0.204  0.204  0.300  0.319  0.345  0.415 
(Referenz: Kohorte 1981)  (0.150)  (0.150)  (0.036)*  (0.032)*  (0.023)*  (0.009)** 
Konstante  -0.093  -0.093  -0.031  -0.233  -0.290  -0.611 
  (0.859)  (0.859)  (0.958)  (0.684)  (0.641)  (0.322) 
Zahl der Betriebe  2605  2605  2605  2605  2605  2605 












P-Wert des LR-Tests auf Vorliegen 
signifikanter unbeobachteter Hetero-
genität  
   
(0.000)** 
   
(0.000)** 
   
(0.000)** 
Log-Likelihood  -3164.1  -3164.1  -3195.1  -3181.2  -3234.7  -3210.3 
AIC  6363.3    6422.2    6501.4   
 
Abbildung 4 gibt exemplarisch die geschätzten Hazardfunktionen der bevorzugten parametri-
schen Modelle, des sehr flexiblen verallgemeinerten Gamma-Modells als auch des Lognor-
mal-Modells wieder. Während unmittelbar nach der Gründung das Sterberisiko zunächst sehr 
hoch bleibt oder sogar ansteigt, lässt sich  nach ungefähr zwei bis drei Jahren eine monoton 
fallende, negative Verweildauerabhängigkeit der Hazardrate beobachten. Dieses Ergebnis 
kann als weiteres Indiz für die These einer "liability of adolescence" gedeutet werden. 
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Abbildung 4:   Geschätzte Hazardfunktionen auf der Grundlage eines parametrischen  










Verweildauermodelle ohne Berücksichtigung unbeobachteter Populationsheterogenität basie-
ren auf der Annahme, dass die verwendeten Kovariablen die Hazardrate vollständig bestim-
men. Typischerweise muss jedoch davon ausgegangen werden, dass weitere Merkmale, die 
nicht erhoben werden oder nicht bekannt sind, die Hazardraten ebenfalls beeinflussen. Exem-
plarisch sei hier angeführt, dass der verwendete Datensatz es zum Beispiel nicht erlaubt, In-
formationen über die Gründungsperson bzw. die Gründungspersonen explizit zu berück-
sichtigen. Weiterhin enthält der Datensatz auch keine Informationen über wesentliche Finanz-
variablen, wie z.B. die betriebliche Relation von Fremd- zu Eigenkapital, oder darüber, ob ein 
Betrieb in den Genuss öffentlicher Gründungsförderung gekommen ist oder nicht. Die man-
gelnde Berücksichtigung unbeobachteter Heterogenität kann bei der Aggregation über nicht 
beobachtete Merkmale eine tendenzielle Änderung der Hazardrate in Richtung einer nega-
tiven Zeitabhängigkeit bewirken.
41 Um die Stabilität der bisherigen Ergebnisse gegenüber 
dem Vorliegen unbeobachteter Heterogenität abzusichern, werden die parametrischen Model-
le alternativ auch unter Einbeziehung der Möglichkeit unbeobachteter Heterogenität auf der 
Ebene einzelner Beobachtungen ("frailty models")
 geschätzt.
 42  
Tabelle 2 (Spalten 2, 4 und 6) verdeutlicht, dass die inhaltlichen Schlussfolgerungen auch bei 
ergänzender Berücksichtigung unbeobachteter Gammaheterogenität keiner wesentlichen Mo-
difikation bedürfen. Ein Likelihood-Ratio-Test lässt zwar in jedem Fall erkennen, dass die 
                                                                 
41   Vgl. Blossfeld et al. (1986), S. 93ff. 
42   Diese Modellannahme darf nicht verwechselt werden mit der Annahme einer für einzelne Einheiten im 
Zeitablauf konstanten unbeobachteten Heterogenität, wie sie im Rahmen sogenannter „shared frailty m o-
dels“ getroffen wird. Um unbeobachtete Heterogenität in den Modellansatz aufzunehmen, wird eine reell-
wertige, positive Zufallsvariable a als multiplikativer Term in die Hazardfunktion eingeführt, die annah-
megemäß über den Erwartungswert Eins und die Varianz q verfügt. Für die Verteilung von a wurde eine 
Gammaverteilung mit den Parametern  ) , 1 ( q q  verwendet. Zur Überprüfung auf Vorliegen unbeobachteter 
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Varianz  q der Heterogenitätskomponente signifikant von Null verschieden ist, so dass die 
Nullhypothese, dass keine signifikante unbeobachtete Heterogenität vorliegt, statistisch gesi-
chert verworfen werden kann. Dennoch ist die Bedeutung der Berücksichtigung unbeobachte-
ter Heterogenität für die Schätzergebnisse eher gering. Ohne eine einzige Ausnahme behalten 
alle Koeffizienten weiterhin ihr Vorzeichen und auch die statistische Signifikanz der gefunde-
nen Effekte stimmt in der überwiegenden Mehrzahl der Fälle in den Modellvarianten mit und 
ohne Heterogenität jeweils überein.  
 
4.2.3  Gruppierte Verweildauermodelle
43 
 
Da für die baden-württembergische Industrie Informationen über Kleinstbetriebsgründungen 
im Rahmen der industriellen Kleinbetriebserhebung nur auf jährlicher Basis vorliegen, kann 
für einen Großteil der Betriebe nur einmal im Jahr festgestellt werden, ob in den vergangenen 
zwölf Monaten eine Schließung erfolgte oder nicht. Daher treten in erheblichem Maße Bin-
dungen auf. Im Rahmen der semiparametrischen PH-Regressionen wurde der Bindungs-
problematik durch die Verwendung alternativer Approximationsverfahren Rechnung getra-
gen. Dabei zeigte sich, dass die Modellschätzungen gegenüber der Wahl des Verfahrens sehr 
stabil sind. Bei der beträchtlichen Anzahl von Bindungen könnte dennoch befürchtet werden, 
dass die Parameterschätzungen unbrauchbar werden. Während in der Literatur teilweise die 
Meinung vertreten wird, dass zeitstetige Modelle stets zeitdiskreten Modellen vorzuziehen 
sind
44, befürworten Blossfeld et al. (1986) für diesen Fall die Verwendung gruppierter Ver-
weildauermodelle, die der Datensituation besser gerecht werden. 
Zur abschließenden Überprüfung der Robustheit der Schätzergebnisse wird daher ein grup-
piertes Verweildauermodell von Prentice/Gloeckler (1978) geschätzt. Die Hazardrate des 
Prentice-Gloeckler-Modells lässt sich darstellen als: 
 
(2)  )) x d exp( exp( 1 ) x | t ( i t 0 i b ¢ + - - = l  
 
Dabei repräsentieren die Parameter  t 0 d  wie im semiparametrischen PH-Modell Grundhazard-
raten, die allen Betrieben gemeinsam sind, nicht von den Kovariablen abhängen und in ihrem 
Verlauf die Zeitabhängigkeit der Hazardrate widerspiegeln.  
                                                                                                                                                                                                           
komponente signifikant von Eins verschieden ist. Für eine ausführlichere Darstellung der verwendeten Me-
thodik vgl. z.B. Hougaard (1986) oder auch Wangler (1997), S. 66-73. 
43   Einen knappen Überblick über Grundbegriffe der diskreten Verweildauermodelle findet man z.B. in Bloss-
feld et al. (1986), S. 101-105.   28 
 
Tabelle 3:   Ergebnisse gruppierter Prentice-Gloeckler-Verweildauermodelle für Gründungen 
der Jahre 1981-1984 mit weniger als 50 Beschäftigten, P-Werte in Klammern 
 
  Abhängige Variable:  
Betriebliche Hazardrate 
 
Dummy für Jahr 2 nach der Gründung  -0.163  -0.162 
(Referenz: Jahr 1)  (0.083)  (0.084) 
Dummy für Jahr 3  -0.044  -0.043 
(Referenz: Jahr 1)  (0.642)  (0.647) 
Dummy für Jahr 4  -0.252  -0.251 
(Referenz: Jahr 1)  (0.015)*  (0.015)* 
Dummy für Jahr 5  -0.549  -0.548 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 6  -0.650  -0.649 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 7  -0.630  -0.629 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 8  -0.887  -0.886 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 9  -0.931  -0.930 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 10  -0.661  -0.660 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 11  -0.805  -0.804 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 12  -0.729  -0.728 
(Referenz: Jahr 1)  (0.000)**  (0.000)** 
Dummy für Jahr 13  -0.472  -0.470 
(Referenz: Jahr 1)  (0.057)  (0.058) 
Log. Gründungsbeschäftigung  -0.498  -0.492 
  (0.000)**  (0.000)** 
(Log. Gründungsbeschäftigung)²  0.071  0.069 
  (0.003)**  (0.003)** 
Durchschnittliche Wachstums-  -2.798  -3.223 
rate des Branchenumsatzes  (0.064)  (0.036)* 
Log. Herfindahl-Index  -0.144  -0.144 
  (0.033)*  (0.034)* 
Log. Industriegröße  -0.240  -0.248 
  (0.000)**  (0.000)** 
Betriebstyp  -0.377  -0.402 
(1 = Einbetriebsunternehmen, 0 sonst)  (0.002)**  (0.001)** 
Log. Gründungsrate  0.193  0.151 
  (0.024)*  (0.093) 
Technologiedummy  -0.086  -0.072 
(1 = High-/Medium-Tech, 0 sonst)  (0.348)  (0.428) 
Ausmaß der Skalenerträge  0.159  0.192 
  (0.003)**  (0.001)** 
Dummy für räumliche Agglome-  -0.275  -0.272 
ration (1 = Landkreis, 0 = Stadtkreis)  (0.000)**  (0.000)** 
Log. Excess-Job-Turnover-Rate    0.170 
    (0.102) 
Kohorte 1982  -0.167  -0.143 
(Referenz: Kohorte 1981)  (0.072)  (0.130) 
Kohorte 1983  -0.258  -0.287 
(Referenz: Kohorte 1981)  (0.025)*  (0.014)* 
Kohorte 1984  -0.286  -0.251 
(Referenz: Kohorte 1981)  (0.027)*  (0.057) 
Konstante  -0.372  -0.160 
  (0.477)  (0.767) 
Zahl der Betriebe  2605  2605 
 
                                                                                                                                                                                                           
44   Vgl. z.B. Allison (1982).   29 
Ein Blick auf die Schätzergebnisse in Tabelle 3 zeigt, dass die inhaltlichen Schlussfolgerun-
gen der semiparametrischen und parametrischen Verweildauermodelle der vorigen Abschnitte 
sich ausnahmslos auch bei Annahme eines gruppierten Verweildauermodells bestätigen las-
sen. Sämtliche Variablen, die im Rahmen der vorigen Modellschätzungen als relevant erach-
tet wurden, weisen dasselbe Vorzeichen auf und behalten dabei auch weiterhin ihre statisti-
sche Signifikanz, so dass das Auftreten von Bindungen und das Vorliegen zeitdiskreter Beo-
bachtungen ebenfalls keinen relevanten Einfluss auf die inhaltlichen Schlussfolgerungen be-
sitzt. 
Die Resultate des gruppierten Verweildauermodells lassen bei Betrachtung der zeitlichen 
Entwicklung der Koeffizienten der Grundhazardraten erneut eine negative Verweildauerab-
hängigkeit der Grundhazardraten erkennen (vgl. Abbildung 5).  
 
















Dabei bestehen in den Jahren zwei und drei nach der Gründung keine signifikanten Unter-
schiede im Sterberisiko gegenüber dem ersten Jahr nach der Gründung. Dieses Fehlen eines 
signifikanten Rückgangs des Sterberisikos kann als Indiz dafür gedeutet werden, dass in den 
ersten Jahren nach der Gründung eine negative Verweildauerabhängigkeit der Hazardrate 
noch nicht beobachtet werden kann. Eine Nichtlinearität mit steigenden Hazardraten ist nicht 
überzeugend erkennbar. Ab dem vierten Jahr nach der Gründung liegt die betriebliche Grund-





























































































g  30 
dann im Zeitablauf weiter ab. Dass das Sterberisiko im vorliegenden Fall nach zwölf und 
dreizehn Jahren wieder deutlich steigt, könnte hier konjunkturelle Gründe haben. Da der Ana-
lysezeitraum insgesamt dreizehn Jahre umfasst, liegen für diese Überlebensdauern deutlich 
weniger Beobachtungen vor als für kürzere Überlebenszeitdauern, so dass sich in den Koeffi-
zienten für die längeren Überlebensdauern nur die konjunkturell ausgesprochen schlechten 
Jahre 1992 bis 1994 niederschlagen, in denen das Sterberisiko unabhängig von der bisherigen 
Überlebensdauer c.p. größer ausfiel. 
 
Einige kurze abschließende Überlegungen tragen einer Kritik Rechnung, die z.B. von Dunne 
et al. (1989b) und von Mata et al. (1995) aufgeworfen wird. Die bisherigen Modelle verwen-
den ausnahmslos zeitkonstante Kovariablen. Als Indikator für die Größe eines Betriebes wur-
de bisher ausschließlich die Anfangsbeschäftigung eines Betriebes im Jahr der Gründung und 
somit der "Ausgangsgrößennachteil" eines Betriebes berücksichtigt. Mata et al. weisen in ih-
rer Studie für die portugiesische Industrie darauf hin, dass neben der Ausgangsgröße auch die 
jeweils aktuelle Größe eines Betriebes und somit die Beschäftigungsentwicklung eines B e-
triebes in der Folgezeit der Gründung wesentlichen Einfluss auf die weiteren Überlebensaus-
sichten hat. Gerade auch wenn man den lerntheoretischen Ansätzen in der Tradition von Jo-
vanovic (1982) folgt, kann man erwarten, dass Betriebe, die nach der Gründung am Markt 
ihre Wettbewerbsfähigkeit erfahren, expandieren und dabei die Wahrscheinlichkeit einer 
Schließung durch die Kompensation des Größennachteils c.p. sinkt. 
 
"[...] a consequence which has been largely left unexplored in empirical work is 




Exemplarisch wird daher in die bisherigen Modellvarianten die jährliche Wachstumsrate der 
betrieblichen Beschäftigung als zusätzlicher, zeitvariabler Regressor eingebaut.
47 Tabelle 5 
gibt die Ergebnisse einer semiparametrischen PH-Regression sowie des korrespondierenden 
gruppierten Prentice-Gloeckler-Modells wieder.  
 
                                                                                                                                                                                                           
45   Grundhazardraten des Gesamtmodells aus Tabelle 5. Auf die Wiedergabe der Ergebnisse der Grund-
hazardraten der letzten beiden Jahre wurde aus den oben beschriebenen Gründen verzichtet. 
46   Mata et al. (1995), S. 461. 
47   Für Betriebe, die bereits im ersten Jahr nach ihrer Gründung wieder aus dem Berichtskreis ausscheiden, 
lässt sich die Wachstumsrate der Beschäftigung als Differenz der logarithmierten Beschäftigungen nicht 
bestimmen, so dass sich die Zahl der Betriebe hier gegenüber den bisherigen Modellen um die Betriebe re-
duziert, die nur ein Jahr im Berichtskreis vorhanden waren.   31 
Tabelle 4:   Ergebnisse einer semiparametrischen PH-Regression und eines gruppierten  
Prentice-Gloeckler-Modells unter Berücksichtigung der betrieblichen  
Beschäftigungsentwicklung in der Folgezeit der Gründung, Gründungen der  
Jahre 1981-1984 mit weniger als 50 Beschäftigten, P-Werte in Klammern 
 
  Abhängige Variable: Betriebliche Hazardrate 
 





Log. Gründungsbeschäftigung  -0.421  -0.455 
  (0.000)**  (0.000)** 
(Log. Gründungsbeschäftigung)²  0.056  0.062 
  (0.024)*  (0.018)* 
Wachstumsrate der Beschäftigung  -0.940  -1.025 
  (0.000)**  (0.000)** 
Durchschnittliche Wachstums-  -3.068  -3.156 
rate des Branchenumsatzes  (0.051)  (0.067) 
Log. Herfindahl-Index  -0.127  -0.133 
  (0.069)  (0.077) 
Log. Industriegröße  -0.225  -0.236 
  (0.001)**  (0.002)** 
Betriebstyp  -0.326  -0.336 
(1 = Einbetriebsunternehmen 0 sonst)  (0.013)*  (0.016)* 
Log. Gründungsrate  0.204  0.203 
  (0.028)*  (0.043)* 
Technologiedummy  -0.060  -0.053 
(1 = High-/Medium-Tech, 0 sonst)  (0.545)  (0.605) 
Ausmaß der Skalenerträge  0.178  0.185 
  (0.003)**  (0.004)** 
Dummy für räumliche Agglome-  -0.198  -0.212 
ration (1 = Landkreis, 0 = Stadtkreis)  (0.013)*  (0.012)* 
Log. Excess-Job-Turnover-Rate  0.147  0.166 
  (0.169)  (0.148) 
Kohorte 1982  -0.147  -0.147 
(Referenz: Kohorte 1981)  (0.136)  (0.158) 
Kohorte 1983  -0.390  -0.407 
(Referenz: Kohorte 1981)  (0.002)**  (0.002)** 
Kohorte 1984  -0.328  -0.339 
(Referenz: Kohorte 1981)  (0.018)*  (0.021)* 
Konstante    -0.647 
    (0.319) 
Betriebe  2340  2340 
 
 
Ein Vergleich der bisherigen Ergebnisse mit den Resultaten beider Schätzungen zeigt, dass 
trotz der Aufnahme des betrieblichen Beschäftigungswachstums die bisher festgestellten Zu-
sammenhänge auch im Rahmen des erweiterten Modells bestätigt werden (vgl. Tabelle 4).  
Die Gründungsgröße behält ihren signifikant negativen, aber nichtlinearen Effekt auf die be-
triebliche Hazardrate. Gleichzeitig zeigt ein höchstsignifikanter Koeffizient der betrieblichen 
Wachstumsrate der Beschäftigung, dass mit einem höheren Beschäftigungswachstum in der 
Folgezeit der Gründung und somit einer schnellen Kompensation bestehender Größen-
nachteile c.p. der erwartete signifikante Rückgang des Sterberisikos einhergeht. 
 
                                                                 
48   Auf die Wiedergabe der Grundhazardraten wird verzichtet.   32 
Tabelle 5 fasst abschließend die inhaltlichen Ergebnisse zusammen und stellt die für die ba-
den-württembergische Industrie abgeleiteten Schlussfolgerungen den aufgrund theoretischer 
Überlegungen oder bisher veröffentlichter Studien erwarteten Ergebnissen gegenüber. Dabei 
zeigt sich, dass eine Vielzahl der in der Literatur diskutierten Determinanten des Überlebens 
sich auch für die baden-württembergische Industrie als relevant erweisen. Sowohl betriebs-
spezifische Charakteristika als auch branchenspezifische und regionale Gegebenheiten kön-
nen das Sterben und Überleben von Betrieben in statistisch gesichertem Maße beeinflussen. 
 
Tabelle 5:   Determinanten des Überlebens von Neugründungen - Zusammenfassung  
der Ergebnisse für die baden-württembergische Industrie 
 





Log. Anfangsbeschäftigung  +  + 
Gründungsgröße/Startkapital 
Quadrierte log. Anfangsbeschäftigung  -  - 
Betriebliches Beschäfti-
gungswachstum 
Jährliche Wachstumsrate der Beschäfti-
gung definiert als Differenz der log. 
Beschäftigungen 
+  + 
Betriebstyp  Dummy-Variable (1 für Einbetriebs-
unternehmensgründung, 0 sonst)  ?  + 




(1 für Branche der Spitzen- oder Höher-





Branchenwachstum  Durchschnittliche jährliche Wachstums-
rate des Branchenumsatzes  +  + 
Ausmaß der Skalenerträge  Log. Maß von Comanor-Wilson  -  - 
Anbieterkonzentration  Log. Herfindahl-Index  ?  (+) 
Marktgröße  Log. Zahl der bereits am Markt befindli-
chen Betriebe  +  + 
Gründungsdynamik  Log. Anteil neu gegründeter Betriebe  -  - 
Heterogenität betrieblicher 
Beschäftigungsentwicklungen 
Log. Excess-Job-Turnover-Rate  ?  (-) 
Regionale Determinanten 
Agglomerationsgrad  Dummy-Variable für Verdichtungsräume 
(1 = Landkreis, 0 = Stadtkreis) 




Dummy-Variable für die einzelnen Grün-
dungskohorten 
+  + 
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5.  Zusammenfassung und Ausblick 
 
Für den vorliegenden Beitrag wurden im Rahmen eines Kooperationsprojektes des Autors mit 
dem Statistischen Landesamt Baden-Württemberg erstmals Mikrodaten der amtlichen Indust-
riestatistik verwendet, um für die baden-württembergische Industrie die Bedeutung möglicher 
Determinanten des Überlebens von betrieblichen Neugründungen empirisch zu analysieren. 
Ein besonderes Augenmerk lag dabei auf der Bedeutung betriebsindividueller und branchen-
spezifischer Gegebenheiten. 
 
Einleitend kann allgemein festgehalten werden, dass die inhaltlichen Schlussfolgerungen be-
merkenswert stabil gegenüber den verschiedenen in diesem Beitrag getroffenen Modellan-
nahmen sind. Da die verwendete Datenbasis z.B. keine detaillierteren Informationen über den 
Betrieb, seine Gründerpersönlichkeit oder auch das lokale Umfeld der Gründung enthält, 
werden in Erweiterung der überwiegenden Mehrzahl der bisherigen Forschungsarbeiten in der 
vorliegenden Studie neben semiparametrischen PH-Modellen auch parametrische Verweil-
dauermodelle geschätzt, in deren Rahmen die Möglichkeit unbeobachteter Heterogenität be-
rücksichtigt wird. Darüber hinaus wird der gerade bei Jahresdaten relevanten Bindungsprob-
lematik dadurch Rechnung getragen, dass ergänzend auch gruppierte Verweildauermodelle 
verwendet werden. 
 
Mit Blick auf betriebsindividuelle Charakteristika kann für die baden-württembergische In-
dustrie die These von der „liability of smallness“ bestätigt werden. Insbesondere junge 
Kleinbetriebe sind dem Risiko ausgesetzt, bereits unmittelbar nach der Gründung wieder aus 
dem Markt ausscheiden zu müssen. Insoweit stützen diese Ergebnisse die Auffassung, dass es 
sich bei Betriebsschließungen häufig um Betriebe handelt, die erst seit wenigen Perioden 
aktiv sind und den Markt "durch die Drehtür" bereits nach kurzer Zeit wieder verlassen. Diese 
These von der "revolving door" ist kompatibel mit den Selektionsmodellen in der Tradition 
von Jovanovic (1982) sowie mit Lebenszyklusmodellen der Industrieentwicklung. Die 
konkurrierende Gegenthese, nach der Gründungen in der Tradition von Schumpeters Prozess 
der schöpferischen Zerstörung in beträchtlichem Maße zu einer Auffrischung des 
Betriebsbestandes beitragen, indem sie bestehende, veraltete Betriebe vom Markt drängen 
("Substitutionsthese") und dabei selbst lebensfähig sind, kann alleine anhand der vorliegenden 
Analysen nicht abschließend beurteilt werden. Das erfolgreiche Wachstum der überlebenden 
Gründungen kann als Indiz interpretiert werden, dass auch die Substitutionsthese einen 
Erklärungswert besitzt. Die hohe Sterbewahrscheinlichkeit junger Neugründungen deutet   34 
Die hohe Sterbewahrscheinlichkeit junger Neugründungen deutet jedoch darauf hin, dass es 
zahlreiche Neugründungen eben nicht schaffen, bestehende Betriebe erfolgreich aus dem 
Markt zu drängen. Ein positives Beschäftigungswachstum eines Betriebes in der Folgezeit der 
Gründung verbessert dagegen seine Überlebenschancen auf hochsignifikante Weise. 
Hinsichtlich der Altersabhängigkeit des Sterberisikos zeigen sämtliche Modellschätzungen, 
dass das Schließungsrisiko der Gründungen in den ersten Jahren besonders hoch ist und dabei 
sogar in den ersten Jahren tendentiell ansteigt. Erst mit dem Überleben des zweiten bzw. drit-
ten Jahres nach der Gründung sinkt das Schließungsrisiko mit zunehmendem Alter. Die vor-
liegenden Ergebnisse sprechen somit für die baden-württembergische Industrie für die These 
einer „liability of adolescence“. 
Wichtige branchenspezifische Determinanten des Überlebens, deren Bedeutung für die baden-
württembergische Industrie bestätigt werden, sind die Entwicklung der industriellen Nachfra-
gebedingungen, das branchentypische Ausmaß der Skaleneffekte und somit bestehender Grö-
ßennachteile, die Marktgröße und die Gründungsdynamik. 
 
Abschließend sollen noch einige Anmerkungen zu möglichen inhaltlichen und methodischen 
Weiterentwicklungen gemacht werden.  
Aus methodischer Sicht wurde für den vorliegenden Beitrag die Möglichkeit unberücksichtig-
ter Heterogenität bisher nur in parametrischen Modellen, nicht jedoch in semiparametrischen 
PH-Modellen und in den gruppierten Verweildauermodellen berücksichtigt. Obwohl die be-
merkenswerte Stabilität der gefundenen Ergebnisse vermuten lässt, dass die inhaltlichen Er-
gebnisse auch dabei keiner größeren Modifikation bedürfen, steht eine empirische Überprü-
fung an dieser Stelle noch aus. 
 
Inhaltlich wurde die Bedeutung des regionalen Umfeldes einer Gründung in diesem Beitrag 
ausschließlich durch eine Dummy-Variable für den Agglomerationsgrad abgebildet. Ansons-
ten identische Neugründungen weisen in Landkreisen ein statistisch signifikant geringeres 
Schließungsrisiko auf als in Stadtkreisen. Durch die Einbeziehung detaillierter regionaler Va-
riablen auf Kreis- oder Gemeindeebene sollte daher versucht werden, das regionale Marktum-
feld besser abzubilden. Die Höhe der Gewerbesteuerhebesätze, die Verfügbarkeit und der 
Preis von Gewerbeflächen, die Verkehrsanbindung einer Gemeinde, die Nähe des Gründungs-
standortes zu universitären und nicht-universitären Bildungseinrichtungen, das Pro-Kopf-
Einkommen einer Gemeinde, das Bildungsniveau der Einwohner oder auch die Infrastruktur-
ausstattung einer Gemeinde sind mögliche Einflussgrößen des betrieblichen Überlebens, die   35 
im Rahmen einer stärker regional geprägten Verweildaueranalyse analysiert werden könnten. 
Die Berücksichtigung personenspezifischer Variablen bereitet deutlich größere Probleme und 
ist auf der Grundlage der amtlichen Daten nicht ohne Weiteres möglich.
49 
 
Dringend wünschenswert wäre es, bessere Informationen über den Gründungs- und Schlie-
ßungstatbestand selbst zu gewinnen. Die für die vorliegende Studie getroffene vereinfachende 
Annahme, dass neu auftretende Betriebe mit weniger als 50 Beschäftigten als Neugründungen 
betrachtet werden und das Wegfallen eines Betriebes als Schließung interpretiert wird, ent-
spricht zwar der in der Mehrzahl der Studien üblichen Vorgehensweise, ist jedoch problema-
tisch. Gerade mit Blick auf die Schließung von Betrieben sollte die Möglichkeit gegeben sein, 
zumindest zwischen ökonomisch bedingten Insolvenzschließungen, freiwilligen Schließungen 
und Betriebsübernahmen unterscheiden zu können, da unterschiedliche Gründe für die ver-
schiedenen Schließungsformen verantwortlich sein können. Dass ein Abgleich mit dem Un-
ternehmensregister, das in näherer Zukunft verfügbar sein wird, hier deutlichen Fortschritt 
erbringen kann, ist zu hoffen, muss jedoch abgewartet werden. 
 
                                                                 
49  Hier könnte entweder durch eine detaillierte Befragung einer Stichprobe von Betrieben ein neuer Datensatz 
aufgebaut werden. Beispiele für derartige Datensätze sind das Hannoveraner Firmenpanel, die Münchner 
Gründerstudie oder die Leipziger Gründerstudie. Andererseits könnte man über die Möglichkeit nachden-
ken, den vorhandenen Betriebsdaten durch Anwendung geeigneter Matching-Verfahren nach bestimmten 
Kriterien Personendaten zuzuspielen und somit einen "Employer-Employee-Datensatz" aufzubauen, der 
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