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Abstract
We address a non-unique parameter fitting problem in the context of material science. In particular,
we propose to resolve ambiguities in parameter space by augmenting a black-box artificial neural
network (ANN) model with two different levels of expert knowledge and benchmark them against a
pure black-box model.
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1 Introduction
A central aspect of the physical description of elastoplastic solids are stress-strain relationships. They
describe the deformation behavior of a material as a reaction to an external load. In this manuscript, we
consider the exponential hardening model [1]
R(ε,p) =
γ1
β1
(1− e−β1ε) + γ2
β2
(1− e−β2ε). (1)
The hardening stress R depends on the accumulated plastic strain ε and the material model parameters
p ≡ (γ1, γ2, β1, β2).
The so-called parameter identification problem [2] entails finding material parameters p for a given
stress-strain curve C = {R1(ε1), . . . , RS(εS)} evaluated at a discretized strain interval ε1, . . . , εS . Thus,
to solve this problem, we search for a suitable inverse mapping
E : C 7−→ P with E(C) = p (2)
from the domain of stress-strain curves C, to the domain of material parameters P . A summary of typical
solution strategies can be found in Ref. [2] and references therein. However, all of these approaches
only consider unambiguous backward mappings. In contrast, Eq. (1) is symmetric with respect to the
permutation (γ1 7→ γ2, γ2 7→ γ1, β1 7→ β2, β2 7→ β1) and therefore non-injective, which makes Eq. (2)
ambiguous.
In the following, we will present three different models for Eq. (2) based on ANNs and compare their
performance. In particular, we will demonstrate that incorporating expert knowledge about the forward
mapping into the model can improve the results.
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2 Data
The test and training data consists of stress-strain curves C ∈ C generated from the forward mapping
R(ε,p) with the same equally-spaced discretization for S = 20. We use Cp to denote the stress-strain
curve for the parameters p ∈ P . Since a uniform sampling in P will lead to a very unbalanced distribution
of curves in C, we choose our data in such a way that all curves of the sample have an approximately even
distance to their nearest neighbor in C. For this purpose, we define the distance between two curves Cp
and Cp′ as
d(Cp,Cp′) ≡ 1
εS − ε1
∫ εS
ε1
|R(ε,p)−R(ε,p′)|dε. (3)
Summarized, our test and training data contains curves sampled for parameters in the sets Ptest ⊂ P
and Ptrain ⊂ P , respectively.
3 Models
We consider three models with different network architectures, each of them based on a different per-
spective on the problem. The input of all models is the twenty-dimensional vector of hardening stresses
(R1, . . . , R20) associated with a stress-strain curve C. Their output is a four-dimensional parameter vector
p.
1) The bad: The first model, Eˆbad, is a fully-connected MLP as shown in Figure 1a with a conventional
least squares loss function. Such kind of models have already been applied successfully to parameter
identification problems with unambiguous backward mappings [2]. However, we expect them to
fail for our ambiguous problem since the model will in fact be trained to predict the mean of the
ambiguities in the data as proven in Ref. [3]. We therefore regard this model as a naive black-box
approach [4] to the problem, which can be used as a worst-case limit for the other models. Thus
this model serves as the “bad” candidate among our competitors.
2) The good: The second model, Eˆgood, is a fully-connected MLP of the same architecture as Eˆbad,
but with a custom loss function
Lgood =
∑
p∈Pbatch
S∑
i=1
[
R(εi,p)−R(εi, |Eˆgood(Cp)|)
]2
(4)
depending on the current training batch Pbatch ⊂ Ptrain. Thus, our expert knowledge about
the forward mapping is directly incorporated into the loss function and allows us to circumvent
parameter ambiguities. This model can consequently be seen as a grey-box approach [4] to the
problem. Since MLPs are comparably easy to train and the choice of loss function allows us to
exploit expert knowledge efficiently, we consider this model as the “good” candidate.
3) The ugly: The third model, Eˆugly, is a mixture of experts (MOE) network [5] as shown in Figure 1b
with two experts and one gate. For this model we use expert knowledge about the symmetry of
the forward mapping to set the number of experts, but make no further use of the specific form
of Eq. (1). We can therefore consider this model as an enhanced black-box approach. On the one
hand, MOE networks can handle complicated data ambiguities and are even able to resolve them
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Figure 1: ANN architectures. (a) For the naive black-box model Eˆbad and the grey-box model Eˆgood
consisting of three fully-connected layers. In total, there are 754 trainable model parameters for each
of the two models. (b) For the enhanced black-box model Eˆugly with 1,988 trainable model parameters.
Each expert consists of one dense layer with 30 neurons and a tanh activation function, the gate has a
single layer with 10 neurons and a tanh activation function.
in a useful manner. On the other hand, they are much more difficult to train than regular MLP
networks due to higher complexity. Therefore, this model represents the “ugly” candidate in our
benchmark. A similar approach has also been studied in Ref. [6].
4 Results
To test the model performance, we train each of the three models N = 100 times with different random
seeds for the network initialization. For each training instance i, we calculate the mean prediction error
δ(E, i) ≡ 1|Ptest|
∑
p∈Ptest
d(Cp,CE(Cp)) (5)
and the maximum prediction error
∆(E, i) ≡ max
p∈Ptest
d(Cp,CE(Cp)) (6)
for the model E with respect to the test data Ptest. We summarize the benchmark results in Table 1,
where we show the averages 〈δ(E, i)〉 and 〈∆(E, i)〉 and the standard deviations σ[δ(E, i)] and σ[∆(E, i)],
respectively, over all N training instances for all three models. We also list the best instance results
mini δ(E, i) and mini ∆(E, i). Our implementation is realized with the help of Ref. [7].
The best instance results describe the performance of the best models for application purposes. With
regard to the best mean prediction error mini δ(E, i), the grey-box model Eˆgood is clearly the best can-
didate, followed by the smart black-box model Eˆugly. Without surprise, the naive black-box model Eˆbad
comes last. For the best maximum prediction error mini ∆(E, i), Eˆgood is also superior by a wide margin.
However, Eˆugly has a much worse performance than Eˆbad. Hence, we can assume that Eˆugly is much more
difficult to train than Eˆbad and particularly prone to overfitting.
The other statistics also allow to quantify the difficulty of the training process. Although the best
expected mean prediction error 〈δ(E, i)〉 of Eˆugly is better than for Eˆbad, its best maximum prediction
error 〈∆(E, i)〉 is much worse, what again indicates overfitting. Additionally, the corresponding variances
are much higher for Eˆugly in comparison with the other candidates, which underpins our assumption of a
much more difficult training process.
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Table 1: Benchmark results: performance of the three models in solving the parameter identification
problem. Smaller values are better, the best results are highlighted in bold. The grey-box approach Eˆgood
is clearly superior.
Model
Metric 〈δ(E, i)〉 〈∆(E, i)〉 σ[δ(E, i)] σ[∆(E, i)] min
i
δ(E, i) min
i
∆(E, i)
Eˆbad 20.27 320.77 2.24 97.38 15.57 155.17
Eˆgood 0.88 9.48 0.11 17.52 0.73 6.21
Eˆugly 15.75 2,397.69 3.75 1,589.80 9.49 663.74
Summarized, we find that it can be a very useful strategy to directly incorporate the expert knowledge
about the forward mapping of a parameter identification problem in the loss function of the model. This
approach simplifies the training process in comparison with a MOE model and furthermore leads to a
superior overall prediction performance.
The conceptional idea presented here can also be used as an origin for further studies. One could
examine in how far the choice of the training and test data sets influences the results. A further point
to consider is the robustness to noise in the data (which occurs for experimentally measured stress-strain
curves). Finally, the method can also be easily adapted to parameter identification problems in other
fields of application.
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