Abstract Reconstruction of architectural structures from photographs has recently experienced intensive efforts in computer vision research. This is achieved through the solution of nonlinear least squares (NLS) problems to obtain accurate structure and motion estimates. In Photogrammetry, NLS contribute to the determination of the 3-dimensional (3D) terrain models from the images taken from photographs. The traditional NLS approach for solving the resection-intersection problem based on implicit formulation on the one hand suffers from the lack of provision by which the involved variables can be weighted. On the other hand, incorporation of explicit formulation expresses the objectives to be minimized in different forms, thus resulting in different parametric values for the estimated parameters at non-zero residuals. Sometimes, these objectives may conflict in a Pareto sense, namely, a small change in the parameters results in the increase of one objective and a decrease of the other, as is often the case in multi-objective problems. Such is often the case with error-in-all-variable (EIV) models, e.g., in the resection-intersection problem where such change in the parameters could be caused by errors in both image and reference coordinates. This study proposes the Pareto optimal approach as a possible improvement to the solution of the resection-intersection problem, where it provides simultaneous estimation of the coordinates and orientation parameters of the cameras in a two or multistation camera system on the basis of a properly weighted multiobjective function. This objective represents the weighted sum of the square of the direct explicit differences of the measured and computed ground as well as the image coordinates. The effectiveness of the proposed method is demonstrated by two camera calibration problems, where the internal and external orientation parameters are estimated on the basis of the collinearity equations, employing the data of a Manhattan-type test field as well as the data of an outdoor, real case experiment. In addition, an architectural structural reconstruction of the Merton college court in Oxford (UK) via estimation of camera matrices is also presented. Although these two problems are different, where the first case considers the error reduction of the image and spatial coordinates, while the second case considers the precision of the space coordinates, the Pareto optimality can handle both problems in a general and flexible way.
Introduction
In computer vision and model-based vision, resectionintersection technique (Chen and Medioni 1999; Mahamud et al. 2001; Triggs et al. 2000) is often used to perform adjustment that plays an essential role in obtaining accurate structure and motion estimates (see, e.g., Bartoli 2002; Olsonn et al. 2009 ), while in photogrammetry, it is used to perform bundle adjustment to obtain a 3-dimensional (3D) terrain models from images taken from photographs. Indeed, in recent years, the demand for realistic reconstruction and modeling of objects and human bodies is increasing both for animation and medical applications (e.g., Remondino 2002) . For example, the significant role played by resection and intersection is discussed e.g., in Börlin (2002) , where resection methods is applied in radiostereometric analysis (RSA) to reconstruct the projection geometries, while the intersection technique is used to reconstruct the 3D-coordinates of the patient markers. Radiostereometric analysis has been widely used in orthopaedics for studying, e.g., prosthetic implant migration and wear, joint stability and kinematics, bone growth, and fracture healing (Börlin 2002) . These applications of resection-intersection method, just to list but a few, underscores the need for further improvements and refinements of the existing techniques, and also testing others that could offer more flexibility and optimum results.
Generally, in order to determine the 3D position (X, Y, Z) of a point in space (e.g., the 3-dimensional (3D) coordinates of the patient markers) through intersection, at least two photo images of the point are required with coordinates (x, y) on each of the photo planes. In addition to these coordinates, carrying out intersection requires one to know the orientation parameters of the two cameras, which is often solved through resection. For resection, the internal and external orientation parameters of a camera model are determined based on the collinearity equations (see e.g. Mikhail et al. 2001; Forsyth and Ponce 2003; Awange and Kiema 2013) . In computer vision, the problem of the determination of the exterior orientation parameters is known as the pose estimation problem (see, e.g., Grussenmeyer and Al Khalil 2002) . Grussenmeyer and Al Khalil (2002) present a survey of methods for the determination of the exterior parameters in photogrammetry and classify them into three groups; approximate methods, the standard point-based methods derived from collinearity, coplanarity or co-angularity conditions, and the orientation methods based on constraints and projective geometry concepts (e.g., Grafarend and Shan 1997a, b) .
There exists several methods for solving the combined resection-intersection problem, e.g., Grafarend and Shan (1997c) who present an algorithmic based on Möbius barycentric coordinates and Bartoli (2002) who adapt a quasi-linear optimizations that uses the original cost function of bundle adjustment, which preserves optimality, and handle a great variety of camera models in a unified manner. Most frequently used methods to solve resection problem, however, are the different variants of the direct linear transformation (DLT), see e.g. Young-Hoo Kwon (1998) and Hartley and Zisserman (2003) . In certain simplified cases, even symbolic or semi-symbolic solutions can be given, see e.g., Ameller et al. (2000) , Awange and Grafarend (2005) and Awange et al. (2010) .
However, all of these DLT methods have three common features (see e.g., Atkinson 1996) , namely (i) the orientation parameters of each camera are estimated independently through resection but the positions determination using intersection uses all of the orientation and image coordinates simultaneously, (ii) the equations used for parameter estimation contain the measured coordinates implicitly, which means that the resulting residuals have no physical interpretation, and (iii) because of this implicit formulation, neither the reference nor the measured image coordinates can be weighted, and errors in the image as well as the reference coordinates cannot be taken into consideration.
The three features discussed above put a bottleneck to the nonlinear least squares estimation model used in obtaining accurate structure and motion. The nonlinear least squares model aims at estimating a vector of parameters ξ , from a linearized model y = Aξ + e that includes an observation vector y, a vector of normally distributed errors e, and a matrix of variables A (Felus and Schaffrin 2005) . In this model, the underlying assumption is that the design matrix A is fixed or error-free, which is not often the case in computer vision or photogrammetry since both the image and the reference coordinates may encounter errors. When both the observation vector y as well as the design matrix A contain errors, the problem is known as error-in-allvariables (EIV). Among the methods put forward to solve an EIV problem is the total least squares (TLS) method (see, e.g., Golub and Van Loan 1980; Felus and Schaffrin 2005; Zwanzig 2006; Neitzel 2010; Grafarend and Awange 2012) .
In a recent study, however, Paláncz and Awange (2012) showed that for EIV models, when multiple conflicting objectives exist, or for ill-posed problems (see, e.g., Schaffrin and Snow 2010) , the TLS lead to larger global and local residuals and suggested the use of Pareto optimality approach, which has been widely used in economics (see, e.g., Hochman and Rodgers 1969; Warr 1982) to estimate the parameters in EIV models. The use of Pareto optimality is necessitated by the fact that many real-world problems involve simultaneous optimization of several incommensurable and often competing objectives (i.e., multi-objectives). Always, there is no single optimal solution, but rather a set of alternative solutions, which are optimal in the wider sense that no other solutions in the search space are superior to them when all objectives are considered (Zitler and Thiele 1999) . These solutions, known as Pareto-optimal solutions, were introduced by the Italian economist and sociologist Vilfredo Pareto (1848 Pareto ( -1923 (Pressl et al. 2010) .
Pareto optimality has been associated with multiobjective problems for quite sometime (see, e.g., Censor 1977; Zitler and Thiele 1999) . Other traditionally available methods for solving multi-objective problems include the goal attainment approach (Wilson and Macleod 1993) and weighted averaging (Coello 1999) . Considering the Pareto approach, there occur cases, for example, where the objective to be minimized can be expressed in different forms, resulting in different parametric values for the estimated unknowns at non-zero residiuals. Sometimes these objectives may compete in Pareto sense, namely a small change in the parameters result in an increase of one objective, while decreasing the other. The Pareto optimal set represents a set of optimal solutions between the conflicting objectives, which helps the user to gain a better understanding of the problem structure and supports the decision-maker in choosing the best compromise solution for the considered alternatives. However, in case of lack of such a supervisor, one may select an equilibrium solution from the Pareto-set.
Examples of the application of Pareto optimality are documented, e.g., by Mirza and Almir (2010) who investigated the application of a multi-objective genetic algorithm based on the Pareto approach as a tool for decision making support in geospatial analysis, and Pressl et al. (2010) who employs Pareto optimality to develop a prototype for a web-based route planning service for people with disabilities who have special requirements on their mobility. Other applications are presented in the works of Lin (1976) , Zitler and Thiele (1999) , Geisler and Trächtler (2009 ), Saadatseresht et al. (2009 ) and Sonnier (2010 . In computer vision, the application of pareto optimality is reported e.g., in the works of Dunn et al. (2004) and more recently in Trujillo (2011, 2012) .
To help address the bottleneck faced by nonlinear least squares and its improvement, the TLS, the present work proposes the use of Pareto optimality in photogrammetry as a possible solution to the resection-intersection models with EIV. The remeinder of the study is organized as follows: In Section "Resection-intersection and the multi-objective problem", the photogrammetric resection-intersection problem is formulated leading to a multi-objective EIV model, which is then solved using the Pareto optimality discussed in Section "Pareto optimality". Section "Pareto application to photogrammetric resection-intersection problem" presents the Han, Manhattan, and Merton architectural examples, while Section "Conclusions" summarizes the study.
Resection-intersection and the multi-objective problem

Resection-intersection problem
The fundamental photogrammetric problem amounts to the determination of the interior and exterior orientation parameters of the camera and to obtain the coordinates of the object space of the corresponding points measured on the photos (McGlone 1989; Grussenmeyer and Al Khalil 2002) . Photogrammetric resection is the problem of determining the interior and exterior orientation parameters of a camera based on known ground points (X j , Y j , Z j ) and their corresponding photo plane coordinates (x j , y j ). The determination of the orientation parameters is achieved through the geometrical collinearity model equations (e.g., Awange and Kiema 2013)
and,
where η 0 , ξ 0 are the coordinates of the perspective center on the photo plane, f is the focal length, r i,j are the elements of the the rotation matrix R R R, and X 0 , Y 0 , Z 0 are the corresponding coordinates of the perspective center in the ground system. The parameters η 0 , ξ 0 and f are the interior orientation parameters, while the elements of R R R and X 0 , Y 0 , Z 0 comprise elements of the exterior orientation parameters (e.g., Fig. 1 ). The representation of the mathematical relationship between a point on the photo plane (x j , y j ) and its corresponding point (X j , Y j , Z j ) in the object space can be given without the scaling factor through the collinearity equations (1 and 2). Here, the elements of the rotation matrix are expressed by the elements of the skew matrix S S S as (Awange et al. 2010 )
The rotation matrix then becomes (e.g., Awange et al. 2010 )
where I I I 3 is a 3 × 3 identity matrix. This leads to
In a general case, there are 9 parameters to be computed, namely, the interior orientation parameters (η 0 , ξ 0 and f ), as well as the exterior orientation parameters (a, b, c and X 0 , Y 0 , Z 0 ). Every corresponding point-pair provides 2 collinearity equations, therefore to compute the 3 internal and the 6 external parameters, one needs a minimum 5 corresponding point-pairs. Consequently, even in the minimum case, we have an overdetermined system (5 × 2 = 10 equations and 9 unknowns). In practice, there are more measured points than the minimum leading to an overdetermined system of equations, which can be solved for the parameters in a least squares sense (i.e., resection).
In its implicit form, the collinearity equations (1 and 2) can be written as
and
where the elements r i,j 's of the rotation matrix R R R depend on the elements (a, b, c) of the skew matrix S S S. Considering n points on a photo-plane, one has 2n equations to estimate the parameter π = (a, b, c, X 0 , Y 0 ,Z 0 , η 0 , ξ 0 , f ) belonging to this image. In real situations, when the initial values for the parameters above are not known, the global solution of the overdetermined polynomial Eqs. 4 and 5 is not trivial. One possibility is to solve a determined subsystem with numerical Groebner basis or alternatively with linear homotopy method, then employ the results as initial values for the extended Newton method for solving the overdetermined system (see e.g., Awange et al. 2010) . Undoubtedly, the most effective global method is the global minimization methods. Here we use random-search method to minimize the residual of the equations in a least square sense. The objective function based on the implicit equations (4 and 5) is
Frequently, the same camera is used to aquire the two photo-planes. Therefore the determined internal orientation parameters (f, η 0 , ξ 0 ) computed from the data of the two photo-planes should be the same. However the simultaneously estimated parameters from both photo-planes requires the solution of an ill-conditioned problem. Therefore the parameters are mostly estimated independently for the two photo-planes accepting that
0 . Once the interior and exterior orientation parameters of the two cameras have been determined through resection, the next step entails the determination of the position (X, Y, Z) of a point in 3D space from at least 2 photo image coordinates (x, y) and (u, v) registered on (at least) two photo planes (e.g., Fig. 2 ) through the procedure known as intersection.
To determine each ground coordinate (X j , Y j , Z j ), the corresponding coordinates on the two photo planes (x j , y j ), and (u j , v j ) are needed. It means that to compute the space (ground) coordinates of a point, we have 4 collinearity equations (2 equations belonging to each photo-plane) being linear in the 3 unknowns (X, Y, Z). Therefore, theoretically, any 3 equations could be considered although it is more reasonable to carry out the computation simultaneously as a linear regression problem.
The two collinearity equations for the first photo plane are
Similarly the equations for the second photo plane are
Resection-intersection objectives Traditionally, the system of the collinearity equations employed to estimate the parameters of the i-th camera (π i ) can be written in implicit form, (11) where(X j , Y j , Z j ) and (x j , y j ) are the measured coordinates corresponding to the ground and photo plane systems, respectively. Having a minimum of two cameras with known parameters, the coordinates of an optional object point X, Y, Z can be computed from the coordinates of two projected points in two separate images (x, y) and (u, v) employing 4 collinearity equations
or in implicit form,
The problem is overdetermined with 4 equations and 3 unknowns, and the least squares method can be used again (one-point intersection in Fig. 2 ). In order to formulate an explicit multi-objective EIV-model, the one-point intersection problem in Eq. 12 is expressed in a least squares sense employing symbolic pseudo-inverse. The coordinates of an object point (X, Y, Z) is expressed explicitly as the functions of the corresponding photo plane coordinates (x, y) and (u, v) as
from which the unknown camera parameters (π 1 , π 2 ) are determined from the explicit objective function
which is constructed using every weighted j th ground point (X j , Y j , Z j ) and their corresponding photo planes coordinates (x j , y j ) and (u j , v j ), j = 1, ..., n. Now this objective function has a clear physical interpretation, namely, it is the sum of the square of the differences between the measured and the computed ground coordinates. Its minimization results into the orientation parameters of both cameras simultaneously (i.e., resection). In order to estimate the parameters π 1 , π 2 , a different objective function can be determined on the basis of the weighted measured and computed coordinates of the photo plane points as
Since there exists two competing objectives (Eqs. 15 and 16), probably the best strategy is to find a trade-off between them, namely, to consider their linear combinations resulting from a mono-objective function
where λ are the weighting parameters. This is a classical multi-objective optimization (MO) problem, where the objectives G XYZ and G xyuv are competing with no unique solution. Instead, the concept of non-inferiority (also called Pareto optimality) must be used to characterize the objectives (e.g., Censor 1977). The solution of a MO problem is not a particular value, but a set of values of the decision variables (called Perato-set). For each element in this set, none of the objective functions can be increased without a decrease of some of the remaining objective functions. Every such a decision-value is referred to as Pareto-optimal. Since the dimensions of the different objectives are different, in our case, the ground coordinates are in m-units and the image coordinates in pixel, it is reasonable to introduce normalized, dimensionless multi-objective functions, for example, Eqs. 15 and 16 can be written as
The dimensionless form of the mono-objective function then becomes
An alternative development of the multi-objective problem
The symbolic form of the explicit expression of the collinearity equations for the space coordinates (X, Y, Z) with one-point intersection is possible if there are only two photo-planes. In that case, Eq. 12 or Eq. 13 can be solved for space coordinates as an overdetermined linear system using symbolic pseudoinverse. To get an alternative form of Eq. 15 for three or more photo-planes, which does not require the explicit form Eq. 14, let us introduce the adjustments of the space coordinates X j , Y j , Z j . Then, Eq. 13 can be written for the i-th camera (photo-plane) as
where i = 1, 2, . . . , m is the number of the photo-planes. Now the objective function G XYZ (π 1 ,π 2 ,...π n ) can be written as
with Eq. 19 as a constraint. The payment for avoiding the explicit expression of the space coordinates is relatively high. Using the explicit form of (X, Y, Z), we need to compute 9m unknown parameters. However, the number of the unknowns parameters will be 9m+3n in case Eq. 20 is used. In addition, one should solve an optimization problem under constrains. For example, in case of two photo-planes (m = 2) with n = 5 points on each, there are 9 × 2 = 18 unknown parameters versus 18 + 3 × 5 = 33.
Pareto optimality
Basic definitions
In many real-life situations, there are multi-objective optimality problems, which means that there are more than one objective to be minimized or maximized. In cases where all of the objective functions either increase or decrease, there exists no optimum. However, in regions where these objective functions are competing or conflicting with each other, meaning that a small change in the independent variables will result not only in an increase of one objective function, but also a decrease in the others, an optimum can exist. We call such regions feasible regions for optimal solutions.
A solution in such a region is said to be a Pareto optimal solution if it is not dominated by any other solution in that region. Pareto Optimality is defined as follows (Marler and Arora 2004) :
Definition A point, x * ∈ X, is Pareto optimal iff there does not exist another point, x ∈ X, such that F(x) ≤ F(x * ), and
From the definition above, the Pareto optimal solution is therefore a set of solutions, rather than a single one. The independent variables representing these solutions in the variable space form a Pareto-set, and the corresponding values of the objective functions are labeled as the Pareto-front. In our case (e.g., Eq. 15), the objective functions are convex, therefore the Pareto-front is also convex and connected.
The selection of a single optimum solution from the Pareto-set needs a trade-off strategy to be implemented by the user (decision maker). The Pareto balanced solution as a single solution minimizes the sum of the values of the dimensionless objective functions belonging to the Paretofront. This optimal solution is balanced (neutral), which means it has a preference for none of the objective functions. For more details on the Pareto optimality approach, we refer the reader to Marler and Arora (2004) and Paláncz and Awange (2012) .
The multi-objective optimization of the resection-intersection problem In order to determine the normalized dimensionless objective in Eq. 18, the individual minimum and maximum values of the explicit objectives in Eqs. 15 and 16 are computed via a local method (Levenberg-Marquardt) with the results of the traditional solutions as initial guess values.
The maximum values are then computed by substituting the individual minimums into the counterpart objectives. The multi-objective problem is then converted into a monoobjective problem by introduction the normalized, dimensionless objective function (e.g., Eq. 18).
Pareto application to photogrammetric resection-intersection problem
The traditional methods mostly based on implicit equations prefer to minimize the residual of these equations and result in much better fitting in the image coordinates than in the space coordinates (see the Manhattan example in Section "The Manhattan-type test example"). However, one may need a balance between these two types of errors (camera calibration) or may prefer to minimize the error in the space coordinates (see the architectural reconstruction example in Section "Architectural reconstruction problem"). The suggested method based on Pareto optimum can provide a flexible technique to achieve the minimization of the selected objective of the user in a properly controlled way.
To demonstrate the capability of the suggested method, three examples are presented. The first example in Section "
Step by step solution of the Han's example" is adopted from the literature, which is a real outdoor experiment estimating the orientation parameters of a camera from two close range images acquired by a nonmetric digital camera. We used this example to compare the results of our algorithm with those computed using the traditional approach, as well as to check the robustness of our algorithm in estimating all camera parameters simultaneously. The second example in Section "The Manhattan-type test example" is a camera calibration problem, where the interior and exterior orientation parameters are estimated on the basis of the collinearity equations, employing the data of a Manhattan-type test field. In this example, the reduction of the transformation errors on the image, as well as on the space coordinates are equally important. The third example in Section "Architectural reconstruction problem" considers an architectural reconstruction problem, where real field data of a Merton college court in Oxford (UK) is applied to estimate the camera matrices. In this case, in order to reconstruct the building space coordinates from the image coordinates, one has to reduce the errors in the space coordinates.
First, the traditional parameter estimation is presented, using implicit form of the corresponding equations. Then, employing numerical intersection via linear least squares (LLS), the quality of the traditional approach is evaluated on the basis of the corresponding measured values of the ground and the image coordinates.
Next, the one-point intersection problem is solved in a symbolic form by computing the symbolic pseudo-inverse of the linear overdetermined system to give explicit expressions for the space coordinates (e.g., Eq. 14). To determine the unknown parameters, the two competing objective functions for sum of squares of the coordinate errors (e.g., Eqs. 15 and 16) are formulated. As a last step, the Paretofront is computed and a single element of the Pareto-front selected as the Pareto optimal solution, which provides the smallest global error for the image as well as for the space coordinates, separately. In addition the quality of the suggested method is assessed by considering both the global and local errors, and comparing them to those of the traditional method.
Step by step solution of the Han's example This example is based on the problem adopted from Han et al. (2011) . Han for our disposal. During this outdoor experiment, close-range images from two exposure stations were acquired using a Nikon D-80 nonmetric digital single-lense reflex (DSLR) camera, see Fig. 3 . The image resolution was 2896 × 1944 pixels, with pixel size of about 0.8 cm for a target that is 20 m away from the camera. The same test was also performed using distorted camera positions by manually adding 30 cm errors to its accurate positions. The coordinates for the check and control points as well as the two camera stations were surveyed and precisely determined by a total station. They used precomputed parameters f, η 0 , ξ 0 , a, b, c, X 0 , Y 0 , Z 0 for both images and estimated the elements of the rotation matrix (the rotation angles) from the measurements for both images separately.
In our computation all of the interior and exterior parameters were computed simultaneously for both images from the measurements, where the interior orientation parameters were allowed to take different values for different images. In this way, we could check the consistency of the result of our parameter estimation. Employing our algorithm (described in details in the Appendix), the Pareto-set and the Paretofront were computed for these parameters, and the Pareto balanced solution-the solution representing the very point of the Pareto front which is closest to the ideal point in L 1 norm-was selected. Table 1 shows the values of the conflicting objective functions in case of the two extreme solutions (λ = 0 and λ = 1), as well as in case of the Pareto optimal solution (λ = 0.34) where theG has its minimum. Table 2 represents the camera parameters corresponding to the Pareto optimum solution as well as the results of Han et al. (2011) for both images. It can be seen, that although we compute all parameters from the measured data simultaneously-which is a difficult computation since the problem is an ill conditioned one-we got close results to those of Han et al. (2011) who estimated the interior and exterior parameters parameters separately. This indicates the robustness of the suggested Pareto algorithm. In addition the RMSE of the space coordinates in our case was 0.024 m while Han et al. (2011) reported a value of 0.028 m. This study illustrated again that employing Pareto-optimality, one can decide which error is important to reduce the RMSE of G XYZ (space coordinate side) or the RMSE of G xyuv (photo plane coordinate side) when estimate the parameters. These data were divided into a training set (1-9) and a validation set (10-15) (Source: Fekete and Schrott 2008) The Manhattan-type test example
Traditional solution
First, the traditional solution of the resection problem is applied to the data in Table 3 from the Manhattan-type test field in Fig. 4 (Fekete and Schrott 2008) . Let us consider the first 9 points as training and the last 6 points as validation points. The parameter estimation is then carried out for the training points via solving nonlinear least squares problem represented by 9 × 4 implicit collinearity equations. The validation points serves as a check for the quality of the proposed procedure. The points were labeled in a way that the region of training points covered the validation points. Figure 5 shows the Voronoi-cells of the training and the validation points. The validation points are numbered as 1-9, and the training points are numbered 10-15 for both photo planes.
The results of the computation are presented in Table 4 Substituting these parameters into the collinearity equations, the errors in the image coordinates ( x, y) as the difference of the measured and computed values are determined. Table 5 shows these errors as well as those of the L 2 -norm of the error vectors, ( x i , y i ) T for both photoplanes. Since there are 15 points on each photo plane, our linear system consists of 60 linear equations containing 45 unknowns. Substituting the parameters computed from the resection into the collinearity equations and solving the linear least squares intersection problem, the space coordinates Table 6 .
The suggested Pareto optimality method
In order to improve this algorithm, two features can be considered (i) the interior and exterior parameters are estimated simultaneously for both photo planes using resection (bundle adjustment), or (ii) the parameters are determined by solving the multi-objective optimization problem using Pareto optimality with the objectives G xyuv and G XYZ constructed from the explicit expressions of the images as well as from the ground coordinates (e.g., Eqs. 15 and 16). This last feature represents the real novelty of our contribution. In order to get this explicit expression for the space coordinates in G XYZ , the one-point intersection problem is solved using Mathematica computer algebra system. After the computation of the dimensionless form of the conflicting objective functions, the mono-objective functionG in Eq. 18 will be minimized with the parameters λ ∈ [0, 1] leading to the Pareto-set. As an illustration, Fig. 6 shows the parameter a, one of the element of the skew matrix S as function of λ. Using Levenberg-Marquardt method in parallel way on i7 Intel Nehalem processor with 4 cores (8 threads), the computational speed-up was 1.89 s (i.e., about 2 times faster than a single core machine) in the case of the two photo-planes.
The Pareto-front, i.e., the corresponding values of the dimensionless objective functions to the Pareto-set, together with the Pareto balanced solution belonging to λ = 0.5 as well as the result of the traditional solution based on the implicit equations are shown in Fig. 7 . Figure 7 shows that the traditional solution using implicit form of the collinearity equations is not Pareto optimal, since it does not belong to the Pareto-front. It is remarkable that the left-hand side of the Pareto-front in the figure is very steep, where the minimum of residual of the photoplane coordinatesG xyuv is changing rapidly, while there is practically no change in the minimum of the residual of the ground coordinates,G XYZ on the right-hand side of the figure.
Computation of the selected single solution
Although the Pareto balanced optimum belonging to λ = 0.5 provides a minimum for the normalized total objective (mono-objective),G XYZ +G xyuv = 0.0579521 in Eq. 18, which is considerably smaller than that of the traditional solution (1.21389), namely it has considerably smaller residual for the ground coordinatesG XYZ = 0.0178549 than the traditional solution (1.21375), its residual for the photoplane coordinates however is greaterG xyuv = 0.0400972 than that of the traditional solution (0.00014471). Fortunately, there exists a portion of the Pareto-front, under the horizontal line, where the optimums represent a superior region over the traditional solution, i.e., where both normalized objectives are smaller than those of the traditional solutions (see Fig. 8 ).
This section belongs to the parameter values of λ ≤ 0.00137153. Let us select from this section the optimal solution which belongs to λ = 0.00137. The corresponding Pareto optimal transformations parameters are shown in Table 7 . Now, this selected single solution provides smaller residuals (global errors) for both objectives than the traditional solution as indicated in Table 8 . The mean and variance of the local error vectors are presented in case of the traditional and the Pareto optimum solution in Table 9 . As is expected, according to the global result, the selected single optimum solution has reduced the error in the space coordinates considerably, without practical error increasing in the image coordinates. The reason for this is due to the fact that the traditional solution has a strong preference to minimize the image coordinates instead of errors of the space coordinates (see Fig. 7 ).
Architectural reconstruction problem
There has been intensive effort in Photogrammetry and Computer Vision research on reconstruction of architecture from photographs. In the following example, the Pareto optimality approach is employed for reconstruction of a Merton College court in Oxford. The data is adopted from Werner et al. (1999) and are presented in Fig. 9 as well as in Table 10 . The points in 3D can be seen in Fig. 10 .
Most frequently, in such photogrammetric applications, instead of collinearity equations, the relation between the coordinates of points in 3D space and the corresponding coordinates on an image can be represented by the camera matrix C C C given as
also known as the projection matrix (e.g., Werner et al. 1999) . Since the overriding goal is to compute the 3D space coordinates of an architectural object as precisely as possible, one has to estimate the elements of the camera matrix in Table 6 Error in the space coordinates 
Traditional computation of the camera matrix
First, using these data the estimation of the elements of the two camera matrices will be carried out employing implicit equations derived from these matrices. The explicit equations for the image coordinates are, We have 25 points, therefore to compute the elements of the two camera matrices, there are 50 equations for each camera. This is a linear regression problem. The resulting camera matrices are Now, let us employ the Pareto optimum solution. As its first step, we should solve the one-point intersection problem.
Symbolic solution of one-point intersection problem
In this case, the four equations are for the second image. The symbolic solution of this overdetermined system for X, Y, Z is then computed using Mathematica computer algebra system. For X for example, we have
where the parameters are the elements of the camera matrices, namely 
Multiobjective optimization problem
Now, the competing objective functions based on the explicit equations can be defined for the image coordinates as For the space coordinates,
The corresponding mono-objective problem leads to Eq. 18. The Pareto-set is computed as before, and the corresponding Pareto-front with the Pareto balanced solution presented in Fig. 11 . Since our aim is a 3D reconstruction, we prefer to reduce the objective G XYZ , i.e., the errors in the space coordinates. The selected optimum should be on the Pareto-front, where considerable reduction only in G XYZ is not possible since this would increase G xyuv . Therefore the optimum was selected at λ = 0.1 as shown by the green point in Fig. 11 . Table 11 shows the global errors of the different solutions. It can be seen that in our case, the implicit solution reduces the error of the images coordinates efficiently, but results in a bigger error in the space coordinates. The corresponding camera matrices are The Table 12 shows that the mean values of the space coordinates errors as well as their variances are smaller in case of the Pareto solutions than in case of the implicit method. In addition it is also true for the error vectors [ X, Y, Z] T .
Conclusions
We suggested a new method to solve photogrammetric resection-intersection problem. This method based on the explicit formulations of the error of the space as well as the image coordinates leads to a multi-objective optimization problem with competitive objectives. The Pareto solution of this optimization problem provides the user full control to decide which error should be considered to be more important to decrease. In the absence of a decision maker, our method can result in an optimal solution where the residuals for both objectives are smaller than the case of the traditional implicit solution. The illustrative examples indicated that not only the global errors, but also the local errors and their variance can be reduced considerably. Although solving a multi-objective optimization problem requires more computation effort than the single objective problem, employing Levenberg-Marquardt algorithm in parallel way on a multicore processor minimizes this handicap. It should also be mentioned that in contrast to the TLS (total least square) method, this approach allows for the incorporation of both measuring and modelling errors. Consequently to minimize the error of the coordinates of the photo-planes we should select a point of the Pareto-front represented by the parameter λ * << 1, and vica versa to minimize the error of the space coordinates one should select a point of the Pareto-front with λ * >> 0. This is therefore a trade-off job for the decision maker. c) compute the camera parameters π i * employing the selected λ * as π i * (λ * ) for i = 1,2,. . .m.
Selecting the Pareto-balanced solution
This solution can minimize the overall errors of the coordinates of photo-planes as well as the space coordinates. The point of the Pareto-front representing this solution is the closest point to the ideal point (0, 0), which represents zero error forG xy as well as forG XYZ . 
