Introduction
Let H := −∆ + V be a Schrödinger operator on L 2 (R N ), where N ≥ 2 and V ∈ L r loc (R N ) with r > N/2. Assume that the operator H is nonnegative, that is,
The operator H is said to be subcritical if, for any W ∈ C ∞ 0 (R N ), the operator H ǫ := −∆ + V − ǫW is nonnegative on L 2 (R N ) for any sufficiently small ǫ > 0. This is equivalent to that there exists, for any y ∈ R N , a positive solution G(x, y) of (−∆ + V (x))G(x, y) = δ(x − y) in R N , where δ is the Dirac delta function. If H is not subcritical, then the operator H is said to be critical. Nonnegative Schrödinger operators have been studied by many mathematicians since the pioneering work due to Simon [18] (see also [4] - [7] , [9] - [17] , [19] - [22] , and references therein), and the large time behavior of L q norms of the Schrödinger heat semigroup e −tH depends on whether H is subcritical or not and on the behavior of positive harmonic functions for H at the space infinity.
In this paper we focus on a nonnegative Schrödinger operator H := −∆+V with a radially symmetric potential V = V (|x|) behaving like V (r) = ωr −2 (1 + o(1)) as r → ∞, where ω > −ω * and ω * := (N − 2) 2 /4, and study the Schrödinger heat semigroup e −tH in the Lorentz spaces. More precisely, we assume the following:
(ii) there exist constants ω > −ω * and a > 0 such that V (r) = ωr −2 + O(r −2−a ) as r → ∞;
(iii) sup 
as t → ∞. Here e −tH (L p,σ →L q,θ ) is the operator norm of e −tH from the Lorentz space This paper is an improvement and a generalization of our previous paper [5] , where the decay rates of the operator norms of e −tH in the L p spaces were discussed.
We introduce some notation. For any sets Ξ and Σ, let f = f (ξ, σ) and h = h(ξ, σ) be maps from Ξ × Σ to (0, ∞). Then we say f (ξ, σ) h(ξ, σ) for all ξ ∈ Ξ if, for any σ ∈ Σ, there exists a positive constant C such that f (ξ, σ) ≤ Ch(ξ, σ) for all ξ ∈ Ξ. In addition, we say f (ξ, σ) ≍ h(ξ, σ) for all ξ ∈ Ξ if f (ξ, σ) h(ξ, σ) and f (ξ, σ) h(ξ, σ) for all ξ ∈ Ξ. Let B(x, r) := {y ∈ R N : |y − x| < r} for x ∈ R N and r > 0. For any measurable set E ⊂ R N , we denote by χ E the characteristic function of E.
Let H := −∆ + V be a nonnegative operator on L 2 (R N ) and assume condition (V ). Then there exists a positive radially symmetric harmonic function U = U (|x|) for the operator H, that is, U > 0, −∆U + V (|x|)U = 0 in R N ,
and it satisfies lim (See [14, Theorem 5.7] .) Here we remark the following:
• ωA ≤ 0 and A < N/2 if H is subcritical;
• U ∈ L 2 (R N ) is equivalent to A ≤ N/2.
For any 1 ≤ p ≤ q ≤ ∞, let e −tH (L p →L q ) be the operator norm of the Schrödinger heat semigroup e −tH from L p (R N ) to L q (R N ), that is,
It follows form the nonnegativity of the operator H that
Generally, the decay of the operator norms e −tH (L p →L q ) as t → ∞ depends on the behavior of the positive harmonic functions at the space infinity, and it has been studied in several papers (see e.g. [4] - [7] and [18] ). Among others, the authors of [5] studied the decay rates of e −tH (L p →L q ) as t → ∞ under the assumption:
(ii) there exist constants ω ∈ (−ω * , 0] and a > 0 such that
In particular, they gave the sharp decay rates of e −tH (L p →L q ) as t → ∞ for all 1 ≤ p ≤ q ≤ ∞ in the case A < N/2, and proved the following.
for all t ≥ 2.
(b) Let 0 < A < N/2 and set Here, for any q ∈ [1, ∞], we denote by q ′ the Hölder conjugate number of q, that is,
Furthermore, we remark that 1 < α < 2 < β and β = α ′ .
In this paper we eliminate the restriction of the sign of V and V ′ from condition (Ṽ ), and give the sharp decay rates of the operator norms of e −tH in the Lorentz spaces, which are more general function spaces than the L p spaces. In particular, we prove that, for the case where A > 0 and p = α or q = β, the decay rates of e −tH (L p,σ →L q,θ ) depend on the second exponents σ and θ of the Lorentz spaces L p,σ (R N ) and L q,θ (R N ). As far as we know, there are no results pointing out the importance of the second exponents of the Lorentz spaces in the study of the behavior of the Schrödinger heat semigroups. Now we are ready to state the main result of this paper. We remark that
Theorem 1.1 Let N ≥ 2 and H := −∆ + V be a nonnegative Schrödinger operator on L 2 (R N ). Assume condition (V ) and A < N/2. Then, for any (p, q, σ, θ) ∈ Λ, the following holds.
By Theorem 1.1 we have the following table on the decay rates of e −tH
+A (log t)
+A (log t) Furthermore, as a corollary of Theorem 1.1, we have:
for all 1 ≤ p ≤ q ≤ ∞ if and only if H is subcritical and ω ≥ 0. Corollary 1.1 immediately follows from Theorem 1.1.
We explain the idea of the proof of Theorem 1.1. Let δ > 0 and define
We construct a supersolution of
with u(x, 0) = 1 in R N , and prove that
for some constant C. This together with (1.4) and a Marcinkiewicz type interpolation theorem in the Lorentz spaces implies that
for some constant C ′ . Furthermore, applying the L ∞ loc estimates for parabolic equations and using another supersolution of (1.6), we obtain the upper decay estimates of e −tH (L p,σ →L q,θ ) . On the other hand, the lower decay estimates of e −tH (L p,σ →L q,θ ) are obtained by modification of the arguments in [5] and [7] .
In our previous paper [5] , we assumed that V = V (r) is nonpositive and monotone increasing in [0, ∞) (see condition (Ṽ )), and proved the inequality
with the aid of [1] . Here φ ♯ is the spherical rearrangement of φ (see Section 2). The inequality (1.8) is a crucial ingredient in [5] and its proof in [5] requires the restriction of the sign of V and V ′ . In this paper, without the use of the inequality (1.8), we study the decay rates of e −tH (L p,σ →L p,σ ) . This enables us to obtain the sharp decay rates of e −tH (L p,σ →L q,θ ) under condition (V ), which is weaker than condition (Ṽ ).
The rest of this paper is organized as follows. In Section 2 we recall some properties of the Lorentz spaces and some preliminary results on the Schrödinger operator H. In Sections 3 and 4 we give decay estimates of e −tH (L p,σ →L q,θ ) by using supersolutions of (1.6) with the aid of L ∞ loc estimates for parabolic equations and a Marcinkiewicz type interpolation theorem in the Lorentz spaces. In Section 5 we give lower estimates of e −tH (L p,σ →L q,θ ) , and complete the proof of Theorem 1.1.
Preliminaries
In this section we recall some properties of the Lorentz spaces and nonnegative Schrödinger operators.
For any measurable function φ in R N , we denote by µ = µ(λ) the distribution function of φ, that is,
We define the non-increasing rearrangement φ * of φ and the spherical rearrangement φ ♯ of φ by
for s > 0 and x ∈ R N , respectively, where c N is the volume of the unit ball in R N . Then, for any 1 ≤ p ≤ ∞ and 1 ≤ σ ≤ ∞, we define the Lorentz space
The Lorentz spaces have the following properties: 
, and define
Then the following holds.
We prove the following proposition on the Schrödinger heat semigroup e −tH .
Proposition 2.2 Assume the same conditions as in Theorem
for all t > 0, where p ′ , q ′ , σ ′ , and θ ′ are the Hölder conjugate numbers of p, q, σ, and θ, respectively.
, and we can define the function v by
Since v satisfies
by the comparison principle we have
for all t ∈ (0, T ), and we have (2.5). On the other hand, similarly to [5, Proposition 2.2], it follows that
. This together with (2.4) implies (2.6), and the proof is complete. ✷ Proposition 2.3 is concerned with the behavior of positive harmonic functions for the operator H. 
where A is the constant given in (1.3). In particular, At the end of this section, we state a proposition on supersolutions of (1.6).
Proposition 2.4 Assume the same conditions as in Theorem 1.1. For any γ 1 and γ 2 ∈ R, take a constant c > 1 such that ζ(t) := (1 + t)
is monotone in [0, ∞). Then, for any T > 0 and any sufficiently small ǫ > 0, there exist a constant C and a function w(x, t) such that
where
Proposition 2.4 is proved by the same argument as in the proof of [6, Lemma 3.1].
3 Decay estimates of e
This section is devoted to the proof of the following proposition, which gives the decay esti-
Proposition 3.1 Assume the same conditions as in Theorem
In order to prove Proposition 3.1, we first prove the following lemma by using the comparison principle and the Marcinkiewicz interpolation theorem.
Lemma 3.1 Assume the same conditions as in Theorem 1.1. Let (p, p, σ, σ) ∈ Λ with 2 < p ≤ ∞. Then, for any δ > 0,
for all t > 0, where χ δ = χ δ (x, t) is the function given in (1.5).
Proof. We consider the case A > 0. By the same argument as in [5, Lemma 3.2] we can construct a supersolution W 1 = W 1 (|x|, t) of (1.6) satisfying
for all (x, t) ∈ R N × (0, ∞), where T 1 and R 1 are some positive constants. Then, by (2.10) we have
for any δ > 0. These yield
for all t > 0. On the other hand, since H is nonnegative, we have
for all t > 0 (see also (1.4)). Therefore, by (3.2) and (3.3) we apply Proposition 2.1 (i), and obtain (3.1) in the case A > 0. In the case A = 0, since U (|x|) ≍ 1 in R N , taking W 1 (x, t) = U (|x|), we apply the same argument as in the case A > 0 to obtain (3.1). It remains to prove (3.1) in the case A < 0. Assume A < 0. Let T 2 be a sufficiently large constant to be chosen later. Define
By (2.10) we have
for all r ≥ 0. Furthermore, since F = F (|x|) satisfies
by (3.4) we have
for all (x, t) ∈ R N × (0, ∞). On the other hand, since A < 0, by (1.3) we have ω > 0, and by condition (V ) (ii) we can find a constant L such that
for all r ≥ L. Furthermore, taking a sufficiently large L if necessary, by (2.9) we have
for all r ≥ L. Then, similarly to (3.6), by (2.10) and (3.9) we have
for all r ≥ L. Let η be a sufficiently small positive constant. Then, by (3.6) we have
for all (x, t) ∈ R N × (0, ∞) with |x| ≤ 2η(T 2 + t) 1/2 , where C 1 is a constant. This together with (2.10) and (3.4) implies that
for all (x, t) ∈ R N × (0, ∞) with |x| ≤ 2η(T 2 + t) 1/2 . In particular, taking sufficiently large L and T 2 and a sufficiently small η if necessary, by (2.10) and (3.12) we have
for all (x, t) ∈ R N × (0, ∞) with |x| = 2η(T 2 + t) 1/2 . Furthermore, taking a sufficiently small η if necessary, by (3.9) and (3.10) we have
for all (x, t) ∈ R N × (0, ∞) with η(T 2 + t) 1/2 ≤ |x| ≤ 2η(T 2 + t) 1/2 . By (3.13)-(3.15) we can take a smooth function ρ = ρ(t) on [0, ∞) such that
for all t > 0. For any sufficiently large κ > 0, we define 16) for (x, t) ∈ R N × (0, ∞). Then, by (2.10), (3.12), and (3.16) we have
Furthermore, since ρ(t) ≥ L, by (3.8) and (3.16) we have
for all (x, t) ∈ R N × (0, ∞) with |x| > ρ(t). Then, by (3.7), (3.15), and (3.18) we see that the function W 2 is a supersolution of (1.6), and by (3.17) we obtain
In addition, by (3.12) and (3.16), for any δ > 0, we have
for all (x, t) ∈ R N × (0, ∞). Therefore, by (3.19) and (3.20) we apply the same argument as in the case A > 0, and obtain (3.1) in the case A < 0. Thus Lemma 3.1 follows. ✷ Next we give the decay estimates of [e −tH φ](x) outside parabolic cones by using Lemma 3.1 and the L ∞ loc estimates for parabolic equations.
Lemma 3.2 Assume the same conditions as in Theorem 1.1. Let (p, p, σ, σ) ∈ Λ with 2 < p ≤ ∞. Then, for any sufficiently small δ > 0, there exists a constant C such that
Proof. Let δ be a sufficiently small positive constant. Define
Then we may assume, without loss of generality, that
is defined in B(0, 1) × (−1, 0) and it satisfies
by condition (V ) we have
for some constant C 1 . Then, by (3.24) and (3.26) we apply the standard L ∞ loc estimates for parabolic equations to obtain
for some constant C 2 . This together with (3.22), (3.23), and the Hölder inequality in the Lorentz spaces implies
On the other hand, by (2.1) we have
for some constant C 3 . Furthermore, by (3.25) we have
for all t 0 /2 < s < t 0 . Therefore, by Lemma 3.1 and (3.27)-(3.29) we have
Thus we have (3.21) , and the proof is complete. ✷ Now we are ready to complete the proof of Proposition 3.1.
Proof of Proposition 3.1. Let (p, p, σ, σ) ∈ Λ and 2 < p ≤ ∞. Let φ ∈ L p,σ (R N ) with φ L p,σ = 1, and set u(x, t) := [e −tH φ](x). For any sufficiently small δ > 0, by Lemma 3.1 we have
for all t ≥ 2. On the other hand, by (2.5) we have
for some constant C 1 . By Lemma 3.2 and (3.32) we have
for some constant C 2 . Let w be the supersolution given in Proposition 2.4 with T = 2, ǫ = δ, γ 1 = −N/2p, and γ 2 = 0. Then, applying the comparison principle, we obtain |u(x, t)| ≤ C 3 w(x, t) t
for some constant C 3 . Therefore, if A > 0 and 1 ≤ σ < ∞, then, by (2.1), (2.10), and (3.33) we have 
This together with (2.1) yields In this section we prove the following proposition on the decay rates of e −tH (L p,σ →L q,θ ) , which is a generalization of [5, Proposition 4.1].
Proposition 4.1 Assume the same conditions as in Theorem 1.1. Let
Assume that there exist constants d 1 and
In order to prove Proposition 4.1, we prepare the following lemma.
Lemma 4.1 Assume the same conditions as in Proposition 4.1. Then, for any sufficiently
for all (x, t) ∈ R N × [2, ∞) with |x| ≥ δ(1 + t) 1/2 . Furthermore,
Proof. This lemma is proved by a similar argument as in Section 3. Let δ be a sufficiently small positive constant. By the same argument as in (3.30) with the aid of (4.1) we have
for all (x, t) ∈ R N × [2, ∞) with |x| ≥ δ(1 + t) 1/2 , and obtain (4.3). Furthermore, similarly to (3.33), by Proposition 2.4 with γ 1 = d 1 − N/2r and γ 2 = d 2 we apply the comparison principle to obtain |u(x, t)| t
for all (x, t) ∈ D δ (2). This implies (4.4). Thus Lemma 4.1 follows. ✷ Proof of Proposition 4.1. Let (p, q, σ, θ) ∈ Λ be such that 1 ≤ p ≤ r ≤ q < ∞ and
with φ L p,σ = 1 and set u(t) := e −tH φ. Assume (4.1). Then, for any δ > 0, by (2.1) we have
We first consider the case A > 0. Since
Then, taking a sufficiently small δ if necessary, we have
if q < ∞ and Aq < N, (log t) for all t ≥ 2. Furthermore, if q > r, then, by (2.1) and (4.1) we see that
for all t ≥ 2. Therefore, by (4.5), (4.6), and (4.7) we obtain
otherwise, for all t ≥ 2. This implies (4.2) in the case (i) with 1 ≤ θ < ∞. On the other hand, if 1 ≤ p ≤ r = q < ∞ and 1 ≤ σ ≤ θ < ∞, then, by (4.1) we have
for all t ≥ 2. This together with (4.5) and (4.6) implies (4.2) in the case (ii) with 1 ≤ θ < ∞. Therefore Proposition 4.1 follows in the case where A > 0 and 1 ≤ θ < ∞. Next we consider the case A ≤ 0. By (2.10), (4.3), and (4.4) we have
This yields In this section we complete the proof of Theorem 1.1. We prepare the following proposition, which is useful to obtain the lower decay estimates of e −tH (L p,σ →L p,σ ) .
Proposition 5.1 Assume the same conditions as in Theorem 1.1. Let φ be a radially symmetric function in R N such that φ ∈ C 0 (R N ) and φ ≥ ( ≡) 0 in R N . Then
Furthermore, for any sufficiently small ǫ > 0,
Proof. We prove Proposition 5.1 by a similar argument as in [7] . Define
On the other hand, by (2.7) we have
and obtain
This together with (2.10) implies
u(x, t)dx
for all t ≥ e − 1. On the other hand, v satisfies for all (y, s) ∈ R N × (0, ∞). Let ǫ be a sufficiently small positive constant. Then, by (5.3) we apply the parabolic Harnack inequality to the solution v of (5.6), and see that, for any R ∈ (ǫ, ∞), the inequality
holds for some positive constant C 1 . This implies
for all t ≥ e 2 − 1, where t ′ = e(1 + t) − 1 and C 2 is a constant. Then, by (5.5) and (5.8) we can find a positive constant T 1 such that
On the other hand, by (2.5)
for some constant C 3 . Let w be the supersolution given in Proposition 2.4 with T = T 1 , γ 1 = −N/2 + A/2, and γ 2 = 0. By (5.9) and (5.10) we apply the comparison principle to obtain 0 ≤ u(x, t) w(x, t) (1 + t)
for all (x, t) ∈ R N × (T 1 , ∞) with |x| ≤ ǫ(1 + t) 1/2 . Furthermore, by (5.7) and (5.11) we apply the same argument as in the proof of [7, Lemma 4] to the solution v of (5.6), and obtain
for all sufficiently large s. This implies
for all sufficiently large s. This means that
and (5.1) holds. Furthermore, by (2.10), (5.4), and (5.12), taking a sufficiently small ǫ if necessary and applying the same argument as in [7, Lemma 5] , we can find positive constants C 4 and L such that
for all sufficiently large t. This together with (2.10) implies that
for all sufficiently large t. Therefore, by (5.8) and (5.14) we have 15) for some constant T 2 .
On the other hand, since A < N/2, the function
Furthermore, by (2.10) we have 
for all t ≥ 2. On the other hand, taking a sufficiently small ǫ > 0, by (2.10) and (5.2) we have
, where
This implies that
Furthermore, by (5.1) and (5.18) we have
(1− 
for all t ≥ 2. Thus assertion (I) follows.
We prove assertion (II). Assume A > 0. We first prove assertion (II) (i). Let 1 ≤ p < α. By Proposition 3.1 (II) and (2.6) we have
for all t ≥ 2. Then we apply Proposition 4.1 with r = p to obtain
for all t ≥ 2. On the other hand, if p ≤ q < ∞ and θ < ∞, then, by (2.1), (2.10), and (5.2) we can find positive constants T and ǫ such that Next we prove assertion (II) (iii). Let α < p < β. Similarly to (5.21), by Propositions 3.1 and 4.1 we can obtain assertion (II) (iii) with ≍ replaced by . Furthermore, by assertion (II) (i), (5.22) , and (5.23) we have
for all t ≥ 2. Then assertion (II) (iii) follows.
Next we prove assertions (II) (ii) and (iv). Let p ∈ {α, β}. Due to Proposition 2.2 and assertions (II) (i) and (iii), it suffices to consider the following three cases, (p, q) = (α, α), (α, β), and (β, β). In these three cases, by Propositions 3.1 and 4.1 we obtain the desired upper estimates of e −tH (L p,σ →L q,θ ) . It remains to prove
+A (log t) We prove (5.26). The proof is divided into the following four cases:
(1) 1 ≤ σ = θ ′ ≤ ∞; (2) 1 ≤ σ < θ ′ < ∞; (3) 1 < θ ′ < σ ≤ ∞; (4) 1 ≤ σ ≤ ∞, θ ′ ∈ {1, ∞}.
We first consider the case (1). By assertion (II) (ii) with (p, q) = (α, 2) we have +A (log t) +A log t for all t ≥ 2, which implies (5.26) in the case (4). Thus assertion (II) follows, and the proof of Theorem 1.1 is complete. ✷
