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摘要
目前，我国公交公司主要依靠经验丰富的工作人员估计车辆回场时间，进而进行车辆调度，此方式缺乏辅
助的预测方法，常常造成较大的误差与错误的调度决策。从公交公司的实际需求出发，提出了一种基于动
态特征选择的预测方法R-GBDT。R-GBDT利用特征选择组件和模型调参组件为预测组件提供符合线路
特征的特征组合与参数，由融合组件对其他组件的结果进行融合，形成一个用于预测最终时间间隔的框
架。结果表明，相对于其他算法，所提方法能大大提高公交运行时长预测的准确度。
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A bus running length prediction method based 
on Gradient Boosting
Abstract
At present, China’s public transport companies rely on experienced staff to estimate the return time of vehicles and 
then conduct vehicle dispatch. This method often results in large errors and wrang decisions due to the lack of auxiliary 
prediction methods. Based on the actual needs of bus companies, a prediction method R-GBDT based on dynamic feature 
selection was proposed. The R-GBDT utilizes feature selection components and model parameter adjustment components 
to provide predictive components with feature combinations and parameters that conform to the line characteristics, then 
the fusion component combines the results of other components to form a framework for predicting the final time interval. 
The experimental results from real bus to off-site data show that compared with other algorithms, the method can greatly 
improve the accuracy of bus transit time prediction.
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1  引言
近年来，随着人们对公共交通领域关
注度的上升，“智能交通”成为重要的研究
领域[1-2]。21世纪将是公路交通智能化的世
纪，未来将会出现一种一体化的交通综合
管理系统，在这一系统中，人们将借助信息
采集技术 、数据通信技术 、电子传感技术
等先进的信息技术，实时、准确、高效地采
集交通数据，并将其有效地应用于智能交
通管理系统，从而使车辆能够依靠智能交
通调整至最佳行驶状态[3]。此外，车辆管理
人员也能够利用这个系统对道路、交通状
况有更全面、实时、准确的掌握。
而随着“公交优先”观念的日益深入，我
国各大城市纷纷研发各自的智能交通系统。
公交系统作为智能交通领域的重要组成部
分，受众广泛且影响深远。近年来，智能公
交系统的研究和应用方向主要集中在公交的
排班与调度方面，如利用启发式算法（如遗
传算法、模拟退火算法、粒子群算法、蚁群
算法等）进行公交车排班的研究，包括：路
线的制定[4-6]、发车间隔[7-10]的计算、驾驶员
排班[11-12]、车辆排班[13-14]。对于公交调度，主
要集中在利用机器学习方法进行研究，如车
辆到站时间预测[15-18]、公交动态调度[19-20]。
然而已有工作主要集中在合理规划线路、合
理安排排班计划等方面，并未从辅助公交公
司调度车辆的角度出发，研究车辆从起点站
到终点站到站时间的预测方法。
本 文 从公 交 公司的 实 际 调 度 需 求出
发，提出了一种基于机器学习模型的公交
车运 行 时 长 的 预 测方法 —— 修 正 的 梯度
提升决策树（revised gradient boosting 
decision tree，R- GBDT）。该方法利用
特 征 选 择 组件和 模 型调参 组件选 择符 合
线 路 特 征 的 特 征 组 合与参 数 ，构 建 基 于
Gradient Boosting的预测组件；并由融合
组件对预测组件的结果进行融合，形成一
个用于预测最终运行时长的框架。对真实
公 交 到 站 、离 站 数 据 进 行 实 验 的 结 果 表
明，相对于其他 算法，本文提出的方法能
大大地提高公交运行时长预测的准确度。
R- GBDT是公交公司辅助决策工具的关键
模块，能够辅助调度人员进行科学合理的
车辆调度，使得调度人员做出的决策能更
好地减少“串车（公交车遇到一起）”和“大间
隔（公交车之间离得太远）”现象的发生，进
而提高车辆的运行效率和乘客的满意度。
2  相关工作
王麟珠等人[21]提出了一种基于Elman神
经网络的公交车辆到站时间预测方法，并
通过福州市的公交数据进行验证，实验结
果表明，该模型具有更快的收敛速度、更高
的预测精度、不易陷入局部最优解等优势。
张强等人[22]提出了一种基于时间分段的动
态实时预测算法，将一天分为24个等长的
时间段，分时段对公交到站时间进行预测。
季彦婕等人[23]基于对公交运行特点的分析，
提出了一种结合粒子群算法与神经网络算
法的粒子群小波神经网络算法，实验结果
表明，结合粒子群算法能有效减少预测误
差，且对于工作日与周末都有较高的预测精
度。罗频捷等人[24]将遗传算法融入神经网
络中，进而提高整个神经网络的寻优能力，
作者利用该算法对成都某一公交线路进行
预测，实验结果表明，该算法具有较高的精
确度。杨奕等人[25]提出了基于遗传算法的
反向传播（back propagation，BP）神经网
络算法，该算法结合遗传算法与BP神经网
络，利用遗传算法改进BP神经网络易陷入
局部最优的缺陷，通过对合肥市某一公交
线路数据的研究和实验得出，该算法有比
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较好的预测效果。张昕等人[26]提出了一种基
于遗传算法和支持向量机（support vector 
machine，SVM）的预测模型，该模型考虑
时间因素、天气因素与道路因素等的影响，
使模型更适用于客运车辆，其利用遗传算
法提升SVM的参数寻优效率。该论文对深
圳市某一线路公交数据进行实验模拟，结果
表明，该算法能够更好地适应道路交通等的
变化，具有较好的预测精度。谢芳等人[27]提
出了一种基于MapReduce的聚类和神经网
络相结合的公交车到站时间预测模型，其首
先分析公交车辆的运行特征，然后结合聚
类与神经网络模型对车辆数据进行分段预
测，最后，基于MapReduce的并行化框架减
少算法的计算时间。实验结果表明，该分段
模型优于传统的BP神经网络预测模型，具
有较高的预测精度和预测速度。
O’Sullivan A等人[28]认为公交车辆的行
驶时长是多种非线性组成因素（如乘客数、
交通流量、事故、天气条件、路线特征等）
相互作用的结果，这些因素造成了预测到站
时间的不确定性。他们使用来自现实世界的
数据证明了这种不确定影响存在异方差性，
于是开发了一个黑盒解决方案，将预测算法
融入黑盒处理中，通过预测和观察到达时间
之间的误差来估计与预测相关的数据。Sinn 
M等人[29]提出了一种用于预测到站时间的
基于实时全球定位系统（global positioning 
system，GPS）数据的非参数算法，关键思
想是使用内核回归模型表示位置更新与公
交车站到达时间之间的依赖关系。实验表
明，对于50 min的时间范围，算法的预测误
差平均小于10%，明显优于基于K-最近邻
（K-nearest neighbor，KNN）算法的线性回
归模型的参数方法。Abidin A F等人[30]提出
了一种基于卡尔曼滤波（kalman filtering，
KF）的公交车到达时间预测模型，该模型使
用交通模拟器城市交通仿真（simulation of 
urban mobility，SUMO）平台模拟真实的
道路情景，利用从社交网络获取的信息预
测到达时间。Jeong R等人[31]提出了使用自动
车辆定位（automatic vehicle location，AVL）
数据，并借助人工神经网络（artificial neural 
network，ANN）模型预测公交车到达时间的
方法，结果发现，ANN模型在预测精度方面
优于基于历史数据的模型和回归模型。Maiti 
S等人[32]提出了一种将车辆轨迹和时间戳视为
输入特征的基于历史数据的车辆到达时间的
实时预测方法。结果表明，他们提出的基于历
史数据（historical data，HD）的模型比ANN
模型和SVM模型执行速度更快，同时也具有
比较高的预测精度。
同样地，本文针对公交线路进行公交车
到站时间的预测。不同的是，本文从公交公司
的角度出发，以辅助公交公司调度人员进行调
度的预测到站时间为中心，帮助解决某线路
多辆公交运行过程中发生的“串车”和“大间
隔”问题。目前，较少有针对辅助公交公司调
度进行的研究，公交公司往往采用人工调度，
调度人员仅依靠个人主观经验估计公交车到
站时间，常常错误估计车辆到站时间与晚点情
况，导致调度结果缺乏科学性和合理性，使得
“串车”和“大间隔”问题不能得到解决。因
此，加强该技术的研究具有重要的现实意义。
本文提出了一种基于Gradient Boosting的公交
车到站时间预测方法。不同于以往使用单一算
法预测的方法，该方法将公交车停留时长、运
行时长和总时长分为单独的模块，为每个模块
选择效果最优的模型、特征以及参数，组合形
成一套框架，从而提升预测的准确率。
3  数据处理与分析
3.1  原始数据描述
本 文 使 用 的 原 始 数 据 来自于厦 门 市
22路 公交车数据，从动态接口获得的原始
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数 据 包括公交车到离 站时上传 的 G P S 数
据、车 辆信息、计 划班 次信息、天气 数据
等。具体见表1～表4。
3.2  数据预处理
数据预处理流程如图1所示。
3.2.1  线路静态特征处理
（1）数据清洗
原始到站、离站数据文件为一段时间内
22路上下行收集到的所有车辆进站及出站
信息。进行特征提取前，需要先将数据按
日期进行分割，将分割后的每一天的数据
根据上下行、车辆ID、获取到离站数据的
时间进行排列，将同一趟数据划分到同一
组中，剔除组内的脏数据。这些脏数据包
括重复的到离站记录、同一站的进站时间
在该站出站时间之后的数据、到达后一站
的时间在到达前一站之前的数据、同一趟
的到离站数据大量丢失的数据等。
（2）线路特征处理
线路特征处理包括对线路、方向、车
辆及驾驶员信息的处理。其中，线路和方向
数据可从到离站数据中直接获取，到离站
信息里车辆数据需要先经过一定规则的转
换，转换成计划班次信息中可识别的车辆
ID，根据此车辆的ID查询驾驶员的ID，将
车辆ID和驾驶员ID分别作为区分车辆和驾
驶员的特征。
（3）时间特征处理
公交车辆的运行时长通常具有一定的
时间规律，比如工作日与周末的区别、节假
日与平时的区别、上下班高峰期与平峰期
的区别等。为了研究以上时间因素对研究
结果的影响，需要根据到离站数据里的时间
字段提取车辆的发车日期、发车时间、是否
为节假日、是否为工作日等信息。
（4）空间特征处理
空间特征包括站点的经纬度信息，该
数据可从到离站数据中直接获得。
表 1  公交车到离站的 GPS 数据
字段名 含义
carID 车辆ID
alarmSign 报警标志
carstate 状态
latitude 纬度
longtitude 经度
altitude 高程
speed 速度
direction 方向
time 时间
odometer 累积里程
routeID 线路ID
upanddown 上下行
siteorder 站点序号
inandout 进出站标志
upnum 上车人数
downnum 下车人数
表 2  车辆信息
字段名 含义
busline_id 线路ID
car_id 车辆ID
car_no 车牌号
dev_id 设备ID
表 3  计划班次信息
字段名 含义
busline_id 线路ID
stime 发车时间
car_id 车辆ID
car_no 车牌号
driver_id 驾驶员ID
driver_name 驾驶员姓名
updown 上下行
表 4  天气数据
字段名 含义
city_id 城市
date 日期
temperature 温度
humidity 湿度
visibility 能见度
weather 天气描述
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3.2.2  线路动态特征处理
线路动态特征主要是线路运行时产生
的一些数据特征，比如站间行驶时长和站
点停留时长。根据线路运行过程上传的站
点、时间等数据，得出车辆运行中在各 个
站点的停留时长、各个站间的行驶时长。此
外，计算经过拼接的最新各个站点的停留时
长与行驶时长；近3天、近1周相同时段下的
各站点的平均停留时长与平均行驶时长。拼
接方式有直接加和、赋予权重再求和等。
其中，最新各个站点的停留时长与行驶
时长通常是从起点站开始计算，对于每个站
点，把最近一班的车辆在该站的运行时长和
停留时长作为该站最新运行时长和停留时
长，直至查询到终点站。将拼接形成的一整
条数据作为该趟车最新的站点停留和站间行
驶特征值。近3天、近1周相同时间段的数据
则可通过查询该时间段内相同时间段下各车
辆实际运行时的对应数据，并求平均值。
3.2.3  天气特征处理
在获得的原始天气数据中，利用的主
要字段为时间、能见度与天气描述。其中，
时间需要处理成日期与时间段，天气描述
需要将晴、多云、大雾等转换为可利用的
数字描述方式。
3.2.4  缺失数据填充
数据收集段的不完整以及部分公交车
到离站GPS数据的丢失使得当前车辆、最
近时间内、3天内、1周内的站点停留和站间
行驶时长可能缺失，需要进行填充。常见的
缺 失 数据 处 理方式包括 删除 缺 失大量数
据的样本 、删除缺失大量数据的特征、数
据填充。数据填充的方式包括均值填充、
中 位 数 填 充 、众 数 填 充 、相 同 条 件下 的
数 据 填 充等。在缺失数据填充中，对于站
点停留和站间行驶时长的缺失，主要利用
历史 数据相同条 件下的均值进行填充，当
不存在相同条件下的历史数据时，则用临
近班次的数据进行填充。对于天气数据的
缺失，主要利用临近小时内的天气状况进行
填充。
3.3  公交运行特征及影响因素
通过对各路公交车辆的运行数据进行分
析，发现公交车辆的运行特点呈现以下规律。
（1）周期影响
通常，公交线路的运行时间具有长期
趋势与周期趋势。从长期角度看，运行时长
具有一个稳定变化的趋势，即运行时间在
一个较长的时间内，同一线路的总时长在
某一个范围内浮动（如图2所示）。在一段
时间内，每周运行时长的变化趋势相同，具
有周期趋势，即周末的运行时长略高于工
作日的运行时长。
（2）工作日影响
在一周内，周一至周五的运行时长通
常略低于周六至周日的运行时长。这是因
图 1  数据预处理流程
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为，周末私家车出行的数量高于工作日，使
得道路交通通行状况变差，进而间接地影
响了公交车辆的路段行驶速度。此外，周末
出行的人数较多，这也在一定程度上增加
了站点停靠的时间。
（3）时段影响
如图3所示，即使在同一天，不同发车
时刻的公交车辆运行时长也有所不同，主
要体现在高峰期的运行时长大于平峰期与
低峰期的时长。造成这一现象的主要原因
是，高峰期是人们上下班出行的时间段，
在这一时间段内，部分主要路段的车流量
变大，常常会出现交通拥堵的现象，进而
影响公交车辆通行时间以及邻近路段的运
行速度。
（4）节假日影响
与工作日和周末在数据表现上的差异
类似，节假日的运行时长通常也高于其他时
间，这是因为在节假日出行的人数大幅增
加，特别是热门旅游景点附近的公交线路，
这些线路在站点停留的时间会有所增加。
（5）路段影响
不同线路的行驶路线不同，进而表现出
不同线路的总行驶时长的差异。这是因为不
同道路的交通运行状况有差异，部分路段
的交通流量大，会增加行驶时长。部分路段
的上下车乘客较多，也会增加停留时长。
4  基于动态特征选择的时间预测方
法R-GBDT
4.1  整体设计
本文提出了一种基于动态特征选择的
公交到站时间预测方法。其动态主要体现
在对于不同线路、同一线路不同方向的公
交车经过特征选择组件（分别选择对该线
路该方向站点停留和站间行驶影响较大的
特征）选出的特征可能有所差异。这种基
于动态特征选择的公交到站时间预测框架
主要包括以下模块。
（1）特征选择组件
利用递归特征消除法，根据特征对预
图 2  公交运行时长长期变化
图 3  公交运行时长时段变化
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测结果的影响程度，提 供特征排名，尝试
不同 特 征 数 量 对 预 测 结 果 的 影 响 ，选 择
最 佳 特 征 数 量与 特 征 组 合，将 其作 为 预
测 站 点停留和 站间 行驶 的子模 型 的 训 练
特征。
（2）停留时长预测组件
通过对不同模型（Gradient Boosting、
AdaBoost、决策树、岭回归等）的实验尝试，选
择采用预测效果最优的GradientBoosting
模型对特征选择组件选出的用于停留时长
预测的特征进行预测，预测该趟车在所有
站点停留的总时长。
（3）行驶时长预测组件
通过对不同模型（Gradient Boosting、
AdaBoost、决策树、岭回归等）的实验尝
试，选择采用预测效果最优的岭回归模型
对特征选择组件选出的用于行驶时长预测
的特征进行预测，预测该趟车在所有站间
行驶的总时长。
（4）融合组件（总时长预测组件）
通过对不同模型（Gradient Boosting、
AdaBoost、决策树、岭回归等）的实验尝
试 ，选 择采用预测效 果最优的G r a d i e n t 
Boosting模型将预测的站点停留时长和站
间行驶时长融合其他特征，预测该趟车从
起点站到终点站所需的总时长。
（5）模型调参组件
用于模型训练的特征是根据特征选择
组件选择的，不同线路、不同方向选出的特
征也有所不同，且即使不同线路或方向选
择的特征是相同的，它们对结果的影响程
度可能也有差异。这就使得用于模型训练
的最佳参数有所差异。基于这样的情况，
模型调参组件的主要工作是针对模型与特
征选择合适的参数。
图4展示了框架的整体流程。首先将数
据处理得到的待选特征集输入特征选择组
件中，特征组件根据目标任务，选择停留时
长特征或行驶时长特征，将选出的最优特
征组合传入模型调参组件中。模型调参组
件根据目标与特征组件选择的特征，选择
合适的参数组合，并将特征与参数选择结
果传入停留时长预测组件或者行驶时长预
测组件中。停留时长预测组件根据特征与参
数训练模型，并在后续预测时为融合组件
提供预测停留时长。行驶时长预测组件根
据特征与参数训练模型，并在后续预测时
为融合组件提供预测行驶时长。到这一阶
段，将获得两个新特征：模型组件预测出的
停留时长与行驶时长，用于后续融合组件
预测总时长。融合组件在进行预测时，还
需要特征选择组件和模型调参组件为融合
组件提供用于预测总时长的特征与参数，
然后进行总时长的预测。接下来，本文将
进一步对上述几个模型的组件进行阐述。
4.2  详细设计
（1）特征选择组件
特征选择组件对公交车运行时长（停
留时长和行驶时长）的影响因素进行分析，
待选择的特征因素见表5。
（2）停留时长预测组件
停留时 长 预 测 组 件主要 根 据 特 征 选
择组件选出的用于预测站点停留时长的特
征，利用Gradient Boosting模型对站点停
留时长进行预测。
G r a d i e nt  B o o s t i n g实际上是一种
B o o s t i n g算法，其通 过多次 迭 代 ，根 据
一定的规则，不断改 进模型误差，提高模
型的准确率。常见的B o o s t i n g算法包括
AdaBoost与Gradient Boosting。使用集
成算法的优势在于：第一，由于模型之间
的差异性，往往模型在决策时会出现不同
的错误，将多个模型结合能够得到更好的
预测结果，做出更合理的决策；第二，当数
据集较小时，采用有放回的方式随机抽取
N个集合用于训练，再把多个模型进行集
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图 4  框架总体流程
成，可以得到更好的结果；第三，当模型的
决策边界过于复杂时，往往多个模型的集
成结果会优于单一模型的集成结果。
（3）行驶时长预测组件
行 驶 时 长 预 测 组 件主要 根 据 特 征 选
择组件选出的用于预测站间行驶时长的特
征，利用岭回归模型对站间行驶时长进行
预测。
进行回归预测的方法有很多种，如线
性回归与岭回归。线性回归假设样本满足
式（1），其中将预 测结果表示为n 个 变量
（x1~xn）的线性相关（其中，x0=1，θ0~θn为
待定参数），使用普通最小二乘法 使其损
失函数（式（2））最小，其中，fθ(x
i)- 是第i个
预测值与真实值的差值，共有m次测试，对
每次预测的差值平方求和。由于差值平方后
被放大，这使得在线性回归模型中，异常值
对误差的影响较大，即模型对异常值较为
敏感。在现实生活中收集到的数据往往会
因为各种因素导致异常值的存在，故利用线
性回归进行预测时效果往往不尽人意。
  （1）
  （2）
为了减少异常值对模型的影响，岭回
表 5  待选特征集
类型 种类 特征名 维数
静态特征 线路特征 线路 1
方向 1
预定的行驶距离 1
计划行驶的站数 1
时间特征 星期几 1
时段 1
段内分组 1
是否为节假日 1
是否为工作日 1
驾驶员特征 驾驶员编号 1
周期运行特征 该时段下发车的车辆的各个站点的1周内平均运行时长、停留时长 2×站点数量
近期运行特征 该时段下发车的车辆的各个站点的3天内平均运行时长、停留时长 2×站点数量
动态特征 路段特征 最新的各个站点的行驶时长 2×站点数量
最新的各个站点的停留时长 2×站点数量
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归引入正则化项作为阈值，见式（3）。其
中，λ是正则化参数，作用是控制θj( j=1,…,n)
的取值平 衡 ，以 减 弱 异 常 值 对 模 型 的 影
响程度。此外，由于自变量之间往往存 在
多重 共 现 性 ，即 使 这 种多重 共 现 性 并 不
影 响 最小二 乘 估 计 量的无 偏 性 和 最小方
差性，但是，利用这种方式求得的方差并
不一定小。事实上，可以找一个有偏估计
量，虽然这种有偏估计量有微小的偏差，
但 其 精 度 却 比 无 偏 估 计 量 高 。此 外，岭
回 归 通 常用于自变 量间 存 在多重 共 线 性
的 情 况 ，由于 各 时 刻 和 各 站 点 之 间 的 停
留时长可能存 在时间与空间 上 的 相 关 关
系 ，因 此 选 用 岭 回 归 模 型 作 为 站 间 行 驶
时长的预 测模 型。
  （3）
（4）融合组件
实际上，由于各特征因素间的复杂影
响，通过行驶时长预测组件和停留时长预
测组件预测得到的站间行驶和站点停留时
长并不能直接加和作为最终的预测结果，
还需要融合组件结合其他特征进行结果融
合，以求得最终从起点到终点总时长的预
测结果。由于不同线路之间的差异，各个站
点对最终结果的影响程度也有所不同，所
以融合组件在进行融合时，同样需要特征
选择组件在已有特征和两个预测特征之间
进行特征组合的选择，以求得体现该线路
特点的特征组合。
（5）模型调参组件
动态特征选择的公交到站时间预测方
法，其动态性不仅仅体现在特征选择随线
路和方向的变化而动态变化，而且，对于
同一个训练模型来说，由于不同的特征组
合与训练数据表现出的差异，其最优参数
也相应体现出差异，故模型调参组件主要
是根 据 输入的 特 征数据选 择 最优的参数
组合。
5  实验与分析
5.1  实验过程与结果
实 验基 于厦门市所 有 2 2 路 公交车自
2018年12月至2019年2月的到离站数据、计划
班次信息、车辆信息以及对应时间的厦门天
气状况等数据进行，使用Python3.7进行数据
处理与算法编写，实验中使用sklearn0.18.1库
中的模型接口进行部分算法实现。
实验对于公交站点停留时长、站间行
驶时长以及总时长3个模块均使用不同模
型（Gradient Boosting、AdaBoost、决策
树、岭回归等）进行实验，在每种模型基础
上使用不同特征、不同参数 组合，最后为
每个模块选择出预测效果最优的模型（包
括模型的最佳特征与参数组合）进行组合，
形成最终框架。
5.1.1  停留时长预测
（1）特征选择
在特征选 择阶段，笔者发现，当组件
选取表6所示的18个特征时，在Gradient 
Boosting、AdaBoost、决策树、岭回归上
表现相对较优。
从选择的特征可以看出，是否为工作
日、是否为节假日、天气是影响停留时长的
因素之一；此外，线路特征的表现较为复
杂，停留时长的变化主要体现在个别站点
上，且不同站点停留时长的变化具有不同
的时间特征，比如第6、7、8、13站点等的客
流量具有周期趋势，第15、22站点受3天内
变化的影响较大，第11、16站点受最新情
况的影响较大。
接着在实验中，对比了不同模型对停
留时长 预 测的准确率 和 误差率随特 征 数
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量的变化（如图5、图6所示），其中，准确
率表示预测值与真实值的差值的绝对值在
一定范围内（本文设定为5 min）的比率，
误差率=（预测值与真实值的差值的绝 对
值）/真实值，并对比了随着特征数量的增
加，同一训练集训练时长的变化（如图7所
示）。笔者发现，利用同一训练集，在不同的
模型下，各模型的准确率与误差率呈现一个波
动变化的过程，并且，随着特征数量的增多，
训练模型消耗的时间增加。此外，由于影响
公交车辆在站点停留时长的因素很多，各种
因素间相互作用的复杂程度不同，且不同线
路具有不同的线路特征，因此，在进行训练
前，根据待选特征集选择出体现线路特征
的特征集合是非常有必要的。一方面，可以
针对不同线路选取更有效的线路特征；另
一方面，通过降低特征数量，可以缩减训练
时间。
（2）模型调参
由于不同的线路经过特征选择组件会
筛选出不同的特征，因此同一个模型 的 最
优 参 数 组 合 也不同 ，故 需 要 经 过 模 型 调
参组件找到最优的参数。
首先对比了4种情况下模型的误差率，
表7中列出了G B DT 算法中的各项参数 。
其中，l oss 表示采用的损失函数（hu b e r
表示Huber损失，ls表示均方差，lad表示
绝对损失，quantile表示分位数损失），
l e a r n i n g _ r a t e 表 示模 型的学习率，n _
estimators表示学习器最大的迭代次数，
subsample表示控制模型子采样的比例，
alpha表示需要指定分位数的值。
对于Gradient Boosting模型，其主要参
数包括loss、learning_rate、n_estimators、
subsample、alpha。通过模型调参组件，
发现对于停留时长预测组件来说，最佳的
参数组合为：loss设置为huber、learning_
rate设置为0.1、n_estimators设置为600、
subsample设置为0.7、alpha设置为0.2。在
这样的参数组合下，模型的误差率为7.98%
（如图8所示），5 min的误差范围内准确率
为98.45%。下面在上述基础上，分别采用不
同的损失函数，固定其他变量，调整某一
变量，进行误差百分比的对比，结果如下。
表 6  停留时长特征
字段名 含义
weatherid 天气
weekdayid 星期几
isworkday 是否是工作日
isholiday 是否是节假日
hourid 小时
groupid 段内分组
time_group 时间分组
week_staytime_6 第6站1周内同时段平均停留
week_staytime_7 第7站1周内同时段平均停留
week_staytime_8 第8站1周内同时段平均停留
week_staytime_13 第13站1周内同时段平均停留
week_staytime_19 第19站1周内同时段平均停留
week_staytime_22 第22站1周内同时段平均停留
thrday_staytime_15 第15站3天内同时段平均停留
thrday_staytime_22 第22站3天内同时段平均停留
current_every_staytime_11 第11站最新的停留时长
current_every_staytime_16 第16站最新的停留时长
sum_week_staytime 1周内平均总停留时长
图 5  不同模型对停留时长预测的准确率随特征数量的变化
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如图9所示，alpha对loss为quantile时
的 误 差 率 影 响 较 大 ，而 对 其他 几个 损 失
函数的影响较小。通常，alpha只在loss为
quantile时需要进行调整。
如图10所示，随着subsample的变化，
模型的误差率在不同的loss下，都会有所浮
动。subsample是控制模型子采样的比例，此
处的子采样不同于随机森林中有放回的采
样。通常，当该值为1时，表示不进行采样，使
用全部样本；当该值小于1时，表示要进行采
样，使用部分样本。当该值小于1时，可以在一
定程度上防止过拟合，但是若该值过小，也会
增加样本拟合的偏差，导致欠拟合，因此，
该值最优的取值范围为[0.5,0.8]。
n_estimators指的是学习器最大的迭
代次数，当该值过小时，容易导致模型欠拟
合现象的发生，当该值过大时容易导致模型
过拟合现象的发生，模型的预测误差率随着
n_estimators变化的情况如图11所示。
learning_rate指的是模型的学习率，
即模型学习的快 慢，当该值较 大时，可能
导致在训练过程中跳过最优点，该值较小
时，模型学习得较慢。如图12所示，随着学
习率的增加，模型的误差率呈上升趋势。
（3）小结
特 征 选 择 组 件为线 路 选 择 合 适的 特
征，模型调参组件为线路选择最佳的模型
参数组合，停留时长预测组件将根据选出的
特征和参数组合进行模型训练，给出停留
时长预测结果，该结果作为融合组件中所用
的停留时长预测特征。通过前面的实验对
比发现，Gradient Boosting在准确率与误
差率上均优于其他模型，故选用Gradient 
Boosting对公交站点停留时长进行预测。
5.1.2  行驶时长预测
（1）特征选择
在 特 征 选 择 阶 段 ，笔 者 发 现 当 组 件
选取表8所示的16个特征时，在Gradient 
Boosting、AdaBoost、决策树、岭回归上
表现相对较优。
从上述实验结果选择的的特征可以看
图 7  不同模型对停留时间预测的训练时长随特征数量的变化
图 6  不同模型对停留时间预测的误差率随特征数量的变化
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表 7  参数组合情况
方法 loss learning_rate n_estimators subsample alpha
1 huber 0.1 600 0.7 0.2
2 ls 0.4 550 0.5 0.4
3 lad 0.5 550 0.1 0.1
4 quantile 0.45 400 0.1 0.2
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图 8  不同参数组合对停留时长预测的误差率
出，与停留时长模块中被选出的停留时长
特征不同，是否为节假日、天气等外部特征
并没有被选出，这是因为对于22路公交车
来说，其行驶时长不受这些因素的影响。厦
门市作为热门旅游城市，部分路段在某一时
段内交通状况基本稳定在某一范围，不受节
假日和天气等因素的影响。对于22路公交车
的行驶时长来说，其部分站点（如第6站点、
第9站点等）间的行驶时长受周期因素影响，
第1、4、17站点等受近3天的数据表现影响，
第8、21站点等受最近时段因素影响，第2站
点同时受1周和近3天时段表现的影响。
实验中对比了不同特征数量在各个模
型上预测行驶时长的准确率与误差率（如
图13、图14所示），并对比了随着特征数量
的增加，同一训练集训练时长的变化（如
图15所示）。笔者发现，利用同一训练集，
在不同的模型（包括Gradient Boosting、
AdaBoost、岭回归、决策树）下，各模型的
准确率与误 差率依 旧呈 现 一 个 波 动 变 化
的过程，也 就是说，特征数量并不是越多
越 好，相 反 ，随着 特 征 数 量的 增多，模 型
的训练时长 会 增多。因此，进行特征数量
的选择对于行驶时长预测来说，同样是有
必要的。
（2）模型调参
由于不同的线路通过特征选择组件可
能会筛选出不同的特征，因此同一个模型
的最优参数组合可能也有所不同，故需要
通过模型调参组件找到最优的参数。经过
多次实验发现，当alpha为90时，岭回归模
型的表现较优，误差率为6.69%，5 min的
误差范围内准确率为86.17%。
（3）小结
通 过 特 征 选 择 组 件 和 模 型 调参 组 件
为线路选择合适的特征和模型参数组合，
行驶时长 预 测组件将 根 据 特 征和参 数 进
行模型训练，给出行驶时长预测结果，作
为融合组件中所用的行驶时长预测特征。
图 9  模型误差率随 alpha 的变化
图 10  模型误差率随 subsample 的变化
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经 过 多种 模 型 的 对比 发 现 ，岭 回 归 模 型
在性能上（准确率与误差百分比）的表现
与Gradient Boosting基本相同，但随着特
征数量的增长，其时间的增长比Gradient 
B o o s t i n g 慢，因此 ，选 择综合表 现 较 好
的 岭回归 模 型作为预 测 行驶 时 长的主要 
模型。
5.1.3  总时长预测
（1）特征选择
在总时长预测模块中，特征选择组件
将在影响站间行驶和站点停留的所有特征
字段中进行特征筛选 。笔者发现，当组件
选取表9所示的12个特征时，在Gradient 
Boosting、AdaBoost、决策树、岭回归上
表现相对较优。
从 上 述 实 验 结 果 选 择 的 特 征 可以看
出，停留时长预测组件和行驶时长预测组
件产生的预测结果对预测总时长是有帮助
的，因为在不同特征数量下，特征组件都选
出了预测的两个特征。此外，预测组件还为
融合组件选择了一些与运行或停留有关的
特征，这可能是因为影响总时长的因素的
复杂性，使得部分站点的情况是影响最终
目标值的重要因素。
在 实 验 中 还 对 比了 不同 特 征 数 量在
各 个模 型 上预 测总 时长的准确率与误差
率（如图16、图17所示），并对比了随着特
征 数 量 的 增 加 ，在同 一 训 练 集训 练 时 长
的变化（如图18所示）。利用同一训练集，
在不同的模型（包括Gradient Boosting、
AdaBoost、决策树、岭回归）下，各模型的
准确率与误差率呈现波动变化的过程，且
随着特征数量的增多，模型的训练时长会
增多，因此，进行特征数量的选择对于总时
长预测来说，同样是有必要的。
（2）模型调参
由于不同的线路经过特征选择组件可
图 11  模型误差率随 n_estimators 的变化
图 12  模型对停留时长预测的误差率随 learning_rate 的变化
表 8  行驶时长特征
字段名 含义
weekdayid 星期几
time_group 时间分组
week_runtime_2 第2站1周内同时段平均站间行驶
week_runtime_6 第6站1周内同时段平均站间行驶
week_runtime_9 第9站1周内同时段平均站间行驶
week_runtime_20 第20站1周内同时段平均站间行驶
thrday_runtime_1 第1站3天内同时段平均站间行驶
thrday_runtime_2 第2站3天内同时段平均站间行驶
thrday_runtime_4 第4站3天内同时段平均站间行驶
thrday_runtime_17 第17站3天内同时段平均站间行驶
thrday_runtime_23 第23站3天内同时段平均站间行驶
current_every_runtime_8 第8站最新的行驶时长
current_every_runtime_21 第21站最新的行驶时长
sum_week_runtime 1周同时段平均行驶时长
sum_thrday_runtime 3天同时段平均行驶时长
sum_current_runtime 最新行驶时长
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能会筛选出不同的特征，因此同一个模型
的 最 优 参 数 组 合 也不同 ，故 需 要 经 过 模
型 调 参 组 件 找 到最 优 的 参 数 。对于总 时
长的预测，选择Gradient Boosting作为
预测模型，该模型的参数组合见表10。
经过多次实验发现，当loss设置为lad、
learning_rate设置为0.1、n_estimators设
置为250、subsample设置为0.8、alpha设
置为0.6时，数据表现最优，其中误差率为
5.55%（如图19所示），5 min的误差范围
内准确率为81.07%。
下面针对最优的组合，变化其中的值，
观察模型准确率的变化。
对于learning_rate，如图20所示，模
型的准确率整体上随着learning_rate的
增加而下降。
对于n_estimators，如图21所示，模型
的准确率在n_estimators取值为200~300
时得到最优。
对于subsample，如图22所示，模型
的准确率在subsample取值为0.8左右时
达到最优。
对于alpha，如图23所示，模型的准确
率在alpha取值为0.6左右时达到最优。
（3）小结
通 过 特 征 选 择 组 件 和 模 型 调参 组 件
为 线 路 选 择 合 适 的 特 征 和 模 型 参 数 组
合，融 合 组件 根 据 特 征 和 参 数 进 行 模 型
训 练 ，将 行 驶 时 长 预 测 组 件 和 停留时 长
预 测组件的预 测结果与其他特 征 进行融
合，给出最终预 测的行驶时长。经过多种
模型的对比发现，Gradient Boosting在特
征数量较少的时候，其模型在准确率和误
差率上的表现较好，因此，在融合组件中，
选择Gradient Boosting作为预测总时长的
算法。图24为模型拟合总时长的曲线，其
中，横坐标表示预测的第x条记录，纵坐标
表示总时长的预测值（红色）和真实值（数
色），表11为对3个模块组件分别各自统计 图 15  不同模型对行驶时长预测的训练时长随特征数量的变化
图 13  不同模型对行驶时长预测的准确率随特征数量的变化
图 14  不同模型对行驶时长预测的误差率随特征数量的变化
2019042-14
BIG DATA RESEARCH   大数据72
的准确率与误差率。
5.2  对比实验
在已有的预测算法中，关于公交预测
车辆到达终点站的研究较少，故将本文提
出的R- GBDT和典型的几个传统机器学习
算法进行对比。实验结果见表12。
其中，各个算法如下。
● R - G B DT：本 论 文 提 出的 方 法 ，即
利用特 征 选 择 组件与模 型调参 组件选 择
合 理 的 特 征 组 合与参 数 。由 停 留时 长 预
测组件与行驶 时长 预 测组件预 测 停留时
间与行驶时间。由融合组件将上述两个组
件的预测结果与其他特征进行融合，形成
一个框架。
● AdaBoost[33]：机器学习中的一种集
成的方法，使用的特征为R- GBDT中未经
特征组件选择的特征。
● 决策树[34]：使用的特征为R-GBDT中
未经特征组件选择的特征。
● SVM [35]：支持向量机，使用的特征
为R-GBDT中未经特征组件选择的特征。
● TTP（total predict）：不引入行驶
和停留运行特征时利用GBDT进行总时长
预测。
● DS（direct sum）：直接加和R-GBDT
中停留时长预测组件与行驶时长预测组件的
预测结果。
从实验结果看，本文提出的基于动态
特征选择的预测方法R-GBDT的误差率相
对于其他算法更低，实验结果分析如下。
● 对比R- GBDT与其他机器学习模型
（AdaBoost、决策树、SVM）发现，其误
差率与准确率均优于其他模型。这是由于
R- GBDT使用的GBDT方法是一种集成学
习的方法，类似于一种投票的机制，能够
很好地纠正单一模型的错误。从另一个角
度看，其他机器学习模型均是采用直接预
表 9  总时长特征
字段名 含义
predict_runtime 预测的总站间行驶时长
predict_staytime 预测的总站点停留时长
time_group 时段分组
current_every_staytime_7 最新的第7站站点停留时长
current_every_staytime_10 最新的第10站站点停留时长
thrday_runtime_17 3天内第7站的平均站间运行时长
week_staytime_4 1周内第4站的平均站点停留时长
week_staytime_11 1周内第11站的平均站点停留时长
week_staytime_14 1周内第14站的平均站点停留时长
thrday_staytime_1 3天内第1站的平均站点停留时长
thrday_staytime_18 3天内第18站的平均站点停留时长
sum_current_time 最新的总运行时长
图 16  不同模型对总时长预测的准确率随特征数量的变化
图 17  不同模型对总时长预测的误差率随特征数量的变化
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测 最 终 结 果 的 方 式 ，R - G B D T 采 用 的 是
类 似于 分 类 预 测 再 累 加 的 方 式 ，对 于 实
验 结 果 ，融 合 结 果 并没有出 现 分 段 预 测
模型中常出现的误差累加现象，这也说明
该方法在降低分段预测的误差累加上有一
定优势。
● 对比R - G B DT与DSR发现，二者都
是在传统的机器学习模型上进行的，不同
之处在于是否使用细化的停留和行驶的相
关运行特征。从实验结果上看，引入细化
的停留和行驶相关特征对预测最终结果是
有一定帮助的。
● 对比R- GBDT与DS发现，融合组件
的结果比直接加和停留时长预测组件与行
驶时长预测组件的结果略微好一些。这在 
一定程度上也反映了对于总时长，其可能
存在除停留和行驶外的其他影响因素。
6  结束语
本 文 提 出了一 种 利 用 机 器 学 习 模 型
的 动 态 特 征 选 择 预 测 方 法 R - G B D T，该
方法将 特 征 选 择 组 件 、停 留 时 长 预 测 组
件、行驶时长预测组件、融合组件以及模
型 调 参 组 件 连 接 组 合 形 成一 个 框 架 ，将
Gradient Boosting和岭回归预测出的站
点停留时长和站间行驶时长作为特征，融
合其他 线 路 特 征 ，预 测 从 起 点 站 到 终点
站 的总 时 间 。通 过 对真 实 公 交 到离 站 数
据 进 行 实 验 得 到 的 结 果 表 明 ，相 对 于其
他 算 法 ，本 文 提 出的 方 法 能 大 大 提 高 公
交运行时长的预测准确度。
对于未 来 工作，由于不同线 路、不同
方向、不同站点和路段对最终结果的影响
程度不同，且存在多种复杂因素的影响，
故需要 根 据 线 路和方向进行具有线 路 特
点的特征选择，从而使模型更合理且更具
有解释性。
图 18  不同模型对总时长预测的训练时长随特征数量的变化
表 10  参数组合情况
方法 loss
learning_
rate
n_
estimators
subsample alpha
1 huber 0.35 550 0.1 0.6
2 ls 0.35 600 0.1 0.4
3 lad 0.1 250 0.8 0.6
4 quantile 0.15 250 0.2 0.9
图 19  不同参数组合对总时长预测的误差率
图 20  不同模型对总时长预测的准确率随 learning_rate 的变化
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