ABSTRACT Real-time kinematic (RTK) ambiguity resolution can be improved by engaging multiple reference antennas. The baseline information between the antennas can be taken as true values and used as a hard-constraint; or it can be regarded as weighted, a priori measurements, and used as a softconstraint. In this contribution, a comparison between the two constraints is made to explicate their difference in RTK ambiguity resolution for some specific applications, in which the coordinates of the reference antennas cannot be accurately calibrated in advance. The functional and stochastic models of the hard and soft-constrained RTK positioning are given. The float ambiguity precision of the unconstrained, the hard and the soft-constrained cases is compared. The closed-formulae of the ambiguity dilution of precision (ADOP) for the unconstrained and the hard-constrained models are derived, and they are proven to be the upper and lower bound of the soft-constrained ADOP, respectively. A simulated and a real data show that, with the hard or soft-constraints, the single-frequency ambiguity resolution success rate, as well as the performance in time-to-first-fix (TTFF), is improved significantly. When there is a bias smaller than 6 cm in the a priori baseline vectors between the reference antennas, the two constraints have a comparable performance in ambiguity success rate. Also, a sharp increase in the hard-constrained TTFF is observed at the same time. When the bias gets larger, the hard-constrained ambiguity success rates are decreased drastically. In contrast, the soft-constraint maintains a relatively good performance, showing a much greater tolerance for bias.
I. INTRODUCTION
High-precision global navigation satellite systems (GNSS) positioning basing on carrier phase observations can be realized after the unknown integer number of cycles, which is referred to as integer ambiguity, has been successfully resolved [1] - [5] . Therefore, the key to precise GNSS applications lies in the rapid and reliable ambiguity resolution, which is one of the hotspots in GNSS research. In order to further improve the reliability and efficiency of ambiguity resolution, one effective method is increasing observations by engaging more antennas, such as multivariate constrained attitude determination [6] , [7] array-aided precise point positioning (A-PPP) [8] , and antenna array-aided continuously operating reference stations (CORS) ambiguity resolution [9] , et al.. With an antenna array of known geometry, the resolutions are profited since the observable errors and multipath of the antenna array are mitigated [9] - [11] .
Real-time kinematic (RTK) technique, which resolves the position of the rover, or the relative position of the rover with respect to the reference station, can provide users with centimeter-level positioning services [12] - [16] . It has been successfully applied in various areas such as surveying and mapping, deformation monitoring and crustal motion [17] - [20] . The early researches of RTK were mainly based on GPS. With the development of Chinese BeiDou navigation satellite system (BDS), researches on BDS RTK are increasing. Recent studies about triple-frequency BDS RTK can be found in [21] - [26] .
For some safety-critical short-baseline RTK applications, landing for instance, there is a demanding requirement for reliability and robustness in resolution, especially when the observable condition is poor. One feasible way of improving the resolution reliability is equipping the reference station with multiple antennas instead of one single reference antenna. The baseline vectors between the reference antennas can be accurately determined in advance. Thus the resolution can be significantly improved by incorporating the a priori baseline vectors into the positioning model. Generally, there are two ways of applying the a priori baseline information, one is using them as the hard-constraint, i.e., taking them as true values with long-period observations; the other is regarding them as weighted, a priori measurements, which is referred to as the soft-constraint in this contribution. Although in concept, the hard-constraint may result in the best resolution, in some specific applications such as rapid construction of a makeshift airport in wartime, the extremely accurate baseline information between the reference antennas may not be available. Aiming at this kind of applications, in which the accurate coordinates of the reference antennas cannot be calibrated in advance and only imprecise baseline information between the reference antennas is available, especially when the observable condition is poor, in this contribution, we compare the two kinds of constraints and analyze which is preferable in practical RTK positioning applications. Note that for these applications, the coordinates of the reference antennas, as well as the a priori baseline information used as hard-constraints may not be very accurate. Therefore the relative position of the rover with respect to one designated reference antenna, rather than the absolute coordinates of the rover, is more concerned with in this paper.
The rest of this paper is organized as follows. In Section II, the standard unconstrained multi-referenceantenna RTK positioning model is introduced. Then in Section III the hardand the soft-constrained RTK positioning models are given. The standard and the two constrained models are compared in terms of the precision of float solutions and the ambiguity dilution of precision (ADOP). In Section IV, a simulated and a real BDS dynamic data set are processed. The performance of ambiguity resolution for the standard and the two constrained cases are compared. Finally, some conclusions and remarks are made in Section V.
The following properties are frequently applied throughout the paper to derive relevant equations:
where ⊗ denotes the Kronecker product, vec the vectorizing operator, and |.| the determinant.
II. THE STANDARD RTK POSITIONING MODEL
A. SINGLE-EPOCH, SINGLE-SYSTEM, MULTI-REFERENCE-ANTENNA RTK POSITIONING MODEL
The multi-reference-antenna short-baseline RTK positioning setup is shown in Fig. 1 . The antennas are assumed to be sufficiently close so that the atmospheric effects can be neglected, and the relative antenna-satellite geometry can be considered the same for all antennas. Assuming that one rover receiver m and n reference receivers r i (i = 1, 2, . . . n) simultaneously tracking s + 1 satellites on f frequencies. The cross-correlation between phase and code, or between frequencies, is assumed absent. Then the standard linear(ized) single-epoch, single-system (BDS or GPS) RTK positioning model for short baseline is given as
where E[.] and D [.] are the expectation and dispersion operator, respectively. In model (1), = φ 1 φ 2 · · · φ n is the sf × n double-differencing (DD) carrier phase observation matrix with
T the DD phase observation vector of baseline b i on f frequencies. P = p 1 p 2 · · · p n is the sf × n DD code observation matrix with
T the DD code observation vector of baseline b i on f frequencies. Z = z 1 z 2 · · · z n is the sf × n DD ambiguity matrix with
is the 3×n baseline matrix. = λ⊗I s , with λ =
is the sf × sf coefficient matrix of the DD ambiguity matrix. G = e f ⊗ g, with g the s × 3 matrix of differenced unit lineof-sight vectors, is the sf × 3 coefficient matrix of baseline matrix. If the antennas, as well as the receivers are of the same brand, the distributions of receiver measurement errors can be taken as the same, thus the variance matrices are given as
where
the zenith-referenced undifferenced phase and code variance matrix. D a = −e n I n is the n × (n + 1) between-station (or between-antenna) differencing matrix, D s = −e s I s is the s × (s + 1) between-satellite differencing matrix. e n is the column vector of n 1's, I n is the n × n unit matrix. Note that in (1), the first satellite and the first antenna are assumed as the reference pivots.
is the weighting matrix. It can be constructed with the satellite elevation-dependent model given in [27] , or the multi-elevation dependent model as given in [28] , which is more suitable for BDS.
With the vec-operator, model (1) is written as
. Then the least-squares (LS) float solutions of ambiguity and baseline vector are given as [29] 
With the float solution and variance-covariance (v-c) matrix of ambiguity, the LAMBDA method [30] can be used to further obtain the fixed ambiguity solutionX Z , and thus the very precise baseline solution follows as
It can be seen that the fixed baseline is much more precise than the float one since Q Q P . The key factor of improving the precision of baseline is that the ambiguities are correctly resolved. For the short-baseline RTK positioning, whether the ambiguity can be successful resolved is largely determined by the float ambiguity precision, which will be analyzed in the next subsection.
B. AMBIGUITY PRECISION ANALYSIS
The ADOP was introduced in [31] and is defined as
where m is the dimension of QX zX z and |.| denotes the determinant. The ADOP reflects the average precision of the ambiguities [32] because the calculation is based on the determinant of the v-c matrix of the float ambiguity. And one important difference from the other dilution of precision (DOP) measures, such as geometry dilution of precision or attitude dilution of precision [33] , is that (6) takes the correlation between the ambiguities into account. Although ADOP corresponds to a theoretical success rates (upper bound) which may be not very tight [34] , it is a good indicator of intrinsic model strength for ambiguity resolution. The analytical closed-form formula of the ADOP for the standard single-system, single-epoch, multi-reference-antenna relative positioning is given as
Proof: The analytical closed-form formula of ADOP of the geometry-based model has been proven in [31] . Here we prove (7) with the similar steps. According to (4), we have
With H = I n ⊗ e f ⊗ g and (2)
Together with¯
(it can VOLUME 6, 2018
be easily proven through the mathematical induction), then
It follows that
End of proof. Equation (7) clearly shows that the ADOP value decreases not only with the increase in the number of satellites and frequencies, but also with the increase in the number of antennas. How the number of antennas affects the ADOP shows in the first term of (7). Since (n + 1)
2 the effect caused by the number of antennas is very limited when compared with that of the number of satellites or frequencies.
Note that in the standard RTK positioning model, the a priori baseline vectors between the reference antennas are not incorporated into the model. In the next section, it will be shown that the precision of the float solutions will be improved with the constraints.
III. CONSTRAINED MULTI-REFERENCE-ANTENNA RTK POSITIONING MODEL A. HARD-CONSTRAINED MODEL
Assuming that b i1 (i =1, 2,. . . , n) are accurately determined through long-term observations and can be regarded as true values, then model (1) is corrected as
where B = 0 B 0 , in which B 0 = b 21 b 31 · · · b n1 is the baseline matrix of the reference antennas as shown in Fig. 1 .
With the vec-operator, model (9) is written as
whereȲ = vec − GB ,Ȳ P = vec P − GB H = e n ⊗ G, while the other terms remain the same as in (3) . Then the hard-constrained LS float solutions of (10) are given aŝ
With the hard-constraint, the float baseline solutions become more precise. The explanation is as follows. Taking (2) into (11) we have
while for (4)
with D a = −e n I n , for the estimation of b 1 in the standard model, we have
It is clear that the second terms of (12) and (14) are identical, therefore only the first terms need to be compared. Since
, the variance and co-variance components of Qb 1,hb1,h are smaller than those of the standard case. Note that the baseline term and its coefficient matrix in (11) differ from those of (4). It is this very difference that improves the float ambiguity precision thus leading to more reliable ambiguity estimation. After the fixed integer ambiguity is obtained, the fixed baseline solution can be precisely determined.
B. PRECISION ANALYSIS OF THE HARD-CONSTRAINED AMBIGUITY
In this subsection, it will be analyzed that how the increase in the number of antennas affects the float ambiguity precision. According to (11) we have (2), (15) is simplified as
. With QX ZX Z being the v-c matrix of the unconstrained float ambiguity, (16) reflects the relationship between the hard-and un-constrained v-c matrices. It seems that the v-c matrix of the hard-constrained float ambiguity cannot be directly compared with that of the unconstrained case according to (16) . But the comparison is possible with the help of the ADOP. The analytical closed-form formula of the ADOP of the hard-constrained single-system, single-epoch multireference-antenna relative positioning is given as (17) Equation (17) can be proved with similar steps of the proof of (7) . Note that only the exponent of the last term in (17) differs from that of (7). With known baseline information, the impact of the number of antennas on float ambiguity precision is comparable to that of the number of satellites or frequencies. We take a simple example to illustrate how the ADOP value is impacted by increasing the number of reference antennas. Generally the phase precision is two orders more precise than the code precision, thus we have 10 4 . When the observable circumstance is poor, e.g., six visible satellites (s =5), and only one frequency is used (f =1), if there are one rover and two reference antennas (n =2), then we have ADOP h ≈ 0.25ADOP standard . Since the ADOP in (17) is the production of four exponential terms, the ADOP value will not decrease boundlessly. It is also predictable that with the increase in number of available satellites and frequencies, the improvement brought by the baseline constraints of the reference antennas will gradually get small.
C. SOFT-CONSTRAINED MODEL
Apart from the hard-constraint in which the baselines between the reference antennas are assumed known, we can also use the baseline information as the soft-constraint. If the n − 1 baseline constraints are assumed to be weighted, they can be taken as a priori measurements, thus we have
where C = −e n−1 I n−1 T is the differencing matrix. , meaning that the soft-constrained float baseline is also more precise than that of the unconstrained one. Once the fixed integer ambiguity is obtained, the fixed baseline solution can be precisely determined. VOLUME 6, 2018
D. PRECISION ANALYSIS OF THE SOFT-CONSTRAINED AMBIGUITY
For the soft-constrained RTK positioning model, the v-c matrix of the float ambiguity vector is given as (21) , as shown at the bottom of this page.
Proof: According to (20) we have (22) , as shown at the bottom of this page. With¯ = I n ⊗ H = I n ⊗ GH B 0 = C T ⊗ I 3 , as well as (2), (22) is further simplified as
Then first equation of (21) (21) can be further written as (24) , as shown at the bottom of the next page.
End of proof.
Since the second terms in (21) are nonnegative definite, thus we have (26) Equation (25) indicates that, the hard-constrained case theoretically has the best precision among the three cases, and the soft-constrained v-c matrix of the float ambiguity can be taken as the general expression of the standard and the hard-constrained cases. If the precision of the a priori baseline vectors between the reference antennas is so poor that Q B 0 → ∞, then it follows from the first equation of (21) ; if, on the other hand the a priori baselines are extremely accurate that they are very close to the true values, i.e., Q B 0 → 0, then it follows from the second equation of (21) . Moreover, (26) shows that the ADOP of the soft-constrained case is upper and lower bounded by those of the unconstrained and the hard-constrained cases, respectively.
IV. DATA PROCESS AND ANALYSIS A. SIMULATED DATA
A simulated two-reference-antenna relative positioning experiment was conducted, in which 10 5 observable samples were generated via a Monte Carlo simulation. The precision of phase and code observations is set to 2mm and 0.2m [35] , [36] , respectively. Both the cross and time correlations are not taken into account. The setup of the simulations is summarized in Table 1 . The standard deviation of the baseline between the reference antennas is calculated with the true ambiguity vector in advance. Then the hard-and soft-constraint are compared in terms of the empirical integer ambiguity resolution success rates in various sceneries. The empirical success rate is calculated by dividing the number of epochs, in which the ambiguities are correctly fixed, by the total number of epochs. Table 2 lists the ambiguity resolution success rates of the unconstrained, the hard-and the soft-constrained cases with different precision of the a priori baseline. Apparently, both the hard-and the soft-constrained cases outperform the unconstrained case, and the two kinds of constraints have a comparable performance in success rate. For the softconstraint, there seems little difference between the 1σ and the 5σ cases. However, when the precision decreases to 50σ the success rates are slightly declined for both the 6-and 8-satellite cases, meaning that an excessive large standard deviation is harmful to the ambiguity resolution. Moreover, according to (21) , it is predictable that the soft-constrained ambiguity success rate will be decreasing to that of the unconstrained case as σ increases to infinite. In some application scenarios, the very accurate reference baseline vectors may not be available, what impact does the bias in the a priori baseline vector will have on ambiguity resolution? Table 3 shows the success-rates with different biases in the baseline constraints. It can be seen that with a small bias, bias ≤5 cm for instance, a similar result of the 0-bias case is observed. When the bias increases to 6 cm, the hard-constrained success rates start to decrease, while there seems little influence on the softconstrained cases. When the bias further increases to 10 cm, all the hard-constrained success rates decrease to 0, while the soft-constraint still maintains a relatively good performance. Note that when bias =10 cm, the soft-constrained success rates for the 6-and 8-satellite with 1σ precision decrease in different extents, while the success rates of the 5σ case remain unchanged, implying that the soft-constraint with a larger, appropriately selected σ is more proper in larger bias circumstances.
VOLUME 6, 2018 FIGURE 2. The reference antennas setup of the dynamic experiment.
B. DYNAMIC DATA
A circumferential movement BDS experiment was conducted on the playing field of the school with NovAtel OEM 729 receiver and NovAtel GPS-703-GGG antenna. The sampling interval was 1 s and the cutoff elevation angle was 15 • . Three pairs of receiver and antenna were fixed on the top of the research building, which is about 200 m away from the playing field. The setup as well as the types of the reference receivers and antennas is shown in Fig. 2 . The baselines between the reference antennas, as well as their average precision, i.e.,σ (mm) = 4.23 9.43 3.89 T (in the EarthCentered EarthFixed coordinates system, ECEF), are determined in advance with long-term observations. The dynamic experiment lasted for about 46 minutes, altogether 2771 epochs. The reference ambiguities used for calculating the empirical ambiguity resolution success rate were obtained from the batch solutions of the whole data set with dual-frequency BDS+GPS processing using LAMBDA method. And they can be further validated with the known reference baselines (for instance, z 2 − z 1 = z 21 , cf. Fig. 1 ) since the DD ambiguities of the static reference baselines can be accurately determined. Fig. 3 shows the time-series of the number of BDS satellites as well as the PDOP values throughout the experiment. Single-frequency (B1), single-epoch resolution is chosen since it is the most challenging case in GNSS data processing. Firstly, we calculate the average ADOPs of the unconstrained, the hard-and the soft-constrained cases with different number of satellites. the hard-constrained ADOPs are always the smallest, which coincides with (26) . Table 4 lists the empirical ambiguity success rates of the unconstrained, the hard-and the soft-constrained cases for different number of satellites. With constraints, the success rates are improved significantly when compared with the unconstrained cases, especially when the number of satellites is less than 7. Although in Fig. 4 , the soft-constrained ADOP values are slightly higher than those of the hard-constraint, the two constraints have the same performance in success rate. Table 5 shows the empirical success rates by adding different biases in the a priori baseline vectors for the hardand soft-constrained cases. Similar results are observed as we saw in the simulated experiment. When the bias is small, within 6 cm for instance, the success rates of the two constrained cases are always the same. When the bias increases to 7 cm, the hard-constrained success rates start to decrease. When the bias further increases to 10 cm, the success rates drastically decrease to 0 with the hard-constraint, while the soft-constrained success rates remain unchanged. To make a further comparison in terms of convergence performance between the two constraints, we start the single-frequency multi-epoch resolution epoch by epoch using the dynamic data and then calculate the average number of epochs used for successful ambiguity resolution with ratio test threshold of 2 for different cases. The TTFF results are shown in Table 6 . The ''−'' sign in the table means that the ratio test was not passed throughout the whole period of data for the corresponding case. When the added bias =0, the average TTFFs of the hard-and soft-constrained cases are significantly shortened when compared with the unconstrained cases. Note that in this case, the 6-satellite hard-constrained TTFF is much longer than that of the softconstraint. This may be because the a priori baseline vectors used as hard-constraint is not sufficiently accurate to be very close to the true values since the phase centers of our reference antennas are not rigorously calibrated. By adding biases ranging from 1 to 3 cm in the a priori baseline vectors, the hard-constrained TTFFs are increased drastically. And the hard-constraint can hardly achieve successful ambiguity resolution (with ratio =2) for most of the biased cases. While for the soft-constraint, although there is a performance reduction in the TTFF, it is much more robust than the hard-constraint. The results in Table 6 indicate that the bias has a significant impact on the convergence performance of constrained cases. This is because the bias in the reference baseline vectors will result in a bias in the float ambiguity, thus making the optimal ambiguity less discernible from the suboptimal one.
V. CONCLUSION
In this contribution, the differences between the hard-and the soft-constraint in multiple reference antennas RTK positioning were explored. The v-c matrices of the unconstrained and the hard-constrained float ambiguity were shown to be two special cases of that of the soft-constraint. And the soft-constrained ADOP was proven to be upper and lower bounded by the unconstrained and the hard-constrained ADOP, respectively. The experimental results of the simulated and the real dynamic BDS data showed that, both the hard-and soft-constraint result in higher ambiguity resolution success rates, and this improvement in success rate is more pronounced when the number of satellites is fewer. When there is a bias smaller than a few centimeters in the a priori baseline vectors, the two kinds of constraints have a comparable performance in ambiguity success rate. When the bias gets larger, the hard-constrained success rate decreases rapidly, while the soft-constraint maintains a relatively good performance. In convergence performance aspect, even a small bias can have a strong impact on the hard-constrained TTFF and lead to a sharp increase in convergence time. While the soft-constraint is much more robust than the hard-constraint. Therefore, although the hard-constrained float ambiguity theoretically has the highest precision and the performance of hard-constrained ambiguity success rate is promising with small biases in the a priori baseline information, in practical applications in which the coordinates of the reference antennas cannot be accurately calibrated in advance, the softconstraint is more advisable due to its greater tolerance for bias and overall better performance in ambiguity resolution reliability and convergence. He is currently a Lecturer with the Information and Navigation College, Air Force Engineering University. His research interests include GNSS/SINS integrated navigation and its high-precision data processing. VOLUME 6, 2018 
