We formulate some special conditions for the integrable functions and moduli of continuity. We give the results on rate of approximation of such functions by matrix means of their Fourier series, where the entries of the rows of the matrix generate the sequences belonging to the classes M RBV S and M HBV S. We also present some results on norm approximation for functions from the generalized integral Lipschitz classes.
Introduction
Let L p (1 ≤ p < ∞) be the class of all 2π-periodic real-valued functions integrable in the Lebesgue sense with p-th power over Q = [−π, π] with the seminorm
and consider the trigonometric Fourier series
(a ν (f ) cos νx + b ν (f ) sin νx)
with the partial sums S k f .
Let A := (a n,k ) be an infinite lower triangular matrix of real numbers such that a n,k ≥ 0 when k = 0, 1, 2, ...n, a n,k = 0 when k > n , n k=0 a n,k = 1, where n = 0, 1, 2, ... , and let the A−transformation of (S k f ) be given by T n,A f (x) := n k=0 a n,k S k f (x) (n = 0, 1, 2, ...) .
Denote, for m = 0, 1, 2, .., n, A n,m = m k=0 a n,k and A n,m = n k=m a n,k .
We define two classes of sequences (see [4] ). for all positive integer m, or only for all m ≤ n if the sequence c has only finite nonzero terms and the last nonzero term is c n . Now, we define two another classes of sequences. Follows by L. Leindler (see [5] ) a sequence c := (c k ) of nonnegative numbers tending to zero is called the Mean Rest Bounded Variation Sequence, or briefly c ∈ M RBV S, if it has the property
for all positive integer m. Similar classes of sequences were considered in the papers [2] , [6] and [9] . Analogously, a sequence c := (c k ) of nonnegative numbers will be called the Mean Head Bounded Variation Sequence, or briefly c ∈ M HBV S, if it has the property
for all positive integer m < n, where the sequence c has only finite nonzero terms and the last nonzero term is c n . It is clear that (see [8] )
RBV S M RBV S and HBV S M HBV S.
Consequently, we assume that the sequence (K (α n )) ∞ n=0 is bounded, that is, that there exists a constant K such that
holds for all n, where K (α n ) denote the sequence of constants appearing in the inequalities (2) or (3) for the sequence α n = (a n,k ) n k=0 , n = 0, 1, 2.... Now we can give the conditions to be used later on. We assume that for all n and 0 ≤ m < n
and
hold if (a n,k ) n k=0 belongs to M RBV S or M HBV S, for n = 1, 2, ..., respectively. As a measure of approximation of f by T n,A f we use the generalized modulus of continuity of f in the space L p defined for β ≥ 0 by the formula
It is clear that for β ≥ α ≥ 0
and it is easily seen that
is the classical modulus of smoothness.
In our theorems we shall consider the pointwise deviation T n,A f (x) − f (x). We shall formulate the special conditions for the functions and moduli of continuity. Consequently, we also give some results on norm approximation. We shall use the matrix which the entries of the rows generate the sequences belonging to the classes of sequences M RBV S and M HBV S. Thus we essentially extend and improve the earlier results [3, Theorem 2, p. 347] and [7] . Moreover, we prove that from our results the pointwise version of the correct form of the Lal theorem follows.
We shall write I 1 ≪ I 2 if there exists a positive constant K, sometimes depending on some parameters, such that I 1 ≤ KI 2 .
Statement of the results
Let us consider a function ω of modulus of continuity type on the interval [0, 2π], i.e. a nondecreasing continuous function having the following properties:
It is clear that, for β > α ≥ 0,
Now, we can formulate our main results on the degrees of pointwise summability. The pointwise nature of our results ensure the assumptions of presented below theorems with f (x) (cf. [1] ).
Supposing a stronger condition than (6) we can obtain a better order of approximation.
and (7) with 0 ≤ β < 1 −
and if (a n,k ) n k=0 ∈ M HBV S, then
Next, we formulate the result on estimates in the L p norm of the deviation considered above.
for β > 0,
for β = 0, and if (a n,k ) n k=0 ∈ M HBV S, then
for β = 0.
Finally, we give some remarks and corollary.
Remark 1 Analyzing the proofs of our Theorems we can deduce that under the additional assumption
we obtain the expression ω π n+1 instead of n k=0 a n,k ω π k+1 or n k=0 a n,n−k ω π k+1 , respectively, in the estimates of our deviation T n,A f − f .
Remark 2
We can observe that taking a n,k = 1 n+1 n ν=k p ν−k Pν we obtain the mean considered in [3] and if (p ν ) is monotonic with respect to ν then (a n,k ) n k=0 ∈ M RBV S. Moreover, under the assumptions of Theorem 1 on a function f , if (p ν ) is nonincreasing sequence such that the condition
holds, then from Remark 1, using Lemma 3, we can obtain the correct form of the result of S. Lal [3] .
i.e. a n,k = 1 n+1 for k = 0, 1, ..., n and a n,k = 0 for k > n, we get from Theorem 3, by Remark 1 with α ∈ (0, 1), the following estimate
p , where 1 < p < ∞. So, we obtain the best order of approximation on wider class of functions.
We can also deduce further remarks.
Remark 3 Analyzing the proof of Theorem 1 we can deduce that taking the assumption (a n,k ) n k=0 ∈ RBV S or (a n,k ) n k=0 ∈ HBV S instead of (a n,k ) n k=0 ∈ M RBV S or (a n,k ) n k=0 ∈ M HBV S , respectively, we obtain the results from the paper [7] .
Remark 4 In the case p ≥ 1 (specially if p = 1) we can suppose that the expression t −β ω (t) is nondecreasing in t instead of the assumption β < 1 − 
Auxiliary results
We begin this section by some notations following A. Zygmund ([10] ). It is clear that
where
Next, we present the known estimates for the Dirichlet kernel.
and, for any real t, we have
More complicated estimates we give with proofs.
Lemma 2 (cf. [4, 7, 8] ) If (a n,k )
and if (a n,k )
Proof. Using partial summation n k=0 a n,k sin (2k + 1) t 2 sin t 2
(cos lt − cos (l + 1) t) + 1 2 a n,n n l=τ −1 (cos lt − cos (l + 1) t)
|a n,k − a n,k+1 | |cos (τ − 1) t − cos (k + 1) t| + 1 2 a n,n |cos (τ − 1) t − cos (n + 1) t| ≤ tA n,τ + n−1 k=τ |a n,k − a n,k+1 | + a n,n or n k=0 a n,k sin (2k + 1) t 2 sin t 2 ≤ tA n,n−τ + 1 2
|a n,k − a n,k+1 | + 2a n,n−τ .
Because (a n,k ) n k=0 ∈ M RBV S we have a n,s+1 − a n,m ≤ |a n,m − a n,s+1 | ≤ s k=m |a n,k − a n,k+1 | ≤ n−1 k=r |a n,k − a n,k+1 | ≪ 1 r + 1 r k≥r/2 a n,k (0 ≤ r ≤ m ≤ s < n) , whence a n,s+1 ≪ a n,m + 1 r + 1 r k≥r/2 a n,k (0 ≤ r ≤ m ≤ s < n) and therefore n k=0 a n,k sin (2k + 1) t 2 sin t 2
Analogously, the relation (a n,k ) n k=0 ∈ M HBV S implies a n,s − a n,m ≤ |a n,m − a n,s | ≤ s−1 k=m |a n,k − a n,k+1 | ≤ r−1 k=0 |a n,k − a n,k+1 | ≪ 1 n − r + 1 n k=r a n,k (0 ≤ m < s ≤ r ≤ n) and a n,s ≪ a n,m + 1 n − r + 1 n k=r a n,k (0 ≤ m < s ≤ r ≤ n) , whence n k=0 a n,k sin (2k + 1) t 2 sin t 2 ≪ tA n,n−τ + 1 τ + 1 n k=n−τ a n,k + a n,n−τ 1 τ
Thus our proof is complete.
Proof. Let (9) holds. Then, using the Hölder inequality
(m + 1)
Proofs of the results

Proof of Theorem 1
Let
where n ≥ 2. Then
By the Hölder inequality
Suppose that (a n,k ) n k=0 ∈ M RBV S. By the Hölder inequality
and for an odd n (n > 2)
the first sum we can estimate similarly like for an even n and therefore
For the second sum we have
Consequently, let (a n,k ) n k=0 ∈ M HBV S. By the Hölder inequality
, Lemma 2 and (6) for an even n
a n,n−2k
and for an odd n (n > 2) For the second sum we have
k=0 a n,n−2k
k=0 a n,n−2k n 2 + 1 β+ 1 p ω π n + 1 ≪ (n + 1)
n k=0 a n,n−k ω π k + 1 .
Collecting these estimates we obtain the desired result.
Proof of Theorem 2
Similarly to the proof of Theorem 1, we have Suppose that (a n,k ) n k=0 ∈ M RBV S. By the Hölder inequality 
