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Abstract The aim of noisy phase retrieval is to estimate a signal x0 ∈ Cd from m noisy intensity mea-
surements b j =
∣∣〈a j,x0〉∣∣2 + η j, j = 1, . . . ,m, where a j ∈ Cd are known measurement vectors and η =
(η1, . . . ,ηm)
⊤ ∈Rm is a noise vector. A commonly used model for estimating x0 is the intensity-based model
x̂ := argmin
x∈Cd ∑
m
j=1
( ∣∣〈a j,x〉∣∣2− b j)2. Although one has already developed many efficient algorithms to
solve the intensity-based model, there are very few results about its estimation performance. In this paper,
we focus on the estimation performance of the intensity-based model and prove that the error bound satisfies
minθ∈R ‖x̂− eiθx0‖2 . min
{√‖η‖2
m1/4
, ‖η‖2‖x0‖2·
√
m
}
under the assumption of m & d and a j, j = 1, . . . ,m, being
Gaussian random vectors. We also show that the error bound is sharp. For the case where x0 is a s-sparse
signal, we present a similar result under the assumption of m& s log(ed/s). To the best of our knowledge, our
results are the first theoretical guarantees for the intensity-based model and its sparse version. Our proofs em-
ploy Mendelson’s small ball method which can deliver an effective lower bound on a nonnegative empirical
process.
Keywords Phase retrieval · Intensity-based model · Estimation performance · Mendelson’s small ball
method · Sparse signals
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1 Introduction
1.1 Phase retrieval
Assume that
b j :=
∣∣〈a j,x0〉∣∣2+η j, j = 1, . . . ,m
where a j ∈ Cd are known measurement vectors and η := (η1, . . . ,ηm)⊤ ∈ Rm is a noise vector. Throughout
this paper, we assume the noise η is a fixed or random vector independent of measurement vectors a j, j =
1, . . . ,m.
To estimate x0 ∈Cd from b := (b1, . . . ,bm)⊤ ∈Rm is referred as phase retrieval. Duo to the physical lim-
itations, optical sensors can record only the modulus of Fraunhofer diffraction pattern while losing the phase
information, and hence phase retrieval has many applications in fields of physical sciences and engineering,
which includes X-ray crystallography [16, 22], microscopy [21], astronomy [9], coherent diffractive imag-
ing [15,26] and optics [30] etc. Despite its simple mathematical form, it has been shown that to reconstruct a
finite-dimensional discrete signal from its Fourier transform magnitudes is generally NP-complete [25].
Based on the least squares criterion, one can employ the following intensity-basedmodel to estimate x0:
min
x∈Cd
m
∑
j=1
(∣∣〈a j,x〉∣∣2− b j)2 . (1)
If x0 is sparse, the following Lasso-type model can be used to estimate x0:
min
x∈Cd
m
∑
j=1
(∣∣〈a j,x〉∣∣2− b j)2 s.t. ‖x‖1 ≤ R. (2)
Though the objective functions are non-convex, many efficient algorithms have been developed to solve (1)
and (2). More specifically, it has been shown thatWirtinger Flow [4], Trust-Region [27], Kaczmarz algorithms
[34] and Gauss-Newton methods [14] can find a global solution of model (1). For sparse phase retrieval, the
Thresholded Wirtinger Flow [1] and Sparse Wirtinger Flow [35] can give a global minimizer of model (2)
efficiently.
In the noiseless case, i.e., b j =
∣∣〈a j,x0〉∣∣2 , j = 1, . . . ,m, the solution to (1) is x0 (up to a unimodular
constant) if m ≥ 4d− 4 and a j, j = 1, . . . ,m, are generic vectors in Cd [6, 33]. However, one still does not
know the distance between the solution to (1) and the true signal x0 in the noise case. The aim of this paper
is to study the performance of (1) and (2) from the theoretical viewpoint.
1.2 Algorithms for phase retrieval
For the last two decades, many algorithms have been designed for phase retrieval, which falls into two cate-
gories: convex methods and non-convex ones.
The convex methods rely on the “matrix-lifting” technique which lifts the quadratic system to a linear
rank-one positive semi-definite programming. Such methods include PhaseLift [3, 5], PhaseCut [29] etc.
Although the convexmethods have good theoretical guarantees, however, they require to solve a semi-definite
program in the “lifted” space Cd
2
rather than Cd , where d is the dimension of signals. Thus the memory
requirements and computational complexity become quite high, which makes it prohibitive for large-scale
problems in practical applications.
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The non-convex methods operate directly on a lower-dimensional space, which achieves significantly
improved computational performance. The oldest non-convex algorithms for phase retrieval are based on
alternating projection including Gerchberg-Saxton [15] and Fineup [11], but lack of theoretical guarantees.
The first non-convex algorithm with theoretical guarantees was given by Netrapalli et al who show that the
AltMinPhase [23] algorithm converges linearly to the true solution up to a global phase with O(d log3 d)
resampling Gaussian random measurements.
Another alternative approach for phase retrieval is to solve the following amplitude-basedmodel:
min
x∈Cd
m
∑
j=1
(∣∣〈a j,x〉∣∣−ψ j)2 , (3)
where ψ j :=
√
b j, j = 1, . . . ,m. Through an appropriate initialization, many computational algorithms can
be used to solve (3) successfully such as Truncated Amplitude Flow (TAF) [31], Reshaped Wirtinger Flow
(RWF) [36] and PerturbedAmplitude Flow (PAF) [13]. It has been proved that TAF, RWF and PAF algorithms
converge linearly to the true solution up to a global phase under O(d) Gaussian random measurements.
1.2.1 Algorithms for solving intensity-based model
In [4], Cande`s, Li and Soltanolkotabi develop the Wirginger Flow (WF) to solve (1) and proveWF algorithm
can achieve the linear convergencewithO(d logd)Gaussian randommeasurements. Lately, Chen and Cande`s
improve the result to O(d)Gaussian randommeasurements by TruncatedWirginger Flow (TWF) [7]. In [14],
Gao and Xu propose a Gauss-Newton algorithm to solve (1) and prove the Gauss-Newton method can achieve
quadratic convergence for real signals with O(d logd) Gaussian randommeasurements. In [27], Sun, Qu, and
Wright prove that the objective function of (1) has a benign global geometric landscape under O(d log3 d)
Gaussian random measurements and develop a Trust-Region method to find a global solution. For sparse
phase retrieval, a standard ℓ1 relaxation technique leads to the corresponding sparse intensity-based model
(2). It has been shown that combining with a nice initialization and the thresholding technique, the gradient
descent method can be used to solve (2) efficiently [1, 35]. The theoretical results concerning the injective of
sparse phase retrieval can be found in [32].
1.3 Related work
1.3.1 PhaseLift
We first introduce the estimation performance of PhaseLift for noisy phase retrieval. In [3], Cande`s and Li
suggest the following model to estimate x0:
min
X∈Cd×d
m
∑
j=1
∣∣a∗jXa j− b j∣∣ s.t. X  0. (4)
They prove that the solution X̂ to (4) obeys
‖X̂−x0x∗0‖F .
‖η‖1
m
with high probability provided m & d and a j, j = 1, . . . ,m, are Gaussian random vectors. Though (4) is a
convex model, one need to solve it in a “lifted” space Cd
2
. However, for the intensity-based model, one
just need to operate on the low-dimensional space Cd . So, there is essential difference between (4) and the
intensity-based model (1).
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1.3.2 The performance of the amplitude-based model for phase retrieval
As shown before, the amplitude-based mode (3) is an alternative model for phase retrieval. In [17], Huang
and Xu studied the estimation performance of the amplitude-based model (3) for real signals. They prove
that the solution x̂ to (3) satisfies
min‖x̂±x0‖2 . ‖η‖2√
m
with high probability providedm& d and a j, j= 1, . . . ,m, are Gaussian random vectors. They also prove that
the reconstruction error ‖η‖2/
√
m is sharp.
Furthermore, in [17], Huang and Xu consider the following constrained nonlinear Lasso model to estimate
s-sparse signals x0:
min
x∈Cd
m
∑
j=1
(∣∣〈a j,x〉∣∣−ψ j)2 s.t. ‖x‖1 ≤ R. (5)
They show that any global solution x̂ to (5) with R := ‖x0‖1 obeys
min‖x̂±x0‖2 . ‖η‖2√
m
with high probability provided m& s log(ed/s) and a j, j = 1, . . . ,m, are Gaussian random vectors.
The results from [17] hold only for real signals and it seems highly nontrivial to extend them to the
complex case. However, the results in this paper hold for both real and complex signals.
1.4 Our contributions
As shown before, one has already developed many algorithms to solve the intensity-based model (1). To our
knowledge, there is no result concerning the reconstruction error of (1) for noisy phase retrieval from the
theoretical viewpoint. The aim of this paper is to study the estimation performance of the intensity-based
model (1) and its sparse version (2).
Our first result states that the reconstruction error of (1) can be reduced proportionally to ‖η‖2/
√
m and
it becomes quite small if ‖η‖2 is bounded and m is large.
Theorem 1 Suppose that the measurements a j ∼ 1/
√
2 ·N(0, Id)+ i/
√
2 ·N(0, Id) are i.i.d. Gaussian ran-
dom vectors and the measurement number m & d. Then the following holds with probability at least 1−
3exp(−cm). For all x0 ∈Cd , the solution x̂ ∈Cd to (1) satisfies
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 . min
{√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}
. (6)
According to Theorem 1, the following holds with high probability
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 . min
{√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}
=

√
‖η‖2
m1/4
if ‖x0‖2 <
√
‖η‖2
m1/4
‖η‖2
‖x0‖2·
√
m
if ‖x0‖2 ≥
√
‖η‖2
m1/4
.
The next theorem shows that the reconstruction error bounds in Theorem 1 are sharp.
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Theorem 2 Suppose that the measurementsa j ∼ 1/
√
2 ·N(0, Id)+ i/
√
2 ·N(0, Id) are i.i.d. Gaussian random
vectors and the measurement number m & d logd. Assume that η ∈ Rm is a fixed vector which satisfies
|∑mj=1 η j| &
√
m‖η‖2. Then with probability at least 1− c′ exp(−cm)− c′′m−d the following holds: For all
x0 ∈ Cd , the solution x̂ ∈ Cd to (1) satisfies
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 &

√
‖η‖2
m1/4
if ‖x0‖2 <
√
‖η‖2
m1/4
‖η‖2
‖x0‖2·
√
m
if ‖x0‖2 ≥
√
‖η‖2
m1/4
. (7)
Here, c′,c′′ and c denote universal positive constants.
Remark 1 In Theorem 2, we require the noise vector should satisfy the condition |∑mj=1 η j| &
√
m‖η‖2.
There exist many noise vectors satisfying this condition. For example, if each entry of the noise vector η is
generated from Poisson distribution, then the condition holds with high probability.
We next turn to the phase retrieval for sparse signals. We assume that x0 ∈ Cd is a s-sparse vector and
consider to estimate x0 from b= (b1, . . . ,bm)
⊤ by solving the following model:
min
x∈Cd
m
∑
j=1
(∣∣〈a j,x〉∣∣2− b j)2 , s.t. ‖x‖1 ≤ R, (8)
where R is a parameter which specifies a desired sparsity level of the solution. The estimation performance
of (8) is stated as follows.
Theorem 3 Suppose that the measurementsa j ∼ 1/
√
2 ·N(0, Id)+ i/
√
2 ·N(0, Id) are i.i.d. Gaussian random
vectors and the measurement number m & s log(ed/s). Then the following holds with probability at least
1− 5exp(−cm). For any s-sparse vector x0 ∈ Cd , the solution x̂ ∈ Cd to (8) with parameter R := ‖x0‖1
satisfies
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 . min
{√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}
. (9)
1.5 Notations
Throughout this paper, we assume the measurementsa j ∈Cd , j= 1, . . . ,m are i.i.d. Gaussian random vectors.
Here we say a vectora∈Cd is Gaussian random if a∼ 1/√2 ·N(0, Id)+ i/
√
2 ·N(0, Id). We use the notations
‖·‖2 and ‖·‖∗ to denote the operator norm and nuclear norm of the matrix, respectively. For any A,B ∈ R,
we use A . B to denote A ≤ C0B where C0 ∈ R+ is an absolute constant. The notion & can be defined
similarly. In this paper, we useC,c and the subscript (superscript) form of them to denote universal constants
whose values vary with the context. Throughout this paper, we set H d×d(C) := {X ∈ Cd×d : X∗ = X} and
H d×dr (C) := {X ∈ Cd×d : X∗ = X , rank(X)≤ r}, respectively.
1.6 Organization
The paper is organized as follows. In Section 2, we study the recovery of low-rank matrices from rank-one
measurements, which plays a key role in the proofs of main results. We also believe that the results in Section
2 are independent interesting. Combining the Mendelson’s small ball method and the results in Section 2, we
present the proofs of Theorem 1 and Theorem 2 in Section 3. Finally, we present the proof of Theorem 3 in
Section 4.
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2 The recovery of low-rank matrices from rank-one measurements
In this section, we focus on the following model:
min
X∈H d×d(C)
m
∑
j=1
(
a∗jXa j− b j
)2
s.t. rank(X)≤ r, (10)
where H d×d(C) := {X ∈ Cd×d : X∗ = X}. A simple observation is that x̂ is a solution to (1) if and only if
X̂ := x̂x̂∗ is a solution to (10) with r = 1. Hence, (10) can be regarded as a lifted version of (1). To prove the
main results of this paper, we next characterize the estimation performance of optimization model (10).
2.1 The performance of (10)
The main result of this section is the following theorem which gives the estimation performance of (10).
We believe it is also independent interesting in the area of the recovery of low-rank matrices from rank-one
measurements [2, 8, 18, 20].
Theorem 4 Suppose that a j, j = 1, . . . ,m, are i.i.d. Gaussian random vectors. If m& dr, then the following
holds with probability at least 1− 3exp(−cm): for all positive semi-definite matrix X0 ∈ H d×dr (C), the
solution X̂ to (10) with noisy measurements b j = a
∗
jX0a j+η j, j = 1, . . . ,m satisfies
‖X̂−X0‖F .
√
r
m
‖η‖2, (11)
where η := (η1, . . . ,ηm)
⊤ ∈Rm is a noise vector.
To prove Theorem 4, we next show that the rank-one Gaussian measurements satisfy the (one-sided)
restricted isometry property over low-rank matrices. We postpone its proof to the end of this section.
Lemma 1 Suppose that a j, j = 1, . . . ,m, are i.i.d. Gaussian random vectors. If m& dr, then with probability
at least 1− exp(−cm) it holds(
m
∑
j=1
(a∗jHa j)
2
)1/2
&
√
m‖H‖F , for all H ∈H d×dr (C),
where r < d and c is a positive constant.
We also need the following lemma:
Lemma 2 Suppose that a j, j = 1, . . . ,m are i.i.d. Gaussian random vectors and ε1, . . . ,εm are independent
Rademacher random variables. If m& d, then
(i) E 1√
m
‖∑mj=1 ε ja ja∗j‖2 .
√
d.
(ii) Suppose that η j ∈ R, j = 1, . . . ,m. The following holds with probability at least 1− 2exp(−cm)
‖
m
∑
j=1
η ja ja
∗
j‖2 .
√
m‖η‖2.
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Now, we can give the proof of Theorem 4.
Proof of Theorem 4 Noting that X̂ is the global solution to (10) and X0 is a feasible point, we have
m
∑
j=1
(
a∗j X̂a j− b j
)2
≤
m
∑
j=1
(
a∗jX0a j− b j
)2
,
which implies
m
∑
j=1
(a∗jHa j)
2 ≤ 2
m
∑
j=1
η j(a
∗
jHa j), (12)
where H = X̂ − X0 ∈ H d×d2r (C). Lemma 1 shows that the following holds with probability at least 1−
exp(−cm) (
m
∑
j=1
(a∗jHa j)
2
)1/2
&
√
m‖H‖F for all H ∈H d×d2r (C). (13)
On the other hand, noting that H ∈H d×d2r (C), we obtain
m
∑
j=1
η j(a
∗
jHa j) = 〈
m
∑
j=1
η ja ja
∗
j ,H〉 ≤
√
2r‖
m
∑
j=1
η ja ja
∗
j‖2‖H‖F
.
√
mr‖η‖2‖H‖F
(14)
with probability at least 1− 2exp(−cm). Here, the last inequality follows from Lemma 2. Putting (13) and
(14) into (12), we arrive at the conclusion
‖Xˆ−X0‖F = ‖H‖F .
√
r
m
‖η‖2.
⊓⊔
2.2 Proofs of Lemma 1 and Lemma 2
We first introduce some lemmas which are useful in our arguments. Particularly, the Mendelson’s small
ball method (see [28]) plays a key role in our proof, which is a strategy to establish a lower bound for
infx∈E ∑mj=1
∣∣〈x,φ j〉∣∣2 where φ j ∈ Rd are independent random vectors and E is a subset of Rd .
Lemma 3 [28, Proposition 5.1] Fix E ⊂ Rd and let φ1, . . . ,φm be independent copies of a random vector φ
in Rd . For any ξ ≥ 0, define
Qξ (E,φ) := inf
u∈E
P{|〈φ ,u〉| ≥ ξ}
and
Wm(E,φ) := E sup
u∈E
〈h,u〉 where h := 1√
m
m
∑
j=1
ε jφ j
with ε1, . . . ,εm being independent Rademacher random variables. Then for any ξ > 0 and t > 0 the following
holds with probability at least 1− exp(−t2/2):
inf
u∈E
(
m
∑
j=1
∣∣〈φ j ,u〉∣∣2
)1/2
≥ ξ√mQ2ξ (E,φ)− 2Wm(E,φ)− ξ t.
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The following lemma is a consequence of the classical Paley-Zygmund inequality (e.g., [10, 19]). One
version of the Paley-Zygmund inequality stated in [12].
Lemma 4 [12, Lemma 7.16] If a nonnegative random variable Z has finite second moment, then
P(Z > t)≥ (EZ− t)
2
EZ2
, 0≤ t ≤ EZ.
We next present the proof of Lemma 2.
Proof of Lemma 2 We first prove (i). We assume that N is an 1/4-net of the complex unit sphere Sd−1 ⊂Cd .
Then we have
‖
m
∑
j=1
ε ja ja
∗
j‖2 ≤ 2 max
x∈N
∣∣∣ m∑
j=1
ε j
∣∣a∗jx∣∣2 ∣∣∣. (15)
For any fixed x ∈ Sd−1, ε j |a∗jx|2, j = 1, . . . ,m are independent centered sub-exponential random variables
with the sub-exponential norm being a constant. By Bernstein’s inequality, we have
P
{∣∣∣ m∑
j=1
ε j
∣∣a∗jx∣∣2 ∣∣∣≥ C√md+ t√m2
}
≤ 2exp(−c(C2d+ t2)) .
Noting that |N | ≤ 92d , we obtain
P
{
max
x∈N
∣∣∣ m∑
j=1
ε j
∣∣a∗jx∣∣2 ∣∣∣≥ C√md+ t√m2
}
≤ 2exp(−ct2) . (16)
Here, we choose the constant C and c satisfying C2 · c ≥ 2ln9. Combining (15) and (16), we obtain that if
m& d then with probability at least 1− 2exp(−ct2) it holds
1√
m
‖
m
∑
j=1
ε ja ja
∗
j‖2 ≤C
√
d+ t.
According to the definition of expectation, we have
E
1√
m
‖
m
∑
j=1
ε ja ja
∗
j‖2 =
∫ ∞
0
P
{
1√
m
‖
m
∑
j=1
ε ja ja
∗
j‖2 ≥ t
}
dt
≤ C
√
d+ 2
∫ ∞
0
e−ct
2
dt
.
√
d.
Next, we turn to prove (ii). Similar to the argument for (i), we have
‖
m
∑
j=1
η ja ja
∗
j‖2 ≤ 2 max
x∈N
∣∣∣ m∑
j=1
η j
∣∣a∗jx∣∣2 ∣∣∣, (17)
where the cardinality |N | ≤ 92d . For any fixed x ∈ Sd−1, the terms |a∗jx|2 are independent sub-exponential
random variables. According to Bernstein’s inequality, we have
P
{
m
∑
j=1
η j
∣∣a∗jx∣∣2 ≥ m∑
j=1
η j+C1
√
m‖η‖2
}
≤ 2exp(−cm) .
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Taking the union bound, we can obtain that for m& d with probability at least 1− 2exp(−cm)
‖
m
∑
j=1
η ja ja
∗
j‖2 ≤
m
∑
j=1
η j+C1
√
m‖η‖2 .
√
m‖η‖2.
Thus we arrive at the conclusion. ⊓⊔
Finally, we give the proof of Lemma 1.
Proof of Lemma 1 Due to homogeneity, without loss of generality we can assume ‖H‖F = 1. We prove
the conclusion by employing Mendelson’s small ball method (see Lemma 3 and Lemma 4). We identify
H d×d(C) ∈Cd×d with Rd2 . For any ξ ≥ 0 define
Qξ := inf
H∈H d×dr (C)
P
{∣∣a∗jHa j∣∣≥ ξ}
and
Wm := E sup
H∈H d×dr (C)
〈H,A〉 where A := 1√
m
m
∑
j=1
ε ja ja
∗
j .
Here, the ε1, . . . ,εm are independent Rademacher random variables. Then from Lemma 3 with probability at
least 1− exp(−t2/2)
inf
H∈H d×dr (C)
(
m
∑
j=1
(a∗jHa j)
2
)1/2
≥ ξ√mQ2ξ − 2Wm− ξ t (18)
for any ξ > 0 and t > 0. To this end, we only need to estimate Q2ξ andWm. For the term Q2ξ , according to
the Payley-Zygmund inequality (Lemma 4), we have
P
{∣∣a∗jHa j∣∣2 ≥ 12E ∣∣a∗jHa j∣∣2
}
≥ 1
4
·
(E
∣∣∣a∗jHa j∣∣∣2)2
E
∣∣∣a∗jHa j∣∣∣4 . (19)
By spectral decomposition,we can writeH :=∑rj=1 λ jv jv
∗
j where λ1, . . . ,λr ∈R are eigenvalues and v1, . . . ,vr ∈
Cd are orthonormal eigenvectors. For a standard complex Gaussian random Z ∼ 1/√2 ·N(0,1) + i/√2 ·
N(0,1), we have E |Z|2k = k!,k ∈ Z+. By the unitary invariance of Gaussian random vectors, we can obtain
E
∣∣a∗jHa j∣∣2 = E
(
r
∑
k=1
λk
∣∣a j,k∣∣2
)2
= 2
r
∑
k=1
λ 2k + 2 ∑
1≤k<l≤r
λkλl
=
r
∑
k=1
λ 2k +
(
r
∑
k=1
λk
)2
≥ ‖H‖2F .
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Observing that ‖H‖2F = ∑rk=1 λ 2k = 1, it implies |λk| ≤ 1. Then |∑rk=1 λ 3k | ≤ ∑rk=1 λ 2k = 1 and ∑rk=1 λ 4k ≤
∑rk=1 λ
2
k = 1. Thus we have
E
∣∣a∗jHa j∣∣4 = ∑
j,k,l,s
λ jλkλlλs+ ∑
k,l,s
λ 2k λlλs+ 2∑
k,l
λ 2k λ
2
l + 4∑
k,l
λ 3k λl + 16∑
k
λ 4k
=
( r
∑
k=1
λk
)4
+ ‖H‖2F
( r
∑
k=1
λk
)2
+ 2‖H‖4F + 4
( r
∑
k=1
λ 3k
)( r
∑
k=1
λk
)
+ 16
r
∑
k=1
λ 4k
≤
( r
∑
k=1
λk
)4
+
( r
∑
k=1
λk
)2
+ 2
(
1+
( r
∑
k=1
λk
)2)
+ 18
≤ 20(E
∣∣a∗jHa j∣∣2)2.
Here, we use 2|∑rk=1 λk| ≤ 1+
(
∑rk=1 λk
)2
in the first inequality and (E|a∗jHa j|2)2=(∑rk=1 λk)4+2(∑rk=1 λk)2+
1 in the last inequality.
Putting those estimations into (19), we obtain
P
{∣∣a∗jHa j∣∣2 ≥ 12‖H‖2F
}
≥ 1
80
,
which implies
Q1/
√
2 ≥
1
80
. (20)
We next present an upper bound for Wm = EsupH∈H d×dr (C)〈H,A〉. For any H ∈ H
d×d
r (C), by spectral
decomposition, we can write H = ∑rj=1λ jv jv
∗
j . Then
〈H,A〉=
r
∑
j=1
λ jv
∗
jAv j ≤ ‖A‖2 ·
r
∑
j=1
∣∣λ j∣∣= ‖A‖2‖H‖∗ ≤√r‖A‖2.
Here, we use the fact the nuclear norm ‖H‖∗ ≤
√
r‖H‖F due to rank(H)≤ r. It gives that
Wm = E sup
H∈H d×dr (C)
〈H,A〉 ≤ √rE‖A‖2.
Recall that A = 1√
m ∑
m
j=1 ε ja ja
∗
j where ε1, . . . ,εm are independent Rademacher random variables, indepen-
dent from everything else. From Lemma 2, we have
E‖ 1√
m
m
∑
j=1
ε ja ja
∗
j‖2 .
√
d.
It gives that
Wm .
√
dr. (21)
Choosing ξ =
√
2/4, t = c
√
m for a sufficient small constant c and putting (20) and (21) into (18), we arrive
at the conclusion that for m& dr with probability at least 1− exp(−cm)
inf
H∈H d×dr (C)
(
m
∑
j=1
(a∗jHa j)
2
)1/2
&
√
m.
⊓⊔
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3 Proofs of Theorem 1 and Theorem 2
Note that
b j =
∣∣〈a j,x0〉∣∣2+η j = a∗jX0a j+η j, j = 1, . . . ,m, (22)
where X0 := x0x
∗
0. Thus the result in Theorem 4 can be applied to prove Theorem 1.
Proof of Theorem 1 Let X0 := x0x
∗
0. Since x̂ is the global solution to (1), X̂ := x̂x̂
∗ is the global solution to
(10) with r = 1. From Lemma 4, we obtain that for m& d with probability at least 1− 3exp(−cm)
‖x̂x̂∗−x0x∗0‖F .
‖η‖2√
m
. (23)
We claim that for any u,v ∈ Cd it holds
min
θ∈[0,2pi)
‖u− eiθv‖2 ≤ 2‖uu
∗−vv∗‖F
‖v‖2 . (24)
Indeed, choosing θ := Phase(v∗u) and setting v¯ := eiθv, then 〈u, v¯〉 ≥ 0. Let h := u− v¯. Then we have
‖uu∗−vv∗‖2F = ‖uu∗− v¯v¯∗‖2F
= ‖hh∗+hv¯∗+ v¯h∗‖2F
= ‖h‖42+ 4‖h‖22〈h, v¯〉+ 2〈h, v¯〉2+ 2‖h‖22‖v¯‖22
≥ (4− 2
√
2)‖h‖22〈h, v¯〉+ 2‖h‖22‖v¯‖22
= (4− 2
√
2)‖h‖22〈u, v¯〉+(2
√
2− 2)‖h‖22‖v¯‖22
≥ 1
2
‖h‖22‖v¯‖22,
where the last line follows from the fact 〈u, v¯〉 ≥ 0. Thus we obtain (24). Combining (23) and (24), we arrive
at
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 ≤ 2‖x0‖2 ‖x̂x̂
∗−x0x∗0‖F .
‖η‖2
‖x0‖2
√
m
. (25)
We next show
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 . ‖x0‖2+
√
‖η‖2
m1/4
.
Indeed, according to (23), we have
‖x̂‖22 = ‖x̂x̂∗‖F ≤ ‖x0x∗0‖F + ‖x̂x̂∗−x0x∗0‖F . ‖x0‖22+
‖η‖2√
m
,
which implies
‖x̂‖2 . ‖x0‖2+
√
‖η‖2
m1/4
.
Hence, we have
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 ≤ ‖x̂‖2+ ‖x0‖2 . ‖x0‖2+
√‖η‖2
m1/4
. (26)
Combining (25) and (26), we obtain that
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 .min{‖x0‖2+
√‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.
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A simple calculation shows
min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}= ‖η‖2‖x0‖2 ·
√
m
provided ‖x0‖2 ≥
√
5−1
2
·
√
‖η‖2
m1/4
. For the case where ‖x0‖2 <
√
5−1
2
·
√
‖η‖2
m1/4
, we have
min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}= ‖x0‖2+
√
‖η‖2
m1/4
≤
√
5+ 1
2
·
√
‖η‖2
m1/4
.
Hence, we obtain
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 .min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.min{
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.
⊓⊔
3.1 Proof of Theorem 2
We first introduce some lemmas which are useful in the proof of Theorem 2.
Lemma 5 [27, Lemma 6.4] Let a j, j = 1, . . . ,m, be i.i.d Gaussian random vectors. For any δ ∈ (0,1), if
m≥C(δ )d logd then the following holds with probability at least 1− c′ exp(−c(δ )m)− c′′m−n
1
m
m
∑
j=1
∣∣a∗ju∣∣2 ∣∣a∗jv∣∣2 ≤ (1+ δ )(‖u‖2‖v‖2+ |u∗v|2) for all u,v ∈ Cd .
Lemma 6 Assume m & d. Let a j, j = 1, . . . ,m, be Gaussian random vectors and η ∈ Rm be a vector. Then
the following holds with probability at least 1− 2exp(−cm)
1
m
m
∑
j=1
η ja
∗
jXa j .
‖η‖2√
m
‖X‖∗, for all X ∈H d×d(C).
Here, ‖·‖∗ denotes the nuclear norm of the matrix.
Proof Assume the rank of matrix X is r. Then by the spectral decomposition, we can write X = ∑rk=1 λkvkv
∗
k
where vk are unit vectors. It implies that
1
m
m
∑
j=1
η ja
∗
jXa j =
r
∑
k=1
λkv
∗
k
(
1
m
m
∑
j=1
η ja ja
∗
j
)
vk.
According to Lemma 2, if m& d then with probability at least 1− 2exp(−cm)
‖ 1
m
m
∑
j=1
η ja ja
∗
j‖2 .
‖η‖2√
m
.
Thus we arrive at the following conclusion
1
m
m
∑
j=1
η ja
∗
jXa j .
‖η‖2√
m
·
r
∑
k=1
|λk|= ‖η‖2√
m
‖X‖∗.
⊓⊔
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Proof of Theorem 2 Let
f (x) =
m
∑
j=1
(∣∣〈a j,x〉∣∣2− b j)2 .
Then the Wirtinger gradient (see, eg, [4]) of f is
∇ f (x) = 4
m
∑
j=1
(∣∣〈a j,x〉∣∣2− b j)a ja∗jx.
Since x̂ is the solution to (1), we have
∇ f (x̂) = 4
m
∑
j=1
(∣∣〈a j, x̂〉∣∣2− b j)a ja∗jx̂= 0. (27)
Set X̂ := x̂x̂∗, X0 := x0x∗0 and H := X̂−X0. Noting that b j = a∗jX0a j+η j, we can rewrite (27) as
m
∑
j=1
(a∗jHa j)a ja
∗
jx̂=
m
∑
j=1
η ja ja
∗
j x̂. (28)
We first give an upper bound for the term ‖∑mj=1(a∗jHa j)a ja∗jx̂‖2. Note that H is a Hermitian matrix
with rank(H) ≤ 2. By spectral decomposition, we can write H := λ1v1v∗1 + λ2v2v∗2 where λ1,λ2 ∈ R are
eigenvalues and v1,v2 ∈ Cd are orthonormal eigenvectors. Thus
‖
m
∑
j=1
(a∗jHa j)a ja
∗
jx̂‖2 ≤‖
m
∑
j=1
(a∗jHa j)a ja
∗
j‖2‖x̂‖2
≤
(
|λ1|
∥∥∥ m∑
j=1
∣∣a∗jv1∣∣2a ja∗j∥∥∥
2
+ |λ2|
∥∥∥ m∑
j=1
∣∣a∗jv2∣∣2a ja∗j∥∥∥
)
‖x̂‖2.
(29)
Note that
‖
m
∑
j=1
∣∣a∗jv1∣∣2a ja∗j‖2 = sup
‖u‖2≤1
m
∑
j=1
∣∣a∗ju∣∣2 ∣∣a∗jv1∣∣2 .
According to Lemma 5, we can obtain that if m & d logd then with probability at least 1− c′ exp(−cm)−
c′′m−n it holds
‖
m
∑
j=1
∣∣a∗jv1∣∣2a ja∗j‖2 ≤ 3m. (30)
Similarly, we have
‖
m
∑
j=1
∣∣a∗jv2∣∣2a ja∗j‖2 ≤ 3m. (31)
Combining (29), (30) and (31), we obtain
‖
m
∑
j=1
(a∗jHa j)a ja
∗
jx̂‖2 ≤ 3
√
2m‖H‖F‖x̂‖2 for all H ∈H d×d2 (C), (32)
where we use the fact that |λ1|+ |λ2|= ‖H‖∗ ≤
√
2‖H‖F .
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We next present a lower bound for the term ‖∑mj=1 η ja ja∗j x̂‖2. A simple observation is that
‖
m
∑
j=1
η ja ja
∗
jx̂‖2 ≥
∣∣∣∣∑mj=1 η j ∣∣∣a∗jx̂∣∣∣2∣∣∣∣
‖x̂‖2 . (33)
According to Bernstein’s inequality, if m& d then with probability at least 1− 2exp(−cm)∣∣∣ m∑
j=1
η j
∣∣a∗jx̂∣∣2 ∣∣∣≥
(∣∣ m∑
j=1
η j
∣∣− c1√m‖η‖2
)
‖x̂‖22 (34)
holds for a sufficient small constant c1. Next, we give a uniform bound for (34). By homogeneity, it suffices
to consider the case where ‖x̂‖2 = 1. We assume that N is an ε-net of the unit complex sphere in Cd and
hence the covering number #N ≤ (1+ 2ε )2d . For any x̂′ ∈ Cd with ‖x̂′‖2 = 1, there exists a x̂ ∈ N such
that ‖x̂′− x̂‖2 ≤ ε . Using Lemma 6, we can obtain that if m& d then the following holds with probability at
least 1− 2exp(−cm) ∣∣∣ m∑
j=1
η j
∣∣a∗jx̂′∣∣2 ∣∣∣− ∣∣∣ m∑
j=1
η j
∣∣a∗j x̂∣∣2 ∣∣∣ ≤ ∣∣∣ m∑
j=1
η ja
∗
j(x̂
′x̂′∗− x̂x̂∗)a j
∣∣∣
.
√
m‖η‖2‖x̂′x̂′∗− x̂x̂∗‖∗
≤
√
2m‖η‖2‖x̂′x̂′∗− x̂x̂∗‖F
.
√
m‖η‖2ε, (35)
where we use the fact that ‖A‖∗ ≤
√
r‖A‖F for any matrix A with rank(A) ≤ r in the third line. Choosing a
sufficient small constant ε and combining (34) and (35), we obtain that if m& d then with probability at least
1− 4exp(−cm) ∣∣∣ m∑
j=1
η j
∣∣a∗j x̂∣∣2 ∣∣∣≥
(∣∣ m∑
j=1
η j
∣∣− c2√m‖η‖2
)
‖x̂‖22 for all x̂ ∈ Cd (36)
holds for a sufficient small constant c2. Recall that
∣∣∑mj=1 η j∣∣&√m‖η‖2. Putting it into (36) and combining
with (33), we have
‖
m
∑
j=1
η ja ja
∗
j x̂‖2 &
√
m‖η‖2‖x̂‖2 for all x̂ ∈Cd . (37)
Combining (28), (32) and (37), we obtain
‖H‖F = ‖x̂x̂∗−x0x∗0‖F &
‖η‖2√
m
. (38)
Finally, for any θ ∈ [0,2pi), we have
‖x̂x̂∗−x0x∗0‖F = ‖x̂x̂∗− x̂x∗0e−iθ + x̂x∗0e−iθ −x0x∗0‖F
≤ ‖x̂‖2‖x̂−x0eiθ‖2+ ‖x0‖2‖x̂−x0eiθ‖2.
(39)
If ‖x0‖2 <
√
‖η‖2
m1/4
, then Theorem 1 gives
‖x̂‖2 . ‖x0‖2+
√
‖η‖2
m1/4
<
2
√
‖η‖2
m1/4
. (40)
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Combining (38), (39) and (40), we have
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 & m
1/4√
‖η‖2
· ‖x̂x̂∗−x0x∗0‖F &
√
‖η‖2
m1/4
.
On the other hand, if ‖x0‖2 ≥
√
‖η‖2
m1/4
, then Theorem 1 gives
‖x̂‖2 . ‖x0‖2+ ‖η‖2‖x0‖2 ·
√
m
≤ 2‖x0‖2.
Thus we obtain
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 & 1‖x0‖2 ‖x̂x̂
∗−x0x∗0‖F &
‖η‖2
‖x0‖2
√
m
.
⊓⊔
4 Proof of Theorem 3
To state conveniently, we set
Sd,s :=
{
x ∈ Cd : ‖x‖2 ≤ 1,‖x‖0 ≤ s
}
,
and
Kd,s :=
{
x ∈ Cd : ‖x‖2 ≤ 1,‖x‖1 ≤
√
s
}
.
The relationship of the two sets are characterized by the following lemma:
Lemma 7 [24, Lemma 3.1] It holds that conv(Sd,s) ⊂ Kd,s ⊂ 2conv(Sd,s), where conv(Sd,s) denotes the
convex hull of Sd,s.
The next lemma plays a key role in the proof of Theorem 3.
Lemma 8 Suppose that a j ∈Cd , j= 1, . . . ,m, are i.i.d. Gaussian random vectors and ε1, . . . ,εm are indepen-
dent Rademacher random variables. Assume that η ∈ Rm is a vector. If m & s log(ed/s), then the following
holds with probability at least 1− 4exp(−cm):
(i) There exists a sufficient small constant c0 such that for all u,v ∈ Kd,s∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣≤ c0m.
(ii) For all u,v ∈ Kd,s, we have
m
∑
j=1
η ja
∗
juv
∗a j . 〈u,v〉 ·
m
∑
j=1
η j+
√
m‖η‖2.
(iii)
inf
H∈Md,s
(
m
∑
j=1
(a∗jHa j)
2
)1/2
&
√
m,
where the set Md,s is defined as
Md,s :=
{
hh∗+hx∗+xh∗
‖hh∗+hx∗+xh∗‖F ∈H
d×d
2 (C) : h/‖h‖2 ∈ Kd,s,x ∈ Kd,s,‖h‖2 ≤ 2‖hh∗+hx∗+xh∗‖F
}
.
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Proof We first prove (i). Due to Lemma 7, we have
sup
u,v∈Kd,s
∣∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣∣. sup
u,v∈Sd,s
∣∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣∣.
To this end, it is enough to present an upper bound for sup
u,v∈Sd,s
∣∣∑mj=1 ε ja∗juv∗a j∣∣. For any fixed u,v ∈
Sd,s, the terms ε ja
∗
juv
∗a j are independent, mean zero, sub-exponential random variables. The Bernstein’s
inequality gives
P
{∣∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣∣≥ c1m
}
≤ 2exp(−cm)
for some sufficient small positive constant c1. Suppose thatN is an ε-net on Sd,s×Sd,s. Hence, for anyu,v ∈
Sd,s, there exist u0,v0 ∈ N satisfying ‖u−u0‖2 ≤ ε and ‖v−v0‖2 ≤ ε . Note that the matrix uv∗−u0v∗0
has at most 2s nonzero columns and 2s nonzero rows because of u,v,u0,v0 ∈ Sd,s. Using Lemma 6, we can
obtain if m& 2s then with probability at least 1− 2exp(−cm) it holds∣∣∣∣∣∣∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣∣− ∣∣∣ m∑
j=1
ε ja
∗
ju0v
∗
0a j
∣∣∣∣∣∣∣∣≤ ∣∣∣ m∑
j=1
ε ja
∗
j(uv
∗−u0v∗0)a j
∣∣∣
≤ c2m‖uv∗−u0v∗0‖F
≤ 2c2mε,
where we use ‖A‖∗ ≤
√
r‖A‖F for any matrix A with rank(A) ≤ r. Note that the covering number #N ≤
exp(Cs log(ed/s)/ε2). Choosing a sufficient small constant ε and taking the union bound over N , we obtain
that if m& s log(ed/s) then with probability at least 1− 4exp(−cm)
sup
u,v∈Sd,s
∣∣∣ m∑
j=1
ε ja
∗
juv
∗a j
∣∣∣≤ c0m
holds for some sufficient small positive constant c0. We arrive at the conclusion.
The proof of (ii) is similar to that of (i). Thus we only give a brief description. For any fixed u,v ∈ Sd,s,
the terms a∗juv
∗a j are independent sub-exponential random variables. Then the Bernstein’s inequality gives
P
{
m
∑
j=1
η ja
∗
juv
∗a j ≥ 〈u,v〉 ·
m
∑
j=1
η j+ c
′
1
√
m‖η‖2
}
≤ 2exp(−cm). (41)
Constructing an ε-net N on Sd,s× Sd,s and taking the union bound, we can obtain that if m & s log(ed/s)
then with probability at least 1− 4exp(−cm)
m
∑
j=1
η ja
∗
juv
∗a j . 〈u,v〉 ·
m
∑
j=1
η j+
√
m‖η‖2
holds for all u,v ∈ Sd,s. Using Lemma 7, we arrive at the conclusion.
We next turn to prove (iii). Our idea is to use Mendelson’s small ball method. We set
Qξ := inf
H∈Md,s
P
{∣∣a∗jHa j∣∣≥ ξ}
and
Wm := E sup
H∈Md,s
〈H,A〉 where A := 1√
m
m
∑
j=1
ε ja ja
∗
j .
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Here, the ε1, . . . ,εm are independent Rademacher random variables. Then Lemma 3 shows that with proba-
bility at least 1− exp(−t2/2)
inf
H∈Md,s
(
m
∑
j=1
(a∗jHa j)
2
)1/2
≥ ξ√mQ2ξ − 2Wm− ξ t (42)
for any ξ > 0 and t > 0. The estimation for Q2ξ is the same as the proof in Theorem 4 and we have
Q
1/
√
2
≥ 1
80
. (43)
Note that H ∈Md,s. According to the definition ofMd,s, the matrix H has the form
H =
hh∗+hx∗+xh∗
‖hh∗+hx∗+xh∗‖F
with h/‖h‖2 ∈ Kd,s and x ∈ Kd,s. Recall that A= 1√m ∑mj=1 ε ja ja∗j . We have
〈H,A〉 = 1‖hh∗+hx∗+xh∗‖F ·
1√
m
m
∑
j=1
(
ε ja
∗
jhh
∗a j+ ε ja∗jhx
∗a j+ ε ja∗jxh
∗a j
)
.
According to the result (i), there exists a sufficient small constant c0 such that the following holds with
probability at least 1− 4exp(−cm)
〈H,A〉 ≤ c0
√
m · ‖h‖
2
2+ 2‖h‖2
‖hh∗+hx∗+xh∗‖F . (44)
On the other hand, H ∈Md,s implies
‖h‖2 ≤ 2‖hh∗+hx∗+xh∗‖F . (45)
We next show ‖h‖22 ≤ 5‖hh∗+hx∗+xh∗‖F . Indeed, by triangle inequality, we have
‖hh∗+hx∗+xh∗‖F ≥ ‖hh∗‖F −‖hx∗+xh∗‖F ≥ ‖h‖22− 2‖h‖2. (46)
Combining (45) and (46), we have
‖h‖22 ≤ ‖hh∗+hx∗+xh∗‖F + 2‖h‖2 ≤ 5‖hh∗+hx∗+xh∗‖F . (47)
Putting (45) and (47) into (44), we obtain that
Wm = E sup
H∈Md,s
〈H,A〉 ≤ 9c0
√
m. (48)
Choosing ξ =
√
2/4, t = c
√
2m for a sufficient small positive constant c and putting (43) and (48) into (42),
we arrive at the conclusion. ⊓⊔
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Based on the above lemma, we next present the proof of Theorem 3.
Proof of Theorem 3 Without loss of generality, we assume ‖x0‖2 = 1 (the general case can be obtain via a
simple rescaling) and 〈x̂,x0〉 ≥ 0 (Otherwise, we can choose eiθx0 for an appropriate θ ). Set h := x̂−x0.
We first show that ‖h‖1 ≤ 2
√
s‖h‖2. Indeed, let S := supp(x0). Then we have
‖x̂‖1 = ‖x0+h‖1 = ‖x0+hS‖1+ ‖hSc‖1 ≥ ‖x0‖1−‖hS‖1+ ‖hSc‖1.
Here hS denotes the restriction of the vector h onto the set of coordinates S. Then the constrain condition
‖x̂‖1 ≤ R := ‖x0‖1 implies that ‖hSc‖1 ≤ ‖hS‖1. Using Ho¨lder inequality, we obtain
‖h‖1 = ‖hS‖1+ ‖hSc‖1 ≤ 2‖hS‖1 ≤ 2
√
s‖h‖2.
Set H = x̂x̂∗−x0x∗0. It is straightforward to check that
H = hh∗+hx∗0+x0h
∗.
From the claim (24), we know that ‖h‖2 ≤ 2‖H‖F . Recall that ‖h‖1 ≤ 2
√
s‖h‖2 and x0 ∈ Kd,s. It implies
that H/‖H‖F ∈Md,4s, where the set Md,s is defined in Lemma 8.
Since x̂ is the global solution to (8) and x0 is a feasible point, we have
m
∑
j=1
(
a∗jx̂x̂
∗a j− b j
)2 ≤ m∑
j=1
(
a∗jx0x
∗
0a j− b j
)2
which implies
m
∑
j=1
(a∗jHa j)
2 ≤ 2
m
∑
j=1
η j(a
∗
jHa j). (49)
We first give a lower bound for the left hand of inequality (49). Recall that H/‖H‖F ∈Md,4s. According
to Lemma 8, we obtain that (
m
∑
j=1
(a∗jHa j)
2
)1/2
&
√
m‖H‖F (50)
holds with probability at least 1− 4exp(−cm).
Next, we give an upper bound for the right hand of inequality (49). Since H = hh∗+hx∗0+x0h
∗, we
have
m
∑
j=1
η j(a
∗
jHa j) =
m
∑
j=1
η j(a
∗
jhh
∗a j)+
m
∑
j=1
η j(a
∗
jhx
∗
0a j)+
m
∑
j=1
η j(a
∗
jx0h
∗a j).
From Lemma 8, we obtain that if m& s log(ed/s), then with probability at least 1− 4exp(−cm)
m
∑
j=1
η j(a
∗
jHa j).
m
∑
j=1
η j ·
(‖h‖22+ 〈h,x0〉+ 〈x0,h〉)+√m‖η‖2 (‖h‖22+ 2‖h‖2) .
Note that ‖h‖22+ 〈h,x0〉+ 〈x0,h〉= ‖H‖F and ‖h‖22 ≤ 5‖H‖F by (47). Then we have
m
∑
j=1
η j(a
∗
jHa j).
√
m‖η‖2‖H‖F (51)
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with probability at least 1−4exp(−cm). Combining (49) with (50) and (51), we obtain that form& s log(ed/s)
with probability at least 1− 5exp(−cm)
‖H‖F = ‖x̂x̂∗−x0x∗0‖F .
‖η‖2√
m
. (52)
Using the claim (24), we can obtain
min
θ∈[0,2pi ]
‖x̂− eiθx0‖2 ≤ 2‖x0‖2 ‖x̂x̂
∗−x0x∗0‖F .
‖η‖2
‖x0‖2
√
m
.
Based on (52), similar to the proof of Theorem 1, we can also show
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 . ‖x0‖2+
√‖η‖2
m1/4
.
It means that
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 .min{‖x0‖2+
√‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.
Finally, note that if ‖x0‖2 ≥
√
5−1
2
·
√
‖η‖2
m1/4
then
min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}= ‖η‖2‖x0‖2 ·
√
m
and if ‖x0‖2 <
√
5−1
2
·
√
‖η‖2
m1/4
then
min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2 ·
√
m
}= ‖x0‖2+
√
‖η‖2
m1/4
≤
√
5+ 1
2
·
√
‖η‖2
m1/4
.
It gives the conclusion
min
θ∈[0,2pi)
‖x̂− eiθx0‖2 .min{‖x0‖2+
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.min{
√
‖η‖2
m1/4
,
‖η‖2
‖x0‖2
√
m
}.
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