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The objective of this work is to model the fatigue damage process in a solder bump subjected to cyclic loading con-
ditions. Fatigue damage is simulated using the cohesive zone methodology. Damage is assumed to occur at interfaces
modeled through cohesive zones in the material, while the bulk material is assumed to be linear elastic. The state of
damage at a cohesive zone is incorporated into the cohesive zone constitutive law by a elasticity-based damage variable.
The gradual degradation of the solder material and the corresponding damage accumulation throughout the cycling
process is accounted for by a damage evolution law which captures the main damage characteristics. The model pre-
diction of the solder bump life-time is shown to be in good agreement with one of the commonly used empirical life-time
prediction laws.
 2004 Elsevier Ltd. All rights reserved.
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In the electronics industry, reliability of an IC package is usually determined through the integrity of its
solder joint interconnects. The latter have the function of providing both electrical and mechanical connec-
tions between the silicon chip and the printed circuit board. Repeated switching of the electronic device
leads to temperature ﬂuctuations which, combined with the mismatch of the coeﬃcients of thermal expan-
sion (CTE), will result in stresses causing fatigue of the solder joints. Progressive damage will eventually0020-7683/$ - see front matter  2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ijsolstr.2004.07.026
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928 A. Abdul-Baqi et al. / International Journal of Solids and Structures 42 (2005) 927–942result in a device failure. This problem is becoming increasingly important as the ﬂux of the dissipated en-
ergy in the solder joints is increasing due to miniaturization.
Numerical prediction of fatigue life-time of solder joints generally consists of four main steps. Firstly, a
constitutive model which describes the solder material behavior is chosen. Secondly, one loading cycle is
simulated using the ﬁnite element method (FEM), where the stresses and the strains in the material are cal-
culated. Thirdly, from the calculated stresses and/or strains, the number of cycles to failure Nf is calculated
based on a selected fatigue life prediction model. A review of such models can be found in Lee et al. (2000).
Finally, the model prediction is veriﬁed using experimental thermal cycling data. This approach is the most
popular among other existing approaches for fatigue analysis of solder joints. This is mainly due to its sim-
plicity and relatively short computing time. However, there is a major drawback associated with this ap-
proach. The stresses and strains are calculated from a single loading cycle and the material properties of
the solder are assumed to remain constant during the successive cycles. This assumption results in under-
estimated values of the fatigue life because in reality, repeated cycling results in a gradual degradation of the
solder material (Basaran et al., 2001). This has been emphasized experimentally through the observation
that creep hysteresis loops of solder materials collapse over the thermal cycles (Zhang et al., 2000). More-
over, solder joint fatigue models were developed based on experimental thermal cycling tests on macro-
scopic specimens. The applicability of such models to a solder joint has not yet been justiﬁed. More
realistic models should account for the microstructural evolution of the solder material during the process
of cycling. During thermal and/or mechanical cyclic loading, the solder material undergoes phase separa-
tion and severe coarsening at an early stage of the cycling process (Matin et al., 2003; Ubachs et al., 2003).
The coarsening of the solder microstructure eventually leads to stress concentrations in the material which,
in addition to the localization of the interfaces with the coarsened phases, will contribute severely to the
fatigue damage. The incorporation of all such phenomena explicitly in a fatigue model is rather compli-
cated. Instead, this can be achieved partially by adopting a continuum damage approach, for example,
where the microstructural changes and the corresponding material degradation are accounted for in the
constitutive material model itself by a damage variable. However, besides the requirement of extensive com-
putations, the choice of a damage variable and a damage evolution law is quite arbitrary and experimental
veriﬁcations are usually not available.
The cohesive zone method is a numerical tool for the mechanics of interfaces, that was initially devel-
oped to model crack initiation and growth. This method treats fracture as a gradual process in which sep-
aration between incipient material surfaces is resisted by cohesive tractions (Nguyen et al., 2001). It is a
typical interfacial damage model, which can be situated between continuum damage mechanics and frac-
ture mechanics. In comparison with fracture mechanics, the cohesive zone method has the advantages of
smoothing the stress singularities at the crack tip and the easy adaptability to material and geometrical non-
linearities (Chaboche et al., 2001). Compared to continuum damage mechanics, the cohesive zone method
can be used to model cracking at interfaces between dissimilar materials. The fracture characteristics of the
material such as fracture energy (the area under the traction curve) and fracture strength (the peak cohesive
traction) are included in a typical cohesive zone constitutive relation. Consequently, crack initiation and
crack growth emerge as natural outcomes of the boundary value problem solution without any separate
criteria. In the past decade, the cohesive zone method was mainly applied to model cracking under mono-
tonic loading conditions (Abdul-Baqi, 2002; Chaboche et al., 2001; Tijssens, 2000; Xu and Needleman,
1993). The applicability of this method to fatigue damage under cyclic loading has only quite recently
started to receive some attention (de Andres et al., 1999; Nguyen et al., 2001; Roe and Siegmund, 2003;
Yang et al., 2000). Damage, as a dissipative mechanism, can be accounted for explicitly by incorporating
a damage variable into the cohesive zone constitutive law (Roe and Siegmund, 2003). According to this
approach the peak cohesive traction and cohesive energy are assumed to diminish with the damage param-
eter. The damage is determined using an evolution law in which the damage rate is a function of the cohe-
sive parameters. An other way to account for damage is to include an unloading–reloading hysteresis into
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accumulation of damage within the cohesive zone which eventually leads to complete failure.
The objective of the present paper is to model the fatigue damage process in a solder bump subjected to
cyclic loading. For this purpose we perform a numerical simulation of the load cycling process using the
ﬁnite element method. Damage in the bump is modeled using the cohesive zone methodology. Degradation
of the solder material throughout the cycling process is accounted for by the incorporation of a damage
variable into the cohesive zone constitutive law. The damage variable is supplemented by an evolution
law to account for the accumulation of damage. The evolution law is typically phenomenological and is
formulated in a way which takes into account the main damage characteristics. The cohesive zone descrip-
tion proposed is applicable for quasi-brittle interfaces, i.e., where a degradation mechanism without notice-
able permanent deformations is dominant. The presented model presents itself in a somewhat simpler
format than the Roe and Sigmund (Roe and Siegmund, 2003) approach, even though the damage evolution
law is more sophisticated. Damage evolution can be described for both normal and tangential directions
separately. The evolution law contains more parameters, which can be used to describe the damage evolu-
tion more accurately, especially at the ﬁnal stage of the life-time. Damage distribution in the solder bump is
presented at diﬀerent loading cycles and at complete failure. The decrease of the reaction force with the
number of cycles is illustrated as a measure of the overall loss of stiﬀness. Finally, the life-time prediction
capability of the model is compared with the prediction of one of the commonly used classical models, a
Coﬃn–Manson law. So far, the analysis is limited to a two-dimensional conﬁguration, where the third
dimension is constrained through a plane strain assumption.2. Problem formulation
Solder materials undergo continuous microstructural coarsening during loading. Fig. 1 illustrates such
coarsened microstructure for a eutectic tin–lead (Sn–Pb) solder after only 48h of thermal ageing. For
numerical convenience, the present simulations are performed on a rather simpliﬁed microstructure as illus-
trated in Fig. 2. A single solder bump is modeled in plane-strain which is an approximation of the actual
three-dimensional problem. The solder material which is assumed to be a eutectic tin–lead solder isFig. 1. Tin–lead solder with the white region being the lead-rich phase (Matin et al., 2003).
Fig. 2. Modeled geometry.
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surrounding bulk is the tin-rich phase. Fatigue damage in the bump is modeled using a cohesive zone ap-
proach as explained in Section 2.1. Cohesive zones are embedded at physical boundaries in the solder bump
(interfaces with the upper and lower boundaries and interfaces with the second phase inclusions) as well as
at the grain boundaries of the same phase. Experimentally, it has been observed that fatigue damage indeed
localizes at these physical interfaces, which motivates the use of the cohesive zone approach adopted here.
Cyclic loading is applied in terms of sinusoidal shear displacement which is prescribed incrementally along
the upper boundary while keeping the lower boundary ﬁxed.
The bump material is assumed to be linear elastic with a Youngs modulus E = 50GPa and a Poissons
ratio m = 0.36 for the bulk (tin phase) and E = 16GPa and m = 0.44 for the inclusions (lead phase). The
upper and lower layers are assigned the same values as those of tin. Evidently, the full characterization
of solder joint fatigue would necessitate the incorporation of cyclic thermal loading and temperature related
material modeling (creep) and consequently the quantiﬁcation of temperature dependent material param-
eters. Temperature and rate dependence are not yet incorporated in this framework. Even though the bulk
phases indeed show a typically viscoplastic response, failure is experimentally found to localize at physical
interfaces (interphase boundaries, colony boundaries, etc.), where the proposed model serves as a good ﬁrst
approximate.
The sinusoidal shear displacement has an amplitude of 1.0lm which results in a maximum applied shear
strain max = 1.0%. The analysis is carried out numerically using the ﬁnite element method. It uses a total
Lagrangian formulation in which equilibrium is expressed in terms of the principle of the virtual work asZ
v
rijdijdvþ
Z
Si
T adDa dS ¼
Z
@v
tidui ds ð1ÞHere, v is the total region analyzed and ov is its external boundary. With xi = (x,y,z) the coordinates, ui and
ti are the components of displacement and traction vector, respectively; rij are the components of Cauchy
stress while ij are the linear strain components. The latter are expressed in terms of the displacement ﬁelds
in the standard manner,ij ¼ 1
2
oui
oxj
þ ouj
oxi
 
ð2Þ
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transmitted across a cohesive zone has components Ta, while the opening displacement is Da, both meas-
ured in a local frame of reference at the cohesive zone. The cohesive zone nodal force vector and stiﬀness
matrix are derived in Section 2.2.
The previous equations, completed with the constitutive law for the cohesive zones to be discussed
further on, form a nonlinear problem that is solved incrementally using the rate form of the virtual work
in Eq. (1). The numerical procedure used to solve the present boundary value problem follows the one used
by Wu and van der Giessen (1996).
2.1. Cohesive tractions and damage evolution
A cohesive zone is a four-noded element (Fig. 3) with zero initial thickness (D = 0). Its constitutive
behavior is speciﬁed through a relation between the relative opening displacement Da and a corresponding
traction Ta at the same location, with a being either the local normal (n) or tangential (t) direction in the
cohesive zone plane (Abdul-Baqi, 2002). For the case of monotonic loading, the cohesive traction is char-
acterized mainly by a peak value which represents the cohesive strength and a cohesive energy. An example
of such tractions are those given by Xu and Needleman (1993):Fig. 3T n ¼ rmax expð1ÞDndn exp 
Dn
dn
 
ð3Þ
T t ¼ smax
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 expð1Þ
p Dt
dt
exp D
2
t
d2t
 !
ð4Þwhere dn and dt are characteristic lengths, rmax and smax are the peak tractions in the normal and tangential
directions, respectively. Energy dissipation is accounted for by the softening branch in the curve as illus-
trated in Fig. 4. Under monotonic loading, the cohesive traction reaches a peak value when a critical open-
ing displacement is attained then starts to diminish with the gradual increase of the opening displacement.
This will result in the creation of two traction-free surfaces which marks the initiation of a crack or the
extension of an existing one.
Under cyclic loading, the situation is rather diﬀerent. If the applied traction is less than the cohesive
strength, the cohesive zone will have an inﬁnite life. Fatigue experiments, however, indicate that under cyc-
lic loading materials fail at stress levels below their static fracture strength (Ellyin, 1997) which is essentiallycontinuum element
continuum element
n
∆t
1 2
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. Cohesive zone illustration. (t,n) is a local frame of reference deﬁned such that the t-axis lies in the cohesive zone midplane.
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Fig. 4. Cohesive zone monotonic normal (a) and shear (b) tractions.
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constitutive law in which the traction is a linear function of the separation, whereas the energy dissipation is
accounted for by the incorporation of a nonlinear damage variable into the constitutive law:T a ¼ kað1 DaÞDa ð5Þ
where ka is the initial stiﬀness of the cohesive zone and Da is the damage variable. Da varies between zero (0)
for damage-free cohesive zones and one (1) for completely damaged zones. In this formulation, energy dis-
sipation associated with the gradual degradation of the solder material is accounted for by the damage var-
iable Da only. An additional softening branch emerging from a nonlinear traction law would add an
additional energy dissipation mechanism.
The damage variable is supplemented with an evolution law to account for the accumulation of damage
throughout the cycling process. Motivated by the formulation of Roe and Siegmund (2003), the following
evolution law is here adopted:_Da ¼ ca j _Da j ð1 Da þ rÞm jT a j
1 Da  rf
 
ð6Þwhere ca is a constant which controls the damage accumulation, _Da is the rate of the relative opening of the
cohesive zone, r and m are constants which control the decay of the reaction force at the ﬁnal stage of dam-
age and rf is the cohesive zone endurance limit (Roe and Siegmund, 2003). Note that static strength of the
cohesive zone, i.e., the maximum load after which abrupt softening would occur, is never reached in this
model. In practice, this assumption is based on the fact that the bulk material of interest will yield and de-
form plastically before this maximum load is reached. Note that monotonous damage relies on diﬀerent
dissipation mechanisms, which can be added to the model in a similar manner as Roe and Sigmund did.
Since these mechanisms are not considered here, monotonous damage has been ignored. In the next section,
the main features of the damage evolution law (Eq. (6)) together with the traction separation law (Eq. (5))
are examined against the main cyclic damage characteristics.
2.2. Cohesive zone virtual work
The contribution of the cohesive zones to the virtual work principle in Eq. (1) is determined by calcu-
lating the cohesive zone stiﬀness matrix and internal nodal force vector. In the local frame of reference
(t,n) illustrated in Fig. 3, the cohesive element nodal displacement vector is given by
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where subscript l denote quantities in the local frame of reference. The local relative displacement vector D
is given asD ¼ Dt
Dn
 	
¼ Aul ð8Þwhere A is a matrix of the shape functions given asA ¼
h1 0 h2 0 h1 0 h2 0
0 h1 0 h2 0 h1 0 h2
" #
ð9Þandh1 ¼ 1
2
ð1 gÞ; h2 ¼ 1
2
ð1þ gÞ ð10ÞThe parameter g is deﬁned at the cohesive zone mid plane and varies between 1 at nodes (1,3) and 1 at
nodes (2,4).
The element internal nodal force vector and stiﬀness matrix are now written asfl ¼
Z
S
ATTdS ¼ l
2
Z þ1
1
ATTdg ð11Þ
Kl ¼
Z
S
ATDAdS ¼ l
2
Z þ1
1
ATDAdg ð12Þwhere T is the traction vector corresponding to the displacement D and calculated via Eq. (5), S is the cohe-
sive zone area and l is the cohesive zone length. This formulation is for plane-strain conditions and the
cohesive zones are assumed to have a unit thickness. D is the cohesive zone constitutive tangent operator
that relates the incremental variations of the tractions, dT, to the incremental variations of the displace-
ments, dD, within the cohesive zone asdT ¼ DdD; ð13ÞwhereD ¼
oT t
oDt
oT t
oDn
oT n
oDt
oT n
oDn
2
6664
3
7775: ð14ÞThe integrals in Eqs. (11) and (12) are evaluated using Gaussian integration. Once the element internal no-
dal force vector fl and stiﬀness matrix Kl are constructed in the local frame of reference (t,n), they are trans-
formed to the global frame of reference (x,y,z) asf ¼ RTfl ð15Þ
K ¼ RTKlR ð16Þ
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R0 0 0 0
0 R0 0 0
0 0 R0 0
0 0 0 R0
2
6664
3
7775 ð17Þwhere R 0 is the rotation matrix which relates the local frame to the global frame and is given in terms of the
angle h between the t- and x-axesR0 ¼ cos h sin h sin h cos h
 
ð18Þ3. Results and discussion
3.1. Uniaxial cyclic tension–compression
In this section, the fatigue damage constitutive model is demonstrated in a one-dimensional case as illus-
trated in Fig. 5. The bar has a length L = 2 · 102mm and a radius R = 102mm. It is assumed to be linear
elastic with E = 30GPa and m = 0.25. Loading is applied in terms of a sinusoidal axial displacement U with
an amplitude Uo = 2 · 104mm. A single cohesive zone with an initial stiﬀness k = 106GPa/mm is placed in
the middle of the bar to account for fatigue damage. The value taken for the initial stiﬀness will be com-
mented on later in this section. For the damage evolution law (Eq. (6)) we have used c = 100mm/N,
rf = 150MPa, r = 10
3 and m = 3. In this section, subscripts are irrelevant and hence omitted.
The initial stiﬀness of the cohesive zones has to be suﬃciently high in order to diminish their artiﬁcial
enhancement of the overall compliance (Tijssens, 2000; Xu and Needleman, 1993). In this one-dimensional
model, this enhancement can be analytically assessed from the stress continuity requirement. If we assumeFig. 5. Uniaxial tension–compression bar.
A. Abdul-Baqi et al. / International Journal of Solids and Structures 42 (2005) 927–942 935that the bar contains n equally spaced cohesive zones, each having the same opening D, the stress r in the
continuum and the traction T at the cohesive zone are given by:r ¼ ðU  nDÞ
L
E ð19Þ
T ¼ kð1 DÞD ð20Þ
After the opening D is obtained from the continuity requirement, r = T, and substituted in Eq. (19), we get
an expression for the stress, r = (U/L)E*, where E* is an apparent elastic modulus given asE
 ¼ 1 1kL
nE ð1 DÞ þ 1
 !
E ð21ÞTo ensure a negligible enhancement of the overall compliance, it is essential that the condition nEkL  1 is
satisﬁed. For the parameters used in this section, nEkL ¼ 1:5 103, which is suﬃciently small. In a two-
dimensional model the condition is estimated by Ekl  1, where l  L/n is the average cohesive zone length.
The evolution of damage with the number of load cycles is shown in Fig. 6(a). In agreement with exper-
imental observations (Kanchanomai et al., 2002), the presence of a mean strain is seen to cause more dam-
age. Eq. (6) results in a nonlinear damage accumulation as illustrated in Fig. 6(b). In the high–low (H–L)
sequence, 200 cycles are applied at a strain of 1% then followed by 200 cycles at 0.5% strain. The order is
reversed for the (L–H) sequence. The model prediction is in agreement with experimental observations
which indicate that cycling at a high stress level followed by cycling at a lower level (H–L) causes more
damage than when the order is reversed (L–H) (Fatemi and Yang, 1998). This is explained by the fact that
microcracks are generated during the ﬁrst loading block and grow during the second block. Starting with
the high loading block will cause more microcracks which will eventually grow during the second block
causing more damage in the material. Assuming a zero value of the endurance limit rf in Eq. (6), both load
sequences would result in the same amount of damage. In this case, damage accumulation would be linear
as assumed in the classical Miners law. It is stated in Lemaitre (1996) that all damage laws of the following
general shape show a property of linear accumulation:_D ¼ f1ðDÞf2ðxÞ _x ð22Þ
where x can either be a stress or a strain. For rf = 0, Eq. (6) can be rewritten in the form of Eq. (22).0 200 400 600 800 10000
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creases gradually to one, the stiﬀness and traction diminish to zero. Under compression, the cohesive zone
is assumed to maintain its initial stiﬀness as also seen in Fig. 7(a). This is achieved by using a zero value for
the damage variable in Eq. (6) whenever the relative opening displacement D is negative. The physical inter-
pretation of this assumption is that the cohesive zone does not soften under compression. Numerically, it
minimizes the interpenetration of neighboring continuum elements when they are in a compression state.
This assumption is based on the monotonic normal traction shown in Fig. 4(a), in which the stiﬀness in
the negative D region is maintained high. The maximum traction in Fig. 7(a) is seen to decrease linearly
with the maximum opening displacement. This relation is also reﬂected in Eq. (19). The decrease of the
reaction force is shown in Fig. 7(b). The ﬁgure shows a slow decrease at the initial loading stage followed
by rapid decrease. This behavior is governed by both the constants m and r in the evolution law. Lower
value of the exponent m leads to a brittle-like behavior in which the force will suddenly drop to zero. This
is illustrated in Fig. 8(a) for m = 1. For r = 0, the behavior is illustrated in Fig. 8(b). The rapid decrease
stage of the reaction force is followed by a stage of very slow decrease.0 20 40 60 80 100
–0.15
–0.1
–0.05
0
0.05
0.1
0.15
N (cycles)
F 
(N
)
(a)
0 500 1000 1500 2000
–0.15
–0.1
–0.05
0
0.05
0.1
0.15
N (cycles)
F 
(N
)
(b)
Fig. 8. Reaction force versus the number of cycles for two combinations of the constants r and m in the damage law. (a) r = 103,
m = 1 and (b) r = 0, m = 3.
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The bump model (Fig. 2) is analyzed using quadrilateral four-node elements. Cohesive zones are placed
along physical interfaces, i.e., grain boundaries, phase boundaries and colony boundaries. Consequently,
each element represents a physical domain which is characteristic for the underlying microstructure. The
ﬁnite element discretization is therefore inherently coupled to the microstructure.
Cohesive zones in the solder bump are assigned the same value for the initial stiﬀness ka = 10
6GPa/mm.
This stiﬀness is suﬃciently high compared to the continuum stiﬀness such that, in the absence of damage,
the cohesive zones artiﬁcial enhancement of the overall compliance is negligible. For the current geometry
(Fig. 2), this has been veriﬁed through the observation that using higher values for the initial stiﬀness has
lead to identical reaction forces at the ﬁrst cycle.
The distinction between the diﬀerent cohesive zone groups is made by assigning diﬀerent values for the
coeﬃcient ca in the evolution law. For those at the interfaces with the upper and lower boundaries (i.e. at
the Copper pads), czg1 in Fig. 2, ca = 0. This is to prevent the early failure at these locations which is not
observed in practice, which would diminish the load transmitted to the bump and hence would stop the
propagation of damage into the bump. Inside the bump, cohesive zones at the interface with the second
phase inclusions (i.e. the interphase boundary), czg3, are assigned the highest value ca = 100mm/N. This
is based on experimental observations in which fatigue damage is found to occur mainly along these inter-
faces. Inside the inclusions (i.e. the grain boundaries of the lead-rich phase), czg3, ca = 0. For the group czg2
(i.e. the grain boundaries of the tin-rich phase), ca = 25mm/N. The remaining parameters are rf = 0,
r = 103 and m = 3. For each group the above parameters assume the same value in the tangential
(a = t) and in the normal (a = n) directions.
The detailed simulation of an individual cycle is time consuming, especially for a large number of cycles.
In order to reduce the computational time, a method is adopted where only selected cycles are simulated
and the contribution of others is extrapolated. Damage is the only history dependent variable in the sim-
ulation and hence it is the only extrapolated one. After a detailed simulation of a speciﬁc number of cycles,
the damage variable Da(N) is ﬁtted with the cycle number by a third-degree polynomial using the data of the
previous 10 cycles. Now the cycle number is increased by an increment DN and the damage variable at the
current cycle is extrapolated asDa(N + DN). The increment of cycles is chosen so that the damage increment
Da(N + DN)  Da(N) is suﬃciently small (de Andres et al., 1999).
The distribution of damage at diﬀerent cycles is shown in Fig. 9. At each cohesive zone an eﬀective dam-
age value is calculated from the normal and tangential damage components at that location asDieff ¼ ðDit2 þ Din2  DitDinÞ1=2: ð23ÞA cohesive zone (i) is marked as damaged when Dieff P 0:5. Fig. 9 shows that damage initiates close to the
upper and lower boundaries and at the center of the bump. Later on, damage propagates to the interfaces
with the second phase inclusions, then throughout the entire bump leading to complete failure.
As damage progresses in the solder bump, the overall stiﬀness decreases and the load required to attain
the same strain level decreases as shown in Fig. 10. The ﬁgure shows a slow softening at the initial stage
followed by rapid softening. This qualitative behavior is in agreement with experimental observations on
tin–lead solder alloys (Kanchanomai et al., 2002).
An eﬀective measure of the total damage in the solder bump is computed by averaging the eﬀective dam-
age given by Eq. (23) over the entire bump, i.e.,Deff ¼ 1A
XNcz
i¼1
DieffA
i ð24Þ
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Fig. 10. The reaction force versus the number of cycles.
Fig. 9. Damage distribution in the solder bump at diﬀerent cycles. White lines indicate damaged cohesive zones.
938 A. Abdul-Baqi et al. / International Journal of Solids and Structures 42 (2005) 927–942where Ai is the ith cohesive zone area, A is the total area and Ncz is the number of cohesive zones. The evo-
lution of the total eﬀective damage throughout the cycling process is shown in Fig. 11. The ﬁgure shows a
rapid increase of damage at the initial cycling stage and a much slower increase at the ﬁnal stage. This can
be explained by the fact that initially more cohesive zones are damaged as the load is transmitted through
the entire bump. At a later stage all cohesive zones close to the boundaries are damaged as seen in the
0 2000 4000 6000 8000
0
0.1
0.2
0.3
0.4
0.5
N (cycles)
D
ef
f
Fig. 11. The total eﬀective damage versus the number of cycles.
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consequence, the deformation of the cohesive zones in between decreases as well as their contribution to the
total damage. The latter is a typical illustration of the localization that develops progressively in fatigue.
To establish the number of cycles to failure and the associated fatigue life-time, an appropriate fatigue
failure criterion has to be chosen. As the simulation is performed under strain-controlled conditions, the
decrease of the reaction force has been chosen as a failure indicator. Failure of the bump is assumed to
occur when the reaction force reaches a critical value. This value is taken as 50% of the maximum force
at the ﬁrst cycle (Kanchanomai et al., 2002; Lee et al., 2000). For an applied strain max ranging from
0.2% to 10% the corresponding number of cycles to failure Nf is calculated. The results presented in Fig.
12 follow a typical (S–N) type of behavior and they are well-ﬁtted with a Coﬃn–Manson model,Fig. 12
ﬁt withmax ¼ að2N fÞb ð25Þ
where a is the fatigue ductility coeﬃcient and b is the fatigue ductility exponent. In here, max is the
maximum overall strain, which is deﬁned as the maximum applied displacement divided by the solder
bumps width. The sensitivity of the parameters a and b with respect to the chosen failure criterion is also1 2 3 4 5 6
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. The applied strain max versus the number of reversals to failure 2Nf. Discrete points are numerical results, solid line is a linear
max = 0.83(2Nf)
0.49.
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Fig. 13. Variation of the number of cycles to failure with the Youngs moduli at constant maximum strain max = 1%. N
r
f ¼ 3899 is the
number of cycles to failure for the reference case with Er = 50 and 16GPa for the tin-rich and lead-rich phases, respectively. E is a
multiple of these values. Discrete points are numerical results, solid line is a ﬁt with: N f=Nrf ¼ ðE=ErÞ1:83.
940 A. Abdul-Baqi et al. / International Journal of Solids and Structures 42 (2005) 927–942investigated. Using critical values of 25% and 75% resulted in the same value for the exponent b, namely,
0.49. The coeﬃcient a is found to depend on the failure criterion. Values of 1.0 and 0.69 are obtained
using the 25% and the 75% criterion, respectively. The value obtained for the exponent b is within the range
of experimentally obtained values for solder alloys (Kanchanomai et al., 2002; Lee et al., 2000).
The sensitivity of the parameters a and b in Eq. (25) to the elastic properties of the solder bump is also
investigated. Two sets of calculations were performed using Youngs moduli which are 50% lower and 50%
higher than those listed in Section 2. The results of both sets were also well-ﬁtted with a Coﬃn–Manson
model. The values of the exponent b obtained for both sets are less than 1% diﬀerent from 0.49 which is
obtained previously for the data listed in Section 2. The coeﬃcient a, however, is found to be dependent
on the elastic moduli. Compared to the previous value of 0.83, values of 0.59 and 1.6 are obtained for
the higher and lower Youngs moduli, respectively. This leads to the conclusion that the higher the Youngs
moduli, the smaller the number of cycles to failure. Fig. 13 shows the number of cycles to failure as a func-
tion of the changes in the Youngs moduli of the bump. It is clear from the ﬁtting exponents in Figs. 12 and
13 that the dependence of the number of cycles to failure on the elastic moduli is as strong as their depend-
ence on the applied strain.
For the range of applied strains 0.2–10%, the reaction force and the total eﬀective damage show some
scaling behavior. The reaction force normalized by the corresponding maximum force at the ﬁrst cycle
F xðNÞ=F maxx versus the normalized number of cycles N/Nf is identical for all values of applied strain. The
same holds for the total eﬀective damage Deﬀ when plotted against N/Nf. The shape of these plots looks
like the shape like their respective ones in Figs. 10 and 11. This scaling holds only when rf = 0 in the dam-
age evolution law of Eq. (6), which is the case here. In fact, this simply illustrates that damage accumulation
is linear in this case. From the one-dimensional model discussed in Section 3.1 it is found that this scaling
does not hold anymore for a nonzero value of the endurance limit as a result of a nonlinear damage
accumulation.4. Concluding remarks
Fatigue damage in a solder bump has been simulated in this paper using the ﬁnite element method.
Damage is modeled using the cohesive zone method in which cohesive zones are embedded at physical
A. Abdul-Baqi et al. / International Journal of Solids and Structures 42 (2005) 927–942 941boundaries or interfaces which are potential locations for failure. The constitutive behavior of the cohesive
zone is speciﬁed by a linear relation between the relative opening displacement at the cohesive zone and a
corresponding traction. Material nonlinearity associated with dissipative mechanisms is accounted for by
the inclusion of a damage variable into the cohesive zone constitutive law. The damage variable is supple-
mented with an evolution law to account for the gradual degradation of the solder material and the corre-
sponding accumulation of damage throughout the cycling process. The evolution law is formulated such
that it captures the main experimentally observed fatigue damage characteristics.
The cohesive zone approach seems promising in modeling fatigue damage in solder alloys. The numer-
ical model prediction of the solder bump life-time was shown to have a good agreement with the Coﬃn–
Manson model which has been one of the most common engineering models used for fatigue life-time
predictions. The value obtained for the fatigue ductility exponent lies within the range of experimentally
obtained values for solder alloys. It was demonstrated that this value does not depend on the variations
in the elastic properties of the solder bump nor on the chosen failure criteria. The predicted life-time, how-
ever, was found to have a dependence on the elastic moduli of the bump as strong as its dependence on the
applied strain.
The detailed simulation of each individual cycle is yet time consuming, especially for more realistic
microstructure and large number of cycles. The time-reduction method explained in this study is only partly
eﬃcient since it still requires a detailed simulation of a large number of cycles. A major gain in the com-
putational time can be achieved by the use of a time homogenization technique, which constitutes future
work.
In conclusion, the original aspects of this work can be summarized as: (1) elaboration of a cohesive zone
constitutive model for macroscopically quasi-brittle interfaces, using an elasticity-based damage formula-
tion with a complex yet ﬂexible description of the damage evolution; (2) elaboration of a constitutive model
that enables the use of a relatively high initial stiﬀness, which avoids debatable assumptions that aﬀect the
overall compliance and which is a requirement for materials that fail in a quasi-brittle manner at the level of
an interface; (3) application to a particular material of interest, solders in micro-electronics joints, for which
it is known that failure concentrates at interfaces. This example illustrates that a simple elasticity-based
damage interfacial model already predicts the main trends observed (particularly in comparison with empir-
ical fatigue models), in spite of the fact that the bulk material is not yet characterized nonlinearly, i.e., as a
viscoplastic material.Acknowledgment
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