Abstract. We prove a truncated Second Main Theorem for holomorphic curves intersecting a finite set of moving or fixed hyperplanes. The set of hyperplanes is assumed to be non-degenerate. Previously only general position or subgeneral position was considered.
Introduction
In this paper, we prove a truncated Second Main Theorem for holomorphic curves intersecting a finite set of moving or fixed hyperplanes. The set of hyperplanes is assumed to be non-degenerate (see the definition below). Previously only general position or subgeneral position was considered. Applications to the uniqueness problem appeared elsewhere (see [Ru2] ). This paper is partially motivated by Ru's result (see [Ru1] ) that P n − H is Brody hyperbolic if and only H is non-degenerate, where H is a finite set of hyperplanes in P n . To state our results, we first introduce some standard definitions in Nevanlinna theory. Let f = [f 0 : · · · : f n ] : C → P n (C) be a holomorphic map, where f 0 , ..., f n are entire and without common zeros. Define f = (f 0 , . . . , f n ). f is called a reduced representation of f . The characteristic function T f (r) of f is defined by
Note that the characteristic function T f (r) is independent of the choice of the reduced representation of f . A moving hyperplane assigns, to every z ∈ C, a hyperplane given by
where a i , 0 ≤ i ≤ n, are entire functions without common zeros. Denote by a = (a 0 , . . . , a n ) the vector associated with H. A moving hyperplane H gives a holomorphic map P(a) : C → P n (C). We define T H (r) = T P(a) (r).
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We now define the counting function. For a moving hyperplane H, we say (f, H) is free if a · f ≡ 0, where a is the vector associated to H and · is the dot product in C n+1 . Under the assumption that (f, H) is free, let n f (r, H) be the number of zeros of a · f in |z| < r. Let n (n) f (r, H) be the number of zeros of a · f in |z| < r, where the multiplicity is counted only as n if the vanishing order of a · f at the point is greater than or equal to n. The counting function is defined by
and the truncated counting function is
Denote by M the field of meromorphic functions on C.
Definition 1.1. We say the set of moving hyperplanes
where (A) M is the linear span of A over the field M.
Our result is stated as follows: 
where O exc means the estimate holds except for r in a set of finite Lebesgue measure.
Note that when H 1 , . . . , H q are (fixed) hyperplanes, we say that
where (A) is the linear span of A over C. The proof of Theorem 1.1 implies 
For the applications of the above truncated SMT with moving targets to the uniqueness problem, see [Ru2] . We also note that obtained the following inequality without truncation: Under the same assumptions as in Theorem 1.2, for every > 0, the inequality
holds for all r outside a set of finite Lebesgue measure.
A refinement of diagonal equations of holomorphic functions
In this section, we give the following refinement for holomorphic functions satisfying a diagonal equation, which generalizes the well-known Borel Lemma in Nevanlinna theory. We use the standard notation in Nevanlinna theory. 
such that
are minimal. Here, we say an index set I ⊂ {0, 1, . . . , m} is minimal if the set {f i | i ∈ I} is linearly dependent, and for any proper subset
Proof. Throughout this proof, we use the term linear forms. Linear forms are the homogeneous polynomials of degree one in m + 1 variables with coefficients in C; that is,
We denote by L the set of linear forms which vanish on (f 0 , .
We make the following claim.
We prove Claim 1 by induction on the length t of L, i.e., the number of nonzero coefficients. The case t = 1 is trivial. So assume that for some t > 1 this holds for all elements of L of length strictly less than t. If L ∈ L has length exactly t, we may suppose that
If I = {0, 1, . . . , t − 1} is minimal, we are done. Otherwise, there is a linear form L in L with less length. Without loss of generality we can assume that
both of length strictly less than t, and so the induction hypothesis can be applied to both linear forms. Since
L has the desired decomposition. So Claim 1 is proved. We now prove Claim 2.
Claim 2. Suppose
for certain minimal sets J. If Claim 2 is false, then every such J is contained either in I or in I c . So
Hence i∈I f i = 0, which leads to a contradiction that proves Claim 2. We now pick any minimal set I 1 . By hypothesis N = {0, 1, . . . , m} is not minimal, so I 1 = N . Hence, i∈I1 f i = 0. So Claim 2 implies that there exists a minimal set I 2 with L I 2 ∈ L such that I 2 ∩ I 1 = ∅ and I 2 ∩ I 
Without loss of generality we may assume that
We also write We consider an (n + 1) × (n + 2) master matrix M given by
where we note that n 1 + · · · + n l = n + 2. We also note that, by (2.2) and (2.3), the sum of each row of M is zero. Let D j be the determinant of the matrix obtained by deleting the j-th column of the master matrix M . Then, since the sum of each row of M is zero, we actually have
We now show that
For this, we first prove that (2.6)
where
and, for 2 ≤ λ ≤ l,
wheren λ is defined in (2.1). (2.6) is true because of the definition of D 0 and the fact that c j,1 = 0 for j ≥ n 1 and c j,λ = 0 for j ≥n λ for λ = 2, · · · , l. Now, since I 1 is minimal, c i,1 = 0 for 0 ≤ i ≤ n 1 − 1, and also {f 1 , . . . , f n1−1 } is linearly independent, so γ 1 ≡ 0 by the property of the Wronskian. Also, since I λ ∪ J λ−1 is minimal, c i,λ = 0 forn λ−1 ≤ i ≤n λ − 1 and also {f j , j ∈ I λ } is linearly independent. So γ λ ≡ 0 for 2 ≤ λ ≤ l. Hence D 0 ≡ 0 by (2.6). So (2.5) is verified. The rest of the proof is similar to the proof of Cartan's Second Main Theorem, replacing the Wronskian W by D 0 . The following is the detail. Consider the coordinate hyperplanes
, and notice that these hyperplanes are in general position. By the well-known "product to the sum formula"(see [Ru3] , Lemma A3.1.6), we have
However, using (2.4),
where, in the last step, we used the fact that, by Jensen's formula,
For each fixed j with 0 ≤ j ≤ n + 1, we now estimate
Note that D j does not involve f j , so we write
Write g i = f i /f j for 1 ≤ i ≤ n + 1 and the fixed j. It is easy to verify that
In fact, from (2.6) we see that D j in fact is the product of several "small" Wronskians. So the above identity is true by the property of Wronskians. So
Hence, by Theorem A1.2.5 in [Ru3] (the lemma of logarithmic derivatives),
where the inequality holds for all r outside a set E ⊂ (0, +∞) with finite Lebesgue measure. Using the fact that
Hence (2.9)
where the inequality holds for all r outside a set E ⊂ (0, +∞) with finite Lebesgue measure. Hence, combining (2.7), (2.8) and (2.9),
or we can write, by the First Main Theorem, the above inequality as
here the inequality holds for all r outside a set E ⊂ (0, +∞) with finite Lebesgue measure. However, by the definition of H j , we have
So the inequality
holds for all r outside a set E ⊂ (0, +∞) with finite Lebesgue measure. It remains to verify that
. . , f n have no common zeros, we may assume that f 0 (z 0 ) = 0, f j vanishes at z 0 for 1 ≤ j ≤ q 1 and f j does not vanish at z 0 for j > q 1 . There are integers k j ≥ 0 and nowhere vanishing holomorphic functions g j in a neighborhood U of z 0 such that
Here k j = 0 if q 1 < j ≤ n + 1. Also we can assume that k j ≥ n if 1 ≤ j ≤ q 0 and 1 ≤ k j < n, where 0 ≤ q 0 ≤ q 1 . By the definition of D 0 , we have
where h(z) is a holomorphic function defined on U . Thus D 0 vanishes at z 0 with order at least
3. Proof of Theorems 1.1 and 1.2
In this section, we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Let H = {H 1 , . . . , H q } be a finite set of moving hyperplanes.
Assume that H is non-degenerate over M; that is, (1.2) holds. Let
where a ij , 0 ≤ i ≤ n, are entire functions without common zeros for each 1 ≤ j ≤ q. 
, we have the following estimate:
Let R be the collection of all minimal relations associated to A arising in this way. We also note that a i 's are pairwise linearly independent, because these hyperplanes are distinct. So we have 3 ≤ m ≤ n + 2.
. . , f n ) be a reduced representation of f . We make the following claim:
Claim. There exist n + 1 linearly independent vectors a i1 , ..., a in+1 in A such that
for 2 ≤ α ≤ n + 1.
To prove the claim, we first find a minimal relation in R containing a 1 . Without loss of generality, we assume that this minimal relation is
Then c 1 f · a 1 + · · · + c m f · a m = 0. After rearranging the index again, we obtain an equation with no vanishing subsum:
2 ≤ u ≤ n + 2. Theorem 2.1 and (3.2) thus imply
From the definition of characteristic function,
Therefore the above inequalities and (3.2) imply that
If the dimension of the vector space spanned by a 1 , ..., a u over M is n + 1, then we are done. Otherwise we assume that the dimension of the vector space spanned by a 1 , ..., a u over M is less than n + 1. Let 
its characteristic function satisfies (3.6).
Let a j = (b 0j , . . . , b nj ). Let I ⊂ {2, . . . , q} be the index set with the property that i ∈ I if and only if
We first show that #I ≥ n + 1. After rearranging the index, we assume that I = {2, . . . , u}, and u ≤ n. For dimensional reasons, {a 1 , a n+1 , . . . , a 2n+1 } is always linearly dependent over M, i.e.
Moreover, since these linear forms are in general position, we can solve for c 1 , c n+1 , . . . , c n+2 explicitly. In fact, let
and let (−1) i−1 A i be the determinant of the matrix obtained by deleting the i-th row,
and, for n + 1 ≤ j ≤ 2n + 1,
After rearranging the index we will have an equation
with no proper subsum vanishing. Therefore, similarly to (3.5), we conclude that
This contradicts the fact that n + 1 is not in I. Thus #I ≥ n + 1. By the "in general position" assumption, any n + 1 hyperplanes in H are linearly independent. Therefore, similarly to (3.11), we can derive the following inequality:
T Hi (r) + O exc log + T f (r) .
We now deduce the inequality of the theorem by induction on q. Let H γ be a subset of H consisting of γ ≥ 2n + 1 elements. When γ = 2n + 1, this is done by In fact, if (P n (C), H∈H H) is an ABC-variety, then (4.1) holds, so it implies that P n (C)− H∈H H is Brody hyperbolic. By the result of [Ru1] , P n (C)− H∈H H is Brody hyperbolic if and only if H is non-degenerate over C. This, together with Theorem 1.1, implies Theorem 4.1. Below, for completeness, we include a proof which contains the step that explains why P n (C) − H∈H H Brody hyperbolic implies H non-degenerate.
Proof of Theorem 4.1. As we indicated, we only need to prove that if P n (C) − H∈H H is an ABC-variety, then H is non-degenerate. To prove this, we first recall a result from [Ru1] . Assume that H is degenerate over C. Then the above proposition implies that there exists an H-admissible subspace V of P n of projective dimension greater than or equal to 1 such that H ∩ V does not contain at least three distinct hyperplanes which are linearly dependent over C. After a linear change of basis we may assume that V = P m , m ≤ n. Then H ∩ V contains exactly q distinct hyperplanes which are linearly independent over C, and q ≤ n + 1. Obviously there is a non-constant holomorphic map f : C → P n (C) which omits these coordinate hyperplanes. On the other hand, by our assumption, (P n (C), H∈H H) is an ABC-variety; thus (4.1) holds for D = H∈H H. This implies that f must be constant. This leads to a contradiction.
Proposition (Ru
Finally, we conjecture that (V, D) is an ABC-variety if and only if V − D is Kobayashi hyperbolic.
