We analyze the spectrum of the operator ∆ −1 [∇ · (K∇u)], where ∆ denotes the Laplacian and K = K(x, y) is a symmetric tensor. Our main result shows that this spectrum can be derived from the spectral decomposition K = QΛQ T , where Q = Q(x, y) is an orthogonal matrix and Λ = Λ(x, y) is a diagonal matrix. More precisely, provided that K is continuous, the spectrum equals the convex hull of the ranges of the diagonal function entries of Λ. The involved domain is assumed to be bounded and Lipschitz, and both homogeneous Dirichlet and homogeneous Neumann boundary conditions are considered. We study operators defined on infinite dimensional Sobolev spaces. Our theoretical investigations are illuminated by numerical experiments, using discretized problems.
where the open domain Ω ⊂ R 2 is bounded and Lipschitz, and the real valued tensor function K : Ω → R 2×2 is symmetric with its entries being bounded Lebesgue integrable functions and with the spectral decomposition Note that this theorem extends the results in [10] in several ways. It holds for second order differential operators with definite, indefinite and semidefinite tensors. Moreover, instead of the inclusion proved for the scalar case in [10] , it shows that the spectrum actually equals the interval (1.8) determined by K(x, y).
Our theoretical study addresses operators defined on infinite dimensional Sobolev spaces. Numerical experiments suggest that even stronger properties, analogous to the scalar case analyzed in [4] , hold for discretized problems.
Our theoretical results can be illustrated by the following experiment. We consider three test problems (1.1) with diagonal tensors (1.2) (i.e., Q = I) defined on the domain Ω ≡ (0, 1) × (0, 1), where (1.9) (P 1) : κ 1 (x, y) = 1, κ 2 (x, y) = 10, (P 2) : κ 1 (x, y) = 1 + 0.5(x + y), κ 2 (x, y) = 10 − 0.5(x + y), for (x, y) ∈ Ω. We discretize the problem (1.1) using a uniform triangular mesh with piecewise linear discretization basis functions; see [4] for the scalar case analogy. Figure 1 presents the eigenvalues of the resulting discrete generalized eigenvalue problem of size 381. We observe that the spectrum of the discretized problem covers not only the union of the ranges κ 1 (Ω) ∪ κ 2 (Ω), but in the case that κ 1 (Ω) and κ 2 (Ω) do not overlap, it surprisingly covers the whole interval (1.8). Eigenvalues of the discretized problems (P1)-(P3), defined in (1.9), spread over the entire interval [1, 10] , while the ranges of entries of the diagonal tensor are the following: (P1): κ 1 (Ω) = 1, κ 2 (Ω) = 10; (P2): κ 1 (Ω) = [1, 2] , κ 2 (Ω) = [9, 10] ; (P3): κ 1 (Ω) = [1, 7] , κ 2 (Ω) = [6, 10] . Horizontal axis: the indices of the increasingly ordered eigenvalues. Vertical axis: the size of the eigenvalues.
Since Au, v = Av, u for all u, v ∈ H 1 0 (Ω), which is a consequence of the symmetry of the tensor K, the preconditioned operator (1.5) is self-adjoint with respect to the inner product associated with the Laplacian:
Consequently, sp(L −1 A) ⊂ R. The inner product (1.10) defines the norm
used in the proofs below. The convergence behavior of the Conjugate Gradient (CG) method is determined by the spectral distribution functions of the involved linear systems; see, e.g., [5, 8] . Hence, the analysis presented in this paper can be employed to better understand the performance of CG when the inverse of the Laplacian (or some variant incorporating it) is applied as preconditioner to solve discretized second order elliptic PDEs; see [4] for a discussion of this topic. Also, constant-coefficient-preconditioners may be of particular interest when the Isogeometric Analysis (IgA) approach is employed to discretize both PDEs and the involved computational domains in terms of B-splines [6, 7, 12] .
This paper is organized in the following way. For clarity of exposition, we restrict ourselves in sections 2 and 3 to problems with diagonal tensors. In section 2 we present auxiliary lemmas generalizing, step by step, the results in [10] . Section 3 contains the proof of the main result for problems with diagonal tensors, and in section 4 we generalize the lemmas from previous sections to nondiagonal symmetric tensors and give the proof of the main result Theorem 1.1. In section 5 we comment on problems with homogenous Neumann boundary conditions. The numerical experiments in section 6 illustrate the results of the analysis, and the text closes with a brief discussion of some open problems in section 7.
2. Auxiliary results. We will start with considering diagonal tensors, i.e.,
This will allow us to explain with full clarity the main difference between the scalar case studied in [4, 10] and the tensor case analyzed in this paper.
2.1. Function values at points of continuity belong to the spectrum. The following lemma generalizes statement (a) in Theorem 3.1 in [10] .
Lemma 2.1. Assume that K is a diagonal tensor, where the entries κ 1 and κ 2 are bounded and Lebesgue integrable functions on Ω. The following holds for i = 1, 2:
Proof. Assume that κ 1 is continuous at (x 0 , y 0 ) and let λ ≡ κ 1 (x 0 , y 0 ).
We will construct parametrized functions v r and u r = (λI − L −1 A)v r such that which is not possible if λI − L −1 A has a bounded inverse: v r = (λI − L −1 A) −1 u r and lim r→0 u r L = 0 imply that lim r→0 v r L = 0. (The norm · L is the norm induced by the inner product (1.10)). The functions v r can be constructed, e.g., in the following way. Consider, for a sufficiently small r > 0, the following closed neighborhood of the point (x 0 , y 0 ):
For (x, y) ∈ R r define
and v r (x, y) = 0 otherwise. It can be verified that (see Appendix A)
Consequently,
Using that supp(v r ) = R r and (2.5),
and from the continuity of κ 1 (x, y) at (x 0 , y 0 ),
From (2.6) and (2.8) we conclude that we can construct functions v r and u r = (λI − L −1 A)v r such that (2.2) holds. We conclude that κ 1 (x 0 , y 0 )I − L −1 A can not have a bounded inverse.
The proof that κ 2 (x 0 , y 0 ) belongs to the spectrum if κ 2 is continuous at (x 0 , y 0 ) is trivially analogous.
If κ i ∈ C(Ω), i = 1, 2, then Lemma 2.1 gives a diagonal-tensor-case analogy of Theorem 3.1, statement (b), in [10] . As is shown next, in the tensor case the spectrum of the preconditioned operator L −1 A can, however, also contain numbers that do not belong to any of the individual ranges of the functions κ 1 and κ 2 .
2.2. Disjoint ranges extend the spectrum. An unexpected case occurs when the ranges of κ 1 and κ 2 are disjoint,
We begin by presenting the following facts that will be used in the proofs.
Dirichlet problem for the wave equation.
Note that for any integer n,
solves the following Dirichlet problem for the wave equation:
where l is a positive constant which determines the size of the solution domain
and c > 0 is arbitrary. We conclude that this Dirichlet problem has infinitely many nontrivial solutions. It is also clear that Σ l can be made as small as needed by choosing l > 0 sufficiently small. 
then the following closed interval belongs to the spectrum of L −1 A,
The analogous statement obviously holds with interchanging the roles of κ 1 and κ 2 in (2.11) and (2.12).
Proof. Consider an arbitrary fixed point (
Since K(x, y) is constant on Σ l , we can rewrite (1.1) as
where k 1 and k 2 are constants and
Consider an arbitrary λ in the interval (k 1 , k 2 ). Then (2.13) represents, with
the wave equation (2.10). Taking any nontrivial solution φ of (2.10), the function v defined on Ω as
solves the weak form of the generalized eigenvalue problem (1.1). We conclude that
Since, by construction,
it remains to prove that, if the equality is attained at any side of (2.14), then the associated k i , i = 1 and/or i = 2, also belongs to the spectrum of L −1 A. But this is trivially true using Lemma 2.1 because k i is a function value of κ i (x, y) at Σ l where κ i is constant and therefore continuous. Lemma 2.2 shows that, under the given assumptions, the whole closed interval determined by the extremal points of the ranges of κ 1 and κ 2 belong to the spectrum of L −1 A. Consequently, when the ranges of κ 1 and κ 2 are disjoint, the spectrum of L −1 A contains also the interval between them. Please note that here it is not assumed that K is continuous throughout the closure Ω and that the subdomain S is of an arbitrarily small size. 
The analogous statement obviously holds with interchanging the roles of κ 1 and κ 2 in (2.15) and (2.16).
Proof. We will prove the statement by contradiction. Consider
Let (x 0 , y 0 ) ∈ Ω be the point of continuity of the tensor K(x, y). Applying Lemma 2.2 to the preconditioned operator L −1 A l , where A l is defined for any sufficiently small l by
and K l (x, y) is a local modification of K,
yields that
On the other hand, since we assume that L −1 A − λI is invertible,
In Appendix B we prove that for sufficiently small r > 0
and the Neumann series argument therefore ensures that L −1 A l − λI has a bounded inverse. Consequently, λ / ∈ sp(L −1 A l ), which contradicts (2.17). (Inequality (2.18) holds due to the assumption that λ / ∈ sp(L −1 A) and due to the continuity of K(x, y) at the point (x 0 , y 0 ). See Appendix B for further details).
It is worth noting that the statement of Lemma 2.3 requires continuity of the tensor K only at an arbitrary single point belonging to Ω.
3. Continuous diagonal tensors. We first complement Lemma 2.1, and Theorem 3.1 in [10] , by proving the 'reverse inclusion'.
3.1. The spectrum is a subset of the extremal interval.
Lemma 3.1. Assume that the diagonal tensor (2.1) is continuous throughout the closure Ω. Then
Proof. Using the self-adjointness (1.11) of the operator L −1 A, we can use the standard results from the theory of self-adjoint operators (see, e.g., [3, Section 6.5]) and conclude that the spectrum of L −1 A is real and that
Moreover, the endpoints of this interval are contained in the spectrum.
It remains to bound Au, u Lu, u = sup
For K(x, y) continuous on Ω, the infimum and supremum of its components κ 1 (x, y) and κ 2 (x, y) are attained. Please notice that there is no assumption about the positive (negative) definiteness of K.
We are now ready to prove Theorem 1.1 for continuous diagonal tensors. 
Proof. Assume that the diagonal tensor K(x, y) is continuous throughout Ω. Then, by Lemmas 2.1 and 2.2,
and due to the continuity of K(x, y), and the fact that sp(L −1 A) is a closed set (see, e.g., [11] ),
Finally, by Lemma 3.1,
which gives the statement. The structure of the proof of Theorem 1.1 is fully analogous to the proof of Theorem 3.2 formulated for diagonal tensors. We will now restate the associated lemmas for the general case and comment on the technical differences that must be considered.
For convenience we will use, when appropriate, the column vector notation
and for any function f defined on Ω its gradient ∇f will be considered as a column vector.
Lemma 4.1 (see Lemma 2.1). Consider the symmetric tensor (4.1) with the spectral decomposition (4.2). If the tensor K is continuous at (x 0 , y 0 ) ∈ Ω, then κ i (x 0 , y 0 ) ∈ sp(L −1 A), i = 1, 2.
Proof. We will use the following notation for the spectral decomposition of K(x, y) at the point of continuity (x 0 , y 0 ):
Simple algebraic computations give that, for any (x, y) ∈ Ω,
where D = (k 1 − k 2 ) 2 + 4k 2 3 . Therefore, at any point of continuity of the tensor K(x, y), the functions κ 1 (x, y) and κ 2 (x, y) are also continuous.
For sufficiently small r, consider the closed neighborhood R r defined in (2.3) and its counterpart defined as
where the choice of r in (2.3) ensures that both R r ⊂ Ω and S r ⊂ Ω. Consider the functionsṽ Our goal is to show that if λ / ∈ sp(L −1 A), then lim r→0 u r L = 0, which contradicts (4.5). Concerning the second integral in (4.7),
Using the continuity of K(x, y) at the point (x 0 , y 0 ) and the fact that ṽ r L u r L is bounded, the second integral on the right hand side of (4.7) vanishes as r → 0. For the remaining term in (4.7) we find that
Applying the chain rule gives ∇ṽ r (w) = Q 0 ∇v r (Q T 0 w) = Q 0 ∇v r (z), which together with orthogonality of Q 0 gives (considering λ = κ 1 (x 0 , y 0 ))
where the upper bound vanishes as r → 0 due to (2.5) . The proof that κ 2 (x 0 , y 0 ) belongs to the spectrum of the preconditioned operator, provided that the assumptions of the lemma hold, is trivially analogous.
The remaining part of the proof of Theorem 1.1 is a straightforward extension of the analysis presented in section 3. The analogous statement obviously holds with interchanging the roles of κ 1 and κ 2 in (4.8) and (4.9).
Proof. Since K(x, y) and its spectral decomposition K =QΛQ T are constant on S, the change of variables w =Qz transforms the eigenvalue problem (1.1) in the subdomain S to the form
where the diagonal tensorΛ is constant. Employing the argument used to prove Lemma 2.2 finishes the proof. The analogous statement obviously holds with interchanging the roles of κ 1 and κ 2 in (4.10) and (4.11).
Proof. The proof is fully analogous to the proof of Lemma 2.3.
Lemma 4.4 (see Lemma 3.1) . Let the symmetric tensor (4.1) be continuous throughout the closure Ω. Then
Proof. The proof is analogous to the proof of Lemma 3.1 with the argument used in the derivation of (3.4) now written in the form
Due to the orthogonality of Q we get
and, similarly,
The proof of Theorem 1.1 is completed by combination of Lemmas 4.1 to 4.4; see the proof of Theorem 3.2.
5. Neumann boundary conditions. Theorem 1.1 also holds for generalized eigenvalue problems with homogeneous Neumann boundary conditions: ∇ · (K∇u) = λ∆u for (x, y) ∈ Ω, ∇u · n = 0 for (x, y) ∈ ∂Ω, (5.1)
where n denotes the outwards pointing unit normal vector of ∂Ω. Instead of H 1 0 (Ω), we now employ the space
with the operators L and A defined analogously as above (see (1.3) and (1.4))
where L has a bounded inverse operator; see, e.g., [ respectively. The rest will follow in an analogous way to the analysis presented in this paper.
Numerical experiments.
In this section our theoretical results will be illuminated by numerical experiments where the matrices are constructed using FEniCS and the eigenvalues are computed and visualized with Matlab. 2 If not specified otherwise, we consider the domain Ω ≡ (0, 1) × (0, 1) and a uniform triangular mesh with piecewise linear discretization basis functions is used.
The examples in section 1 concerns diagonal positive definite tensors. We first complement this by performing experiments with nondiagonal indefinite tensors. We consider three test problems in the form (1.1) with zero Dirichlet boundary conditions and with the following entries in the symmetric tensor Furthermore, for problem (P6) formula (4.3) yields κ 1,2 (x, y) = ± k 2 1 + k 2 3 = ± 9e −6(|x−0.5|+|y−0.5|) + 16 cos 2 ( π(x+y−1)
2 ), such that κ 1 (Ω) = −κ 2 (Ω) = [3e −3 , 5]. As in Figure 1 , the spectra visualized in Figure 2 spread over the entire interval (1.8) defined by the nonoverlapping ranges κ 1 (Ω) and κ 2 (Ω). Refining the mesh gives better approximations of the endpoints of the interval [−5, 5] . The fact that the tensor (4.1) is not diagonal has no qualitative effect on the observed experimental data. We will therefore below only consider diagonal tensors. The left part of Figure 3 shows numerical results computed with homogeneous Neumann boundary conditions (see section 5). The results with zero Dirichlet boundary conditions are, for comparison, presented in the right part of Figure 3 . We consider two test problems with the diagonal tensor (2.1) defined by is chosen such that, for both problems, κ 1 (Ω) = [8, 10] and κ 2 (Ω) = [4, 6] . Note that these intervals do not overlap. The minimum (respectively maximum) of the interval [4, 10] is obtained by the function κ 1 (x, y) (respectively κ 2 (x, y)) in the interior of the solution domain for problem (P7), while for problem (P8) the endpoints of this interval are attained on the boundary ∂Ω. In the latter case the endpoints of the interval [4, 10] are better approximated for the problem with Neumamn boundary conditions. Similar behavior was also observed for other test cases. Numerical results for nonconvex domains are presented in Figure 4 . We used the diagonal tensor (2.1) with (P 9) : κ 1 (x, y) = 6 − 3e −3(|x−0.8|+|y−0.8|) , κ 2 (x, y) = 6 + 3e −3(|x−0.2|+|y−0.2|) , and the L-shaped domains Ω 1 = (0, 1) 2 \ (0, 0.6) 2 and Ω 2 = (0, 1) 2 \ (0.4, 1) 2 ; see the illustration in the left part of Figure 4 . We employed zero Dirichlet boundary conditions. The function κ 1 (x, y) (respectively κ 2 (x, y)) has its minimum (respectively maximum) at the point [0.8, 0.8] (respectively [0.2, 0.2]), which is outside the domain Ω 2 (respectively Ω 1 ). As a result, we observe in Figure 4 that the spectra of the disretized problems differ, depending on the ranges of functions κ 1 (x, y) and κ 2 (x, y) over Ω 1 and Ω 2 .
Finally, we present in Figure 5 numerical results for 3D problems, which is not (yet) supported by rigorous proofs. We consider the unit cube Ω ≡ (0, 1) 3 , zero Dirichlet boundary conditions and the diagonal tensor K(x, y, z) = diag(κ 1 , κ 2 , κ 3 ) defined as This choice of test problems follows the same 'pattern' as for the introductory experiments presented in section 1: The ranges of the functions κ i (x, y, z), i = 1, 2, 3, are for (P10) isolated points, they form nonoverlapping intervals for (P11) and overlapping intervals for (P12). As for the 2D test cases, we observe that the spectra of the discretized problems are spread over the entire interval [1, 10] , irrespectively of whether the associated ranges overlap or not.
7. Open problems. In this paper we have rigorously analyzed 2D problems, and it is an open question whether our main result Theorem 1.1 also holds in 3D, or even higher dimensions. Our numerical results indicate that such a generalization is possible, but, e.g., the task of construction functions similar to the {v r } functions (2.4) will become more involved.
Another important issue is to 'translate' our findings to discretized operators. This was accomplished in [4] for uniformly elliptic operators with scalar coefficient functions. That is, [4] contains discrete versions of the results published in [10] and further develops towards approximating locally the individual eigenvalues. The techniques employed in [4] can be generalized to analyze discretized second order differential operators with indefinite tensors. Such a development is, however, out of the scope of this paper. An interesting question concerns the distribution of the eigenvalues: For discretized operators, are the eigenvalues evenly distributed in the interval (1.8)? Our numerical experiments suggest that the answer may be positive. We will return to this question elsewhere.
Appendix A. Technical details about the inequalities (2.5) in the proof of Lemma 2.1. We want to prove that, for sufficiently small r > 0, with v r (x, y) = 0 elsewhere; see Figure 6 . For any 0 < r < 1, the partial derivatives of v r (x, y) are not defined at the boundary ∂R r of R r , at the set of points {(x, y) ∈ R r : |y| − |x| = r − r 2 }, and at the set of points {(x, y) : x = 0, |y| < r − r 2 } where v r (x, y) reaches its maximum; see the edges of {v r (R r )} in Figure 6 . Simple computations yield that within R r |∂ x v r (x, y)| 2 = 0, |∂ y v r (x, y)| 2 = 1 r 3 , for |y| − |x| > r − r 2 , (x, y) / ∈ ∂R r , |∂ x v r (x, y)| 2 = 1 r 3 , |∂ y v r (x, y)| 2 = 0, for x = 0, |y| − |x| < r − r 2 , (x, y) / ∈ ∂R r . which completes the proof.
Appendix B. Technical details about the bound (2.18) in the proof of Lemma 2.3. Assume that L −1 A − λI has a bounded inverse. We will show that, for sufficiently small l > 0,
The operator norm 
