Abstract
Introduction
In recent years a great deal of work has been done in both networks and operating systems to provide QoS guarantees to multimedia applications. Operating systems work such as Resource Kernels [8] and Nemesis [4] provides support for meaningful QoS guarantees. However much of the work done to date has focussed on providing the QoS mechanisms required to deliver the QoS guarantees while the complementary issue of deriving suitable QoS policies to control the manner in which the guarantees are given out to applications is still rather under-explored. The development of a flexible resource management framework to support QoS policy specification and implementation within a multimedia operating system is essential to the success of the whole end to end QoS effort. It is also important that any resource allocation policy scheme developed has the user as its focal point, since user satisfaction is the ultimate goal of QoS provision.
The dual observation that most multimedia applications are able to adapt in one or more directions and that hardware improvements notwithstanding application writers and users inevitably overload the system in due course, point towards an adaptive solution to the resource management problem. Applications would continuously adapt between a number of valid modes in such a way as to make the best use of the available resources. However it is desirable not to burden the user with the complicated task of say manually attempting to degrade other applications in order to support a new application or an application quality upgrade. This implies that some form of intelligence must be built into the system to perform this task on behalf of users, while still giving them the opportunity to indicate their preferences via an easy-to-use policy-expression interface. The rest of this paper looks at this problem and is structured as follows. Section 2 presents a high-level view of the adaptive resource management architecture. Sections 3 and 4 then describe the various components of the architecture in more detail, focusing on system and application-level issues respectively. Section 5 briefly describes a prototype implementation. Section 6 reviews related work and Section 7 concludes the paper.
Architecture
An architecture designed in accordance with the design goals of extensibility, user-centricity, flexibilitylconfigurability, ease-of-use and backwards compatibility is now described. The main components of the architecture are shown in Figure 1 . At the centre of the system is the QoS Manager (QM) which is a system service responsible for co-ordinating the distribution of shared operating system resources amongst all the applications depending on availability and resource allocation policy. In order to get a QoS guarantee for a certain resource or to re-negotiate an old guarantee, an application must make a request to the QM. The QM indicates its allocation decisions to the appropriate Resource Manager (RM) which is the entity that ensures that QoS guarantees are actually enforced via appro- During situations of resource shortage or unexpected availability, the QM will use this information combined with a knowledge of the user's preferences, expressed via the GUI, to reallocate resources in such a way as to maximise the user's perceived performance or utility. The application is informed of the change via the call-back function. An application agent is an optional module which encapsulates adaptation-related code, interacts with the QM on behalf of an application and can be of varying complexity. The user controls resource allocation in three ways, by expressing resource allocation policies (at the system and application level), by making requests to applications for mode changes and by making corrections to the overall set of reallocations when he feels that the system has got it wrong. This is done via a special correction mechanism which is described later.
System-Wide Resource Management

System Policy
The user expresses preferences between applications via a share-based scheme, using a GUI to allocate each application a fraction of the total 100% available. These shares do not correspond to resource allocations directly, but rather are an indicator of the relative importance of a given application.
Basic QoS Manager Functions
The QM is the entity which co-ordinates system-wide resource management amongst all the users applications. Applications can request for a change in resource allocation by calling the QoSMgrSRequest ( ) operation and passing in a resource tuple containing the new values for each resource. An application can also register a set of valid modes with the QM using the QoSMgr$RegisterModes ( ) operation. Each mode can optionally have associated with it a resource tuple indicating the combination of resources required to operate in that mode (if known ') and an Application Utility (AU) value. The AU value can be used by the application to indicate to the QM the relative utility it associates with a given mode. Values can be allocated (non-linearly if desired) from 0 (least important mode) to 100 (most important). Applications are free to determine this ranking in an application-specific manner, but an interesting example of how AU values can be derived is presented in Section 4. If either the resource tuple or AU value is not supplied for a mode, the QM will substitute its own values. Applications can then make requests for mode changes by calling the QoSMgr$RequestMode ( ) operation and specifying the new mode instead of calling QoSMgrSRequest ( ) . By providing both options, the system does not constrain all application programmers to use the modal model if they do not wish to do so.
In situations where a request cannot be granted immediately, an application can use the QoSMgr SQueueReques t ( ) operation to indicate an interest in any resources that may become available in the future.
Allocation Algorithm
As mentioned earlier, there are cases when the QM will carry out resource revocation or redistribution. The series of steps taken in such a calculation is now outlined, followed by a simple example. The revocation case is described here, but the redistribution case follows a similar set of steps. It is assumed that an amount of resource, x%, is required to be revoked in order to satisfy a request by an important application. It is also assumed that it is sufficient to carry out calculations based on one resource, the current bottleneck resource.
Step 1 Derive the set, S of applications to be considered for revocation of resources based on the current policy.
Step 2 Derive a set of all possible combinations of mode reductions to the applications in S which would yield the required x% of the resource ' .
Step 3 For each combination, a 'score' is calculated as follows. Each option involves mode reductions in one or more of the applications in S. Thus for each mode reduction, ' Further details on the determination o f resource requirements are given in Section 4 *This step can require a large amount of calculation if there are many modes involved and a scheme is currently being developed to limit the amount o f calculation involved in such cases. the optimum reallocaa corresponding reduction in AU value can be determined. This is then scaled by the corresponding application share value (see Section 3.1) in order to derive the contribution of this particular mode reduction to the total score. The total score for the given combination is then obtained by summing the contributions of each mode reduction.
Step 4 The final step is to pick one of the valid combinations based on the system policy defined by the user. In most cases, the choice is simply the combination with the highest score. However, as described in [ 7 ] , other policies such as picking the combination involving changes to the fewest or most number of applications may be deemed important by the user. In such a case, the combination with the highest score may not always be chosen.
The above process is best illustrated by an example. In Figure 2 , the set S consists of three applications A l , A2 and A3 each with a different number of modes. The AU values allocated by the applications to their modes are shown in brackets and the mode in which the application is currently operating is shown in bold font. The actual resource requirements of each mode are not shown in the figure. Also, the pie-chart on the left of the figure indicates the relative shares allocated by the user to each application, so in this example A1 with a share of 50 is two and a half times as important to the user as A3 with a share of 20 and so on.
In this example, we assume that 3 combinations of mode reductions satisfy the requirement for x. The scores for each option are calculated as described in Step 3. It should be noted that the values are negative because this example deals with the revocation of resource and hence the applications are dropping to a lower mode. If the example had been resource redistribution, the values would have been positive. The effect of the application share scaling is illustrated by the fact that Option 2 has a higher score than Option 1, even though the AU changes for the two mode changes in each are the same (-40 and -30) . Option 1 is less desirable as it involves a reduction to A1 (ranked as more important than A2 by the user) as opposed to A2. As mentioned in Step 4, a policy solely based on preference information would lead to Option 2 being picked. However, if for example the user valued an even distribution of changes across as many applications as possible as being important, Option 3 may be picked even though it has a lower score than Options 1 and 2.
The Correction mechanism
In addition to the functionality described so far, the resource management system also provides support for a special correction mechanism. This mechanism allows the user to make corrections to the automatic reallocations carried out by the system and uses this information to obtain better estimates of the users true policy or preferences. This is important because the user's preferences are very hard to capture totally via a GUI. Even the user may not be able to directly state all their preferences and these preferences could change over time. Hence a feedback mechanism based on corrections is a good approach because it uses observations of the users behaviour over time to improve its estimates of the users true preferences.
The mechanism works at two levels, the application and system level. At the system level, it is necessary to start by describing a number of locks designed to support the correction mechanism and the policy specification mechanism in general.
Policy lock. The user can indicate that a certain application is so important that it should not be affected by any reallocations at all by setting the policy lock for that application.
Share Lock. This lock is used to indicate that the user is happy with the importance share (see Section 3.1) for the particular application, so changes to other applications shares should not affect it.
Correction Lock. After making a correction to an application, the user can use this lock to indicate that he is happy with the correction and then go on to make further corrections to other applications without undoing the correction made to this one.
If the user is not happy with the way a resource reallocation (either revocation or redistribution) has been carried out, he can make a correction as follows. Directly request for a quality increase in a domain which has not received enough allocation. This will mean that other applications will undergo reallocations (calculated using the algorithm described in Section 3.3) to satisfy this correction request. Set the Correction Lock for this application. Repeat the above steps for any other applications which he is not happy with until all corrections are complete. The QM has two special functions to support this mechanism, QoSMgr$TestCorrection ( ) tion to test the potential effects of and confirm a correction respectively. After a correction has been made, the QM will recalculate the share allocations for the applications in order to reflect the fact that the corrected application is actually more important than previously thought. This whole process means that future reallocations made by the system should be more satisfactory to the user and thus require less corrections. In addition, any future changes in the user's preferences will be tracked by the mechanism, even if the user does not explicitly adjust his policy via the shares interface.
Application-Level Resource Management
An agent providing application-level resource management is shown in Figure 3 . The Generic Agent (CA) abstracts all adaptation into the movement between a number of valid modes or levels and exports an interface which allows the application to specify a number of valid modes of operation in a similar way to the Q o SMgr SRegisterModes function described in Section 3.2. These modes are stored in a ModesList object which has entries for the estimated resource requirements and the application utility (AU) value for each mode. The CA will request for resources from the QM on behalf of the application to enable it to run in a particular mode. Due to the structure of Nemesis, the CA is able to monitor the resource consumption behaviour of the application. When the resource allocation is too low to support the current mode, the CA will request for more resources from the QM and if refused will signal the application to adapt to a lower mode. In either case, the estimates of the resource requirements for the modes in the ModesList will be updated accordingly.
Many applications, e.g video applications, conceptually adapt at a higher level by varying a number of parameters such as frame rate or frame size in the video case. These parameters have been termed Adaptation Parameters (APs) here, and the module designed to support them is the Adaptation Parameter Module (APM). The APM allows the application to specify a number of APs with a valid range for each AP (e.g frame rate operating between 1 and 25). The APM is designed in such a way as to allow the application programmer to have his own interface for capturing AP values or to use the default interface supplied by the APM, the AP CUI shown in Figure 3 . The APM uses a second interface, the Policy GUI to allow the user to indicate preferences between the different APs. In the current system this is done using a shares mechanism similar to that described for system-wide policy in Section 3.1.
The APM will map the various possible combinations of APs into modes thereby converting the multi-dimensional APs into a one-dimensional list of modes. Based on the shares allocated to each AP, the APM calculates an AU value for each mode. The modes can then be passed to the GA as a ModesList and on to the QM as described above. Thus if for example the frame rate AP has been given a much larger share than the frame size AP via the policy CUI, then a mode corresponding to a high frame rate and low frame size will have a higher AU value than a mode corresponding to a low frame rate and high frame size, even if both modes have similar resource requirements. The APM also supports a correction mechanism similar to that described in Section 3.4 but in this case it deals with intra-application corrections to the relative shares allocated to the various APs.
In order to support legacy applications (e.g a compiler), a simple CA could be run as a separate domain (process) acting on behalf of the application and the modes created artificially, for example they could be based directly on different levels of resource requirements (e.g 10% CPU, 20% CPU etc.). The final module shown in Figure 3 is the Estimation Module which starts with initial estimates for mode resource requirements and refines these estimates based on observations of application runtime behaviour. Finally, it should be noted that application programmers are not constrained in any way to use the particular agent software described as they are free to develop their own agents or even encode adaptation into the main application directly if they so desire.
Implementation
A screen dump from the current prototype system is shown in Figure 4 . The prototype executes within the Nemesis operating system environment on a standard Pentium PC. The two agent GUIs, the QM CUI and a demo adaptive JPEG video application are shown. 
Related Work References
Some early work which pointed at some of the ideas consequently explored here was carried out in the Huygens project [5] .
[6] describes a system similar to the one presented here where QoS states are equivalent to the modes used in this work. However the kinds of policies defined are different. A good piece of work applying similar ideas to the problem of resource management within servers is presented in [9] . The AQUA system [3] supports adaptation within an application via an adaptation function and [2] identifies some of the problems described here but neither of them address policies for allocating resources between applications.
[ 13 presents a model for adaptive applications and describes the idea of a benefit function as a means of expressing user preferences.
Conclusion
This paper has investigated the issue of how to provide high-level resource management in the end-system. It argues that a multimedia operating system which provides low-level QoS guarantees requires a complementary highlevel resource management architecture which is based on the principles of extensibility, user-centricity, flexibilitylconfigurability, easy-of-use, and backwards compatibility and has presented a system built around these principles. A prototype implementation is also presented. Thanks to the SRG group, especially Prof. Ian Leslie for commenting on an earlier draft of this paper.
