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Abstract
Nucleosome is the fundamental building block of eukaryotic chromatin. The precise location of nucleosome
along the genome plays a central role in gene regulation by controlling the accessibility of genetic informa-
tion encoded in DNA. Understanding the principles underlying the establishment of genome-wide nucleosome
landscape is a critical step towards understanding chromatin structure and diverse cellular processes taking
place on the chromatin template. Recent studies have identified various factors that impact the nucleo-
some landscape in vivo, such as DNA sequence, statistical positioning, and chromatin remodelers; but the
results remain largely unconnected and sometimes even provide conflicting views. A comprehensive study
integrating different determinants of nucleosome landscape into one consistent framework is still missing.
Taking advantage of the flourishing experimental data generated by high-throughput sequencing technology,
this thesis applies novel statistical analysis methods and statistical mechanics modeling to the nucleosome
positioning problem. We start from quantifying the extent of DNA-encoded sequence signatures and char-
acterizing their respective contributions to different aspects of nucleosome landscape. We then integrate
multiple determinants of nucleosome landscape into a unified computational framework and investigate how
different factors work together to accurately regulate nucleosome organization.
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Chapter 1
Introduction
1.1 Nucleosome as the fundamental building block of eukaryotic
chromatin
In most living organisms, genetic information is carried by a polymeric molecule called DNA. Just as a book
in English is written with an alphabet of 26 letters, the DNA molecule is simply a sequence of 4 letters,
A, C, G, and T, which are called nucleotides. Remarkably, nature has been using this 4-letter alphabet to
create a plethora of beautiful life forms and intricate biological phenomena, which no human language can
fairly describe. In fact, even our very ability to create and master language must be somehow encoded in
our DNA, demonstrating how much nature is able to achieve with the simple 4-letter DNA molecule.
Within each living cell, a complete set of genetic information encoded as the DNA sequence is called
the genome. Genomes can be of different sizes for organisms of different complexities. For example, the
unicellular budding yeast has a genome of about 12 million base pairs (bps). In another word, the book
of budding yeast consists of about 12 million letters of A, C, G, and T. By comparison, the more complex
human genome has more than 3 billion bps of nucleotides. That is about 1 meter of DNA in physical length.
Since most of the (human) cells in our body have two copies of the genome, one inherited from the mother,
the other from the father, almost every (human) cell in our body must be able to harbor 2 meters of DNA
in the cell nucleus with a radius of a few micrometers. In eukaryotes, which include both the budding yeast
and human, this highly compact packaging is achieved through a protein-DNA complex called chromatin
(Figure 1.1).
In the first level of the chromatin compaction, every 147 bps of DNA wraps in about 1.7 superhelical
turns around a histone octamer (two copies of each of the four core histones H2A, H2B, H3, and H4), forming
a protein-DNA complex called the nucleosome (Figure 1.2) [1]. The majority (about 80% in budding yeast)
of eukaryotic genome is occupied by nucleosomes, leading to a beads-on-a-string structure composed of
nucleosomes and the linker DNA between them (Figure 1.1). This string of nucleosomes is further folded
1
DNA Nucleo-some
“Beads on a 
string” form 
of chromatin
Higher-order structures of chromatin Chromosome
Figure 1.1: Eukaryotic chromatin structure. Image is adapted from https://commons.wikimedia.org/
wiki/File:Chromatin_Structures.png, originally uploaded by Zephyris (Richard Wheeler) to the English
language Wikipedia, under the GNU Free Documentation License.
hierarchically into higher-order chromatin structures, which are still poorly understood despite intensive
investigations (Figure 1.1) [2]. Quoting the late Jonathan Widom, a prominent biochemist in the chromatin
field [3],
... with regard to the most compact chromosome, yes you can see it but we really have no idea
what its structure is, in part because we don’t know how you go from the chain of nucleosomes to
the chromosome.
This thesis focuses on studying nucleosomes and the beads-on-a-string structure of chromatin, with the
motivation that in order to know how to “go from the chain of nucleosomes to the chromosome”, one must
comprehensively understand the chain of nucleosomes itself.
Side view Front view
Figure 1.2: Nucleosome structure from two different points of view, showing DNA double-helix (in red and
blue) wrapping around the histone octamer (in other colors). Image is generated with VMD [4] using the
crystal structure from [5].
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Besides packaging DNA into a more compact shape, chromatin is also the central hub of diverse biochem-
ical activities taking place in the cell nucleus. Various cellular processes revolve around reading, processing,
copying, repairing, and modifying the genetic information encoded in the DNA molecule. It is thus vital
to accurately regulate the accessibility of DNA to the proteins that carry out these tasks, in order to en-
sure stable and proper functions of the cells. Chromatin structure – in particular, the precise location of
nucleosomes along the genome – plays a central role in controlling the accessibility of DNA. Specifically, the
tight structure of nucleosome usually inhibits DNA from interacting with other DNA-binding proteins, while
the linker DNA between neighboring nucleosomes is generally more accessible [6]. Therefore, nucleosomes
play important regulatory roles in various cellular processes that process the genetic information from differ-
ent facets, such as transcription initiation (reading) [7], RNA polymerase elongation (processing) [8], DNA
replication (copying) [9–11], DNA repair (repairing) [11], DNA recombination (modifying) [12], etc. As a
result, aberrant positioning of nucleosomes is directly implicated in numerous human diseases, ranging from
developmental disorders [13] to various types of cancers [14, 15]. Thus, understanding how nucleosomes are
positioned is an outstanding problem critical for understanding diverse regulatory processes taking place on
chromatin template and developing effective treatments for a wide range of human diseases. This thesis aims
at elucidating several aspects of the “nucleosome positioning problem” using rigorous statistical methods
and statistical mechanics modeling.
1.2 Relevant concepts
The “nucleosome positioning problem”, loosely speaking, refers to the problem of where nucleosomes are
located along the genome, how these locations are established, and how nucleosome location regulates diverse
cellular processes. Many terminologies have been used in the literature on nucleosomes. Confusion about
different technical concepts involved has in fact become an impediment to advancing our understanding of
the problem [16,17]. We thus first define and clarify several relevant concepts, before delving into the details
of the “nucleosome positioning problem.”
Nucleosome positioning refers to the precise genomic locations of individual nucleosomes, which can
be described by the start or center (dyad) locations of the nucleosomes. In physics terms, nucleosome
positioning is described by the one-particle distribution function n1(i), the probability of a nucleosome
starting or centering at bp i of the genome. The concept of nucleosome positioning is compared with that
of nucleosome occupancy.
Nucleosome occupancy refers to the probability of a given genomic location being occupied by a
3
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Figure 1.3: Translational and rotational nucleosome positioning. Figure shows four possible scenarios of a
nucleosome based on whether it is well positioned translationally and whether it is well positioned rotation-
ally. Blue line represents the genome. Red vertical bars represent nucleosome locations in different cells
from the cell population. Black curve depicts the one-particle distribution function n1.
nucleosome. In physics terms, nucleosome occupancy is described by O(i) =
∑i
j=i−a+1 n1(j), where n1(j)
is the probability of a nucleosome starting at bp j of the genome, and a (= 147) is the number of bps that
a nucleosome occupies. Biologically, nucleosome occupancy characterizes the level of nucleosome depletion
at a genomic location.
The concept of nucleosome positioning can be further distinguished into translational and rotational
positions.
Translational nucleosome position refers to the location of the 147-bp DNA contacting the histone
octamer [16,17]. When a nucleosome
selects a particular contiguous stretch of 147 bp of DNA in preference to other stretches of the
same length that are translated forwards or backwards along the DNA [16],
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we say that this nucleosome is well positioned translationally. Manifested in the one-particle distribution
function n1, a translationally well-positioned nucleosome has a n1 that shows a single narrow peak at some
genomic location (Figure 1.3).
Rotational nucleosome position refers to the rotational orientation of DNA double helix relative to
the histone surface [16,17]. When
a set of discrete translational positions, differing by integral multiples of the DNA helical repeat,
are all occupied in preference to the set of other possible locations [16],
we say that the corresponding nucleosome is well positioned rotationally. The one-particle distribution
function n1 of a rotationally well-positioned nucleosome shows several consecutive narrow peaks separated
by integer multiples of the DNA helical repeat, which is about 10.5 bps (Figure 1.3).
It is worth noting that whether or not a nucleosome is well positioned translationally does not necessarily
dictate whether or not it is well positioned rotationally (Figure 1.3), and that translational and rotational
nucleosome positions may be established under distinct principles.
Finally, several terms are loosely used in this thesis to refer to the general biological problem encompassing
nucleosome occupancy, translational nucleosome positioning, and rotational nucleosome positioning. These
terms include nucleosome landscape, nucleosome organization, nucleosome locations, nucleosome
deposition, and “nucleosome positioning problem.” The last term may cause confusions with the
precise meaning of nucleosome positioning as defined above, but is still retained due to widespread use in
the current literature.
1.3 Available experimental data
The advancement of high-throughput sequencing (HTS) technologies has significantly broadened our toolkit
to approach biological problems. Much of our current understanding of nucleosome organization, including
results presented in this thesis, is not possible without the availability of large HTS datasets. In this section,
we briefly review commonly used HTS techniques for mapping genome-wide nucleosome landscape.
MNase-seq utilizes an enzyme called micrococcal nuclease (MNase), which preferentially digests linker
DNA between neighboring nucleosomes, to break chromatin into single-nucleosome fragments. Nucleosomal
DNA is then selected and sequenced. Information of nucleosome position and occupancy can then be obtained
by mapping sequenced DNA back to the reference genome (Figure 1.4). MNase-seq has several problems.
First, MNase preferentially digests at A or T nucleotides rather than C or G nucleotides. This sequence
preference of MNase introduces artificial G/C bias in MNase datasets [18, 19] (Section 3.4.2). Second,
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Figure 1.4: Illustration of MNase-seq. Chromatin is broken into single-nucleosome fragments by MNase,
which preferentially digests linker DNA between neighboring nucleosomes. Nucleosomal DNA is then ex-
tracted and sequenced. Information of nucleosome position and occupancy can be obtained by mapping
sequenced DNA back to the reference genome.
nucleosomal DNA is not perfectly protected from MNase digestion; and linker DNA cannot be perfectly
digested by MNase either. The lack of precision of MNase digestion leads to noisy estimates of nucleosome
positions. Third, the level of MNase digestion, controlled by MNase concentration and digestion time, can
significantly alter the obtained data, making interpretations difficult. Despite these problems, MNase-seq
is easy to implement and has been the most widely-used method for mapping genome-wide nucleosome
landscape by far.
Chemical cleavage method introduces an engineered mutation in the histone H4, which results in a
DNA cleavage close to the dyad position of the nucleosome, under suitable experimental conditions. The
chemical cleavage method can directly map nucleosome dyad positions with base pair resolution and has
been applied to mouse [20] and two species of yeast [21, 22]. Although technically more challenging, the
chemical cleavage method has provided perhaps the most accurate maps of nucleosome landscape available
to date. During drafting of this thesis, a new chemical cleavage method was developed and demonstrated
improvement compared to the previous method in budding yeast [23].
Other methods exist for mapping nucleosome landscape, including DNase-seq [24], ATAC-seq [25], and
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histone ChIP-seq [26]. However, nucleosome maps generated by these methods are either restricted to
certain specific regions of the genome (DNase-seq and ATAC-seq) or less accurate compared to MNase-
seq or chemical cleavage method (histone ChIP-seq). Recently, nanopore sequencing has been applied to
map nucleosome landscape [27]. The ability of nanopore sequencing to sequence long DNA stretches might
provide information that is not available through canonical Illumina sequencing, such as higher-order spatial
correlation functions.
Finally, we point out that nucleosome mapping can be performed either in vivo or in vitro. In vivo,
Latin for “within the living”, refers to experimental conditions in living cells or organisms. In vitro, Latin
for “in the glass”, refers to experimental conditions in the test tube, i.e., outside natural biological contexts.
In vitro and in vivo experiments can usually provide complementary information for the same biological
problem. However, generalizing in-vitro results to in-vivo conditions should be done with utmost caution
(Section 3.6).
1.4 Establishment of the nucleosome landscape
The establishment of the nucleosome landscape is a complex phenomenon. Decades of research have demon-
strated that no single mechanism can explain every aspect of the nucleosome landscape, and several com-
peting ideas have been proposed to date. In this section, we briefly summarize the factors that have been
proposed to contribute to the establishment of the nucleosome landscape.
DNA sequence. Both in-vitro [28, 29] and in-vivo [30–33] studies have suggested that DNA sequence
may play a role, since experimental evidence suggests that certain sequences either favor or disfavor nu-
cleosome formation. Specifically, regularly spaced nucleotides (with a period of 10.5-bp) in phase with the
relative orientation between DNA helix and histone octamer can facilitate DNA bending and thus nucleo-
some deposition [34, 35]. DNA sequences with higher G+C content are generally more flexible and favored
by nucleosomes [36]. Poly(dA:dT) tracts, which are long homopolymers of A or T, are relatively rigid and
act as antinucleosomal sequences [37].
Statistical positioning. The steric exclusion between neighboring nucleosomes can give rise to regular
oscillations in nucleosome occupancy against a sharp energy barrier (Figure 1.5). This phenomenon, purely
arising from statistical mechanics effects, is termed statistical positioning. Statistical positioning itself may
account for a large portion of nucleosome arrays around transcription start/termination sites (TSS/TTS)
[38,39].
Trans-factors. Nucleosome locations can also be actively modulated by the so-called trans-factors,
7
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Figure 1.5: Illustration of statistical positioning, showing the oscillation pattern in nucleosome occupancy
against an energy barrier due to steric exclusion between neighboring nucleosomes.
including chromatin remodelers, transcription factors, and RNA polymerase [6].
The relative contributions of these factors in shaping local chromatin structure remain unclear and, in
fact, highly controversial [6, 28, 29, 40, 41]. In particular, to what extent the global nucleosome landscape is
a priori programmed into the genomic sequence itself remains to be determined.
1.5 Objectives
The overall goal of this thesis is to elucidate the principles underlying the establishment of genome-wide
nucleosome landscape. Specifically, we aim at a comprehensive quantification of the influence of different fac-
tors presented in Section 1.4 on different aspects of nucleosome landscape, including nucleosome occupancy,
translational nucleosome positioning, and rotational nucleosome positioning. We take an approach where
we start from considering simple factors in isolation, and gradually add in more complexity and integrate
multiple factors into the same framework, as outlined below.
Objective 1: To rigorously quantify the extent of 10.5-bp periodicity present in nucleosomal DNA.
Other DNA sequence features, such as G+C content and poly(dA:dT) tracts, are relatively easy to define
and quantify. However, the notion of periodicity in nucleosomal DNA has been subjected to much debate for
the past three decades and continues to pose outstanding problems that require clarification using rigorous
analysis methods [21,22,30,34,42–46]. We thus first apply novel spectral analysis methods to study whether
nucleosomal DNA is enriched for 10.5-bp periodicity, and what is the genome-wide level of 10.5-bp periodicity
statistically.
Objective 2: To present a comprehensive quantification, which has not been available before, of the
influence of 10.5-bp periodicity, G+C content, and poly(dA:dT) tracts on nucleosome occupancy and posi-
tioning.
Objective 3: To revisit the hitherto controversial question of how much of the global nucleosome
landscape is a priori programmed into the DNA sequence [6, 28,29,40,41].
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Objective 4: To provide a unified computational framework, which can potentially incorporate all three
factors presented in Section 1.4, for modeling genome-wide nucleosome landscape.
The rest of this thesis is organized in three parts. The first part (Chapter 2) focuses specifically on the
10.5-bp periodicity, concerning objectives 1 and 2. The second part (Chapter 3) presents a computational
framework that realizes objectives 2, 3, and 4. Finally, in the last part of the thesis (Chapter 4), I present
my other joint work not directly associated with nucleosomes.
9
Chapter 2
Categorical spectral analysis of
periodicity in nucleosomal DNA
As described in Chapter 1, the first part of this thesis focuses on a specific DNA sequence feature of
nucleosome deposition, the 10.5-bp periodicity. We aim at quantifying the statistical significance of 10.5-bp
periodicity in nucleosomal DNA and how the 10.5-bp periodicity affects different aspects of the nucleosome
landscape, including nucleosome occupancy, translational and rotational nucleosome positioning. Upon
achieving these goals, we apply a rigorous categorical spectral analysis method called the spectral envelope,
and develop a novel spectral decomposition method for quantifying the origin of observed periodicity in
average nucleotide frequencies. Contents in this chapter are published in [47].
2.1 Background and objectives
Helical twist of the DNA polymer imposes important geometric constraints on its interaction with DNA-
binding proteins, as well as on the interactions between DNA-binding proteins themselves. For example,
cooperative binding of transcription factors can be highly dependent on their relative phase with respect
to the DNA helix [48], and transcription levels can be also sinusoidally modulated by the distance between
transcription factor binding sites and transcription start sites [49]. The geometric constraint imposed by
the DNA helix may further put selective pressure towards having functional sites separated by full helical
turns (i.e. multiples of 10.5 bp) in the genome [50]. One of the most well-known and intriguing cases of
this geometric constraint lies in the fundamental repeating subunits of chromatin in eukaryotes, namely the
nucleosomes consisting of 147 basepairs (bps) of DNA wrapping around histone octamers, where regularly
spaced nucleotides in phase with the relative orientation between DNA helix and histone octamer can
facilitate DNA bending and thus nucleosome formation [34,35]. Nucleosomal sequences aligned at the dyad
were first shown to possess 10.5-bp nucleotide periodicity three decades ago [34, 42, 43], and recent high-
throughput sequencing experiments have detected similar patterns in various organisms [21, 22, 30, 44–46].
However, the notion of periodicity in nucleosomal DNA has been subjected to much debate for the past
three decades and continues to pose outstanding problems that require clarification using rigorous analysis
10
methods.
In eukaryotes, the precise location of nucleosomes regulates protein-DNA interactions by controlling the
local DNA accessibility. Elucidating the mechanism of nucleosome positioning is thus a major step towards
understanding diverse regulatory processes taking place on chromatin template. Despite extensive studies,
the significance of nucleotide periodicity in directing nucleosome positioning remains an ongoing and heated
debate [6, 28, 29, 40, 41]. One the one hand, statistical models based on nucleotide periodicity are able
to provide decent predictions of genome-wide nucleosome landscape [44, 51, 52], suggesting that periodic
genomic features provide a nucleosome positioning signal. One the other hand, it has been shown that in
vitro and in vivo nucleosome positioning patterns correlate only poorly, indicating that other forces play
a major role in positioning nucleosomes in vivo [29, 53]. Furthermore, it has been noted [54] that, while
computational models accounting for nucleotide periodicity have the highest accuracy in predicting single
nucleosome positioning [55], models based on simple sequence features such as the G/C content are sufficient
to reproduce nucleosome occupancy [36], which refers to the probability of a given base pair in the genome
being occupied by a nucleosome in cell population [16]. These findings indicate that nucleotide periodicity
may play different roles in influencing single nucleosome positioning versus population-level nucleosome
occupancy.
Several key questions regarding the role of periodicity in nucleosomal DNA thus remain. First, is nucleo-
somal DNA enriched for 10.5-bp periodic sequence features? If it is, what is the genome-wide level of 10.5-bp
periodicity statistically? Second, how does periodicity affect single nucleosome positioning in vivo? More
precisely, what is the role of periodicity in translational positioning, referring to the location of the 147-bp
DNA contacting the histone octamer, and in rotational positioning, referring to the rotational orientation
of DNA helix relative to the histone surface [16], respectively? Furthermore, how does periodicity affect
nucleosome occupancy? Lastly, what can one learn about histone-DNA interactions from the analysis of
nucleotide periodicity? Specifically, does the observed periodicity in dyad-aligned nucleosomal sequences
reflect a sequence preference of histone-DNA interaction?
We address these questions by developing a computational framework based on categorical spectral analy-
sis and applying it to high-resolution nucleosome maps in yeast (Appendix A.1.8) [21,22]. The computational
framework developed here can be easily adapted and applied to analyzing genome-wide nucleosome maps
generated by various experimental techniques.
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Figure 2.1: Periodicity in dyad-aligned nucleosomal sequences and systematically shifted random sequences.
(A) A/T frequency averaged across dyad-aligned nucleosomal sequences in S. cerevisiae. (B) 10-bp period-
icity (red curve) can be created from 10,000 random sequences (black curve) by systematically shifting the
sequences by at most 5 bp (Appendix A.1.2).
2.2 The 10.5-bp periodicity
The idea of periodic nucleosome positioning signals has been mainly based on observing 10.5-bp periodic
patterns in the average nucleotide frequencies of nucleosomal sequences aligned at the dyad (Figure 2.1A) [44].
It is important to note that both the periodicity of individual sequences and the proper phasing of multiple
sequences can contribute to the observed periodicity in the average nucleotide frequencies. In the extreme
case where DNA sequences are randomly generated, a periodic pattern of any desired period can be easily
created by a systematic manipulation of alignment (Figure 2.1B, Appendix A.1.2) [19]. Therefore, the
observed periodicity in average nucleotide frequency does not a priori imply periodicity in each individual
nucleosomal sequence.
In mathematical terms, two problems often confound the discussion of periodicity in the literature: (1)
a mathematically rigorous way of studying periodic patterns in a DNA sequence is to Fourier decompose
the sequence into its harmonic components, computing the magnitude of oscillations at each frequency.
However, averaging the Fourier spectra of individual sequences is not equivalent to computing the Fourier
spectrum of averaged sequences; (2) Detecting periodicity with Fourier analysis critically depends on the
representation of categorical nucleotide contents into real numbers. Several studies to date have employed
particular choices of representing nucleotides as numbers and reported different nucleotide patterns to be
significant at 10.5-bp periodicity, such as AA/TT/TA [44], AA/TT [56], and AA/TT/AT/TA [21, 22]. As
these particular representations were designed to capture the presumed dinucleotide patterns, it is plausible
that the previous studies were biased and missed other intrinsic periodic patterns; thus, a spectral method
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that simultaneously explores all possible representations of DNA as real numbers is needed. We here present a
rigorous mathematical formalism for addressing these two problems and perform genome-wide quantification
of periodicity in individual nucleosomal sequences in yeast species.
2.3 Quantifying the strength of 10.5-bp periodicity in
nucleosomal DNA
We applied the method of spectral envelope [57,58] (Appendix A.1.1) to quantify the strength of periodicity
in individual nucleosomal sequences. Briefly, the algorithm automatically explores all possible representa-
tions of a DNA sequence as real numbers and computes the maximum spectral density among all possible
representations at each period. A significant peak in mono-/di-nucleotide spectral envelope thus indicates a
dominant periodic component in mono-/di-nucleotides of the corresponding DNA sequence. In this section,
we first review the definition of spectral envelope. We then present the results of quantifying the extent of
10.5-bp periodicity in nucleosomal DNA using spectral envelope.
2.3.1 Spectral envelope
We follow the notation used in [57, 58]. Consider a DNA sequence st of length L, where t = 0, 1, . . . , L− 1
and st ∈ {A, C, G, T}. To perform spectral analysis, we convert the categorical DNA sequence st into a
numerical sequence by using a scaling function β : {A, C, G, T} → R that maps nucleotides to real numbers.
We denote the resulting real-valued sequence as xt = β(st). The spectral envelope of the DNA sequence st
at a specific frequency is defined as the maximum spectral density among all possible non-trivial (i.e., β∝1)
scaling functions at that frequency; i.e.,
λ(ω) = max
β∝1
fβ(ω)
σ2β
, (2.1)
where fβ(ω) is the power spectral density of xt at angular frequency ω, and σ
2
β is the variance of xt. A
peak at ω in the spectral envelope spectrum indicates a dominant periodic component of angular frequency
ω, or period 2pi/ω. To calculate the sample spectral envelope, the power spectral density and variance in
Equation 2.1 should be replaced by the periodogram (Appendix A.1.1) and sample variance, respectively [59].
The sample spectral envelope can be efficiently calculated by converting the maximization to an eigenvalue
problem [59]. We used a modified version of the R code included in [59] to compute the sample spectral
envelope.
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The spectral envelope defined in Equation 2.1 quantifies the periodic component in mono-nucleotide
patterns of the DNA sequence. To generalize the definition for quantifying periodic components in k-mer
patterns of any fixed integer k, we simply need to generalize our alphabet {A, C, G, T} to a set of all k-mers
and let the scaling function β map all k-mers to real numbers. For example, di-nucleotide spectral envelope
is defined in the same way as in Equation 2.1, except that the scaling function is now β : S × S → R, where
S = {A,C,G, T}, and the numerical representation of st is given by xt = β(st, st+1), for t = 0, . . . , L− 2.
2.3.2 Strength of 10.5-bp periodicity in nucleosomal DNA
We calculated the mono-nucleotide spectral envelope of 67,531 and 75,818 consensus nucleosomal sequences
of length 147 bp in S. cerevisiae [21] and S. pombe [22], respectively. The average spectral envelope of
nucleosomal sequences in both S. cerevisiae (Figure 2.2A) and S. pombe (Figure A.1A) shows a distinct
peak at period 10.5 bp, indicating enriched 10.5-bp periodicity compared to randomly permuted sequences,
although the enrichment was only of order 10%, indicating that only a small fraction of nucleosomal sequences
contain significant 10.5-bp periodicity. To assess the statistical significance of the 10.5-bp periodicity, we
calculated empirical p-values by permuting each sequence 100 times (Appendix A.1.1), as previously done
[57,60]. The p-value distributions are skewed towards small values (Figure 2.2B for S. cerevisiae, Figure A.1B
for S. pombe), providing evidence for 10.5-bp periodicity in a subset of individual nucleosomal sequences.
To estimate the fraction of nucleosomal sequences that contained some degree of 10.5-bp periodicity – i.e.
the fraction in excess of what might be expected from randomly permuted sequences (Figure 2.2B, dashed
curve) – we fitted the distribution of empirical p-values (for example, Figure 2.2B, solid curve) using a
beta-uniform mixture model (Appendix A.1.1, Figure A.1C, D). The obtained mixing coefficients showed
that an excess amount of only about 15-20% of nucleosomal sequences contained some degree of 10.5-bp
periodicity in mono-nucleotides (Table A.1). However, it is important to note that not all of these 15-
20% of nucleosomal sequences contained statistically significant 10.5-bp periodicity. In fact, after correcting
for multiple hypothesis testing (Appendix A.1.1) [61], the fraction of nucleosomal sequences containing
statistically significant 10.5-bp periodicity in mono-nucleotides was at most 4-5% at 5% False Discovery Rate
(FDR) (Table A.2). The calculation of di-nucleotide spectral envelope shows similar results (Figure A.2,
Table A.1, Table A.2). These results show that the majority of nucleosomes do not possess any statistically
significant 10.5-bp periodicity, which further suggests that periodic sequence features play only a minor role
in positioning nucleosomes genome wide in vivo.
In vitro, it has been shown that nucleosomes preferentially form on S. cerevisiae DNA compared to E. coli
DNA [29]. Since E. coli does not have histones, its genome must have evolved neutrally with respect to its
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Figure 2.2: Nucleosomal sequences in S. cerevisiae have enriched 10.5-bp periodicity in mono-nucleotides
compared to randomly permuted sequences. (A) Average mono-nucleotide spectral envelope of nucleosomal
sequences (solid curve) and randomly permuted sequences (dashed curve). (B) Distribution of p-values
assessing the statistical significance of 10.5-bp periodicity in mono-nucleotides of nucleosomal sequences
(solid curve) and randomly permuted sequences (dashed curve).
potential to form nucleosomes. Thus, one may expect to observe fewer occurrences of putative nucleosome-
preferred sequence features, such as the 10.5-bp periodicity, in the E. coli genome compared to eukaryotic
genomes. To test this hypothesis, we calculated the spectral envelope and empirical p-values of randomly
selected 147-bp genomic regions from E. coli as well as S. cerevisiae and S. pombe. Surprisingly, the strength
of 10.5-bp periodicity was comparable among the three genomes (Figure A.3, Table A.1, Table A.2), showing
that factors other than the level of 10.5-bp periodicity in the genome may contribute to the preferential
in vitro reconstitution of nucleosomes on S. cerevisiae DNA. Furthermore, these results suggest that the
enrichment of 10.5-bp periodicity in yeast nucleosomal DNA compared to permuted sequences may not be
a consequence of co-evolution between histones and genomic DNA [62], casting doubt on the belief that
a 10.5-bp periodic genomic code associated with nucleosomes [44] has evolved. Nevertheless, the 10.5-bp
periodicity, when present, may still be utilized by some nucleosomes to guide their positioning.
2.4 Quantifying the origin of 10.5-bp periodicity in average
nucleotide frequencies
We have so far shown that only a small fraction of nucleosomal sequences contain statistically significant
10.5-bp periodicity, even when the spectrum for each individual nucleosome is maximized over all possible
representations of nucleotides as real numbers. As previously mentioned, both periodicity in individual
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Figure 2.3: Illustration of the spectral decomposition (Appendix A.1.3). The last three rows provide an
intuitive definition and graphical illustrations of the corresponding factors in the decomposition equation (top
row). To save space, the decomposition is illustrated for the 5-bp periodicity (instead of 10.5-bp periodicity)
of A nucleotides in three DNA sequences. The aligned enrichment A(f) characterizes the enrichment of
periodicity in the average frequency of A obtained from aligning the three sequences. Two distinct factors
contribute to the 5-bp periodicity observed in average frequency: 1) 5-bp periodicity of the A nucleotides
within individual sequences (illustrated by the red A’s in Example 1); and, 2) phasing of A nucleotides at
5-bp intervals across sequences, even when individual contributing sequences do not contain 5-bp periodicity
(illustrated by the red A’s in Example 2). The individual enrichment I(f) and the phasing enrichment P (f)
characterize the contributions to A(f) from these two factors, respectively. Thus, the dominant contribution
to A(f) at 5-bp in Example 1 is from the 5-bp periodicity in individual sequences (i.e., large I(f)), while
that in Example 2 is from the phasing of sequences (i.e., large P (f)).
sequences and proper phasing among sequences may contribute to the observed 10.5-bp periodic average
nucleotide frequencies in dyad-aligned nucleosomal sequences (Figure 2.1A). This section develops a novel
spectral decomposition method for quantifying the origin of the observed periodicity in average nucleotide
frequency (Appendix A.1.3, Figure 2.3).
2.4.1 Spectral decomposition
Consider N nucleosomal sequences sk(t) of length L (typically L = 147), where k = 1, 2, . . . , N indexes the
nucleosomes and t = 0, 1, . . . , L−1 indexes the nucleotides. Choosing a specific representation of nucleotides
maps the nucleosomal sequences into corresponding numerical sequences xk(t). A common example is
to convert A and T to 1 and C and G to 0. The degree of periodicity in average nucleotide frequency
x¯(t) = 1N
∑N
k=1 xk(t) is then captured by the spectral density of x¯(t), and it is this density that is commonly
used in the literature to describe 10.5-bp periodicity in nucleosomal sequences [21].
To quantify the strength of periodicity in observed average nucleotide frequency compared to randomly
permuted sequences, we defined a quantity A(f), termed “aligned enrichment” at fundamental frequency
f , as the spectral density of average nucleotide frequency normalized by its expectation value taken over
separate and independent permutations of the N nucleosomal sequences sk(t) (Appendix A.1.3, Figure 2.3).
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A peak in A(f) at fundamental frequency f thus indicates an enriched periodic component in the average
nucleotide frequency of dyad-aligned nucleosomal sequences compared to randomly permuted sequences.
To separate the effect of alignment from individual nucleosome’s periodicity, we decomposed A(f) as
(Appendix A.1.3, Figure 2.3)
A(f) = I(f)P (f)R(f), (2.2)
where I(f), P (f) andR(f) are defined as follows: I(f), termed the “individual enrichment”, characterizes the
spectral density enrichment of individual nucleosomal sequences compared to randomly permuted sequences.
More precisely, I(f) is the average spectral density of individual sequences xk(t) normalized by its expectation
over randomly permuted sequences (Appendix A.1.3, Figure 2.3). Thus, a peak in A(f) that coincides with
a peak in I(f) is likely to arise from the periodicity in individual nucleosomal sequences.
Likewise, P (f), termed the “phasing enrichment”, characterizes the contributions to A(f) arising from
the phasing of nucleosomal sequences. More precisely, P (f) depends only on the phases of the Fourier-
transformed sequences and reaches its maximum value when all sequences are completely in phase with each
other (Appendix A.1.3, Figure 2.3). Thus, a peak in A(f) that coincides with a peak in P (f) is likely to
arise from the phasing of nucleosomal sequences. Finally, R(f) is a residual factor in the decomposition
(Appendix A.1.3).
2.4.2 The origin of 10.5-bp periodicity in average nucleotide frequencies
We applied the spectral decomposition method in both S. cerevisiae and S. pombe, representing A and T
as 1 and C and G as 0 in order to disentangle the effect of phasing in the findings commonly reported in
the literature. The overall aligned enrichment spectrum A(f) showed a predominant peak at period 10.5 bp
(Figure 2.4A for S. cerevisiae, Figure A.4A for S. pombe), confirming the previously reported 10.5-bp period-
icity in the average nucleotide frequency (Figure 2.1A). The secondary peak at period 3 bp corresponded to
codons [57]. The individual enrichment spectrum I(f) still showed a predominant peak at period 3 bp, but
the peak at period 10.5 bp was not nearly as prominent as that in the overall aligned enrichment A(f) (blue
curves in Figure 2.4B and Figure A.4B, for S. cerevisiae and S. pombe, respectively), consistent with our
result that only a small fraction of individual nucleosomal sequences possess significant 10.5-bp periodicity.
By contrast, the phasing enrichment P (f) showed a distinct peak only at period 10.5 bp (yellow curves in
Figure 2.4B and Figure A.4B, for S. cerevisiae and S. pombe, respectively), and the local maximum at period
3 bp dropped to the level seen at periods around 4-9 bps. The residual factor R(f) showed no reproducible
features (Figure A.5), as subsampling nucleosomal sequences yielded unstable residual factors, whereas the
aligned, individual, and phasing enrichments remained stable (compare Figure 2.4 and Figure A.5A with
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Figure 2.4: Spectral decomposition of periodicity in average nucleotide frequency of dyad-aligned nucleosomal
sequences in S. cerevisiae, where A and T were set to 1 and C and G to 0. (A) The spectrum of aligned
enrichment for nucleosomal sequences in S. cerevisiae. (B) The spectrum of individual enrichment (blue
curve) and phasing enrichment (yellow curve) in S. cerevisiae.
Table 2.1: Ratio of the value of each factor at 3 and 10.5 bp, respectively, to the corresponding background
average.
1/f A(f) I(f) P (f) R(f)
3 bp 22.9 1.88 11.5 1.06
10.5 bp 80.2 1.07 80.1 0.936
Figure A.6). The residual factor was thus sensitive to noise and did not contain useful information in
practice.
We further focused on the 3 bp and 10.5 bp periods, considering the fluctuations at other periods
as background. To determine the background average of each factor, we calculated the geometric mean
across all periods after masking out the 3 periods centered at 3 bp and the 3 periods centered at 10.5 bp,
respectively. We then calculated the fold-increase of each factor at 3 and 10.5 bp, respectively, relative to the
corresponding background average (Table 2.1 for S. cerevisiae, Table A.3 for S. pombe). Note that taking
geometric mean preserves the decomposition relation (Equation 2.2) in the signal-to-background ratio. We
found that at period 10.5 bp, the fold-increase for the phasing enrichment was almost equal to that for the
aligned enrichment, but the individual enrichment was only slightly greater than the background average.
The 10.5-bp periodicity in individual nucleosomal sequences thus contributed only a small multiplicative
correction to the observed overall spectrum A(f), while the phasing term was the dominant contribution,
similar to the phenomenon seen in Figure 2.1B. By contrast, at period 3 bp, both individual periodicity and
phasing contributed to the overall spectrum A(f). This analysis indicates that there indeed exist preferred
evenly spaced locations for putting specific nucleotides, but the constraints at most of these locations are
generally not satisfied in a single nucleosome. We investigate this idea further in the subsequent section.
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2.4.3 Implications
The pronounced peak at period 10.5 bp in the phasing enrichment P (f) (Figure 2.4B) suggested strong
phasing of A/T nucleotide locations across nucleosomal sequences. One hypothesis is that this phasing
might arise from a preference in nucleotide content at evenly spaced histone-DNA helical contact points
facilitating DNA bending. Under this hypothesis, the 10.5-bp periodic nucleotide pattern in nucleosomal
DNA sequences should have a definite phase relative to the evenly spaced preference points. Since these
preference points are fixed with respect to the dyad axis in each nucleosome, one can test the hypothesis
by studying whether the Fourier transform of individual nucleosomal sequences at 10.5-bp has a fixed phase
relative to the dyad axis. In addition, nucleosomal sequences with stronger 10.5-bp periodicity are likely to
better satisfy these preferential geometric constraints and thus should have a more definite phase relative to
the dyad compared to sequences with weaker periodicity. To check these two implications of the hypothesis,
we ranked the nucleosomal sequences according to the strength of 10.5-bp periodicity, and plotted the
distribution of their phases with respect to the dyad in each quintile as a density map in the complex
plane (Appendix A.1.4) (Figure 2.5A for S. cerevisiae and Figure A.7A for S. pombe). We found that
the phases of 10.5-bp periodicity in nucleosomal sequences were indeed enriched at one definite value with
respect to the dyad, as indicated by the concentrated red color along one direction; and, the enrichment
became more definite as the strength of periodicity increased (i.e. increasing radial coordinate in Figure 2.5A
and Figure A.7A), as indicated by the blue-to-red gradient from inner rings to outer rings. Importantly,
the phase of A/T nucleotides at period 10.5 bp was enriched towards pi with respect to the dyad axis, in
accordance with the phase (≈ 3.12) of primary bound-phosphate group contact points determined by the
crystal structure of nucleosome [63] (Appendix A.1.4). To further quantify the association between the phase
and strength of 10.5-bp periodicity in nucleosomal sequences, we calculated the circular-linear correlation
between the phase and strength of Fourier transformed sequences, where A and T were set to 1 and C and
G to 0 (Appendix A.1.4). The correlation coefficient showed a prominent peak at period 10.5-bp in both
yeast species (Figure 2.5B for S. cerevisiae and Figure A.7B for S. pombe). Lastly, the periodic nucleotide
patterns in nucleosomal sequences had a definite phase relative to the dyad axis only at period 10.5 bp
but not any other periods (Figure A.8). These results supported the hypothesis that the phasing among
nucleosomal sequences arose from a preference in nucleotide content at evenly spaced histone-DNA helical
contact points.
One consequence of a periodic sequence preference is that if one nucleosome configuration is stabilized
by a highly periodic sequence, then configurations shifted by full periods along the genome should have
similar stability, since the preference and sequence would remain aligned. To test this hypothesis, we
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Figure 2.5: The effects of phasing of nucleosomal sequences in S. cerevisiae. For this analysis, A and T
were set to 1, and C and G to 0. (A) Phasing of sequences is evident in the Fourier space at period
10.5 bp. Nucleosomes were ranked according to the strength of 10.5-bp periodicity and divided into 5
quintiles (the five circular rings separated by black circles). The phases (with respect to the dyad) of
their discrete Fourier transform at period 10.5 bp were then binned into 20 equal intervals (the 20 bins
within each ring). Colors indicate the fraction of nucleosomes lying in each bin divided by the expectation
under a uniform null distribution (Appendix A.1.4). (B) Circular-linear correlation between the phase and
strength of 10.5-bp periodicity (Appendix A.1.4). (C) Circular-circular correlation between the phase of
nucleotide Fourier transform and the phase of nucleosome location Fourier transform at period 10.5 bp
(black curve, Appendix A.1.4). Consensus nucleosomes were first ranked according to the strength of their
10.5-bp nucleotide periodicity and then divided into 10 groups of equal size. The x-axis represents the
group index, with group 1 having the smallest strength of 10.5-bp periodicity. Blue curve shows the median
correlation coefficient among all fundamental frequencies excluding 1/10.5, with whiskers showing the range
from the 5th percentile to the 95th percentile.
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analyzed previously published nucleosome maps that utilized chemical cleavages near the dyad to measure
nucleosome positions at high resolution in S. cerevisiae and S. pombe [21, 22]. These studies reported both
“consensus” maps characterizing the most common position of each nucleosome and “redundant” maps
capturing alternate positions across cell population. An implication of the preference in nucleotide content
at evenly spaced histone-DNA helical contact points is that when the underlying DNA sequence possesses
10.5-bp periodicity, a nucleosome will try to align itself with respect to the periodic signal. Our hypothesis
thus suggested that in regions where the sequence periodicity is sufficiently strong, a consensus nucleosome
should have periodically spaced redundant nucleosomes in phase with sequence periodicity. We thus sought
to directly study the phasing between redundant nucleosome positions and nucleotide periodicity in the
underlying sequence. We created a 147-component indicator vector for each consensus nucleosome, taking
a value of 1 at all possible dyad locations of redundant nucleosomes and 0 at all other locations, where the
center of the vector corresponds to the dyad location of the consensus nucleosome. We then calculated the
circular-circular correlation between the phase of this indicator vector and the phase of consensus nucleosomal
sequence at period 10.5-bp (Appendix A.1.4) (Figure 2.5C for S. cerevisiae and Figure A.9 for S. pombe).
In support of our hypothesis, we found that as the strength of the 10.5-bp periodicity in nucleosomal
sequence increased, its phasing relative to redundant nucleosome positions became stronger, indicated by
the increasing circular-circular correlation as a function of spectral density (Figure 2.5C, Figure A.9).
2.5 Quantifying the role of 10.5-bp periodicity in nucleosome
positioning and occupancy
In this section, we provide a detailed study of how 10.5-bp periodicity contributes to different aspects of
nucleosome landscape.
2.5.1 Rotational and translational nucleosome positioning
To characterize the degree to which the translational location and the rotational orientation of a nucleosome
vary across cells, we defined fuzziness scores for translational and rotational positioning respectively. Briefly,
for each consensus nucleosome, we collected redundant nucleosomes located within ±60 bp of its dyad posi-
tion. We considered these redundant nucleosomes as possible locations that the consensus nucleosome may
occupy in different cells. We thus defined translational fuzziness of the consensus nucleosome as the vari-
ance of genomic coordinates of these redundant nucleosomes, weighted by the nucleosome center positioning
(NCP) score that measures the relative abundance of nucleosomes at a specific genomic location [21, 64].
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Rotational fuzziness was defined as the circular variance [65] of the genomic coordinates of redundant nu-
cleosomes modulo the DNA helical repeat length, also weighted by the NCP score (Appendix A.1.5).
We calculated the translational and rotational fuzziness of 30,628 consensus nucleosomes (out of 67,531)
in S. cerevisiae and 40,384 consensus nucleosomes (out of 75,818) in S. pombe that have at least 5 redundant
nucleosomes lying within ±60 bp from the dyad position. We then ranked the nucleosomes in increas-
ing order of translational and rotational fuzziness respectively, and plotted the average mono-nucleotide
spectral envelope within each quintile. In both species, the smaller the rotational fuzziness of a nucleo-
some, the stronger was the 10.5-bp periodicity in its sequence (Figure 2.6A for S. cerevisiae, Figure A.10A
for S. pombe). Specifically, in S. cerevisiae, the increase in spectral envelope (at period 10.5 bp) of the
first quintile (Figure 2.6A, red curve) compared to randomly permuted sequences (Figure 2.2A, dashed
curve) was about 0.0265− 0.0230 = 0.0035, while that of the fifth quintile (Figure 2.6A, purple curve) was
about 0.0245 − 0.0230 = 0.0015. Thus, the first quintile, which had the smallest rotational fuzziness, con-
tained about 0.0035/0.0015 ≈ 2.3-fold higher 10.5-bp periodicity compared to the fifth quintile, indicating
a strong effect of 10.5-bp periodicity on rotational positioning of nucleosomes (similarly, 2.4-fold higher in
S. pombe, Figure A.10A). In contrast, translational fuzziness did not correlate with 10.5-bp periodicity in
S. pombe (Figure A.10B). In S. cerevisiae, we observed a slight correlation between translational fuzziness
and 10.5-bp periodicity (Figure 2.6B); but this correlation was a mere consequence of the anti-correlation
between translational and rotational fuzziness (Figure A.11). Alternatively, ranking the nucleosomes by
their mono-nucleotide spectral envelope at period 10.5 bp and plotting the distribution of translational and
rotational fuzziness within each of the 5 equally binned intervals of spectral envelope yielded similar results
(Figure A.12). Furthermore, analysis of the di-nucleotide spectral envelope is consistent with the mono-
nucleotide results (Figure A.13). Our genome-wide analysis of individual nucleosomes thus demonstrates
that 10.5-bp periodicity facilitates the rotational positioning of nucleosomes, so that nucleosomes in genomic
regions with stronger 10.5-bp periodicity are more well positioned rotationally (i.e., redundant nucleosomes
take the same orientation with respect to DNA helix); however, 10.5-bp periodicity does not affect whether
a nucleosome is well positioned translationally.
2.5.2 Nucleosome occupancy
To study how 10.5-bp periodicity affects nucleosome occupancy (Appendix A.1.6) [22], we ranked the nu-
cleosomes according to their occupancy level and plotted the average mono-nucleotide spectral envelope of
nucleosomes within each quintile (Figure 2.6C for S. cerevisiae, Figure A.14 for S. pombe). Overall, the
10.5-bp periodicity only moderately affected nucleosome occupancy. However, the first quintile, consisting
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Figure 2.6: Spectral envelope of nucleosomes in S. cerevisiae grouped by the level of nucleosome positioning
and occupancy: (A) rotational positioning, (B) translational positioning, and (C) nucleosome occupancy.
Nucleosomes in S. cerevisiae were ranked from small to large values by rotational fuzziness, translational
fuzziness, and nucleosome occupancy, respectively. The average mono-nucleotide spectral envelope of nucle-
osomal sequences within each quintile was then plotted, where the 1st quintile contains nucleosomes with
the smallest rotational fuzziness, translational fuzziness, and nucleosome occupancy, respectively.
of nucleosomes with the lowest occupancy level, contained notably weaker 10.5-bp periodicity than the other
four quintiles, indicating that nucleosomes may disfavor, but by no means exclude, genomic regions with
low 10.5-bp periodicity. To confirm this observation on a finer scale, we divided the nucleosomes into 50
groups of equal size according to their occupancy levels, and plotted the average mono-nucleotide spectral
envelope at period 10.5 bp against average nucleosome occupancy within each group (Figure A.15). As
nucleosome occupancy increases, the strength of 10.5-bp periodicity increases only at low occupancy level
and then quickly plateaus. Analysis of di-nucleotide spectral envelope showed similar results (Figure A.16).
In addition, we compared the periodicity content in nucleosomal sequences with those in randomly se-
lected 147-bp genomic regions and nucleosome depleted regions (NDRs), defined as linker regions of length
greater than 147 bp (Figure A.17). We found that randomly selected regions had 10.5-bp periodicity abun-
dance similar to nucleosomal sequences, while NDRs contained much less pronounced 10.5-bp periodicity
(Table A.1, Table A.2). Taken together, our analysis shows that although the level of 10.5-bp periodicity
only moderately affects nucleosome occupancy genome wide, very low periodicity might play a role locally
in establishing genomic regions that disfavor nucleosome occupancy. Since NDRs are rare compared to the
prevailing occupancy of nucleosomes in the genome, this effect is hardly discernible in a genome-wide study,
but may be revealed if the analysis is focused on extreme low-occupancy regions, which motivated us to
further perform a detailed analysis focused on NDR.
2.5.3 Transcription start/termination sites (TSS/TTS)
Given that genomic regions with low nucleosome occupancy contained reduced 10.5-bp periodicity, we further
hypothesized that NDRs upstream of transcription start sites (TSS) and around transcription termination
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sites (TTS) may be depleted of 10.5-bp periodicity. To test this hypothesis, we calculated spectral enve-
lope at period 10.5 bp for each 147-bp sequence in the genome, and assigned it to the center location of
the 147-bp sequence as a score characterizing the extent of local 10.5-bp periodicity. Consistent with our
hypothesis, the NDRs at TSS and TTS in both S. cerevisiae (Figure 2.7 and Figure A.18 for mono- and
di-nucleotides, respectively) and S. pombe (Figure A.19) contained reduced 10.5-bp periodicity. Our analysis
thus suggests that reduced 10.5-bp periodicity is a conserved signature of NDR at both TSS and TTS,
indicating a potentially conserved function of sequence periodicity in creating NDR, although the effect of
sequence periodicity might be small, as indicated by the small reduction of periodicity (at most of order
10%; Figure 2.7, Figure A.18, Figure A.19) at NDR compared to the genome-wide average.
It is important to note that trans-factors such as chromatin remodelers, transcription factors, and RNA
polymerases also play a role in establishing NDR [6]. In addition, rigid poly(dA:dT) tracts have been
suggested as the main intrinsic signal in DNA sequences for creating NDR [37, 66] and are enriched in S.
cerevisiae NDR [67] (Figure A.20A,B) (Appendix A.1.7). However, NDR upstream of TSS in S. pombe is
depleted of poly(dA:dT) tracts [68] (Figure A.20C), even though an enrichment is seen in NDR near TTS
(Figure A.20D), indicating that poly(dA:dT) tracts are not universally conserved features in NDR. It is
possible that different factors synergize in evicting nucleosomes at NDR, with reduced 10.5-bp periodicity
and enriched poly(dA:dT) tracts affecting intrinsic histone-DNA interactions and trans-factors acting as
active modifiers [69]. For example, reduced 10.5-bp periodicity and enriched poly(dA:dT) tracts might
destabilize nucleosomes and increase histone turnover at NDR [70] to facilitate the competitive binding of
transcription factors against histones [71].
2.6 Conclusion and discussion
We have developed a computational framework based on categorical spectral analysis and applied it to high-
resolution nucleosome maps in yeast, thereby obtaining quantitative results regarding the extent and origin
of 10.5-bp nucleotide periodicity in nucleosomal sequences. Our results can be systematically explained by
a simple model of histone-DNA interaction where the geometric constraints imposed by DNA helix induce a
preference in nucleotide content at evenly spaced histone-DNA helical contact points. We have shown that
only a small fraction of individual nucleosomes in yeast actually contain a detectable 10.5-bp periodic pattern
in nucleotide content and that the previously observed periodicity in dyad-aligned nucleotide frequencies
arises mostly from the phasing of multiple nucleosomal sequences where preferred nucleotides are located at
a few, but by no means most, regularly spaced histone-DNA contact points. In other words, even though
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Figure 2.7: Nucleosome-depleted regions in S. cerevisiae contain reduced 10.5-bp periodicity. (A) Nucle-
osome occupancy (grey) and spectral envelope at 10.5 bp aligned at the TSS of 3,005 genes. Black curve
shows the average mono-nucleotide spectral envelope of running 147-bp windows centered at each location,
normalized to the genome-wide mean. (B) Same as in (A), but aligned at TTS.
the histone-DNA contact points are periodic, the distribution of preferred nucleotides at these sites is not
periodic in most nucleosomes. These results help resolve the counterpoints that have been the source of
much debate in the chromatin field.
It is instructive to view nucleosome positioning using the following physical model: when the histone
octamer reads a DNA sequence through the evenly spaced contact points, it sees a potential landscape
with local minima located at positions where the number of preferred nucleotides at the contact points are
locally maximized. At genomic locations where the 10.5-bp periodicity of preferred nucleotides is strong,
these local minima are deep and evenly spaced by 10.5 bp. In this case, the resulting nucleosome positions
are constrained at these local minima with small fluctuations around them, leading to rotationally well-
positioned nucleosomes. However, these nucleosomes are not necessarily well positioned translationally,
because the evenly spaced local minima may be similar in level, resulting in an equiprobable distribution
of nucleosomes to these minima and thus large translational fuzziness cross cell population. By contrast,
at genomic locations where the 10.5-bp periodic signal is weak, the local minima of the potential landscape
are not deep enough to trap nucleosomes and also not necessarily evenly spaced by 10.5 bp. In this case,
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the resulting nucleosome positions are not well confined around each minima, and both rotational and
translational fuzziness may be large. Nevertheless, given a sufficiently large number of nucleosomal DNA
sequences, the locations of preferred nucleotides will be phased on average with the locations of histone-
DNA contact points, and it is this phasing effect that has been reported in previous studies, as simulated in
Figure 2.1B and demonstrated in Figure 2.5.
One might expect that genomic locations with strong 10.5-bp periodicity might have high probability
of being occupied by a nucleosome, since the periodic pattern might help satisfy the nucleotide preference
at evenly spaced histone-DNA helical contact points. However, we found that the effect of periodicity
on nucleosome occupancy is hardly detectable on a genome-wide scale. By contrast, reduction in 10.5-bp
periodicity was found to be an evolutionarily conserved signal of NDR around TSS and TTS, potentially
contributing to destabilizing nucleosomes at important regulatory sites.
It is important to note that factors other than nucleotide periodicity also modulate nucleosome posi-
tioning in vivo. For example, steric exclusion between neighboring nucleosomes shapes the regularly-spaced
nucleosome arrays downstream of TSS [38, 39]. Furthermore, trans-factors such as chromatin remodelers,
transcription factors, and RNA polymerase can actively regulate nucleosome positions [6, 69]. All of these
factors act on the potential landscape determined by DNA sequence preference in histone-DNA interaction.
Genomic sequence thus synergizes with other factors to direct nucleosome positioning in vivo [31, 72, 73].
Interestingly, recent studies show that when trans-factors are massively malfunctioning – e.g. in early stages
of cancer progression [33], upon viral infection [32], or upon drug treatments [74] – DNA sequence plays a
more prominent role in determining nucleosome redistribution, highlighting the need for a computational
model that can account for the dynamic interplay between trans-acting proteins and intrinsic DNA sequence
to explain the regulation of local chromatin structure. This chapter takes a stride towards this goal and pro-
vides a general computational framework for quantifying the presence of hidden periodic sequence features
and relating these features to distinct characteristics of nucleosome positioning. The presented framework
may also find its application in studying geometric constraints imposed by DNA helical twist on other
DNA-binding proteins [48].
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Chapter 3
A unified computational framework
for modeling genome-wide nucleosome
landscape
As described in Chapter 1, the second part of this thesis presents a unified computational framework for
modeling genome-wide nucleosome landscape based on statistical mechanics. Using this framework, we
provide a comprehensive quantification of the influence of G+C content, 10.5-bp periodicity, and poly(dA:dT)
tracts on different aspects of nucleosome landscape, including nucleosome occupancy, translational and
rotational nucleosome positioning. We also provide new insights into the role of DNA sequence in establishing
the genome-wide nucleosome landscape in vivo. Contents in this chapter are published in [75].
3.1 Background and objectives
Eukaryotic DNA is tightly packaged inside the nucleus through a hierarchical structure of chromatin. The
first level of compaction involves wrapping 147 base pairs (bps) of DNA around a histone octamer, forming
the nucleosome that repeatedly occurs across the genome. The precise locations of nucleosomes on genomic
DNA influence higher-order chromatin structure [76] and regulates diverse cellular processes by controlling
local DNA accessibility [6]. Specifically, it is believed that most DNA-binding proteins preferentially bind
the unprotected linker DNA between nucleosomes. Discovering the rules that govern genome-wide nucleo-
some landscape is thus a major step towards understanding nucleosome-mediated chromatin structure and
regulatory processes taking place on the chromatin template.
Decades of research have demonstrated that no single mechanism can explain every aspect of the nu-
cleosome landscape, and several competing ideas have been proposed to date. First, both in-vitro [28, 29]
and in-vivo [30–33] studies have suggested that DNA sequence may play a role, since experimental evidence
suggests that certain sequences either favor or disfavor nucleosome formation. Second, nucleosome loca-
tions can be actively modulated by trans-factors, including chromatin remodelers, transcription factors, and
RNA polymerase [6]. Finally, statistical positioning arising from a sharp barrier and the steric exclusion
between neighboring nucleosomes may account for a large portion of nucleosome arrays around transcrip-
tion start/termination sites (TSS/TTS) [38,39]. The relative contributions of these factors in shaping local
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chromatin structure remain unclear and, in fact, highly controversial [6,28,29,40,41]. In particular, to what
extent the global nucleosome landscape is a priori programmed into the genomic sequence itself remains to
be determined.
To date, various sequence features, such as the G+C content (GC), 10.5-bp nucleotide periodicity, and
poly(dA:dT) tracts (polyA), have been shown to influence nucleosome formation; however, the genome-wide
contributions of these individual features have not been completely characterized. Another impediment
to understanding the determinants of genome-wide nucleosome landscape stems from the confusion about
different technical concepts involved [16,17]. That is, different sequence features may play different roles in
affecting nucleosome occupancy – referring to the probability of a given genomic location being occupied
by a nucleosome – versus nucleosome positioning – referring to the precise genomic locations of individual
nucleosomes, which can be described by the start or center (dyad) locations of the nucleosomes [16, 17].
The distinction between these two concepts is often blurred in the literature. More precisely, the concept
of nucleosome positioning can be further distinguished into translational and rotational positions. The
translational nucleosome position refers to the location of the 147-bp DNA contacting the histone octamer,
while the rotational nucleosome position refers to the rotational orientation of DNA double helix relative
to the histone surface [16, 17]. Previous studies have focused on either a single sequence feature (e.g., [55]
studies the role of 10.5-bp periodicity in genome-wide nucleosome occupancy and nucleosome positioning
in synthetic DNA sequences) or a single aspect of nucleosome landscape (e.g., [77] studies the role of GC
and 10.5-bp periodicity in nucleosome occupancy). By contrast, this chapter presents a unified framework
for quantitatively characterizing the role of several distinct sequence features (GC, 10.5-bp periodicity, and
polyA) in nucleosome occupancy, translational nucleosome positioning, and rotational nucleosome position-
ing, both in vitro and in vivo. To avoid confusion in the rest of the chapter, the term “nucleosome landscape”
will be used to refer to the general biological problem encompassing nucleosome occupancy, translational
nucleosome positioning, and rotational nucleosome positioning.
The “beads-on-a-string” structure of nucleosome-occupied DNA is reminiscent of the “Tonks gas” model
[78] of non-overlapping one-dimensional (1D) rods. Indeed, this model has been used to quantify the role
of statistical positioning and explain the regularly-spaced nucleosome arrays observed around TSS and
TTS [38,39,45,79]. In order to further account for sequence effects, a 1D sequence-dependent binding energy
can be introduced into the model. This resulting model of 1D hard rods subjected to an external potential
has been widely applied to study the genome-wide distribution of nucleosomes [55,77,80–86]. In particular,
Locke et al. consider the inverse problem of inferring the nucleosome-positioning energy from genome-wide
nucleosome maps generated through high-throughput sequencing, regressing this energy as a linear function
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of DNA sequence content [77]. They conclude that GC is the primary determinant of nucleosome occupancy,
with the 10.5-bp periodicity making little contribution, and that DNA sequence alone cannot create the
nucleosome arrays observed around TSS and TTS in vivo. The work of Locke et al. has provided refreshing
perspectives in the field, and their approach has been extended in several subsequent studies [83, 84, 86].
However, we here show that the calculation performed by Locke et al. incorrectly estimates the total
number of nucleosomes in the genome (we refer to this number as the nucleosome number, Section 3.2.1).
We demonstrate that this problem ultimately leads to incorrect inference of the nucleosome-positioning
energy, thereby confounding the downstream analysis of sequence effects (Section 3.2.1).
The main difficulty in the approach of Locke et al. arises from their normalization scheme for converting
the raw counts of sequencing reads to well-defined probability values. In this chapter, we first develop a cross-
entropy method (CEM) that gets around this normalization problem and simultaneously learns nucleosome
number as well as nucleosome-positioning energy from genome-wide nucleosome maps (Section 3.2.2). Our
CEM is inspired by similar optimization-based approaches [55,85,86], but contains no artificial components
(as in [55, 86]) and provides a flexible framework that can incorporate various regulatory factors, such as
chromatin remodelers, which may affect nucleosome occupancy and positioning (Section 3.6).
We validate our method using several independent nucleosome maps in S. cerevisiae and demonstrate that
it consistently outperforms the method of Locke et al. in predicting nucleosome occupancy, benefiting from
the ability to learn the correct nucleosome number, even though CEM contains much fewer free parameters
(Section 3.3). We then present a comprehensive quantification of the influence of GC, 10.5-bp periodicity,
and polyA on nucleosome occupancy and positioning. Importantly, we show that the GC dependence of
MNase-derived nucleosome occupancy is substantially skewed by MNase digestion biases [18,19], while polyA
excludes nucleosome occupancy regardless of the experimental method used (Section 3.4.1 and Section 3.4.2).
We also establish that the 10.5-bp periodicity, although not significantly affecting nucleosome occupancy,
facilitates rotational but not translational positioning [47] (Section 3.4.3). Further application of CEM to
in-vivo nucleosome maps shows that the oft-observed regularly spaced nucleosome array at TSS can be
partially recapitulated by DNA sequence alone for a subset of genes, in sharp contrast to the conclusion
of Locke et al. (Section 3.4.4 and Section 3.5.1). We argue that this discrepancy stems from the previous
under-estimation of nucleosome number. Finally, we show that MNase-derived nucleosome occupancy around
TTS in S.cerevisiae is mostly encoded in the genomic sequence (Section 3.5.2). Our work thus rigorously
quantifies of the effect of DNA sequence on nucleosome formation and highlights the importance of correctly
estimating nucleosome number in modeling in-vivo and in-vitro nucleosome landscapes.
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3.2 The framework
3.2.1 Importance of chemical potential
Nucleosome distribution can be modeled as the hard-core Tonks gas of 1D rods [77,83,84,87] (Appendix B.1.1
and Appendix C). In the simplest form, nucleosomes are assumed to occupy a fixed number a of base pairs
(bps) along DNA of length L and cannot overlap with each other due to steric exclusion. This steric
exclusion is realized by imposing hard-core interaction between neighboring nucleosomes. The total energy
of the system then involves only the sequence-dependent nucleosome-positioning energy u due to histone-
DNA interactions, with each nucleosome occupying bps i, i+1, . . . , i+a−1 contributing an energy term u(i)
at location i. Given a fixed form of u, the statistical mechanics of nucleosome landscape concerns solving
for the one-particle distribution function n1(i), the probability of a nucleosome starting at bp i, and the
nucleosome occupancy O(i) =
∑i
j=i−a+1 n1(j), the probability of bp i being occupied by some nucleosome.
This problem of calculating n1 and O from known u is termed the direct problem, which can be solved using
techniques from statistical mechanics. However, the inverse problem of calculating u from known n1 and O
is more difficult and also more pertinent in biology, since n1 and O can be directly linked to experimental
data, as described below.
This 1D hard-rod model and its variants have been widely applied to study various questions associated
with genome-wide nucleosome landscapes [38, 39, 55, 77, 80–86]. In particular, Locke et al. have used this
approach to investigate how DNA sequence regulates nucleosome occupancy [77]. Specifically, n1 and O are
first obtained from high-throughput sequencing data of genome-wide nucleosomes; then, the nucleosome-
positioning energy u (or rather, u−µkBT , where µ denotes chemical potential, kB the Boltzmann constant, and
T temperature) is calculated by solving the inverse problem in the Grand Canonical Ensemble. To simplify
notation, we use u to denote the dimensionless quantity u−µkBT throughout the chapter. Finally, linear models
on DNA sequences are fitted to the calculated u to study how different sequence features influence the
nucleosome energetics (Appendix B.1.2). We here describe an important problem associated with their very
first step of estimating n1 and O from experimental data and demonstrate how this problem might lead to
incorrect conclusions about the sequence dependence of nucleosome landscape.
Raw data from a high-throughput genome-wide nucleosome mapping experiment, such as MNase-seq,
yield the nucleosome count n˜1(i) and the observed nucleosome occupancy O˜(i) =
∑i
j=i−a+1 n˜1(i), where
n˜1(i) is the number of sequenced nucleosomes starting at bp i and O˜(i) is the the number of sequenced nucle-
osomes covering bp i. Under the assumption that the true one-particle distribution function is proportional
to the observed nucleosome count, i.e. n1 ∝ n˜1, n1 may be estimated by properly scaling n˜1. In Locke et
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al., n1 is estimated as
n1(i) =
n˜1(i)
maxj O˜(j)
, (3.1)
such that the obtained n1 and O are both bounded between 0 and 1 and, thus, have probabilistic interpre-
tations.
We note several problems associated with this estimation. First, it artificially sets the maximum value
of O to 1; in other words, at least one bp in the genome is assumed to have probability 1 of being occupied
by some nucleosome, but this assumption is not necessarily true. Second, the normalization coefficient
maxj O˜(j) is determined by read counts in only a very small region of the genome and, thus, may be sensitive
to experimental noise and bias. Most importantly, Eq. (3.1) does not guarantee the correct estimation of
nucleosome number. In the Grand Canonical Ensemble, the ensemble-averaged nucleosome number in the
entire genome is (Appendix B.1.1),
N =
L∑
i=1
n1(i). (3.2)
If N were known, the theoretically correct estimate of n1 would be
n1(i) = N
n˜1(i)∑L
j=1 n˜1(j)
, (3.3)
such that Eq. (3.2) is automatically satisfied. Since 1
maxj O˜(j)
is not necessarily equal to N∑L
j=1 n˜1(j)
, however,
the normalization in Eq. (3.1) does not guarantee the condition in Eq. (3.2). In fact, the nucleosome number
estimated by Eq. (3.1) is solely determined by the total sequencing depth and the denominator maxj O˜(j),
which may be sensitive to experimental noise and bias.
The incorrect estimation of nucleosome number using Eq. (3.1) may confound the inference of nucleosome-
positioning energy u and the subsequent analysis of its sequence dependence. We illustrate this issue using a
simple simulation, where the nucleosome-positioning energy is fixed to be proportional to the G+C content
(GC) of occupied nucleosomal sequence; that is, u(i) = βG/C
∑146
j=0(IC,i+j+IG,i+j)+u0, where βG/C = −0.2,
u0 = 10, and Iα,i is the indicator function for nucleotide α at location i. Figure 3.1 shows the simulation
results using the genomic sequence on chromosome I (chrI) of S. cerevisiae. Since energy u(i) is completely
determined by the DNA sequence and known, n1 and O can be calculated by solving the direct problem
(Figure 3.1(a)). The nucleosome number on chrI is then calculated to be N =
∑
i n1(i) = 1276. An array of
well-positioned nucleosomes is evident between the two energy barriers at the locus shown in Figure 3.1(a),
reminiscent of statistical positioning [38,39,45,79]. Conversely, assuming that the true n1 and O are known,
energy u can be calculated by solving the inverse problem (Figure 3.1(b)). We then fit a linear model of energy
31
(a) (b) (c)
Figure 3.1: Incorrect estimation of nucleosome number may distort the inference of nucleosome-positioning
energy. (a) True energy (top panel), n1 (middle panel), and occupancy O (bottom panel) in the simulation.
(b) Using the true n1 and O from (a), nucleosome-positioning energy is calculated by solving the inverse
problem (orange curve in top panel, hidden by the overlapping green curve). By fitting this calculated
energy to a linear sequence model that depends only on GC, the positioning energy can be predicted based
on sequence (green curve in top panel). nˆ1 (middle panel) and Oˆ (bottom panel) are predictions from this
fitted linear energy model. (c) Same as (b) except that the true n1 is scaled down, so that the nucleosome
number is now only 500 (see main text).
that depends only on GC of nucleosome-occupied sequence. As expected, the learned parameters are exactly
the same as the true values, βˆG/C = −0.200 and uˆ0 = 10.0, with R2 = 1.00; consequently, the predicted nˆ1
and Oˆ obtained from this estimated energy function reproduces the true n1 and O (Figure 3.1(b)). Next, to
simulate the incorrect estimation of nucleosome number by Eq. (3.1), we have scaled n1 down globally such
that the estimated nucleosome number is Nˆ =
∑
i n1(i) = 500. The energy calculated from this incorrectly
normalized n1 significantly deviates from the true energy (Figure 3.1(c); c.f. Figure 3.1(a)). In this case,
a linear model depending only on GC cannot fully capture the incorrectly learned energy (R2 = 0.186),
and the fitted parameters, βˆG/C = −0.0236 and uˆ0 = 6.79, are also off from the true values. Furthermore,
the nˆ1 and Oˆ profiles predicted from the fitted linear energy function do not agree with the true n1 and
O. In particular, the predicted profiles in Figure 3.1(c) lack a nucleosome array between the two energy
barriers present in the true data shown in Figure 3.1(a). Therefore, incorrect normalization of n1 can easily
lead to incorrect inference of nucleosome-positioning energy and incorrect predictions of nucleosome profiles;
and, conclusions about the sequence-dependence of nucleosome landscape drawn from analyses using this
normalization scheme may be confounded.
It is important to note that the above simulation is not an intentional exaggeration of the potential
problem. On the contrary, according our investigation, using Eq. (3.1) on various in-vivo nucleosome maps
in S. cerevisiae yields an estimated nucleosome number of at most ∼ 30000 (Table B.1), whereas, as will be
shown in later sections, the correctly estimated nucleosome number is more than 60000, which is close to
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the common belief that about 80% of the yeast genome is occupied by nucleosomes in vivo [88]. Thus, the
normalization in Eq. (3.1) underestimates the nucleosome number by half in real in-vivo data sets, close to
the scenario depicted in Figure 3.1.
Finally, we point out that Eq. (3.3), despite being justified as a maximum likelihood estimate, has its
own problems. First, the precise nucleosome number N is unknown, and estimating N would require some
nucleosome calling algorithm which usually depends on an arbitrary choice of thresholds. Another issue is
that the estimated n1 and O are not guaranteed to be between 0 and 1, leading to difficulties in downstream
analysis, such as solving the inverse problem to obtain u. To avoid these issues, we will develop in the
following section a method that learns N and u simultaneously from experimental data, without requiring
a direct estimate of n1 beforehand.
3.2.2 The cross-entropy method (CEM)
The above difficulty faced by the Locke method (LM) arises because solving the inverse problem of inferring
the nucleosome-positioning energy u requires estimating n1 and O as the first step. In order to get around this
difficulty, we avoid solving the inverse problem and instead learn u through solving the following optimization
problem (Appendix B.1.3),
u = arg min
v
{L(O(v), O˜)}, (3.4)
where O˜ denotes the observed nucleosome occupancy from raw data as previously defined, O(v) the nucle-
osome occupancy predicted from nucleosome-positioning energy v, and L a loss function that measures the
difference between prediction O(v) and observed O˜. Throughout the chapter, we use a weighted version
of negative Pearson correlation coefficients as the loss function (see below). The obtained nucleosome-
positioning energy u thus predicts a nucleosome occupancy profile that best correlates with the observed
one. Since the Pearson correlation coefficient is invariant under linear transformations of its arguments, no
scaling or normalization of O˜ is needed beforehand, and the difficulty described in the previous section thus
completely disappears. Importantly, the information of nucleosome number is implicitly contained in the
overall shape of O˜, and our method is able to automatically adjust the nucleosome number to match the
observed nucleosome occupancy profile. We will show in later sections that this method can indeed learn the
correct nucleosome number empirically observed in high-throughput nucleosome maps. Since the Pearson
correlation coefficient can be inflated by extreme outliers, we filter out outlier regions based on observed
nucleosome occupancy, resulting in a disjoint set of “good regions” along the genome (Appendix B.1.3) (We
note that a similar procedure is performed in Locke et al. [77] to filter out outlier regions.). Average Pearson
correlation coefficient across these good regions weighted by the region lengths is then used as the final loss
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function (Appendix B.1.3).
Naively solving the optimization problem in Eq. (3.4) is prohibitive, since the number of parameters is of
order of the genome length, with u(i) at each genomic location i being a free parameter. In order to reduce
the parameter space, we enforce a linear sequence-dependent model:
u(i) =
a−1∑
j=0
∑
α∈{A, C, G, T}
βα,jIα,i+j + u0, (3.5)
where Iα,i+j again denotes the indicator function of nucleotide α at genomic location i + j, βα,j the linear
coefficient characterizing how much nucleotide α at position j relative to the start of nucleosome contributes
to energy u(i), and u0 the sequence-independent offset. Note that this chapter focuses on mono-nucleotide
models, as in Eq. (3.5), but a generalization to k-mer models with k > 1 is straightforward. Using this
linear sequence-dependent model, the number of free parameters is only several hundreds when a is set to
the canonical nucleosome size 147.
To further reduce the number of parameters, we use a template-based model for the linear coefficient
βα,j ,
βα,j = σαβˆα,j + µα, (3.6)
where βˆα,j denotes a pre-defined template of nucleotide α, and σα and µα are free parameters modulating the
standard deviation and mean of the template, respectively. The template βˆα,j may represent our prior belief
about how much different nucleotides at different relative positions contribute to the nucleosome-positioning
energy. We construct this template from the negative average nucleotide frequency of nucleosomal sequences
obtained from raw sequencing data (Appendix B.1.3). Briefly, let −β˜α,j denote the average frequency of
nucleotide α at position j relative to the start of the nucleosome, calculated from identified nucleosomes.
The larger the value of −β˜α,j , the stronger the nucleosome preference for nucleotide α at relative position j;
thus, nucleotide α at j should empirically contribute more negative energy, justifying our choice. For each
nucleotide α, we then standardize β˜α,j to obtain the template βˆα,j that has mean 0 and standard deviation
1 with respect to j. During optimization, σα in Eq. (3.6) are constrained to be nonnegative.
Note that simple nucleosome calling algorithms can be used to obtain β˜α,j from the raw sequencing
data, without worrying about estimating the nucleosome number accurately, since we only need the average
nucleotide frequency (Appendix B.1.3). Furthermore, we enforce reverse-complement symmetry in the model
by requiring βˆA,j = βˆT,a−1−j , βˆC,j = βˆG,a−1−j , σA = σT := σA/T, σC = σG := σC/G, µA = µT := µA/T,
and µC = µG := µC/G (Appendix B.1.3), such that the energy u(i) calculated from any nucleotide sequence
is the same as that calculated from its reverse-complement. Finally, it is easy to see that only one of µA/T
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and µC/G is independent, due to the constraint
∑
α∈{A, C, G, T} Iα,j = 1,∀j (Appendix B.1.3), allowing us
to set µA/T = 0. The resulting sequence-dependent energy model is thus
Model GC+SR:
u(i) =
a−1∑
j=0
{
σA/TβˆA,jIA,i+j + σA/TβˆT,jIT,i+j
+ (σC/GβˆC,j + µC/G)IC,i+j
+(σC/GβˆG,j + µC/G)IG,i+j
}
+ u0.
(3.7)
The motivation behind the choice of model name is as follows. Note that there are in total only four free
parameters in the model above: σA/T, σC/G, µC/G, and u0. Solving the optimization problem in Eq. (3.4)
amounts to finding the optimal values of these four parameters, such that the predicted occupancy has the
highest correlation with the observed one. σA/T and σC/G characterize how the spatially resolved (SR, as
dubbed in Locke et al.) pattern of the template βˆα,j modulates the positioning energy; similarly, µC/G
captures the energy dependence on G+C content (GC) of the underlying sequence, thus the name Model
GC+SR. u0 effectively modulates the chemical potential of the system and, thus, the nucleosome number
(recall that u denotes u−µkBT throughout the chapter).
In order to study how different sequence features, especially GC, 10.5-bp periodicity, and polyA, regulate
nucleosome positioning, we constructed two other models with different complexities: Model GC, where the
energy depends on GC only, given by
Model GC: u(i) =
a−1∑
j=0
µC/G(IC,i+j + IG,i+j) + u0, (3.8)
and Model GC+SR+polyA, where all three components contribute to the energy, given by
Model GC+SR+polyA:
u(i) =
a−1∑
j=0
{
σA/TβˆA,jIA,i+j + σA/TβˆT,jIT,i+j
+ (σC/GβˆC,j + µC/G)IC,i+j
+(σC/GβˆG,j + µC/G)IG,i+j
}
+ µpolyAmpolyA(i) + u0,
(3.9)
where mpolyA(i) denotes the number of bps belonging to a poly(dA:dT) tract (defined as a homopolymer of
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A or T of length ≥ 5) from i to i− a+ 1, and µpolyA characterizes the energy dependence on poly(dA:dT)
content. Note that the 10.5-bp periodicity is characterized as part of the spatially resolved sequence motif
in βˆα,j . The three models Model GC, Model GC+SR, and Model GC+SR+polyA constitute a hierarchy of
sequence models, along the same line as in Locke et al., allowing us to dissect the contributions from GC,
SR, and polyA to nucleosome positioning, respectively.
To optimize the cost function, we apply the cross-entropy method [89–92] (Appendix B.1.3). We note
that similar ideas of learning the nucleosome energetics through optimization have been used in previous
studies [55,85,86]. However, [55] mainly focuses on how dinucleotide periodicity affects nucleosome positions
in synthetic DNA sequences and genome-wide nucleosome occupancy, and it does not analyze other sequence
features such as GC and polyA; it also does not address genome-wide nucleosome positioning; finally, the
proposed energy model uses artificial sinusoidal functions. Both [85] and [86] mostly focus on the effect of
nucleosome unwrapping. In particular, [85] does not study the sequence-dependence of nucleosome occupancy
and positioning. The sequence-dependent nucleosome-positioning energy in [86] is obtained by solving the
inverse problem as in Locke et al. and thus has the same normalization problem described above. By contrast,
our proposed method involves no artificially constructed components and provides a flexible framework that
can incorporate several distinct biological features in the energy model, as illustrated by the hierarchical
models in Eq. (3.7), (3.8), and (3.9). Most importantly, our method automatically learns the nucleosome
number together with the nucleosome-positioning energy, as will be demonstrated in the following sections.
3.3 Performance of CEM
We applied the cross-entropy method (CEM) to three independent in-vitro nucleosome maps in S. cere-
visiae (Appendix B.1.4): two using salt dialysis followed by MNase-seq (Kaplan-MNase-invitro-salt [28] and
Zhang-MNase-invitro-salt [29]) and another using ACF assembly followed by MNase-seq (Zhang-MNase-
invitro-ACF [29]). ACF is an ATP-dependent chromatin assembly factor in Drosophila melanogaster. Model
GC+SR (Eq. (3.7)) was trained on the three datasets separately, with the templates βˆα,j calculated from
identified nucleosomes in each dataset. From the learned parameters (Table B.2), we then predicted nucle-
osome occupancy O and nucleosome number N =
∑
i n1(i) (Table 3.1) by solving the direct problem. To
compare with Locke et al.’s method (LM) [77], we first estimated n1 via Eq. (3.1), calculated the nucleosome-
positioning energy u by solving the inverse problem, fitted a linear model as in Eq. (3.5), and finally predicted
nucleosome occupancy O and nucleosome number N (Table 3.1) using the fitted sequence model.
Since both calculations using CEM and LM accounted for contributions from GC and SR, a difference
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Table 3.1: Predicted nucleosome number (N) and Pearson correlation coefficient (r) between observed and
predicted nucleosome occupancy on three in-vitro datasets. As previously described, r was calculated within
each “good region” after filtering out outlier regions (Appendix B.1.5). Table shows the average r weighted
by region lengths.
Zhang-MNase-invitro-ACF Kaplan-MNase-invitro-salt Zhang-MNase-invitro-salt
LM
r 0.675 0.723 0.566
N 49372 35575 52680
CEM
r 0.777 0.732 0.595
N 22130 29060 43280
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Figure 3.2: An example of a genomic locus illustrating that CEM nucleosome occupancy predictions better
correlate with the observed profiles compared to LM predictions. (a) Observed (black curve), LM predicted
(red curve), and CEM predicted (green curve) nucleosome occupancy for Zhang-MNase-invitro-ACF. (b)
Same as (a), but for Kaplan-MNase-invitro-salt. (c) Same as (a), but for Zhang-MNase-invitro-salt. Each
curve was standardized by subtracting the mean and then dividing by the standard deviation within the
shown region.
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in their performance is not attributable to different sequence features used by these approaches. Nucleo-
some occupancy predicted by both methods highly correlated with the observed one (Table 3.1). However,
CEM achieved better correlation in all three datasets, despite the fact that the LM linear model (Eq. (3.5))
contains many more free parameters than the CEM Model GC+SR (Eq. (3.7)). In particular, CEM im-
proved the correlation in Zhang-MNase-invitro-ACF the most, by about 0.1. Interestingly, the predicted
nucleosome number of LM differs from that of CEM the most in the same dataset (Table 3.1), indicating
that an incorrectly estimated nucleosome number might influence the performance of LM. Indeed, by simply
tuning the nucleosome number (or equivalently, u0 in Eq. (3.5)), while keeping the learned energy from LM
unchanged, we could achieve better correlations between the predicted and observed nucleosome occupancy
in all three datasets (Figure B.1). By contrast, the solutions found by CEM already achieved the maximum
correlations (Figure B.1). Moreover, the maximum correlations obtained by tuning the nucleosome number
in LM models were still lower than the correlations achieved by CEM (Figure B.1). These results suggest
that CEM is indeed learning the correct nucleosome number and demonstrate that it improves the prediction
of nucleosome occupancy compared to LM.
We plotted the predicted and observed nucleosome occupancy at the GAL10-1 locus (Figure 3.2) (GAL10-
1 locus was selected for visualization in order to compare with the results in Supplementary Figure S1 of
Locke et al. [77].) and also aligned them at TSS/TTS (Figure B.2) for all three in-vitro datasets analyzed.
Since larger nucleosome number means more tightly packed nucleosomes, we could empirically order the
nucleosome numbers in these three datasets from the overall shape of the observed nucleosome occupancy
(black curves in Figure 3.2 and Figure B.2). Specifically, Zhang-MNase-invitro-salt showed relatively tightly
packed nucleosome arrays within the gene bodies of GAL10 and GAL1 (black curve in Figure 3.2(c)) and
around TSS/TTS (black curve in Figure B.2E, F), while the nucleosome arrays were less pronounced in
Kaplan-MNase-invitro-salt (black curves in Figure 3.2(b) and Figure B.2C, D) and hardly visible in Zhang-
MNase-invitro-ACF (black curves in Figure 3.2(a) and Figure B.2A, B). These observations thus suggested
that the nucleosome number was the largest in Zhang-MNase-invitro-salt, modest in Kaplan-MNase-invitro-
salt, and the smallest in Zhang-MNase-invitro-ACF. Indeed, a quantitative estimation of nucleosome number
by comparing the Fourier transform of predicted and observed nucleosome occupancies in the frequency
domain confirmed these empirical arguments (Figure B.3).
The nucleosome numbers predicted by CEM were consistent with this ordering, while those predicted by
LM were not (Table 3.1), further demonstrating the ability of CEM to better learn the correct nucleosome
number. In particular, LM predicted a much larger nucleosome number than CEM for Zhang-MNase-invitro-
ACF, and the predicted nucleosome number 49372 was actually closer to the number 43280 predicted by
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CEM for Zhang-MNase-invitro-salt. As a result, the nucleosome occupancy profile predicted by LM in
Zhang-MNase-invitro-ACF (red curves in Figure 3.2(a) and Figure B.2A, B) showed evident nucleosome
arrays and were more similar to the observed nucleosome occupancy in Zhang-MNase-invitro-salt (black
curves in Figure 3.2(c) and Figure B.2E, F). Interestingly, Kaplan-MNase-invitro-salt used 0.4:1 histone-
to-DNA ratio in salt dialysis [28], while Zhang-MNase-invitro-salt used 1:1 [29], indicating that a higher
histone-to-DNA ratio indeed results in a larger nucleosome number in vitro. We also note that the data
in Figure 3.2 and Figure B.2 were standardized to have mean 0 and standard deviation 1, in order to
facilitate the visual comparison of correlation; but, the outperformance of CEM was even more evident
when normalization (dividing by the genome-wide mean) was used instead (Figure B.4, Figure B.5), in
which case LM showed only a limited dynamic range in occupancy. Models involving only GC yielded
similar comparison results, indicating that our conclusions did not depend on the specific sequence model
employed (Table B.3, Figure B.6, Figure B.7).
Lastly, we note that the predicted nucleosome occupancy in Locke et al.’s manuscript did not show
any clear nucleosome array in Zhang-MNase-invitro-salt, neither at the GAL10-1 locus (red curve in Sup-
plementary Figure S1D of [77]) nor in the average profiles aligned at TSS/TTS (black dashed curves in
Supplementary Figure S7B of [77]). By contrast, our implementations of LM did exhibit evident nucleosome
arrays (red curve in Figure 3.2(c) and Figure B.2E, F). These discrepancies might have been caused by
subtle differences in data processing affecting the normalization factor in Eq. (3.1).
3.4 Quantifying the role of different sequence features in
nucleosome occupancy and positioning
3.4.1 In-vitro nucleosome occupancy
Diverse sequence features, such as GC [36], 10.5-bp periodicity [44, 47], and polyA [37], have been proposed
to influence nucleosome landscape. However, which sequence feature actually contributes to which aspect of
nucleosome landscape and the degree of these contributions are still under active debate. The flexibility of
our CEM framework allows different sequence models to be studied on the same dataset (Eq. (3.7), (3.8),
and (3.9)), providing an opportunity to dissect the complex relationship between different sequence features
and different aspects of nucleosome landscape. This section quantifies how much the key sequence features
that have received much attention in the community influence nucleosome occupancy.
We trained the aforementioned models in hierarchical order – Models GC, GC+SR, and GC+SR+polyA
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Table 3.2: Pearson and partial correlation analyses of CEM nucleosome occupancy predictions for three
in-vitro datasets. r(data, prediction): Pearson correlation coefficients between observed and predicted nucle-
osome occupancy from Model GC, GC+SR, and GC+SR+polyA. The first row of partial correlation shows
the partial correlation between observed and Model GC+SR-predicted nucleosome occupancy conditioned on
Model GC-predicted nucleosome occupancy, representing any additional contribution from SR. The second
row of partial correlation shows the partial correlation between observed and Model GC+SR+polyA-predicted
nucleosome occupancy conditioned on Model GC+SR-predicted nucleosome occupancy, representing any ad-
ditional contribution from polyA. All Pearson and partial correlation coefficients were calculated within
“good regions” after filtering out outlier regions (Appendix B.1.5) and weighted by the region lengths in the
reported average.
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Zhang-MNase-
invitro-salt
r(data, prediction)
Model GC 0.775 0.729 0.589
Model GC+SR 0.775 0.730 0.592
Model GC+SR+polyA 0.775 0.755 0.606
Partial correlation
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Figure 3.3: Contributions from GC, SR, and polyA in shaping nucleosome occupancy at TSS and TTS.
(a) Nucleosome-positioning energy in Model GC+SR+polyA attributable to GC (yellow curve), SR (green
curve), and polyA (red curve) aligned and averaged at TSS of all genes. The total energy is shown in
blue. Each energy component is subtracted by its genome-wide mean shown in the legends to facilitate
visualization. (b) Same as (a), but aligned at TTS. (c) Observed (blue curve) and predicted nucleosome
occupancy from Models GC (yellow curve), GC+SR (green curve), and GC+SR+polyA (red curve), aligned
and averaged at TSS and normalized by the genome-wide mean. Pearson correlation coefficients between
observation and prediction are shown in the legends. (d) Same as (c), but aligned at TTS.
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– on the three in-vitro nucleosome maps of S. cerevisiae studied in the previous section (Table B.4). To
facilitate comparison between different datasets, we used a common template βˆα,j for all three datasets. This
common template was constructed by combining average nucleotide frequencies of nucleosomes detected by
MNase-seq [93] and chemical cleavage [21]; combining these two types of data help eliminate potential
MNase digestion biases towards the ends of the nucleosome as well as chemical cleavage biases around the
nucleosome dyad (Figure B.8). For all datasets considered, the three learned models had negative values of
µC/G and positive values of µpolyA (Table B.4), supporting the previous hypotheses that GC facilitates and
polyA hinders nucleosome occupancy [36,37]. To compare the relative contributions of the distinct sequence
features to nucleosome occupancy, we calculated the Pearson correlation between the genome-wide observed
and predicted nucleosome occupancy profiles (Table 3.2). Model GC achieved high correlation in all three
datasets, and Model GC+SR showed essentially the same correlations as Model GC. These results suggest
that nucleosome occupancy is predominantly determined by GC, while SR, including the 10.5-bp periodicity,
does not play a significant role in determining nucleosome occupancy, consistent with previous studies [47,77].
Furthermore, Model GC+SR+polyA showed slightly improved correlations in Kaplan-MNase-invitro-salt and
Zhang-MNase-invitro-salt, but not in Zhang-MNase-invitro-ACF. To investigate whether polyA really does
provide additional information about nucleosome occupancy on top of GC and SR, we calculated the partial
correlation coefficient between the observed and Model GC+SR+polyA predicted nucleosome occupancy
conditioned on the Model GC+SR prediction (Table 3.2) (Appendix B.1.6) [94, 95]. The calculated partial
correlation was around 0.2 in both Kaplan-MNase-invitro-salt and Zhang-MNase-invitro-salt, but negligible
in Zhang-MNase-invitro-ACF. By contrast, similar partial correlations for Model GC+SR conditioned on
Model GC was < 0.1 for all three datasets (Table 3.2). Therefore, for in-vitro nucleosome maps obtained
from salt dialysis, polyA does make a small contribution to determining genome-wide nucleosome occupancy,
while the contribution from SR is negligible.
Locally, it is well known that nucleosome occupancy tends to be reduced around TSS and TTS, resulting in
nucleosome depleted regions (NDR) [88]. To study which sequence features predominantly contribute to the
formation of NDR, we plotted the nucleosome-positioning energies at TSS and TTS from the three separate
components of GC, SR, and polyA in the learned Model GC+SR+polyA (Figure 3.3 and Figure B.9). Again,
GC was the primary component responsible for the energy barrier at both TSS and TTS (Figure 3.3(a,
b) and Figure B.9A, B, E, F). Compared with GC, polyA showed detectable but smaller energy barriers
in datasets obtained from salt dialysis (Figure 3.3(a, b) and Figure B.9A, B), but not in Zhang-MNase-
invitro-ACF (Figure B.9E, F). In comparison, SR showed much suppressed energy barriers. Interestingly,
CEM predicted higher energy barriers and lower nucleosome occupancies at TTS than at TSS in all three
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datasets, consistent with the observed nucleosome occupancy. Finally, unlike in datasets obtained from
salt dialysis, neither polyA nor SR showed any influence on nucleosome occupancy in Zhang-MNase-invitro-
ACF, suggesting that chromatin assembly factors such as ACF might overwrite certain intrinsic sequence
preferences of nucleosome formation.
3.4.2 MNase bias
We have shown in the previous section that GC is the primary determinant of the nucleosome occupancy
derived from MNase-seq experiments. However, MNase has a substantial GC bias in its cleavage prefer-
ence [18,19]. To further investigate the GC dependence of nucleosome occupancy, we calculated the Pearson
correlation between GC, polyA, and observed nucleosome occupancy generated by an independent chemical
cleavage method that did not involve MNase (Brogaard-chemical-invivo-WT) [21] (Figure 3.4(a)). Since
the chemical cleavage data were obtained in vivo, we analyzed an in-vivo dataset generated by MNase-seq
(Kaplan-MNase-invivo-WT) [28] for comparison (Figure 3.4(d)). As before, chemical-cleavage-derived occu-
pancy showed positive correlation with GC and negative correlation with polyA (Figure 3.4(a)). However,
unlike MNase-derived occupancy which correlated, either positively or negatively, most strongly with GC
(Figure 3.4(d)), we found that chemical-cleavage-derived occupancy correlated most strongly with polyA (Fig-
ure 3.4(a)). Furthermore, partial correlation analysis showed that there was little direct correlation between
GC and chemical-cleavage-derived occupancy after conditioning on polyA (Figure 3.4(b)), while the corre-
lation between polyA and chemical-cleavage-derived occupancy was mostly retained even after conditioning
on GC (Figure 3.4(b)). This result shows that the marginal correlation between GC and chemical-cleavage-
derived occupancy was largely a secondary consequence of the negative correlation of both variables with
polyA. By contrast, the GC dependence of MNase-derived nucleosome occupancy was almost unchanged
after conditioning on polyA (Figure 3.4(e)). Other independent MNase-derived in-vivo and in-vitro datasets
showed similar trends (Figure B.10). Therefore, the GC dependence of nucleosome occupancy was specific
to MNase-derived datasets, indicating that this GC dependence might be an artifact of MNase digestion
biases.
To further resolve the experiment-specific relationship between nucleosome occupancy, GC, and polyA, we
divided the genome into 1000-bp segments and binned the segments according to their GC and poly(dA:dT)
content. We then plotted the average nucleosome occupancy in the bins as a heat map (Figure 3.4(c)
for chemical cleavage occupancy, Figure 3.4(f) for MNase). The existence of a left-to-right gradient in
Figure 3.4(c) demonstrated the direct correlation between polyA and chemical-cleavage-derived nucleosome
occupancy, while the lack of a top-to-bottom gradient in Figure 3.4(c) showed that there was little direct
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Figure 3.4: The dependence of MNase-derived nucleosome occupancy on G+C content is substantially biased
by MNase digestion. (a) Distribution of pairwise Pearson correlation coefficients between chemical-cleavage-
derived nucleosome occupancy, GC, and polyA, calculated on 1000-bp intervals tiling the “good regions.”
(b) Distribution of pairwise partial correlation coefficients between chemical-cleavage-derived nucleosome
occupancy, GC, and polyA, conditioning on the third variable, calculated on 1000-bp intervals tiling the “good
regions.” (c) A heatmap of nucleosome occupancy as a function of GC and polyA. The S. cerevisiae genome
was divided into 1000-bp segments, and each segment was then assigned to a 2-dimensional bin of given GC
and poly(dA:dT) content. Color indicates the average nucleosome occupancy in each bin. (d-f) Same as
(a-c), but for MNase-derived nucleosome occupancy. (g) Median of the Pearson correlation coefficients of
GC and polyA with MNase-derived nucleosome occupancy at different digestion levels, calculated on 1000-bp
intervals tiling the “good regions.” Linear extrapolation was performed to infer the correlation coefficient
at digestion time 0. (h) Same as (g), but for partial correlation coefficients.
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correlation between GC and chemical-cleavage-derived nucleosome occupancy. This figure also confirmed
that it was the negative correlation between GC and polyA that gave rise to the spurious correlation between
GC and chemical-cleavage-derived nucleosome occupancy. By contrast, for the MNase-derived dataset, both
GC and polyA showed direct correlation with nucleosome occupancy, illustrated by the existence of both
weaker left-to-right and stronger top-to-bottom gradient in Figure 3.4(f). Analysis of other independent
MNase-derived datasets yielded similar results (Figure B.10). These results thus further confirmed that the
GC dependence of nucleosome occupancy was specific to MNase-derived datasets.
We reasoned that if the GC dependence of MNase-derived nucleosome occupancy was truly a consequence
of MNase digestion biases, then the correlation between GC and nucleosome occupancy should depend on the
MNase digestion level. That is, the higher the digestion level, the stronger should be the correlation between
GC and nucleosome occupancy. To test this hypothesis, we analyzed a dataset where MNase digestion was
performed for 2.5, 5, 10, and 20 minutes [96] (Figure 3.4(g, h)). As expected, the correlation between GC and
nucleosome occupancy increased with digestion time (Figure 3.4(g)), as did the partial correlation between
GC and occupancy conditioned on polyA (Figure 3.4(h)).
Interestingly, the Pearson and partial correlation coefficients showed an almost linear relation with the
logarithm of digestion time, although there were only four data points. This linear relationship allowed us
to extrapolate the correlation coefficients at digestion time 0, which could be thought of as representing
the true biological condition without any MNase bias. Strikingly, the partial correlation between GC and
nucleosome occupancy almost dropped to 0 at digestion time 0 in this extrapolation analysis (Figure 3.4(h)),
suggesting that almost all of the observed GC dependence of MNase-derived nucleosome occupancy was due
to MNase digestion biases. By contrast, the partial correlation between polyA and nucleosome occupancy
conditioned on GC changed little with digestion time and was largely retained at the extrapolated time
0 (Figure 3.4(h)), further supporting that the polyA dependence of nucleosome occupancy reflected a true
biological signal.
3.4.3 In-vitro rotational and translational nucleosome positioning
We now turn to investigating the sequence determinants of translational and rotational nucleosome posi-
tioning. We trained the Models GC, GC+SR, and GC+SR+polyA on in-vitro nucleosome maps generated
through MNase-seq experiments (Table B.4) and predicted nucleosomes genome-wide by progressively call-
ing genomic locations with the largest predicted n1 as nucleosome start positions, while constraining that
the called nucleosomes cannot overlap with each other (Appendix B.1.5). The nucleosome calls were thus
ranked by the value of n1. Similarly, positioned nucleosomes were also identified from experimental data by
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Figure 3.5: Spatially-resolved sequence motifs, including the 10.5-bp periodicity, facilitate the rotational but
not translational positioning of nucleosomes. (a) Cumulative distribution of absolute dyad-to-dyad distance
between predicted and observed nucleosome positions. Grey curve represents a random control using non-
overlapping uniformly distributed nucleosomes. (b) Distribution of dyad-to-dyad distance between predicted
and observed nucleosome positions. (c) Distribution of absolute dyad-to-dyad distance between predicted
and observed nucleosome positions mod 10 bp. (d) Distribution of dyad-to-dyad distance between redundant
nucleosomes.
using the same algorithm. To assess the agreement between observed and predicted nucleosome positions, we
examined top N nucleosomes from the respective ranked lists, where N was set to be the nucleosome number
predicted by Model GC in each dataset (Table B.4, Appendix B.1.5). The three models showed modest and
similar prediction power on single nucleosome positions (Figure 3.5(a)), being able to predict about 50%
of observed nucleosomes within 50 bps. In particular, adding the SR component to nucleosome-positioning
energy did not significantly improve the prediction accuracy, agreeing with our previous finding based on
spectral analysis that sequence periodicity does not play a major role in translational positioning [47].
By contrast, the distribution of dyad-to-dyad distance between the nucleosome positions observed in
sequencing data and those predicted by the models including an SR component was enriched for multi-
ples of 10 bp (Figure 3.5(b)), and the rotational nucleosome positions were also better predicted by these
models (Figure 3.5(c)). In order to better capture cell-to-cell variation in nucleosome positions, we progres-
sively identified a redundant set of nucleosomes containing five times the above number of nucleosomes in
each dataset. The dyad-to-dyad distance between nucleosomes within this redundant set exhibited a 10-bp
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oscillatory pattern emerging from rotational positioning of nucleosomes (black curve in Figure 3.5(d)). Im-
portantly, this 10-bp oscillation could be recapitulated by a model only if it included the SR component in
its nucleosome-positioning energy (Figure 3.5(d)). These results thus demonstrated that spatially-resolved
sequence motifs, including the 10.5-bp periodicity, facilitated the rotational positioning of nucleosomes, again
confirming our previous conclusion based on spectral analysis [47]. Analysis of other in-vitro nucleosome
maps provided similar results, except that Zhang-MNase-invitro-ACF showed little sequence dependence
other than GC, as previously mentioned (Figure B.11).
3.4.4 In-vivo nucleosome occupancy and positioning
We have so far focused on in-vitro nucleosome maps, since in-vitro conditions provide a simplified platform
for studying intrinsic sequence preferences hidden in the nucleosome landscape. In vivo, DNA sequence
is only one of many factors that can influence nucleosome positioning. Trans-factors, such as chromatin
remodelers, transcription factors and RNA polymerase, can actively regulate nucleosome positions. In order
to quantify the role of DNA sequence in determining the in-vivo nucleosome landscape, we applied CEM
to available in-vivo nucleosome maps. See Appendix B.1.4 for detailed information about these datasets
and our labeling convention. CEM-predicted nucleosome occupancy achieved consistently higher correlation
with observed nucleosome occupancy than the LM prediction (Table B.5), demonstrating that the benefits
of CEM generalized to in-vivo datasets. However, CEM trained on different in-vivo nucleosome maps yielded
discordant results (Table B.5). In particular, the estimated nucleosome number, although consistently larger
than that predicted by LM, varied between ∼36000 and ∼56000.
Since all curated in-vivo nucleosome maps were generated using wild-type S. cerevisiae in log phase, one
would expect similar nucleosome numbers in these datasets. Indeed, a quantitative estimation of nucleosome
number by matching the Fourier transform of observed nucleosome occupancy profiles showed that all ana-
lyzed in-vivo nucleosome maps contained a similar number of ∼65000 nucleosomes (Figure B.12), suggesting
that CEM was consistently underestimating the nucleosome number in these datasets (Table B.5). Visually
comparing predicted and observed nucleosome occupancy profiles showed that, for datasets where nucleo-
some number was significantly underestimated (Kaplan-MNase-invivo-WT [28] and Ocampo-MNase-invivo-
WT [93]), CEM-predicted nucleosome occupancy was indeed missing a large fraction of nucleosomes evident
from experimental data (Figure B.13). Of note, the observed nucleosome occupancy in these datasets showed
peculiar long-range fluctuations which were not observed in McKnight2016-MNase-invivo-WT-log-80 [97]
and McKnight2015-MNase-invivo-WT-log-50 [98], where nucleosome number was only modestly underes-
timated (Figure B.13). Interestingly, the latter two datasets, McKnight2016-MNase-invivo-WT-log-80 and
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McKnight2015-MNase-invivo-WT-log-50, that we were able to model better, were from the same lab and gen-
erated by the same author(s). Fourier analysis of the observed nucleosome occupancy further demonstrated
that these two datasets also had relatively large spectral density at the peak around ∼200 bp corresponding
to a nucleosome-size signal. By contrast, other in-vivo nucleosome maps contained smaller spectral density
at the peak around ∼200 bp, but had more spectral energy in long-range components (Figure B.12A). These
results suggested that experiment-specific noises and biases, such as a trending effect, might be confounding
the CEM optimization.
Since the two datasets McKnight2016-MNase-invivo-WT-log-80 and McKnight2015-MNase-invivo-WT-
log-50 exhibited the smallest long-range trending effect and resulted in only a modest underestimation of
nucleosome number, we used these two datasets to study the in-vivo nucleosome landscape by training the
aforementioned Models GC, GC+SR, and GC+SR+polyA (Table B.6, Table B.7). As in the in-vitro case,
GC was still the primary factor determining in-vivo nucleosome occupancy (Table B.6), although this GC
dependence might have arisen from MNase digestion biases, as previously described. Also similar to the in-
vitro findings, polyA made a small contribution to determining in-vivo nucleosome occupancy (Table B.6).
One difference was that SR seemed to have a greater impact on nucleosome occupancy in vivo than in vitro
(Table B.6), especially at the TSS (Figure B.14). For single nucleosome positions, the prediction accuracy
based on sequence information alone was very modest, although SR still showed signatures of facilitating
rotational positioning (Figure B.15).
3.5 Revisiting the role of DNA sequence in establishing the in
vivo nucleosome landscape around TSS/TTS
3.5.1 TSS
It has been known for a long time that nucleosome occupancy in vivo tends to be reduced around TSS,
leading to a nucleosome depleted region (NDR), and that the average nucleosome occupancy downstream of
TSS exhibits an oscillatory pattern reflecting statistical positioning [45, 88]. It has been argued that DNA
sequence itself is not sufficient to explain the NDR and oscillatory pattern [77] and that active remodeling by
trans-factors are needed [83]. Ostensibly consistent with these claims, the CEM-predicted occupancy using
Model GC+SR+polyA, averaged over all genes at TSS, did not show an NDR that was as deep as in the
observed occupancy (Figure 3.6(a), Figure B.16A). Furthermore, the oscillations in CEM-predicted average
occupancy were very weak (Figure 3.6(a), Figure B.16A), seemingly supporting the idea that DNA sequence
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alone is not able to fully explain the energy barrier present at TSS.
To investigate the nucleosome occupancy around TSS in greater detail, however, we ranked the genes
according to their predictability, as measured by the Pearson correlation between observed and predicted
nucleosome occupancy within ±1 kb from TSS, and divided the genes into quintiles (Figure 3.6(b), Fig-
ure B.16B). For genes in the fifth quintile showing the highest predictability, the NDR depth and oscillatory
pattern in predicted occupancy better matched the observed patterns (Figure 3.6(c), Figure B.16C); for
this subset of genes, DNA sequence thus played a more significant role in regulating nucleosome occupancy
at TSS. Interestingly, this same subset of genes showed less DNase hypersensitivity [99] around TSS (Fig-
ure 3.6(c), Figure B.16C), smaller expression variability as measured in [100] (Figure 3.6(d), Figure B.16D),
and a slightly lower histone turnover rate [70] (Figure B.17). Importantly, the oscillation of average nucle-
osome occupancy for this class of genes was predicted from DNA sequence alone, using the simplest model
accounting for only hard-core interactions between adjacent nucleosomes. In sharp contrast, previous studies
either failed to reproduce this oscillatory pattern using sequence alone [77], potentially due to their under-
estimation of nucleosome number, or required artificially constructed energy barriers at TSS [83]. The fact
that DNA sequence alone could partially recapitulate the average nucleosome occupancy in a subset of genes
highlighted that different genes might utilize distinct mechanisms to regulate nucleosome formation at TSS.
3.5.2 TTS
Finally, we investigated the pattern of in-vivo nucleosome occupancy around TTS. Unlike at TSS, the Model
GC+SR+polyA was able to fully capture the nucleosome depletion at TTS (Figure 3.7(a), Figure B.18A).
The slight discrepancy between prediction and observation at TTS could be explained by the existence of
a nearby TSS [101]. When sorted by the distance to the closest TSS (Figure 3.7(b), Figure B.18B), the
TTS isolated from any TSS had an even better agreement between predicted and observed nucleosome
occupancy (Figure 3.7(c), Figure B.18C); by contrast, those TTS close to TSS showed greater deviation
from prediction (Figure 3.7(c), Figure B.18C). We note, however, that these observations might be specific
to MNase-derived nucleosome maps. For instance, the sharper energy barrier at TTS predicted by CEM
was mostly attributable to GC (Figure B.14), but according to our previous analysis, the GC dependence of
MNase-derived nucleosome maps were subject to substantial MNase digestion biases. Moreover, nucleosome
maps obtained from experimental methods avoiding MNase digestion showed much less pronounced depletion
at TTS than the maps obtained from MNase-seq [102].
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Figure 3.6: In-vivo nucleosome occupancy around TSS is partially determined by DNA sequence. Shown
are the results using the Model GC+SR+polyA trained on McKnight2016-MNase-invivo-WT-log-80 [97]. (a)
Observed (blue) and predicted (yellow) nucleosome occupancy aligned at TSS and averaged over all genes.
(b) Genes were ranked by the Pearson correlation coefficient between observed and predicted nucleosome
occupancy within ±1 kb of TSS and divided into quintiles (different colors). The distribution of these
correlation coefficients are shown. (c) Observed (solid curves) and predicted (dashed curves) nucleosome
occupancy aligned at TSS and averaged over the genes within each quintile from (b). Average DNase I
hypersensitivity [99] (gray curve and shade) is also shown for genes within each quintile. (d) Enrichment
analysis for expression variability [100]. All genes are ranked between 0 and 1 according to a variability
measure. The median rank of genes within each quintile is shown. A permutation test is performed to assess
whether the genes within each quintile are significantly enriched for high or low variability.
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Figure 3.7: In-vivo nucleosome occupancy around TTS is primarily determined by DNA sequence. Shown
are the results using the Model GC+SR+polyA trained on McKnight2016-MNase-invivo-WT-log-80 [97]. (a)
Observed (blue) and predicted (yellow) nucleosome occupancy aligned at TTS and averaged over all genes.
(b) Genes are ranked by the distance from their TTS to the closest TSS and divided into quintiles (different
colors). The distribution of these distances are shown. (c) Observed (solid curves) and predicted (dashed
curves) nucleosome occupancy aligned at TTS and averaged over the genes within each quintile from (b).
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3.6 Conclusion and discussion
In this chapter, we have developed a cross-entropy method (CEM) for simultaneously learning the nucleosome
number and nucleosome-positioning energy from empirical genome-wide nucleosome maps. CEM circumvents
a crucial computational difficulty encountered by previous approaches when estimating the nucleosome
number [77]. Applying our framework to various in-vitro and in-vivo datasets in S. cerevisiae has provided a
comprehensive quantification of the role of DNA sequence in shaping the genome-wide nucleosome landscape
that includes the distinct concepts of nucleosome occupancy and nucleosome positioning.
Using in-vitro nucleosome maps, we have shown that spatially resolved sequence patterns, including the
controversial 10.5-bp nucleotide periodicity, facilitate rotational, but not translational positioning, consistent
with the previous conclusion based on categorical spectral analysis of nucleosomal DNA [47]. In our models,
GC is the primary determinant of MNase-derived nucleosome occupancy, while the ostensibly minor role of
polyA may be under-estimated due to a confounding effect. More precisely, our partial correlation analysis has
demonstrated that the GC dependence of MNase-derived nucleosome occupancy may be largely attributable
to MNase digestion biases, in line with a recent deep-learning study showing that GC contributes to the
classification of only a small fraction of nucleosomal sequences in S.cerevisiae [103]. However, we cannot
rule out the possibility that the intrinsic sequence preferences of MNase digestion and nucleosome formation
are partially overlapping. Using currently available sequencing data, it is difficult to dissect how much of
the GC dependence is due to MNase bias and how much, if any, is truly nucleosome preference. Further
in-vitro studies using MNase-independent experiments, such as the chemical cleavage method [20–22], should
improve our understanding in the future. By contrast, the effect of polyA on nucleosome occupancy is robust
and independent of the specific experimental method used, suggesting that polyA, together with the steric
exclusion between adjacent nucleosomes, may be the truly dominant factor in determining genome-wide
nucleosome occupancy.
Applying CEM to in-vivo nucleosome maps has shown, for the first time, that the canonical oscillatory
pattern in average nucleosome occupancy around TSS can be partially recapitulated by DNA sequence and
steric exclusion of nucleosomes for a subset of genes. We believe that previous studies have not been able
to capture this pattern, because of the aforementioned underestimation of true nucleosome number [77].
This result also highlights a key difference between in-vitro and in-vivo nucleosome maps: in-vivo conditions
tend to yield a larger nucleosome number, or equivalently, higher chemical potential. Although some in-
vitro experiments have used histone-to-DNA ratios close to those under in-vivo conditions [29], histone
chaperones and chromatin remodelers may actively package histones onto DNA, effectively increasing the
chemical potential in vivo. This difference between in-vitro and in-vivo conditions, although previously
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noted [55,82], has not been fully appreciated to date, especially regarding the formation of regularly spaced
nucleosome arrays around TSS.
Specifically, the oscillatory pattern in average nucleosome occupancy around TSS has been thought to be
a unique feature of the in-vivo nucleosome landscape created by regulatory factors other than DNA sequence
itself. However, the fact that DNA sequence alone in our in-vivo models can reproduce this oscillatory pattern
for select genes suggests that, given high enough chemical potential, this pattern may be also produced in
vitro. This hypothesis may be tested by mapping nucleosome positions in vitro with an even higher histone-
to-DNA ratio than that used in [29]. In fact, our analysis shows that nucleosome arrays are already vaguely
visible in some in-vitro nucleosome maps [29] (Figure 3.2(c), Figure B.5E, F) and that tuning up the chemical
potential to match the expected in-vivo nucleosome number indeed creates a more pronounced oscillatory
pattern around TSS (Figure B.19). We also note that the effective chemical potential may be different at
different genomic locations, especially in vivo [55]. A future study where separate models are trained on
distinct genomic segments may help elucidate our hypothesis [55].
Our method represents a unified framework that accounts for both intrinsic sequence preference of nucle-
osome formation and steric exclusion between neighboring nucleosomes. In order to fully complete the story,
other factors such as chromatin remodelers, transcription factors, and RNA polymerase need to be taken
into account. One advantage of our computational framework based on CEM is that it can be potentially ex-
tended to include these regulatory factors. To a first order approximation, the presence of these trans-factors
can be considered as modulating the effective nucleosome-positioning energy in addition to DNA sequence.
For example, an additional term that linearly depends on the ChIP-seq intensity of relevant trans-factors
can be introduced into Eq. (3.9). Another related strategy is to use CEM to study specific functions of
individual chromatin remodelers, utilizing the data generated through in-vitro genome-wide reconstitution
of nucleosomes in the presence of individual chromatin remodelers [104]. For example, it has been shown
that RSC clears the promoter by reading poly(dA:dT) as a directional nucleosome removal signal [104]. We
expect this effect to be captured by a relative change in µpolyA in Eq. (3.9). Similarly, INO80 has been shown
to help position the +1 nucleosome [104], suggesting that INO80 may act as an additional energy barrier
at TSS. Thus, incorporation of INO80 ChIP-seq information into the sequence model may help improve the
prediction of nucleosome landscape. Lastly, it is known that ISW1 can tighten the spacing in nucleosome
arrays downstream of TSS [104]. A plausible hypothesis is that ISW1 increases the effective chemical po-
tential so that the nucleosomes in the region are more tightly packed. All of these aspects can potentially
be captured by CEM with different energy models.
Finally, it is important to note that other statistical mechanics-inspired models that relax the assumption
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of hard-core interactions have been also used to study nucleosomes. For example, nucleosome unwrapping
and breathing can be captured by a soft-core interaction [85] or variable nucleosome size [80, 86]. More
complex nearest neighbor interactions imposed by higher-order chromatin structure can be modeled [83,84].
Models beyond equilibrium statistical mechanics have also been attempted [105–107]. Nevertheless, this
chapter demonstrates that even the simplest model involving only steric exclusion can still provide new
insights into the principles that guide nucleosome occupancy and nucleosome positioning.
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Chapter 4
Other joint work
Apart from my research presented in previous chapters on the nucleosome positioning problem, I have also
led bioinformatics analysis in several joint projects during my PhD studies. In this chapter, I will present
my work in two of those joint projects, which are already published in [108] and [109]. These work are
in collaboration with Dr. Robert Blelloch’s and Dr. Miguel Ramalho-Santos’ labs, respectively, both at
University of California, San Francisco (UCSF).
4.1 NF45 and NF90/NF110 coordinately regulate ESC
pluripotency and differentiation
In this section, I present my work in collaboration with Dr. Robert Blelloch’s lab at UCSF on RNA-binding
proteins in mouse embryonic stem cells (ESCs) [108].
4.1.1 Background and objectives
Early mammalian development is a complex phenomenon driven by a myriad of dynamic and precise molec-
ular changes that enable cells to establish, maintain, and exit from the pluripotent state. Derived from the
inner cell mass of the mammalian blastocyst and representing the early pre-implantation epiblast [110], em-
bryonic stem cells (ESCs) provide a valuable in vitro platform for dissecting these processes in detail, as they
can both self-renew in culture indefinitely and differentiate into all of the tissue types of the body. Most ESC
studies to date have focused on the roles of signaling pathways, transcriptional regulators, epigenetic mod-
ifications, and non-coding RNAs [111–115]. In contrast, post-transcriptional processes have only begun to
receive attention recently, despite evidence that they are a major driver of the molecular changes that occur
during ESC differentiation [116] and are important contributors to the efficiency of somatic cell reprogram-
ming to induced pluripotent stem cells [117]. These post-transcriptional events, which include alternative
splicing, nuclear export, transcript stability, and translational efficiency, are directed by non-coding RNAs
and RNA binding proteins (RBPs), and the functions of RBPs in particular are poorly understood [118,119].
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Figure 4.1: Schematic showing the two splicing isoforms of gene NF90/NF110, and locations of gRNAs for
generating NF90+NF110 and NF110 only KO ESCs by CRISPR. A gRNA targeting NF90 will also interrupt
the transcription of NF110. It is thus experimentally infeasible to knockout NF90 only.
Building a more complete picture of the RBP-mediated molecular changes that regulate pluripotency is im-
portant, as it will enable the more informed use of stem cells for disease modeling, drug development, and
regenerative medicine.
Previous studies have generated a catalogue of 555 experimentally assayed RBPs in mouse ESCs [120].
However, the functions of only a handful of these RBPs have been carefully dissected in ESCs [121]. Our
collaborators in Dr. Robert Blalloch’s lab at UCSF thus elected to focus on identifying and characterizing
pluripotency-associated RBPs in a well-defined, developmentally relevant in vitro system. Specifically, they
examined the transition from an ESC to an epiblast cell (EpiC) [122, 123], a progression that parallels the
earliest cell fate decision that occurs in the mammalian embryo proper. Through an unbiased siRNA screen
for putative RBPs that affect the ESC-to-EpiC transition, they came to focus on two related genes, NF45
(Ilf2) and NF90/NF110 (Ilf3), whose knockdown promoted differentiation to the EpiC state. NF90 and
NF110 are two splicing isoforms of the same gene (Figure 4.1). Both NF45 and NF90/NF110 have been im-
plicated in pluripotency and development [116,124–126], found to participate in diverse post-transcriptional
processes [124,127–137], and suggested to interact with each other both physically and functionally [138–140].
However, none of the previous studies examining NF45 and NF90/NF110 molecular mechanisms were per-
formed in ESCs. Therefore how NF45 and NF90/NF110 regulate ESC pluripotency and differentiation, and
whether their activities are interconnected in the specific context of ESC were still not well understood.
In order to further dissect the functions of NF45 and NF90/NF110 in pluripotency and differentiation
of mouse ESCs, our collaborators at UCSF performed RNA-seq to assay global gene expressions in NF45
knockout (KO), NF90+NF110 KO, and NF110 KO ESCs. RNA-seq was also performed in two corresponding
wild-type (WT) ESCs, NF45 WT, which is the WT counterpart of NF45 KO, and NF90/NF110 WT, which
is the WT counterpart of NF90+NF110 KO and NF110 KO (see [108] for details). Our collaborators also per-
formed NF90/NF110 RNA immunoprecipitation and sequencing (RIP-seq) in NF110 KO, NF90+NF110KO,
and NF90/NF110 WT ESCs, in order to identify direct RNA targets of NF90 and NF110. Several notes
are worth mentioning. First, due to the specific isoform structure of NF90 and NF110 (Figure 4.1), it is
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experimentally infeasible to knockout NF90 without interrupting the transcription of NF110. Thus only
NF110 KO and NF90+NF110 KO models were assayed. Second, each RIP-seq experiment contains paired
input and IP samples. The input samples are equivalent to an RNA-seq experiment, and were indeed also
used as RNA-seq samples in our analysis. Third, the antibody used in the RIP-seq experiment cannot
distinguish between NF90 and NF110. Thus any RNAs pulled down by the antibody could be bound by
NF90 and/or NF110. In addition, the immunoprecipitated RNAs would also include transcripts bound by
NF45-NF90/NF110 complexes.
My contribution to the project on bioinformatic analysis is three-fold. First, I performed global gene
expression analysis using the RNA-seq data and provided support to the phenotypic data generated by our
collaborators demonstrating the role of NF45 and NF90/NF110 in ESC proliferation and differentiation
(Section 4.1.2). Second, I developed two complementary approaches to identify NF90 and NF110 targets
using the RIP-seq data and showed that NF90/NF110 directly regulate proliferation, differentiation, and
RNA-processing genes (Section 4.1.3). Finally, I developed a combinatorial gene set expression analysis
framework to dissect the functional interactions among NF45, NF90, and NF110 in detail, and identified
distinct regulatory modes of these proteins supported by our transcriptomic data (Section 4.1.4).
4.1.2 Genome-wide expression analysis supports functional interactions
between NF45 and NF90/NF110
As previously mentioned (Section 4.1.1), RNA-seq was performed in NF45 KO, NF90+NF110 KO, NF110
KO, and corresponding WT ESCs. Examining the transcriptomes of these KO ESC lines in relation to
their corresponding WT controls, we identified 1670 genes that are differentially expressed in at least one
comparison (Figure 4.2A). By requiring the genes to be robustly expressed (mean FPKM ≥ 10) in at least
one condition, we retained 971 genes that represent candidate regulatory targets, both direct and indirect,
of each protein.
We next sought to identify expression modules within these candidate target genes using unsupervised
hierarchical clustering. In order to remove batch effects and facilitate comparison between NF45 and NF90/
NF110 RNA-seq data (RIP-seq input data), we separately standardized the FPKM value of each gene by sub-
tracting the mean and dividing by the standard deviation across NF45 RNA-seq samples and NF90/NF110
RNA-seq samples. Hierarchical clustering of the genes was performed using the standardized expression
values with Euclidean metric and average linkage. Expression modules were then extracted by first cutting
the dendrogram at a fixed depth to obtain 20 clusters and then manually merging extremely small clusters
with closest ones. As the result, 9 expression modules were identified (Figure 4.2B).
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Figure 4.2: Global expression analysis is consistent with functional interactions among NF45, NF90, and
NF110. (A) Venn diagram of differentially expressed genes in RNA-seq analysis of NF45 WT, NF45 KO,
NF90/NF110 WT, NF90+NF110 KO, and NF110 KO ESCs. (B) Heat map of robustly expressed genes
that are differentially expressed in at least one comparison considered in (A). Genes are categorized through
unsupervised clustering into 9 modules indicating their pattern of expression in the different lines. (C) GO
analysis of category II, III, VIII and IX genes as defined in (B).
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We first focused on genes that were consistently upregulated (Module III) or downregulated (Module
IX) in all three KO ESC lines, as they represent genes that NF45 and NF90/NF110 coordinately regulate
either negatively or positively. Gene Ontology (GO) analysis revealed that genes in Module III (upregulated
in all lines) show an overrepresentation of biological processes related to development and differentiation,
such as the determination of left/right symmetry, placenta development, and cell migration, while genes in
Module IX (downregulated in all lines) are highly biased towards cell cycle and cell division related genes
(Figure 4.2C). Furthermore, genes upregulated in NF45 KO and NF90+NF110 KO but not in NF110 KO
(Module II) showed enrichment in negative regulation of cell growth and proliferation, as well as positive
regulation of differentiation (Figure 4.2C). Genes downregulated in NF45 KO and NF90+NF110 KO but
not NF110 KO (Module VIII) showed enrichment in GO terms related to chromatin modification, nuclear
division, and development (Figure 4.2C). These results are broadly consistent with our phenotypic data
showing that deletion of NF45 or NF90/NF110 generally resulted in decreases in ESC proliferation and
defects in differentiation [108].
4.1.3 NF90/NF110 RIP-seq in ESCs suggested that NF90/NF110 directly
regulate proliferation, differentiation, and RNA-processing genes
As previously mentioned (Section 4.1.1), NF90/NF110 RIP-seq was performed in NF110 KO, NF90+NF110
KO, and NF90/NF110 WT ESCs. Each experiment contains paired input (total RNA) and IP samples,
and experiments were repeated in biological triplicate. To distinguish between RNA targets of NF90 and
NF110, we compared the RIP-seq datasets of NF110 KO, NF90+NF110 KO, and WT ESCs with one
another (Figure 4.3A). In principle, the WT dataset contains both NF90 and NF110 targets; the NF110 KO
dataset contains only NF90 targets, which consists of targets bound by NF90, including those that could be
redundantly bound by NF110 or NF90 (Figure 4.3A, top panel); and the NF90+NF110 KO dataset contains
non-specific targets of the NF90/NF110 antibody and experimental noise, both of which are also present in
the WT and NF110 KO data. Thus, removing genes found in the NF110 KO RIP-seq data from the list of
genes found in the WT RIP-seq data yields targets bound only by NF110 (“NF110 only targets”); a similar
comparison of WT and NF90+NF110 KO data yields targets bound by NF90 and/or NF110 (“NF90+NF110
targets”), and a comparison of NF110 KO and NF90+NF110 KO data yields targets bound by NF90 that
could also be redundantly bound by NF110 (“NF90 targets,” Figure 4.3A, bottom panel).
We developed two complementary computational approaches to identify NF90 and NF110 targets based
on these comparisons. One utilizes the stochastic nature of count data but treats the IP and input data as
independent samples (Poisson ratio test), while the other takes into account the paired nature of the IP and
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Figure 4.3: Identification of NF90/NF110 RNA targets. (A) Identification of NF90, NF110, and
NF90+NF110 RNA binding proteins in ESCs by RIP-seq. Top panel defines NF110 and NF90 targets.
Bottom panel defines the comparisons used to call RNA targets. (B) Heatmap of log2(IP/input) RIP-seq
expression values of top 20 NF90, NF110 only, and NF90+NF110 RNA targets as identified by a combi-
nation of the Poisson ratio test and the log ratio test. (D) GO analysis of identified NF90, NF110 only,
and NF90+NF110 targets. (E) Mean library-size normalized read count (as calculated by DESeq2 [141]) of
NF45 in the RIP-seq libraries. Error bar indicates standard error of the mean.
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Table 4.1: Design of RIP-seq experiments.
Experi-
ment
Conditions Results
Theoretical
experiment
WT input WT IP KO input KO IP
True binding
targets of protein
of interest
1 WT input WT IP
NF110 KO
input
NF110 KO IP NF110 only targets
2 WT input WT IP
NF90+NF110
KO input
NF90+NF110
KO IP
NF90+NF110
targets
2
NF110 KO
input
NF110 KO
IP
NF90+NF110
KO input
NF90+NF110
KO IP
NF90 targets
(including targets
redundantly bound
by NF110)
input samples but does not make full use of the distributive properties of count data (log ratio test). We
next describe these two methods in detail.
We consider a theoretical RIP-seq experiment as consisting of 4 conditions: WT input, WT IP, KO input,
and KO IP. In this theoretical RIP-seq experiment, genes enriched in KO IP compared to KO input contain
nonspecific targets of the antibody and experimental noise, while genes enriched in WT IP compared to WT
input contain true binding targets of the protein of interest as well as nonspecific targets of the antibody and
experimental noise. Thus, searching for transcripts enriched in the WT IP/WT input comparison but not in
the KO IP/KO input comparison yields candidate true binding targets. Our NF90/NF110 RIP-seq can be
regarded as three realizations of the theoretical experiment by replacing the 4 conditions in the theoretical
experiment with the conditions of the real experiment, as summarized in Table 4.1 (also see Figure 4.3A).
We discuss in the following how to identify binding targets from a theoretical experiment. The methods
can then be implemented separately in the three realizations of the experimental setup. We developed two
complementary approaches for identifying binding targets from a theoretical experiment: Poisson ratio test
and log ratio test. The Poisson ratio test utilizes the stochastic nature of count data, treating input and IP
samples as independent samples. In contrast, the log ratio test compares input and IP samples in pairs, but
does not make full use of the distributive properties of count data. Thus, the two methods provide insights
from different angles. Combining the two methods in calling binding targets is expected to yield optimal
results. In both methods, we restricted to the 14705 genes with total library-size normalized read count
(calculated by DESeq2 [141]) summed over all RIP-seq samples ≥ 50.
Poisson ratio test. We denote the four conditions, WT input, WT IP, KO input, and KO IP, in
the theoretical experiment as 0, 0′, 1, 1′, respectively. We further denote the library-size normalized read
count (calculated by DESeq2 [141] and rounded to the closest integer) of gene i from sample j as Kij . The
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library-size normalized read count was modeled as a Poisson distribution:
Kij ∼ Pois(µi,ρ(j)),
where µi,ρ(j) is the Poisson mean, and ρ(j) = 0, 0
′, 1, 1′ denotes the condition of sample j. We are interested
in testing whether the following null hypothesis is true:
H0 :
µi,0′
µi,0
=
µi,1′
µi,1
,
Rejecting the null hypothesis means that gene i is significantly differentially enriched in WT and KO when
comparing IP to input. As test statistics, we define
Ki,ρ =
∑
j:ρ(j)=ρ
Kij .
We further define the joint probability of observing Ki,0,Ki,0′ ,Ki,1,Ki,1′ being equal to a, b, c, d, respectively,
as Pi(a, b, c, d). In the spirit of DESeq [142], we define the p-value for the proposed null hypothesis as:
pi =
∑
Pi(a,b,c,d)≤Pi(ki,0,ki,0′ ,ki,1,ki,1′ ), a+b+c+d=ki,0+ki,0′+ki,1+ki,1′ Pi(a, b, c, d)∑
a+b+c+d=ki,0+ki,0′+ki,1+ki,1′
Pi(a, b, c, d)
,
where ki,ρ are the observed values of Ki,ρ. We next show that given any ki,ρ, the p-value defined above
can be efficiently estimated by a sequential importance sampling scheme. Under the null hypothesis, the
probability Pi(a, b, c, d) can be factorized as Pi(a, b, c, d) = Pi,0(a)Pi,0′(b)Pi,1(c)Pi,1′(d), where Pi,ρ(x) is the
probability of Ki,ρ = x according to a Poisson distribution with mean λi,ρ constrained by the null hypothesis.
The mean values λi,ρ can be estimated as follows. We first take the maximal likelihood estimates of µi,ρ:
µˆi,ρ =
1
m
∑
j:ρ(j)=ρ
kij ,
where m is the number of samples under any specific condition ρ (here, m is assumed to be the same for all
conditions; in our data m = 3.), and kij is the observed value of Kij . λi,ρ can then be estimated under the
null hypothesis as follows: 
λˆi,0 = mµˆi,0,
λˆi,1 = mµˆi,1,
λˆi,0′ = mµˆi,0αˆ,
λˆi,1′ = mµˆi,1αˆ,
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where αˆ is the estimate of the ratio of Poisson means involved in the null hypothesis:
αˆ =
1
2
(
µˆi,0′
µˆi,0
+
µˆi,1′
µˆi,1
)
.
Here, we have pooled information from both WT and KO to estimate α, utilizing the null hypothesis. The
following sequential importance sampling scheme was used to estimate the p-value for each gene i, given the
estimated λˆi,ρ as calculated above:
For l from 1 to N :
1. Draw a ∼ Unif(0, ni), where Unif(0, ni) denotes a uniform distribution over integers from 0 to ni and
ni = ki,0 + ki,0′ + ki,1 + ki,1′ is the total read count of gene i in all samples.
2. Draw b ∼ Unif(0, ni − a).
3. Draw c ∼ Unif(0, ni − a− b).
4. Calculate d = ni − a− b− c.
5. Calculate the importance weight:
wl =
Pi,0(a)Pi,0′(b)Pi,1(c)Pi,1′(d)
1
ni+1
1
ni−a+1
1
ni−a−b+1
,
where Pi,ρ is the Poisson probability mass function with mean λˆi,ρ.
6. Calculate the indicator function
Il = 1Pi,0(a)Pi,0′ (b)Pi,1(c)Pi,1′ (d)≤Pi,0(ki,0)Pi,0′ (ki,0′ )Pi,1(ki,1)Pi,1′ (ki,1′ ).
The estimated p-value is given by:
pl =
∑N
l=1 wlIl∑N
l=1 wl
.
We generated N = 106 samples for each gene to estimate the p-value.
Log ratio test. We follow the same notations as in Poisson ratio test. In the log ratio test, we consider
the log ratios of library-size normalized read counts between IP and input: ξj = log2(
ki,j′
ki,j
) for WT, where
ρ(j) = 0 and j′ is the paired IP sample of j; and ξj = log2(
ki,j′
ki,j
) for KO, where ρ(j) = 1 and j′ is the
paired IP sample of j. To test the difference between these two log ratios, we simply perform Welch’s t-test
between the log ratios of WT and KO to obtain the p-value. To avoid zeros in the denominator of the log
ratios, we used a pseudo-count of 1 in both the numerator and the denominator.
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In order to combine the results from Poisson ratio test and log ratio test, we first obtained candidate
targets by imposing the following criteria. For Poisson ratio test, we require:
1. Library-size normalized read count ratio WT IP/WT input > KO IP/KO input: µˆi,0′/µˆi,0 > µˆi,1′/µˆi,1.
2. Library-size normalized read count in WT IP > that in WT input: µˆi,0′ > µˆi,0.
3. The RNA abundance is called significantly different by DESeq2 between WT IP and WT input (ad-
justed p-value ≤ 0.05), with log2 fold change (estimated by DESeq2) log2(WT IP/WT input) > 0.
4. Mean FPKM in WT input ≥ 10.
For log ratio test, we require:
1. Mean log ratio in WT > that in KO: 1m
∑
j:ρ(j)=0 ξj >
1
m
∑
j:ρ(j)=1 ξj .
2. Mean log ratio in WT > 0: 1m
∑
j:ρ(j)=0 ξj > 0.
3. The RNA abundance is called significantly different by DESeq2 between WT IP and WT input (ad-
justed p-value ≤ 0.05), with log2 fold change (estimated by DESeq2) log2(WT IP/WT input) > 0.
4. Mean FPKM in WT input ≥ 10.
A gene satisfying either the criteria for Poisson ratio test or those for log ratio test is included in the
candidate target set. We then employed a multi-objective optimization algorithm based on the concept of
Pareto dominance (Algorithm 1 in [143]) to provide a combined rank for the genes in the candidate target
set, where − log 10 p-values from the Poisson ratio test and the log ratio test were used for the ranking. The
final set of binding targets was identified by including the top X genes such that the X + 1 ranked gene is
the first gene that has at least one of the two p-values > 0.05 (Figure 4.4).
Implementing the methods described above, we obtained 208, 81, and 167 genes as NF110 only targets,
NF90 targets, and NF90+NF110 targets, respectively (Figure 4.3B). Gene Ontology analysis showed that
the identified targets are broadly implicated in biological processes related to cell cycle, development, pro-
tein folding, and multiple steps in RNA metabolism, including transcription, splicing, and RNA transport
(Figure 4.3C), which is consistent with our molecular and cellular evidence that NF45 and NF90/NF110 are
crucial for the regulation of ESC proliferation and differentiation [108], as well as published work associating
NF45 and NF90/NF110 with different RNA-related activities. Interestingly, our data showed enriched NF45
mRNA in the IP compared to the input of both WT and NF110 KO but not NF90+NF110 KO ESCs.
The enrichment is small but statistically significant (Figure 4.3D) and suggests that NF45 mRNA is bound
by NF90/NF110. NF90/NF110 could potentially regulate NF45 post-transcriptionally, which could explain
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Figure 4.4: A multi-objective optimization algorithm combined the results of the Poisson ratio test and the
log ratio test. In each plot, the candidate target set was plotted, with − log 10 p-values of the Poisson ratio
test and log ratio test on the x-and y-axes, respectively. The final identified targets are indicated in red.
the reduced NF45 protein levels in the NF90+NF110 KO [108]. Together, these data uncover hundreds of
potential targets of NF90 and NF110, many shared but others distinct, thus suggesting that NF110 is not
simply redundant with NF90.
4.1.4 Detailed dissection of functional interactions among NF45, NF90, and
NF110 using combinatorial gene set expression analysis
Our genomic analyses allowed us to dissect the functional interactions among NF45, NF90, and NF110
in unprecedented detail. In this section, we strive to infer the first order approximation to the functional
interactions between NF45, NF90, and NF110 using the RNA-seq data in our genetic knockout models.
In particular, various modes may exist in the regulatory network of these three proteins. Specifically,
NF45 and NF90/NF110 can function both cooperatively as a complex and independently by themselves.
Furthermore, when functioning independently of NF45, NF90 and NF110 may regulate the same genes
redundantly or distinct sets of genes. The same possibilities also exist for NF45-NF90 and NF45-NF110
complexes. Employing a combinatorial gene set expression analysis framework, we were able to rule out
certain regulatory modes inconsistent with our transcriptomic data, while confirming the existence of other
possible modes. The results provide novel insights about the gene regulatory network associated with NF45
and NF90/NF110 in ESCs.
In order to carry out the combinatorial gene set expression analysis, we adopt the following notations.
Known gene sets. The following gene sets were identified from transcriptomic data.
• S1: 554 differentially expressed (DE) genes in NF110 KO vs. NF90/NF110 WT;
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• S2: 655 DE genes in NF90+NF110 KO vs. NF90/NF110 WT;
• S3: 140 DE genes in NF90+NF110 KO vs. NF110 KO;
• S4: 675 DE genes in NF45 KO vs. NF45 WT.
Hypothesized gene sets. The following genes sets are hypothesized based on all possible regulatory
modes associated with NF45 and NF90/NF110.
• A: Genes regulated only by NF45, independently of NF90/NF110;
• B: Genes regulated only by NF90, independently of NF45 and NF110;
• C: Genes regulated redundantly by either NF90 or NF110, independently of NF45;
• D: Genes regulated only by NF110, independently of NF45 and NF90;
• E: Genes regulated only by NF45-NF90 complex;
• F : Genes regulated redundantly by either NF45-NF90 or NF45-NF110 complex;
• G: Genes regulated only by NF45-NF110 complex.
Vector of log2 fold changes in FPKM. The following vectors are of dimension equal to the total
number of genes, where each entry is defined as the log2 fold change in the mean FPKM value of one gene
between two corresponding conditions (numerator vs. denominator).
• x1: NF110 KO vs. NF90/NF110 WT;
• x2: NF90+NF110 KO vs. NF90/NF110 WT;
• x3: NF90+NF110 KO vs. NF110 KO;
• x4: NF45 KO vs. NF45 WT.
Other notations.
• 0 denotes empty gene set;
• A+B denotes the union of gene set A and B;
• A−B denotes the gene set consisting of genes in set A but not in set B;
• A ∩B denotes the intersection of gene set A and B;
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• r(x1, x2|S1) denotes the Spearman correlation coefficient between vectors x1 and x2, restricted to gene
set S1.
We assert that the following two claims are true.
Claim 1: D 6= 0.
Proof: By exhausting all possibilities, we can identify S4 = A+ E + F +G(+D), where (+D) indicates
the indirect effect of reduced NF110 upon NF45 KO. Note that only those genes whose regulation depends
on NF110 and not redundantly on NF90 are affected in NF110 KO. Hence, S1 = G + D, so that D = 0
implies that S1 = G. Thus, if D were empty, then NF110 KO and NF45 KO should have the same effect on
the gene set S1, i.e., r(x1, x4|S1) should be close to 1. However, we find that r(x1, x4|S1) is only about 0.15
(Figure 4.5A). We therefore conclude that D 6= 0. When D 6= 0, S1 = D+G; and NF45 KO affects only G,
while NF110 KO affects both D and G, which explains the small r(x1, x4|S1).
Claim 2: G is small compared to D.
Proof: As before, we have S1 = D + G. Note that NF45 KO and NF110 KO have the same effect on
the set G. Thus, if G were not sufficiently small, then the correlation r(x1, x4|S1) would be dominated
by the contribution from G and be large, contradicting the observed small value of 0.15 (Figure 4.5A). We
therefore conclude that to first order approximation, G = 0. The small but statistically significant correlation
r(x1, x4|S1) reflects the indirect effect of reduced NF110 upon NF45 KO.
In order to further validate Claim 1 and 2, we can check the following corollary against data.
Corollary 1:
1. r(x2, x3|S3) should be close to 1;
2. r(x2, x3|S2) < r(x2, x3|S3);
3. r(x2, x3|S2 − S1) should be close to 1 and r(x2, x3|S2 − S1) > r(x2, x3|S2);
4. r(x1, x2|S1) should be close to 1;
5. r(x1, x4|S1) should be statistically significant.
Proof: According to Claim 1 and 2, D 6= 0 and G = 0. We can thus identify S1 = D, S2 = B +C +D+
E + F , S3 = B + C + E + F , and S4 = A + E + F (+D), where (+D) still indicates the indirect effect of
reduced NF110 upon NF45 KO. The corollaries above can be easily proved by these identities. Take 1 for
example. Restricting to S3, NF90+NF110 KO vs. NF90/NF110 WT (x2) should be similar to NF90+NF110
KO vs. NF110 KO (x3).
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Figure 4.5: Combinatorial gene set analysis used to model the functional interactions among NF45, NF90,
and NF110. Correlation plots supporting (A) Claim 1 and 2, (B) Corollary 1, (C) Claim3, and (D) Corollary
2.
67
Corollary 1 is empirically checked in Figure 4.5B, in which each panel (i-v) supports the respective claim
1-5 in Corollary 1.
We proceed by proving the following claim.
Claim 3: B + C 6= 0.
Proof: If B+C = 0, we can identify S1 = D, S2 = D+E+F , S3 = E+F , and S4 = A+E+F (+D); as
a result, r(x3, x4|S3) would be close to 1; and r(x2, x4|S2 − S1) would be close to 1. However, r(x3, x4|S3)
is only 0.58 (Figure 4.5C panel (i)), and r(x2, x4|S2−S1) is only 0.56 (Figure 4.5C panel (ii)). We therefore
conclude that B + C 6= 0.
At this point, we have shown that the following relations hold: S1 = D, S2 = B + C + D + E + F ,
S3 = B + C + E + F , and S4 = A + E + F (+D). Notice that our experimental design does not allow
us to distinguish B from C, or E from F , since they always appear together in these equations. However,
we are able to further simplify the regulatory modes by employing the following assumptions based on the
structure of NF45 and NF90/NF110. First, since all nucleic acid binding motifs present in NF90 are also
present in NF110 [144], it is reasonable to assume that NF90 does not regulate any additional genes on top
of those also redundantly regulated by NF110, i.e., B = 0. Second, since the interaction site (DZF motif)
between NF45 and NF90/NF110 is common to NF90 and NF110 [144, 145], it is also reasonable to assume
that NF45-NF90 complex does not regulate any additional genes besides those also redundantly regulated
by NF45-NF110 complex, i.e., E = 0. Therefore, our final model of the regulation network consists of only
4 dominant regulatory modes: A, C, D, and F (Figure 4.6), suggesting the following relations: S1 = D,
S2 = C +D + F , S3 = C + F , and S4 = A+ F (+D).
Given the relations S1 = D, S2 = C +D + F , S3 = C + F , and S4 = A+ F (+D), we can infer A, C, D
and F from S1, S2, S3, and S4 as follows:
1. D = S1 (554 genes);
2. F = S3 ∩ S4 or F = S2 ∩ S4 −D. We took the union of genes obtained by the two formulas and got
76 genes for F .
3. C = S2 −D − F or C = S3 − F . We took the union of genes obtained by the two formulas and got
473 genes for C.
4. A = S4 −D − F (588 genes).
We have empirically checked the following corollary against our data for a final validation.
Corollary 2:
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Figure 4.6: Regulatory modes of NF45, NF90, and NF110. NF45, NF90, and NF110 can operate either
independently or cooperatively. Carets indicate different functional modes: Modes A, C, and D represent
regulatory groups of NF45, NF90 or NF110, and NF110, respectively; Mode F represent regulatory groups
of NF45-NF90 or NF45-NF110 complexes.
1. r(x3, x4|F ) should be close to 1, and r(x3, x4|F ) > r(x3, x4|S3).
2. r(x2, x4|F ) should be close to 1, and r(x2, x4|F ) > r(x2, x4|S2 − S1).
3. r(x2, x3|C) should be close to 1.
4. r(x2, x3|F ) should be close to 1.
5. r(x2, x4|D) should be statistically significant.
Proof: The corollaries above follow immediately from the relations S1 = D, S2 = C+D+F , S3 = C+F ,
and S4 = A+ F (+D).
Corollary 2 is checked against the data as follows. 1 can be checked by Figure 4.5D panel (i) and
comparing with Figure 4.5C panel (i); 2 can be checked by Figure 4.5D panel (ii) and by comparing with
Figure 4.5C panel (ii). 3 to 5 can be checked by Figure 4.5D panels (iii) to (v).
In summary, our data imply that (1) there exists a set of genes that are regulated only by NF110,
independently of both NF45 and NF90 (Claim 1); (2) genes regulated by NF45-NF110 complex can also be
redundantly regulated by NF45-NF90 complex, and vice versa (Claim 2 and the assumption that E = 0);
(3) there exists a set of genes that are regulated by either NF90 or NF110, independent of NF45 (Claim 3
and the assumption that B = 0). We can therefore narrow down the regulatory network dictated by NF45
and NF90/NF110 to four distinct regulatory modes (Figure 4.6): modes A, C, D, and F . NF45, NF90, and
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NF110 may regulate ESC proliferation, pluripotency, and differentiation through these four distinct modes.
The genes in each mode were also identified in our analysis, and may serve as a reference for further studies.
4.2 Inhibition of mTOR induces a paused pluripotent state
In this section, I present my work in collaboration with Dr. Miguel Ramalho-Santos’ lab at UCSF on a
paused pluripotent state of mouse embryonic stem cells (ESCs) [109].
4.2.1 Background and objectives
Cultured pluripotent stem cells are a cornerstone of regenerative medicine due to their ability to give rise to all
cell types of the body. Although pluripotent stem cells can be propagated indefinitely in vitro, pluripotency
is paradoxically a transient state in vivo, lasting 2-3 days around the time of blastocyst implantation [146].
The exception to this rule is embryonic diapause, a reversible state of suspended development triggered by
unfavorable conditions [147]. Diapause is a physiological reproductive strategy widely employed across the
animal kingdom, including in mammals, but its regulation remains poorly understood. Our collaborators in
Dr. Miguel Ramalho-Santos’ lab at UCSF found that partial inhibition of mechanistic target of rapamycin
(mTOR), a major nutrient sensor and promoter of growth [148], induces reversible pausing of mouse blas-
tocyst development and allows their prolonged culture ex vivo. Paused blastocysts remain pluripotent and
competent to give rise to embryonic stem (ES) cells and mice. Pausing can be induced directly in cultured
ES cells and sustained for weeks without appreciable cell death or deviations from cell cycle distributions.
These findings have promising implications in the fields of assisted reproduction, regenerative medicine,
cancer, metabolic disorders and aging.
Our collaborators at UCSF performed systematic molecular biology experiments to show that the mTOR-
induced paused ES cells resemble the in vivo diapaused epiblast, in that they both display pronounced
reductions in mTOR activity, translation, histone modifications associated with gene activity, and transcrip-
tion. To further probe this resemblance in the genome-wide scale, our collaborators performed RNA-seq
experiments in the paused ES cells, together with canonical 2i and serum ES cells. A previous study by
Boroviak et al. [149] generated RNA-seq data in various developmental stages, including diapaused epiblast,
E2.5 morula, E3.5 inner cellular mass, E4.5 epiblast, E4.5 pre-implantation epiblast, E5.5 epiblast, and ESC
2i/LIF. My goal for the bioinformatic analysis is to compare our RNA-seq data in paused, 2i, and serum
ES cells with those in different developmental stages from Boroviak et al., and to verify the similarity be-
tween paused ES cells and in vivo diapaused epiblast in the transcriptome level. Such integrated analysis
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of sequencing data generated in different labs at different time points (i.e., cross-batch analysis) is usually
biased by batch effects, where samples from the same batch strongly correlate with each other, regardless of
the true biological conditions. In order to mitigate such batch effects, I developed two methods, cross-batch
hierarchical clustering (Section 4.2.2) and pairwise gene expression analysis (Section 4.2.3), to compare our
paused ESC samples with Boroviak et al.’s samples. I describe these two methods and the corresponding
results in the following sections.
4.2.2 Cross-batch hierarchical clustering
We first compared the transcriptomes of serum, 2i and paused ES cells to recently published gene expression
data of various developmental stages, including diapause [149], using unsupervised hierarchical clustering.
To facilitate better comparison between our and Boroviak et al.’s data [149] and to reduce possible batch
effects, we followed the “batch mean-centering” approach widely used in microarray gene expression data
analysis for batch effect removal [150]. Specifically, we have separately mean-centered the log2(FPKM + 1)
value of each gene by subtracting the mean log2(FPKM + 1) across all our samples (serum, 2i and paused)
and across Boroviak et al.’s samples. The numerical values of the mean-centered expression may not be
directly comparable across all samples, because they may still have different dynamic ranges in different
batches. We therefore used 1 - Spearman correlation coefficient as distance in the hierarchical clustering.
The result revealed that our 2i ESC samples clustered together with Boroviak et al.’s 2i ESC samples, and
our serum ESC samples clustered together with Boroviak et al.’s post-implantation epiblast samples, both
of which are as expected (Figure 4.7). More importantly, our mTOR-induced paused ES cells clustered
together with diapaused epiblast from Boroviak et al., showing that the transcriptome of paused ES cells is
similar to the in vivo diapaused epiblast (Figure 4.7). It is worth noting that the “batch mean-centering”
procedure is essential for this cross-batch clustering to work. Without “batch mean-centering”, the batch
effect drives the clustering to form two separate clusters, one containing only our serum, 2i, and paused
samples, and the other containing only Boroviak et al.’s samples.
4.2.3 Pairwise gene expression analysis
To further verify the similarity between mTOR-induced paused ESC and in vivo diapaused epiblast, we
performed a pairwise gene expression analysis (Figure 4.8b), where we aimed at calculating the pairwise
correlation in gene expression between mTOR-induced paused ESC and each of the states in Boroviak et
al.’s data. In order to mitigate batch effect, we used our serum ESC as the reference state for our paused ESC,
and Boroviak et al.’s E4.5 epiblast as the reference state for Boroviak et al.’s samples. We then calculated the
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Figure 4.7: Hierarchical clustering indicating that the transcriptome of paused ES cells is similar to the in
vivo diapaused epiblast.
pairwise Spearman correlation coefficient between the log2 fold change in gene expression in paused versus
serum ES cells and the log2 fold change in gene expression in different developmental stages (Boroviak et
al.’s data) versus E4.5 epiblast (Boroviak et al.’s data) (Figure 4.8b). This analysis revealed that paused
ES cells have significant similarities with the diapaused epiblast but not with other developmental stages.
We further performed similar analyses in GO term level, where we defined the GO term expression as the
mean FPKM values of genes associated with the corresponding term, and in KEGG pathway level, where
we defined the pathway expression as the mean FPKM values of genes associated with the corresponding
pathway. The results confirmed the similarity between paused ES cells and diapaused epiblast in single gene
level (Figure 4.8a, c).
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Figure 4.8: Analysis of RNA-seq data indicates that paused ES cells have significant similarities with the
diapaused epiblast but not with other developmental stages. a-c, Scatter plots showing GO term expression
(a), gene expression (b), and pathway expression (c) comparing paused ES cells to different developmental
stages. Spearman correlation coefficients and p-values indicate a significant similarity of paused ES cells
to the diapaused epiblast. y-axes represent log2 fold change in GO term expression (a), gene expression
(b), or pathway expression (c) in paused vs. serum ES cells. x-axes represent log2 fold changes in GO
term expression (a), gene expression (b), or pathway expression (c) in the different developmental stages
(indicated above plots) vs. E4.5 epiblast. Red boxes indicate the developmental stage that paused ES cells
are closest to in each analysis.
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Chapter 5
Conclusions
In this thesis, we have applied novel statistical analysis methods and statistical mechanics modeling to
unravel the principles guiding the establishment of genome-wide nucleosome landscape. In the first part
(Chapter 2), we have used rigorous categorical spectral analysis methods to obtain quantitative results
regarding the extent, origin, and function of 10.5-bp nucleotide periodicity in nucleosomal sequences. In
the second part (Chapter 3), we have developed a computational framework for simultaneously learning the
nucleosome number and nucleosome-positioning energy from empirical genome-wide nucleosome maps, and
provided a comprehensive quantification of the role of DNA sequence in shaping the genome-wide nucleosome
landscape that includes the distinct concepts of nucleosome occupancy and nucleosome positioning.
The cross-entropy method (CEM) presented in Chapter 3 represents a unified framework that accounts
for both intrinsic sequence preference of nucleosome formation and steric exclusion between neighboring
nucleosomes. In order to fully complete the story, other factors such as chromatin remodelers, transcription
factors, and RNA polymerase need to be taken into account (objective 4 in Section 1.5). In Section 3.6,
we pointed out that the developed framework has a great potential of including trans-factor effects, and
outlined possible extensions of the existing model for doing so. A future direction would be to follow the
outline, gradually increase the complexity of the model, and elucidate the dynamic interplay between trans-
acting proteins and intrinsic DNA sequence. Furthermore, throughout the thesis, we have worked in the
realm of equilibrium statistical mechanics, along the line of the proposal – “an equilibrium model for dynamic
nucleosome positioning” – presented in [151]. However, various processes in the regulation of local chromatin
structure are truly non-equilibrium, such as chromatin remodeling and transcription, where ATP is needed. A
comprehensive understanding of the nucleosome positioning problem would eventually require an integration
of the results obtained using equilibrium statistical mechanics, for example, the intrinsic sequence preference
of nucleosome formation, with models accounting for non-equilibrium effects [105–107,152,153].
Finally, I would like to point out that the development of high-throughput sequencing technologies
has played a vital role in advancing our understanding of chromatin, and perhaps biology as a whole.
Without high-quality MNase-seq data or the invention of the chemical cleavage method in 2012, none of
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the studies presented in this thesis would be possible. As new sequencing techniques are being developed
at an unprecedented fast pace, richer and better data will become available for computational analysis
and modeling. For example, during the drafting of this thesis, at least two new experimental methods for
mapping genome-wide nucleosome landscape were published. One presented an improved chemical cleavage
method with simpler protocol and higher resolution [23]. The other applied nanopore sequencing to probe
multiple nucleosomes within the same cell simultaneously [27]. It would be interesting to see how these newly
generated data can be utilized in computational modeling to provide further insight into the nucleosome
positioning problem. The same is also true for the field of higher-order chromatin structure, where Hi-C-type
methods have been rapidly developed and improved [154]. Integrating data probing local and higher-order
chromatin structures may bring us one step forward toward the final goal of bridging the gap and going
“from the chain of nucleosomes to the chromosome” [3].
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Appendix A: Supplementary Material
for Chapter 2
A.1 Supplementary Methods
A.1.1 Spectral envelope
Kernel smoothing of the periodogram
The calculation of sample spectral envelope involves estimating the power spectral density using periodogram.
It has been suggested that smoothing the periodogram using a modified Daniell kernel provides a more stable
estimate of the power spectral density [155]. We used a modified Daniell kernel (0.125, 0.25, 0.25, 0.25, 0.125)
for smoothing the periodogram in the calculation of sample spectral envelope. Specifically, the R code
included in [59] smoothed the periodogram in the following way. For a numerical sequence of length L, the
code calculated its periodogram I(j/L) at each fundamental frequency j/L, where j = −bL/2c,−bL/2c +
1, . . . ,−1, 0, 1, . . . , bL/2c−1, bL/2c. The code then replaced I(0) by 12 (I(1/L)+I(−1/L)) since I(0) could be
inflated by the mean of the sequence. It smoothed the periodogram by calculating Iˆ(j/L) = 0.125I( j−2L ) +
0.25I( j−1L ) + 0.25I(
j
L ) + 0.25I(
j+1
L ) + 0.125I(
j+2
L ), where the arguments of I lying outside its domain
of definition correspond cyclically to values in the interval [−bL/2c, bL/2c]. Because of the symmetry of
periodogram, only I(j/L) with j > 0 were retained in subsequent calculations. Notice that the smoothing
introduced artifacts at the boundaries of the frequency space, specifically, at frequencies 1/L, 2/L, (bL/2c −
1)/L, and bL/2c/L. Thus the resulting sample spectral envelope might be inflated at these four frequencies.
We therefore removed these four frequencies (or the corresponding periods) in all of the figures in frequency
(period) space.
Empirical p-value
To assess the statistical significance of an observed periodic component from spectral envelope calculation,
we defined an empirical p-value in the following way. Denote the spectral envelope at angular frequency
ω of a DNA sequence st as λ(ω). We randomly permuted the sequence st 100 times and calculated the
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corresponding spectral envelope for each of the 100 permuted sequences, denoted as λ˜i(ω), i = 1, 2, . . . , 100.
We then defined the empirical p-value as
p(ω) =
∑100
i=1 1λ˜i(ω)>λ(ω) + 1
100 + 1
, (A.1)
where 1 is the indicator function. A pseudo-count 1 was added in both the numerator and denominator to
avoid 0 p-values [156]. A small p-value indicates a significant periodic component.
To estimate the fraction of sequences that contained 10.5-bp periodicity, we fitted the distribution of
empirical p-values (for example, Figure 2.2B, solid curve) using the following beta-uniform mixture model:
Pr(p) = (1− pi1) + pi1Beta(p; 1, β), (A.2)
where the first component is the null uniform distribution between 0 and 1 with mixing coefficient 1−pi1, and
the second component is a beta distribution with mixing coefficient pi1. Beta(x;α, β) denotes the probability
density function of beta distribution with shape parameters α and β. We used the Expectation-Maximization
(EM) algorithm to estimate the mixing coefficient pi1 and the shape parameter β. The estimated pˆi1 charac-
terizes the fraction of sequences containing 10.5-bp periodicity.
To correct for multiple hypothesis testing, we first calculated the 99% Clopper-Pearson confidence interval
of each empirical p-value [157]. We then used the Monte Carlo Benjamini-Hochberg procedure to obtain an
upper bound on the fraction of sequences that may contain statistically significant periodicity at 5% False
Discovery Rate (FDR) [61,158]. Specifically, the Clopper-Pearson confidence interval was defined as follows:
for a specific DNA sequence, denote the total number of permutations with pseudo-count 1 as n (in our
case, n = 101), and the total number of permuted sequences which have greater spectral envelope as k (in
our case, k =
∑n
i=1 1λ˜i(ω)>λ(ω) + 1). The lower and upper limits [pˆl, pˆu] of the two sided (1 − α) · 100%
Clopper-Pearson confidence interval of the empirical p-value were defined [159] as
[pˆl, pˆu] =

[
B(α2 ; k, n− k + 1), B(1− α2 ; k + 1, n− k)
]
, 1 ≤ k < n[
α1/(n+1), 1
]
, k = n
(A.3)
where B(q; a, b) is the qth quantile of the beta distribution with shape parameters a and b. We used α = 0.01
to obtain 99% confidence intervals. The traditional Benjamini-Hochberg procedure for controlling FDR works
as follows: given N p-values pi, i = 1, 2, . . . , N , denote their order statistic as p(1) ≤ p(2) ≤ . . . ≤ p(N).
Suppose j is the largest index i for which p(i) ≤ iN θ; then, rejecting all the hypotheses corresponding
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to p(1), p(2), . . . , p(j) guarantees that the FDR is at most θ. To obtain an upper bound on the fraction
of rejected hypotheses at fixed FDR θ, we compare the lower limits pˆl of the Clopper-Pearson confidence
interval with the Benjamini-Hochberg line iN θ. Denote the lower limits of the Clopper-Pearson confidence
intervals corresponding to the empirical p-values pi as pˆl,i, and their order statistic as pˆl,(i). Suppose j is the
smallest index i for which the condition pˆl,(k) >
k
N θ holds for all pˆl,(k) ≥ pˆl,(i). Then, at most j−1 hypotheses
corresponding to pˆl,(1), pˆl,(2), . . . , pˆl,(j−1) may be rejected at this chosen FDR, and 1−j/N provides an upper
bound on the fraction of rejected hypotheses at FDR θ. We used FDR θ = 5%.
Computation details
We used a modified version of the R code included in [59] to compute the sample spectral envelope. The
R code was called from a Python wrapper using rpy2 (http://rpy.sourceforge.net/). Parallelization
was implemented using PP (http://www.parallelpython.com/). Clopper-Pearson confidence intervals
were calculated in R using the package GenBinomApps (https://cran.r-project.org/web/packages/
GenBinomApps/index.html).
A.1.2 Spurious periodicity
We simulated 10,000 147-bp random sequences with the expected frequency of A, C, G, and T set to 0.3,
0.2, 0.2, and 0.3, respectively. We then converted these sequences into numerical sequences by setting A and
T to 1, C and G to 0, and took the average of these 10,000 numerical sequences at each of the 147 positions.
Equivalently, we were counting the average A/T frequency at each position of the center-aligned sequences
(black curve in Figure 2.1B).
To create a spurious 10-bp periodicity in the average A/T frequency, we performed the following re-
alignment of the sequences [19]. For each of the 10,000 simulated sequences, we computed the mode of the
discrete probability distribution of the positions of A/T modulo 10, denoted as mi, where i = 1, . . . , 10, 000 is
the index of sequences, and mi ∈ {0, 1, . . . , 9}. We then cyclically shifted the ith sequence by mi + δi, where
δi is a small noise introduced to simulate imperfect alignment among nucleosomal sequences. We simulated
δi as a discrete random variable taking values −2,−1, 0, 1, 2 with probability 0.125, 0.25, 0.25, 0.25, 0.125,
respectively. Finally, we computed the average A/T frequency at each position in the alignment of shifted
sequences (red curve in Figure 2.1B).
A modification of this method can produce arbitrary periodicity in random sequences. These results
demonstrate that periodicity in average nucleotide frequency is not equivalent to periodicity in individual
sequences.
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A.1.3 Spectral decomposition
In this section, we describe in detail the spectral decomposition method for quantifying the origin of peri-
odicity observed in average nucleotide frequency of aligned nucleosomal sequences.
The decomposition equation
Consider N nucleosomal sequences sk(t) of length L (typically L = 147), for k = 1, 2, . . . , N and t =
0, 1, . . . , L− 1. The average nucleotide frequency (for example, as shown in Figure 2.1A) can be calculated
as follows. We may choose a specific scaling function β and map the nucleosomal sequences to real-valued
sequences, and then take the average across the N numerical sequences. For example, if we are interested in
the average A/T frequency (as in Figure 2.1A), we may choose the scaling function to be β : (A, C, G, T)→
(1, 0, 0, 1). The real-valued sequences obtained using the scaling function is denoted as xk(t) = β(sk(t)).
The average nucleotide frequency at location t is simply the average of xk(t) across nucleosomes; i.e., x¯(t) =
1
N
∑N
k=1 xk(t). A dominant periodic component in average nucleotide frequency can be indicated by a peak
in the spectrum of spectral density of x¯(t), which is the squared norm of the discrete Fourier transform of
x¯(t)
|˜¯x(f)|2 =
∣∣∣∣∣ 1√L
L−1∑
t=0
x¯(t)e−2piift
∣∣∣∣∣
2
, (A.4)
where x˜ denotes the discrete Fourier transform of x, and f is the fundamental frequency, where f = j/L,
j = 0, 1, 2, . . . , (L − 1)/2 for odd L, and j = 0, 1, 2, . . . , L/2 for even L. Therefore, |˜¯x(f)|2 assesses the
periodicity in average nucleotide frequency of aligned nucleosomal sequences. We will decompose |˜¯x(f)|2
into several factors that are easy to interpret.
Since Fourier transform is a linear operator, the order of taking average and taking discrete Fourier
transform in Equation A.4 is exchangeable, and we can rewrite
|˜¯x(f)|2 =
∣∣∣∣∣ 1N
N∑
k=1
x˜k(f)
∣∣∣∣∣
2
=
1
N2
N∑
k=1
N∑
l=1
|x˜k(f)| |x˜l(f)| ei(φk(f)−φl(f)), (A.5)
where φk(f) = Arg(x˜k(f)) is the argument of the discrete Fourier transform. By simply multiplying terms
on both sides of Equation A.5, we obtained the following decomposition equation
|˜¯x|2
1
N
1
N
∑
m E
[
|x˜m|2
] = 1N ∑m |x˜m|2
1
N
∑
m E
[
|x˜m|2
] 1N2 ∑k∑l ei(φk−φl)
1
N2
∑
k
∑
l E
[
ei(φk−φl)
] 1N2 ∑k∑l |x˜k||x˜l|1N ∑m|x˜m|2 ei(φk−φl)
1
N2
∑
k
∑
l e
i(φk−φl) , (A.6)
where the argument f 6= 0 was omitted for all variables for clarity, the summations over k, l,m are from
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1 to N , E denotes expectation over all possible independent permutations of the N nucleosomal sequences
sk(t), i.e. averaging over permuting sk(t) with independent uniformly sampled elements pik of the symmetric
group SL, and the following theorem has been used.
Theorem A.1.1 Under the settings developed above, at frequency f 6= 0,
1
N2
∑
k
∑
l
E
[
ei(φk−φl)
]
=
1
N
. (A.7)
Proof If k = l, then ei(φk−φl) = e0 = 1. Thus, E
[
ei(φk−φl)
]
= 1 if k = l. If k 6= l, since permutations are
carried out independently on sequences sk and sl, we have E
[
ei(φk−φl)
]
= E
[
eiφk
]
E
[
e−iφl
]
. If for any k,
E
[
eiφk
]
= E
[
e−iφk
]
= 0, then 1N2
∑
k
∑
l E
[
ei(φk−φl)
]
= 1N2
∑
k E
[
ei(φk−φk)
]
+ 1N2
∑
k
∑
l 6=k E
[
ei(φk−φl)
]
=
1
N2N + 0 =
1
N , and the theorem follows. The following lemma guarantees that for any k, E
[
eiφk
]
=
E
[
e−iφk
]
= 0.
Lemma A.1.2 Under the settings developed above, at frequency f 6= 0, for any k, E [eiφk] = E [e−iφk] = 0.
Proof Since E
[
e−iφk
]
is complex conjugate of E
[
eiφk
]
, we only need to show that E
[
eiφk
]
= 0. Let
ZL ⊂ SL be the cyclic subgroup that cyclically permutes a sequence. Then, we can partition SL into
equivalence classes defined by the right cosets ZLpi, pi ∈ SL. We will show that the sum of the phases of
the permuted sequences obtained from each coset vanishes. For any sequence s, the action of the coset ZLpi
on s is a constant translation of the permuted sequence s′ = pi(s), where the translation is defined on a
periodic lattice of length L. Let g ∈ ZL be the generator that translates the sequence by one unit; note
that ZL = {g, g2, . . . , gL}. Let x′ denote the numerical representation of s′, and x˜′ its Fourier transform.
Since the Fourier dual of translation is a phase shift, the Fourier transform of the translated sequence gjs′
is (˜gjx′) = ωj x˜′, where ω = e−2pii/L is an L-th root of unity. Thus, for any pi ∈ SL,
∑
h∈ZLpi
h˜x =
L−1∑
j=0
g˜jx′ = x˜′
L−1∑
j=0
ωj = x˜′
1− ωL
1− ω = 0,
for ω 6= 1, i.e. for f 6= 0. Since for any fixed pi ∈ SL, h˜x have the same magnitude for all h ∈ ZLpi, the claim
thus follows.
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Interpretation of each factor
We proceed to define aligned enrichment A as the left hand side of the decomposition Equation A.6,
A =
|˜¯x|2
1
N
1
N
∑
m E
[
|x˜m|2
] , (A.8)
individual enrichment I as the first factor on the right hand side of Equation A.6,
I =
1
N
∑
m |x˜m|2
1
N
∑
m E
[
|x˜m|2
] , (A.9)
phasing enrichment P as the second factor on the right hand side of Equation A.6,
P =
1
N2
∑
k
∑
l e
i(φk−φl)
1
N2
∑
k
∑
l E
[
ei(φk−φl)
] , (A.10)
and the residual factor R as the third factor on the right hand side of Equation A.6,
R =
1
N2
∑
k
∑
l
|x˜k||x˜l|
1
N
∑
m|x˜m|2
ei(φk−φl)
1
N2
∑
k
∑
l e
i(φk−φl) . (A.11)
The decomposition Equation A.6 can be then simplified as
A = IPR, (A.12)
which is reminiscent of Equation 2.2.
Equation A.9 can be further expressed as
I =
1
N
∑
m |x˜m|2
E
[
1
N
∑
m |x˜m|2
] , (A.13)
since 1N
∑
m E
[
|x˜m|2
]
= E
[
1
N
∑
m |x˜m|2
]
. Similarly, Equation A.10 can be further expressed as
P =
1
N2
∑
k
∑
l e
i(φk−φl)
E
[
1
N2
∑
k
∑
l e
i(φk−φl)
] , (A.14)
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because 1N2
∑
k
∑
l E
[
ei(φk−φl)
]
= E
[
1
N2
∑
k
∑
l e
i(φk−φl)]. Equation A.8 can be further expressed as
A =
|˜¯x|2
E
[
|˜¯x|2
] , (A.15)
because of the following lemma.
Lemma A.1.3 Under the settings developed above, 1N
1
N
∑
m E
[
|x˜m|2
]
= E
[
|˜¯x|2
]
, for frequency f 6= 0.
Proof Taking expectation of both sides of Equation A.5, we have
E
[
|˜¯x|2
]
=
1
N2
E
[
N∑
k=1
N∑
l=1
|x˜k| |x˜l| ei(φk−φl)
]
=
1
N2
∑
k=l
E
[
|x˜k| |x˜l| ei(φk−φl)
]
+
1
N2
∑
k 6=l
E
[
|x˜k| |x˜l| ei(φk−φl)
]
=
1
N2
∑
m
E
[
|x˜m|2
]
+
1
N2
∑
k 6=l
E
[
|x˜k| |x˜l| ei(φk−φl)
]
.
(A.16)
We shall show that 1N2
∑
k 6=l E
[|x˜k| |x˜l| ei(φk−φl)] = 0, from which the lemma follows. Due to the indepen-
dence of permutations for different sequences, we have
1
N2
∑
k 6=l
E
[
|x˜k| |x˜l| ei(φk−φl)
]
=
1
N2
∑
k 6=l
E [x˜k] E [x˜
∗
l ] , (A.17)
where ∗ denotes complex conjugation. It thus suffices to show that for any k, E [x˜k] = E [x˜∗k] = 0, but they
were already proved in Lemma A.1.2.
The aligned enrichment A (Equation A.15, Lemma A.1.3) is the spectral density of average nucleotide
frequency divided by its expectation. It thus quantifies the spectral density enrichment of average nucleotide
frequency compared to randomly permuted sequences.
The individual enrichment I (Equation A.13) is the average spectral density of individual nucleoso-
mal sequences divided by its expectation. It thus quantifies the spectral density enrichment of individual
nucleosomal sequences compared to randomly permuted sequences.
The phasing enrichment P (Equation A.14) is also of the form that the denominator is the expectation
of the numerator. Specifically, the numerator is 1 when all of the sequences are in phase with each other, i.e.,
φk = φl for any k and l. When the sequences are not completely in phase with each other, the numerator is
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real and always smaller than 1, because
1
N2
∑
k
∑
l
ei(φk−φl) =
1
N2
∑
k
∑
l
Re(ei(φk−φl))
=
1
N2
∑
k
∑
l
cos(φk − φl)
≤ 1
N2
∑
k
∑
l
1
= 1,
(A.18)
where the equality holds if and only if φk = φl,∀k 6= l. Therefore, the numerator in Equation A.14 is a
measure of the degree of phasing between nucleosomal sequences. The phasing enrichment P thus quantifies
the enrichment of phasing among nucleosomal sequences compared to randomly permuted sequences.
The residual factor R (Equation A.11) is subjected to random noise and does not contain useful infor-
mation about the decomposition, as discussed in the main text.
Calculation details
Each factor in the decomposition Equation A.6 can be calculated given a fixed scaling function β, without
having to generate all permutations of a nucleosomal sequence, if the term E
[
|x˜m|2
]
can be explicitly
calculated. We calculate this term for the specific scaling function β : (A, C, G, T)→ (1, 0, 0, 1) used in the
main text. The calculation can be generalized easily to cases where other scaling functions are used. We
have
E
[
|x˜m|2
]
= E
[
1
L
L−1∑
t=0
L−1∑
t′=0
xm(t)xm(t
′)e−2piif(t−t
′)
]
=
1
L
L−1∑
t=0
E
[
xm(t)
2
]
+
1
L
∑
t6=t′
E [xm(t)xm(t
′)] e−2piif(t−t
′).
(A.19)
Under permutation, each position t = 0, 1, . . . , L− 1 is equivalent. Thus for any t, E [xm(t)2] = E [xm(0)2].
Moreover, since each mono-nucleotide is independently mapped to a real number according to the scaling
function β : (A, C, G, T) → (1, 0, 0, 1), we have for any t 6= t′, E [xm(t)xm(t′)] = E [xm(0)xm(1)]. Denote
the number of A and T’s in the nucleosomal sequence sm as rm, i.e., rm is the number of 1’s in the numerical
sequence xm. When rm ≥ 1, we have E
[
xm(0)
2
]
= rmL and E [xm(0)xm(1)] =
rm
L
rm−1
L−1 . When rm = 0, we
93
have E
[
xm(0)
2
]
= 0 and E [xm(0)xm(1)] = 0. Furthermore, for f 6= 0,
1
L
∑
t6=t′
e−2piif(t−t
′) =
1
L
∑
t,t′
e−2piif(t−t
′) − 1
L
∑
t=t′
e−2piif(t−t
′)
=
1
L
∣∣∣∣∣
L−1∑
t=0
e−2piift
∣∣∣∣∣
2
− 1
= −1.
(A.20)
Therefore, for f 6= 0, we have shown
E
[
|x˜m|2
]
=
rm(L− rm)
L(L− 1) ,
where rm is the number of A and T’s in the nucleosomal sequence sm.
A.1.4 Circular-linear and circular-circular correlation
Given i.i.d. bivariate data (αk, xk), k = 1, 2, . . . , N , where αk is circular data in [0, 2pi), and xk is linear data
in R, the circular-linear correlation between α and x is defined [65] as
r2 =
r2xc + r
2
xs − 2rxcrxsrcs
1− r2cs
, (A.21)
where rxs = corr (x, sinα), rxc = corr (x, cosα), rcs = corr (cosα, sinα), and corr is the sample Pearson
correlation coefficient. This circular-linear correlation was used in Figure 2.5B and Figure A.7B to charac-
terize the correlation between the strength of 10.5-bp periodicity in nucleosomal sequences and the degree
of phasing among these sequences. For this purpose, we first mapped each nucleosomal sequence sk to a
real-valued sequence xk using a fixed scaling function, which is β : (A, C, G, T) → (1, 0, 0, 1) in the main
text. We then calculated the discrete Fourier transform x˜k. The circular-linear correlation was calculated
between the circular data φk = Arg(x˜k) and linear data
√
2|x˜k|2
var(xk)
at some fixed frequency f , where var is
the sample variance and 2|x˜k|
2
var(xk)
is the power spectral density normalized by total power. In Figure 2.5A and
Figure A.7A, we ranked the nucleosomes according to the strength of 10.5-bp periodicity of their underlying
sequences (the power spectral density normalized by total power 2|x˜k|
2
var(xk)
) and divided them into 5 quintiles
of equal size (the five circular rings in Figure 2.5A and Figure A.7A). We then binned the phases of their
discrete Fourier transform at period 10.5 bp (φk(f = 1/10.5)) into 20 equal intervals in [0, 2pi) (the 20 bins
within each ring in Figure 2.5A and Figure A.7A). The fraction of nucleosomes lying in each bin within
the corresponding quintile divided by the expectation under uniform distribution is indicated by the color.
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Notice that in Figure 2.5A, Figure A.7A and Figure A.8, we chose to count the phase with respect to the
dyad. Specifically, the phase of nucleosomal sequence sk with respect to the dyad at frequency f was defined
as Arg(x˜k(f)e
2piif×73), where the extra phase factor e2piif×73 was introduced to enforce the origin to be at
the dyad. Equivalently, one may calculate the discrete Fourier transform using a translated nucleotide index
1√
L
∑73
t=−73 xk(t)e
−2piift and then take its argument. Note that the circular-linear correlation is invariant
with respect to the choice of the origin of phase.
To determine whether the phase of A/T nucleotides in nucleosomal sequences agrees with the phase of
histone-DNA contact points, we created an indicator vector of length 147, where we put 1 at histone-DNA
contact points and 0 at other locations. The locations of histone-DNA contact points were taken to be the
sites of primary bound-phosphate groups that show conserved interaction with histones, as determined by
the crystal structure of nucleosome [63]; the locations are at −55,−44,−34,−24,−13,−3, 3, 13, 24, 34, 44, 55
bp with respect to the dyad axis (chosen to be 0). We then performed discrete Fourier transform of this
indicator vector and determined its phase at period 10.5 bp with respect to the dyad axis, as described in
the previous paragraph. The phase of histone-DNA contact points at period 10.5 bp with respect to the
dyad axis was calculated to be 3.12.
Given i.i.d. bivariate data (αk, βk), k = 1, 2, . . . , N , where both αk and βk are circular data in [0, 2pi),
the circular-circular correlation coefficient between α and β is defined [65] as
r =
∑N
k=1 sin(αk − α¯) sin(βk − β¯)√∑N
k=1 sin
2(αk − α¯) sin2(βk − β¯)
, (A.22)
where α¯ and β¯ are the mean directions of αk and βk, respectively. The mean direction α¯ of circular data αk
is defined [65] as
α¯ = arctan∗(S/C) =

arctan(S/C), if C > 0, S ≥ 0,
pi/2, if C = 0, S > 0,
arctan(S/C) + pi if C < 0,
arctan(S/C) + 2pi if C ≥ 0, S < 0,
undefined if C = 0, S = 0,
(A.23)
where S =
∑N
k=1 sinαk and C =
∑N
k=1 cosαk. A similar definition holds for β¯. This circular-circular
correlation coefficient was used in Figure 2.5C and Figure A.9 to characterize the phasing between nucleosome
position and the 10.5-bp periodicity of the underlying sequence. To do that, we first mapped each consensus
nucleosomal sequence sk centered at genomic location uk to a real-valued sequence xk using a fixed scaling
function, which is β : (A, C, G, T) → (1, 0, 0, 1) in the main text. We then calculated the discrete Fourier
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transform x˜k and took the argument φk(f = 1/10.5) = Arg(x˜k(f = 1/10.5)) of the discrete Fourier transform
at period 10.5 bp as one of the circular data sets (for example, αk in Equation A.22). For the other circular
data set (for example, βk in Equation A.22), we created an indicator vector yk(t), t = 0, 1, . . . , 146 of length
147 for each consensus nucleosome sk, where yk(t) = 1 if there is a redundant nucleosome centered at genomic
location uk − 73 + t, and yk(t) = 0 otherwise. yk is thus a vector indicating all possible positions that the
consensus nucleosome may occupy in cell population. We then calculated the discrete Fourier transform
y˜k and took its argument ψk(f = 1/10.5) = Arg(y˜k(f = 1/10.5)) at period 10.5 bp as the other circular
data set (for example, βk in Equation A.22). The circular-circular correlation coefficient was calculated
between the bivariate data (φk, ψk). Specifically, we restricted ourselves to the consensus nucleosomes with
at least 5 redundant nucleosomes lying within ±73 bp of its dyad position, i.e., ∑146t=0 yk(t) ≥ 5 (34,020 out
of 67,531 in S. cerevisiae and 41,957 out of 75818 in S. pombe. These numbers are different from those in
Appendix A.1.5, because we used the window size ±60 bp in that section as suggested by [22], while here we
used the window size ±73 bp to obtain an indicator sequence of the same length as a nucleosomal sequence).
In Figure 2.5C and Figure A.9, we first ranked the consensus nucleosomes (which satisfy
∑146
t=0 yk(t) ≥ 5) by
the strength of 10.5-bp periodicity of their underlying sequences (the power spectral density normalized by
total power 2|x˜k|
2
var(xk)
), from small to large values. We then divided the consensus nucleosomes into 10 groups
of equal size and calculated the circular-circular correlation coefficient between φk and ψk within each group.
The correlation coefficient was plotted against the group index, with group 1 corresponding to the smallest
strength of 10.5-bp periodicity in nucleosomal sequences (black curves in Figure 2.5C and Figure A.9). We
also performed the same analysis for other fundamental frequencies. For each group index 1, 2, . . . , 10, we
plotted the median correlation coefficient among all fundamental frequencies excluding 1/10.5, with whiskers
showing the range from the 5th percentile to the 95th percentile (blue curves in Figure 2.5C and Figure A.9).
A.1.5 Fuzziness scores
Nucleosome positioning and nucleosome occupancy are two related but distinct concepts. Nucleosome posi-
tioning can be further distinguished as translational and rotational positioning. We thus clearly define these
concepts before proceeding to define appropriate scores quantifying these different aspects.
Nucleosome occupancy refers to the probability that a given base pair in the genome is occupied by
a nucleosome in cell population [16, 160], while nucleosome positioning quantifies the degree to which the
position of an individual nucleosome varies across the cell population [17,160]. Thus, nucleosome occupancy
characterizes the level of nucleosome depletion at a genomic location, while nucleosome positioning measures
how well positioned a nucleosome is.
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For an individual nucleosome, translational positioning refers to the degree to which the location of
the 147-bp DNA contacting histone octamer varies in cell population, while rotational positioning refers
to the degree to which the rotational orientation of DNA helix relative to the histone surface varies in
cell population [16]. In this section, we define two scores termed the translational and rotational fuzziness
to quantify translational and rotational positioning, respectively. Previous studies utilizing the chemical
cleavage method to map genome-wide nucleosome locations [21,22] yielded redundant maps of nucleosomes,
representing all possible nucleosome positions across cell population, along with unique maps representing
consensus nucleosome positions. We will now define the translational and rotational fuzziness of a consensus
nucleosome in the unique map by assessing the translational and rotational variance of redundant nucleosome
positions associated with the consensus nucleosome.
Translational fuzziness
Denote the set of dyad positions of consensus nucleosomes from the unique map as NU , and the set of dyad
positions of redundant nucleosomes as NR. For a consensus nucleosome u ∈ NU , suppose there are nu
redundant nucleosomes r1, r2, . . . , rnu ∈ NR that are within ±60 bp of u, i.e., |ri − u| ≤ 60, i = 1, 2, . . . , nu.
We assume that these nu positions are all possible positions that the consensus nucleosome u may occupy
in different cells. Each position ri has a nucleosome center positioning (NCP) score kri [21, 64], measuring
the relative number of nucleosomes centered at ri in cell population. We should therefore think of all
possible positions that the consensus nucleosome u may occupy as r1 with probability proportional to kr1 ,
r2 with probability proportional to kr2 , and so on. Denote the relative coordinates of ri with respect to u as
xi,u = ri − u. We assume that the expectation value of xi,u is 0, meaning that the expected position of the
consensus nucleosome u is u. We define the translational fuzziness F
(trans.)
u of the consensus nucleosome u
as the variance of the nu relative coordinates xi,u, weighted by the NCP score,
F (trans.)u =
∑nu
i=1 krix
2
i,u∑nu
i=1 kri
. (A.24)
Therefore, small translational fuzziness indicates a high degree of translational positioning of a consensus
nucleosome, and the nucleosome is said to be well positioned translationally in this case. Notice that when
nu is small, we are not able to obtain a good estimate of the variance. We thus calculated translational
fuzziness for only those consensus nucleosomes with nu ≥ 5 (30,628 out of 67,531 nucleosomes in S. cerevisiae
and 40,384 out of 75,818 nucleosomes in S. pombe).
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Rotational fuzziness
Using the same notation as above, the rotational fuzziness F
(rot.)
u of a consensus nucleosome u can be defined
as follows. To capture the relative orientation of DNA helix relative to the histone surface, we converted the
relative coordinates xi,u to relative circular coordinates θ
(h)
i,u =
xi,u mod h
h × 2pi, where h is the helical repeat
length. The rotational fuzziness of the consensus nucleosome u is then defined as the circular variance [65]
of these relative circular coordinates, weighted by NCP score,
Fˆ (rot.)u (h) = 1−
1∑nu
i=1 kri
√√√√( nu∑
i=1
kri cos θ
(h)
i,u
)2
+
(
nu∑
i=1
kri sin θ
(h)
i,u
)2
. (A.25)
Since the helical repeat length h within a nucleosome may vary across different locations and may be different
from that of a free DNA molecule [5], we finally defined the rotational fuzziness as
F (rot.)u = min
h∈{9.5,9.6,...,11.5}
Fˆ (rot.)u (h). (A.26)
Thus, small rotational fuzziness indicates a high degree of rotational positioning of a consensus nucleosome,
and the nucleosome is said to be well positioned rotationally in this case. Because of the same reason
mentioned in the definition of translational fuzziness, we defined rotational fuzziness for only those consensus
nucleosomes with nu ≥ 5.
A.1.6 Nucleosome occupancy
We followed [22] for the definition of nucleosome occupancy. For both S. cerevisiae and S. pombe, denote the
set of nucleosome dyad positions in the redundant map as NR. The nucleosome occupancy Oi of a genomic
location i is defined as the total NCP score of the redundant nucleosomes in the ±60-bp region of i,
Oi =
∑
|j−i|≤60, j∈NR
kj , (A.27)
where kj is the NCP score of genomic location j. The NCP score kj can be interpreted as the relative
number of nucleosomes centered at genomic location j in cell population. Thus the nucleosome occupancy
defined above characterizes the relative probability of a genomic location being covered by a nucleosome in
cell population.
We further define the occupancy of a nucleosome (used in Figure 2.6C, Figure A.14, Figure A.15, Fig-
ure A.16) as the occupancy of its dyad position.
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A.1.7 Poly(dA:dT) content
The poly(dA:dT) content (for example, in Figure A.20) was calculated as follows: for each base pair i in the
genome, the local poly(dA:dT) content at i was defined as the poly(dA:dT) content of the 147-bp region si
centered at i. The poly(dA:dT) content of si was subsequently defined as the total length of poly(dA:dT)
tracts within si divided by 147, where poly(dA:dT) tract was defined as a homopolymer of A or T of length
> 3. We chose si to be of length 147, because when wrapping the sequence si around histone octamer, only
poly(dA:dT) tracts contacting the histone core would contribute to the DNA bending energy. In the same
spirit, we defined the local strength of 10.5-bp mono-nucleotide periodicity at location i (for example, in
Figure 2.7) as the mono-nucleotide spectral envelope at period 10.5 bp of the 147-bp sequence si centered
at i, and the local strength of 10.5-bp di-nucleotide periodicity at location i (for example, in Figure A.18)
as the di-nucleotide spectral envelope at period 10.5 bp of the 148-bp sequence si centered at i (from i− 74
to i+ 73).
A.1.8 Data sets
We downloaded the genome-wide nucleosome maps in S. cerevisiae and S. pombe generated by the chemical
cleavage method from the supplementary materials of [21] and [22], respectively. For each yeast species, there
is a redundant map representing all possible nucleosome positions in the population, as well as a unique map
representing consensus nucleosome positions. We used the UCSC SAC2 version of the S. cerevisiae genome
as in [21] and the Ensembl release 16 version of the S. pombe genome, which is the same as the genome
(PomBase March 10, 2012 version) used in [22].
The transcription start site (TSS) and transcription termination site (TTS) coordinates of S. cerevisiae
genome were obtained from [161]. We downloaded the original annotations of TSS and TTS coordinates in
SGD August 7, 2005 version of the S. cerevisiae genome from Supplementary Table 3 of [161], retaining only
those genes that were indicated with complete 5’ UTRs and 3’ UTRs (in total 3017). We then used BLAT
to map the genes to the UCSC SAC2 version of the S. cerevisiae genome. After removing genes mapping
to multiple genomic locations or to disjoint blocks (blockCount > 1), we were left with 3005 genes with
correctly annotated TSS and TTS coordinates.
The TSS and TTS coordinates of S. pombe genome were obtained from [68]. We downloaded the original
annotations of TSS and TTS coordinates in PomBase July 16, 2008 version of the S. pombe genome from
Supplementary Table 2 of [68], retaining only those genes with both annotated TSS and TTS coordinates
and not marked in red in the original Excel file (See Supplementary Table 2 of [68] for details) (in total
3692). The PomBase July 16, 2008 version of the S. pombe genome is the same as the Ensembl release 16
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version. We thus used the TSS and TTS coordinates of these 3692 genes directly.
We used the genome version K12 MG1655 (U00096) for E. coli.
A.1.9 Additional details
The distribution of p-values in Figure 2.2B, Figure A.1B, Figure A.2B, D, Figure A.3B, D, Figure A.17B,
D, F, H and the distribution of spectral envelopes at period 10.5 bp in Figure A.12 were smoothed using
a Gaussian kernel with bandwidth determined by the Silverman’s rule and default settings in the function
SmoothKernelDistribution of Mathematica, where the kernel function was specified to account for the domain
of the underlying density.
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A.2 Supplementary Figures
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Figure A.1: Only a small fraction of nucleosomal sequences contain significant 10.5-bp periodicity in mono-
nucleotides. (A) Average mono-nucleotide spectral envelope of nucleosomal sequences (blue curve) and
randomly permuted nucleosomal sequences (yellow curve) in S. pombe. (B) Distribution of p-values assessing
the statistical significance of 10.5-bp periodicity in mono-nucleotides of nucleosomal sequences (blue curve)
and randomly permuted nucleosomal sequences (yellow curve) in S. pombe. (C) Distribution of p-values
assessing the statistical significance of 10.5-bp periodicity in mono-nucleotides of S. cerevisiae nucleosomal
sequences (grey histogram) and the fitted curve using the beta-uniform mixture model (solid red curve).
Also shown are the fitted uniform component (dashed brown curve) and the fitted beta component (dashed
green curve). (D) Same as (C) for S. pombe.
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Figure A.2: Nucleosomal sequences in both S. cerevisiae and S. pombe have enriched 10.5-bp di-nucleotide
periodicity compared to randomly permuted sequences. (A) Average di-nucleotide spectral envelope of nu-
cleosomal sequences (blue curve) in S. cerevisiae and randomly permuted sequences (yellow curve). (B)
Distribution of p-values assessing the statistical significance of 10.5-bp di-nucleotide periodicity of nucleoso-
mal sequences in S. cerevisiae (blue curve) and randomly permuted sequences (yellow curve). (C,D) Same
as (A,B) for S. pombe.
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Figure A.3: The strength of 10.5-bp periodicity is comparable among the E. coli, S. cerevisiae, and S. pombe
genomes. (A) Average mono-nucleotide spectral envelope of randomly selected 147-bp genomic regions from
E. coli (25,971 sequences, about the same genome coverage as in S. cerevisiae and S. pombe), S. cerevisiae
(67,531 sequences, equal to the number of consensus nucleosomes), and S. pombe (75,818 sequences, equal to
the number of consensus nucleosomes). (B) Distribution of p-values assessing the statistical significance of
10.5-bp mono-nucleotide periodicity of randomly selected 147-bp genomic regions from E. coli, S. cerevisiae,
and S. pombe. (C,D) Same as in (A,B) for di-nucleotides.
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Figure A.4: Spectral decomposition of periodicity in average nucleotide frequency of dyad-aligned nucle-
osomal sequences in S. pombe, where A and T were set to 1 and C and G to 0. (A) The spectrum of
aligned enrichment (see main text) for nucleosomal sequences in S. pombe. (B) The spectrum of individual
enrichment (blue curve) and phasing enrichment (yellow curve) (see main text) in S. pombe.
104
�2 5 10 50
0.5
1.0
1.5
2.0
Period (bp)
R
es
id
ua
lf
ac
to
r
S. cerevisiae
�
2 5 10 50
0.5
1.0
1.5
Period (bp)
R
es
id
ua
lf
ac
to
r
S. pombe
Figure A.5: Residual factor (see main text) of the spectral decomposition in S. cerevisiae and S. pombe,
where A and T were set to 1, and C and G to 0. (A) The spectrum of residual factor for nucleosomal
sequences in S. cerevisiae. (B) The spectrum of residual factor for nucleosomal sequences in S. pombe.
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Figure A.6: Subsampling nucleosomal sequences yielded unstable spectrums of the residual factor, whereas
the aligned, individual, and phasing enrichments remained stable. We subsampled from nucleosomes in S.
cerevisiae by taking each nucleosome with probability 0.5, and calculated the spectral decomposition of the
subsampled nucleosomal sequences, with A and T set to 1, and C and G to 0. Here we show the result of one
instance of subsampling. (A) Spectrum of aligned enrichment of the subsampled nucleosomal sequences. (B)
Spectrum of individual enrichment (blue curve) and phasing enrichment (yellow curve) of the subsampled
nucleosomal sequences. (C) Spectrum of residual factor of the subsampled nucleosomal sequences. The
residual factor has clearly changed from Figure A.5.
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Figure A.7: Phases of nucleosomal sequences in S. pombe at 10.5-bp periodicity. For this analysis, A and
T were set to 1, and C and G to 0. (A) Phasing of sequences is evident in the Fourier space at period 10.5
bp. Nucleosomes were ranked according to the strength of 10.5-bp periodicity and divided into 5 quintiles
(the five circular rings separated by black circles). The phases (with respect to the dyad) of their discrete
Fourier transform at period 10.5 bp were then binned into 20 equal intervals (the 20 bins within each ring).
Colors indicate the fraction of nucleosomes lying in each bin divided by the expectation under a uniform
null distribution. (B) Circular-linear correlation between the phase and strength of 10.5-bp periodicity.
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Figure A.8: Phasing among nucleosomal sequences is unique for period 10.5 bp and does not occur at
any other periods. (A) Nucleosomal sequences in S. cerevisiae were converted to numerical sequences
by setting A and T to 1, and C and G to 0. We then calculated the discrete Fourier transform of the
numerical sequences and obtained the argument (phase) of the discrete Fourier transform with respect to
the dyad at each fundamental frequency. Figure shows the distribution of these phases, smoothed using a
Gaussian kernel with bandwidth determined by the Silverman’s rule, and default settings in the function
SmoothKernelDistribution of Mathematica. To remove boundary effects, we first augmented the phases
to the range [−2pi, 4pi) by adding θ ± 2pi to the data for any phase θ ∈ [0, 2pi). We then calculated the
kernel density estimate fˆ(θ) of the phase distribution in [−2pi, 4pi). The kernel density estimate of the phase
distribution in [0, 2pi) was taken to be 3fˆ(θ). (B) Same as in (A), but for S. pombe.
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Figure A.9: Redundant nucleosome positions and underlying sequences are highly in phase with each other
at period 10.5 bp in S. pombe. Figure shows the circular-circular correlation between the phase of nucleotide
Fourier transform and the phase of nucleosome location Fourier transform at period 10.5 bp (black curve).
Consensus nucleosomes were first ranked according to the strength of their 10.5-bp nucleotide periodicity
and then divided into 10 groups of equal size. The x-axis represents the group index, with group 1 having
the smallest strength of 10.5-bp periodicity. Blue curve shows the median correlation coefficient among all
fundamental frequencies excluding 1/10.5, with whiskers showing the range from the 5th percentile to the
95th percentile.
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Figure A.10: Spectral envelope of nucleosomes in S. pombe grouped by the level of (A) rotational positioning
and (B) translational positioning. Nucleosomes in S. pombe were ranked from small to large values by
rotational fuzziness and translational fuzziness, respectively. The average mono-nucleotide spectral envelope
of nucleosomal sequences within each quintile was then plotted, where the 1st quintile contains nucleosomes
with the smallest rotational fuzziness and translational fuzziness, respectively.
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Figure A.11: The slight correlation between translational fuzziness and 10.5-bp periodicity in S. cerevisiae
(Figure 2.6B) results from the anti-correlation between translational and rotational fuzziness. In the top left
panel, we ranked the nucleosomes in S. cerevisiae by translational fuzziness and divided them into 5 groups
of equal size. For example, the (1,1) square represents the quintile with the smallest translational fuzziness.
The squares were colored by the average mono-nucleotide spectral envelope at period 10.5 bp within the
corresponding groups. The size of the black dot at the center of the squares represents the relative number
of nucleosomes within that group. The top left panel shows that the 5 quintiles have the same number of
nucleosomes by definition, and there is a slight correlation between 10.5 bp periodicity and translational
fuzziness (blue to red color from (1,1) to (5,5) square), consistent with Figure 2.6B. The bottom right panel
is like the top left panel, but the nucleosomes were ranked by rotational fuzziness instead. The bottom
right panel shows a distinct anti-correlation between 10.5-bp periodicity and rotational fuzziness, consistent
with Figure 2.6A. In the bottom left panel, we ranked the nucleosomes simultaneously by translational and
rotational fuzziness, and binned the nucleosomes using the same intervals as in the top left and bottom
right panels. For example, the (1,1) square contains nucleosomes that lie in the (1,1) square of the top
left panel and the (1,1) square of the bottom right panel simultaneously, i.e. the nucleosomes with the
smallest rotational and translational fuzziness. The bottom left panel shows that as rotational fuzziness
increases (from 1 to 5), more and more nucleosomes contain small translational fuzziness, since, for example,
the size of black dots increases from (1,1) to (1,5) square. We therefore concluded that the observed slight
correlation between translational fuzziness and 10.5-bp periodicity (top left panel, Figure 2.6B) is an indirect
consequence of this anti-correlation between translational and rotational fuzziness.
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Figure A.12: 10.5-bp periodicity facilitates rotational but not translational positioning. (A) The top panel
shows the distribution of the 10.5-bp mono-nucleotide spectral envelope of individual nucleosomes in S.
cerevisiae. We binned the 10.5-bp spectral envelope into 5 intervals of equal size, shown as different colors in
the top panel. The bottom panel is a box plot showing the distribution of rotational fuzziness of individual
nucleosomes within each bin. (B) Same as in (A), with the box plot showing the distribution of square root
of translational fuzziness. (C) Same as in (A), but for S. pombe. (D) Same as in (B), but for S. pombe.
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Figure A.13: Di-nucleotide spectral envelope of nucleosomes in S. cerevisiae and S. pombe grouped by the
level of rotational and translational positioning. (A) Nucleosomes in S. cerevisiae were ranked from small to
large values by rotational fuzziness. Figure shows the average di-nucleotide spectral envelope of nucleosomal
sequences within each quintile, where the 1st quintile contains the nucleosomes with the smallest rotational
fuzziness. (B) Same as in (A), but with nucleosomes ranked by translational fuzziness. (C) Same as in (A),
but for S. pombe. (D) Same as in (B), but for S. pombe.
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Figure A.14: Spectral envelope of nucleosomes in S. pombe grouped by the level of nucleosome occupancy.
Nucleosomes in S. pombe were ranked from small to large values by nucleosome occupancy. Figure shows
the average mono-nucleotide spectral envelope of nucleosomal sequences within each quintile, where the 1st
quintile contains the nucleosomes with the smallest nucleosome occupancy.
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Figure A.15: A finer look at the contribution of 10.5-bp periodicity to nucleosome occupancy in S. cerevisiae
and S. pombe. (A) Nucleosomes in S. cerevisiae were ranked from small to large values of nucleosome
occupancy, where the occupancy was normalized to genome-wide average. We then divided the nucleosomes
into 50 groups of equal size and plotted the average mono-nucleotide spectral envelope at period 10.5 bp
against the average nucleosome occupancy within each group. (B) Same as in (A), but for S. pombe.
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Figure A.16: The contribution of 10.5-bp di-nucleotide periodicity to nucleosome occupancy is only modest.
(A) Nucleosomes in S. cerevisiae were ranked from small to large values of nucleosome occupancy. Figure
shows the average di-nucleotide spectral envelope of nucleosomal sequences within each quintile, where the
1st quintile contains the nucleosomes with the smallest nucleosome occupancy. (B) Same as in (A), but for
S. pombe. (C) Nucleosomes in S. cerevisiae were ranked from small to large values by nucleosome occupancy,
where the occupancy is normalized to genome-wide average. We then divided the nucleosomes into 50 groups
of equal size and plotted the average di-nucleotide spectral envelope at period 10.5 bp against the average
nucleosome occupancy within each group. (D) Same as in (C), but for S. pombe.
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Figure A.17: Randomly selected genomic regions contain a comparable amount of 10.5-bp periodicity as
nucleosomal sequences, while nucleosome depleted regions (NDRs) contain much less periodicity. (A) The
average mono-nucleotide spectral envelope of 67,531 consensus nucleosomal sequences (blue curve), 67,531
randomly selected 147-bp genomic regions (green curve), and 4,113 linker regions with length greater than
147-bp (NDRs) (purple curve) in S. cerevisiae. (B) The distribution of empirical p-value assessing the
statistical significance of 10.5-bp periodicity in mono-nucleotides for the same groups of sequences as in (A).
(C,D) Same as (A,B), but for di-nucleotides. (E) The average mono-nucleotide spectral envelope of 75,818
consensus nucleosomal sequences (blue curve), 75,818 randomly selected 147-bp genomic regions (green
curve), and 4,180 linker regions with length greater than 147-bp (NDRs) (purple curve) in S. pombe. (F)
The distribution of empirical p-value assessing the statistical significance of 10.5-bp periodicity in mono-
nucleotides for the same groups of sequences as in (E). (G,H) Same as in (E,F), but for di-nucleotides.
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Figure A.18: Nucleosome-depleted regions in S. cerevisiae contain reduced 10.5-bp periodicity in di-
nucleotides. (A) For each genomic location i, we computed the di-nucleotide spectral envelope at period
10.5 bp of the 148-bp region centered at that location (from i−74 to i+73), normalized to the genome-wide
mean. Figure shows the spectral envelope aligned at TSS of 3,005 genes in S. cerevisiae, normalized to the
genome-wide mean (red curve), together with aligned nucleosome occupancy (grey curve). (B) Same as in
(A), but aligned at TTS.
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Figure A.19: Nucleosome-depleted regions in S. pombe contain reduced 10.5-bp periodicity. (A) At each
genomic location i, we computed the mono-nucleotide spectral envelope at period 10.5 bp of the 147-bp
region centered at that location, normalized to the genome-wide mean. Figure shows the spectral envelope
aligned at TSS of 3,692 genes in S. pombe, normalized to the genome-wide mean (red curve), together with
aligned nucleosome occupancy (grey curve). (B) Same as in (A), but aligned at TTS. (C,D) Same as in
(A,B), but for di-nucleotides.
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Figure A.20: Poly(dA:dT) contents around TSS and TTS in S. cerevisiae and S. pombe. (A) Poly(dA:dT)
content (normalized to the genome-wide mean) and nucleosome occupancy (normalized to the genome-wide
mean) around TSS in S. cerevisiae. (B) Same as in (A), but around TTS. (C,D) Same as in (A,B), but for
S. pombe.
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A.3 Supplementary Tables
Table A.1: Fraction of sequences containing 10.5-bp periodicity in S. cerevisiae, S. pombe and E. coli. We
calculated empirical p-values characterizing the statistical significance of 10.5-bp periodicity in mono- and
di-nucleotides of nucleosomal sequences (nucleosomes), randomly selected genomic regions (random regions),
and linker regions of length > 147 bp (nucleosome depleted regions) in both S. cerevisiae and S. pombe. We
also calculated empirical p-values characterizing the statistical significance of 10.5-bp periodicity in mono-
and di-nucleotides of randomly selected genomic regions (random regions) in E. coli. We then fitted the
distribution of the empirical p-values using a beta-uniform mixture model. The numbers are the estimated
mixing coefficient pˆi1 of the beta component (Equation A.2).
Mono-nucleotide Di-nucleotide
S. cerevisiae
Nucleosomes 0.198 0.0879
Random regions 0.182 0.0825
Nucleosome depleted regions 0.0807 0.0305
S. pombe
Nucleosomes 0.155 0.0438
Random regions 0.125 0.0268
Nucleosome depleted regions 0.0540 0.0302
E. coli Random regions 0.154 0.0694
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Table A.2: Upper bounds on the fraction of sequences with significant 10.5-bp periodicity at 5% FDR in S.
cerevisiae, S. pombe and E. coli.
Mono-nucleotide Di-nucleotide
S. cerevisiae
Nucleosomes 0.046 0.032
Random regions 0.044 0.031
Nucleosome depleted regions 0.038 0.028
S. pombe
Nucleosomes 0.040 0.027
Random regions 0.038 0.025
Nucleosome depleted regions 0.034 0.024
E. coli Random regions 0.042 0.031
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Table A.3: Ratio of the value of each factor at 3 and 10.5 bp, respectively, to the corresponding background
average, in S. pombe.
1/f A(f) I(f) P (f) R(f)
3 bp 35.6 2.03 14.8 1.18
10.5 bp 87.0 1.01 85.8 1.01
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Appendix B: Supplementary Material
for Chapter 3
B.1 Supplementary Methods
B.1.1 Statistical mechanics of one-dimensional hard rods
This section summarizes the main results of the one-dimensional (1D) hard-rod model [78, 87]. For a more
detailed derivation, see Appendix C.
The 1D hard-rod model and its variants have been widely used to study various questions associated
with genome-wide nucleosome landscapes, first by Kornberg and Stryler in 1988 [38], and then by subsequent
authors [55,77,80–86]. We follow the treatment in [86,162].
Consider a DNA segment (1D lattice) of length L, with coordinates i = 1, 2, . . . , L, and nucleosomes
(rods) of size a (bp), where a is fixed and known. The total energy of the system consists of two terms, the
interaction between histones and DNA, and the interaction among nucleosomes themselves. For histone-
DNA interaction, let u(i) denote the positioning energy of a nucleosome occupying the sites i, i+ 1, . . . , i+
a − 1. To simplify the language, we say “a nucleosome binds site i” when a nucleosome occupies the sites
i, i + 1, . . . , i + a − 1. We impose hard-wall boundary conditions, i.e., u(i) = ∞ for i < 1 or i > L − a + 1.
For nucleosome-nucleosome interaction, we consider only two-body nearest-neighbor interactions, and we
assume that the interaction is hard-core. Specifically, for two nearest-neighbor nucleosomes bound at sites i
and j, where j ≥ i, their interaction energy is given by φ(i, j) =∞, j < i+ a and φ(i, j) = 0, j ≥ i+ a. For
computational convenience in the below derivations, we also define φ(k, l) =∞ whenever l < k.
Two specific problems regarding the statistical mechanics of 1D hard rods are of interest to us. The first
one is the direct problem for calculating the one-particle distribution n1(i) from known u, where n1(i)
refers to the probability of a nucleosome binding at site i. The second problem is the inverse problem of
calculating u from known n1. Another quantity of interest is O(i) =
∑i
j=i−a+1 n1(j), termed nucleosome
occupancy, referring to the probability of site i being covered by a nucleosome.
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Direct problem
If u is known, we can write down the grand partition function in the Grand Canonical Ensemble [162],
Ξ = 1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉 , (B.1)
where |J〉 denotes an L dimensional column vector with 1 at each entry, I the L-by-L unit matrix, and
L-by-L matrices z and w are defined as:
〈k | z | l〉 = eβ(µ−u(k))δkl
〈k |w | l〉 = e−βφ(k,l),
(B.2)
where µ denotes chemical potential, δkl the Kronecker delta, β = 1/kBT , and |k〉 a column vector of
dimension L, with 1 at the k-th entry and 0 everywhere else.
The one-particle distribution function can now be calculated as [162],
n1(i) =
ζ(i)
Ξ
δΞ
δζ(i)
=
1
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i | z | i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉 , (B.3)
where ζ(i) = eβ(µ−u(i)).
Note that the above expression of n1 is valid for a general nearest-neighbor interaction φ (encapsulated
in the matrix w). However, for the special case where φ is hard-core interaction, a recursive solution exists,
allowing efficient calculation of n1 [77, 86,162,163]. Define
Ξfi =
〈
J
∣∣ (I − zw)−1 ∣∣ i〉
Ξri =
〈
i
∣∣ (I − wz)−1 ∣∣ J〉 , (B.4)
where f stands for “forward”, and r “reverse”. It can be shown that both Ξfi and Ξ
r
i can be calculated
recursively [77,86,162,163], as
Ξfi =

Ξfi−1 + Ξ
f
i−aζ(i− a), i > a;
1, i ≤ a,
(B.5)
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Ξri =

Ξri+1 + Ξ
r
i+aζ(i+ a), i ≤ L− a;
1, i > L− a,
(B.6)
and that
Ξ = ΞfL+a = Ξ
r
1−a and (B.7)
n1(i) =
Ξfi ζ(i)Ξ
r
i
Ξ
. (B.8)
In practice, one would work in the log space to avoid numerical instabilities, as described in [86].
Inverse problem
The inverse problem of the 1D hard-rod model was first solved by Percus in continuous space [87], and the
solution was later reformulated in discrete space, as in the case of nucleosome-occupied DNA [77,83, 84, 86,
162]. The final result takes a simple elegant form,
β(µ− u(i)) = ln n1(i)
1−O(i) + n1(i) +
i+a−1∑
j=i
ln
(
1 +
n1(j)
1−O(j)
)
, i ≤ L− a, (B.9)
or equivalently,
β(µ− u(i)) = ln n1(i)
1−O(i+ a− 1) + n1(i) +
i∑
j=i−a+1
ln
(
1 +
n1(j)
1−O(j + a− 1)
)
, i > a, (B.10)
where O(i) =
∑i
j=i−a+1 n1(j) is again the nucleosome occupancy.
Note that throughout the main text, we use u(i) to denote the dimensionless quantity β(u(i)−µ) = u(i)−µkBT .
Therefore, energy is defined in units of kBT , and the chemical potential µ is absorbed into u.
Nucleosome number
Using Equations B.1 and B.3, it is easy to show that the ensemble-averaged nucleosome number is
〈N〉 = 1
β
1
Ξ
∂Ξ
∂µ
=
L∑
i=1
n1(i), (B.11)
as expected.
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Implementation details
In-house Python codes were written for implementing the solutions to the direct and inverse problems.
Cython (http://cython.org/) was used to speed up the calculation for the direct problem. Both the
inverse problem and the calculation of O from n1 involve convolutions, and Scipy.signal.fftconvolve (https:
//www.scipy.org/) and numpy.convolve (http://www.numpy.org/) were used for fast convolutions.
B.1.2 Inferring nucleosome-positioning energy by solving the inverse problem:
method in Locke et al.
In this section, we describe our re-implementation of the method used in Locke et al. [77] to calculate
nucleosome-positioning energy from genome-wide nucleosome maps.
Solving for the energy
Two genome-wide vectors are first obtained from nucleosome maps generated through high-throughput
sequencing experiments, such as MNase-seq (see Appendix B.1.5 for details). The first one is the observed
nucleosome count n˜1(i), the number of observed nucleosomes starting at bp i. The second one is the observed
nucleosome occupancy O˜(i) =
∑i
j=i−a+1 n˜1(j), the number of observed nucleosomes covering bp i. Outlier
regions that contain extremely large values of observed nucleosome occupancy or long stretches of zero
observed nucleosome occupancy are filtered out, following Locke et al., resulting in a disjoint set of “good
regions” along the genome (see Appendix B.1.5 for details). Only these “good regions” are considered in
all subsequent analysis. Locke et al. perform a Gaussian smoothing on n˜1(i) with standard deviation of
2 or 20 bps. We perform a similar smoothing when comparing our results with Locke et al.’s, such as in
Table B.1; otherwise, we do not perform any smoothing, since we hope to preserve as much information
about the spatially resolved sequence pattern as possible.
Following Locke et al., the normalization in Equation 3.1 of main text is used to convert n˜1(i) and
O˜(i) to well-defined n1 and O on each chromosome separately. We then use Equation B.9 to calculate the
nucleosome-positioning energy.
Linear models
The calculated nucleosome-positioning energy can then be modeled as a linear function of the underlying
DNA sequence. Two linear models are used in Chapter 3. The first one is Equation 3.5 in the main text,
equivalent to the “n = 1 spatially resolved model” defined in Locke et al.. Note that not all indicator variables
are independent in Equation 3.5 of the main text, due to the constraint
∑
α∈{A, C, G, T} Iα,j = 1,∀j. We
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thus choose IA,j , IC,j , IG,j as independent variables for linear regression. The second one is a model where
nucleosome-positioning energy depends on G+C content only, equivalent to the “n = 1 position-independent
model” defined in Locke et al.. Linear regression is performed within each “good region” separately, with
the 147 bps at the two ends excluded, if the region length is less than or equal to 1Mbp. If the region length
is greater than 1Mbp, the region is divided into (at most) 1Mbp segments and linear regression is performed
within each segment. All regions with length smaller than 1000 bps are excluded. The final regression
coefficients are averaged over all regions or segments considered.
Implementation details
Scipy.ndimage.filters.gaussian filter1d (https://www.scipy.org/) was used to perform Gaussian smoothing.
Sklearn.linear model.LinearRegression (http://scikit-learn.org/) was used for linear regressions.
B.1.3 The cross-entropy method for simultaneously learning nucleosome
number and nucleosome-positioning energy
The cross-entropy method (CEM) for simultaneously learning nucleosome number and nucleosome-positioning
energy is explained in Materials and Methods of the main text. We here describe several implementation
details.
Construction of the template βˆα,j
The template βˆα,j represents our prior belief of how much different nucleotides at different relative positions
contribute to the nucleosome-positioning energy. We first identify the top 5000 most confident nucleosomes
(see Appendix B.1.5 for details) from a given genome-wide nucleosome map. Let −β˜α,j denote the average
frequency of nucleotide α at position j relative to the start of the nucleosome, calculated from these 5000
identified nucleosomes. For each nucleotide α, we then standardize β˜α,j to obtain βˆα,j that has mean 0 and
standard deviation 1 with respect to j. To enforce reverse-complement symmetry, we take (βˆA,j+βˆT,a−1−j)/2
as the final βˆA,j and βˆT,a−1−j , and similarly for C and G.
Sequence models
Here we provide a brief explanation of independent parameters in Model GC+SR (Equation 3.7 in the main
text). Recall that Model GC+SR is originally
u(i) =
a−1∑
j=0
∑
α∈{A, C, G, T}
(σαβˆα,j + µα)Iα,i+j + u0. (B.12)
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Apparent parameters in this model include σα and µα for α ∈ {A, C, G, T}, and u0. To enforce reverse-
complement symmetry, we constrain that σA = σT := σA/T, σC = σG := σC/G, µA = µT := µA/T, and µC =
µG := µC/G. Now, ∀j, µA/T(IA,j +IT,j)+µC/G(IC,j +IG,j)+u0 = (µC/G−µA/T)(IC,j +IG,j)+(u0 +µA/T).
Thus, µA/T can be absorbed into µC/G and u0. Therefore, the final set of chosen independent parameters
of the model consists of σA/T, σC/G, µC/G, and u0.
Cross-entropy method
The cross-entropy method (CEM) is a generic optimization algorithm [89–92] based on Monte Carlo sampling.
Suppose we hope to minimize a loss function L, as in Equation 3.4 of the main text, parameterized by a set
of parameters θ = (θ1, θ2, . . . , θn). For example, θ = (σA/T, σC/G, µC/G, u0) in Model GC+SR. We use the
following algorithm to iteratively find the optimal solutions [92]:
1. initialize: Choose µˆ0 and σˆ0. Set t = 0.
2. repeat:
3. draw: Increase t by 1. Generate independent and identically distributed samples θ1,θ2, . . . ,θN
from the multivariate Gaussian distribution N(µˆt−1, σˆ2t−1).
4. select: For each θi, calculate the corresponding loss Li. Denote I as the indices of the top
N elite samples θi with the smallest loss.
5. update: for all j = 1, 2, . . . , n, let µ˜tj =
∑
i∈I θij/N
elite, and σ˜2tj =
∑
i∈I(θij − µ˜tj)2/N elite.
6. smooth: µˆt = αµ˜t + (1−α)µˆt−1, and σˆt = βtσ˜t + (1− βt)σˆt−1, where βt = β − β(1− 1/t)q.
7. until: σtj < j ,∀j.
Note that, in the algorithm above, we have used the dynamic smoothing suggested in [92] to prevent the
sampling probability density function from shrinking too fast and thus converging to a sub-optimal solution.
We also follow suggestions in [92] to choose hyper-parameters in the algorithm. Suggested α is 0.5 ≤ α ≤ 0.9,
and we use α = 0.8. Suggested β is 0.8 ≤ β ≤ 0.99, and we use β = 0.8. Suggested q is 5 ≤ q ≤ 10, and we
use q = 7. We use N = 50 and N elite = 10 for all three models Model GC, GC+SR, and GC+SR+polyA.
There are at most 5 parameters in these models. Thus using N = 50 guarantees that N is at least 10 times
the number of parameters. These choices of N and N elite are guided by the examples presented in [92].
Initializations and stopping criteria are listed in Table B.SM-Methods.1.
The initializations for σA/T and σC/G are guided by results obtained using the Locke et al. method on
several datasets. µC/G, u0, and µpolyA are initialized to be 0 to represent unbiased prior knowledge. A
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Table B.SM-Methods.1: Initializations and stopping criteria used in Chapter 3.
σA/T σC/G µC/G u0 µpolyA
Initializations
mean for Gaussian sampling 0.02 0.02 0 0 0
std for Gaussian sampling 0.2 0.2 0.5 10 0.5
Stopping criteria  0.001 0.001 0.001 0.01 0.001
relatively large initial standard deviation is used for u0 because the final learned u0 is often on the order
of 10, regardless of the initialization used. The maximum iteration number is set to 1000. If the stopping
criteria are not met within 1000 iterations, we report “no convergence”. When the algorithm does converge,
it usually does so within 500 iterations, and we take the most elite sample in the last iteration as the final
learned parameters.
Finally, σA/T and σC/G are constrained to be non-negative by using a truncated Gaussian distribution
for sampling at each iteration. The mean and variance can still be estimated as if the samples were drawn
from a full Gaussian distribution because we can equivalently think of adding an infinite penalty to the
loss function when σA/T and σC/G are negative, and thus negative σA/T and σC/G will never become elite
samples [92].
Implementation details
The PP (http://www.parallelpython.com/) library was used for parallelization in Python.
B.1.4 Data sets analyzed
We used the UCSC SAC2, or equivalently, SGD (https://www.yeastgenome.org/) R61-1-1 20080605, ver-
sion of the S.cerevisiae genome throughout Chapter 3. The TSS and TTS coordinates of the S.cerevisiae
genome were obtained from [164]. [164] used the SGD R57-1-1 20071212 version of the S.cerevisiae genome,
which was slightly different from the UCSC SAC2 version. We manually fixed the TSS and TTS coordinates
in [164] by comparing the two versions of the genome. We retained only verified genes and further filtered
out genes overlapping with regions annotated as telomere, repeat region, long terminal repeat, centromere,
LTR retrotransposon, transposable element gene, and rRNA by SGD, as well as genes that were within the
entire rDNA locus (chrXII:450000-490000).
All genome-wide nucleosome mapping data used in Chapter 3 are listed in Table B.SM-Methods.2. We
used the following convention for dataset labels: [First author]-[Experimental method]-[in vivo or in vitro]-
[Other information]. For example, the dataset Zhang-MNase-invitro-salt was obtained by Zhang et al. [29]
via in-vitro nucleosome reconstitution using salt dialysis followed by MNase-seq. Replicates were combined.
DNase-seq data were obtained from [99], with accession numbers SRR014120, SRR014121, SRR014149,
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Table B.SM-Methods.2: Datasets used in Chapter 3. SE: single-end. PE: paired-end.
Label Reference Accession number or web
link
SE or PE Notes
Zhang-MNase-invitro-salt [29] SRR029014 SE
Zhang-MNase-invitro-
ACF
[29] SRR029015, SRR029016 SE
Kaplan-MNase-invitro-
salt
[28] SRR023798, SRR023799 SE
McKnight2016-MNase-
invivo-WT-log-80
[97] SRR2225048,
SRR2225049
PE MNase digestion re-
sulted in 80% mono-
nucleosomes. Diges-
tion was performed on
cells in log phase.
McKnight2015-MNase-
invivo-WT-log-50
[98] SRR1924279 PE MNase digestion re-
sulted in 50% mono-
nucleosomes. Diges-
tion was performed on
cells in log phase.
McKnight2015-MNase-
invivo-WT-log-80
[98] SRR1924280 PE MNase digestion re-
sulted in 80% mono-
nucleosomes. Diges-
tion was performed on
cells in log phase.
Kaplan-MNase-invivo-
WT
[28] SRR023800, SRR023801,
SRR023802, SRR023803,
SRR023804, SRR023805
SE Cells cultured in YPD
medium.
Brogaard-chemical-invivo-
WT
[21] http://bioinfo.stats.
northwestern.edu/
~jzwang/combinedData_
cor.tgz
PE
Ocampo-MNase-invivo-
WT
[93] SRR2045610,
SRR2045611
PE
Krassovsky-MNase-
invivo-WT-2.5min, -
5min, -10min, -20min
[96] GSM702290, GSM702297,
GSM702289, GSM702296
PE Aligned sam files
downloaded directly
SRR014150, SRR014151, and SRR060808. Two replicates of controls were also downloaded, with accession
numbers SRR014437 and SRR014438. Replicates were combined.
Histone turnover data were obtained from Supplementary Table S2 of [70].
B.1.5 Sequencing data analysis
Raw data processing
Both single-end and paired-end MNase-seq data were aligned using Bowtie [165] with the options -v 2 -a
-m 1 --best --strata. DNase-seq data were aligned using Bowtie2 [166] with the options --end-to-end --
sensitive --score-min L,-1.5,-0.3. Reads with mapping quality smaller than 13 were filtered out. For the data
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from [96], aligned sam files were directly downloaded from GSE28298. For the data from [21], the genome-
wide NCP scores, as defined in [21], were directly downloaded from http://bioinfo.stats.northwestern.
edu/~jzwang/combinedData_cor.tgz.
For DNase-seq data, a vector of DNase cleavage frequency was obtained by considering the 5’ end of each
mapped read as a cleavage event. This vector was then convolved with a vector of 1’s of length 147 bps
to obtain number of DNase cleavage events within each 147-bp windows in the genome. A similar vector
was calculated for the control data. Enrichment was finally calculated by dividing the DNase-seq data by
control data, with a pseudo-count of 1. The absolute scaling of this enrichment was not important, since
data shown in Figure 3.6 and Figure B.16 were normalized by the genome-wide mean.
Calculation of n˜1 and O˜
For single-end MNase-seq data, each mapped read was considered as an observed nucleosome. We therefore
counted the number of observed nucleosomes n˜1(i) starting at bp i as the sum of the number of reads mapped
to the plus strand with 5’ end at bp i and the number of reads mapped to the minus strand with 5’ end at
bp i+ 146.
For paired-end MNase-seq data, we considered each read pair with fragment size within [127, 167] bps as
an observed nucleosome. A nucleosome-center-score was first calculated by counting the number of fragments
centered at each genomic location (for a fragment of even length, we assigned 0.5 to its two centers) [20],
representing the number of nucleosomes centered at each bp. n˜1 was obtained by shifting the nucleosome-
center-score by 73 bp to the left.
For chemical cleavage data [21], the NCP score at each genomic location was directly taken as n˜1, with
index shifted by −73 to be consistent with our convention that n˜1(i) denoted the number of observed
nucleosomes starting at bp i.
Observed nucleosome occupancy O˜ was calculated using the definition O˜(i) =
∑i
j=i−146 n˜1(j)
Filtering of outlier regions
We filtered out genomic regions containing either extremely large observed nucleosome occupancy (O˜) or
long stretches of zero O˜. First, a set of “bad regions” was curated, including 1) regions with length ≥ 1000
bps and with O˜ = 0 everywhere, and 2) 1000-bp segments centered at locations where O˜ was greater than
median(O˜) + 5MAD, where MAD stands for median absolute deviation. We used MAD instead of standard
deviation because it is a more stable estimate of the dispersion of O˜. We chose median(O˜) + 5MAD as
the threshold based on the following empirical observation: plotting the number of genome-wide occurences
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(y-axis) of the nucleosome occupancy (x-axis) on a log-log scale [95] revealed that, although most of the
genome had moderate coverage, a small fraction of the genome had anomalously high coverage. The threshold
median(O˜)+5MAD approximately filtered out those anomalously high-coverage regions in multiple datasets.
“Bad regions” that were less than or equal to 1000 bps from each other were further merged using Bedtools
(http://bedtools.readthedocs.io/en/latest/). Finally, genomic regions that were complement to these
“bad regions” were considered as “good regions” and used in subsequent analysis.
Calling nucleosomes
We identified the top 5000 most confident nucleosomes for constructing the template βˆα,j using the following
algorithms: for single-end MNase-seq data, we progressively identified 5000 genomic locations with the
largest n˜1 as start coordinates of the top nucleosomes, while constraining that neighboring nucleosomes
cannot overlap by more than 40 bp. For paired-end MNase-seq data, we progressively identified 5000
genomic locations with the largest nucleosome-center-score, calculated using only 147-bp fragments, as center
coordinates of the top nucleosomes, while constraining that neighboring nucleosomes cannot overlap by more
than 40 bp. For chemical cleavage data, the top 5000 “unique nucleosomes”, as defined in [21], with the
largest NCP score-to-noise ratios at their dyads were used.
For comparing nucleosome positions predicted by different models in Section 3.4.3 of the main text,
we used the following algorithm: first, “bad regions” were marked out. Second, we progressively called
genomic locations with the largest predicted n1 or n˜1 as nucleosome start positions, while constraining
that the called nucleosomes cannot overlap with each other. Thus the nucleosome calls were ranked by the
value of n1 or n˜1. Finally, to assess the agreement between observed and predicted nucleosome positions,
we examined the top Ni nucleosomes on chromosome i from the respective ranked lists, where Ni was set
to be the nucleosome number of chromosome i predicted by Model GC in each dataset. Nucleosomes in
Figure B.15 were called using a similar algorithm, except that for both McKnight2016-MNase-WT-log-80
and McKnight2015-MNase-WT-log-50, Ni was set to be the nucleosome number of chromosome i predicted
by Model GC trained on McKnight2016-MNase-WT-log-80, since the nucleosome number predicted by this
specific model was the least under-estimated (Table B.7).
B.1.6 Partial correlation analysis
Consider a set of random variables V = {X1, X2, . . . , Xn}. The partial correlation coefficient r(Xi, Xj ;V \
{Xi, Xj}) between two random variables Xi and Xj conditioning on all other random variables V \{Xi, Xj}
is defined as the Pearson correlation coefficient between the residuals of Xi and Xj resulting from the linear
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regression of Xi with V \{Xi, Xj} and Xj with V \{Xi, Xj}. The following formula can be used to calculate
all such partial correlation coefficients r(Xi, Xi;V \ {Xi, Xj}),
r(Xi, Xi;V \ {Xi, Xj}) = − pij√
piipjj
, (B.13)
where pij is the ij-th entry of the inverse matrix of the correlation matrix of V = {X1, X2, . . . , Xn}. We
applied this formula to calculate all partial correlation coefficients in our analysis.
134
B.2 Supplementary Figures
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Figure B.1: Tuning nucleosome number improved correlation between observed and predicted nucleosome
occupancy for LM learned results, while CEM already achieved the optimal correlation. We added constant
shifts to the learned energy by LM or CEM and then recalculated N =
∑
i n1(i) and O. A constant shift of
energy is equivalent to tuning chemical potential, resulting in modified nucleosome number. We plotted the
Pearson correlation coefficient between O and O˜ against nucleosome number, for (A) Zhang-MNase-invitro-
ACF, (B) Kaplan-MNase-invitro-salt, and (C) Zhang-MNase-invitro-salt. In all three datasets, LM learned
nucleosome number does not coincide with the nucleosome number that provides the largest correlation (red
solid star and yellow hollow star do not coincide), while CEM learned nucleosome number already gives the
largest correlation (green solid star coincides with blue hollow star).
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Figure B.2: CEM predicted nucleosome occupancy is better correlated with experiment compared to LM
predictions, illustrated at TSS and TTS. (A) Observed (black curve), LM predicted (red curve), and CEM
predicted (green curve) nucleosome occupancy aligned at TSS and average over all genes for Zhang-MNase-
invitro-ACF. (B) Same as (A) but aligned at TTS. (C) and (D) Same as (A) and (B) but for Kaplan-
MNase-invitro-salt. (E) and (F) Same as (A) and (B) but for Zhang-MNase-invitro-salt. To facilitate the
visual comparison of correlation, each curve was standardized to have mean 0 and standard deviation 1. See
Figure B.5 for normalized (dividing by genome-wide mean) occupancies.
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Figure B.3: Frequency-domain estimation of nucleosome number shows that CEM indeed learns the correct
nucleosome number, while LM generally does not. (A)-(C) Illustration of frequency-domain estimation of
nucleosome number. We simulated nucleosome positioning in a 8192 (= 213) bp region with flat energy and
hard-wall boundaries. Spectral density (bottom panels) of nucleosome occupancy (top panels) with different
nucleosome numbers (A>B>C) exhibits different shapes, allowing us to extract information about nucleo-
some number from the shape of spectral density. (D) Spectral density of observed nucleosome occupancy
in three in-vitro datasets and of G+C content. The spectral density was calculated within 8192-bp tiling
windows of “good regions”, after filtering out outlier regions of extremely high occupancy or long stretches of
zero occupancy. The mean spectral density of different windows was shown. All datasets exhibit long-range
fluctuations following G+C content. In order to focus on nucleosome-size signals, we used the spectral den-
sity at periods between 0-500 bp to estimate nucleosome number. (E) CEM learned the correct nucleosome
number in Zhang-MNase-invitro-ACF, while LM did not. We added constant shifts to the learned energy by
LM or CEM, and then recalculated N =
∑
i n1(i) and O. A constant shift of energy is equivalent to tuning
chemical potential, resulting in modified nucleosome number. We plotted the Pearson correlation coefficient
between spectral densities of O and O˜, both calculated in 8192-bp tiling windows of “good regions”, against
nucleosome number (top panel). LM learned nucleosome number does not coincide with the nucleosome
number that provides the largest correlation (red solid star and yellow hollow star do not coincide), while
CEM learned nucleosome number gives the largest correlation (green solid star coincides with blue hollow
star). Plot of spectral density of predicted nucleosome occupancy by LM and CEM (bottom panel) shows
that LM indeed over-estimated nucleosome number in Zhang-MNase-invitro-ACF. (F) and (G) Same as (E),
but for Kaplan-MNase-invitro-salt and Zhang-MNase-invitro-salt, respectively.
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Figure B.4: Same as Figure 3.2, but instead of standardizing the curves, normalized (dividing by genome-
wide mean) occupancy is shown.
138
−1000 −500 0 500 1000
Coordiate w.r.t TSS (bp)
0.7
0.8
0.9
1.0
1.1
1.2
1.3
O
cc
up
an
cy
Zhang-MNase-invitro-ACF
Data
LM, Pearson r = 0.983
CEM, Pearson r = 0.998
−1000 −500 0 500 1000
Coordiate w.r.t TTS (bp)
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
O
cc
up
an
cy
Zhang-MNase-invitro-ACF
Data
LM, Pearson r = 0.959
CEM, Pearson r = 0.997
−1000 −500 0 500 1000
Coordiate w.r.t TSS (bp)
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
O
cc
up
an
cy
Kaplan-MNase-invitro-salt
Data
LM, Pearson r = 0.964
CEM, Pearson r = 0.965
−1000 −500 0 500 1000
Coordiate w.r.t TTS (bp)
0.2
0.4
0.6
0.8
1.0
1.2
1.4
O
cc
up
an
cy
Kaplan-MNase-invitro-salt
Data
LM, Pearson r = 0.973
CEM, Pearson r = 0.985
−1000 −500 0 500 1000
Coordiate w.r.t TSS (bp)
0.75
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
O
cc
up
an
cy
Zhang-MNase-invitro-salt
Data
LM, Pearson r = 0.959
CEM, Pearson r = 0.969
−1000 −500 0 500 1000
Coordiate w.r.t TTS (bp)
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
O
cc
up
an
cy
Zhang-MNase-invitro-salt
Data
LM, Pearson r = 0.96
CEM, Pearson r = 0.992
A B
C D
E F
Figure B.5: Same as Figure B.2, but instead of standardizing the curves, normalized (dividing by genome-
wide mean) occupancy is shown.
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Figure B.6: Same as Figure B.4, except that Model GC was used for CEM and a similar linear model that
depends only on GC was used for LM.
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Figure B.7: Same as Figure B.5, except that Model GC was used for CEM and a similar linear model that
depends only on GC was used for LM.
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Figure B.8: Construction of a common template βˆα,j from both MNase-derived and chemical-cleavage-
derived nucleosomal sequences. Average nucleotide frequencies of top 5000 nucleosomes identified from (A)
an MNase-seq [93] and (B) a chemical cleavage [21] dataset were first calculated. In order to eliminate
potential MNase digestion biases towards the ends of the nucleosome and chemical cleavage biases around
the dyad of the nucleosome, (C-D) linear weights were used to obtain (E) combined average nucleotide
frequencies. These average nucleotide frequencies were then multiplied by -1 and standardized to obtain
(F-G) the final template (Appendix B.1.3).
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Figure B.9: Same as Figure 3.3, but for Kaplan-MNase-invitro-salt (A-D) and Zhang-MNase-invitro-ACF
(E-H).
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Figure B.10: Same as Figure 3.4A-C, but for other MNase-derived datasets as indicated.
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Figure B.10 (Cont.): Same as Figure 3.4A-C, but for other MNase-derived datasets as indicated.
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Figure B.10 (Cont.): Same as Figure 3.4A-C, but for other MNase-derived datasets as indicated.
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Figure B.11: Same as Figure 3.5, but for Kaplan-MNase-invitro-salt (A-D) and Zhang-MNase-invitro-ACF
(E-H).
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Figure B.12: Frequency-domain estimation of nucleosome number for in-vivo datasets. Note that the dataset
McKnight2015-MNase-invivo-WT-log-80 had very low alignment rate (39%) and coverage (1.25), and thus
potentially low quality. (A) Spectral density of observed nucleosome occupancy in various in-vivo datasets
and of G+C content. All datasets exhibited long-range fluctuations following G+C content. In order to
focus on the nucleosome-size peak around 200 bp, we used the spectral density at periods between 0-200
bp to estimate nucleosome number. (B-G) Same as Figure B.3E but for various in-vivo datasets, and the
spectral density at periods between 0-200 bp was used. CEM trained on Brogaard-chemical-invivo-WT did
not converge within 1000 iterations. Parameters at the last iteration were used for that dataset.
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Figure B.13: Same as Figure B.4, but for various in-vivo datasets as indicated. Note that the dataset
McKnight2015-MNase-invivo-WT-log-80 had very low alignment rate (39%) and coverage (1.25), and thus
potentially low quality.
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Figure B.14: Same as Figure 3.3, but for McKnight2016-MNase-invivo-WT-log-80 (A-D) and McKnight2015-
MNase-invivo-WT-log-50 (E-H).
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Figure B.15: Same as Figure 3.5, but for McKnight2016-MNase-invivo-WT-log-80 (A-D) and McKnight2015-
MNase-invivo-WT-log-50 (E-H).
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Figure B.16: Same as Figure 3.6, but for McKnight2015-MNase-invivo-WT-log-50.
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Figure B.17: Histone turnover rate [70] aligned at TSS and averaged over the five quintiles of genes as
in Figure 3.6 for (A) McKnight2016-MNase-invivo-WT-log-80 and in Figure B.16 for (B) McKnight2015-
MNase-invivo-WT-log-50.
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Figure B.18: Same as Figure 3.7, but for McKnight2015-MNase-invivo-WT-log-50.
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Figure B.19: Tuning up chemical potential resulted in more evident oscillating pattern in average nucleosome
occupancy at TSS. (A) Nucleosome-positioning energy obtained from Model GC+SR+polyA trained on
Zhang-MNase-invitro-salt was kept the same, but chemical potential was tuned up such that the nucleosome
number was about 65000. This “tuned” nucleosome occupancy was shown at TSS (red curve), in comparison
with observed (blue curve) and predicted (green curve) nucleosome occupancy by Model GC+SR+polyA. (B)
Same as (A), but for McKnight2016-MNase-invivo-WT-log-80. The data were standardized to have mean 0
and standard deviation 1, in order to facilitate visual comparison of the oscillating patterns.
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B.3 Supplementary Tables
Table B.1: Estimated nucleosome number using Equation 3.1 in the main text. We used Equation 3.1 in the
main text to estimate n1, after filtering out outlier regions with extremely high occupancy or long stretches
of zero occupancy. Nucleosome number was then estimated to be N =
∑
i n1(i). The filtering resulted in
a disjoint set of “good regions”. The estimated N was then divided by the fraction of “good regions” to
obtain an estimate for nucleosome number in the entire genome. Locke et al. [77] performed a Gaussian
smoothing of the raw count data n˜1 beforehand, with standard deviation (std) of 2 or 20 bps. To match
what was done in Locke et al., we listed the results either with (std = 2 and std = 20) or without (std =
0) Gaussian smoothing. The dataset McKnight2015-MNase-invivo-WT-log-80 (colored gray) had very low
alignment rate (39%) and coverage (1.25), and thus potentially low quality.
N
std=0 std=2 std=20
Zhang-MNase-invitro-ACF 33812 33959 35298
Zhang-MNase-invitro-salt 30858 30903 31722
Kaplan-MNase-invitro-salt 24792 24882 25483
McKnight2016-MNase-invivo-WT-log-80 33352 33397 33692
McKnight2015-MNase-invivo-WT-log-50 32125 32137 32365
McKnight2015-MNase-invivo-WT-log-80 15451 15473 15747
Kaplan-MNase-invivo-WT 25425 25469 25777
Ocampo-MNase-invivo-WT 32104 32214 32942
Brogaard-chemical-invivo-WT 32356 32456 32985
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Table B.2: CEM learned parameters for Model GC+SR on three in-vitro datasets, where templates βˆα,j
were calculated from identified nucleosomes in each dataset respectively. See main text for details. See
Appendix B.1.4 for explanation of dataset labels. The convergence criteria used for σA/T, σG/C, µG/C, and
u0 were 0.001, 0.001, 0.001, and 0.01, respectively. Thus the results were shown to respective decimal points.
0.0 means that the learned parameter was smaller than 0.0005.
σA/T σG/C µG/C u0
Zhang-MNase-invitro-ACF 0.047 0.0 -0.131 13.22
Kaplan-MNase-invitro-salt 0.019 0.073 -0.137 13.04
Zhang-MNase-invitro-salt 0.032 0.040 -0.158 12.68
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Table B.3: Same as Table 3.1 and Table B.2, except that Model GC was used for CEM, and a similar linear
model that depends only on GC was used for LM. See Appendix B.1.4 for explanation of dataset labels. The
convergence criteria used for µG/C and u0 were 0.001 and 0.01, respectively. Thus the results were shown to
respective decimal points.
Zhang-MNase-invitro-ACF Kaplan-MNase-invitro-salt Zhang-MNase-invitro-salt
LM
r 0.673 0.721 0.568
N 49384 36646 52760
CEM
r 0.775 0.729 0.589
N 21476 29461 43098
µG/C -0.125 -0.133 -0.151
u0 12.91 12.58 12.20
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Table B.4: CEM learned parameters and predicted nucleosome number (N) for Model GC, GC+SR, and
GC+SR+polyA on three in-vitro datasets, where templates βˆα,j were constructed by combining average
nucleotide frequencies of nucleosomes detected by MNase-seq [93] and chemical cleavage [21] (Figure B.8).
See Appendix B.1.4 for explanation of dataset labels. The convergence criteria used for σA/T, σG/C, µG/C,
u0, and µpolyA were 0.001, 0.001, 0.001, 0.01, and 0.001, respectively. Thus the results were shown to
respective decimal points. 0.0 means that the learned parameter was smaller than 0.0005. nan means that
the model did not involve the parameter.
σA/T σG/C µG/C u0 µpolyA N
Zhang-MNase-invitro-ACF, GC nan nan -0.125 12.91 nan 21475
Zhang-MNase-invitro-ACF, GC+SR 0.015 0.0 -0.166 15.19 nan 22670
Zhang-MNase-invitro-ACF, GC+SR+polyA 0.016 0.0 -0.181 15.98 0.011 22965
Kaplan-MNase-invitro-salt, GC nan nan -0.133 12.58 nan 29460
Kaplan-MNase-invitro-salt, GC+SR 0.001 0.031 -0.137 12.87 nan 29134
Kaplan-MNase-invitro-salt, GC+SR+polyA 0.001 0.056 -0.135 12.67 0.067 27549
Zhang-MNase-invitro-salt, GC nan nan -0.151 12.20 nan 43097
Zhang-MNase-invitro-salt, GC+SR 0.016 0.055 -0.165 13.15 nan 42050
Zhang-MNase-invitro-salt, GC+SR+polyA 0.022 0.072 -0.199 14.86 0.071 41480
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Table B.5: Same as Table 3.1 and Table B.2, but for various in-vivo datasets. Note that the dataset
McKnight2015-MNase-invivo-WT-log-80 (colored gray) had very low alignment rate (39%) and coverage
(1.25), and thus potentially low quality. See Appendix B.1.4 for explanation of dataset labels. The conver-
gence criteria used for σA/T, σG/C, µG/C, and u0 were 0.001, 0.001, 0.001, and 0.01, respectively. Thus the
results were shown to respective decimal points. 0.0 means that the learned parameter was smaller than
0.0005. n.c. stands for no convergence within 1000 iterations.
LM CEM
r N r N σA/T σG/C µG/C u0
McKnight2016-
MNase-invivo-WT-
log-80
0.304 34848 0.361 56623 0.124 0.042 -0.232 15.19
McKnight2015-
MNase-invivo-WT-
log-50
0.316 32095 0.359 53581 0.125 0.045 -0.184 13.27
McKnight2015-
MNase-invivo-WT-
log-80
0.670 35999 0.709 26056 0.072 0.0 -0.261 20.55
Kaplan-MNase-
invivo-WT
0.604 30353 0.612 36609 0.032 0.040 -0.183 14.81
Ocampo-MNase-
invivo-WT
0.552 31852 0.561 36238 0.096 0.050 -0.126 12.02
Brogaard-chemical-
invivo-WT
0.291 30752 n.c.
160
Table B.6: Same as Table 3.2, but for various in-vivo datasets. Note that the dataset McKnight2015-MNase-
invivo-WT-log-80 (colored gray) had very low alignment rate (39%) and coverage (1.25), and thus potentially
low quality. See Appendix B.1.4 for explanation of dataset labels. n.c. stands for no convergence within
1000 iterations.
r(data, prediction) Partial correlation
Model
GC
Model
GC+SR
Model
GC+SR+polyA
SR polyA
McKnight2016-
MNase-invivo-WT-
log-80
0.327 0.348 0.369 0.131 0.131
McKnight2015-
MNase-invivo-WT-
log-50
0.309 0.341 0.376 0.154 0.168
McKnight2015-
MNase-invivo-WT-
log-80
0.703 0.712 0.713 0.174 0.045
Kaplan-MNase-
invivo-WT
0.593 0.610 0.622 0.172 0.160
Ocampo-MNase-
invivo-WT
0.554 0.554 0.567 0.022 0.149
Brogaard-chemical-
invivo-WT
n.c. 0.278 n.c. n.c. n.c.
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Table B.7: Same as Table B.4, but for various in-vivo datasets. Note that the dataset McKnight2015-MNase-
invivo-WT-log-80 (colored gray) had very low alignment rate (39%) and coverage (1.25), and thus potentially
low quality. See Appendix B.1.4 for explanation of dataset labels. The convergence criteria used for σA/T,
σG/C, µG/C, u0, and µpolyA were 0.001, 0.001, 0.001, 0.01, and 0.001, respectively. Thus the results were
shown to respective decimal points. 0.0 means that the learned parameter was smaller than 0.0005. nan
means that the model did not involve the parameter. n.c. stands for no convergence within 1000 iterations.
σA/T σG/C µG/C u0 µpolyA N
McKnight2016-MNase-invivo-WT-log-80, GC nan nan -0.373 21.06 nan 59536
McKnight2016-MNase-invivo-WT-log-80, GC+SR 0.082 0.0 -0.224 14.39 nan 56091
McKnight2016-MNase-invivo-WT-log-80,
GC+SR+polyA
0.092 0.0 -0.186 12.21 0.089 54562
McKnight2015-MNase-invivo-WT-log-50, GC nan nan -0.359 20.45 nan 59097
McKnight2015-MNase-invivo-WT-log-50, GC+SR 0.109 0.0 -0.237 15.56 nan 54434
McKnight2015-MNase-invivo-WT-log-50,
GC+SR+polyA
0.096 0.0 -0.104 8.68 0.089 49137
McKnight2015-MNase-invivo-WT-log-80, GC
nan nan -0.216 17.89 nan 24841
McKnight2015-MNase-invivo-WT-log-80, GC+SR
0.047 0.032 -0.272 21.14 nan 26421
McKnight2015-MNase-invivo-WT-log-80,
GC+SR+polyA
0.054 0.037 -0.314 23.50 0.014 27222
Kaplan-MNase-invivo-WT, GC nan nan -0.015 6.01 nan 27925
Kaplan-MNase-invivo-WT, GC+SR 0.034 0.0 -0.177 14.44 nan 36164
Kaplan-MNase-invivo-WT, GC+SR+polyA 0.035 0.0 -0.153 13.00 0.050 34947
Ocampo-MNase-invivo-WT, GC nan nan -0.125 11.38 nan 36921
Ocampo-MNase-invivo-WT, GC+SR 0.006 0.0 -0.125 11.40 nan 37044
Ocampo-MNase-invivo-WT, GC+SR+polyA 0.009 0.0 -0.218 16.13 0.081 38333
Brogaard-chemical-invivo-WT, GC nan nan n.c. n.c. nan n.c.
Brogaard-chemical-invivo-WT, GC+SR 0.011 0.0 -0.135 12.49 nan 31518
Brogaard-chemical-invivo-WT, GC+SR+polyA n.c. n.c. n.c. n.c. n.c. n.c.
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Appendix C: Detailed solution of the
direct and inverse problems of the
1-dimensional hard-rod model
In this Appendix, we provide a step-by-step solution of the direct and inverse problems of the 1-dimensional
hard-rod model (Appendix B.1.1). We follow the derivation in [162], but fill in various gaps therein.
Assume we have a chromosome of length L, with coordinates i = 1, 2, . . . , L. The nucleosome is of size a,
where a is fixed and known. When nucleosomes are positioned in the chromosome, there will be two energy
terms contributing to the total energy of the system. To set the language, we say a nucleosome binds site i
when a nucleosome occupies i, i+ 1, . . . , i+ a− 1. The two energy terms are as follows.
1-body energy: u(i) is the positioning energy of a nucleosome occupying i, i + 1, . . . , i + a − 1. At the
boundary, we impose u(i) =∞ for i < 1 or i > L− a+ 1.
2-body energy: φ(i, j) is the nearest-neighbor interaction energy between a nucleosome bound at site
i and a neighboring nucleosome bound at site j (j ≥ i). Since we use hard-core interaction, we have
φ(i, j) =∞, j < i+ a and φ(i, j) = 0, j ≥ i+ a.
C.1 Direct problem
We can write down the canonical partition function for a system with N nucleosomes:
QN =
L∑
i1,i2,...,iN=1
e−βu(i1)e−βφ(i1,i2)e−βu(i2) · · · e−βφ(iN−1,iN )e−βu(iN ).
Note that all invalid configurations will have 0 weight automatically due to the definitions of u and φ. Also
note that there is no 1/N ! factor; because in this system all particles can be distinguished by their order in
the lattice.
We simplify the notation by introducing the following matrices:
〈k | e | l〉 = e−βu(k)δkl,
〈k |w | l〉 = e−βφ(k,l),
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where |k〉 is a column vector of dimension L, with 1 at the k-th entry and 0 elsewhere.
We thus have
QN =
L∑
i1,i2,...,iN=1
〈i1 | e | i1〉 〈i1 |w | i2〉 〈i2 | e | i2〉 · · · 〈iN−1 |w | iN 〉 〈iN | e | iN 〉
=
L∑
i1,i2,...,iN=1
〈i1 | ew | i2〉 〈i2 | ew | i3〉 · · · 〈iN−1 | ew | iN 〉 〈iN | e | iN 〉
=
∑
i1,iN
〈
i1
∣∣ (ew)N−1 ∣∣ iN〉 〈iN | e | iN 〉
=
∑
i1,iN
〈
i1
∣∣ (ew)N−1e ∣∣ iN〉
=
〈
J
∣∣ (ew)N−1e ∣∣ J〉 .
(C.1)
In the second and the fourth lines we used
〈i | ew | j〉 =
L∑
k=1
〈i | e | k〉 〈k |w | j〉 = 〈i | e | i〉 〈i |w | j〉 .
In the third line we used
L∑
i=1
|i〉 〈i| = I.
In the last line we defined |J〉 as a L dimensional column vector with 1 at each entry, and used
〈
J
∣∣ (ew)N−1e ∣∣ J〉 = L∑
i,j=1
〈J | i〉 〈i ∣∣ (ew)N−1e ∣∣ j〉 〈j | J〉 = L∑
i,j=1
〈
i
∣∣ (ew)N−1e ∣∣ j〉 ,
since 〈J | i〉 = 〈i | J〉 = 1, i = 1, 2, . . . , L.
By far we have:
QN =
〈
J
∣∣ (ew)N−1e ∣∣ J〉 , N ≥ 1,
QN = 1, N = 0.
(C.2)
(C.3)
We can now write down the grand canonical partition function, where we allow the particle number to
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vary:
Ξ = 1 +
∞∑
N=1
QNe
βµN
= 1 +
∞∑
N=1
〈
J
∣∣ (ew)N−1e ∣∣ J〉 eβµN
= 1 +
∞∑
N=1
〈
J
∣∣ (zw)N−1z ∣∣ J〉
= 1 +
∞∑
M=1
〈
J
∣∣ (zw)Mz ∣∣ J〉
= 1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉 .
(C.4)
In the first line we used the fact that all configurations with N > Nmax automatically have 0 weight due to
the definitions of u and φ. In the third line we defined
〈k | z | l〉 = eβ(µ−u(k))δkl.
The last line can be checked as follows:
[
∞∑
N=0
(zw)N ](I − zw) =
∞∑
N=0
(zw)N −
∞∑
N=0
(zw)Nzw
=
∞∑
N=0
(zw)N −
∞∑
N=0
(zw)N+1
=
∞∑
N=0
(zw)N −
∞∑
N=1
(zw)N
= I.
(C.5)
Similarly, (I − zw)[∑∞N=0(zw)N ] = I. So ∑∞N=0(zw)N = (I − zw)−1.
Therefore:
Ξ = 1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉 . (C.6)
We now calculate the 1-particle distribution function. We first prove
n1(i) =
ζ(i)
Ξ
δΞ
δζ(i)
,
where ζ(i) = eβ(µ−u(i)) and thus 〈i | z | j〉 = ζ(i)δij .
Let’s consider the canonical 1-particle distribution function ρ
(N)
1 (i) for now. We have a system with N
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particles. By definition, ρ
(N)
1 (i) is the probability of finding a particle bound at site i. So we need to sum up
the probability weights of all configurations with a particle bound at site i, and then divide by the canonical
partition function. Notice that the particle bound at site i could be the 1st, 2nd, ..., the N -th particle in
the system. We thus have
ρ
(N)
1 (i) =
1
QN

L∑
i2,i3,...,iN=1
〈i | e | i〉 〈i |w | i2〉 〈i2 | e | i2〉 · · · 〈iN−1 |w | iN 〉 〈iN | e | iN 〉
+
L∑
i1,i3,...,iN=1
〈i1 | e | i1〉 〈i1 |w | i〉 〈i | e | i〉 〈i |w | i3〉 · · · 〈iN−1 |w | iN 〉 〈iN | e | iN 〉
+ . . .
+
L∑
i1,i2,...,iN−1,i=1
〈i1 | e | i1〉 〈i1 |w | i2〉 〈i2 | e | i2〉 · · · 〈iN−1 |w | i〉 〈i | e | i〉

=
1
QN
{〈
i
∣∣ (ew)N−1e ∣∣ J〉+ 〈J | ew | i〉 〈i ∣∣ (ew)N−2e ∣∣ J〉+ . . .+ 〈J ∣∣ (ew)N−1e ∣∣ i〉} .
(C.7)
The grand canonical 1-particle distribution function can be obtained by
n1(i) =
1
Ξ
∞∑
N=1
ρ
(N)
1 (i)QNe
βµN
=
1
Ξ
∞∑
N=1
1
QN
{〈
i
∣∣ (ew)N−1e ∣∣ J〉+ 〈J | ew | i〉 〈i ∣∣ (ew)N−2e ∣∣ J〉+ . . .+ 〈J ∣∣ (ew)N−1e ∣∣ i〉}QNeβµN
=
1
Ξ
∞∑
N=1
{〈
i
∣∣ (zw)N−1z ∣∣ J〉+ 〈J | zw | i〉 〈i ∣∣ (zw)N−2z ∣∣ J〉+ . . .+ 〈J ∣∣ (zw)N−1z ∣∣ i〉} .
(C.8)
We keep this equation in mind. Now we consider
δΞ
δζ(i)
=
δ
δζ(i)
{
1 +
∞∑
N=1
〈
J
∣∣ (zw)N−1z ∣∣ J〉}
=
∞∑
N=1
〈
J
∣∣∣∣ δδζ(i) (zw)N−1z
∣∣∣∣ J〉 .
(C.9)
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Since there are N z’s, we get N terms by differentiation.
δΞ
δζ(i)
=
∞∑
N=1
{〈
J
∣∣∣∣ ( δδζ(i)zw)(zw)N−2z
∣∣∣∣ J〉
+
〈
J
∣∣∣∣ zw( δδζ(i)zw)(zw)N−3z
∣∣∣∣ J〉
+ . . .
+
〈
J
∣∣∣∣ (zw)N−1 δδζ(i)z
∣∣∣∣ J〉} .
(C.10)
Notice that 〈
k
∣∣∣∣ δδζ(i)z
∣∣∣∣ l〉 = δδζ(i) 〈k | z | l〉 = δδζ(i)ζ(k)δkl = δikδkl.
Now we can check each term in the equation above. For example,
1st term =
〈
J
∣∣∣∣ ( δδζ(i)zw)(zw)N−2z
∣∣∣∣ J〉
=
〈
J
∣∣∣∣ ( δδζ(i)z)w(zw)N−2z
∣∣∣∣ J〉
=
∑
k,l
〈J | k〉
〈
k
∣∣∣∣ δδζ(i)z
∣∣∣∣ l〉〈l ∣∣w(zw)N−2z ∣∣ J〉
=
∑
k,l
〈J | k〉 δikδkl
〈
l
∣∣w(zw)N−2z ∣∣ J〉
= 〈J | i〉 〈i ∣∣w(zw)N−2z ∣∣ J〉
=
〈
i
∣∣w(zw)N−2z ∣∣ J〉 (〈J | i〉 = 1)
=
1
ζ(i)
〈i | z | i〉 〈i ∣∣w(zw)N−2z ∣∣ J〉
=
1
ζ(i)
〈
i
∣∣ zw(zw)N−2z ∣∣ J〉
=
1
ζ(i)
〈
i
∣∣ (zw)N−1z ∣∣ J〉
=
1
ζ(i)
1st term in Equation C.8 .
(C.11)
Other terms can be similarly checked. We thus have:
n1(i) =
ζ(i)
Ξ
δΞ
δζ(i)
. (C.12)
167
Now we calculate the 1-particle distribution function using the equation above.
n1(i) =
ζ(i)
Ξ
δΞ
δζ(i)
=
ζ(i)
Ξ
δ
δζ(i)
(
1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉)
=
ζ(i)
Ξ
〈
J
∣∣∣∣ δδζ(i) ((I − zw)−1z)
∣∣∣∣ J〉
=
ζ(i)
Ξ
(〈
J
∣∣∣∣ δδζ(i) ((I − zw)−1) z
∣∣∣∣ J〉+〈J ∣∣∣∣ (I − zw)−1 δδζ(i)z
∣∣∣∣ J〉) .
(C.13)
We have
δ
δζ(i)
(I − zw)−1 = −(I − zw)−1 δ(I − zw)
δζ(i)
(I − zw)−1
= (I − zw)−1 δz
δζ(i)
w(I − zw)−1,
(C.14)
where we have used δA
−1
δα = −A−1 δAδαA−1, which can be easily seen by differentiating both sides of A−1A = I.
Here A is any invertible matrix and α is any scalar.
Therefore,
n1(i) =
ζ(i)
Ξ
〈
J
∣∣∣∣ (I − zw)−1 δzδζ(i)w(I − zw)−1z + (I − zw)−1 δzδζ(i)
∣∣∣∣ J〉
=
ζ(i)
Ξ
〈
J
∣∣∣∣ (I − zw)−1 δzδζ(i) (w(I − zw)−1z + I)
∣∣∣∣ J〉
=
ζ(i)
Ξ
〈
J
∣∣∣∣ (I − zw)−1 δzδζ(i) (I − wz)−1
∣∣∣∣ J〉
=
ζ(i)
Ξ
∑
k,l
〈
J
∣∣ (I − zw)−1 ∣∣ k〉〈k ∣∣∣∣ δzδζ(i)
∣∣∣∣ l〉〈l ∣∣ (I − wz)−1 ∣∣ J〉
=
ζ(i)
Ξ
∑
k,l
〈
J
∣∣ (I − zw)−1 ∣∣ k〉 δikδkl 〈l ∣∣ (I − wz)−1 ∣∣ J〉
=
ζ(i)
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉
=
1
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i | z | i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉 .
(C.15)
In the 3rd line we have used
w(I − zw)−1z + I = w
∞∑
N=0
(zw)Nz + I =
∞∑
N=0
wz(wz)N + I =
∞∑
N=0
(wz)N = (I − wz)−1.
In summary,
n1(i) =
1
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i | z | i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉 . (C.16)
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Note that the calculations above do not depend on the specific form of the nearest-neighbor interaction
φ or the matrix w. So the result is generic for any form of nearest-neighbor interaction.
C.2 Recursive solution for the direct problem
The calculation of n1 requires matrix calculations of dimension L. When L is large, the calculation might be
expensive. For the special case of the hard-core interaction, a recursive relation exists for efficient calculation
of n1. However, if the interaction is not hard-core, such a recursive relation might not exist, in which case we
have to perform the matrix calculations explicitly. Note that 1) if a genome-wide calculation is not possible,
one might still be able to perform the calculation in short fragments (e.g., 10kb) and then try to combine
results from different windows; 2) since z and w are sparse (almost diagonal), tricks might exist to speed up
the calculations.
Below we derive the recursive relation for the case of hard-core interaction. Recall that
Ξ = 1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉 ,
n1(i) =
1
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i | z | i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉 .
Define
Ξfi =
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 ,
Ξri =
〈
i
∣∣ (I − wz)−1 ∣∣ J〉 .
Proposition C.2.1 Ξfi = Ξ
f
i−1 + Ξ
f
i−aζ(i− a) for i > a, Ξfi = 1 for i ≤ a.
Proof Using the definition,
Ξfi =
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ i〉
= 1 +
∞∑
N=1
〈
J
∣∣ (zw)N−1zw ∣∣ i〉
= 1 +
L∑
j=1
∞∑
N=1
〈
J
∣∣ (zw)N−1 ∣∣ j〉 〈j | zw | i〉 .
(C.17)
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Note that
〈j | zw | i〉 =
L∑
k=1
〈j | z | k〉 〈k |w | i〉
=
L∑
k=1
ζ(j)δjkΘ(i− k − a)
= ζ(j)Θ(i− j − a),
(C.18)
where Θ(i) = 1, i ≥ 0; Θ(i) = 0, i < 0 is the Heaviside step function, and we have used 〈k |w | i〉 = e−βφ(k,i) =
0, i < k + a; 〈k |w | i〉 = 1, i ≥ k + a, so 〈k |w | i〉 = Θ(i− k − a), for hard-core interaction.
Now,
Ξfi = 1 +
L∑
j=1
∞∑
N=1
〈
J
∣∣ (zw)N−1 ∣∣ j〉 ζ(j)Θ(i− j − a)
= 1 +
i−a∑
j=1
∞∑
N=1
〈
J
∣∣ (zw)N−1 ∣∣ j〉 ζ(j)
= 1 +
i−a∑
j=1
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ j〉 ζ(j).
(C.19)
Therefore,
Ξfi−1 = 1 +
i−1−a∑
j=1
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ j〉 ζ(j).
So
Ξfi = Ξ
f
i−1 +
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ i− a〉 ζ(i− a) = Ξfi−1 + Ξfi−aζ(i− a).
The calculations above require i > a. For i ≤ a, Ξfi =
∑∞
N=0
〈
J
∣∣ (zw)N ∣∣ i〉 = 1 + 〈J | zw | i〉 + . . .. But we
have 〈J | zw | i〉 = ∑Lk=1 〈J | z | k〉 〈k |w | i〉. For 〈k |w | i〉 to be nonzero, we need k ≤ i − a ≤ 0, which will
automatically render 〈J | z | k〉 = 0. So Ξfi = 1, i ≤ a.
The recursive relation can be physically understood. We interpret Ξfi as the partition function such
that no particle is bound at sites j > i − a, i.e., sites j ≥ i are not occupied by any particle. Then the
allowed configurations can be divided into 1) configurations that have a particle bound at site i− a; and 2)
configurations that do not have a particle bound at site i− a. The partition function for 1) is Ξfi−aζ(i− a),
since the particle bound at site i−a contributes ζ(i−a); and other particles can be bound only at j ≤ i−2a,
which gives Ξfi−a. The partition function for 2) is Ξ
f
i−1; because we should have no particle bound at sites
j > i− a− 1 in this case. Using this interpretation, it is also easy to understand Ξfi = 1, i ≤ a. The reason
is that, if no particle is bound at sites j > i − a and i − a ≤ 0, then there is no particle at all. So we find
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the system at empty state with probability 1.
The partial partition function Ξfi is related to the full partition function Ξ by the following proposition.
Proposition C.2.2 Ξ = ΞfL+a
Proof
Ξ = 1 +
∞∑
N=0
〈
J
∣∣ (zw)Nz ∣∣ J〉
= 1 +
L∑
j=1
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ j〉 〈j | z | J〉
= 1 +
L∑
j=1
∞∑
N=0
〈
J
∣∣ (zw)N ∣∣ j〉 ζ(j)
= ΞfL+a.
(C.20)
This proposition can also be physically understood. The full partition function Ξ is the partition function
such that no particle is bound at sites j > L = L+ a− a, which is ΞfL+a.
Similar relations can also be established for Ξri , given by the following propositions.
Proposition C.2.3 Ξri = Ξ
r
i+1 + Ξ
r
i+aζ(i+ a) for i ≤ L− a; Ξri = 1 for i > L− a.
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Proof
Ξri =
〈
i
∣∣ (I − wz)−1 ∣∣ J〉
=
∞∑
N=0
〈
i
∣∣ (wz)N ∣∣ J〉
= 1 +
∞∑
N=1
〈
i
∣∣wz(wz)N−1 ∣∣ J〉
= 1 +
L∑
j=1
∞∑
N=1
〈i |wz | j〉 〈j ∣∣ (wz)N−1 ∣∣ J〉
= 1 +
L∑
j=1
∞∑
N=1
Θ(j − i− a)ζ(j) 〈j ∣∣ (wz)N−1 ∣∣ J〉
= 1 +
L∑
j=i+a
∞∑
N=1
ζ(j)
〈
j
∣∣ (wz)N−1 ∣∣ J〉
= 1 +
L∑
j=i+a
∞∑
N=0
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉
= 1 +
L∑
j=i+a+1
∞∑
N=0
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉+ ∞∑
N=0
ζ(i+ a)
〈
i+ a
∣∣ (wz)N ∣∣ J〉
= Ξri+1 + Ξ
r
i+aζ(i+ a),
(C.21)
where we have used
〈i |wz | j〉 =
L∑
k=1
〈i |w | k〉 〈k | z | j〉 =
L∑
k=1
Θ(k − i− a)δkjζ(k) = Θ(j − i− a)ζ(j).
For i > L− a, Ξri =
∑∞
N=0
〈
i
∣∣ (wz)N ∣∣ J〉 = 1 + 〈i |wz | J〉+ . . .. But 〈i |wz | J〉 = ∑Lk=1 〈i |w | k〉 〈k | z | J〉.
For 〈i |w | k〉 to be nonzero, we need k ≥ i + a > L, which automatically renders 〈k | z | J〉 = 0. So
Ξri = 1, i > L− a.
Proposition C.2.4 Ξ = Ξr1−a.
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Proof
Ξ = 1 +
∞∑
N=0
〈
J
∣∣ (zw)Nz ∣∣ J〉
= 1 +
∞∑
N=1
〈
J
∣∣ zw(zw)N−1z ∣∣ J〉+ 〈J | z | J〉
= 1 +
L∑
j=1
∞∑
N=1
〈J | z | j〉 〈j ∣∣w(zw)N−1z ∣∣ J〉+ 〈J | z | J〉
= 1 +
L∑
j=1
∞∑
N=1
ζ(j)
〈
j
∣∣w(zw)N−1z ∣∣ J〉+ 〈J | z | J〉
= 1 +
L∑
j=1
∞∑
N=1
ζ(j)
〈
j
∣∣ (wz)N−1wz ∣∣ J〉+ 〈J | z | J〉
= 1 +
L∑
j=1
∞∑
N=1
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉+ 〈J | z | J〉
= 1 +
L∑
j=1
( ∞∑
N=0
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉− ζ(j) 〈j | I | J〉)+ 〈J | z | J〉
= 1 +
L∑
j=1
∞∑
N=0
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉+ 〈J | z | J〉 − L∑
j=1
ζ(j) 〈j | I | J〉
= 1 +
L∑
j=1
∞∑
N=0
ζ(j)
〈
j
∣∣ (wz)N ∣∣ J〉+ 0
= Ξr1−a,
(C.22)
where we have used
L∑
j=1
ζ(j) 〈j | I | J〉 =
L∑
j=1
ζ(j) =
L∑
i,j=1
ζ(j)δij =
L∑
i,j=1
〈i | z | j〉 = 〈J | z | J〉 .
Again, we can interpret these relations as follows. We understand Ξri as the partition function such that
no particle is bound at sites j < i + a. The allowed configurations can be divided into 1) configurations
with a particle bound at site i+ a, which give contribution Ξri+aζ(i+ a), since other particles can start only
from sites j ≥ i + 2a; and 2) configurations with no particle binding at site i + a, which give contribution
Ξri+1, since we should have no particle bound at sites j < i+ a+ 1 in this case. Moreover, when i > L− a,
the partition function becomes the partition function such that no particle is bound at sites j < i+ a. But
i+ a > L. So that means no particle is bound at sites j ≤ L. Thus the system is found at empty state with
probability 1. So Ξri = 1 for i > L− a. Finally, the full partition function is the partition function such that
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no particle is bound at sites j < 1 = 1− a+ a, which is Ξr1−a.
In summary,
Ξfi =

Ξfi−1 + Ξ
f
i−aζ(i− a), i > a;
1, i ≤ a.
(C.23)
Ξri =

Ξri+1 + Ξ
r
i+aζ(i+ a), i ≤ L− a;
1, i > L− a.
(C.24)
Ξ = ΞfL+a = Ξ
r
1−a. (C.25)
n1(i) =
Ξfi ζ(i)Ξ
r
i
Ξ
. (C.26)
In practice, one should work in the log space to avoid numerical instabilities. We define
Fi = ln Ξ
f
i ,
Ri = ln Ξ
r
i .
(C.27)
(C.28)
We have
Fi =

Fi−1 + ln
(
1 + eFi−a−Fi−1+β(µ−u(i−a))
)
, i > a;
0, i ≤ a.
(C.29)
Ri =

Ri+1 + ln
(
1 + eRi+a−Ri+1+β(µ−u(i+a))
)
, i ≤ L− a;
0, i > L− a.
(C.30)
ln Ξ = FL+a = R1−a. (C.31)
n1(i) = e
Fi+Ri+β(µ−u(i))−ln Ξ. (C.32)
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C.3 Solution of the inverse problem based on the recursive
relation
Now we try to solve u in terms of n1. We will use the recursive relations developed above to solve the inverse
problem. Although we start from the recursive solutions, the end result will be a nice closed form without
recursive calculations.
We take the approach in Supplementary Information section 1.3 in [86]. A slightly different approach is
described in [77]. The goal is to solve the partial partition functions Ξfi and Ξ
r
i in terms of n1(i). So we
need to somehow make n1 appear in the recursive relations of the partial partition functions.
For i > a,
Ξfi = Ξ
f
i−1 + Ξ
f
i−aζ(i− a)
= Ξfi−1
(
1 +
Ξfi−aζ(i− a)Ξri−aΞ
Ξfi−1Ξ
r
i−aΞ
)
= Ξfi−1
(
1 +
n1(i− a)
ξfi
)
,
(C.33)
where
ξfi =
Ξfi−1Ξ
r
i−a
Ξ
, i > a.
Similarly, for i ≤ L− a,
Ξri = Ξ
r
i+1 + Ξ
r
i+aζ(i+ a)
= Ξri+1
(
1 +
Ξri+aζ(i+ a)Ξ
f
i+aΞ
Ξri+1Ξ
f
i+aΞ
)
= Ξri+1
(
1 +
n1(i+ a)
ξri
)
,
(C.34)
where
ξri =
Ξri+1Ξ
f
i+a
Ξ
, i ≤ L− a,
and
ξri = ξ
f
i+a+1, i ≤ L− a.
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We proceed by considering
ξfi+1 − ξfi =
1
Ξ
(
Ξfi Ξ
r
i−a+1 − Ξfi−1Ξri−a
)
=
1
Ξ
(
Ξfi Ξ
r
i−a+1 − Ξfi Ξri−a + Ξfi Ξri−a − Ξfi−1Ξri−a
)
=
1
Ξ
[
Ξfi (Ξ
r
i−a+1 − Ξri−a) + Ξri−a(Ξfi − Ξfi−1)
]
=
1
Ξ
(
−Ξfi Ξri−a+1
n1(i)
ξri−a
+ Ξri−aΞ
f
i−1
n1(i− a)
ξfi
)
= −Ξ
f
i Ξ
r
i−a+1
Ξ
n1(i)
ξri−a
+
Ξri−aΞ
f
i−1
Ξ
n1(i− a)
ξfi
= n1(i− a)− n1(i).
(C.35)
Notice that the derivation above is valid only when i > a.
By recursively using the relation above, we get
ξfi = ξ
f
i − ξfi−1 + ξfi−1 − ξfi−2 + ξfi−2 − . . .− ξfa+1 − ξfa+1
= n1(i− 1− a)− n1(i− 1) + n1(i− 2− a)− n1(i− 2) + . . .+ n1(1)− n1(a+ 1) + ξfa+1
=
i−1−a∑
j=1
n1(j)−
i−1∑
j=a+1
n1(j) + ξ
f
a+1
=
a∑
j=1
n1(j)−
i−1∑
j=i−a
n1(j) + ξ
f
a+1
=
 a∑
j=1
n1(j) + ξ
f
a+1
−O(i− 1)
=
(
O(a) + ξfa+1
)
−O(i− 1),
(C.36)
where we have defined
O(i− 1) =
i−1∑
j=i−a
n1(j).
O(i) is the probability of site i being occupied by some nucleosome. So it is occupancy.
Now we claim that
O(a) + ξfa+1 = 1.
First this is easily understood physically. O(a) is the probability of site a being occupied. ξfa+1 =
ΞfaΞ
r
1
Ξ =
Ξr1
Ξ
(remember that Ξfi = 1, i ≤ a ) is the probability that no particle is bound at sites j < a+ 1, which is equal
to the probability of site a being unoccupied. So O(a)+ξfa+1 = 1 must hold. We can also check this equality
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explicitly.
O(a) =
a∑
j=1
n1(j)
=
a∑
j=1
Ξfj ζ(j)Ξ
r
j
Ξ
=
a∑
j=1
ζ(j)Ξrj
Ξ
(Ξfi = 1, i ≤ a).
(C.37)
So we need only to check
a∑
j=1
ζ(j)Ξrj + Ξ
r
1 = Ξ = Ξ
r
1−a,
which holds because
Ξr1−a = Ξ
r
2−a + Ξ
r
1ζ(1)
= Ξr3−a + Ξ
r
1ζ(1) + Ξ
r
2ζ(2)
= · · ·
=
a∑
j=1
ζ(j)Ξrj + Ξ
r
1.
(C.38)
So by far, we have
ξfi = 1−O(i− 1), O(i− 1) =
i−1∑
j=i−a
n1(j), i > a,
and thus
ξri = ξ
f
i+a+1 = 1−O(i+ a), i ≤ L− a.
We can now iteratively solve Ξfi . For i > a,
Ξfi = Ξ
f
i−1
(
1 +
n1(i− a)
1−O(i− 1)
)
= Ξfi−2
(
1 +
n1(i− a)
1−O(i− 1)
)(
1 +
n1(i− 1− a)
1−O(i− 2)
)
= · · ·
= Ξfa
(
1 +
n1(i− a)
1−O(i− 1)
)(
1 +
n1(i− 1− a)
1−O(i− 2)
)
· · ·
(
1 +
n1(1)
1−O(a)
)
=
i−a∏
j=1
(
1 +
n1(j)
1−O(j + a− 1)
)
.
(C.39)
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Similarly, for i ≤ L− a,
Ξri = Ξ
r
i+1
(
1 +
n1(i+ a)
1−O(i+ a)
)
= · · ·
= ΞrL−a+1
(
1 +
n1(i+ a)
1−O(i+ a)
)
· · ·
(
1 +
n1(L)
1−O(L)
)
=
L∏
j=i+a
(
1 +
n1(j)
1−O(j)
)
.
(C.40)
Therefore,
Ξfi =
i−a∏
j=1
(
1 +
n1(j)
1−O(j + a− 1)
)
, i > a,
Ξri =
L∏
j=i+a
(
1 +
n1(j)
1−O(j)
)
, i ≤ L− a,
Ξ = ΞfL+a =
L∏
j=1
(
1 +
n1(j)
1−O(j + a− 1)
)
,
Ξ = Ξr1−a =
L∏
j=1
(
1 +
n1(j)
1−O(j)
)
,
(C.41)
(C.42)
(C.43)
(C.44)
where
O(i) =
i∑
j=i−a+1
n1(j). (C.45)
Notice that we have two alternative solutions for the partition function Ξ. They should be equivalent,
although explicitly checking the equality might be cumbersome.
Finally, we can get the solution for the 1-body energy u as follows. For i ≤ L− 2a,
ζ(i+ a) =
Ξri − Ξri+1
Ξri+a
=
∏L
j=i+a
(
1 + n1(j)1−O(j)
)
−∏Lj=i+a+1 (1 + n1(j)1−O(j))∏L
j=i+2a
(
1 + n1(j)1−O(j)
)
=
[∏L
j=i+a+1
(
1 + n1(j)1−O(j)
)]
n1(i+a)
1−O(i+a)∏L
j=i+2a
(
1 + n1(j)1−O(j)
)
=
 i+2a−1∏
j=i+a+1
(
1 +
n1(j)
1−O(j)
) n1(i+ a)
1−O(i+ a) .
(C.46)
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Equivalently, for i ≤ L− a,
eβ(µ−u(i)) = ζ(i) =
i+a−1∏
j=i+1
(
1 +
n1(j)
1−O(j)
) n1(i)
1−O(i) .
Thus
β(µ− u(i)) = ln n1(i)
1−O(i) +
i+a−1∑
j=i+1
ln
(
1 +
n1(j)
1−O(j)
)
= ln
n1(i)
1−O(i) − ln
(
1 +
n1(i)
1−O(i)
)
+
i+a−1∑
j=i
ln
(
1 +
n1(j)
1−O(j)
)
= ln
n1(i)
1−O(i) + n1(i) +
i+a−1∑
j=i
ln
(
1 +
n1(j)
1−O(j)
)
.
(C.47)
This is the same equation as Equation (2.16) in [162] and Equation S12 in [77].
Alternatively, we can obtain a solution for u using Ξfi . For i > 2a,
ζ(i− a) = Ξ
f
i − Ξfi−1
Ξfi−a
=
∏i−a
j=1
(
1 + n1(j)1−O(j+a−1)
)
−∏i−a−1j=1 (1 + n1(j)1−O(j+a−1))∏i−2a
j=1
(
1 + n1(j)1−O(j+a−1)
)
=
[∏i−a−1
j=1
(
1 + n1(j)1−O(j+a−1)
)]
n1(i−a)
1−O(i−1)∏i−2a
j=1
(
1 + n1(j)1−O(j+a−1)
)
=
 i−a−1∏
j=i−2a+1
(
1 +
n1(j)
1−O(j + a− 1)
) n1(i− a)
1−O(i− 1) .
(C.48)
Equivalently, for i > a,
eβ(µ−u(i)) = ζ(i) =
 i−1∏
j=i−a+1
(
1 +
n1(j)
1−O(j + a− 1)
) n1(i)
1−O(i+ a− 1) .
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Thus
β(µ− u(i)) = ln n1(i)
1−O(i+ a− 1) +
i−1∑
j=i−a+1
ln
(
1 +
n1(j)
1−O(j + a− 1)
)
= ln
n1(i)
1−O(i+ a− 1) − ln
(
1 +
n1(i)
1−O(i+ a− 1)
)
+
i∑
j=i−a+1
ln
(
1 +
n1(j)
1−O(j + a− 1)
)
= ln
n1(i)
1−O(i+ a− 1) + n1(i) +
i∑
j=i−a+1
ln
(
1 +
n1(j)
1−O(j + a− 1)
)
.
(C.49)
This is the same equation as Equation S13 in [77].
In summary,
β(µ− u(i)) = ln n1(i)
1−O(i) + n1(i) +
i+a−1∑
j=i
ln
(
1 +
n1(j)
1−O(j)
)
, i ≤ L− a,
β(µ− u(i)) = ln n1(i)
1−O(i+ a− 1) + n1(i) +
i∑
j=i−a+1
ln
(
1 +
n1(j)
1−O(j + a− 1)
)
, i > a.
(C.50)
(C.51)
C.4 Particle number
The mean particle number is given by
〈N〉 = 1
Ξ
∞∑
N=0
NQNe
βµN
=
1
Ξ
∞∑
N=0
1
β
QN
∂
∂µ
eβµN
=
1
β
1
Ξ
∂Ξ
∂µ
.
(C.52)
Using Ξ = 1 +
〈
J
∣∣ (I − zw)−1z ∣∣ J〉, a simple calculation shows that
〈N〉 =
L∑
i=1
1
Ξ
〈
J
∣∣ (I − zw)−1 ∣∣ i〉 〈i | z | i〉 〈i ∣∣ (I − wz)−1 ∣∣ J〉 = L∑
i=1
n1(i),
which is what we should expect.
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