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Zusammenfassung
In dieser Arbeit wird ein Formalismus zur implementierungs-, sprach- und repräsen-
tationsunabhängigen Beschreibung von Programmmanipulationen wie beispielsweise
Merge, Featurekomposition und Interaktionsanalyse entwickelt. Dieser soll insbeson-
dere der anwendungsnahen und wiederverwendbaren Definition von Programmanipu-
lationen dienen.
Programmmanipulationen werden auf repräsentationsunabhängige, deklarative Art
mit Mitteln der Kategorientheorie beschrieben. Auf Grundlage einer Analyse des
Text-To-Model-Frameworks EMFText werden Graphvarianten aus der algebraischen
Graphtransformationstheorie zur Programmrepräsentation ausgewählt. Diese Graph-
varianten werden anhand ihrer charakteristischen Merkmale in Graphfeatures aufge-
spalten. Auf Grundlage von Sketches, einer graphbasierten und kategorientheoreti-
schen Art der algebraischen Spezifikation, wird eine Vorgehensweise für die formale
Definition von Graphfeatures entwickelt. Diese Graphfeatures kann man auf flexible
Weise zu sprachübergreifenden graphbasierten Programmrepräsentationen kombinie-
ren. Als Anwendungen des Formalismus wurden der Merge und die Featurekomposi-
tion beschrieben.
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Notationsverzeichnis
Schreibweisen:
@x: P pxq und Dx: P pxq Quantoren; erstrecken sich möglichst weit nach rechts.
gdw. Genau dann wenn; logische Äquivalenz
R : M í N Relation R von M nach N
f : M Ñ N Funktion f von M nach N
f : M Ñ N : m ÞÑ tpmq Funktion f von M nach N mit @m PM : fpmq “ tpmq
a‚b Komposition der Relationen/Funktionen/Pfeile a und b (von
links nach rechts zu lesen)
b ˝ a Komposition der Relationen/Funktionen/Pfeile a und b (von
rechts nach links zu lesen)
R` Transitive Hülle von R
R˚ Transitiv-reflexive Hülle von R
R” Äquivalenzhülle von R
BA Menge der Funktionen/Graphhomomorphismen/Funkto-
ren/. . . von A nach B für Mengen/Graphen/Kategorien/. . .A,
B
C0 Klasse der Knoten/Objekte von Köcher C
C1 Klasse der Pfeile von Köcher C
CrA,Bs Klasse der Pfeile von A nach B in Köcher C
commpDq Diagramm D : I Ñ C kommutiert
Symbole für Klassen:
Set: Mengen; Graphs: Graphen;
Kategorien:
Symbol Objekte Pfeile Komposition
Set Set Funktionen Funktionskomposition
Graphs Graphs Graphhomomorphismen Funktionskomposition
Logi Aussagen Implikation Modus ponens
POSet Po Monotone Funktionen Funktionskomposition
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Kapitel 1
Einleitung
1.1. Motivation
In der Softwaretechnologie werden Programmtransformationen wie Merge [Buf95], Feature-
komposition [BSR04] oder Refactoring [FB99] und Programmanalysen wie Typprüfung
[Pie02] und Interaktionsanalyse [Ape+10] benutzt. Eng verknüpft mit diesem Bereich sind
auch Methodologien wie modellgetriebene, aspektorientierte oder featureorientiere Soft-
wareentwicklung und Frameworks wie das Modellierungs-Framework EMF [Ste+08] oder
das Compiler-Framework LLVM [LA04]. Da Programmtransformationen und Programm-
analysen gemeinsam haben, dass sie auf Programmen in einer Objektsprache arbeiten,
wird hier beides als Programmmanipulation zusammengefasst. In dieser Arbeit werden die
Grundlagen eines Formalismus zur Beschreibung von Programmmanipulationen gelegt. Ei-
ne solche Formalisierung kann mehreren Zwecke dienen:
• Korrektheit von Implementierungen: Ohne Formalisierung ist es schwierig,
sich selbst oder andere von der korrekten Funktionsweise oder von anderen Eigen-
schaften einer Programmmanipulation bzw. ihrer Implementierung zu überzeugen.
Deshalb kann man formale Spezifikationen benutzen, um sicherzustellen, dass eine
Programmmanipulation korrekt implementiert ist.
• Anwendungsnähe/Abstraktion: Um die korrekte Implementierung einer Pro-
grammmanipulation sicherzustellen, kann man sie in einer imperativen oder funk-
tionalen Programmiersprache implementieren, formal spezifizieren und anschließend
mit einem Theorembeweiser die Korrektheit der Implementierung beweisen. Dies hat
aber zur Folge, dass die Beschreibung der Programmmanipulation von Implementie-
rungsdetails abhängt: Die Beschreibung abstrahiert nicht von der Implementierung
der Programmmanipulation, und ebenso wenig von der Objektsprache, also der Spra-
che der manipulierten Programme. Außerdem ist sie von der gewählten Programmm-
repräsentation abhängig. Dies hat zur Folge, dass in der Beschreibung Implementie-
rungsdetails vorhanden sind, die sie komplexer machen und von der Kernidee der
Programmmanipulation ablenken. Durch mehr Abstraktion würde die Beschreibung
von solchen unwesentlichen Details befreit und somit anwendungsnäher.
• Wiederverwendbarkeit: Zudem kann man eine schwach abstrahierende Spezifika-
tion einer Programmmanipulation nicht für andere Implementierungen, Objektspra-
chen oder Programmrepräsentationen wiederverwenden, da diese mit der Beschrei-
bung verwoben sind. Man muss jede Programmmanipulation für jede Implementie-
rung, Objektsprache und Programmrepräsentation einzeln spezifizieren und imple-
mentieren. Eine abstraktere Beschreibung hätte diese Nachteile nicht und könnte
besser wiederverwendet werden.
9
Dass Formalisierung nicht nur der Korrektheit von Implementierungen, sondern auch der
Abstraktion und Anwendungsnähe der Beschreibung und der Wiederverwendbarkeit von
Beschreibung und Implementierung von Programmmanipulationen dienen kann, wurde be-
reits in einigen Forschungsansätzen gezeigt, die im Folgenden kurz erläutert werden.
Um eine Programmmanipulation unabhängig von der Implementierung zu beschreiben,
kann man sie durch deklarative oder logische Programmierung implementieren. Beispiels-
weise kann man ein „Move Method“-Refactoring, das Methoden innerhalb eines Java-
Programmes verschiebt, mithilfe von Constraint Solving deklarativ implementieren [ST09;
SP11]. Die Implementierung des Refactoring besteht dadurch im Wesentlichen aus seiner
Beschreibung, nämlich aus einer generierten logischen Formel, die mit einem Constraint-
Solver gelöst wird. Der Vorteil hiervon ist, dass die Beschreibung weniger unwesentliche
Details enthält als bei einer imperativen Implementierung und sich näher an der Anwen-
dung, also an der jeweiligen Programmmanipulation, bewegt. Außerdem ist der verwendete
Constraint-Solver generisch, was im Sinne der Wiederverwendbarkeit liegt. Eine solche de-
klarative, implementierungsunabhängige Beschreibung dient dieser Arbeit als Vorbild.
Allerdings ist auch in diesem Fall die Programmmanipulation nur für eine einzige Objekt-
sprache beschrieben. Dadurch fließen Eigenheiten der Objektsprache in die Beschreibung
ein, die von der Kernidee der Programmmanipulation ablenken und die Beschreibung ver-
komplizieren [SKP11]. Im Gegensatz dazu ist es beispielsweise für die Featurekomposition
bekannt, dass man sie im Wesentlichen sprachunabhängig implementieren kann: Feature-
House [AKL12] erreicht durch ein sprachübergreifendes formales Programmmodell, dass
man neue Objektsprachen im Wesentlichen durch eine Beschreibung ihrer Grammatik inte-
grieren kann. Dadurch ist in FeatureHouse die Featurekomposition an sich implementiert,
und man kann diese Implementierung der Featurekomposition für verschiedene Objekt-
sprachen wiederverwenden. Eine solche Unabhängigkeit von der Objektsprache wird auch
in dieser Arbeit angestrebt.
Auch FeatureHouse und die oben genannten deklarativen Refactorings bauen auf einem
festen formalen Programmmodell auf. In [Rut+09] und [Tae+10] findet sich hingegen eine
repräsentationsunabhängige Beschreibung des Merge, also der Zusammenführung zweier
unabhängiger Programmänderungen, auf Grundlage der Kategorientheorie [BW12]. Neben
der Implementierungs- und Sprachunabhängigkeit wäre Unabhängigkeit von der Programm-
repräsentation eine weitere Möglichkeit, Programmmanipulationen abstrakter und besser
wiederverwendbar zu machen. Auch wäre es zu Forschungszwecken nützlich, dieselbe Pro-
grammmanipulation auf verschiedenen Programmrepräsentationen zu untersuchen. Durch
unterschiedliche Repräsentationen können sich nämlich Eigenschaften wie die Genauigkeit
oder die Laufzeit einer Programmmanipulation ändern (vgl. etwa [Leß12]).
Zum einen wird deshalb in dieser Arbeit eine Art der repräsentationsunabhängigen Be-
schreibung von Programmmanipulationen mit Mitteln der Kategorientheorie vorgeschlagen.
Zum anderen wird besonderes Gewicht auf eine Vorgehensweise zur modularisierten Defi-
nition vom Programmrepräsentationen gelegt. Zur formalen Beschreibung hiervon werden
Sketches verwendet, eine graphbasierte und kategorientheoretische Art der algebraischen
Spezifikation [BW12]. Hierdurch kann man Programmrepräsentationen nach dem „Lego-
Prinzip“ zusammensetzen.
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1.2. Ziele
Wie im vorherigen Abschnitt festgestellt wurde, kann man durch Formalisierung nicht nur
Korrektheit und andere Eigenschaften sicherstellen, sondern auch eine wiederverwendba-
re und anwendungsnahe Beschreibung von Programmmanipulationen erreichen, und zwar
durch Implementierungs-, Sprach- und Repräsentationsunabhängigkeit. Die Ideen der dort
genannten Arbeiten werden von dieser Masterarbeit fortgeführt.
Es wird ein allgemeiner Formalismus konzipiert, mit dem man Programmmanipulationen
beschreiben und untersuchen kann. Ziel des Formalismus ist es, Programmmanipulationen
unabhängig von ihrer Implementierung, der Sprache der manipulierten Progamme und der
benutzten Programmrepräsentation zu beschreiben.
Als Grundlage hierfür wird eine Auswahl von Programmmanipulationen untersucht.
Dabei wird ein informelles Schema entwickelt, mit dem Programmmanipulationen auf
hoher Abstraktionsebene anhand der Merkmale Programmrepräsentation, -eigenschaften,
-beziehungen und Operationen charakterisiert werden. Es werden graphbasierte Ansätze un-
tersucht, mit denen sich die statische Semantik1 von Programmen auf einer konzeptuellen
Ebene repräsentieren lässt. Eine Vorgehensweise zur modularisierten formalen Definition
von sprachübergreifenden graphbasierten Programmrepräsentationen auf Grundlage von
Sketches wird entwickelt. Programmeigenschaften und -Beziehungen werden mit kategori-
entheoretischen Mitteln formal beschrieben.
Eine Umsetzung des Formalismus in Software wird nicht angestrebt, da sie den Rahmen
dieser Arbeit sprengen würde. Aus demselben Grund wird auch nur die Beschreibung, nicht
aber die Ausführung der Programmmanipulationen untersucht.
1.3. Aufbau
Der Rest dieser Arbeit gliedert sich wie folgt:
Zunächst werden in Kapitel 2 einige Beispiele von Programmmanipulationen als Kandi-
daten für die Beschreibung mit dem zu entwickelnden Formalismus untersucht. Dabei wird
außerdem ein informelles Schema zur Charakterisierung von Programmmanipulationen auf
hoher Abstraktionsebene vorgeschlagen. Die Anwendbarkeit des Schemas wird anhand der
vorgestellten Programmmanipulationen demonstiert.
In Kapitel 3 wird der Formalismus konzipiert. Zunächst wird ein bestehender Ansatz
(EMFText/Ecore) zur Repräsentation der statischen Semantik von Programmen unter-
sucht. Dieser dient als Richtschnur für die Konzeption des Formalismus. Anschließend wer-
den bestehende graphbasierte Ansätze vorgestellt, die die so gewonnenen Anforderungen
erfüllen. Außerdem werden einige Grundbegriffe der Kategorientheorie und ihre Anwendung
zur Beschreibung von Programmmanipulationen informell erläutert.
Ausgearbeitet wird der Formalismus in Kapitel 4. Besonderes Gewicht liegt dabei auf der
modularen Definition von graphbasierten Programmrepräsentationen durch Sketches. Für
einige der in Kapitel 3 vorgestellten Ansätze werden modulare Definitionen vorgeschlagen.
Wie der Formalismus angewendet werden kann, wird anhand von Merge und Feature-
komposition in Kapitel 5 illustriert.
1 Statische Semantik: siehe Einleitung Kapitel 3
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Kapitel 6 fasst die Ergebnisse der Arbeit zusammen und abschließend werden mögliche
auf der hier gelegten formalen Grundlage aufbauende Arbeiten vorgeschlagen.
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Kapitel 2
Programmmanipulationen
Das Hauptziel dieser Arbeit ist die formale Beschreibung von Programmmanipulationen.
Deshalb werden in diesem Kapitel einige Programmmanipulationen untersucht, die als Kan-
didaten für die Beschreibung mit dem Formalismus ausgewählt wurden.
Um einen übergreifenden Formalismus für verschiedene Programmmanipulationen zu
schaffen, wurde eine gemeinsame Grundstruktur der verschiedenen Programmmanipulatio-
nen gesucht. Es wurden vier Merkmale gefunden, anhand derer sich Programmmanipula-
tionen charakterisieren lassen.
Programmrepräsentation (R) Um Programme algorithmisch manipulieren zu kön-
nen, ist eine Programmrepräsentation notwendig. Beispielsweise kann man Programme als
eine Folge von Textzeilen oder als Baum repräsentieren. Ein Ziel dieser Arbeit ist es, die Be-
schreibung von Programmmanipulationen repräsentationsunabhängig zu machen, so dass
die Programmrepräsentation gegen eine andere austauschbar ist.
Programmeigenschaften (E) und -beziehungen (B) Programmtransformatio-
nen erzeugen aus bestehenden Programmen neue Programme, die bestimmte Eigenschaften
besitzen oder in bestimmten Beziehungen zu den bestehenden Programmen stehen. Pro-
grammanalysen berechnen Eigenschaften oder Beziehungen von bestehenden Programmen.
In diesem Sinn liegt jeder Programmmanipulation mindestens eine Programmeigenschaft
oder Programmbeziehung zugrunde, wobei nicht beides gleichzeitig nötig ist. Der Unter-
schied zwischen Eigenschaften und Beziehungen besteht darin, dass eine Eigenschaft sich
auf ein einzelnes Programm, eine Beziehung sich hingegen auf mehrere Programme bezieht.
Beispielsweise ist die Featurekomposition (siehe Abschnitt 2.3) eine Programmtransforma-
tion, die eine bestehende Variante eines Softwareprodukts zu einer neuen Produktvariante
verfeinert, die ein zusätzliches Feature enthält. Das heißt, dass der Featurekomposition die
Eigenschaft „Produktvariante X enthält Feature F“ und die Beziehung „Produktvariante
X verfeinert Produktvariante Y“ zugrundeliegen. Diff ist eine Programmanalyse, die eine
Ableitungsbeziehung zwischen zwei Programmen berechnet (siehe Abschnitt 2.1).
(O) Operationen Eine Programmtransformation erzeugt neue Programme mit be-
stimmten Eigenschaften oder Beziehungen, und eine Programmanalyse berechnet Eigen-
schaften oder Beziehungen von Programmen. Das eigentliche Erzeugen neuer Programme
bzw. Berechnen von Eigenschaften, also die Ausführung einer Programmmanipulation, wird
hier als Operation bezeichnet.
Im Folgenden werden die Programmmanipulationen eingeführt und es wird gezeigt, dass
sie sich anhand dieser Merkmale charakterisieren lassen.
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2.1. Die Werkzeuge diff und patch
Eine gängige Programmmanipulation ist die Kombination der Unix-Werkzeuge diff [MM85]
und patch. Von diff werden die Unterschiede zwischen den zwei Versionen eines Pro-
gramms berechnet, also eine Beziehung zwischen zwei Programmen. Genauer gesagt be-
rechnet es eine minimale Menge von Änderungen, also von Textzeilen, die gelöscht und
eingefügt werden müssen um die zweite Version zu erhalten. Das Ergebnis nennt man Diff-
oder Patch-Datei. In der umgekehrten Richtung kann man mit der Programmtransforma-
tion patch aus einer der beiden Versionen und der Diff-Datei die jeweils andere Version
berechnen.
class MyClassB {
  final void bar() {
    println("foo");
  }}
class MyClassB {
  final void bar() {
    println("bar");
  }}
@@ -3 +3 @@
-    println("foo");
+    println("bar");
Abbildung 1: Beispiel zu diff: Oben Version 1 (links) und Version 2 (rechts)
eines Java-Programms, unten die zugehörige Diff-Datei im
“Kontext-Ausgabeformat”
Beispiel: Diff Im Beispiel aus Abb 1 ist das Ergebnis der Ausführung von diff auf zwei Versionen
eines (Java-)Programms zu sehen: Die dritte Zeile wird von println("foo") in Version 1
zu println("bar") in Version 2 geändert.
Einordnung Tatsächlich lassen sich diff und patch anhand der vier Merkmale charakterisieren:
(R) Das Programm wird als eine Folge von Textzeilen repräsentiert.
(E) (nicht vorhanden)
(B) Eine Änderungsbeziehung zwischen zwei Programmen, repräsentiert durch eine Diff-
Datei.
(O) diff berechnet eine Änderungsbeziehung zwischen zwei gegebenen Programmen.
patch berechnet ein Programm, das mit einem gegebenen Eingabeprogramm in
einer gegebenen Änderungsbeziehung steht.
2.2. Merge
Durch einen Merge (engl. three-way merge) werden zwei Änderungen eines Programmes zu
einer konsolidierten Änderung zusammengefasst, sofern sich die Änderungen nicht wider-
sprechen. Im einfachsten Fall ist der Merge ähnlich wie diff zeilenbasiert. Einen solchen
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zeilenbasierten Merge bezeichnet man als lexikalischen Merge. Eine Implementation des
lexikalischen Merge liefert das Unix-Tool diff3. Für genauere Informationen zu diff3
sei auf [KKP07] verwiesen. Formale Behandlungen des Merge findet sich in [Lyn10], [Jac09],
[Rut+09], [Tae+10] und [Tae+12].
class MyClassB {
  final void bar() {
    println("foo");
  }}
class MyClassB {
  final void bar() {
    println("bar");
  }}
class MyClassB {
  void bar() {
    println("foo");
  }}
class MyClassB {
  void bar() {
    println("bar");
  }}
Abbildung 2: Merge
Beispiel:
Merge
Abbildung 2 illustriert einen Merge: Gegeben sind die beiden Programmversionen aus
dem vorherigen Beispiel und eine weitere abgeänderte Version, die den final-Modifier in
der zweiten Zeile entfernt. Indem man die Änderungen zeilenweise zusammenführt, ergibt
sich eine konsolidierte Version, die tatsächlich beide Änderungen enthält und auch die
Absicht hinter den beiden Änderungen wiedergibt.
Einordnung:
Lexikalischer
Merge
Ebenso wie diff und patch lässt sich diff3 anhand der vier Merkmale charakteri-
sieren:
(R) Das Programm wird als eine Folge von Textzeilen repräsentiert.
(E) (nicht vorhanden)
(B) Es werden Änderungsbeziehungen zwischen der Grundversion und den geänderten
Versionen bzw. der konsolidierten Version behandelt. Die konsolidierte Version ent-
hält die Änderungen der beiden geänderten Versionen.
(O) diff3 berechnet aus zwei gegebenen Änderungsbeziehungen eine konsolidierte Än-
derungsbeziehung bzw. eine konsolidierte Version, die mit der Grundversion in dieser
Beziehung steht.
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Schwach-
stellen von
diff3
Allerdings ist diff3 nicht immer in der Lage, zwei Änderungen zusammenzuführen
bzw. sie korrekt zusammenzuführen:
1. Wenn in den beiden Versionen die Formatierung einer Zeile in unterschiedlicher Weise
geändert wurde, ist ein Merge mit diff3 bereits unmöglich.
2. Wenn beispielsweise beide Änderungen an derselben Stelle eine Methode in eine Java-
Klasse eingefügen, kann diff3 nicht entscheiden, welche von beiden zuerst kommen
soll, weshalb es die Änderungen nicht zusammenführen kann.
3. Außerdem kann das Ergebnis eine fehlerhafte Syntax haben oder Typfehler enthalten,
auch wenn die Eingabeprogramme syntaktisch korrekt und typkorrekt sind.
4. Noch problematischer ist die Tatsache, dass das Ergebnis manchmal zwar syntaktisch
korrekt und typkorrekt ist, aber die Semantik des Programmes sich in unbeabsichtig-
ter Weise ändert.
Beispiel:
Semantischer
Konflikt beim
Merge
Eine Situation, in der sich die Semantik des Programmes in unbeabsichtigter Weise
ändert, ist in Abb. 3a illustriert: In der Grundversion gibt es ein Feld b und eine Methode
a ohne Parameter. Änderung 1 fügt eine Zuweisung b = 4 an das Feld b zur Methode
a hinzu. Änderung 1 führt einen neuen Parameter b in a ein (und benennt b in c um,
um zu verdeutlichen, dass nicht lediglich das Feld b verdeckt wird). Wenn man nun die
beiden Änderungen mit diff3 zusammenführt, erhält man ein syntaktisch korrektes und
typkorrektes Programm. Dieses spiegelt jedoch nicht die Intention von Änderung 1 wieder:
Die Zuweisung b = 4 weist nämlich nicht mehr einem Feld b einen neuen Wert zu, sondern
dem neu hinzugefügten Parameter mit demselben Namen. Um der Intention hinter der
Änderung zu entsprechen, müsste die Zuweisung in der konsolidierten Version c = 4 lauten
(siehe Abb. 3b).
Ursache:
Lexikalische
Operations-
ebene
Die Ursache der oben genannten Probleme liegt darin, dass diff3 rein textuell (auf
lexikalischer Ebene) operiert. diff3 nimmt über die Struktur der Dateien lediglich zwei
Dinge an: erstens, dass sie aus einer Folge von durch Zeilenumbrüche getrennten Textzeilen
bestehen, und zweitens, dass zwei Zeilen genau dann gleichgesetzt werden dürfen, wenn ihr
Inhalt gleich ist. Die Syntax und die Semantik der Programme berücksichtigt es nicht.
Strukturierter
Merge
Ein Lösungsansatz für einige der Probleme des lexikalischen Merge sind der strukturier-
te [Wes91; Buf95] bzw. semistrukturierte [Ape+11; Leß12] Merge. Diese operieren nämlich
auf der statisch semantischen oder syntaktischen Ebene anstatt auf der lexikalischen Ebene.
Die Programmstrukturen werden berücksichtigt und Änderungen von Programmelementen
anstatt von Textzeilen zusammengeführt.
Einordnung:
Semistruktu-
rierter
Merge
Der strukturierte bzw. semistrukturierte Merge unterscheidet sich von diff3 im We-
sentlichen nur in der Repräsentation. Beispielsweise werden für den strukturierten Merge
abstrakte Syntaxbäume verwendet:
(R) Das Programm wird als ein Baum repräsentiert.
(E) (nicht vorhanden)
(B) Es werden Änderungsbeziehungen zwischen der Grundversion und den geänderten
Versionen bzw. der konsolidierten Version behandelt. Die konsolidierte Version ent-
hält die Änderungen der beiden geänderten Versionen.
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class SemConflict {
  int b = 2;
  void a() {
    // Some lines
}}
class SemConflict {
  int b = 2;
  void a() {
    // Some lines
    b = 4;
}}
class SemConflict {
  int c = 2;
  void a(int b) {
    // Some lines
}}
class SemConflict {
  int c = 2;
  void a(int b) {
    // Some lines
    b = 4;
}}
(a) Tatsächliches Ergebnis
class SemConflict {
  int b = 2;
  void a() {
    // Some lines
}}
class SemConflict {
  int b = 2;
  void a() {
    // Some lines
    b = 4;
}}
class SemConflict {
  int c = 2;
  void a(int b) {
    // Some lines
}}
class SemConflict {
  int c = 2;
  void a(int b) {
    // Some lines
    c = 4;
}}
(b) Erwartetes Ergebnis
Abbildung 3: Semantischer Konflikt
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(O) Der strukturierte Merge berechnet aus zwei gegebenen Änderungsbeziehungen eine
konsolidierte Änderungsbeziehung bzw. eine konsolidierte Version, die mit der Grund-
version in dieser Beziehung steht.
An diesem Beispiel zeigt sich, dass es möglich ist, dieselbe Programmmanipulation, in die-
sem Fall den Merge, auf unterschiedlichen Programmrepräsentationen auszuführen. Die Er-
gebnisse unterscheiden sich aber je nach gewählter Repräsentation. Ein (semi-)strukturierter
Merge erzeugt zufriedenstellendere Ergebnisse, benötigt aber im Gegenzug mehr Laufzeit
als ein lexikalischer Merge. Durch unterschiedliche Programmrepräsentationen lässt sich so
ein Trade-Off zwischen verschiedenen Eigenschaften des Merge vornehmen.
2.3. Featurekomposition
Featuremodule und Featurekomposition sind wesentliche Grundbegriffe der featureorientier-
ten Programmierung (FOP), einem Programmierparadigma zur Umsetzung von Software-
Produktlinien [Pre97]. Eine Produktlinie ist eine Menge von Produkten, die sich aus einer
Menge von Features entsprechend den in einem sogenannten Domänenmodell festgelegten
Regeln kombinieren lassen. Im Fall von Software-Produktlinien handelt es sich bei den Pro-
dukten um Programme. Die Domänenmodelle können als Feature-Diagramme [Kan+90]
oder als boolsche Formeln ausgedrückt werden.
Im FOP-Ansatz der schrittweisen Verfeinerung ([BSR04]) ist ein Featuremodul eine Pro-
grammänderung, die genau ein Feature des Domänenmodells realisiert und kapselt. Die
Operation, die Featuremodule zu Produkten kombiniert, nennt man Featurekomposition.
Sie führt also ebenso wie der Merge Programmänderungen zusammen. Der Unterschied ist,
dass die Änderungen mit den Mitteln einer Programmiersprache ausgedrückt werden und
die Programmstruktur nicht auf eine freie, beliebige Art geändert werden kann.
Superimpositi-
on
Superimposition [AL08] ist eine Ansatz zur Featurekomposition, bei der Featuremodule
in sogenannten Feature Structure Trees (FSTs) als Bäume repräsentiert werden. FSTs spie-
geln den für die Featurekomposition relevanten Teil des abstrakten Syntaxbaums wieder.
Bei Java ist dies die Package- und Klassenstruktur, wobei Methodenrümpfe abgetrennt
werden. Die Superimposition überlagert zwei FSTs, indem Knoten mit gleichem Namen
gleichgesetzt werden. Falls Knoten auf unterster Ebene mit gleichem Namen (bzw. Signa-
tur) vorhanden sind, wird eine sprachabhängige Komposition ausgeführt. Im Fall von Java
können dabei nur Methoden überlagert werden, was auch als Methodenverfeinerung bezeich-
net wird. Diese wird mittels des neu eingeführten Schlüsselworts original() realisiert.
Mit original() wird von der Methodenverfeinerung aus die ursprüngliche Methode auf-
gerufen. Als Klassenverfeinerung wird bezeichnet, wenn durch Superimposition Felder oder
Methoden zu einer Klasse hinzugefügt oder verfeinert werden.
Beispiel:
Featurekom-
position durch
Superimpositi-
on
Im Beispiel aus Abb. 4 sind die Feature Structure Trees für ein Basismodul und ein Mo-
dul für gewichtete Kanten aus einer Produktlinie von Graphen dargestellt, die miteinander
komponiert werden. Im Basismodul ist unter anderem eine Klasse Edge enthalten, die eine
Kante in einem Graphen repräsentiert und deren Quellcode in Abb. 5 abgebildet ist. Wie
man sieht, definiert die Klasse Edge Felder für Quell- und Zielknoten der Kante und eine
Methode print, die eine textuelle Beschreibung der Kante liefert. Das Featuremodul für
Kantengewichte enthält eine Verfeinerung für Edge, die ein neues Feld vom Typ double
für das Gewicht einführt und die Methode print so verfeinert, dass sie das Gewicht mit
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graph
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nodes edges from to print()id
base
Abbildung 4: Superimposition von Feature Structure Trees
class Edge {
  Node from, to;
  String print() {
    return from.id + 
      " -> " + to.id;
}}
refines class Edge {
  double weight;
  refines String print() {
    return original() + " (" 
             + weight + ")";
}}
class Edge {
  Node from, to;
  double weight;
  String print() {
    String v1 = from.id 
           + " -> " + to.id;
    String v2 = v1 + " (" 
             + weight + ")";
    return v2;
}}
Abbildung 5: Featurekomposition von Java-Klassen mittels Superimposition
(entlehnt aus [Ape+10])
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ausgibt. Das Ergebnis enthält die Felder der Basisklasse und der Verfeinerung, und das
Ergebnis der Verfeinerung der Methode print, das zu der Methode im unteren Rechteck
von Abb. 5 verhaltensäquivalent ist.
Einordnung Featurekomposition durch Superimposition lässt sich ebenfalls in das Schema der vier
Merkmale einordnen:
(R) Programme sind Feature Structure Trees.
(E) Ein Produkt (Programm) implementiert ein Feature oder nicht.
(B) Produkte können in Verfeinerungsbeziehungen zueinander stehen.
(O) Die Featurekomposition eines Produktes mit einem Featuremodul ergibt ein Pro-
dukt, das das zugehörige Feature implementiert und das mit dem zugrundeliegenden
Produkt in einer Verfeinerungsbeziehung steht.
Diese Einordnung würde abgesehen von der Repräsentation auch auf andere Ansätze der
Featurekomposition als die Superimposition zutreffen. Aus dem Beispiel FeatureHouse folgt,
dass man durch eine sprachübergreifende Programmmrepräsentation sprachunabhängige
Programmtransformationen erreichen kann, ähnlich wie bei Zwischenrepräsentationen für
Compiler [CNL79].
2.4. Syntaktische Interaktionsanalyse
Bei der featureorientierten Umsetzung von Softwareproduktlinien kann ein Featuremodul
von Definitionen anderer Featuremodule abhängig sein oder mit Definitionen anderer Fea-
turemodule im Konflikt stehen. Hierdurch können einzelne Featurekombinationen zu Kom-
pilierfehlern führen, während sich andere ohne Fehler kompilieren lassen. Die (syntaktische)
Interaktionsanalyse soll automatisch erkennen, bei welchen laut dem Domänenmodell (siehe
Abschnitt 2.3) erlaubten Featurekombinationen solche Fehler auftreten. Hierdurch werden
Schwächen im Domänenmodell und in der Implementierung aufgedeckt. Der hier unter-
suchte Spezialfall sucht nach erlaubten Featurekombinationen, die zu Dangling References
führen, also zu Verweisen auf Klassen, Methoden, oder Feldern, die in der jeweiligen Fea-
turekombination nicht definiert sind [Ape+10].
graph
base weights dijkstra
Abbildung 6: Featurediagramm (entlehnt aus [Ape+10])
Hierzu wird zunächst das Domänenmodell als boolsche Formel DM formuliert, deren
Aussagenvariablen dafür stehen, welche Features aktiviert sind. Die Abhängigkeiten zwi-
schen vorhandenen Features, die sich aus deren Implementierung ergeben, werden in einem
sogenannten Implementierungsmodell abgebildet. Dieses wird als boolsche Formel IM aus-
gedrückt. Als Abhängigkeiten müssen in der featureorientierten Erweiterung von Java hier-
bei Benutzung, Erweiterung und Verfeinerung von Klassen (auch Interfaces und Enums),
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Implementierung von Interfaces, Aufruf, Überschreibung und Verfeinerung von Methoden
und Feldzugriffe gezählt werden. Mit einem SAT-Solver wird abschließend geprüft, ob die
Formel DM ñ IM immer wahr ist. Wenn dies zutrifft, stellt das Domänenmodell sicher,
dass die Abhängigkeiten des Implementierungsmodells beachtet werden.
Beispiel: Inter-
aktionsanalyse
Beispielsweise könnte es in der Graph-Produktlinie aus Abschnitt 2.3 ein weiteres Fea-
ture dijkstra zur Berechnung kürzester Wege im Graphen geben, das die in weights
hinzugefügten Kantengewichte als Weglängen benutzt. Laut dem in Abb. 6 als Feature-
diagramm dargestellten Domänenmodell muss das Feature base immer aktiv sein und
weights und dijkstra sind optional. Als boolsche Formel lässt es sich folgendermaßen
ausdrücken:
DM “ graph^ pgraphô baseq ^ pweightsñ graphq ^ pdijkstrañ graphq
In unserem Beispiel werden in Feature weights die Klasse Edge und die Methode
Edge.print verfeinert, die in base definiert sind. Das in weights hinzugefügte Feld
Edge.weight wird von Feature dijkstra ebenso benutzt wie die Klassen des Features
base. Hieraus ergibt sich als Implementierungsmodell die Formel IM “ pweightsñ baseq^
pdijkstrañ baseq ^ pdijkstrañ weightsq
Die sich ergebende Formel DMñ IM ist nicht immer wahr: Für die Belegung tgraph ÞÑ
true, base ÞÑ true,weights ÞÑ false, dijkstra ÞÑ trueu, also wenn man versucht, den Kürzeste-
Wege-Algorithmus hinzuzufügen ohne die dafür nötigen Kantengewichte miteinzubeziehen,
evaluiert sie zu false.
EinordnungDie syntaktische Interaktionsanalyse ist ein Beispiel einer reinen Analyse, d.h. die Ope-
ration berechnet nicht neue Programme (in diesem Fall Produktlinien), sondern Eigen-
schaften von Programmen. Der hier betrachtete Spezialfall [Ape+10] ist folgendermaßen
einzuordnen:
(R) Programme (Produktlinien) sind durch ein Domänenmodell und eine Menge von
Abhängigkeiten repräsentiert, die in eine boolsche Formel abstrahiert wird.
(E) Die Implementierung berücksichtigt das Domänenmodell: Jede erlaubte Featureaus-
wahl ist frei von dangling references.
(B) (keine)
(O) Finde dangling references bzw. beweise ihre Abwesenheit (durch Lösen der Formel).
2.5. Refactoring
Refactoring bezeichnet nach Fowler [FB99] Änderungen an der internen Struktur von Soft-
ware mit dem Ziel, sie leichter verständlich und änderbar zu machen, ohne dabei ihr beob-
achtbares Verhalten zu ändern. Refactoring wirkt der Verschlechterung der Codequalität
entgegen, die sich im Laufe der Weiterentwicklung von Software ergibt.
Deklarative
Implementie-
rung von
Refactorings
In der Praxis eingesetzte Programmiersprachen sind nach [ST09] zu komplex um korrek-
te Refactoringwerkzeuge, die alle Spezialfälle abdecken und insbesondere alle inkorrekten
Refactorings verweigern, imperativ zu implementieren. Deshalb wird vorgeschlagen, Refac-
torings auf deklarative Weise mithilfe von Constraint-Satisfaction-Problemen (CSPs) über
endlichen Domänen zu implementieren. Ein CSP besteht aus einer endlichen Menge von
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Bedingungen (Constraints) mit Variablen, die mit Werten aus gegebenen endlichen Mengen
auf eine solche Weise belegt werden sollen, dass alle Constraints erfüllt sind [Tsa93].
Ein Teil der Constraints wird mithilfe des zu ändernden Programmes aus einer Men-
ge von programmunabhängigen Formelschemata generiert, die einen Teil der statischen
Semantik der Programmiersprache ausdrücken. Anstatt imperativ die Schritte des Refacto-
rings zu beschreiben, gibt der Entwickler des Refactoring-Werkzeugs Regeln zur Erstellung
von Constraints an. Die Einhaltung der erstellten Constraints stellt sicher, dass sich die
Bedeutung des Programmes nicht ändert. Das Ziel des Refactorings wird ebenfalls mittels
Constraints definiert. Dadurch ist die Arbeitsebene sehr nahe am Kern des Problems und
dadurch laut den Autoren weniger fehleranfällig.
Beispiel:
Constraint-
basiertes
Refactoring
Schon bei einem der primitivsten Refactorings, dem Ändern der Zugreifbarkeit in Java
(public, protected, . . . ), erweist sich der deklarative Ansatz als nützlich. Auch bei
dieser möglicherweise trivial erscheinenden Änderung kann sich nämlich die Bindung einer
Methode und somit die Bedeutung des Programms ändern, was verhindert werden muss.
Dies verdeutlicht das folgende, aus [ST09] übernommene Beispiel:
package a;
public abstract class A {
protected /*d1*/ abstract void m(String s);
}
package a;
public class B extends A {
public /*d2*/ void m(Object o) {...}
protected /*d3*/ void m(String s) {...}
}
package b;
public class C {
void n() {
/*r1*/ (new a.B()).m("abc");
}
}
Listing 2.1: Beispiel: Refactoring; übernommen aus [ST09]
Wenn man in dem Programm aus 2.1 die Zugreifbarkeit der mit d1 bezeichneten Dekla-
ration von A.m(String) zu public erhöhen will, muss auch ihre Überschreibung d3 in
B auf public gesetzt werden, da in Java die Zugreifbarkeit von Methoden nicht reduziert
werden darf. Hierdurch würde aber in C.n() der Aufruf r1 nicht mehr an B.m(Object)
binden, sondern an B.m(String). Da sich durch ein Refactoring die Bindung der Metho-
den nicht ändern darf, darf dieses Refactoring nicht ausgeführt werden.
Damit stimmt auch das Ergebnis des constraint-basierten Refactorings überein, denn
das entsprechende CSP ist unlösbar. Aus Platzgründen können hier nicht alle Regeln und
Constraints aufgezählt werden – hierfür sei auf [ST09] verwiesen. Die minimale Teilmenge
der generierten Constraints, die zur Unlösbarkeit führen, ergibt sich aus den beiden im Fol-
genden genannten Regeln. Die Regeln sind von der Form “Wenn F , dann G” und besagen,
dass für jede Kombination von Programmelementen, auf die F zutrifft, eine entsprechende
Instanz von G zum CSP hinzugefügt wird.
• Wenn eine Methode d1 eine Methode d überschreibt oder verdeckt, dann muss die
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deklarierte Zugreifbarkeit von d1 größer oder gleich der deklarierten Zugreifbarkeit
von d sein (Sub-1).
• Wenn eine in einer Klasse c definierte Methode d1 eine Methode d überlädt, an
die eine Referenz r bindet, und c die Empfängerklasse von r oder eine Oberklasse
davon ist, dann darf d1 von der r enthaltenden Klasse aus nicht sichtbar sein, da r
ansonsten an d1 binden müsste (Ovr).
Hieraus ergeben sich unter anderem die beiden folgenden Constraints:
• Die Sichtbarkeit von d3 muss mindestens der Sichtbarkeit von d1 entsprechen, da es
d1 überschreibt.
• Die Sichtbarkeit von d3 muss kleiner als public sein, damit r1 an d2 bindet.
Ein drittes Constraint besagt, dass d1 die Sichtbarkeit public haben muss, da dies das
Ziel des Refactorings ist. Diese Constraints sind zusammen nicht lösbar, da d3 gleichzeitig
public und kleiner als public sein müsste. Also muss das Refactoring abgelehnt werden.
Wenn d2 nicht vorhanden wäre, würde die zweite Constraint wegfallen und das System
wäre lösbar. Diese Lösung würde besagen, dass sowohl d1 als auch d3 auf public gesetzt
werden müssen. Dies entspricht dem gewünschten Ergebnis.
EinordnungDieser Ansatz des constraint-basierten Refactorings lässt sich in die vier Merkmale
folgendermaßen einordnen:
(R) Die für das Refactoring relevanten Aspekte von Programmen sind durch Variablen
eines CSP repräsentiert. Jede Lösung davon entspricht einem Programm.
(E) (keine)
(B) Alle Lösungen des CSP sind zueinander verhaltensäquivalente Programme.
Außerdem entspricht ein Refactoring einer (disziplinierten) Programmänderung.
(O) Durch das Lösen des CSP können verhaltensäquivalente Abänderungen eines Pro-
gramms berechnet werden.
2.6. Zusammenfassung
In diesem Kapitel wurden gängige Programmanipulationen vorgestellt und es wurde gezeigt,
dass sie sich anhand des hier vorgeschlagenen Schemas der vier Merkmale charakterisieren
lassen: Zu jeder dieser Programmmanipulationen gehört eine Programmrepräsentation und
eine darauf arbeitende Operation, die Programmeigenschaften oder -beziehungen berech-
net.
Außerdem wurden bei der Featurekomposition und beim Merge Feststellungen bezüglich
Sprach- bzw. Repräsentationsunabhängigkeit gemacht, deren Verallgemeinerung Inhalt die-
ser Arbeit ist: An der Featurekomposition durch Superimposition hat sich gezeigt, dass
man durch eine sprachübergreifende Programmrepräsentation auch sprachunabhängige Pro-
grammmanipulationen erreichen kann. Beim Merge wurde festgestellt, dass er – auf hoher
Ebene betrachtet – auf unterschiedlichen Programmrepräsentationen operieren kann. Da-
bei variieren funktionale und nichtfunktionale Eigenschaften des Merge, wie etwa das sich
ergebende Programm oder die Laufzeit.
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In den nächsten Kapiteln wird untersucht, wie man diese Merkmale auf generische Art
umsetzen und dadurch die Definition der Programmanipulationen auf eine höhere Ebene
verlagern kann.
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Kapitel 3
Graphbasierte Programmmanipulation
Ziel dieser Arbeit ist es, einen implementierungs-, sprach- und repräsentationsunabhängi-
gen Formalismus zur Beschreibung von Programmmanipulationen zu schaffen. In diesem
Kapitel wird dieser Formalismus konzipiert. Zu diesem Zweck werden von den vier Merkma-
le von Programmmanipulationen die Programmrepräsentation, die Programmeigenschaften
und die Programmbeziehungen in allgemeiner Form formal umgesetzt. Das vierte Merkmal,
die Operationen, werden in dieser Arbeit nicht betrachtet.
Um Implementierungs-, Sprach- und Repräsentationsunabhängigkeit zu erreichen, muss
man die Programmmanipulationen auf einer sehr abstrakten Ebene beschreiben. Im Be-
reich der Modellierung bestehen bereits Ansätze, die dies für den Merge von Modellen er-
reichen [Tae+10; Rut+09] (Merge siehe Abschnitt 2.2). Die hohe Abstraktionsebene wird
in diesen Ansätzen durch die Anwendung der Kategorientheorie erreicht, einem Gebiet der
Mathematik mit zahlreichen Anwendungen in der Informatik [BW12].
Im Ansatz von [Tae+10] werden Modelle durch Graphen der algebraischen Graphtrans-
formationstheorie [Ehr+06] dargestellt und Änderungen davon zusammengeführt. Da diese
Art von Graphen formal sind, sind sie für den hier definierten Formalismus relevant. Man
kann mit solchen Graphen nämlich nicht nur Modelle, sondern auch Programme repräsen-
tieren. Der Merge wird in Abschnitt 5.1 auf dieselbe Art wie in [Tae+10] formalisiert.
Um zu bestimmen, welche Modellierungselemente Graphen für die Programmrepräsenta-
tion bieten sollen, ist es hilfreich, EMFText [Hei+09] zu betrachten. Dabei handelt es sich
um einen funktionierenden Ansatz zur Repräsentation der statischen Semantik von Pro-
grammen mit der Modellierungssprache Ecore [Ste+08]. Die statische Semantik in diesem
Sinn ist ein Zwischenschritt zwischen abstrakter Syntax und dynamischer Semantik. Sie
spiegelt die Strukturelemente der Programme wider und abstrahiert dabei von im Quell-
text der Programme vorhandenen, aber für die dynamische Semantik irrelevanten Informa-
tionen. Beispielsweise sind Begriffe wie „Klasse“, „While-Schleife“, „Referenz“, „Generic“
oder „String-Literal“ zwingende Bestandteile der statischen Semantik von Java, während
beispielsweise Kommentare, Formatierung oder die Definitionsreihenfolge von Methoden
ignoriert werden können. Die in Kapitel 2 untersuchten Programmmanipulationen
Die von EMFText erzeugte Ecore-Programmrepräsentation ist graphähnlich, ist aber
nicht formal definiert. Deshalb eignet sie sich zwar nicht unmittelbar zur Definition des
Formalismus, kann aber als Richtschnur dienen, um zu entscheiden, welche Modellierungs-
elemente im Formalismus vorgesehen werden sollen.
Neben EMFText/Ecore gibt es auch abstrakte Semantikgraphen (ASGs) [RW91; Rag03;
Rag+04] zur Repräsentation der statischen Semantik von Programmen. Allerdings besitzen
diese nur eine feste, nicht auswechselbare Programmrepräsentation. Außerdem gibt es im
Bereich der Programmanalyse die abstrakte Interpretation [CC77; CC92], die ebenfalls eine
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Art der statischen Semantik repräsentiert, die aber nicht mit dem hier verwendeten Begriff
übereinstimmt. Deshalb wird hier nur EMFText/Ecore genauer betrachtet.
In diesem Kapitel werden zunächst EMFText/Ecore untersucht und anhand dessen An-
forderungen an den Formalismus entwickelt. Anschließend werden Schritt für Schritt Graph-
varianten der algebraischen Graphtransformationstheorie erklärt, die diese Anforderungen
umsetzen. Schließlich werden einige Grundbegriffe Kategorientheorie eingeführt, die der
Beschreibung von Programmmanipulationen auf abstrakter Ebene dienen.
3.1. Anforderungen an eine graphbasierte
Programmrepräsentation
EMF (Eclipse Modeling Framework) ist ein Framework zur Modellierung, das auf der UML-
ähnlichen visuellen Modellierungssprache Ecore aufbaut [Ste+08]. EMFText [Hei+09] ist
ein Ansatz zur Repräsentation von (textuellen) Programmen als Instanzen eines Ecore-
Modelles oder in umgekehrter Richtung zur textuellen Repräsentation von Instanzen ei-
nes Ecore-Modelles. EMFText bietet die Möglichkeit, für eine Programmiersprache mit-
tels eines Ecore-Modelles ihrer statischen Semantik und einer Beschreibung ihrer Gram-
matik einen Parser zu erzeugen, der aus Programmdateien Instanzen des Ecore-Modelles
erzeugt. Außerdem kann man in umgekehrter Richtung eine Instanz des Ecore-Modells wie-
der als Programmdatei speichern. Mit JaMoPP [Hei+10] gibt es ein Ecore-Modell und eine
EMFText-Grammatik für Java, und somit eine Modellierung der statischen Semantik von
Java in Ecore.
Da Ecore visuell ist, ähneln Ecore-Modelle und -Instanzen Graphen, sind aber im Ge-
gensatz zu diesen nicht formal. Damit kommt EMFText dem, was der hier zu entwickelnde
Formalismus bezüglich der Programmrepräsentation leisten soll, sehr nahe – nur dass es
nicht formalisiert ist. Deshalb wird im Folgenden zunächst ein kurzer Überblick über Eco-
re gegeben und dann wird anhand von EMFText analysiert, welche Teile von Ecore für
den Formalismus relevant sind. Auf diese Weise ergeben sich Anforderungen an den For-
malismus, die besagen, welche Modellierungselemente die Programmrepräsentation bieten
soll.
Ecore ist eine Modellierungssprache, die auf die praktische Anwendbarkeit im Java-
Umfeld ausgerichtet ist. Dadurch enthält es neben den für den Formalismus relevanten
Modellierungselemente andere Sprachelemente, die für die Repräsentation der statischen
Semantik von Programmen nicht relevant sind und ein formales Modell unnötig komplex
machen würden. Hierbei handelt es sich um Sprachelemente zur Generierung von Java-
Implementierungen, zur Speicherung von Instanzen in Dateien, zur Modularisierung, zum
reflektiven Zugriff auf Modelle und Annotationen. Diese irrelevanten Nicht-Modellierungs-
Elemente sollen im Formalismus nicht berücksichtigt werden. Die wichtigsten Modellie-
rungselemente von Ecore, von denen die meisten von EMFText benutzt werden, sind die
folgenden:
• Klassen –
Die grundlegendste Abstraktion von Ecore sind Klassen im Sinne der objektorientier-
ten Programmierung, also Objekttypen.
Mit ihnen kann man die syntaktischen Kategorien einer Programmiersprache, also
ihre grundlegenden Strukturierungseinheiten, erfassen.
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• Referenzen –
Referenzen erlauben es, Klassen miteinander in Beziehung zu setzen. Mit ihnen
kann man verschiedenartige Zusammenhänge zwischen Instanzen von Klassen ausdrü-
cken. Es gibt eine Unterscheidung zwischen Containment- und Nicht-Containment-
Referenzen. Containment-Referenzen können dazu dienen, die hierarchische Struktur
von Programmen zu repräsentieren. Mit Nicht-Containment-Referenzen kann man
beispielsweise eine Referenz auf eine Variable mit deren Definition verknüpfen.
• Attribute und Datentypen –
Klassen können auch Attribute enthalten, die durch sogenannte Datentypen typisiert
sind. Datentypen kann man dabei auch selbst definieren. Im Unterschied zu Klassen
können von Datentypen keine Referenzen ausgehen und sie besitzen keine Attribute.
Ein separat berücksichtigter Spezialfall von Datentypen sind Enums, also Aufzäh-
lungsdatentypen, als Modellierung von Java-Enums. Ecore definiert einige Datenty-
pen vor - insbesondere Repräsentationen der wichtigsten Java-Datentypen.
Attribute und Datentypen sind geeignet, um Bezeichner und Literale zu modellieren.
• Generische Typen –
Ab Version 2.3 unterstützt EMF auch generische Typen und Operationen im Sinne
von Java-Generics.
Diese könnten für der Programmrepräsentation verwendet werden, um redundante
Definitionen zu vermeiden.
• Operationen –
Operationen repräsentieren beliebige Methoden. Die Parameter und der Rückgabe-
wert können sowohl durch Datentypen als auch durch Klassen typisiert sein. Im Rah-
men der Semantik von Ecore ist keine Möglichkeit vorgesehen, die Funktionsweise
der Operation festzulegen. Es handelt sich im Wesentlichen um Platzhalter.
Solange Operationen reine Platzhalter sind, haben sie keinen Wert für die Programm-
repräsentation. Andernfalls wäre es beispielsweise denkbar, sie für die Beschreibung
von Polymorphie oder zur Ableitung von nicht explizit im Modell repräsentierten
Informationen einzusetzen.
• Multiplizitäten, Ordnung, Eindeutigkeit –
Referenzen, Attribute, Parameter und Rückgabewerte von Operationen können prin-
zipiell auch mehrwertig sein. Man kann jeweils eine Mindest- und eine Höchstzahl
an Werten spezifizieren. Außerdem kann man spezifizieren, ob die Menge der Werte
geordnet ist und ob derselbe Wert mehrmals auftreten darf.
Die Entscheidung, ob ein bestimmtes Modellierungselement von Ecore im Formalismus
einbezogen werden soll, soll sich an folgenden Richtlinien orientieren:
• OnlyModelling: Nur Modellierung –
Es sollen nur die Modellierungselemente von Ecore formalisiert werden. Generierung,
Serialisierung, Modularisierung und Reflexion sollen also ignoriert werden.
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• IncProgRep: Programmrepräsentation –
Diejenigen Modellierungselemente von Ecore, die zur Programmrepräsentation not-
wendig sind, sollen formalisiert werden. Als Richtlinie dient dabei ihre Verwendung
in EMFText zur Repräsentation der statischen Semantik.
EMFText ist zunächst dazu gedacht, für EMF-Modelle eine textuelle Syntax zu definieren
und Parser und Pretty-Printer (Ausgabewerkzeuge) für diese Syntax zu generieren. Man
kann aber auch in umgekehrter Richtung vorgehen und für eine bestehende Programmier-
sprache ein Ecore-Modell definieren und mithilfe einer passenden Syntaxdefinition einen
Parser erzeugen, der Programme einliest und daraus Instanzen des Ecore-Modelles produ-
ziert.
Auf diese Art wurde beispielsweise mit JaMoPP [Hei+10; Hei+09] ein Ecore-Modell
und eine Syntaxdefinition für Java geschaffen, mitsamt zugehörigem Parser und Pretty-
Printer. Im Ecore-Modell von JaMoPP werden die Sprachelemente von Java wie z.B. Klas-
sen, Methoden, die verschiedenen Arten von Statements und Ausdrücken, Typen usw. als
Ecore-Klassen repräsentiert. Gemeinsamkeiten zwischen diesen Sprachelementen werden
durch abstrakte Oberklassen zusammengefasst, wovon in JaMoPP ausgiebig Gebrauch ge-
macht wird. Beispielsweise sind lokale Variablen und Felder beides Variablen. Daneben
werden abstrakte Klassen an den Stellen benutzt, wo es mehrere Auswahlmöglichkeiten
gibt, z.B. können Java-Klassen Feld- und Methodendefinitionen in beliebiger Reihenfolge
enthalten, weshalb sie durch die abstrakten Ecore-Klasse „Member“ zusammengefasst wer-
den müssen. Containment-Referenzen drücken den hierarchischen Aufbau des Programmes
aus, z.B. die Beziehung zwischen einer Java-Klasse und einer darin definierten Methode.
Nicht-Containment-Referenzen werden verwendet, um Verweise z.B. auf Variablen aufzulö-
sen. Namen, Literale und Modifikatoren werden durch Attribute ausgedrückt.
Die Syntax der Programmiersprache und die Zuordnung zum Ecore-Modell wird durch
eine Grammatik festgelegt, die als „konkrete Syntax“ bezeichnet wird. Zu diesem Zweck
werden die Klassen, Referenzen und Attribute des Ecore-Modells benutzt. Für jede kon-
krete (d.h. nicht abstrakte) Klasse des Ecore-Modells wird in der konkreten Syntax eine
Produktionsregel definiert. Dabei müssen sämtliche Attribute und Referenzen in der Pro-
duktionsregel vorkommen, und zwar in Übereinstimmung mit ihrer Multiplizität im Ecore-
Modell. Obwohl man sie im Ecore-Modell verwenden kann, werden von EMFText aus der
konkreten Syntax heraus keine Generics, Operationen oder Exceptions generiert.
Aufgrund dieser Feststellungen wurden die für die Programmrepräsentation relevanten
Modellierungselemente von Ecore nach den oben genannten Richtlinien ausgewählt. Die
wichtigsten ausgewählten Modellierungselemente sind:
• Klassen
• Containment- und Nicht-Containment-Referenzen
• Datentypen und Attribute
• Ordnung
• Multiplizitäten
• Eindeutigkeit
Eine detaillierte Auflistung findet sich in Anhang C.
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3.2. Graphen zur Programmrepräsentation
Im vorherigen Abschnitt wurde eine Menge von Modellierungselementen ausgewählt, die für
Repräsentation der statischen Semantik von Programmen relevant sind und die der Forma-
lismus deshalb unterstützen sollte. Abb. 7 illustriert die Konzeption des Formalismus und
die Umsetzung der vier Merkmale von Programmmanipulationen: Die Programmmanipula-
tionen werden graphbasiert und mithilfe der Kategorientheorie umgesetzt: Die Programm-
repräsentation erfolgt durch auswechselbare Graphvarianten. Programmeigenschaften und
-beziehungen werden mit den kategorientheoretischen Konstruktionen ausgedrückt. Diese
werden unabhängig von der graphbasierten Programmrepräsentation beschrieben, können
aber darauf angewendet werden. Die Operationen entsprechen der Berechnung der kate-
gorientheoretischen Konstruktionen.
Konstruktionen
Kategorientheorie
Mathematische Logik
Programmmanipulationen
Graphvarianten
Abbildung 7: Schichtenaufbau des Formalismus
GraphfeaturesIn der algebraischen Graphtransformationstheorie gibt es zahlreiche verschiedene Gra-
phvarianten mit unterschiedlichen Modellierungselementen. Üblicherweise wird dabei jede
Graphvariante von Grund auf neu definiert, obwohl es zwischen den Graphvarianten zahl-
reiche Gemeinsamkeiten gibt. Dies führt zum Einen zu Redundanzen und zum Anderen
zu sehr komplizierten Definitionen. Um die Definitionen besser handhabbar zu machen,
wird hier versucht, die einzelnen Modellierungselemente der Graphvarianten als modulare
Graphfeatures aufzufassen und möglichst unabhängig voneinander zu beschreiben. Diese
Graphfeatures kann man zu komplexen Graphvarianten kombinieren.
AufbauIn diesem Abschnitt werden zunächst Graphfeatures zur Programmrepräsentation vor-
gestellt, die die in Abschitt 3.1 ausgewählten Modellierungselemente von Ecore umsetzen.
Außerdem wird ein Überblick über einige Grundideen der Kategorientheorie gegeben, um
die Grundidee der kategorientheoretischen Beschreibung von Programmmanipulationen zu
erläutern. Die formale Darstellung ist in Kapitel 4 ausgelagert.
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In diesem Abschnitt werden die folgenden Graphfeatures informell dargestellt und auf
ihre Relevanz für die Programmrepräsentation hin untersucht:
• Die untypisierten Graphen (also gerichteten Graphen mit Mehrfachpfeilen) als Grund-
variante;
• Typisierung zur Unterscheidung verschiedener Knoten- und Pfeilarten, ähnlich Ecore-
Klassen und -Referenzen;
• Attributierung zur Repräsentation von Namen und Literalen, ähnlich Ecore-Attributen;
• Containment zur Repräsentation der hierarchischen Struktur von Programmen, ähn-
lich Ecore-Containment-Referenzen;
• Ordnung zur Repräsentation der Anordnung von Programmelementen, ähnlich zu
geordneten Ecore-Referenzen;
• Vererbung zur Abstraktion und Vermeidung von Redundanz in Typgraphen, ähnlich
zur Vererbung in Ecore;
• Constraints zur Sicherstellung von Konsistenzeigenschaften, die in Ecore durch Mul-
tiplizitäten und Eindeutigkeitsbedingungen formuliert werden.
3.2.1. Untypisierte Graphen
DiePfeile:
Eigenständig,
mehrfach,
gerichtet
in der algebraischen Graphtransformationstheorie benutzten Graphen unterscheiden
sich von den in der Graphentheorie üblichen. Pfeile (Kanten) haben eine eigenständige
Identität wie die Knoten, definieren sich also nicht nur über die Knoten, die sie verbinden.
Daraus ergibt sich auch, dass zwischen zwei Knoten mehrere Pfeile erlaubt sind. Außerdem
sind die Pfeile immer gerichtet, d.h. jeder Pfeil hat einen Anfangsknoten und einen End-
knoten. In solchen Graphen können Objekte eines Anwendungsbereiches als Knoten und
die Beziehungen zwischen den Objekten als Pfeile dargestellt werden.
class MyClassB {
  final void bar() {
    println("foo");
  }}
Abbildung 8: Einfaches Programmbeispiel: Java-Klasse mit Methode
Beispiel:
Untypisierter
Graph
Bereits mit dieser Grundvariante kann man Programmstrukturen modellieren, etwa die
Struktur des Codebeispiels aus Abb. 8. In dem Graph in Abb. 9 wird beispielsweise die
Klasse MyClassB als Knoten cMyClassB repräsentiert, die Methode bar als Knoten mBar
und die Tatsache, dass bar ein Member von MyClassB ist, durch einen Pfeil von cMyClassB
nach mBar, und so weiter.
Die formale Beschreibung der untypisierten Graphen findet sich in Unterabschnitt 4.3.1.
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cMyClassB mBar
invokePrintln mPrintln
cFoo
Abbildung 9: Graph als Programmmodell zu Abb. 8
Bewertung:
Fehlende
Informationen
Für spezielle Programmmanipulationen mag solch eine Darstellung schon ausreichend
sein, aber der Formalismus soll die statische Semantik vollständig repräsentieren, was hier
nicht der Fall ist: mBar repräsentiert zwar die Methode bar, aber die Tatsache, dass es
sich dabei um eine Methode handelt, ist nicht repräsentiert. Noch besser ist es am Aufruf
println("foo") zu erkennen: Das Aufrufstatement an sich ist als Knoten invokePrintln
repräsentiert, die aufgerufene Methode als mPrintln und der Parameter "foo" als mFoo.
mPrintln und mFoo sind auf ununterscheidbare Art durch einen Pfeil mit invokePrintln
verbunden. Die Information, dass mPrintln die Rolle der aufgerufenen Methode und mFoo
die Rolle eines Parameters spielt, ist nicht vorhanden, obwohl sie ganz entscheidend für die
statische Semantik ist. Es fehlen Modellierungselemente, die den Klassen und Referenzen
von Ecore entsprechen.
Prinzipiell könnte man versuchen, diese Rolle durch künstliche Knoten und Pfeile in
den Graphen hineinzucodieren. Abgesehen davon, dass sie den Graphen unnötig aufblähen
und die eigentliche Bedeutung verschleiern würde, würde durch eine derartige Codierung
die Struktur der Software verloren gehen. Die Strukturerhaltung ist nun aber ein wichti-
ger Grund, überhaupt Graphen für Softwaremodellierung einzusetzen, so dass ein solcher
Ansatz nicht zweckdienlich wäre.
A
B
e   
A'
B'
    e'
G Hm
Abbildung 10: Abbildungsregel für Graphhomomorphismen
Informationen
zuordnen:
Homomorphis-
men
Um die fehlenden Informationen unmittelbar zu repräsentieren, ist deshalb ein Mecha-
nismus notwendig, der sie den Knoten und Pfeilen zuzuordnet. Graphhomomorphismen
(auch: Graphmorphismen) können diese Aufgabe leisten, soweit sich die zuzuordnenden In-
formationen mit Graphen ausdrücken lassen – daraus ergibt sich der Begriff des typisierten
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Graphen (siehe Unterabschnitt 3.2.2).
Bei einem Graphhomomorphismus handelt es sich um eine Abbildung zwischen zwei
Graphen. Jeder Pfeil wird auf einen Pfeil und jeder Knoten auf einen Knoten abgebildet.
Dabei muss der Quellknoten jedes Pfeiles auf den Quellknoten seines Bildpfeiles und der
Zielknoten jedes Pfeiles auf den Zielknoten seines Bildpfeiles abgebildet werden, wie Abb. 10
verdeutlicht.
Eine formale Definition findet sich in Unterabschnitt 4.3.1.
1 2
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Abbildung 11: Graphhomomorphismus (1)
Beispiele:
Graphhomo-
morphismen
Abbildung 11 illustriert einen Graphhomomorphismus m von einem Graphen G in einen
GraphenH. Um den Graphhomomorphismus übersichtlich abzubilden, sind die Knoten und
Pfeile von H mit Zahlen bzw. Kleinbuchstaben markiert. Die Knoten und Pfeile von G sind
jeweils mit den Namen ihrer Bilder in H markiert, d.h. beispielsweise wird der rechte untere
Knoten von G auf den Knoten 2 von H abgebildet.
1 2
3
                 d
a
b   
1 2
3
a
a
b   
c
2   d
c 
G H
m
Abbildung 12: Graphhomomorphismus (2)
Bei Graphhomomorphismus (1)Injektivität wird keinen zwei Knoten derselbe Bildknoten und kei-
nen zwei Pfeilen derselbe Bildpfeil zugeordnet, d.h. er ist injektiv, ein Monomorphismus.
Dies muss nicht immer der Fall sein, wie Abb. 12 beweist. Dort werden nämlich sowohl
Knoten als auch Pfeile miteinander verschmolzen (zu Knoten 2 bzw. Pfeil a). Allerdings
Surjektivität hat Graphhomomorphismus (2) eine andere Eigenschaft, nämlich dass jeder Knoten und
jeder Pfeil in H auch ein Urbild in G hat, d.h. er ist surjektiv, ein Epimorphismus.
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Eine Isomorphieweitere wichtige Eigenschaft mancher Homomorphismen ist Isomorphie. Diese be-
sagt, dass die zwei Graphen strukturgleich sind, also dass sie gleich viele Knoten und Pfeile
haben und die Pfeile die Knoten in gleicher Weise verbinden. Der Isomorphismus ordnet da-
bei jedem Knoten und jedem Pfeil seine Entsprechung im anderen Graphen zu. Isomorphie
ist deshalb sehr bedeutend, weil es Graphen gibt, die dasselbe ausdrücken, aber trotzdem
nicht gleich sind, weil die Mengen der Knoten und Pfeile unterschiedlich gewählt wurden.
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Abbildung 13: Graphhomomorphismus (1) als Vorkommen von G in H
InterpretationHomomorphismen können unterschiedliche Rollen spielen und man kann sie auf ver-
schiedene Arten interpretieren. Zwei dieser Betrachtungsweisen sind bereits bekannt:
• Zuordnung: Wie bereits beschrieben ordnet ein Graphhomomorphismus m von G
nach H jedem Knoten und jedem Pfeil von G eine Information zu. Dies ermöglicht
es etwa, zwischen verschiedenen Knoten- und Pfeiltypen zu unterscheiden.
• Vorkommen: Wenn man in Abb. 11 die Knoten und Pfeile in H ausblendet, die
nicht im Bild von m enthalten sind, ist zu erkennen, dass es sich bei einem Graphho-
momorphismus um eine Art Vorkommen von G in H handelt (siehe Abb. 13). Jeder
Knoten und jeder Pfeil von G hat eine Entsprechung in H - im Fall eines injektiven
Graphhomomorphismus sogar eine eindeutige.
• Schranke: Weiterhin bedeutet die Existenz eines Graphhomomorphismus m von G
nach H, dass G eine untere Schranke für H und H eine obere Schranke für G ist:
In H muss alles vorkommen, was in G ist, und in G kann nur vorkommen was auch
eine Entsprechung in H hat.
• Hinzufügen und Verschmelzen: Außerdem kann man mit Graphhomomorphis-
men das Hinzufügen und Verschmelzen von Knoten und Pfeilen modellieren: In H
sind diejenigen Knoten und Pfeile von H neu hinzugefügt, die kein Bild eines Kno-
tens bzw. eines Pfeiles von G sind, also außerhalb des Vorkommens von G in H
liegen. Diejenigen Knoten und Pfeile von H, die Bild mehrerer Knoten bzw. Pfeile
sind, kann man als Verschmelzung dieser Knoten bzw. Pfeile betrachten.
• Entfernen und Vervielfältigen: Wenn man das Hinzufügen und Verschmelzen in
umgekehrter Richtung betrachtet, ergibt sich daraus das Entfernen und Vervielfälti-
gen von Knoten und Pfeilen: In G sind diejenigen Knoten und Pfeile von H entfernt,
33
die kein Bild eines Knotens bzw. eines Pfeiles von G sind, also außerhalb des Vor-
kommens von G in H liegen. Diejenigen Knoten und Pfeile von H, die Bild mehrerer
Knoten bzw. Pfeile von G sind, werden zu diesen Knoten bzw. Pfeile vervielfältigt.
3.2.2. Typisierung
In Unterabschnitt 3.2.1 wurde festgestellt, dass Graphen in der Grundvariante nicht aus-
reichen, um die statische Semantik von Programmen zu modellieren. Dies zeigte sich darin,
dass im Graph keine Informationen darüber repräsentiert waren, welche Knoten welche
Arten von Sprachkonstrukten repräsentieren und welche Pfeile welche Rollen spielen. In
den typisierten Graphen, einer formalen Graphvariante der algebraischen Graphtransfor-
mationstheorie erfüllen Knoten- bzw. Pfeiltypen diese Aufgaben.
Um Knoten- und Pfeiltypen zu definieren, ist keine neue Sprache nötig. Stattdessen
können sie einfach mittels eines untypisierten Graphen definiert werden, den man dann
als Typgraphen bezeichnet. Ein Typgraph ist vergleichbar mit einem oder Ecore-Modell
(siehe Abschnitt 3.1), das nur Klassen und Referenzen (binäre Assoziationen) enthält. Die
Knoten des Typgraphen werden Knotentypen genannt und sie entsprechen etwa den Ecore-
Klassen, die Pfeile werden als Pfeiltypen bezeichnet, und sie spielen eine ähnliche Rolle wie
Referenzen. Ein typisierter Graph besteht aus einem Instanzgraphen, einem Typgraphen
und einem Typisierungshomomorphismus vom Instanzgraphen in den Typgraphen, der je-
dem Knoten einen Knotentyp und jedem Pfeil genau einen Pfeiltyp zuordnet. Eine formale
Beschreibung findet sich in Unterabschnitt 4.3.2.
cMyClassB mBar
invokePrintln mPrintln
cFoo
Class MethodhasMethod
hasStatement                         
Invocation
target            
StringConstanthasParameter
G
TG
Abbildung 14: Beispiel mit typisiertem Graph (explizit)
Beispiel:
Typisierter
Graph
Abb. 14 zeigt eine Möglichkeit, das Beispiel aus Abb. 8 mit typisierten Graphen zu
modellieren. Da diese explizite Art, einen typisierten Graphen darzustellen, nicht besonders
gut lesbar ist, wird im Folgenden eine UML-ähnliche Notation wie in Abb. 15 verwendet:
Knoten werden mit „Name : Knotentyp“ und Pfeile mit ihrem Pfeiletyp bezeichnet.
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cMyClassB
:Class
mBar
:Method
hasMethod
invPrintln
:Invoke
hasStatement                         
target mPrintln
:Method
hasParameter
cFoo
:StringConstant
G:TG
Typisierter Knotenname :Typ
Abbildung 15: Beispiel mit typisiertem Graph
Konzeptuelle
Semantik
Im Beispiel ist auch bereits zu erkennen, dass die statische Semantik bei typisierten
Graphen berücksichtigt wird. Es handelt sich nicht um rein synaktische Informationen, wie
an dem Pfeil target zu sehen ist: Es wird bereits repräsentiert, dass sich der Aufruf auf eine
Methode namens println bezieht, also dass der Aufruf aufgelöst wird. In einem einfachen
abstrakten Syntaxbaum würde im Gegensatz dazu zum Knoten invPrintln ein Attribut für
den Namen der aufgerufenen Methode hinzugefügt.
Homomorphis-
men
typisierter
Graphen
Für alle Grapharten, die in diesem Kapitel definiert werden, gibt es einen Homomor-
phismusbegriff. Im Fall von typisierten Graphen beschränkt sich dieser Begriff auf Homo-
morphismen zwischen zwei Graphen, die über dem selben Typgraphen typisiert sind. Ein
Homomorphismus typisierter Graphen ist ein Homomorphismus von Graphen, bei dem das
Bild jedes Knoten und jedes Pfeiles denselben Typ hat wie das Urbild. Das heißt beispielwei-
se, dass ein Knoten vom Typ Method immer auf einen Knoten vom Typ Method abgebildet
werden muss.
BewertungTypisierte Graphen sind ein Mittel zur Repräsenation eines Teiles der statischen Seman-
tik von Programmen. Wenn man sie wie in diesem Unterabschnitt vorgestellt verwendet,
modellieren die zugehörigen Typgraphen die Sprachelemente der jeweiligen Programmier-
sprache und ihre Beziehungen. Deshalb kann man typisierte Graphen ähnlich wie Feature
Structure Trees (siehe Abschnitt 2.3) als sprachübergreifendes Programmmodell betrach-
ten. Als solches eignen sie sich, um das Ziel einer sprachunabhängigen Repräsentation von
Programmen zu erreichen.
Mit Typgraphen kann man festlegen, welche Arten von Knoten und Pfeilen in seinen
Instanzen unterschieden werden, also darin enthalten sein dürfen. Durch die Einbeziehung
von Typisierung wird ein sehr grundlegender Teil von Ecore formalisiert, denn Knoten-
und Pfeiltypen in Typgraphen bilden eine Analogie zu Klassen und Nicht-Containment-
Referenzen in Ecore-Metamodellen.
Zu beachten ist, dass in typisierten Graphen immer eine beliebige Anzahl von Pfeilen
eines bestimmten Typs von einem Knoten ausgehen darf. Dies ein bedeutender Unterschied
zu Referenzen in Java und in Ecore: In Java kann eine Referenz immer einen oder gar keinen
(null) Wert haben. In Ecore kann eine Referenz auch mehrere Werte haben, wobei man
im Modell die erlaubte Anzahl von Werten durch Multiplizitäten nach oben oder unten
beschränken kann. Zwar kann man TG aufgrund des Typisierungshomomorphismus type
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im Sinne von Unterabschnitt 3.2.1 als eine obere Schranke für über TG typisierte Graphen
interpretieren; dies bedeutet aber nur, dass es keine Knoten und Pfeile in G geben kann,
die keinem in TG vorhandenen Typ angehören. Es kann dennoch eine beliebige Anzahl von
Knoten und Pfeilen jedes einzelnen Typs geben.
Es gibt in typisierten Graphen noch einige Schwachstellen, die im Folgenden erläutert
werden.
Ungültige
Graphen
Zunächst kann man typisierte Graphen konstruieren, die keinem korrekten Programm
entsprechen: Man kann weder verlangen, dass für Knoten eines gewissen Typs bestimmte
Pfeile vorhanden sein müssen, noch kann man die Anzahl der Pfeile, die von einem Knoten
ausgehen, nach oben oder nach unten beschränken. Auch kann man mit Typgraphen bei-
spielsweise nicht verbieten, dass Variablen außerhalb ihres Gültigkeitsbereichs referenziert
werden. Hiergegen helfen Constraints, die in Unterabschnitt 3.2.7 behandelt werden.
Keine Werte Eine gravierendere Schwachstelle ist in Abb. 14 zu erkennen: Der übergebene Parame-
ter cFoo stellt ein String-Literal dar, aber die Information, dass dieses den Inhalt "foo"
hat, ist nicht im Graphen repräsentiert. Deshalb kann man den Graph nicht unterschei-
den von dem Graph eines Programmes, das "bar" anstatt "foo" ausgibt – die Graphen
sind isomorph. Auch für die im Beispiel gar repräsentierten Klassen-, Methoden- und Va-
riablennamen gilt dasselbe. Solange man sich nicht auf künstliche Codierungen einlässt,
kann mit einem endlichen Typgraphen lediglich eine feste, endliche Menge von Schlüssel-
wörtern repräsentiert werden. Für Literale gibt es jedoch unendlich viele mögliche Werte.
Hierdurch lässt sich von der Repräsentation eines Programmes seine dynamische Semantik
nicht mehr ableiten, weshalb Typisierung allein für die Repräsentation der statischen Se-
mantik von Programmen nicht ausreicht. Dieses Problem löst die in Unterabschnitt 3.2.3
beschriebene Attributierung.
3.2.3. Attributierung
Attribute Die im vorherigen Unterabschnitt angesprochene Schwachstelle typisierter Graphen, dass
Literale nicht ohne weiteres ausgedrückt werden können, kann man durch Attributierung
lösen [Lar+07]. Diese erlaubt es, Knoten und Pfeilen Werte wie etwa Zahlen oder Strings
zuzuordnen – sie spielt also eine ähnliche Rolle wie Attribute in Ecore. Die Werte sind dabei
durch Datentypen typisiert und man kann mit ihnen rechnen, also z.B. Zahlen addieren
oder Strings zusammenfügen.
Datentypen Die Datentypen und Rechenoperationen werden entweder durch algebraische Spezifika-
tionen [Ehr+01; EM85] oder durch Sketches [BW12] definiert. Eine algebraische Spezifika-
tionen bzw. ein Sketch definiert eine Menge von Datentypen (in algebraischen Signaturen
Sorten genannt), Konstanten- und Funktions- bzw. Operationssymbolen. Aus diesen Sym-
bolen kann man dann Terme zusammensetzen. Für eine genauere Beschreibung sei auf
die Literatur verwiesen. Sketches werden in dieser Arbeit verwendet, um Graphfeatures zu
definieren und werden deshalb in Abschnitt 4.2 erläutert.
Beispiel:
Attributierte
typisierte
Graphen
Wenn man Attributierung mit Typisierung verbindet, erhält man attributierte typisierte
Graphen. Damit lässt sich das am Anfang dieses Abschnitts genannte Problem lösen, wie
in Abb. 16 zu sehen ist: Die verwendete Algebra enthält eine Sorte für Strings, mit der sich
dann das Stringliteral "foo" repräsentieren lässt.
Bewertung Attributierte typisierte Graphen sind zur Repräsentation der statischen Semantik von
Programmen hinreichend, weil sich mit ihnen Abstract Semantic Graphs (ASGs) [RW91;
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Abbildung 16: Beispiel mit attributiertem typisiertem Graph
Rag03; Rag+04] darstellen lassen. Bei diesen handelt es sich nämlich um eine graphbasierte
Repräsentation der statischen Semantik von Programmen. Zu ASGs gelangt man, indem
man abstrakte Syntaxbäume (ASTs) [Aho+06] mit zusätzlichen Pfeilen, sogenannten Nicht-
Baumpfeilen (engl. non-tree-edges) anreichert, die die Baumstruktur nicht berücksichtigen
müssen, und eventuell von semantisch irrelevanten Informationen abstrahiert. Es gibt zwei
Merkmale von ASGs, die sich in attributierten typisierten Graphen nicht unmittelbar wie-
derfinden:
• In attributierten typisierten Graphen wird nicht zwischen Baumpfeilen und Nicht-
Baumpfeilen unterschieden. Diese Information ist aber nicht für die Bedeutung des
Programms relevant.
• Bei ASGs wird die Reihenfolge der Kindknoten im Baum mitrepräsentiert. In attribu-
tierten typisierten Graphen kann man das aber mit Pfeilattributen oder zusätzlichen
Pfeiltypen (“next”) simulieren.
Da diese beiden Abweichungen nicht bedeutend sind und alle semantisch relevanten In-
formationen enthalten sind, lässt sich die Aussage vertreten, dass attributierte typisierte
Graphen zur Repräsentation der abstrakten Semantik von Programmen bereits ausreichen.
Ungeachtet dessen gibt es für beide Unterschiede Graphfeatures, die die jeweilige Infor-
mation unmittelbar zum Graph hinzufügen, nämlich Containment (Unterabschnitt 3.2.4)
bzw. Ordnung (Unterabschnitt 3.2.5).
Da der Formalisierung von Containment Vorrang gegeben wurde, wird Attributierung
in dieser Arbeit nicht formalisiert, um den Stoffumfang einzuschränken.
3.2.4. Containment
HierarchieIn strukturierten Programmiersprachen sind Programme hierarchisch organisiert. In Ja-
va enthalten beispielsweise Pakete Unterpakete und Klassen, Klassen enthalten Methoden
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und Felder, Methoden enthalten Blöcke, Blöcke enthalten Statements und so weiter. Diese
baumartige Hierarchie spielt für die statische Semantik eine Rolle, etwa für Gültigkeitsbe-
reiche von Variablen und die Zugreifbarkeit von Feldern und Methoden, und deshalb macht
es Sinn, sie bei der Programmrepräsentation mit Graphen zu berücksichtigen. Außerdem
lassen sich etwa im Rahmen der in Unterabschnitt 3.2.3 angesprochen abstrakten Semantik-
graphen Algorithmen auf der Baumstruktur ausführen, die schneller sind als Algorithmen
auf allgemeinen Graphen, aber durch die zusätzlichen Informationen der nicht zum Baum
gehörigen Pfeile bessere Ergebnisse liefern als Algorithmen, die auf dem abstrakten Syntax-
baum (AST) operieren [Rag03; Rag+04]. Bei manchen Anwendungen wie Diff und Merge
kann es im Rahmen eines Tradeoffs zwischen Geschwindigkeit und Ergebnisqualität sogar
Sinn machen, ausschließlich Baumpfeile zuzulassen.
Containment Bei Graphen mit Containment (engl. “to contain” enthalten) [KLT07; BET08] wird diese
Baumstruktur durch eine spezielle Art von Pfeilen ausgedrückt, nämlich durch sogenannte
Containment-Pfeile. Containment drückt aus, welche Knoten in welchen anderen enthal-
ten sind. Deshalb dürfen Containment-Pfeile in Instanzgraphen im Gegensatz zu normalen
Pfeilen keine Zyklen bilden und kein Knoten darf Ziel zweier unterschiedlicher Containment-
Pfeile sein. Hingegen dürfen die Containment-Pfeiltypen genauso wie normale Pfeiltypen
Zyklen bilden und Knotentypen auch Ziel mehrerer unterschiedlicher Pfeiltypen sein, wenn
Containment und Typisierung kombiniert werden. Meist werden nicht nur Containment-
pfeile erlaubt, sondern zusätzlich auch normale Pfeile, die dann als Querpfeile bezeichnet
werden. Formal wird Containment in Unterabschnitt 4.3.3 definiert.
Abbildung 17: Typisierter Graph mit Containment
(Containment-Hierarchie hervorgehoben)
Beispiel:
Containment
Den Code aus Abb. 8 kann in typisierten Graphen mit Containment wie in Abb. 17 mo-
delliert werden. Im Wesentlichen drücken die Containmentpfeilen hier aus, welche Sprach-
elemente in welchen anderen “physisch” enthalten sind. Beispielsweise ist die Definition der
Methode bar in der Definition der Klasse MyClassB enthalten. Deshalb ist der entspre-
chende Pfeiltyp hasMember ein Containment-Pfeiltyp.
Homomorphis-
mus von
Graphen mit
Containment
Für Graphen mit Containment gibt es zwei mögliche Homomorphismusbegriffe: Die eine
entspricht den normalen Graphhomomorphismen, bei der anderen wird zusätzlich verlangt,
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dass ein Knoten mit Verschachtelungstiefe n wieder auf einen Knoten mit Verschachte-
lungstiefe n abgebildet wird. Für diese Arbeit wurde trotz ihrer Einschränkungen letztere
Möglichkeit gewählt, da sie bessere mathematische Eigenschaften mit sich bringt.
BewertungContainment macht die hierarchische Struktur von Programmen explizit und erlaubt
es, die Containment-Referenzen von Ecore umzusetzen. Außerdem lassen sich durch die
Baumstruktur Algorithmen auf heuristische Weise beschleunigen [Rag03]. Aber Contain-
ment kann auch einen grundlegenderen Unterschied in der Programmrepräsentation ma-
chen, denn man kann auch ausschließlich Containmentpfeile erlauben, wodurch die Gra-
phen im Endeffekt Wälder sind, also eine Menge von Bäumen. Anwendungen wie etwa
Diff können ebenso auf Grundlage von allgemeinen Graphen wie auch auf Grundlage von
Bäumen definiert werden. Je nach Grundlage unterscheiden sich die Algorithmen in ihrer
Komplexität, aber auch in der Qualität der Ergebnisse. Beim Diff von Graphen sind eine
längere Laufzeit, aber auch bessere Ergebnisse zu erwarten als bei Bäumen, die etwa keine
Namensauflösung erlauben. Auch damit man solche Unterschiede untersuchen kann, soll
Containment im Rahmen dieser Arbeit formalisiert werden.
3.2.5. Ordnung
Die Anordnung von Sprachelementen im Programmtext ist für die Semantik von Program-
men teils von Bedeutung, wie etwa bei Statements. Sie kann bereits mit typisierten Graphen
mit normalen Pfeiltypen repräsentiert werden.
Es macht aber Sinn, sie als Graphfeature in den Formalismus selbst zu integrieren, weil
eine Ordnung für Algorithmen den Unterschied zwischen exponentieller und polynomieller
Laufzeit ausmachen kann [Leß12]. In anderen Fällen ist die Anordnung von Sprachelemen-
ten auch nicht relevant, etwa bei der Anordnung von Java-Methoden innerhalb einer Klasse.
Da möglichst nur semantisch relevante Aspekte eines Programms formal repräsentiert wer-
den sollten, sollte die Anordnung nur optional sein.
Es gibt mehrere grundsätzliche Möglichkeiten, die Modellierung von Anordnungen zu
erlauben. In Ecore kann man Referenzen als geordnet definieren. Wenn in einem Ecore-
Modell eine Referenz r von einer Klasse C1 zu einer Klasse C2 definiert wird, enthält die
generierte Java-Klasse C1 eine Liste r vom Typ ListxC2y. In die Sprache der typisierten
Graphen übersetzt hieße dies, dass alle von einem Knoten ausgehenden Pfeile gleichen
Pfeiltyps eine Liste bilden, d.h. relativ zueinander angeordnet sein müssen.
Hier wurde eine andere Repräsentation der Ordnung gewählt, bei der man Pfeile, die
vom selben Knoten ausgehen, relativ zueinander anordnen kann, aber nicht muss. Bei
der Kombination mit Typisierung kann man dabei auch die Reihenfolge zwischen Pfeilen
unterschiedlicher Pfeiltypen repräsentieren, wenn dies im Typgraphen erlaubt wird. Warum
dies sinnvoll ist, illustrieren die folgenden Beispiele.
Beispiel:
Ordnung
Wenn man im Beispiel in Abb. 18a die Definitionen der Felder x und y austauscht,
entsteht ein ungültiges Programm. Die Methoden foo und bar könnte man hingegen
vertauschen, ohne dass sich die Bedeutung des Programms ändert – und dies ist bei Java-
Methoden immer der Fall. Deshalb muss man die Reihenfolge von Feldern auf jeden Fall
repräsentieren können, während es bei Methoden sinnvoll wäre, die Reihenfolge nicht un-
nötigerweise festzulegen.
Ein etwas komplizierter Fall liegt bei den Statements der Methode f in Abb. 18b vor:
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class SomeClass1 {
private int x = 10;
private int y = 5 * x;
void foo() {
// ...
}
void bar() {
// ...
}
}
(a) Zwischen Feldern und zwischen
Methoden
class SomeClass2 {
void f() {
int a;
int b;
b = 2;
}
}
(b) Zwischen Zuweisungen und Definitionen
Abbildung 18: Relevanz der Anordnung von Programmelementen
Man könnte die Variablendefinitionen “int a;” und “int b;” austauschen1. Jedoch darf
die Zuweisung b = 2 nicht vor die Deklaration “int b;” gezogen werden, da ansonsten
ein ungültiges Programm entsteht. Hier ergibt sich also die Situation, dass die relative
Reihenfolge von Variablendeklarationen untereinander irrelevant ist, aber die zwischen Va-
riablendeklarationen und Statements nicht. Daher ist es sinnvoll, dass die relative Reihen-
folge zwischen Variablendeklarationen und Statements repräsentiert werden darf, die von
Variablendeklarationen ohne Initialisierung untereinander jedoch nicht.
Eine mögliche Repräsentation der Beispieles aus Abb. 18b ist in Abb. 19 zu sehen: Die
Definition der Variable b, repräsentiert durch den Knoten defB muss vor der Zuweisung
b = 2, repräsentiert durch den Knoten assignB2 stehen, was durch den gepunkteten Pfeil
vom mittleren zum rechten hasStatement-Pfeil dargestellt wird.
Bewertung Die gewählte Variante deckt die im Beispiel illustrierten Fälle ab, soweit sich die erlaub-
ten Anordnung aus den Typen ergeben. Sie ermöglicht es, relative Anordnungen beliebig
zu erlauben und zu verbieten, solange sie sich nicht transitiv aus anderen erlaubten Anord-
nungen ergeben.
Es wären auch grobgranularere Varianten denkbar: Es gibt eine Graphvariante mit Listen
von Knoten als Pfeilen [MR10], ähnlich wie bei Ecore. Diese Art von Ordnung macht bei
der Programmrepräsentation mit typisierten Graphen nur in Verbindung mit Vererbung
(siehe Unterabschitt 3.2.6) Sinn, denn man kann nur Anordnungen von Knoten repräsen-
tieren, die einen gemeinsamen Obertyp haben. Knoten gleichen Typs kann man immer
anordnen – im dem Beispiel in Abb. 18b müsste man sogar zwangsläufig die Anordnung
der Variablendefinitionen untereinander repräsentieren, um die Anordnung relativ zu der
Zuweisung repräsentieren zu können.
Eine noch grobgranularere Alternative wäre es, nur zwischen geordneten und ungeord-
neten Pfeiltypen zu unterscheiden. Dadurch bilden alle von einem Knoten ausgehenden
geordneten Pfeile unabhängig vom Typ eine Liste, sodass auf Vererbung verzichtet werden
kann. Allerdings wird hier noch mehr unnötige Anordnungsinformation erlaubt.
Im Vergleich zu Ecore ist die gewählte Variante wesentlich feingranularer. Aber ähn-
1 Dies immer möglich solange sie keine Initialisierungswerte haben.
40
cSomeClass2
some:Class
mF
:Method
hasMethod
defA
:DefineLocalVar
hasStatement                                   
G:TG defB
:DefineLocalVar
hasStatement                         assignB2
:Assign
                             hasStatement
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Abbildung 19: Graph zu Abb. 18b
lich wie Ecore es erlaubt, Referenzen als ungeordnet zu definieren, wird hier erlaubt, die
Repräsentation einer Ordnung in Graphen zu verbieten. Im Gegensatz zu Ecore, wo bei
geordneten Referenztypen eine Liste vorliegt, müssen Pfeile, die angeordnet werden dürfen,
nicht zwangsläufig auch tatsächlich angeordnet werden. Um dies zu erzwingen, wären hier
Constraints nötig (siehe Abschnitt 3.2.5).
Das Graphfeature Ordnung wird im Rahmen dieser Arbeit nicht formalisiert.
3.2.6. Vererbung
Redundanz im
Typgraphen
Um statische Semantik von Programmen auszudrücken, sind typisierte attributierte Gra-
phen bereits ausreichend mächtig. Ein Nachteil an ihnen ist aber, dass gleichartige Pfeil-
typen, die von verschiedenen Knotentypen ausgehen bzw. auf verschiedene Knotentypen
zeigen, nicht zusammengefasst werden können. Dadurch werden Typgraphen leicht redun-
dant. In Ecore wird dies durch Vererbung zwischen Klassen gelöst. Für Graphen gibt es
eine formale Variante der Vererbung [Lar+05].
Lösung:
Vererbung
Vererbung führt eine Ober-Untertypbeziehung zwischen Knotentypen ein. Pfeile kön-
nen dann von jedem Untertyp ihres Quelltyps zu jedem Untertyp ihres Zieltyps gehen.
Hierdurch kann man gemeinsame Obertypen der Quell- bzw. Zielknotentypen der gleichar-
tigen Pfeiltypen einführen und diese zu einem einzigen Pfeiltyp zwischen den Obertypen
zusammenfassen. Desweiteren gibt es die Möglichkeit, Knotentypen als abstrakt zu definie-
ren, so dass kein Knoten eine unmittelbare Instanz dieses Typs sein kann, sondern Instanz
eines nicht-abstrakten Untertypen sein muss.
Beispiel:
Vererbung
Um den Unterschied zwischen Typgraphen ohne und mit Vererbung zu verdeutlichen,
kann man die entsprechenden Modellierungen von Variablen und Referenzen in Java in
Abb. 20 bzw. Abb. 21 vergleichen:
In dem Typgraphen in Abb. 20 sind verschiedene Arten von Variablen und Referenzen
mit unterschiedlichen Knoten- und Pfeiltypen modelliert. Diese Arten von Variablen haben
gemeinsam, dass sie einen Typ haben (“hasType”) und dass sie referenziert werden kön-
nen (“references”). Die Modellierung in diesem Beispiel ist deshalb redundant, weil jeweils
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LocalVariable Field
Reference
references                   
Parameter
hasType                                               
Type
 hasType             hasType
references                                        references
Abbildung 20: Beispiel: Referenzen ohne Vererbung
LocalVariable Field
Variable
Reference
references                   
Parameter
hasType   Type
    Vererbungsbeziehung
Type Abstrakter Knotentyp
Abbildung 21: Beispiel: Referenzen mit Vererbung
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drei verschiedene Pfeiltypen “hasType” bzw. “references” vorhanden sein müssen, die aber
jeweils dasselbe ausdrücken.
Vererbung ermöglicht es, diese Gemeinsamkeiten unmittelbar zu modellieren und da-
durch diese Redundanz zu vermeiden. Dazu kann man einen Ober-Knotentyp für Variablen
definieren, von dem alle drei Variablenarten erben (siehe Abb. 21). Für “hasType” bzw. “re-
ferences” gibt es dann jeweils nur einen Pfeiltyp, der vom gemeinsamen Ober-Knotentyp
ausgeht bzw. auf ihn zeigt.
BewertungVererbung ist ein für praktische Zwecke sehr nützliches Graphfeature, da sie Redundanz
in Typgraphen reduziert und diese somit leichter verständlich und besser wartbar werden.
Sie fügt aber keine zusätzliche Ausdruckskraft zu den Graphen hinzu und man kann sie auf
formaler Ebene mit einer einfachen Konstruktion durch typisierte Graphen ohne Vererbung
ersetzen. Deshalb wird sie in dieser Arbeit nicht formal beschrieben.
3.2.7. Constraints
Mit den bisher definierten Graphfeatures kann man bereits alle Informationen eines Pro-
gramms ausdrücken, aber es gibt auch Graphen, die kein gültiges Programm repräsentie-
ren. Um dies zu verhindern, kann man die Menge der erlaubten Graphen mit Constraints
[Ehr+06; TR05] einschränken.
Eine Constraint hat die Form einer Wenn-Dann-Regel. Wenn ein bestimmtes Muster
im Graph vorhanden ist, muss es sich zu einem Muster aus einer “Dann”-Liste erweitern
lassen, das ebenfalls im Graph vorhanden ist. Falls dies nicht möglich ist, handelt es sich
um keinen gültigen Graphen. Die “Dann”-Liste kann auch leer sein, was dann heißt, dass
das “Wenn”-Muster in keinem gültigen Graph vorkommen darf.
Beispiel:
Constraint
Mit Constraints kann man auch Regeln einer Programmiersprache definieren, die man
mit den bisher vorgestellten Graphfeatures nicht ausdrücken kann. In Graphen mit Ord-
nung kann man beispielsweise mit der in Abb. 22 illustrierten Constraint verlangen, dass die
Statements einer Methode geordnet sein müssen: Als “Wenn”-Muster sind zwei Statement-
Knoten s1 und s2 gegeben, die im selben Methoden-Knoten enthalten sind, ohne dass ihre
Anordnung definiert wäre. Wenn dieses Muster im Graph gefunden wird, muss es zu einem
von zwei “Dann”-Mustern erweitert werden können, die die beiden Möglichkeiten ausdrü-
cken, die Statements anzuordnen: In dem einen kommt s1 vor s2, in dem anderen kommt s2
vor s1. Das entspricht gerade der Definition einer totalen Ordnung zwischen den Statements
einer Methode.
Ein weiteres Beispiel für Constraints wären Multiplizitäten im Sinne von Ecore und
UML. Auch kompliziertere Regeln können mit Constraints ausgedrückt werden, wie etwa
die Binderegeln der Programmiersprache.
BewertungMit Constraints lässt sich die statische Semantik feiner modellieren als mit Typgraphen.
Insbesondere lässt sich die Existenz bzw. Nichtexistenz bestimmter Knoten und Pfeile for-
dern. Mit Constraints lassen sich die Multiplizitäten und die Eindeutigkeit von Referenzen
aus Ecore modellieren.
Dennoch werden Constraints hier nicht formalisiert, da das den Rahmen dieser Arbeit
sprengen würde.
43
m
:Method
s1
:Statement
hasStatement                    
s2
:Statement
                    hasStatement
Dann
m
:Method
s1
:Statement
hasStatement                    
s2
:Statement
                    hasStatement
m
:Method
s1
:Statement
hasStatement                    
s2
:Statement
                    hasStatement
Wenn
⇒
Abbildung 22: Beispiel: Constraint
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3.3. Kategorientheorie für die
Programmmanipulation
Die Kategorientheorie ist eine Theorie zur einheitlichen Beschreibung und Untersuchung
insbesondere mathematischer, logischer und informatischer Themenfelder. Die Vereinheitli-
chung wird erreicht, indem Konzepte auf einer höchst abstrakten Ebene mit den Begriffen
der Kategorientheorie definiert und dann auf die Themenfelder (bzw. Kategorien, die ih-
nen entsprechen) angewendet werden. In dieser Arbeit wird sie für zwei Dinge benötigt: Sie
liefert zum einen das Rahmenwerk, um die den Programmmanipulationen zugrundeliegen-
den Programmeigenschaften und -beziehungen repräsentationsunabhängig zu beschreiben.
Zum anderen wird sie benutzt, um die Graphfeatures zu formalisieren und so eine modulare
Definition von Graphvarianten zur Programmrepräsentation zu ermöglichen.
Es folgt ein kurzer Überblick über einige für diese Arbeit relevante Teilbereiche der Kate-
gorientheorie. Formale Definitionen werden in diesem Kapitel vermieden und auf Kapitel 4
verschoben. Eine weitergehende Einführung in die Kategorientheorie mit Bezug auf Soft-
waretechnologien gibt Fiadeiro [Fia05]. Barr/Wells [BW12] geben eine mathematischere
und umfassendere Einführung mit Bezug auf Informatik im Allgemeinen.
3.3.1. Kategorien
Der Begriff der Kategorie ist der wichtigste Grundbegriff der Kategorientheorie. Bei einer
Kategorie handelt es sich um eine mathematische Struktur, die ähnlich wie Gruppen, Rin-
ge und Körper durch einige Axiome definiert ist. Während Gruppen, Ringen und Körpern
Mengen zugrundliegen, bauen Kategorien auf (untypisierten) Graphen auf. Man kann Ka-
tegorien als Graphen mit einer zusätzlichen mathematischen Struktur betrachten, die es
ermöglicht, mit Pfeilen zu “rechnen”. Aus historischen Gründen bezeichnet man die Knoten
einer Kategorie als Objekte und die Rechenvorschrift als Komposition. Die Pfeile werden
oft als Morphismen bezeichnet.
Wie in Abb. 23 illustriert ist, dürfen zwei Pfeile f und g genau dann miteinander kompo-
niert werden, wenn sie unmittelbar hintereinander folgen. Das Ergebnis wird hier mit f‚g
bezeichnet, in der mathematischen Literatur findet man oft g˝f und in der Informatik f ;g.
In einer Kategorie gibt es für jedes Objekt X einen Identitätspfeil, der von X nach X geht.
Komposition mit Identitätspfeilen hat keinen Effekt: Das Ergebnis ist wieder der ursprüng-
liche Pfeil.
A B C
f.g
f g
Abbildung 23: Komposition von Pfeilen (Ausschnitt aus einer Kategorie)
In Form einer Kategorie können die verschiedensten Bereiche der Mathematik beschrie-
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ben werden. Zur Veranschaulichung werden im Folgenden einige Beispiele von Kategorien
erläutert.
Set Ein wichtiges Beispiel ist die Kategorie Set, die die Mengenlehre erfasst. In dieser
Kategorie sind die Mengen die Objekte und die Funktionen die Pfeile. Als Komposition
wird hier die Funktionskomposition (pf ˝ gqpxq “ fpgpxqq) verwendet. Im Gegensatz zur
üblichen Herangehensweise der Mengenlehre interessiert man sich hier in der Regel nicht
für Element- bzw. Teilmengenbeziehungen. Gleich große (isomorphe) Mengen werden als
im Wesentlichen gleich betrachtet.
Graphs Ein weiteres, insbesondere für diese Arbeit wichtiges Beispiel ist die Kategorie Graphs,
die Graphen beschreibt. Die Graphen werden als Objekte und die Graphhomomorphismen
als Pfeile benutzt. Mit Hilfe dieser Kategorie lässt sich auch die Kategorie der typisierten
Graphen definieren.
Logi Um klarzustellen, dass es sich bei den Objekten nicht zwangsläufig um Mengen mit
Struktur handeln muss, wird als letztes Beispiel die Kategorie Logi vorgestellt. Diese Kate-
gorie hat Formeln der Aussagenlogik als Objekte. Wenn aus einer Formel A eine Formel B
semantisch folgt, dann gibt es genau einen Pfeil von A nach B, ansonsten keinen. Die Kom-
position entspricht dem Modus ponens: Wenn aus einer Aussage A eine Aussage B folgt,
und aus B eine Aussage C folgt, dann folgt C aus A.
Die formalen Definitionen hierzu finden sich in Abschnitt 4.1.1.
3.3.2. Kategorielle Konstruktionen
Wie am Anfang dieses Abschnitts erklärt wurde, erreicht die Kategorientheorie eine einheit-
liche Beschreibung verschiedener Mathematikbereiche, indem Konzepte abstrakt mit den
Begriffen der Kategorientheorie definiert werden. Das bedeutet, dass man ausschließlich von
der allgemeinen Definition der Kategorie ausgehend Konstruktionen definiert. Wenn diese
kategoriellen Konstruktionen auf eine bestimmte Kategorie angewendet werden, treffen sie
oft auf wichtige Konstruktionen des hinter dieser Kategorie stehenden Mathematikbereiches
zu.
AI
B P
f
g g1
f 1
Abbildung 24: Pushout von A und B entlang I mit Pushout-Objekt P
Beispiel:
Pushout
Ein Beispiel einer kategoriellen Konstruktion ist der Pushout. Der Pushout entspricht
in vielen Kategorien einer Verschmelzung von zwei Objekten anhand eines gemeinsamen
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Unterobjektes. In diesen Fällen kann man Pushouts anhand Abb. 24 folgendermaßen er-
klären: A und B sind die Objekte, die miteinander verschmolzen werden sollen. I ist das
gemeinsame Unterobjekt von A und B, auch Schnittstellenobjekt oder Klebeobjekt genannt.
Das Ergebnis der Verschmelzung ist das Pushout-Objekt P , das in Illustrationen mit ei-
nem rechten Winkel markiert wird. Die Pfeile f und g definieren, auf welche Weise das
Schnittstellenobjekt I in A bzw. B vorkommt, ähnlich wie man Graphhomomorphismen
aus Unterabschnitt 3.2.1 als Vorkommen von Mustern in Graphen verstehen kann. Ebenso
zeigen f 1 und g1 an, auf welche Weise A bzw. B im Ergebnis P vorkommen.
Pushouts von
Graphen
Pushouts können auf die Kategorie der Graphen und Graphhomomorphismen ange-
wendet werden. Dort bedeutet ein Pushout, dass zwei Graphen mit einem gemeinsamen
Untergraphen zu einem Graph zusammengefügt werden. Wenn man die Graphen zur Pro-
grammrepräsentation verwendet, kann dies beispielweise benutzt werden, um das Binden
von Modulen oder Zusammenfügen von Programmfragmenten zu modellieren. Es handelt
sich also schon um eine einfache Programmmanipulation.
In Abbildung 25 ist ein Pushout von zwei Graphen illustriert, die jeweils ein Programm-
fragment, also z.B. eine Java-Klassendatei, repräsentieren. Der Graph A repräsentiert eine
Klasse MyClassA, die eine Methode foo mit einem Parameter myB vom Typ MyClassB
enthält. In foo wird myB die in MyClassB definierte Methode bar aufgerufen. Graph B
definiert die Klasse MyClassB, die bereits in Abschnitt 2.1 als Beispiel gedient hat. Diese
definiert eine Methode bar, die die Methode println aufruft, um “foo” auszugeben. Der
Schnittstellengraph I ist das Schnittstellenobjekt des Pushouts. Er enthält den gemeinsa-
men Untergraphen von A und B, der das gemeinsame Wissen der beiden Klassendateien
repräsentiert, dass die Klasse MyClassB eine Methode bar enthält. P ist der Ergebnis-
graph des Pushouts.
Eine für die Kategorientheorie typische Vorgehensweise ist, dass der gemeinsame Unter-
graph von A und B nicht durch gemeinsame Knoten und Pfeile festgelegt wird. Stattdessen
markieren die Pfeile f und g jeweils ein Vorkommen von I in A bzw. B, wie es in Unterab-
schnitt 3.2.1 erklärt wurde. In Abb. 25 sind die Vorkommen von I in A, B und P jeweils
orange hervorgehoben. Da die Graphen A und B durch den Pushout zum Graphen P zu-
sammengefügt werden, finden auch sie sich in P wieder. Diese Vorkommen in P werden
durch die Pfeile g1 bzw. f 1 markiert. g1 muss das Vorkommen von I in A auf gleiche Weise
in P abbilden, wie f 1 das Vorkommen von I in B im Graphen P abbildet. In Abb. 25 sind
die nur in A vorhandenen Knoten und Pfeile blau hervorgehoben, die von B grün.
Universelle
Eigenschaft
des Pushout
Zwei wesentliche Eigenschaften von Pushouts lassen sich dadurch in Abb. 25 erkennen:
1. In P werden keine unnötigen neuen Knoten und Pfeile hinzugefügt – es kommen nur
Knoten und Pfeile vor, die bereits in A oder B vorkommen.
2. Es werden nur solche Knoten und Pfeile in P gleichgesetzt, die gleichgesetzt werden
müssen – im vorliegenden Fall nur die Knoten und Pfeile des Schittstellengraphs I.
Diese beiden Eigenschaften werden zusammen als die universelle Eigenschaft des Pushout
von Graphen bezeichnet. Universelle Eigenschaften finden sich bei den meisten kategoriel-
len Konstruktionen wieder. Konstruktionen mit universellen Eigenschaften bezeichnet man
als universelle Konstruktionen. Man kann universelle Eigenschaften auch auf eine katego-
rienunabhängige Weise formulieren, wodurch es möglich ist, den Begriff der universellen
Konstruktion durch die Begriffe des Limes und des Kolimes zu formalisieren. Der oben
vorgestellte Pushout ist ein Spezialfall des Kolimes.
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Abbildung 25: Pushout von Graphen
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Eindeutigkeit
bis auf
Isomorphie
Eine weitere in der Kategorientheorie und insbesondere bei universellen Konstruktionen
häufig anzutreffende Eigenschaft zeigt sich auch beim Pushout: Er ist nur “bis auf Isomor-
phie” eindeutig. Das bedeutet, dass man jeder der vier Graphen in Abb. 25 durch einen
isomorphen anderen Graphen ersetzen2 kann. Das Ergebnis ist immer noch ein Pushout
und aus kategorientheoretischer Sicht im Wesentlichen dasselbe wie der alte Pushout.
3.4. Zusammenfassung
In diesem Kapitel wurden die Graphfeatures Typisierung, Attributierung, Containment,
Ordnung, Vererbung und Constraints informell vorgestellt, die sich zu Graphvarianten
zur Programmrepräsentation kombinieren lassen. Es hat sich ergeben, dass attributierte
typisierte Graphen für die vollständige Repräsentation der statischen Semantik von Pro-
grammen ausreichen. Allerdings werden in dieser Arbeit nur Typisierung und Containment
formalisiert, um den Themenumfang zu begrenzen.
Neben den Graphfeatures wurden einige für diese Arbeit relevante Aspekte der Kategori-
entheorie informell erklärt. Anhand des Pushout wurde gezeigt, wie sich eine kategorielle
Konstruktion verwenden lässt, um eine einfache Programmmanipulation, nämlich das Bin-
den, zu formalisieren.
Im nächsten Kapitel folgt eine weitergehende formale Einführung in die Kategorien-
theorie und die formale Definition von Graphfeatures. Weitere Programmmanipulationen
werden in Kapitel 5 formalisiert.
2 Dabei muss man auch die Pfeile mithilfe eines Graphisomorphismus ersetzen.
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Kapitel 4
Formalismus
Nachdem in Kapitel 3 eine informelle Einführung in die Graphvarianten und die dafür not-
wendige Kategorientheorie gegeben wurde, folgt in diesem Kapitel eine formale Beschrei-
bung. Zunächst wird in Abschnitt 4.1 die Kategorientheorie formal dargestellt. Der davon
ausgelagerte Abschnitt 4.2 beschreibt Sketches, die der graphbasierten Definition von Kate-
gorien dienen. In Abschnitt 4.3 wird eine modulare Definition der einzelnen Graphfeatures
durch Sketches vorgeschlagen. Eine kurze Ausführung zu den mengentheoretischen Grund-
lagen und einige Grunddefinitionen finden sich in Anhang A.
4.1. Kategorientheorie
Die Kategorientheorie ermöglicht es, verschiedenste Bereiche der Mathematik, Logik und
Informatik mithilfe des Begriffes der Kategorie und darauf aufbauenden kategoriellen Kon-
zepten auf einheitliche Weise zu beschreiben. Zu diesen kategoriellen Konzepten gehören
auch die universellen Konstruktionen der Kategorientheorie, nämlich insbesondere Limites
und Kolimites, unter die auch der in Unterabschnitt 3.3.2 vorgestellte Pushout fällt. Katego-
rien und universelle Konstruktionen werden in dieser Arbeit verwendet, um die verschiede-
nen Graphvarianten formal zu erfassen und um Programmeigenschaften und -beziehungen
zu beschreiben.
In diesem Abschnitt wird zunächst der Begriff der Kategorie definiert und erläutert.
Dann werden einige nützliche Kategorien definiert, die sich von anderen Kategorien ableiten
lassen. Abschließend werden universelle Konstruktionen in Form von Limites und Kolimites
vorgestellt.
4.1.1. Kategorien
Wie in der Einleitung zu Kapitel 3 bereits erklärt wurde, werden in dieser Arbeit Kategorien
benötigt, um die verschiedenen Graphvarianten zur Programmmodellierung zu erfassen. Bei
Kategorien handelt es sich um mathematische Strukturen ähnlich wie Gruppen, Ringe und
Körper. Allerdings bauen sie nicht wie diese auf Mengen auf, sondern auf Graphen, oder
genauer gesagt auf Köchern (engl. „quiver“), welche eine Verallgemeinerung von Graphen
auf echte Klassen sind (siehe Anhang A).
In diesem Unterabschnitt werden zunächst Köcher und Graphen und die zugehörigen
Abbildungsbegriffe der Köcher- bzw. Graphhomomorphismen behandelt. Anschließend wer-
den Kategorien auf der Grundlage von Köchern definiert und erläutert. Schließlich werden
noch Funktoren als Abbildungen zwischen Kategorien und natürliche Transformationen als
Abbildungen zwischen Funktoren beschrieben.
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Eine Kategorie ist eine erweiterte Art von Graph, in der man mit den Pfeilen rechnen
kann. Allerdings sind aus formalen Gründen die normalen Graphen zu „klein“, um mit
ihnen beliebige mathematische Themenfelder zu beschreiben, selbst wenn die Graphen
unendlich sein dürfen. Man braucht zunächst den Begriff des Köchers:
Definition 1 (Köcher)
Köcher Sei G0 eine Klasse, genannt Klasse der Objekte oder Knoten.
Sei G1 eine Klasse, genannt Klasse der Pfeile, Morphismen oder Kanten1.
Seien srcG, tarG : G1 Ñ G0 Funktionen, die den Pfeilen Knoten zuordnen.
Dann ist G “ psrcG, tarGq ein Köcher.
Für einen Pfeil m P G1 ist srcpvq die Domäne oder der Quellknoten und tarpvq die
Kodomäne oder der Zielknoten von m.
Für Knoten A,B P G0 ist GrA,Bs “  m P G1 ˇˇ srcpmq “ A^ tarpmq “ B( Ď G1 die
Klasse aller Pfeile von A nach B in G.
Man schreibt A m B P G für einen Pfeil m P GrA,Bs von A nach B.
Manchmal ist es bequemer, die Pfeile eines Köchers G knotenweise zu definieren, als die
Funktionen src und tar explizit anzugeben. Hierzu legt man zunächst die KlasseG0 seiner
Knoten fest. Dann definiert man für jedes Paar pA,Bq von Knoten die KlasseGrA,Bs der
Pfeile von A nach B, wobei die Klassen GrA,Bs paarweise disjunkt sein müssen. Dann
ergibt sich die Klasse der Pfeile als Vereinigung dieser Klassen G1 “ Ť
A,BPG0
GrA,Bs.
Für einen Pfeil m P GrA,Bs ergibt sich die Domäne srcGpmq “ A und die Kodomä-
ne tarGpBq “ B. l
Die Funktion src ordnet jedem Pfeil seine Quelle und tar jedem Pfeil sein Ziel zu. Durch die
Unterscheidung von Quelle und Ziel sind die Pfeile gerichtet. Auch können unterschiedliche
Pfeile dieselbe Quelle und dasselbe Ziel haben, d.h. es gibt Mehrfachkanten.
Bei Köchern handelt es sich also im Grunde um dasselbe wie bei einem Graphen im Sinne
von Unterabschnitt 3.2.1, nur dass Köcher auch echte Klassen von Knoten und Pfeilen
haben können. Zur Erinnerung: Jede Menge ist eine Klasse. Eine Klasse ist eine Menge,
wenn sie nach den Regeln der jeweils benutzten Mengentheorie als Menge definiert werden
kann. Im Falle der für diese Arbeit vorgeschlagenen Mengenlehre ARC gilt dies, wenn man
sie durch eine „sichere“ Formel definieren kann, oder wenn sie eine Teilklasse einer auf
solche Weise definierten Menge ist. „Sicher“ bedeutet hier, dass die Formel nur auf Mengen
zutrifft, dass alle darin vorkommenden Variablen Mengen sind, und dass die Konstante V,
die die Klasse Set aller Mengen bezeichet, nicht vorkommt [Mul01]. Eine Klasse ist eine
echte Klasse, wenn sie keine Menge ist.
Graphen sind genau die Köcher, die Mengen von Knoten und Pfeilen haben:
Definition 2 (Graph)
Graph Die Klasse der Graphen ist definiert als
Graphs “  psrc, tarq ˇˇ src, tar : G1 Ñ G0 und G0,G1 P Set( l
1 Die Schreibweise G1 ist an die Tatsache angelehnt, dass jeder Pfeil einem Pfad der Länge 1
entspricht und umgekehrt. Ebenso gibt es für jeden Knoten A genau einen Pfad der Länge 0,
nämlich den leeren Pfad von A nach A, wodurch sich die Schreibweise G0 erklären lässt.
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Neben der Unterscheidung zwischen Graphen und Köchern kann man feinere Unterschei-
dungen bezüglich der Größe von Köchern treffen. Diese Unterscheidungen sind manchmal
notwendig, da Köcher für manche Konstruktionen auch zu groß sein können:
Definition 3 (Größen von Köchern)
Größen von
Köchern
Sei G ein Köcher.
Dann ist G genau dann klein, wenn er ein Graph ist2.
G ist genau dann lokal klein, wenn für alle Knoten A,B P G0 die Klasse GrA,Bs der
Pfeile von A nach B eine Menge ist.
G ist genau dann endlich, wenn G0 und G1 endliche Mengen sind. l
Um den Unterschied zwischen den verschiedenen Größen von Graphen und Köchern genauer
zu erläutern, seien die Beispiele 4 und 5 aufgeführt:
Beispiel 4 (Graph der natürlichen Zahlen)
Graph der
natürlichen
Zahlen
Ein Beispiel eines kleinen Köchers ist ein Graph Nat, der als Knoten die natürlichen
Zahlen N hat und jeweils genau einen Pfeil von a nach b hat, wenn a ă b ist:
1 2 3 . . .
Die Klasse der natürlichen Zahlen ist eine Menge, denn sie lässt sich nach den Regeln
der Mengenlehre z.B. nach von Neumann durch 0 “ H, 1 “ t0u, 2 “ t0, 1u, 3 “ t0, 1, 2u
und so weiter definieren. Sie ist aber keine echte Klasse, eben weil sie eine Menge ist. Da
auch die Klasse der Pfeile eine Menge ist, ist der Köcher Nat klein, also ein Graph. l
Damit ein Köcher nicht mehr klein ist, reicht es also nicht, dass er unendlich ist wie Nat,
sondern er muss wesentlich größer sein. Dies ist beispielsweise der Fall, wenn die Klasse
aller Mengen ins Spiel kommt:
Beispiel 5 (Köcher QSet der Mengen und Funktionen)
QSetEin weiteres Beispiel eines Köchers ist der Köcher QSet der Mengen und Funktionen. Die
Klasse der Knoten von QSet ist die Klasse aller Mengen, also Q0Set “ Set. Die Klasse
der Pfeile von einem Knoten (also einer Menge) A zu einem Knoten B in QSet ist die
Menge der Funktionen von A nach B, also @A,B P Q0Set: QSetrA,Bs “ BA.
Bei QSet handelt es sich um keinen Graphen, weil die Klasse aller Mengen selbst keine
Menge ist. Allerdings handelt es sich um einen lokal kleinen Köcher, denn die Klasse BA
aller Funktionen zwischen zwei Mengen A und B ist eine Menge. l
Köcher und Graphen sind gut geeignet, um Struktur oder um Beziehungen zwischen ma-
thematischen Objekten formal zu erfassen. Darüber hinaus sind sie aber nicht besonders
ausdruckskräftig, solange man wie in der Graphen- und Kategorientheorie üblich die innere
2 In der Literatur wird teils auch der Begriff „Graph“ für Köcher und „kleiner Graph“ für Graphen
mit Mengen von Knoten und Pfeilen benutzt. Dem wurde hier nicht gefolgt, weil das Hauptthema
dieser Arbeit die Programmrepräsentation mit kleinen Graphen ist, und deshalb kleine Graphen
der Normalfall sein sollten.
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Struktur von Knoten und Pfeilen nicht betrachtet. Beispielsweise wäre es schwierig, allein
mit Köchern Rechenoperationen zu definieren, oder Programme zu repräsentieren, wie in
Unterabschnitt 3.2.1 ja bereits festgestellt wurde.
Die kategorientheoretische Herangehensweise ist es, jetzt nicht etwa eine innere Struktur
von Knoten und Pfeilen zu definieren, sondern extern zusätzliche Struktur hinzuzufügen,
also Köcher als Grundlage für ausdruckskräftigere Konstrukte zu verwenden. Beispielswei-
se kann man mit Köcherhomomorphismen einen Köcher zu einem anderen in Beziehung
setzen. Hierdurch lässt sich, wie in Unterabschnitt 3.2.2 erkannt wurde, Typisierung von
Graphen definieren, die eine notwendige Voraussetzung zur vollständigen Repräsentation
der konzeptuellen Semantik von Programmen ist.
Definition 6 (Köcherhomomorphismus)
Köcherhomo-
morphismus
Seien G und H Köcher, genannt Domäne bzw. Kodomäne.
Sei f0 : G0 Ñ H0 eine Funktion, genannt Knotenkomponente, die jedem Kno-
ten von G einen Knoten von H zuordnet.
Sei f1 : G1 Ñ H1 eine Funktion, genannt Pfeilkomponente, die jedem Pfeil von G ei-
nen Pfeil von H zuordnet.
Sei f :“ pG,H, f0, f1q das Quadrupel von Domäne, Kodomäne, Knoten- und Pfeilkom-
ponente.
G1 G0
H1 H0
srcG
srcH
f1 f0
G1 G0
H1 H0
tarG
tarH
f1 f0
Dann ist f genau dann ein Köcherhomomorphismus, geschrieben f : GÑ H, wenn
gilt: f1‚srcH “ srcG‚f0 ^ f1‚tarH “ tarG‚f0
Falls G und H Graphen sind, nennt man f Graphhomomorphismus. Für die Menge
aller Graphhomomorphismen f : GÑ H von einem Graphen G in einen Graphen H
schreibt man HG.
Bei der Anwendung eines Graphhomomorphismus lässt man üblicherweise die Unter-
scheidung zwischen der Knoten- und Pfeilkomponente fallen. Man schreibt also fpvq
anstatt f0pvq für Knoten v P G0 und fpmq anstatt f1pmq für Pfeile m P G1. l
Anschauliche Beispiele von Graphhomomorphismen sind in Unterabschnitt 3.2.1 zu finden.
Eine weitere Möglichkeit, Köcher als Grundlage für eine ausdruckskräftigere Konstruk-
tion zu verwenden, ist es, eine Rechenoperation darauf zu definieren, um eine Kategorie
zu erhalten. Kategorien sind Köcher, in denen man mit den Pfeilen rechnen kann, oder in
der kategorientheoretischen Ausdrucksweise, die Pfeile komponieren kann. Man kann dabei
aber nicht beliebige Pfeile komponieren, sondern nur aufeinanderfolgende – also solche, die
einen Pfad der Länge 2 bilden. Um dies formal zu erfassen, hilft die folgende Definition:
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Definition 7 (Komponierbares Paar)
Komponier-
bares Paar
Sei G ein Köcher.
Dann ist G2 “  pf, gq P G1 ˆG1 ˇˇ tarpfq “ srcpgq( die Klasse der komponierbaren
Paare von Pfeilen von G.
Für ein komponierbares Paar pf, gq P G2 wird anschaulicher A f B g C P G
(oder A f B g C P G2q geschrieben. l
Die Grundidee hinter Kategorien ist es, dass man jedes komponierbare Paar von Pfeilen zu
einem Pfeil komponieren kann. Daneben ist die Komposition assoziativ und sie hat neutrale
Elemente, damit man mit ihr gut rechnen kann:
Definition 8 (Kategorie)
KategorieSei G ein Köcher (der Kategorie zugrundeliegender Graph3).
Sei ‚ eine Funktion ‚ : G2 Ñ G1, genannt Komposition, die jedes komponierbare
Paar A f B g C P G zu einem Pfeil A f‚g C P G komponiert.
A B C
f g
f‚g
Sei C “ pG, ‚q.
Definiere C0 :“ G0, C1 :“ G1, C2 :“ G2 und QC “ G.
Dann ist C genau dann eine Kategorie, wenn
• die Komposition assoziativ ist:
@f, g, h P C1: pf, gq P C2 ^ pg, hq P C2 ñ pf‚gq‚h “ f‚pg‚hq
A B C D
f g h
f‚g
g‚h
f‚pg‚hq
pf‚gq‚h
• und für jedes Objekt A P C0 ein Pfeil A idA A, genannt Identitätspfeil von A,
existiert, der ein neutrales Element der Komposition ist:
@A P C0: DA idA A P C1: p@B f A: f‚idA “ fq ^ p@A g C: idA‚g “ gq
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B A
idA
C
f “ f‚idA g “ idA‚g
l
Bemerkung 9 (Komposition von Pfaden)
Komposition
von Pfaden
Durch die Assoziativität der Komposition wird es möglich, jeden beliebigen nichtleeren
Pfad k0 s1 k1 s2 . . .
sn´1 kn´1 snÑ kn aufeinanderfolgender Pfeile zu komponie-
ren, ohne auf die Reihenfolge der Komposition achten zu müssen.
Neben den nichtleeren Pfaden gibt es aber für jedes Objekt A auch einen leeren Pfad
von A nach A. Damit die Kompositionsfunktion für alle Pfade definiert ist, setzt man
die Komposition des leeren Pfades von A nach A auf den Identitätspfeil A idA A.
Formalisiert wird dies in den Definitionen 24 und 31. l
Im Allgemeinen können die Klasse der Objekte und die Klasse der Pfeile wie bei Köchern
auch echte Klassen sein, sind also nicht notwendigerweise Mengen. Deshalb kann man
Kategorien wie Köcher als klein, lokal klein oder endlich bezeichnen:
Definition 10 (Größen von Kategorien)
Größen von
Kategorien
Sei C eine Kategorie.
Dann ist C genau dann klein, wenn C0 und C1 Mengen sind.
C ist genau dann lokal klein, wenn für alle Objekte A,B P C0 die Klasse CrA,Bs der
Pfeile von A nach B eine Menge bildet.
C ist genau dann endlich, wenn C0 und C1 endliche Mengen sind.
Die Klasse aller kleinen Kategorien heißt Cat l
Es gibt einige Beispiele sehr einfacher, endlicher Kategorien, die aber dennoch in der Kate-
gorientheorie eine spezielle Rolle einnehmen:
Beispiel 11 (Primitive Kategorien)
Primitive
Kategorien
Die Kategorie 0 hat keine Objekte und keine Pfeile.
Die Kategorie 1 hat ein Objekt 0 und der Identitätspfeil 0 id0 0.
0
id0
Die Kategorie 1 ` 1 ist eine Verdoppelung von 1, hat also zwei Objekte 0 und 1 und
deren Identitätspfeile.
0
id0
1
id1
3 Eine Kategorie C wird oft mit dem ihr zugrundeliegenden Graphen QC identifiziert. In der
Regel ergeben sich daraus keine Probleme.
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Von 1 ` 1 verschieden ist die Kategorie 2, genannt Intervallkategorie. Diese hat auch
zwei Objekte 0 und 1, aber neben den Identitätspfeilen auch noch einen Pfeil 0 m 1.
0
id0
1
id1
m
l
Die Komposition ist in diesen Kategorien trivial, da man die Pfeile, falls vorhanden, nur
mit Identitätspfeilen komponieren kann.
Es gibt aber auch wesentlich mächtigere Kategorien. Die wohl wichtigste Kategorie ist
die Kategorie Set der Mengen und Funktionen. Ihr liegt der Köcher QSet der Mengen und
Funktionen aus Beispiel 5 zugrunde. Als Komposition besitzt sie die Funktionskomposition:
Beispiel 12 (Kategorie Set)
Kategorie SetDie Kategorie Set ist folgendermaßen definiert:
• Die Klasse der Objekte ist die Klasse aller Mengen: Set0 “ Set
• Die Klasse der Pfeile zwischen zwei Objekten (Mengen) A und B ist die Menge BA
der Funktionen von A nach B: SetrA,Bs “ BA
• Die Komposition der Pfeile (Funktionen) A f B g C P Set2 ist die Funkti-
onskomposition, also f‚g : AÑ C : x ÞÑ gpfpxqq. l
Es ist leicht zu überprüfen, dass es sich bei Set um eine Kategorie handelt: Dass die
Funktionskomposition assoziativ ist, wird in der Einführungsliteratur zur Mathematik
bewiesen und die Rolle des Identitätspfeiles einer Menge X nimmt ihre Identitätsfunk-
tion idX : X Ñ X : x ÞÑ x ein.
Ein weiteres Beispiel einer Kategorie bilden die Graphen zusammen mit den Graphho-
momorphismen (siehe Definition 6 und Unterabschnitt 3.2.1):
Beispiel 13 (Kategorien Graphs und Quiv)
Kategori-
en Graphs
und Quiv
Die Kategorie Graphs ist folgendermaßen definiert:
• Die Klasse der Objekte ist die Klasse der Graphen: Graphs0 “ Graphs
• Die Klasse der Pfeile zwischen zwei Objekten (also Graphen) G und H ist die
Menge HGder Graphhomomorphismen von G nach H: GraphsrG,Hs “ HG
• Die Komposition zweier Pfeile (also Graphhomomorphismen) f : GÑ H
und g : H Ñ I aus Graphs1 mit f “ pG,H, f0, f1q und g “ pH, I, g0, g1q, also
mit Objektkomponenten f0 bzw. g0 und Pfeilkomponenten f1 bzw. g1 ist die kom-
ponentenweise Funktionskomposition:
f‚g “ pG,H, f0, f1q‚pH, I, g0, g1q “ pG, I, f0‚g0, f1‚g1q
In der für diese Arbeit vorgeschlagenen Mengenlehre ARC kann man analog zu Graphs
auch eine Kategorie Quiv definieren, die nicht nur die Graphen enthält, sondern alle
Köcher, die höchstens gleichmächtig zur Klasse Set aller Mengen sind. l
Ähnlich wie Köcher haben auch Kategorien einen zugehörigen Homomorphismusbegriff,
nämlich den der Funktoren. Mit Funktoren kann man unter anderem Konstruktionen wie
beispielsweise die Bildung der Pfadkategorie beschreiben, die die Pfade eines Graphen
umfasst (siehe Definition 27). Funktoren sind formal in folgender Weise definiert:
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Definition 14 (Funktor)
Funktor Seien C und D Kategorien, genannt Domäne bzw. Kodomäne.
Sei F0 : C0 Ñ D0 eine Funktion, genanntObjektkomponente, die jedem Objekt vonC
ein Objekt von D zuordnet.
Sei F1 : C1 Ñ D1 eine Funktion, genannt Pfeilkomponente, die jedem Pfeil von C
einen Pfeil von D zuordnet.
Sei F¯ “ pQC,QD, F0, F1q ein Köcherhomomorphismus F¯ : QC Ñ QD zwischen den
zugrundeliegenden Köchern von C und D (zugrundeliegender Köcherhomomorphismus).
Sei F :“ pC,D, F0, F1q das Quadrupel von Domäne, Kodomäne und den Objekt- und
Pfeilkomponenten des zugrundeliegenden Köcherhomomorphismus.
Dann ist F genau dann ein Funktor von C nach D, wenn
1. F mit den Identitätspfeilen verträglich ist: @A P C0: F pidAq “ idF pAq
A
idA
F pAq
F pidAq “ idF pAq
In C:
In D:
F
2. und F mit der Komposition verträglich ist:
@A f B g C P C2: F pf‚gq “ F pfq‚F pgq
A B C
F pAq F pBq F pCq
F
In C:
In D:
f g
h “ f‚g
F pfq F pgq
F phq “ F pf‚gq “ F pfq‚F pgq
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Auch bei Funktoren wird die Schreibweise F : CÑ D verwendet.
F¯ ist der zugrundeliegende Köcherhomomorphismus von F , mit dem F häufig identifiziert
wird.
Die Klasse aller Funktoren von C nach D wird mit FunpC,Dq bezeichnet. l
Ein Funktor ist also im Wesentlichen ein Köcherhomomorphismus zwischen Kategorien,
der mit den Identitätspfeilen und der Komposition verträglich ist. Zwei primitive Fälle von
Funktoren sind die konstanten Funktoren und die Identitätsfunktoren:
Beispiel 15 (Konstanter Funktor)
Identitäts-
funktor
Seien C und D Kategorien und D P D0 ein Objekt von D.
Der konstante Funktor ∆D : CÑ D von C nach D ordnet jedem Objekt von C das
Objekt D und jedem Pfeil von C den Identitätsmorphismus idD von D zu. l
Beispiel 16 (Identitätsfunktor)
Identitäts-
funktor
Sei C eine Kategorie.
Der Identitätsfunktor idC : CÑ C von C nach C ordnet jedem Objekt und jedem
Pfeil sich selbst zu, also @A P C0: idCpAq “ A und @A m B P C: F pmq “ m. l
Beispiel 17 (Kategorie Cat)
Katego-
rie Cat
Zusammen mit den Funktoren bilden die kleinen Kategorien selber eine Kategorie, näm-
lich die Kategorie Cat:
• Die Klasse der Objekte ist die Klasse der kleinen Kategorien: Cat0 “ Cat
• Die Klasse der Pfeile zwischen zwei Objekten (also Kategorien) A und B ist die
Menge der Funktoren von A nach B: CatrA,Bs “ BA
• Die Komposition zweier Pfeile (also Funktoren) f “ pC,D, f0, f1q und g “
pD,E, g0, g1q mit Objektkomponenten f0 bzw. g0 und Pfeilkomponenten f1 bzw. g1
ist die komponentenweise Funktionskomposition f‚g “ pC,E, f0‚g0, f1‚g1q.
• Der Identitätspfeil eines Objektes von A P Cat ist der in Beispiel 16 definierte
Identitätsfunktor idA.
Diese Kategorie ist unter anderem deshalb nützlich, weil man so Funktoren definieren
kann, die aus Objekten einer Kategorie kleine Kategorien erzeugen.
In der für diese Arbeit vorgeschlagenen Mengenlehre ARC kann man analog zu Cat auch
eine Kategorie CAT definieren, die nicht nur die kleinen Kategorien enthält, sondern alle
Kategorien, die höchstens gleichmächtig zur Klasse Set aller Mengen sind. l
Ein weiterer zentraler Begriff der Kategorientheorie ist der der natürlichen Transformation.
Dabei handelt es sich um eine Verallgemeinerung verschiedener Arten von Homomorphis-
men. Eine natürliche Transformation ist eine Abbildung zwischen Abbildungen, nämlich
zwischen parallelen Köcherhomomorphismen, deren Kodomäne eine Kategorie ist. Natürli-
che Transformationen zwischen parallelen Funktoren sind ein Spezialfall hiervon, weil auch
Funktoren Köcherhomomorphismen mit einer Kategorie als Kodomäne sind.
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Definition 18 (Natürliche Transformation)
Natürliche
Transformati-
on
Sei G ein Köcher.
Sei C eine Kategorie.
Seien f : GÑ C und g : GÑ C Köcherhomomorphismen von G nach C.
Sei α “ pαAqAPG0 eine Familie von Pfeilen fpAq αA gpAq von den Bildern der Knoten
von G unter f zu ihren Bildern unter g.
Dann ist α genau dann eine natürliche Transformation α : f Ñ g, wenn für jeden
Pfeil A s B P G1 gilt: fpsq‚αB “ αA‚gpsq
fpAq fpBq
gpAq gpBq
fpsq
αA‚gpsq
“ fpsq‚αB
αA
gpsq
αB
Die Klasse aller natürlichen Transformationen von f nach g heißt NatTranspf, gq, formal:
NatTranspf, gq “
#
α P
ź
APG0
pgpAqqfpAq
ˇˇˇˇ
ˇ @A s B P G1: fpsq‚αB “ αA‚gpsq
+
l
Eine natürliche Transformation kann man als zusammengesetzte Abbildung betrachten,
die pro Objekt des Formköchers G eine Komponente (d.h. einen Pfeil von C) hat. Die
definierende Eigenschaft ist, dass sie mit den Bildern fpsq und gpsq der Pfeile s P G1 des
Formköchers verträglich ist, was durch die Kommutativitätsbedingung ausgedrückt wird.
In Abschnitt 4.2 findet eine genauere Diskussion hiervon statt.
Ein wichtiges Prinzip der Kategorientheorie ist das Dualitätsprinzip. Aus jeder Aussage
über Kategorien ergibt sich eine dazu duale Aussage, und aus jedem Beweis ein dazu dualer
Beweis. Die Grundlage dafür kann man mit Köchern formulieren. Ein Köcher induziert
immer einen dazu dualen Köcher, in dem die Pfeile in umgekehrte Richtung zeigen:
Definition 19 (Dualer Köcher)
Dualer Köcher Sei G “ psrcG, tarGq ein Köcher.
Der duale Köcher Gop von G definiert sich durch Gop “ ptarG, srcGq, also:
• pGopq0 “ G0
• GoprA,Bs “ GrB,As für A,B P G0 l
Beispielsweise ist zu diesem Graphen (Köcher)
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A B C D
der folgende Graph dual:
A B C D
Definition 20 (Duale Kategorie)
Duale
Kategorie
Sei C eine Kategorie.
Die duale Kategorie Cop von C definiert sich durch:
• pCopq0 “ C0
• CoprA,Bs “ CrB,As für A,B P C0
• Für A f B g C P pCopq1 ist die Komposition f‚g von A f B
und B g C in Cop definiert als die Komposition g‚f von C g B
und B f A in C. l
Die duale KategorieCop repräsentiert im Grunde dasselbe wieC. Man betrachtet dieselben
Objekte und Pfeile, aber aus einer anderen Perspektive. Beispielsweise kann man einen
Graphhomomorphismus h : GÑ H, der ja ein Vorkommen von G in H repräsentiert, in
beide Richtungen interpretieren (siehe Unterabschnitt 3.2.1):
Normalerweise betrachtet man h in der Richtung von G nach H. In diesem Fall kann
man sagen, dass h neue Knoten und Pfeile zu G hinzufügt und bestehende Knoten und
Pfeile von G miteinander verschmilzt. Hinzugefügt werden diejenigen, die in H vorhanden
sind, aber kein Urbild in G haben. Wenn unterschiedliche Knoten und Pfeile von G auf
denselben Knoten bzw. auf denselben Pfeil von H abgebildet werden, d.h. die Urbilder
eines Knotens bzw. eines Pfeiles von H werden miteinander verschmolzen. Die Knoten und
Pfeile in H, die genau ein Urbild in G haben bleiben hingegen unverändert.
In der dualen Kategorie betrachtet man h in der entgegengesetzten Richtung, von H
nach G. In dieser Betrachtungsweise kann h Knoten und Pfeile aus H entfernen und einzel-
ne Knoten und Pfeile in mehrere aufspalten, im Sinne von vervielfältigen. Entfernt werden
diejenigen Knoten und Pfeile, die nicht zu dem Vorkommen von G in H gehören, also sol-
che, die kein Urbild unter h haben. Knoten und Pfeile von H, die mehrere Urbilder unter h
besitzen, werden in ihre Urbilder aufgespalten. Diejenigen Knoten und Pfeile, die genau
ein Urbild haben, bleiben auch hier unverändert erhalten.
Durch die Existenz der dualen Kategorien kann man sämtliche Aussagen, die sich auf
Kategorien im allgemeinen beziehen, auch auf die dualen Kategorien anwenden. Aus ei-
ner Aussage P pCq mit einer freien Variable für eine Kategorie C lässt sich immer eine
duale Aussage P op mit P oppCq ô P pCopq ableiten. Insbesondere gibt es zu jedem kate-
goriellen Konzept, das durch eine Aussage P pCq definiert wird, ein duales Konzept, das
durch P oppCq definiert wird. Eigenschaften eines Konzeptes übertragen sich dadurch auf
duale Eigenschaften des dualen Konzeptes und aus jedem Beweis ergibt sich ein dualer
Beweis, was die Effektivität von Beweisen in der Kategorientheorie letztlich verdoppelt.
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4.1.2. Pfade und Diagramme
Ein wichtiger Baustein der kategorientheoretischen Arbeitsweise sind Diagramme bzw. kom-
mutierende Diagramme.
Diagramme Mit Diagrammen kann man einen Ausschnitt aus einer Kategorie oder aus einem Köcher
beschreiben, wie es im vorigen Unterabschnitt bereits geschehen ist, ohne explizit von
Diagrammen zu reden. So wurden in Definition 6 Graphhomomorphismen mit der Grafik
aus Abb. 26 illustriert. Eine solche Grafik kann man als ein Diagramm D auffassen.
G1 G0
H1 H0
srcG
srcH
f1 f0
G1 G0
H1 H0
tarG
tarH
f1 f0
Abbildung 26: Diagramm für Graphhomomorphismen
Kom-
mutierende
Diagramme
Bei kommutierenden Diagrammen handelt es sich um eine Möglichkeit, Zusammen-
hänge zwischen den Pfeilen einer Kategorie visuell auszudrücken, die man auch mittels
Gleichungen erfassen könnte. Die Idee ist, dass jeder Pfad zwischen zwei Knoten eines kom-
mutierenden Diagrammes zum selben Pfeil komponieren muss. Mehrfachvorkommen von
Knoten werden dabei nicht berücksichtigt. Beispielsweise bedeutet die Aussage, dass das
obige Diagramm D kommutiert, dass die Gleichungen f1‚srcH “ srcG‚f0 (linke Hälfte)
und f1‚tarH “ tarG‚f0 (rechte Hälfte) gelten. Nach Definition 6 könnte man genau so gut
sagen, dass pG,H, f0, f1q ein Graphhomomorphismus ist, also kann man den Begriff des
Graphhomomorphismus mithilfe der Kommutativität von Diagrammen definieren.
Überblick Diagramme und deren Kommutativität sind aber nicht nur ein Werkzeug, mit dem man
Gleichungen ausdrücken kann, sondern man kann beides formal erfassen und mathematisch
untersuchen, was im Folgenden geschehen wird. Zunächst werden Diagramme formalisiert.
Danach werden Pfade und deren Komposition untersucht, die notwendig sind um anschlie-
ßend Kommutativität von Diagrammen formal zu definieren.
Diagramme sind formal lediglich eine andere Betrachtungsweise von Köcherhomomor-
phismen, ähnlich wie Familien eine andere Betrachtungsweise von Funktionen sind:
Definition 21 (Diagramm)
Diagramm Seien I,G Köcher.
Ein Diagramm D der Form I in G ist ein Köcherhomomorphismus D : IÑ G.
I wird auch als Formköcher von D bezeichnet, oder als Formgraph falls er klein ist.
Ein Diagramm ist genau dann klein, wenn I klein ist, also wenn I P Graphs. l
Wie diese Definition mit einem Diagramm wie dem in Abb. 26 zusammenhängt, soll das
folgende Beispiel erläutern:
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Beispiel 22 (Diagramm)
DiagrammEin endliches Diagramm D : I Ñ C der Form I visualisiert man, indem man im Grunde
die Knoten und Pfeile des Formköchers I zeichnet, diese aber nicht mit den eigenen
Bezeichnungen markiert, sondern mit den Bezeichnungen ihrer Bilder unter D.
Beispielsweise könnte das Diagramm D in Abb. 26 den folgenden Formköcher I haben:
A B
C D
a
b
c d
E F
G H
e
f
g h
Da das DiagrammD einen Ausschnitt aus der Kategorie Set der Mengen und Funktionen
abbildet, handelt es sich formal gesehen um einen Köcherhomomorphismus D : I Ñ Set.
Dabei bildet D die Knoten nach der Vorschrift A ÞÑ G1, B ÞÑ G0, C ÞÑ H1, D ÞÑ H0,
E ÞÑ G1, F ÞÑ G0, G ÞÑ H1, H ÞÑ H0 ab und die Pfeile nach der Vorschrift a ÞÑ srcG,
b ÞÑ srcH, c ÞÑ f1, d ÞÑ f0, e ÞÑ tarG, f ÞÑ tarH, g ÞÑ f1, h ÞÑ f0.
Wenn man D nun wie angegeben zeichnet, erhält man genau das gewünschte Diagramm:
G1 G0
H1 H0
srcG
srcH
f1 f0
G1 G0
H1 H0
tarG
tarH
f1 f0
l
Beispiel 23 (Bedeutung von Diagrammen)
Bedeutung
von
Diagrammen
Ein Diagramm repräsentiert einen Ausschnitt aus einer Kategorie. Es wählt eine Zusam-
menstellung von Objekten und Pfeilen der Kategorie aus. Hierbei stehen die ausgewähl-
ten Objekte in bestimmten Beziehungen, die durch die ausgewählten Pfeile repräsentiert
werden. Durch den Formköcher G wird festgelegt, welche Objekte und welche Beziehun-
gen zwischen welchen Objekten erfasst werden. Die Bedeutung der ausgewählten Objekte
und Beziehungen hängt hingegen von der Kategorie C ab.
Sei beispielsweise der folgende Formgraph G gegeben:
1 2 3 4e
f g
Ein Diagramm D : GÑ C dieser Form in einer beliebigen Kategorie C wählt vier Objek-
te Dp1q, Dp2q, Dp3q und Dp4q und drei Pfeile Dp2q Dpeq Dp1q, Dp2q Dpf Dp3q und
Dp3q Dpgq Dp4q aus. Die Pfeile e, f und g stehen für Beziehungen zwischen den Ob-
jekten, deren Natur von C abhängt. Wenn beispielsweise C “ Graphs die Kategorie der
Graphen und Graphhomomorphismen ist, kann man einen Pfeil X m Y P Graphs1
als Vorkommen des Graphen X im Graphen Y interpretieren, wie in Unterabschnitt 3.2.1
erklärt wurde. Somit steht in diesem Fall jeder Pfeil des Formgraphen für ein Vorkommen
eines Graphen in einem anderen. l
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Wie bereits erwähnt, kann man mit Diagrammen Ausschnitte von Kategorien beschrei-
ben. Kommutative Diagramme bauen diese Art der Beschreibung aus, indem sie Zusam-
menhänge zwischen Pfeilen der Kategorie herstellen. Die Bedeutung eines kommutativen
Diagramms wird mithilfe der Komposition von Pfaden definiert. Zwei Pfade eines Diagram-
mes mit gleichen Anfangs- und Endknoten kommutieren genau dann, wenn ihre Komposi-
tion jeweils denselben Pfeil ergibt. Ein Diagramm kommutiert genau dann, wenn alle darin
enthaltenen Pfade mit gleichen Anfangs- und Endknoten kommutieren.
Zur formalen Erfassung von Kommutativität müssen deshalb die Komposition von Pfa-
den und hierfür wiederum die Pfade formalisiert werden. Deshalb werden hier zunächst
Pfade und damit zusammenhängende Konstruktionen untersucht.
Formal lassen sich Pfade folgendermaßen erfassen:
Definition 24 (Pfad)
Pfad Sei G ein Köcher.
Sei G0 die Klasse der Knoten von G.
Sei G1 die Klasse der Pfeile von G.
Sei G2 die Klasse der komponierbaren Paare von G.
G0 wird auch bezeichnet als Klasse der Pfade der Länge 0, G1 als Klasse der Pfade
der Länge 1 und G2 als Klasse der Pfade der Länge 2 in G.
Für n P Nzt0, 1u ist
Gn`1 :“  ps1, s2, . . . , sn, sn`1q ˇˇ ps1, s2, . . . , snq P Gn ^ sn`1 P G1 ^ srcpsn`1q “ tarpsnq(
die Klasse der Pfade der Länge n` 1 in G.
Die Klasse der Pfade in G ist die disjunkte Vereinigung G˚ “ Ţ
nPN
Gn.
Die Klasse der nichtleeren Pfade in G ist G` “ Ţ
nPN
ną0
Gn.
Einen Pfad p P G˚ der Länge n P N kann man anschaulicher folgendermaßen schreiben:
p “ pk0 s1 k1 s2 . . . sn´1 kn´1 sn knq
Für einen solchen Pfad p definiere lenppq :“ n, srcppq :“ k0 und tarppq :“ kn.
Falls p P G` (also lenppq ą 0), definiere:
• headppq “ pk0 s1 k1q P Grk0, k1s ist der Anfangspfeil von p
• tailppq “ pk1 s2 k2 s3 . . . sn´1 kn´1 sn knq P PGrk1, kns
ist der Restpfad von p.
• footppq “ pkn´1 sn knq P Grkn´1, kns ist der Endpfeil von p
• bodyppq “ pk0 s1 k1 s2 . . . sn´2 kn´2 sn´1 kn´1q P PGrk0, kn´1s
ist der Rumpf von p. l
Beispiel 25 (Pfade)
Pfade Sei der folgende Graph G gegeben:
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A B
b
c
C
a
d
e
In G sind unter anderem folgende Pfade enthalten:
1. Länge 0: A, B, C
2. Länge 1: A a B, B b B, B c B, B d C, B E C
3. Länge 2: A a B d C, B b B c B
4. Länge 7: A a B b B b B c B b B c B e C l
Aus den Pfaden p1 “ pA a Bq und p2 “ pB d Cq aus Beispiel 25 kann man p3 “
pA a B d Cq konstruieren, indem man sie zu einem neuen Pfad zusammenfügt. Dieses
Zusammenfügen kann man als eine Rechenoperation p3 “ p1 ‖ p2 auffassen, die allgemein
auf Paare von Pfaden angewendet werden kann, von denen der erste im Anfangsknoten des
zweiten endet:
Definition 26 (Verkettung von Pfaden)
Verkettung
von Pfaden
Sei G ein Köcher.
Seien p “ pa s1 k1 s2 . . . sn bq und q “ pb t1 l1 t2 . . . tm cq Pfade
in G mit tarppq “ srcpqq “ b P G0.
Dann ist
p ‖ q :“ pa s1 k1 s2 . . . sn b t1 l1 t2 . . . tm cq
die Verkettung von p und q. l
Die Pfade in einem Köcher G bilden selbst einen Köcher, weil jeder Pfad einen Anfangs-
und einen Endknoten hat. Zusammen mit der Verkettung von Pfaden bilden sie sogar eine
Kategorie, nämlich die Pfadkategorie PG:
Definition 27 (Pfadkategorie)
PfadkategorieSei G ein Köcher.
Definiere die Pfadkategorie (auch: die freie Kategorie) PG über G folgendermaßen:
• Die Objekte sind die Knoten von G und stehen für die Anfangs- und Endknoten
der Pfade: P0G “ G0
• Die Pfeile sind die Pfade p beliebiger endlicher Länge: P1G “ G˚
Für einen Pfad p “ pk0 s1 k1 s2 . . . sn knq ist srcppq “ k0 und tarppq “
kn.
• Die Komposition von zwei Pfeilen (also Pfaden) a p b und b q c ist die Ver-
kettung von p und q: p‚q “ p ‖ q. l
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Wenn man eine Pfadkategorie bildet, erhält man von einem Köcher ausgehend eine Katego-
rie. Diese Konstruktion lässt sich auf Köcherhomomorphismen ausdehnen: Einen Köcher-
homomorphismus kann man auf Pfade erweitern und erhält so eine Abbildung zwischen
den Pfadkategorien, die im Rahmen von funktionalen Programmiersprachen oft mit dem
Namen map bezeichnet wird:
Definition 28 (Map)
Map Seien G und H Köcher.
Sei f : GÑ H ein Köcherhomomorphismus.
Definiere Pf : PG Ñ PH folgendermaßen:
• Da die Objekte einer Köchers und seiner Pfadkategorie gleich sind, kann man sie
nach der Vorschrift von f abbilden, also für A P pPGq0 “ G0:
Pf pAq :“ fpAq P H0 “ pPHq0
• Die Pfade der Pfadkategorie bestehen aus Pfeilen von G, auf die man ebenfalls f an-
wenden kann, also definiere für einen Pfad pk0 s1 k1 s2 . . . sn knq P G˚:
Pf pk0 s1 k1 s2 . . . sn knq :“
pfpk0q fps1q fpk1q fps2q . . . fpsnq fpknqq P H˚ l
Beweis 29 (Pf ist ein Funktor)
Pf ist ein
Funktor
Für einen Köcherhomomorphismus f : GÑ H ist die Abbildung Pf : PG Ñ PH ein
Funktor: Wie man leicht überprüft, ist Pf ein Köcherhomomorphismus und bil-
det Identitätspfeile auf Identitätspfeile (also leere Pfade auf leere Pfade) ab. Au-
ßerdem ist Pf mit der Komposition verträglich, denn es gilt für beliebige Pfa-
de p “ pa s1 k1 s2 . . . sn bq und q “ pb t1 l1 t2 . . . tm cq in PG:
Pf pp ‖ qq
“ Pf pa s1 k1 s2 . . .
sn b
t1 l1
t2 . . .
tm cq
“ pfpaq fps1q fpk1q fps2q . . .
fpsnq
fpbq fpt1q fpl1q fpt2q . . . fptmq fpcqq
“ pfpaq fps1q fpk1q fps2q . . .
fpsnq
fpbqq ‖ pfpbq fpt1q fpl1q fpt2q . . . fptmq fpcqq
“ Pf ppq ‖Pf pqq
l
Mithilfe der vorangehenden Definitionen kann man aus einem Graphen G eine kleine Kate-
gorie PG und aus einem Graphhomomorphismus f : GÑ H einen Funktor Pf : PG Ñ PH
konstruieren. Anders formuliert: Man kann aus Objekten und Pfeilen der KategorieGraphs
Objekte und Pfeile der Kategorie Cat konstruieren. Diese Konstruktion lässt sich durch
einen Funktor von Graphs nach Cat beschreiben:
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Definition 30 (Freier Funktor)
Freier FunktorDefiniere Pp¨q : GraphsÑ Cat folgendermaßen:
• Jeder Graph G P Graphs0 wird auf seine Pfadkategorie PG P Cat0 abgebildet.
• Jeder Graphhomomorphismus f : GÑ H P Graphs1 wird auf Pfade erweitert,
also abgebildet auf Pf : PG Ñ PH P Cat1.
Pp¨q heißt freier Funktor und ist auch tatsächlich ein Funktor [BW12, S. 67].
Deshalb gilt für komponierbare Paare von Graphhomomorphismen G g H h K:
Pg‚h “ Pg‚Ph
In der für diese Arbeit vorgeschlagenen Mengenlehre ARC kann man Pp¨q auch analog zu
dieser Definition als Funktor der Form Pp¨q : QuivÑ CAT definieren, der einer zu Set
gleichmächtigen Köcher seine zugehörige Pfadkategorie zuordnet. l
Da nun Pfade formalisiert sind, kann man jetzt die formale Definition der Komposition
von Pfaden angehen, um schließlich die Kommutativität von Diagrammen zu formalisieren.
Definition 31 (Komposition eines Pfades)
Komposition
eines Pfades
Sei C eine Kategorie.
Die Komposition Cp¨q : C˚ Ñ C1 eines Pfades pk0 f1 k1 f2 . . . fn knq von C
ist definiert durch Cpk0 f1 k1 f2 . . . fn knq “ f1‚f2‚ . . . ‚fn, oder formaler:
• Die Komposition des leeren Pfades von A P C0 nach A ist die Identität von A:
CpAq “ idA : AÑ A
• Um die Komposition eines nichtleeren Pfades p “ pk0 f1 k1 f2 . . . fn knq
zu definieren, wird zunächst der Anfangspfad bodyppq “
pk0 f1 k1 f2 . . . fn´1 kn´1q rekursiv komponiert und dann das Er-
gebnis mithilfe der binären Komposition ‚ mit dem letzten Pfeil footppq “ fn
komponiert: Cppq “ Cpbodyppqq‚footppq l
Beispiel 32 (Komposition von Pfaden)
Komposition
von Pfaden
Die Komposition Cp¨q von Pfaden ist eine Verallgemeinerung der binären Komposition ‚
einer Kategorie C auf beliebige Pfade. Während ‚ nur komponierbaren Paaren, also
Pfaden der Länge 2 einen Pfeil in C als Ergebnis der Komposition zuordnet, ordnet Cp¨q
allen Pfaden einen Pfeil zu.
Beispielsweise ist die Komposition eines Pfades p “ pA f B g C h D j Eq
der Länge 4 in einer Kategorie C nach obiger Definition gleich Cppq “ ppf‚gq‚hq‚j “
f‚g‚h‚j.
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Um Cp¨q zurecht als Verallgemeinerung von ‚ zu bezeichnen, sollte seine Einschrän-
kung auf komponierbare Paare auch mit ‚ übereinstimmen, was tatsächlich der Fall ist:
Wenn p “ pA f B g Cq P C2 ein komponierbares Paar ist, dann gilt:
Cppq “ CpA f Bq‚g “ CpAq‚f‚g “ idA‚f‚g “ f‚g
Einem einzelnen Pfeil A f B, also einem Pfad der Länge 1, ordnet Cp¨q sinnvoller-
weise sich selbst zu (denn CpA f Bq “ CpAq‚f “ idA‚f “ f) – ähnlich verhalten
sich beispielsweise auch verallgemeinerte Verknüpfungen wie die Summe
ř
oder die ver-
allgemeinerte Multiplikation
ś
, die einer einelementigen Menge deren einziges Element
zuordnen.
Da die leeren Pfade die Identitätspfeile in der Pfadkategorie PC einer Kategorie C
sind, ist es naheliegend, einem leeren Pfad pAq P C˚ wie definiert den Identitätspfeil idA
in C zuzuordnen. Da leere Pfade in C˚ per Definition dasselbe sind wie die Objekte
von C, ergibt sich hieraus der Vorteil, dass durch die Definition von Cp¨q die Zuordnung
der Identitätspfeile zu den einzelnen Objekten explizit gemacht wird, während in der
Definition von Kategorien nur ihre Existenz gefordert wird. Ein weiterer Vorteil hiervon
wird sich in Definition 34 zeigen. l
Bemerkung 33 (Notation Cp¨q)
Notation Cp¨q Die Notation Cp¨q ist angelehnt an die Tatsache, dass eine Kategorie im Wesentlichen
dasselbe ist wie ihre Komposition, da sich die Kategorie von der Komposition ableiten
lässt und umgekehrt. l
Die Pfade C˚ einer Kategorie C bilden nach Definition 27 die Pfeile der Pfeilkategorie PC
von C. Die Komposition beliebiger Pfade Cp¨q einer Kategorie C ist die Pfeilkomponente
eines gleichnamigen Funktors von PC nach C, der in der funktionalen Programmierung oft
als reduce oder fold bezeichnet wird:
Definition 34 (Kompositionsfunktor)
Kompositions-
funktor
Sei C eine Kategorie.
Definiere den Kompositionsfunktor Cp¨q : PC Ñ C folgendermaßen:
• Da die Objekte von PC und C identisch sind, lässt sich definieren, dass jedes
Objekt auf sich selbst abgebildet wird: CpAq “ A für A P P0C “ C0
• Die Pfeilkomponente ist die Kompositionsfunktion Cp¨q aus Definition 31. l
Beweis 35 (Die Komposition von Pfaden ist ein Funktor)
Die
Komposition
von Pfaden ist
ein Funktor
Die Komposition von Pfaden ist ein Funktor: Sei C eine Kategorie. Für A P P0C “
C0 ist CpidAq “ CppAqq “ idA “ idCpAq, also erhält Cp¨q die Identitätspfeile. Für
Pfade p P PCrA,Bs, q P PCrB,Cs ist Cpp‚qq “ Cpp ‖ qq “ Cppq‚Cpqq, denn per
Induktion über lenpqq gilt:
• Falls lenpqq “ 0, dann ist Cpp‚qq “ Cpp ‖ qq “ Cppq “ Cppq‚idB “ Cppq‚Cpqq
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• Gelte nun die Behauptung für alle Pfade der Länge kleiner n P N und sei lenpqq “ n.
Dann gilt:
Cpp‚qq “ Cpp ‖ qq
“ Cpp ‖ pbodypqq ‖ pfootpqqqqq
“ Cppp ‖ bodypqqq ‖ footpqqq
“ Cpp ‖ bodypqqq‚footpqq
IV“ pCppq‚Cpbodypqqqq‚footpqq
“ Cppq‚pCpbodypqqq‚footpqqq
IV“ Cppq‚Cpbodypqq ‖ pfootpqqqq
“ Cppq‚Cpqq,
denn lenpbodypqqq “ lenpqq ´ 1 ă n, wodurch sich die Induktionsvoraussetzung an
den mit IV markierten Stellen anwenden lässt.
Also erhält Cp¨q auch die Komposition und ist somit ein Funktor. l
Definition 36 (Komposition von Pfaden in Diagrammen)
Komposition
von Pfaden in
Diagrammen
Diagramme in einer Kategorie sind Köcherhomomorphismen D : IÑ C mit einer Kate-
gorie C als Kodomäne und bilden einen Spezialfall der Köcherhomomorphismen, der für
die Definition der Kommutativität von Diagrammen bedeutsam ist.
Indem man zur Pfadkategorie übergeht, erhält man einen Funktor PD : PI Ñ PC.
Da der Kompositionsfunktor Cp¨q : PC Ñ C die Pfadkategorie von C als Domäne hat,
kann man die beiden Funktoren komponieren zu CDp¨q :“ PD‚Cp¨q und erhält so einen
Funktor, der Pfade eines Diagrammes komponiert: CDp¨q : PI Ñ C l
Beispiel 37 (Komposition von Pfaden in Diagrammen)
Komposition
von Pfaden in
Diagrammen
Wenn man das Diagramm D : IÑ C aus Beispiel 22 betrachtet, wird beispielsweise der
Pfad p1 “ pA c C b Dq P I˚ aus dem Formköcher I zu CDpp1q “ f1‚srcH und der
Pfad p2 “ pA a B d Dq P I˚ zu CDpp2q “ srcG‚f0 komponiert. l
Hiermit kann man nun Kommutativität von Diagrammen formalisieren:
Definition 38 (Kommutatives Diagramm [BW12])
Kommutati-
ves Diagramm
[BW12]
Sei I ein Köcher.
Sei C eine Kategorie.
Sei D : IÑ C ein Diagramm der Form I in C.
D kommutiert (oder: ist kommutativ) in C genau dann, wenn für jedes Paar A,B P I0
von Knoten des Formköchers I die Komposition von je zwei Pfaden p, q P PIrA,Bs von A
nach B immer denselben Pfeil ergibt, also wenn CDppq “ CDpqq für alle Pfade p, q von A
nach B. D kommutiert also genau dann, wenn für jedes Paar von Pfaden
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ak1 . . . kn´1
l1 . . . lm´1
b
s1
s2 sn´1
sn
t1 t2 tm´1 tm
im Formköcher I mit gleichen Anfangs- und Endknoten a und b gilt:
Dps1q‚Dps2q‚ . . . ‚Dpsn´1q‚Dpsnq “ Dpt1q‚Dpt2q‚ . . . ‚Dptm´1q‚Dptmq
Wenn D kommutiert, wird hier in Formeln auch commCpDq geschrieben. Wenn D selbst
in der Illustration eines anderen Diagrammes als Pfeil mit Ziel C vorkommt, wird
dort cD anstatt D geschrieben, um auszusagen, dass D in C kommutiert. Um in der
Illustration eines Diagrammes auszusagen, dass die vollständig an einer leeren Fläche
angrenzenden Pfade kommutieren, wird die leere Fläche mit „ markiert. l
Beispiel 39 (Kommutatives Diagramm)
Kommutati-
ves
Diagramm
Das Diagramm D : IÑ C aus Beispiel 22 bzw. dessen Formköcher I enthält zwei
Paare von Pfaden mit gleichem Endknoten, nämlich p1 “ pA c C b Dq P I˚
und p2 “ pA a B d Dq P I˚ bzw. q1 “ pE g G f Hq P I˚ und q2 “
pE e f h Hq P I˚.
Wenn D kommutiert, müssen nach Definition 38 diese beiden Paare von Pfaden je-
weils zu dem selben Anfangsknoten komponieren, d.h. CDpp1q “ CDpp2q und CDpq1q “
CDpq2q. Da p1 und p2 zu CDpp1q “ f1‚srcH bzw. CDpp2q “ srcG‚f0 und q1 und q2
zu CDpq1q “ f1‚tarH bzw. CDpq2q “ tarG‚f0 komponieren, sind diese Aussagen gleich-
bedeutend zu f1‚srcH “ srcG‚f0 bzw. f1‚tarH “ tarG‚f0. Da dies der Definition eines
Graphhomomorphismus pG,H, f0, f1q entspricht, ist somit die Definition von Graphho-
momorphismen selbst als ein mathematisches Objekt erfasst, nämlich durch das Dia-
gramm D und seine Pfade.
Nach den in Definition 38 eingeführten Konventionen würde man D als kommutatives
Diagramm folgendermaßen illustrieren:
G1 G0
H1 H0
srcG
srcH
f1 f0„
G1 G0
H1 H0
tarG
tarH
f1 f0„
l
Beispiel 40 (Zyklen und Schleifen in kommutierenden Diagrammen)
Zyklen und
Schleifen in
kommutieren-
den
Diagrammen
Eine Besonderheit ergibt sich bei Zyklen in kommutativen Diagrammen. Sei beispiels-
weise z “ pA “ k0 s1 k1 s2 . . . sn´1 kn´1 sn kn “ Aq P PIrA,As ein Pfad
von A nach A im Formgraphen eines kommutativen Diagrammes D : IÑ C.
Da der leere Pfad pAq ebenso wie z ein Pfad von A nach A ist, muss nach Definition 38
die Komposition von z denselben Pfeil ergeben wie die Komposition von pAq, also den
Identitätspfeil DpAq idDpAq DpAq. Da auch Schleifen Zyklen sind, steht insbesondere
jede Schleife in einem kommutativen Diagramm für den entsprechenden Identitätspfeil. l
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4.1.3. Limites und Kolimites
Limites und Kolimites (Singular: Limes bzw. Kolimes) sind zueinander duale kategorien-
theoretische Arten, mathematische Konstruktionen unabhängig von einer bestimmten Ka-
tegorie zu beschreiben. Sie werden in dieser Arbeit gebraucht, um Kategorien zu reprä-
sentieren, mit denen später Graphvarianten definiert werden. Darüber hinaus kann man
ausgehend von einer Kategorie von Graphen Limites und Kolimites in der Kategorie an-
wenden, um Programmanipulationen und -analysen damit zu beschreiben. Spezialfälle von
Limites und Kolimites sind beispielsweise Pushouts zur Modellierung von Programmmani-
pulationen und -analysen, Pullbacks, initiale Objekte, Equalizer und Koprodukte, die zur
Modellierung von Containment verwendet werden.
ÜberblickIn diesem Unterabschnitt werden zunächst anhand des Pushouts von Graphen, der
ein Spezialfall des Kolimes ist, die relevanten Aspekte eines Kolimes und der zugehörigen
Konzepte erklärt. Anschließend werden allgemeine Kolimites formal definiert. Daraufhin
werden die zu Pushouts und Kolimes dualen Konstruktionen, nämlich Pullback und Limes
untersucht. Abschließend werden einige Arten von Limites und Kolimites definiert, die für
die Definition der Graphvarianten oder für die Modellierung der Programmmanipulationen
und -analysen benötigt werden.
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D C
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X
     h''
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(Kommutativer) 
Kokegel
Homomorphismus 
kommutativer Kokegel
Kolimes (Pushout)
Abbildung 27: Pushout von Graphen
PushoutsBei Pushouts in der Kategorie der Graphen handelt es sich um die Verschmelzung zwei-
er Graphen entlang eines gemeinsamen Teilgraphen. Beispielsweise illustriert Abb. 27 die
Verschmelzung der GraphenG undH entlang des gemeinsamen Teilgraphen I zu einem Pus-
houtgraphen P . Genauer gesagt enthält der Pushoutgraph P Vorkommen der Graphen G
und H, welche durch die Graphhomomorpismen h1 und g1 repräsentiert werden. Es sei in
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Erinnerung gerufen, dass allgemein ein Vorkommen eines Teilgraphen in einem anderen Gra-
phen durch einen Graphhomomorphismus repräsentiert wird (siehe Unterabschnitt 3.2.1).
Beispielsweise repräsentiert in Abb. 27 der Graphhomomorphismus g : I Ñ A das Vorkom-
men von I in G, indem er dem Knoten A in I den Knoten A in H, dem Knoten H in G
den Knoten H in H und den unbenannten Pfeil zwischen A und H in I die unbenannten
Pfeile zwischen den Knoten A und H in G zuordnet4.
Die Eingabedaten eines Pushout sind die Graphen I, G und H zusammen mit den Homo-
morphismen g und h, die die Vorkommen von I in G und H repräsentieren. Sie bilden einen
sogenannten Span, ein Diagramm S von der Art G g I h H, das man als Diagramm
mit dem Formgraphen PO – p1 l 0 r 2q auffassen kann. Das Ergebnis L des Pushout
heißt Kolimes über S, oder einfach Pushout über S. Es besteht aus dem Span S, dem Pus-
houtgraph P , und den Homomorphismen H g
1
P und G h
1
P , die die Vorkommen
von H bzw. G in P repräsentieren. Allgemeiner wird eine solche Zusammenstellung als
Kokegel über dem Span S mit Scheitel P bezeichnet. In Abb. 27 ist neben L auch noch
ein weiterer Kokegel K über dem Span S mit Scheitel X abgebildet. Diese beiden Kokegel
kann man also als Diagramme wie folgt darstellen:
Kokegel L (Kolimes)
P
G I H
Kokegel K
X
G I H
g h
h1 g1
g h
h2 g2
Ein Kokegel kann aber den Teilgraphen I mehrmals enthalten, wenn die Vorkommen von I
in G bzw. H auf unterschiedliche Vorkommen von I im Scheitelgraphen abgebildet wer-
den. Ein Kokegel, der I nur einmal enthält, wird als kommutativer Kokegel bezeichnet;
andernfalls heißt er nichtkommutativ. Beispielsweise sind in Abb. 28 zwei kommutative Ko-
kegel K1 und K2 und einen nichtkommutativen Kokegel K3 abgebildet. Formal betrachtet
ist ein Kokegel wie K kommutativ, wenn g‚h2 und h‚g2 das selbe Vorkommen von I in X
repräsentieren, also wenn den das obige Diagramm kommutiert.
Ein Kolimes (Pushout) über einem Span von Graphen ist ein kommutativer Kokegel,
der die in 3.3.2 erläuterte universelle Eigenschaft erfüllt. Diese besagt, dass P nur Kno-
ten und Pfeile hat, die in G oder H vorkommen und der außerdem keine Knoten oder
Pfeile miteinander verschmilzt, es sei denn es ist aufgrund von f oder g zwingend nötig.
Diese Beschreibung von Pushouts ist aber nur für Graphen und nicht für beliebige Kate-
gorien anwendbar. Für eine kategorienunabhängige formale Definition werden sogenann-
te Homomorphismen kommutativer Kokegel als Hilfskonstruktionen benötigt. In Abb. 27
und Abb. 28 sind neben dem Span S und den verschiedenen Kokegeln solche Homomor-
phismen kommutativer Kokegel u, u1, u2 und u3 illustriert. Zur Definition hiervon seien
die folgenden kommutativen Kokegel K1 und K2 über S mit Scheiteln X1 bzw. X2 und ein
Pfeil (Graphhomomorphismus) X1 m X2 gegeben:
4 Für Abb. 27 soll gpAq “ A, gpBq “ B, g1pDq “ D, upCq “ C usw. gelten.
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h    
g BA C GI
H
PBA
D
BA
D C
BA
    u2 
X2
Span S
Kommutativer 
Kokegel K1
Homomorphismen 
kommutativer Kokegel
Kolimes L
BA
D CD'X1
BCA
D
X3
u3     
  
Kommutativer 
Kokegel K2
Nichtkommutativer 
Kokegel K3
u1      
B1A1D C
B2B1
Abbildung 28: Nichtkommutative Kokegel, kommutative Kokegel und
Homomorphismen kommutativer Kokegel
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Kokegel K1
X1
G I H
„
Kokegel K2
X2
G I H
„
g h
h2 g2
g h
h3 g3
m
pK1,K2,mq ist genau dann ein Homomorphismus kommutativer Kokegel von K1 nach K2,
geschriebenm : K1 Ñ K2, wennm die Vorkommen von G und H in X1 auf die Vorkommen
von G bzw. H in X2 abbildet. Formal wird das durch die Bedingungen h2‚m “ h3 für die
Vorkommen von G und g2‚m “ g3 für die Vorkommen von H ausgedrückt, oder grafisch:
X1
X2
G I H
„ „
„
m
g h
h2 g2
h3 g3
Ein Kolimes L zeichnet sich unter den kommutativen Kokegeln dadurch aus, dass er zu je-
dem weiteren KokegelK genau einen Homomorphismus kommutativer Kokegel uK : LÑ K
hat. Diese Eigenschaft ist nämlich eine andere Formulierung der universellen Eigenschaft
aus Unterabschnitt 3.3.2. Im Gegensatz dazu hat ein kommutativer Kokegel, der unnötige
Knoten oder Pfeile hat, oder der Knoten oder Pfeile unnötigerweise miteinander verschmilzt,
zu irgendeinem anderen kommutativen Kokegel entweder gar keinen oder gleich mehrere
Homomorphismen kommutativer Kokegel.
Beispielsweise hat der Kolimes L in Abb. 28 zu den beiden anderen kommutativen Ko-
kegeln K1 und K2 genau die abgebildeten Homomorphismen kommutativer Kokegel u1
bzw. u2. Auch zu jedem anderen kommutativen Kokegel hat er genau einen Homomorphis-
mus, da sein Scheitel keine überflüssigen Knoten enthält wie D1 P X01 und keine Knoten
unnötigerweise verschmolzen werden wie BC P X02 . Von K1 nach L gibt es hingegen meh-
rere Homomorphismen kommutativer Kokegel, die in der Abbildung nicht illustriert sind.
Denn D1 P X03 kann sowohl auf D P P 0 als auch auf B P P 0 abgebildet werden, wodurch
sich zwei unterschiedliche Homomorphismen ergeben. Von K2 nach K1 existiert überhaupt
kein Homomorphismus kommutativer Kokegel, denn er müsste aufgrund der Definition
der Homomorphismen kommutativer Kokegel den Knoten BC P X02 sowohl auf den Kno-
ten B P X01 als auch auf den Knoten C P X01 abbilden, was aber nicht erlaubt ist. Aus
demselben Grund existiert auch kein Homomorphismus kommutativer Kokegel von K2
nach L.
Deshalb kann man definieren, dass ein Kolimes ein kommutativer Kokegel L mit einem
Scheitel P ist, der zu jedem weiteren kommutativen Kokegel K mit einem Scheitel X genau
einen Homomorphismus kommutativer Kokegel uK : LÑ K hat. Für jeden kommutativen
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Kokegel K mit Scheitel X gibt es also genau ein kommutatives Diagramm der folgenden
Form:
P
X
G I H
„ „
„
uK
g h
h2 g2
h1 g1
Pushouts von Graphen lassen sich also durch die Existenz eines eindeutigen Homomor-
phismus kommutativer Kokegel zu jedem weiteren kommutativen Kokegel charakterisieren.
Mithilfe dieser Charakterisierung kann man Pushouts auf beliebige Kategorien verallgemei-
nern. Darüber hinaus kann man Pushouts zu allgemeinen Kolimites verallgemeinern.
In Abb. 29 findet sich eine Gegenüberstellung der einzelnen Schritte hin zu einem Pus-
hout bzw. allgemeinen Kolimes, ausgehend von den Eingabedaten. Der wesentliche Unter-
schied zwischen Pushouts und allgemeinen Kolimites besteht darin, dass ein allgemeiner
Kolimes Diagramme beliebiger Form G als Eingabedaten hat, während für einen Pushout
nur Spans, also Diagramme der Form ‚ ‚ ‚ erlaubt sind. In einem ersten Schritt
hin zum Pushout bzw. Kolimes definiert man die Kokegel über einem Span bzw. Diagramm.
Hiervon werden im zweiten Schritt die kommutativen Kokegel ausgesondert. Anschließend
werden Homomorphismen kommutativer Kokegel zwischen diesen betrachtet. Als Kolimites
werden schließlich diejenigen kommutativen Kokegel definiert, die genau einen Homomor-
phismus kommutativer Kokegel zu jedem weiteren kommutativen Kokegel haben. Diese
Schritte werden im folgenden formal definiert und genauer erläutert.
Für den Übergang von Spans zu beliebigen Diagrammen muss man die von Pushouts be-
kannten Kokegel zu allgemeinen Kokegeln generalisieren: Ein Kokegel für Pushouts besteht
aus einem Span S “ pG g I h Hq, einem ScheitelX und zwei Morphismen G h2 X
und H g
2
X. Ein allgemeiner Kokegel hat ebenso einen Scheitel X P C0, aber anstatt
eines Spans ein beliebiges Diagramm D : GÑ C. Während sich bei Kokegeln für Pushouts
als Pfeile von I nach X nur implizit I g‚h
2
X und I h‚g
2
X ergeben, ist bei allgemei-
nen Kokegeln für jeden Knoten von G ein Pfeil nach X explizit vorhanden (siehe Abb. 29):
Definition 41 (Kokegel)
KokegelSei G ein Köcher,
C ein Köcher (in der Regel eine Kategorie),
D : GÑ C ein Diagramm,
X P C0 ein Objekt von C und
i “ pivqvPG0 eine Familie von Pfeilen Dpvq iv X aus C1 für v P G0.
Dann ist W “ pD,X, iq ein Kokegel mit Basis D und Scheitel X in C.
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Pushout Allgemeiner Kolimes
Diagrammart Span beliebig
Beispiel-
diagramm
‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚
Kokegel ‚ ‚ ‚
X
‚ ‚ ‚ ‚ ‚
X
Kommutativer
Kokegel
‚ ‚ ‚
X
„
‚ ‚ ‚ ‚ ‚
X
„ „ „ „
Homo-
morphismus
kommutativer
Kokegel
m : X Ñ X 1
‚ ‚ ‚
X
X 1
m
„
„„
‚ ‚ ‚ ‚ ‚
X
X 1
m
„ „ „ „
„ „ „ „ „
Kolimes
mit Scheitel P
‚ ‚ ‚
P
X 1
D!
„
„„
‚ ‚ ‚ ‚ ‚
P
X 1
D!
„ „ „ „
„ „ „ „ „
Abbildung 29: Vergleich Pushout – Allgemeiner Kolimes
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XDpaq Dpbq Dpcq . . . Dpvq . . .
. . .
. . .ia
ib ic
iv
Für v P G0 heißt iv P C1 die v-Komponente oder auch v-Injektion von K.
Für Köcher C undG definiere die Klasse aller Kokegel der FormG in C folgendermaßen:
CoConepG,Cq “
!
pD,X, iq
ˇˇˇ
D P CG ^X P C0 ^ i P pC1qG0 ^ @v P G0: iv P CrDpvq, Xs
)
l
In Fall von Graphen (C “ Graphs) ist jede Komponente iv : Dpvq Ñ X ein Graphhomo-
morphismus, d.h. jeder durch D ausgewählte Graph hat ein Vorkommen in X.
Wie bei Pushouts kommen für Kolimites nur kommutative Kokegel in Frage:
Definition 42 (Kommutativer Kokegel)
Kommutativer
Kokegel
Sei C eine Kategorie.
Sei pD,X, iq ein Kokegel mit Basis D : GÑ C und Scheitel X in C.
Dann ist pD,X, iq genau dann ein kommutativer Kokegel in C, wenn für jeden
Pfeil v e w in G1 gilt: Dpeq‚iw “ iv, d.h. wenn das Diagramm
X
Dpvq Dpwq
„
iv iw
Dpeq
für jeden solchen Pfeil kommutativ ist.
Für einen kommutativen Kokegel pD,X, iq schreibt man auch i : D Ñ X.
Zu beachten ist, dass das Diagramm D für sich nicht kommutativ sein muss. l
Auf Graphen angewendet heißt dies ähnlich wie bei Pushouts, dass iw das durch den Gra-
phhomomorphismus Dpeq repräsentierte Vorkommen des Graphen Dpvq in Dpwq auf das
durch iv repräsentierte Vorkommen von Dpvq in X abbilden muss.
Um Kolimites kategorienunabhängig zu definieren, kann man ähnlich wie bei Pushouts
Homomorphismen kommutativer Kokegel verwenden:
Definition 43 (Homomorphismus kommutativer Kokegel)
Homomorphis-
mus
kommutativer
Kokegel
Sei G ein Köcher.
Sei C eine Kategorie.
Sei D : GÑ C ein Diagramm der Form G in C.
Sei i : D Ñ X und i1 : D Ñ X 1 Kokegel mit Basis D in C.
Sei X h X 1 P C1 ein Pfeil von X nach X 1 in C
Dann ist pi, i1, hq genau dann ein Homomorphismus kommutativer Kokegel von i
nach i1, wenn für jeden Knoten v P G0 gilt: iv “ i1v‚f , d.h. wenn
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X 1X
Dpvq
„
h
i1viv
kommutativ ist.
Für einen Homomorphismus pi, i1, hq kommutativer Kokegel schreibt man h : iÑ i1. l
Im Fall von Graphen bedeutet dies genau dasselbe wie bei Pushouts: h muss das Vorkom-
men von Dpvq in X auf das Vorkommen von Dpvq in X 1 abbilden.
Ein Kolimes ist wie bei Pushouts ein kommutativer Kokegel, der zu jedem weiteren
kommutativen Kokegel genau einen Homomorphismus kommutativer Kokegel u besitzt:
Definition 44 (Kolimes)
Kolimes Sei C eine Kategorie.
Sei i : D Ñ X ein kommutativer Kokegel mit Basis D in C.
i : D Ñ X ist ein Kolimes (oder: universeller kommutativer Kokegel) von D genau
dann, wenn es für jeden kommutativen Kokegel i1 : X Ñ D genau einen Homomorphis-
mus kommutativer Kokegel u : iÑ i1 gibt. l
Mit diesem Kolimes-Begriff lässt sich der Pushout auf folgende Weise allgemein erfassen:
Beispiel 45 (Pushout)
Pushout Bereits weiter oben wurde festgestellt, dass Spans Diagrammen mit dem folgenden Form-
graphen PO entsprechen:
01 2l r
Deshalb wird ein Span in einer Kategorie C hier auch als Pushoutdiagramm in C
bezeichnet, definiert als ein Diagramm S : POÑ C der Form PO.
Ein Kolimes eines Pushoutdiagramm S : POÑ C heißt Pushout über S.
Angewendet auf die Kategorie Graphs der Graphen und Graphhomomorphismen er-
gibt sich tatsächlich der Pushout wie er am Anfang des Abschnittes beschrieben wurde.
Die beiden zu vereinigenden Graphen werden durch das DiagrammD mitDp1q bzw.Dp2q
und der Schnittstellengraph mit Dp0q ausgewählt. Der zugehörige Kolimes l : D Ñ X lie-
fert als Ergebnis den Graphen X und die Injektionen Dp1q i1 X und Dp2q i2 X.
Die dritte Injektion Dp0q i0 X des Schnittstellengraphen ergibt sich immer aus den
anderen beiden als i0 “ Dplq‚i1 “ Dprq‚i2, weshalb sie am des Abschnittes nicht als Teil
des Pushouts erwähnt wurde.
Dies lässt sich für einen beliebigen Kolimes i : D Ñ X verallgemeinern auf je-
de Komponente Dpaq ia X eines Knotens a, der Quelle mindestens eines Pfei-
les m : aÑ b des Formgraphen ist. Durch einen solchen Diagrammpfeil und die b-
Komponente Dpbq ib X ist die a-Komponente eindeutig festgelegt als ia “ Dpmq‚ib.
Es besteht also keine Wahlmöglichkeit mehr für ia, sobald ib festgelegt ist.
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In Illustrationen von Diagrammen haben Pushouts eine besondere Notation. Sie wer-
den als Quadrate gezeichnet und durch einen rechten Winkel in der Ecke des Pushout-
objektes markiert:
GI
H P
g
h h1
g1 l
Bemerkung 46 (Eindeutigkeit und Existenz von Kolimites)
Eindeutigkeit
und Existenz
von Kolimites
Im Gegensatz zu klassischen mathematischen Konstruktionen ist das Ergebnis kategori-
eller Konstruktionen wie des Pushouts oder allgemeiner Kolimites nicht eindeutig. Über
einem Diagramm D kann es mehrere Kolimites i : D Ñ X1, j : D Ñ X2, k : D Ñ X3
usw. geben. Allerdings sind diese Kolimites im Wesentlichen gleich; bei Graphen könnte
man sagen, dass lediglich die Knoten und Pfeile umbenannt werden, und zwar durch die
eindeutigen Homomorphismen u zwischen den Kolimites. Deshalb wird oft trotz Mehr-
deutigkeit von dem Kolimes oder dem Pushout über einem Diagramm D gesprochen.
Außerdem existiert nicht in jeder Kategorie jeder Kolimes über jedem Diagramm. Auch
existiert nicht in jeder Kategorie ein Pushout über jedem Span. In Graphs und in Set
ist beides allerdings sehr wohl der Fall. l
Dualität bei
Graphhomo-
morphismen
Wie bei Definition 20 erklärt wurde, erhält man zu jeder kategoriellen Konstruktion
eine duale Konstruktion, indem man in ihrer Definition die Richtung der Pfeile umdreht.
Tatsächlich betrachtet man dadurch nur dieselben Pfeile aus einer anderen Perspektive.
Während in der Kategorie Graphs ein Graphhomomorphismus f : GÑ H das Verschmel-
zen von Knoten und Pfeilen aus G und das Hinzufügen von Knoten und Pfeilen zu G
repräsentiert, repräsentiert er in der dualen Kategorie Graphsop das Aufspalten (Verviel-
fältigen) von Knoten und Pfeilen von H und das Entfernen von Knoten und Pfeilen aus H.
In dieser unterschiedlichen Betrachtungsweise besteht der wesentliche Unterschied zwischen
Kolimites und den dazu dualen Limites. Beispielsweise ist der Pullback der zum Pushout
duale Limes. Das bedeutet, dass ein Pullback in der Kategorie Graphs im Wesentlichen
dasselbe ist wie ein Pushout der dualen Kategorie Graphsop.
Im Folgenden werden zunächst Pullbacks von Graphen anhand des Beispiels aus Abb. 30
illustriert. Darauf aufbauend werden dann allgemeine Limites definiert.
Ein Pullback von Graphen ist die Aufspaltung eines Graphen anhand zweier Graphen,
die in ihm enthalten sind. Als Eingabedaten hat ein Pullback einen sogenannten Kospan –
ein Diagramm der Art S “ pG g I h H), also einen Span, in dem die Pfeile umgedreht
sind. Das Ergebnis ist ein Limes oder Pullback über S, der aus einem Pullbackgraphen P
und Graphhomomorphismen G g
1
I und H h
1
I besteht. Diese Graphhomomorphis-
men repräsentieren das Entfernen oder Aufspalten von Knoten und Pfeilen aus I: Knoten
und Pfeile werden in ihre Urbilder unter g bzw. h aufgespalten, oder entfernt falls sie kein
Urbild unter g bzw. h haben. In P sind alle Knoten und Pfeile, die in G oder H entfernt
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Abbildung 30: Pullback von Graphen
wurden, auch entfernt. Knoten und Pfeile, die in G ver-n-facht und in H ver-m-facht wer-
den, sind in P dann n ¨m-fach vorhanden, haben also für jede Kombination von Urbildern
in G mit Urbildern in H genau eine Aufspaltung.
In Abb. 30 entfernt h den Knoten C und den Pfeil von B nach C, und es spaltet den
Knoten B in zwei Knoten B1 und B2 und den unbenannten Pfeil zwischen A und B in
zwei Pfeile auf. H hingegen entfernt den Knoten D und den Pfeil von A nach D, und
verdreifacht den unbenannten Pfeil von A nach B, ohne den Knoten B aufzuspalten. Der
Pullback kombiniert diese beiden Änderungen, so dass P sie beide enthält: Sowohl C als
auch D und die darauf zeigenden Pfeile sind entfernt, und die Aufspaltungen des Pfeiles
von A nach B aus I werden kombiniert, so dass sie in P insgesamt sechsfach vorhanden ist.
Genauer erkennt man die Wirkungsweise der Änderungen anhand der Graphhomomor-
phismen g1 und h1: Ebenso wie g aus I den Knoten D und den Pfeil von A nach D entfernt
und den Pfeil von A nach B verdreifacht, entfernt und vervielfältigt auch g1 aus H die
Entsprechungen dieser Knoten und Pfeile. Und ebenso wie h entfernt h1 die Entsprechung
des Knotens D und des Pfeiles von A nach D und verdoppelt die Entsprechungen des
Knotens B und des Pfeiles von A nach B.
Diese Betrachtungsweise von Pullbacks in Graphs ergibt sich daraus, dass man sie
als Pushouts in der dualen Kategorie Graphsop betrachten kann. Man kann sie aber
auch ohne Zuhilfenahme der Dualität unmittelbar erklären. Wie in Beispiel 52 genauer
erläutert wird, erfüllen in den Kategorien Set und Graphs eingeschränkte kartesische
Produkte zusammen mit den kanonischen Projektionsfunktionen bzw. -homomorphismen
die Eigenschaften eines Pullbacks. Deshalb bezeichnet man g1 und h1 auch als Projektionen.
Ähnlich wie Kokegel, kommutative Kokegel und Homomorphismen kommutativer Koke-
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gel bei Pushouts und Kolimites die Zwischenschritte zur Definition sind, sind es bei Pull-
backs und Limites Kegel, kommutative Kegel und Homomorphismen kommutativer Kegel.
Da die dazu dualen Begriffe bereits bekannt sind, werden sie im Folgenden unmittelbar für
allgemeine Limites definiert und Pullbacks werden als Spezialfall des Limes behandelt.
Beispiel 47 (Pullback-Diagramm)
Pullback-
Diagramm
Wie bereits bekannt ist, sind die Eingabedaten eines Pullback durch einen Kospan gege-
ben, den man als Diagramm mit dem folgenden Formgraphen PB auffassen kann:
01 2l r
Ein DiagrammD : PB Ñ C der Form PB in einer KategorieC heißtPullback-Diagramm
(oder Kospan) in C. l
Kegel sind das zu Kokegeln duale Konzept:
Definition 48 (Kegel)
KegelSei G ein Köcher.
Sei C eine Kategorie (oder ein Köcher).
Sei X P C0 (Scheitel).
Sei p “ ppvqvPG0 eine Familie von Pfeilen X pv Dpvq.
Sei D : GÑ C ein Diagramm der Form G in C.
Dann ist V “ pX,D, pq ein Kegel mit Basis D in C.
X
Dpaq Dpbq Dpcq . . . Dpvq . . .
. . .
pa
pb pc
pv . . .
Für v P G0 heißt pv die v-Komponente oder auch v-Projektion von K.
Für Köcher C und G definiere die Klasse aller Kegel der Form G in C folgendermaßen:
ConepG,Cq “
!
pX,D, p
ˇˇˇ
D P CG ^X P C0 ^ p P pC1qG0 ^ @v P G0: pv P CrX,Dpvqs
)
l
Bei Graphen repräsentiert (in der dualen Sichtweise) jede Komponente pv des Kegels Auf-
spaltungen und Entfernungen von Knoten und Pfeilen aus dem Graphen Dpvq.
Allerdings können bei Kegeln diese Aufspaltungen und Entfernungen in „undisziplinier-
ter“ Weise ablaufen. Ähnlich wie bei Kokegeln von Pushouts der Schnittstellengraph I
mehrfach im Scheitel vorkommen können, berücksichtigen auch Kegel den Schnittstellen-
graph I von Pullbacks nicht immer. Abhilfe schaffen kommutative Kegel:
Definition 49 (Kommutativer Kegel)
Kommutativer
Kegel
Sei C eine Kategorie.
Sei pX,D, pq ein Kegel mit Basis D in C, wobei srcpDq “ G.
pX,D, pq ist genau dann ein kommutativer Kegel in C wenn für jeden Pfeil v e w
in G gilt: pv‚Dpeq “ pw, d.h. wenn
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XDpvq Dpwq
„pv pw
Dpeq
für jeden Pfeil e kommutativ ist.
Für einen kommutativen Kegel pX,D, pq schreibt man p : X Ñ D. l
Kommutative Kegel von Graphen können immer noch zu viele Knoten und Pfeile entfernen,
oder sie zu sehr oder zu wenig aufspalten. Ein Limes entfernt und spaltet gerade diese
Knoten und Pfeile auf, die er aufgrund des Diagrammes entfernen bzw. aufspalten muss.
Da eine solche Definition nicht auf beliebige Kategorien ausgedehnt werden kann, stützt
man sich auch hier auf einen passenden Homomorphismusbegriff:
Definition 50 (Homomorphismus kommutativer Kegel)
Homo-
morphismus
kommutativer
Kegel
Sei G ein Köcher.
Sei C eine Kategorie.
Sei D : GÑ C ein Diagramm der Form G in C.
Sei p : X Ñ D und p1 : X 1 Ñ D Kegel mit Basis D in C.
Sei X 1 h X P C1 ein Pfeil von X 1 nach X in C
Dann ist f genau dann ein Homomorphismus kommutativer Kegel von p1 nach p,
geschrieben h : p1 Ñ p, wenn für jeden Knoten v P G0 gilt: p1v “ f‚pv, d.h. wenn
X 1 X
Dpvq
„
h
p1v pv
kommutativ ist. l
Ein Homomorphismus kommutativer Kegel ist also ein Homomorphismus zwischen den
Scheiteln der Kegel, der mit den Komponenten der Kegel verträglich ist. Bei Graphen
heißt diese Definition, dass h im Vergleich zu pv zusätzliche Knoten und Pfeile von Dpvq
aufspaltet oder löscht, und am Ende dasselbe Ergebnis erhält wie p1.
Mittels Eindeutigkeit von Homomorphismen kommutativer Kegel kann man nun Limites
kategorienunabhängig definieren:
Definition 51 (Limes)
Limes Sei C eine Kategorie.
Sei p : X Ñ D ein kommutativer Kegel mit Basis D in C.
p ist ein Limes (oder: universeller kommutativer Kegel) genau dann, wenn es für
jeden kommutativen Kegel p1 : X Ñ D genau einen Homomorphismus kommutativer Ke-
gel u : p1 Ñ p gibt. l
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Im Sinne der obigen Interpretation von Homomorphismen kommutativer Kegel hat ein
Limes also die Eigenschaft, dass man aus ihm jeden anderen kommutativen Kegel auf
eindeutige Weise erhält, indem man zusätzliche Knoten und Pfeile entfernt und aufspaltet.
Ein Limes eines Pullback-DiagrammesD : PB Ñ C in einer KategorieC heißtPullback
von Dp1q und Dp2q mit Schnittstellenobjekt Dp0q in C.
Beispiel 52 (Pullbacks in Set und Graphs)
Pullbacks
in Set
und Graphs
Für die Zwecke dieser Arbeit sind Pullbacks in Set und in Graphs be-
sonders nützlich. In Set ist das eingeschränkte kartesische Produkt A fˆ “ g
B :“ tpa, bq P AˆB | fpaq “ gpbqu der Scheitel eines Pullbacks über dem Kos-
pan S “ pA f I g Bq. Die Komponenten dieses Pullbacks sind die Projektionsfunk-
tionen g1 : A fˆ “ g B Ñ A : pa, bq ÞÑ a und h1 : A fˆ “ g B Ñ B : pa, bq ÞÑ b.
Der Pullback hat in Set also eine ähnliche Wirkungsweise wie ein Equi-Join A ’f“g B
in relationalen Datenbanken. Im Bereich der Kategorientheorie wird aber für den Pull-
back die oben benutzte Notation A fˆ “ g B oder unsauberer A Iˆ X verwendet.
In Graphs lässt sich der Pullback über einem Kospan S “ pG g I h Hq kon-
struieren, indem man die obige Konstruktion sowohl auf die Menge der Knoten als auch
auf die Menge der Pfeile anwendet. Der Scheitelgraph G gˆ “ h H des Pullback kann
folgendermaßen konstruiert werden:
• pG gˆ “ h Hq0 “
 pv, wq P G0 ˆH0 ˇˇ gpvq “ hpwq(
• pG gˆ “ h Hq1 “
 pa, bq P G1 ˆH1 ˇˇ gpaq “ hpbq( .
Zusammen mit zwei Projektionshomomorphismen, die den Paaren von Knoten und Pfei-
len jeweils ihre linke bzw. rechte Komponente zuordnen, erfüllt G gˆ “ h H die Eigen-
schaften eines Pullbacks über S.
Ebenso wie bei Pushouts gibt es für einen Pullback mit Scheitel P und Komponenten
h1 und g1 eine spezielle Notation in Illustrationen, wobei die Komponente P p0 I
wiederum weggelassen wird, da sie sich als p0 “ h1‚g “ g1‚h ergibt:
G I
HP
g
hh1
g1
l
Beispiel 53 (Beliebige Limites in Set)
Beliebige
Limites in Set
Ähnlich wie sich Pullbacks in Set als eingeschränkte kartesische Produkte konstruieren
lassen, kann man Limites über kleinen Diagrammen als eine eingeschränkte Familie kon-
struieren. Für ein Diagramm D : GÑ Set mit FormgraphenG ist die folgende Menge X
der Scheitel eines Limes von D:
X “  pxvqvPG0 ˇˇ p@v P G0: xv P Dpvqq ^ p@v e w P G1: pDpeqqpxvq “ xwq(
Zusammen mit den Projektionshomomorphismen pw : X Ñ Dpwq : pxvqvPG0 ÞÑ xw für
jeden Knoten w P G0 bildet X einen Limes über D in Set. l
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Beispiele von
Limites und
Kolimites
Im Folgenden werden einige weitere Beispiele von Limites und Kolimites vorgestellt, die
im Laufe der Arbeit benötigt werden.
Beispiel 54 (Initiales Objekt)
Initiales
Objekt
Die wohl einfachsten Kolimites sind die initialen Objekte. Sei eine Kategorie C und der
leere Graph 0 gegeben.
Da der Graph 0 leer ist, gibt es nur ein einziges Diagramm IO : 0Ñ C der Form 0
in C. Ein Kolimes i : IO Ñ O dieses Diagrammes IO heißt initiales Objekt von C.
Der Grund für die Bezeichnung des ganzen Kolimes als initiales Objekt liegt darin,
dass einzige relevante Information eines Kokegels i : IO Ñ X das Scheitelobjekt X ist
– er hat keine Komponenten und auch das Diagramm O enthält keine zusätzliche In-
formation. Deshalb gibt es für jedes Objekt X von C genau einen kommutativen Koke-
gel iX : IO Ñ X und umgekehrt. Daher kann man die (kommutativen) Kokegel über O
mit den Objekten von C gleichsetzen, wodurch sich die Bezeichnung „initiales Objekt“
rechtfertigen lässt.
Da ein initiales Objekt i : IO Ñ O als Kolimes genau einen Pfeil zu jedem kommuta-
tiven Kokegel hat und man es mit seinem Scheitelobjekt O gleichsetzen kann, entspricht
es einem Objekt, das zu jedem Objekt der Kategorie genau einen Pfeil hat. Durch diese
Eigenschaft spielen initiale Objekte eine wichtige Rolle in den Kategorien, in denen sie
existieren. Der eindeutige Pfeil von O zu einem Objekt A wird mit O xy A bezeich-
net. In Set nimmt die leere Menge H die Rolle eines initialen Objektes ein, was bei der
Modellierung von Containment ausgenutzt wird. l
Beispiel 55 (Terminale Objekte und globale Elemente)
Terminale
Objekte und
globale
Elemente
Der zum initialen Objekt duale Limes ist das terminale Objekt. Da der leere Graph 0
zu sich selbst dual ist, handelt es sich hierbei ebenfalls um Limites über leeren Diagram-
men, welche man wiederum mit Objekten von C gleichsetzen kann. Während es sich
bei initialen Objekten um Objekte handelt, die zu jedem weiteren Objekt genau einen
ausgehenden Pfeil haben, haben terminale Objekte von jedem weiteren Objekt genau
einen eingehenden Pfeil.
In Set ist jede einelementige Menge tau ein terminales Objekt, und der von einer
weiteren MengeX ausgehende eindeutige Pfeil ist die konstante Funktion ∆a : X Ñ tAu :
x ÞÑ a. Da alle terminalen Objekte zueinander isomorph sind, wählt man üblicherweise
eine beliebige einelementige Menge t˚u aus (z.B. mit ˚ “ H), die man – ebenso wie
terminalen Objekte – mit 1 bezeichnet. Diese Schreibweise ist ein Hinweis darauf, dass
man ein terminales Objekt auch als ein nullstelliges kategorielles Produkt betrachten
kann.
Eine wichtige Anwendung von terminalen Objekten sind die sogenannten globalen
Elemente eines Objekts Y . Dabei handelt es sich um die Pfeile, die von einem termi-
nalen Objekt nach Y , d.h. die Pfeile der Form 1 f Y . In Set entspricht ein globales
Element f : t˚u Ñ Y einer einelementigen Teilmenge von Y und somit einem Element
von Y , und zwar fp˚q. l
Beispiel 56 (Koprodukte und Kotupel)
Koprodukte
und Kotupel
Sei COPR der Graph mit zwei Knoten 1 und 2 und ohne Pfeile:
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1 2
Ein binäres Koproduktdiagramm ist ein Diagramm D : COPRÑ C der Form COPR
in einer Kategorie C und wird hier als D “ pDp1q Dp2qq notiert.
Ein binäres Koprodukt ist ein Kolimes über einem solchen Diagramm D. Um ein Ko-
produkt zweier Objekte A und B in einer Illustration zu markieren, wird der Scheitel
üblicherweise als A`B bezeichnet.
Da binäre Koproduktdiagramme keine Pfeile enthalten, sind Kokegel über Koprodukt-
diagrammen immer trivialerweise kommutativ.
Für die Zwecke dieser Arbeit ist vor allem das Koprodukt von Mengen interessant, denn
es ist zur Modellierung von Graphvarianten mit Sketches nützlich. In Set gibt es zwei
konkrete Konstruktionen für das Koprodukt: Für beliebige Mengen A und B bildet die
disjunkte Vereinigung A`B “ pt1u ˆ Aq Y pt2u ˆBq von A und B zusammen mit den
Injektionen i1 : AÑ A`B : a ÞÑ p1, aq und i2 : B Ñ A`B : b ÞÑ p2, bq ein Koprodukt
von A und B. Daneben ist für den Fall, dass A und B disjunkt sind, auch die norma-
le Mengenvereinigung A Y B zusammen mit den Inklusionen ı1 : AÑ AYB : a ÞÑ a
und ı2 : B Ñ AYB : b ÞÑ b ein Koprodukt von A und B.
Beim Koprodukt sind die eindeutigen Homomorphismen in andere kommutative Koke-
gel von besonderer Bedeutung. Deshalb soll hier ein solcher Homomorphismus u : iÑ j
bzw. u : A`B Ñ X für einen anderen kommutativen Kokegel j : D Ñ X betrachtet
werden. Ein kommutativer Kokegel mit einer Scheitelmenge X ist durch beliebige Funk-
tionen j1 : AÑ X und j2 : B Ñ X gegeben:
A`B
X
A B
„ „
u “ xj1 | j2yj1 j2
i1 i2
Der eindeutige Homomorphismus u von i nach j wird als Kotupel xj1 | j2y von j1 und j2
bezeichnet. In Set nimmt xj1 | j2y eine Fallunterscheidung zwischen A und B vor. Wenn
man die disjunkte Vereinigung als Koprodukt verwendet, gilt nämlich:
u “ xj1 | j2y : A`B Ñ X : x ÞÑ
#
j1paq falls x “ p1, aq mit a P A
j2pbq falls x “ p2, bq mit b P B
Auch Koprodukte von Graphen und von kleinen Diagrammen (d.h. Köcherhomomorphis-
men mit kleinen Formgraphen) können auf ähnliche Weise konstruiert werden und die ein-
deutigen Homomorphismen u kann man ebenfalls als Kotupel von Graphhomomorphis-
men bezeichnen. Bei kleinen Diagrammen D1 : G1 Ñ C und D2 : G2 Ñ C mit Formgra-
phen G1, G2 P Graphs kann man durch Bildung des Kotupels xD1 |D2y : G1 `G2 Ñ C
die Diagramme vereinigen. Das Kotupel xD1 |D2y ist nämlich selbst ein Diagramm und
kommutiert genau dann, wenn sowohl D1 als auch D2 kommutieren.
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Man kann auch Koprodukte und Kotupel einer beliebigen Menge von Objekten bzw. Pfei-
len definieren. Formal handelt es sich dabei um Koprodukte über einem Diagramm ohne
Pfeile, d.h. einem Diagramm D : GÑ C mit G1 “ H. Ein solches Diagramm heißt
diskretes Diagramm und Kokegel darüber nennt man einen diskreten Kokegel. Ein
diskretes Diagramm ist im Wesentlichen dasselbe wie die Klasse der Objekte, die es aus-
wählt. Ein diskreter Kokegel ist immer kommutativ und ist im Wesentlichen dasselbe wie
ein Objekt X zusammen mit einer Klasse von Pfeilen nach X. Ein Kolimes über einem
diskreten Diagramm heißt Koprodukt.
Der Scheitel eines Koproduktes über einem diskreten Diagramm D : IÑ C mit I “ I0
wird geschrieben als: ž
API
DpAq
Das Kotupel eines diskreten Kokegels j : D Ñ X über D mit Scheitel X wird geschrieben
als:
xjAyAPI :
ž
API
DpAq Ñ X
l
Falls I “ H, dann ist das Koprodukt das initiale Objekt und das (eindeutige) Kotupel
ist der eindeutige Morphismus (siehe Beispiel 54).
Beispiel 57 (Beliebige Kolimites in Set)
Beliebige
Kolimites
in Set
Auch Kolimites über beliebigen Diagrammen lassen sich in Set auf allgemeine Weise
konstruieren. Die Konstruktion ist aber komplexer als die für Limites.
Für ein DiagrammD : GÑ Setmit FormgraphenG ignoriert man zunächst die Pfeile
und konstruiert zunächst das Koprodukt. In Set ist dies die disjunkte Vereinigung U :“Ţ
vPG0
tvu ˆDpvq “  pv, aq ˇˇ v P G0 ^ a P Dpvq( der durch D ausgewählten Objekte.
Um den Kolimes von D zu erhalten, müssen aber eventuell noch Elemente von U
aufgrund der Pfeile des Diagrammes miteinander verschmolzen werden, ähnlich wie
bei Pushouts. Zwei Elemente von U müssen miteinander verschmolzen werden, wenn
eine der Funktionen im Diagramm das eine Element auf das andere abbildet. Hier-
zu definiert man zunächst eine Relation R : U í U auf der disjunkten Vereini-
gung, die diese Paare von Elementen in Beziehung setzt, also mit pv1, a1qR pv2, a2q
gdw. Dv1 f v2 P G1: pDpfqqpa1q “ a2.
Da sich hierbei Ketten von Elementen bilden können, die miteinander verschmolzen
werden müssen, wird in einem dritten Schritt die Äquivalenzhülle S :“ R” gebildet. In
dieser stehen sämtliche Elemente unmittelbar miteinander in Beziehung, die in R nur mit-
telbar miteinander verbunden sind (oder graphentheoretisch ausgedrückt: in derselben
schwachen Zusammenhangskomponente von R sind).
Die Menge U{S der Äquivalenzklassen von S bildet nun einen Kolimes über D. Die
Injektionen sind dabei die Funktionen iv : Dpvq Ñ U{S : x ÞÑ rpv, xqsS für v P G0, die
jedem Element seine Äquivalenzklasse zuordnen. l
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Beispiel 58 (Monomorphismen mittels Pullbacks)
Monomorphis-
men mittels
Pullbacks
Ein Pfeil A m B P C1 einer Kategorie C ist genau dann ein Monomorphismus (oder:
monomorph), wenn für jedes Paar C
f
g A paralleler Pfeile nach A, deren Komposition
mit m dasselbe Ergebnis f‚m “ g‚m ergibt, die Pfeile f “ g identisch sein müssen.
Beispielsweise sind die injektiven Funktionen die Monomorphismen von Set, und die
injektiven Graphhomomorphismen die Monomorphismen von Graphs.
Man kann Monomorphismen auch mittels eines Pullbacks beschreiben. Ein Morphis-
mus A m B P C1 ist genau dann ein Monomorphismus, wenn der folgende Kegel ein
Limes ist: [BW12, S. 268]
A
A B A
m m
midA idA
l
Beispiel 59 (Equalizer)
EqualizerEqualizer (auch: Egalisatoren) modellieren im Falle der Kategorie Set die Teilmenge
einer Menge A, auf der zwei von A ausgehende Funktionen f, g : AÑ B miteinander
übereinstimmen. Kategorientheoretisch lassen sie sich als Limites über Diagrammen mit
dem folgenden Formgraphen EQL erfassen:
1 a
b
2
Ein Equalizer-Diagramm in einer Kategorie C ist ein Diagramm der Form EQL in C.
Ein Limes p : X Ñ D eines Equalizer-Diagrammes D : EQLÑ C in C heißt Equalizer
von Dpaq und Dpbq in C.
Für ein Equalizer-Diagramm D “
ˆ
S
f
g T
˙
in Set ist C :“ ts P S | fpsq “ gpsqu der
Scheitel eines Limes p : C Ñ D. Dabei sind die Komponenten p1 und p2 des Limes die
Inklusionsfunktionen von C in A bzw. B, also p1 : C Ñ A : x ÞÑ x und p1 : C Ñ B : x ÞÑ
x. l
Neben den vorgestellten Limites und Kolimites gibt es zahlreiche weitere, insbesondere
auch die jeweils dualen Limites zu Koprodukt, initialem Objekt und Equalizer. Die im
vorangehenden Unterabschnitt aufgeführten Limites und Kolimites werden aber für die-
se Arbeit gebraucht, um mit Hilfe der im nächsten Abschnitt vorgestellten Sketches die
verschiedenen Graphfeatures zu definieren.
4.2. Sketchbasierte Definition von Kategorien
Die auf Sketches basierende Definition von Kategorien ist eine Methode, mithilfe von Gra-
phen, kommutativen Diagrammen und Limites und Kolimites neue Kategorien auf Grund-
lage bestehender Kategorien zu definieren. In dieser Arbeit werden Sketches verwendet,
um die verschiedenen Graphfeatures (bzw. die entsprechenden Kategorien) zu definieren
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und diese zu Graphvarianten für die Programmrepräsentation zu kombinieren. Es gibt ver-
schiedene Arten von Sketches mit unterschiedlicher Ausdrucksfähigkeit und zwar triviale
Sketches, linearen Sketches, allgemeinen Sketches und typisierten Sketches unterschieden.
Sketches sind eine Art Schablone für Ausschnitte aus einer bestehenden Kategorie, die
die Objekte einer neuen Kategorie bilden und als Diagramme formalisiert werden. Diese mit-
tels Sketches definierten Kategorien heißen Instanzkategorien. Die Instanzkategorie eines
Sketches hat Diagramme mit einem festen Formgraphen G in einer bestehenden Katego-
rie C als Objekte, die man als Instanzen bezeichnet5. Ob dabei alle Diagramme der Form G
in C Instanzen eines Sketches sind oder nur bestimmte, hängt von der Art des Sketches
ab. Die Instanzkategorien aller Sketcharten haben als Pfeile natürliche Transformationen
zwischen den Diagrammen und als Komposition die komponentenweise Komposition na-
türlicher Transformationen. Darüber hinaus bilden die Sketches jeder Sketchart zusammen
mit einem geeigneten Homomorphismusbegriff selbst eine Kategorie. Indem man für jedes
Graphfeature einen Sketch definiert, kann man sie dann durch Pushouts in dieser Sketch-
kategorie zu Graphvarianten kombinieren.
In den folgenden Unterabschnitten werden die vier Sketchartarten, ihre Instanzen und
ihre Instanzkategorien formal definiert und anhand eines Beispiels erläutert.
4.2.1. Triviale Sketches
Die einfachste und am wenigsten ausdruckskräftigste Art von Sketches sind die trivialen
Sketches. Ein trivialer Sketch ist nichts anderes als ein Graph S “ psrcS , tarSq P Graphs
im Sinne von Definition 2. Die Klasse der trivialen Sketches ist also die Klasse Graphs der
Graphen. Im Kontext von Unterabschnitt 4.1.2 würde man einen trivialen Sketch S als
Formgraph seiner Instanzen bezeichnen, die allesamt Diagramme der Art I : S Ñ C sind.
Triviale Sketches stellen keine weiteren Anforderungen an ihre Instanzen, so dass sämtliche
Diagramme mit Formgraph S Instanzen von S sind. Formal gilt also:
Definition 60 (Trivialer Sketch)
Trivialer
Sketch
Ein trivialer Sketch ist ein Graph S P Graphs.
Ein Knoten v P S0 wird als formales Objekt von S und ein Pfeil e P S1 als formaler
Pfeil bezeichnet. l
Definition 61 (Instanz eines trivialen Sketches)
Instanz eines
trivialen
Sketches
Sei S P Graphs ein trivialer Sketch.
Sei C eine Kategorie.
Eine Instanz von S in C ist ein Diagramm I : S Ñ C der Form S in C.
Falls C “ Set ist, dann heißt I einfach Instanz von S.
5 In der Literatur üblicherweise „Modell“, aber auch „Interpretation“ oder „Ausprägung“. Ähnlich
wie in [RWL08] wird hier der Begriff „Modell“ wegen der Nähe zur modellgetriebenen Entwick-
lung vermieden. Dort ist er nämlich bereits auf eine Weise besetzt, die eher auf Sketches als auf
ihre Instanzen zutrifft.
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Im Folgenden werden die Bestandteile einer Instanz I : S Ñ C eines trivialen Sketches S
auf eine andrere Weise geschrieben als bei Diagrammen üblich, nämlich:
• Für ein formales Objekt A P S0 wird AI anstatt von IpA q P C0 geschrieben.
AI heißt Interpretation von A unter I.
• Für einen formalen Pfeil A s B P S1 wird sI anstatt Ips q P C1 geschrieben.
sI heißt Interpretation von s unter I. l
Der Zweck von Sketches ist es, neue Kategorien zu definieren. Wie bereits in der Einleitung
zum Abschnitt erklärt wurde, sind die Pfeile dieser Kategorien die natürlichen Transforma-
tionen zwischen den Instanzen. Diese sind zwar schon aus Definition 18 bekannt, aber man
kann sie auf eine für Sketches geeignetere Art notieren:
Definition 62 (Natürliche Transformation von Instanzen eines Sketches)
Natürliche
Transformati-
on von
Instanzen
eines Sketches
Sei S P Graphs ein trivialer Sketch.
Sei C eine Kategorie.
Seien I : S Ñ C und J : S Ñ C Instanzen von S in C.
Sei α “ pαA qA PS0 eine Familie von Pfeilen AI αA AJ aus C1, die von den Interpretatio-
nen der formalen Objekte von S unter I hin zu ihren Interpretationen unter J gehen.
Dann ist pI, J, αq genau dann eine natürliche Transformation von I nach J , geschrie-
ben α : I Ñ J , wenn für jeden formalen Pfeil A s B P S1 gilt: sI‚αB “ αA ‚sJ
AM BM
AN BN
„
sM
αA
sN
αB
Die Menge aller natürlichen Transformationen zwischen zwei Instanzen I und J eines
Sketches heißt NatTranspI, Jq.
Zwei aufeinanderfolgende natürliche Transformationen α : I Ñ J , β : J Ñ P zwischen
Modellen I, J, P : S Ñ C von S kann man miteinander komponieren zu
α‚β : I Ñ P mit @A P S0: pα‚βqA “ αA ‚βA l
Eine natürliche Transformation von Instanzen eines (trivialen) Sketches besteht also aus
einer Familie von Funktionen, nämlich für jedes formale Objekt des Sketches eine. Die-
se Funktionen nennt man Komponenten. Eine natürliche Transformation hat die Eigen-
schaft, dass sie mit jedem Pfeil im Sketch (bzw. dessen Interpretation) „verträglich“ ist. Das
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bedeutet, dass die Beziehungen der im Sketch repräsentierten Elemente bei der Anwendung
einer natürlichen Transformation erhalten bleiben, was formal durch die Kommutativitäts-
bedingung aus Definition 62 ausgedrückt wird.
Die Instanzen eines trivialen Sketches und die natürlichen Transformationen zwischen
diesen Instanzen liegen einer Kategorie zugrunde:
Definition 63 (Kategorie der Instanzen eines trivialen Sketches)
Kategorie der
Instanzen
eines trivialen
Sketches
Sei C eine Kategorie.
Sei S P Graphs ein trivialer Sketch.
Dann ist die Kategorie ICpSq der Instanzen von S in C folgendermaßen definiert:
• Die Objekte sind die Instanzen von S in C, d.h. alle Diagramme der Form S in C:
pICpSqq0 “ CS
• Die Pfeile zwischen zwei Instanzen sind die natürlichen Transformationen zwischen
ihnen: pICpSqqrI, Js “ NatTranspI, Jq
• Die Komposition zweier natürlicher Transformationen α : I Ñ J und β : J Ñ P ist
ihre komponentenweise Komposition α‚β : I Ñ P , die definiert ist durch pα‚βqA “
αA ‚βA für A P S0.
Falls C “ Set ist, wird anstatt ICpSq auch IpSq geschrieben. l
Auf diese Weise lassen sich mithilfe eines trivialen Sketches Kategorien definieren, beispiels-
weise eine Kategorie für untypisierte Graphen.
Für untypisierte Graphen ist bereits eine mögliche Formalisierung bekannt, nämlich die
Graphen aus Definition 2. Diese Formalisierung ist aber nicht dafür geeignet, sie als Graph-
feature aufzufassen, das man mit anderen Graphfeatures zu Graphvarianten zur Programm-
repräsentation kombinieren kann. Eine für diesen Zweck geeignetere Formalisierung der
untypisierten Graphen basiert auf einem trivialen Sketch:
Beispiel 64 (Untypisierte Graphen mithilfe von Sketches)
Untypisierte
Graphen
mithilfe von
Sketches
Zur sketchbasierten Definition untypisierter Graphen wird der folgende triviale
Sketch GS verwendet, der als Sketch der untypisierten Graphen bezeichnet wird:
E V
src
tar
GS beschreibt der untypisierten Graphen – eine Instanz von GS entspricht einem un-
typisierten Graphen. Dies ist zu erkennen, indem man Abb. 31 betrachtet. Darin sind
der triviale Sketch GS und drei Instanzen G, H und K von GS in der Kategorie Set
abgebildet. Eine solche Instanz, also ein Diagramm der Form GS, ordnet den formalen
Objekten E und V beliebige Mengen und den formalen Pfeilen src und tar beliebige
Funktionen zu. Diese kann man als Knoten- und Pfeilmengen bzw. als Quell- und Ziel-
funktion eines Graphen betrachten. Es könnte sich beispielsweise um die in der Tabelle
in Abb. 31 beschriebenen Mengen und Funktionen handeln.
Die Pfeile der Instanzkategorie sind die natürlichen Transformationen, wie sie auf Sei-
te 60 definiert wurden. Wendet man die Definition der natürlichen Transformationen
auf die Instanzen G und H von GS an, ergibt sich, dass eine natürliche Transformation
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GS
E V
src
tar
Set (Ausschnitt)
EG VG
src G
tar G
EH VH
srcH
tarH
EK VK
srcK
tarK
αE αV
βE βV
αE ‚βE αV ‚βV
G
H
K
Instanzname Instanz Illustration
G
VG “ tA,Bu,
EG “ tx, yu,
srcG “ tx ÞÑ A, y ÞÑ Bu,
tarG “ tx ÞÑ B, y ÞÑ Bu
A B
y
x
H
VH “ tA,B,Cu,
EH “ tx, y, zu,
srcH “ tx ÞÑ A, y ÞÑ B, z ÞÑ Bu,
tarH “ tx ÞÑ B, y ÞÑ B, z ÞÑ Cu
A B
y
C
x
z
K
VK “ tA,B,Cu,
EK “ tx, y, z, wu,
srcK “ tx ÞÑ A, y ÞÑ B, z ÞÑ B,w ÞÑ Cu,
tarK “ tx ÞÑ B, y ÞÑ B, z ÞÑ C,w ÞÑ Au
A B
y
C
x
z
w
Abbildung 31: Instanzen G, H und K des trivialen Sketch GS in Set
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von G nach H aus zwei Pfeilen EG αE EH und VG αV VH von Set (also Funk-
tionen) besteht, die mit den Interpretationen von src und tar verträglich sind, oder
formal: srcG‚αV “ αE ‚srcG und tarG‚αV “ αE ‚tarH . Das entspricht aber gerade der
Definition genau eines Graphhomomorphismus von G nach H. Auch die komponenten-
weise Komposition solcher natürlicher Transformationen entspricht der Komposition von
Graphhomomorphismen. Da in der Instanzkategorie von GS also die Objekte mit den
untypisierten Graphen, die Pfeile mit den Graphhomomorphismen und die Kompositi-
on mit der Komposition von Graphhomomorphismen korrespondieren, beschreibt der
Sketch GS also tatsächlich die Kategorie der untypisierten Graphen. l
Sketches eignen sich unter anderem zur Definition der Graphfeatures, weil man sie durch
Pushouts miteinander zu Graphvarianten kombinieren kann. Außerdem ist es für die späte-
re Definitionen nützlich, Teilsketches von Sketches zu betrachten. Für beides benötigt man
einen Begriff des Homomorphismus von Sketchen und Kategorien von Sketches. Im Fall
von trivialen Sketches handelt es sich dabei um Graphhomomorphismen bzw. die Katego-
rie Graphs.
Definition 65 (Kategorie der trivialen Sketches)
Kategorie der
trivialen
Sketches
Die Kategorie der trivialen Sketches ist die Kategorie Graphs der Graphen und Graph-
homomorphismen. l
Definition 66 (Homomorphismus trivialer Sketches)
Homomorphis-
mus trivialer
Sketches
Seien S1, S2 P Graphs triviale Sketches.
Ein Homomorphismus h trivialer Sketches von S1 nach S2, geschrieben h : S1 Ñ S2, ist
ein Graphhomomorphismus von S1 nach S2. l
Da man S1 als Teilsketch von S2 betrachten kann, kann man eine Instanz von S2 zu
einer Instanz von S1 einschränken, indem man nur die Interpretation der formalen Objekte
und Pfeile betrachtet, die in S1 vorhanden sind. Formal handelt es sich bei einer solchen
Einschränkung um einen Funktor:
Definition 67 (Einschränkung einer Instanz eines trivialen Sketches)
Einschrän-
kung einer
Instanz eines
trivialen
Sketches
Sei C eine Kategorie.
Sei h : S1 Ñ S2 ein Homomorphismus typisierter Sketches.
Sei I : S2 Ñ C eine Instanz von S2 in C.
Dann ist hI :“ h‚I die Einschränkung von I auf S1 mittels h. l
Wie Beispiel 64 gezeigt hat, sind triviale Sketches ausdrucksstark genug für untypisierte
Graphen, aber ingesamt reichen sie für die Zwecke dieser Arbeit nicht aus:
Bemerkung 68 (Ausdruckskraft trivialer Sketches)
Ausdrucks-
kraft trivialer
Sketches
Mit trivialen Sketches lassen sich einige wichtige Kategorien wie die untypisierten Gra-
phen, oder auch die natürlichen Zahlen, modellieren. Aber bereits für typisierte Graphen
sind triviale Sketches nicht ausdrucksstark genug, wie die folgenden Ausführungen zeigen.
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Die wichtigste „Zutat“ für einen typisierten Graphen ist sein Typisierungshomomor-
phismus type. Als Graphhomomorphismus besteht dieser im Wesentlichen aus einer Pfeil-
komponente, die Pfeilen ihren Pfeiltyp zuordnet, und einer Knotenkomponente, die Kno-
ten ihren Knotentyp zuordnet. Da diese Komponenten Funktionen sind, kann man sie in
einer Instanz eines trivialen Sketches in der Kategorie Set erfassen. Hierfür verdoppelt
man GS – einmal für den Instanzgraphen, einmal für den Typgraphen – und fügt Pfei-
le eType und vType für die beiden Komponenten des Typisierungshomomorphismus ein.
So erhält man den folgenden trivialen Sketch für typisierte Graphen TGStriv:
iE iV
tE tV
iSrc
iTar
tSrc
tTar
eType vType
Ein typisierter Graph GT mit einem Typisierungshomomorphismus type : GÑ TG, Typ-
graphen TG und Instanzgraphen G lässt sich mit einer Instanz I : TGStriv Ñ Set die-
ses Sketches vollständig erfassen6. In umgekehrter Richtung entspricht aber nicht jede
Instanz I : TGStriv Ñ Set von TGStriv einem typisierten Graphen, d.h. es gibt „ungül-
tige“ Instanzen. Zwar ergeben sich immer ein Instanzgraph G und ein Typgraph TG;
ein typisierter Graph ergibt sich aber nur, wenn eType I und vType I einen Graphho-
momorphismus bilden, den man als Typisierungshomomorphismus type verwenden kann.
Hierfür müssen sie die definierende Regel von Graphhomomorphismen erfüllen. Dies ist
aber nicht zwangsläufig der Fall, da in einer Instanz von TGStriv die Funktionen eType I
und vType I vollkommen beliebig gewählt werden können.
G A B
e
TG X Y Z
k l
type
Wenn beispielsweise in einer Instanz I von TGStriv die Funktion eType I einem
Pfeil A e B P iE I den Pfeiltyp X k Y P tE I zuordnet, müsste vType I bei typi-
sierten Graphen ihrem Quellknoten A den Knotentyp X zuordnen. Wie in der obigen
Grafik illustriert ist, gibt es aber auch Instanzen, in denen vType I dem Knoten A den
Knotentyp Y oder Z zuordnet, was in typisierten Graphen nicht zulässig ist.
6 Die Knotenmenge des Instanzgraphen G wird mit iV I repräsentiert, die Pfeilmenge mit iE I , die
Quell- und die Zielknotenfunktion mit iSrc I bzw. iTar I . Ebenso wird Die Knotenmenge des
Typgraphen TG wird mit tV I , die Pfeilmenge mit tE I , die Quell- und die Zielknotenfunktion
mit tSrc I bzw. tTar I repräsentiert. Die Pfeilkomponente von type wird mit eType und die
Knotenkomponente mit vType erfasst.
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Der trivale Sketch TGStriv lässt also zu viele Instanzen in Set zu, nämlich auch solche,
bei denen eType I und vType I keinen Graphhomomorphismus bilden. Triviale Sketches
geben aber auch keine Möglichkeit, auszudrücken, dass es sich dabei um einen Graph-
homomorphismus handeln muss. Hierfür sind ausdrucksstärkere Varianten von Sketches
nötig, die in den nächsten Unterabschnitten vorgestellt werden. l
4.2.2. Lineare Sketches
Wie in Bemerkung 68 dargelegt wurde, kann man mit trivialen Sketches die Klasse der In-
stanzen nicht ausreichend einschränken, um typisierte Graphen exakt zu erfassen. Ähnliche
Probleme gibt es bei allen betrachteten Graphfeatures außer den untypisierten Graphen.
Eine Lösungsmöglichkeit hierfür bieten lineare Sketches. Ein linearer Sketch besteht aus
einem trivialen Sketch S und einer Menge von Diagrammen der Art L : K Ñ S in S. Eine
Instanz des linearen Sketches ist eine Instanz I : S Ñ C des trivialen Sketches S, für die
jedes der Diagramme kommutiert, d.h. für die L‚I ein kommutatives Diagramm ist. Hier-
durch lassen sich beispielsweise die typisierten Graphen durch die Instanzkategorie eines
linearen Sketches exakt erfassen:
Beispiel 69 (Sketch der typisierten Graphen)
Sketch der
typisierten
Graphen
Das Problem im Beispiel zu Bemerkung 68 war, dass es Instanzen von TGStriv gibt, die
keinem typisierten Graphen entsprechen, weil die Interpretationen von eType und vType
keinen Graphhomomorphismus bilden. Man kann solche Instanzen in trivialen Sketches
aber auch nicht ausschließen. In linearen Sketches kann man dies hingegen mit kommuta-
tiven Diagrammen erreichen. Mit diesen kann man nämlich wie in Beispiel 39 festlegen,
dass eType und vType einen Graphhomomorphismus bilden müssen.
Der Sketch der typisierten Graphen TGS ist ein linearer Sketch über dem trivialen
Sketch TGStriv der typisierten Graphen. Er enthält die zwei kommutativen Diagramme
typePreservesSrc : K1 Ñ TGStriv und typePreservesTar : K2 Ñ TGStriv.
iE iV
tE tV
iSrc
iTar
tSrc
tTar
eType vType
TGStriv (triv. Sketch):
iE iV
tE tV
iSrc
tSrc
eType vType„
typePreservesSrc (KD):
iE iV
tE tV
iTar
tTar
eType vType„
typePreservesTar (KD):
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Im Beispiel aus Bemerkung 68 kommutiert typePreservesSrc nur in der Instanz I
von TGStriv, in der dem Knoten A der Typ X zugeordnet wird, denn aus der
Kommutativität folgt iSrc I‚vType I “ eType I‚tSrc I und somit: vType IpAq “
vType IpiSrc Ipeqq “ iSrc I‚vType Ipeq “ eType I‚tSrc Ipeq “ tSrc IpeType Ipeqq “
tSrc Ipkq “ X. In den Instanzen von TGStriv, die A den Typ Y oder Z zuordnen, kom-
mutiert deshalb typePreservesSrc nicht und somit sind sie keine Instanzen von TGS.
Deshalb entspricht jeder typisierte Graph einer Instanz von TGS, denn der zugehörige
Typisierungshomomorphismus ist ein Graphhomomorphismus und deshalb kommutieren
die beiden Diagramme. In umgekehrter Richtung sind in jeder Instanz I : TGSÑ Set
die Funktionen eType I und vType I die Komponenten eines Graphhomomorphismus.
In G kommutieren nämlich die Diagramme typePreservesSrc und typePreservesTar, was
nach Beispiel 39 der Definition eines Graphhomomorphismus gleichkommt. Deshalb re-
präsentiert eine Instanz I : TGSÑ Set den (eindeutigen) typisierten Graphen, der die-
sen Graphhomomorphismus als Typisierungshomomorphismus hat. Somit lässt sich eine
Kategorie aller typisierten Graphen mit linearen Sketches definieren.
Allerdings interessieren oft nicht über beliebigen Typgraphen typisierte Graphen, son-
dern man will einen Typgraphen TG fixieren und nur über TG typisierte Graphen be-
trachten. Mit linearen Sketches allein ist dies nicht möglich. Im Unterabschnitt 4.2.4 wird
eine Lösung hierzu vorgeschlagen. l
Für die formale Definition linearer Sketches reicht es, lediglich ein einziges Diagramm zu
betrachten. Man kann nämlich eine beliebige Menge von Diagrammen zu einem einzigen
Diagramm L : K Ñ S zusammenfassen, ohne dass sich die Klasse der Instanzen des Sket-
ches ändert7: Formal betrachtet fasst man eine Menge D von Diagrammen in S mit kleinen
Formgraphen zusammen, indem man das Kotupel L “ xDyDPD bildet, das ja selbst ein
Diagramm ist. Der Formgraph von L ist die disjunkte Vereinigung der Formgraphen der
Diagramme von D, also K “ Ţ
DPD
srcpDq (siehe Beispiel 56). Das Kotupel einer Menge von
Diagrammen kommutiert genau dann, wenn jedes einzelne Diagramm kommutiert. Deshalb
ändert sich durch das Zusammenfassen der Diagramme die Menge der Pfade, die kommutie-
ren müssen, nicht. Beispielsweise kann man die beiden Diagramme aus Beispiel 69 zu dem
folgenden Diagramm typeIsHom :“ xtypePreservesSrc | typePreservesTary zusammenfassen,
das offensichtlich genau dann kommutiert, wenn die beiden Teildiagramme kommutieren:
iE iV
tE tV
iSrc
tSrc
eType vType
iE iV
tE tV
iTar
tTar
eType vType
typeIsHom (KD):
7 Dies ist möglich, weil Graphs eine sogenannte kovollständige Kategorie ist. Dies bedeutet, dass
es zu jedem Diagramm mit einem (kleinen) Formgraphen in Graphs, also insbesondere auch zu
Koproduktdiagrammen, einen Kolimes gibt [BW12].
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Da sich auch der zugrundeliegende lineare Sketch S “ tarpDq als Kodomäne von D
ableiten lässt, ist ein linearer Sketch formal dasselbe wie ein Diagramm in einem trivialen
Sketch:
Definition 70 (Linearer Sketch)
Linearer
Sketch
Sei S P Graphs ein trivialer Sketch.
Sei K P Graphs ein Graph.
Dann ist ein linearer Sketch über S ein Diagramm L : K Ñ S in S.
SK
L
Definiere Sklin “ Ť
K,SPGraphs
SK als die Klasse aller linearen Sketches. l
Definition 71 (Instanz eines linearen Sketches)
Instanz eines
linearen
Sketches
Sei L : K Ñ S ein linearer Sketch über S.
Sei C eine Kategorie.
Sei I : S Ñ C eine Instanz von S in C.
Dann ist I genau dann eine Instanz von L in C, wenn gilt: commpL‚Iq
SK
C
L
McL‚M
„
Für eine Instanz I von L in C wird I : LÑ C geschrieben.
Die Klasse der Instanzen von L in C heißt CL. l
Obwohl diese Definition kürzer ist, ist es zur Definition und zur Erläuterung linearer Sket-
ches ganz nützlich, die einzelnen Diagramme auseinanderzuhalten. Deshalb werden im Fol-
genden bei Definitionen von Sketches mehrere DiagrammeD1, D2, . . . , Dn genannt, die aber
formal als ein einziges betrachtet werden, nämlich als ihr Kotupel L “ xD1 |D2 | . . . |Dny.
Die Instanzkategorie eines linearen Sketches hat alle Instanzen des Sketches als Objekte
und definiert sich ansonsten genau wie die Instanzkategorie eines trivialen Sketches:
Definition 72 (Kategorie der Instanzen eines linearen Sketches)
Kategorie der
Instanzen
eines linearen
Sketches
Sei C eine Kategorie.
Sei L : K Ñ S ein linearer Sketch.
Dann ist die Kategorie ICpLq der Instanzen von L in C folgendermaßen definiert:
• Die Objekte sind die Instanzen von L in C, d.h. alle Diagramme I der Form S
in C, für die das Diagramm L‚I : K Ñ C kommutiert: pICpLqq0 “ CL
• Die Pfeile zwischen zwei Instanzen sind die natürlichen Transformationen zwischen
ihnen: pICpLqqrI, Js “ NatTranspI, Jq
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• Die Komposition natürlicher Transformationen α : I Ñ J und β : J Ñ P ist ihre
komponentenweise Komposition α‚β : I Ñ P mit pα‚βqA “ αA ‚βA für A P S0.
Falls C “ Set ist, wird anstatt ICpLq auch IpLq geschrieben. l
Außerdem gibt es auch für lineare Sketches selbst einen Homomorphismusbegriff und die
Kategorie der linearen Sketches.
Definition 73 (Homomorphismus linearer Sketches)
Homomorphis-
mus linearer
Sketches
Seien L1 : K1 Ñ S1 und L2 : K2 Ñ S2 lineare Sketches.
Seien hK : K1 Ñ K2 und hS : S1 Ñ S2 Graphhomomorphismen.
Dann ist h “ pL1, L2, hK , hSq genau dann ein Homomorphismus linearer Sketches,
wenn gilt: L1‚hS “ hK‚L2.
K1 S1
L1
K2 S2
L2
hK hS„
Man schreibt hierfür h : L1 Ñ L2. Die Klasse aller Homomorphismen linearer Sketches
von L1 nach L2 ist definiert als LL12 “ tpL1, L2, hK , hSq | L1‚hS “ hK‚L2u . l
Definition 74 (Kategorie der linearen Sketches)
Kategorie der
linearen
Sketches
Die Kategorie der linearen Sketches heißt LSk und ist folgendermaßen definiert:
• Die Objekte sind die linearen Sketches, d.h. die Graphhomomorphismen:
LSk0 “ Sklin
• Die Pfeile zwischen zwei linearen Sketches L1 : K1 Ñ S1 und L2 : K2 Ñ S2 sind
die Homomorphismen linearer Sketches: LSkrL1, L2s “ L2L1
• Die Komposition zweier Homomorphismen h “ pL1, L2, hK , hSq und g “
pL2, L3, gK , gSq ist komponentenweise definiert: h‚g “ pL1, L3, hK‚gK , hS‚gSq
In der Literatur ist diese Kategorie auch bekannt als die Pfeilkategorie von Graphs. l
Wie bei primitiven Sketches kann man Homomorphismen linearer Sketches verwenden, um
Instanzen auf Teilsketches einzuschränken:
Definition 75 (Einschränkung einer Instanz eines linearen Sketches)
Einschrän-
kung einer
Instanz eines
linearen
Sketches
Sei C eine Kategorie.
Seien L1 : K1 Ñ S1 und L2 : K2 Ñ S2 lineare Sketches.
Sei h : L1 Ñ L2 ein Homomorphismus linearer Sketches von L1 nach L2.
Sei dabei h “ pL1, L2, hK , hSq.
Sei I : L2 Ñ C eine Instanz von S2 in C.
Dann ist hI :“ hS‚I die Einschränkung von I auf L1 mittels h. l
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Beweis 76 (Die Einschränkung eines linearen Sketches ist eine Instanz)
Die Einschrän-
kung eines
linearen
Sketches ist
eine Instanz
Es ist nicht sofort offensichtlich, dass die Einschränkung eines linearen Sketches auf einen
Teilsketch wie sie oben definiert ist tatsächlich eine Instanz des Teilsketches ist. Dies ist
aber der Fall: Seien L1 : K1 Ñ S1 und L2 : K2 Ñ S2 lineare Sketches. Sei h : L1 Ñ L2
ein Homomorphismus linearer Sketches und I : L2 Ñ C eine Instanz von L2 in einer
Kategorie C. D.h. I ist eine Instanz I : S2 Ñ C des zugrundeliegenden trivialen Sketches
von L2 für die das Diagramm L2‚I kommutiert. Die Einschränkung von L2 auf L1 mittels
h ist hI “ hS‚I, also ein Diagramm hI : S1 Ñ C der Form I in C, und somit ein Modell
des zugrundeliegenden trivialen Sketches von L1. Zu zeigen ist, dass L1‚hI kommutiert,
so dass hI eine Instanz von L1 ist.
Dies trifft zu, denn: Da L2‚I kommutiert, ergibt für jedes Paar A1
p1
q1
B1 P PK2
von parallelen Pfaden in K2 die Komposition denselben Wert CL2‚Ipp1q “ CL2‚Ipq1q.
Es ist L1‚hS “ hK‚L2, da h ein Homomorphismus linearer Sketches ist. Dadurch gilt:
CL1‚hI “ CL1‚hS‚I “ ChK‚L2‚I
“ PhK‚L2‚I‚Cp¨q “ PhK‚PL2‚I‚Cp¨q
“ PhK‚CL2‚I
Sei nun A
p
q B P PK1 ein Paar paralleler Pfade in K1. Da L2‚I kommutiert, gilt:
CL1‚hI ppq “ PhK‚CL2‚Ippq “ PhK‚CL2‚Ipqq “ CL1‚hI pqq
Somit kommutiert L1‚hI , weshalb hI ein Modell von L1 ist. l
Bemerkung 77 (Ausdruckskraft linearer Sketches)
Ausdrucks-
kraft linearer
Sketches
Desweiteren kann man beispielsweise disjunkte Vereinigungen oder Pullbacks nicht aus-
drücken, die für Containment und Attributierung benötigt werden. Dies illustriert das
folgende Beispiel: Gegeben ein linearer Sketch L : 0 Ñ S mit dem man die Graphvariante
der untypisierten Graphen mit Containment modellieren kann:
E V
C Q
src
tar
iC iQ
Dabei steht das formale Objekt Q für die Menge Q der Querpfeile, C für die Menge C
Containmentpfeile und E für die Menge E aller Pfeile in einem untypisierten Graphen
mit Containment. Die Mengen Q und C sind Teilmengen von E. Diese Teilmengenbezie-
hungen oder genauer gesagt die Vorkommen von Q beziehungsweise C in E werden im
Sketch durch die Funktionen iC und iQ dargestellt.
Im Folgenden wird die Qualität dieses Sketches anhand von zwei Eigenschaften des
Sketches untersucht; nämlich ob die Modellierung stark genug ist um jeden Graphen zu
repräsentieren und präzise genug ist um keine unsinningen Instanzen zuzulassen, also
solche die keinen Graphen repräsentieren:
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1. Stärke der Modellierung: Gegeben sei ein untypisierter Graph mit Contain-
ment G. Die Frage ist ob es eine Instanz I dieses Sketches gibt, die G repräsentiert.
Dies ist möglich, indem man eine Instanz I von G ableitet, die die formalen Objekte
und Pfeile des Sketches auf folgende Weise interpretiert:
• V , E , C , Q durch die Knoten- und Pfeilmengen,
• src und tar durch die Quell- und Zielknotenfunktionen, und
• iC und iQ durch die Inklusionsfunktionen iC I : CI Ñ EI : c ÞÑ c
und iQ I : QI Ñ EI : q ÞÑ q.
Zur Veranschaulichung dieser Ableitung sei der Graph in Abb. 32a gegeben. Man
könnte diesen Graph als Modellierung eines Programmes mit einer Klasse C1 ver-
stehen, die die Methoden m1 und m2 enthält, wobei m1 ein Statement s1 enthält,
das m2 aufruft. Von diesem Graphen lässt sich die Instanz I1 in Abb. 32b ableiten.
C1
m1 m2
s1
c1 c2
c3 q1
(a) Graph mit
Containment G
EI1
c1 c2
c3 q1
CI1
c1 c2
c3
QI1q1
VI1
C1
m1
m2
s
src I1
tar I1
iC I1 iQ I1
(b) Von G abgeleitete Instanz I1
Abbildung 32: Ableitung einer Instanz
2. Präzision der Modellierung: Gegeben sei eine Instanz I des Sketches. Hier ist
die Frage, ob es einen Graph G gibt, den I repräsentiert. Damit der Sketch ausrei-
chend präzise ist, müsste es immer einen solchen Graphen geben. Eine Eigenschaft
von Graphen mit Containment ist, dass dort E immer die disjunkte Vereinigung
von C und Q ist. Dementsprechend müsste EI immer die disjunkte Vereinigung
der Mengen CI und QI oder zumindest ein Koprodukt von CI und QI sein. Da der
gegebene Sketch diese Eigenschaft aber nicht berücksichtigt, ist dies nicht immer
der Fall:
Das Gegenbeispiel in Abb. 33 zeigt eine Instanz I2. des linearen Sketches L. Es
handelt sich um eine Instanz, weil man die Interpretationen das formale Objekte
und Pfeile beliebig wählen kann, da L keine kommutativen Diagramme enthält.
Sie repräsentiert aber aus drei Gründen keinen gültigen Graphen mit Containment:
Der Pfeil f ist gleichzeitig ein Containment- und ein Querpfeil, der Pfeil g ist keines
von beiden und dem Pfeil e entsprechen gleich zwei Containmentpfeile e1 und e2.
Aus ebendiesen Gründen ist auch EI2 kein Koprodukt von CI2 und QI .
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EI2
e
f
g
CI2
e1
e2
f
QI2
f
VI2
v
w
src I2
tar I2
iC I2 iQ I2
Abbildung 33: Unsinnige Instanz I2
Der gegebene Sketch lässt also Instanzen I zu, in denen EI kein Koprodukt von CI und QI
ist. Das Problem mit linearen Sketches ist, dass sie auch keine Möglichkeit bieten, derar-
tige Instanzen auszuschließen. Man kann zwar mit kommutativen Diagrammen einzelne
kommutative (Ko-)Kegel und Homomorphismen dazwischen ausdrücken; die Existenz
eines eindeutigen Homomorphismus kann man aber nicht erzwingen, und deshalb kann
man nicht sicherstellen, dass ein bestimmter kommutativer (Ko-)Kegel ein (Ko-)Limes
ist. Deshalb sind lineare Sketches nicht geeignet, um Graphen mit Containment zu mo-
dellieren. Eine Möglichkeit, dieses Problem zu lösen, folgt in Unterabschnitt 4.2.3.
Desweiteren reichen lineare Sketches zwar aus, um die Kategorie aller typisierten Gra-
phen zu definieren, wie Beispiel 69 gezeigt hat; allerdings lässt sich die Kategorie aller
über einem festen Typgraphen TG typisierten Graphen nicht mit einem linearen Sketch
modellieren, der von der konkreten Wahl von TG unabhängig ist. Eine Lösung hierfür
wird in Unterabschnitt 4.2.4 vorgeschlagen. l
4.2.3. Allgemeine Sketches
Wie in Bemerkung 77 illustriert wurde, werden disjunkte Vereinigungen für die Modellie-
rung von Containment benötigt. Mit linearen Sketches allein kann man Kolimites nicht
modellieren, weil man die Instanzkategorie nicht ausreichend genau einschränken kann.
Ähnliches gilt für Limites, die beispielsweise für attributierte Graphen benötigt werden,
um Algebren (oder eine eingeschränkte Version von Sketches) mit Sketches zu modellieren.
Allgemeine Sketches bauen deshalb auf linearen Sketches auf, enthalten aber zusätzlich
„Schablonen“ für Limites und Kolimites, sogenannte formale Limites und Kolimites. Ein
formaler Limes bzw. Kolimes ist lediglich ein Kegel bzw. Kokegel im zugrundeliegenden
trivialen Sketch. Eine Instanz des zugrundeliegenden linearen Sketches ist genau dann eine
Instanz des allgemeinen Sketches, wenn sie jeden formalen Limes durch einen Limes und
jeden formalen Kolimes durch einen Kolimes interpretiert.
Beispiel 78 (Allgemeiner Sketch)
Allgemeiner
Sketch
Beispielsweise kann man den Sketch aus Bemerkung 77 zu dem folgenden allgemeinen
Sketch erweitern:
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SE V
C Q
src
tar
iC iQ
Kolimes W
C Q
E
iC iQ
Dieser allgemeine Sketch enthält einen formalen Kolimes W über einem binären Kopro-
duktdiagramm (siehe Beispiel 56). Durch diesen formale Kolimes wird gefordert, dass EI
in jeder Instanz I ein Koprodukt von CI und QI mit Injektionen iC I und tiQI ist. Da die
Vereinigung zweier disjunkter Mengen zusammen mit den Inklusionsfunktionen immer
ein Koprodukt ist, ist die Instanz I1 aus Bemerkung 77 auch eine Instanz dieses Sket-
ches. Die unsinnige Instanz I2 wird hingegen ausgeschlossen, weil es sich bei EI2 nicht
wie gefordert um ein Koprodukt von CI2 und QI2 handelt.
Es sei noch darauf hingewiesen, das damit nicht sämtliche Instanzen ausgeschlossen
sind, die keinen Graphen mit Containment repräsentieren. Hierfür müssen nämlich zu-
sätzlich noch die Containmentpfeile einen Wald bilden, was durch den obigen Sketch
noch nicht sichergestellt wird. Ein allgemeiner Sketch, der dies ebenfalls erreicht, wird
in Abschnitt 4.3.3 vorgestellt. l
Formal lässt sich ein allgemeiner Sketch folgendermaßen definieren:
Definition 79 (Allgemeiner Sketch)
Allgemeiner
Sketch
Sei L : K Ñ S ein linearer Sketch über dem trivialen Sketch S.
Sei V “ pVjqjP pJ eine durch eine Menge pJ indizierte Familie von Kegeln.
Sei dabei Vj “ p pPj , pDj , pjq für j P pJ ein Kegel mit Scheitel pPj P S0 über einem kleinen
Diagramm pDj : pGj Ñ S und mit Projektionen pj,v : X Ñ pDjpvq für v P pG0j .
Sei W “ pWjqjP qJ eine durch eine Menge qJ indizierte Familie von Kokegeln.
Sei dabei Wj “ p qDj , qPj , ijq für j P qJ ein Kokegel mit Scheitel qPj P S0 über einem kleinen
Diagramm qDj : qGj Ñ S und mit Injektionen ij,v : qDjpvq Ñ X für v P qG0j und j P qJ .
Dann ist S “ pL, V,W q ein allgemeiner Sketch über L mit Limites V und Kolimites W .
Definiere also die Klasse der allgemeinen Sketches als:
Sk “
ď
K,SPGraphspJ, qJPSet
$&% pL, V,W q P SK ˆ pď
jP pJ Conep
pGj , Sqq pJ ˆ pď
jP qJ CoConep
qGj , Sqq qJ
ˇˇˇˇ
ˇˇ
@j P pJ : Vj P Conep pGj , Sq ^ @j P qJ : Wj P CoConep qGj , Sq
,.-
l
Instanzen sind dann folgendermaßen zu formalisieren:
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Definition 80 (Instanz eines allgemeinen Sketches)
Instanz eines
allgemeinen
Sketches
Sei S “ pL, V,W q ein allgemeiner Sketch über dem linearen Sketch L mit Limites V und
Kolimites W wie in Definition 79.
Sei I : LÑ C eine Instanz von L in einer Kategorie C.
Definiere die Interpretation der Projektion pj als ppjqI :“ pppj,vqIqvPV für j P pJ .
Definiere die Interpretation der Injektion ij als pijqI :“ ppij,vqIqvPV für j P qJ .
Dann ist I genau dann eine Instanz von S, wenn die Interpretation jedes formalen Li-
mes Vj für j P pJ ein Limes und die Interpretation jedes formalen Kolimes Wj für j P qJ
ein Kolimes ist, oder formal
@j P jV : ppj : p pPjqI Ñ pDj‚Iq ^ @X P C0: @pp1 : X Ñ pDj‚Iq: D!u: pu : p1 Ñ ppjqIq
und
@j P jW : pij : qDj‚I Ñ p qPjqIq ^ @X P C0: @pi1 : qDj‚I Ñ Xq: D!u: pu : pijqI Ñ i1q
Die Klasse der Instanzen von S wird auch hier als CS bezeichnet. l
Wenn j P pJ der Index eines formalen Limes des Sketches ist, besitzt die Instanz I ei-
nen Limes über dem Diagramm pDj‚I : pGj Ñ C. Dieser Limes hat als Scheitel das Ob-
jekt p pPjqI P C0 und für jeden Knoten v P pGj aus dem Formgraphen des Diagrammes die
v-Projektion ppj,vqI : p pPjqI Ñ p pDjpvqqI wie oben definiert. Analoges gilt für die Kolimites.
Mit formalen Limites und Kolimites in Sketches kann man die selben Arten von Limites
und Kolimites bilden wie sie in Unterabschnittes 4.1.3 beschrieben wurden. Hierzu benutzt
man die Formgraphen aus den dortigen Beispielen von Limites und Kolimites. Beispielswei-
se erhält man einen Equalizer indem man einen formalen Limes Vj über einem Diagramm
mit Formgraphen pGj “ EQL hinzufügt (siehe Beispiel 59).
Die Instanzkategorie eines allgemeinen Sketches definiert sich ähnlich wie bei trivialen
und linearen Sketches:
Definition 81 (Kategorie der Instanzen eines allgemeinen Sketches)
Kategorie der
Instanzen
eines
allgemeinen
Sketches
Sei C eine Kategorie.
Sei S ein allgemeiner Sketch.
Dann ist die Kategorie ICpSq der Instanzen von S in C folgendermaßen definiert:
• Die Objekte sind die Instanzen von S in C: pICpSqq0 “ CS
• Die Pfeile zwischen zwei Instanzen sind die natürlichen Transformationen zwischen
ihnen: pICpSqqrI, Js “ NatTranspI, Jq
• Die Komposition natürlicher Transformationen α : I Ñ J und β : J Ñ P ist ihre
komponentenweise Komposition α‚β : I Ñ P mit pα‚βqA “ αA ‚βA für A P S0.
Falls C “ Set ist, wird anstatt ICpSq auch IpSq geschrieben. l
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Etwas komplizierter ist der Homomorphismusbegriff für allgemeine Sketches. Dies liegt
daran, dass man mit ihm die formalen Limites und Kolimites zweier allgemeiner Sketches
aufeinander abbilden können muss. Da jeder allgemeine Sketch beliebige Indexmengen für
diese hat, hat er auch beliebig viele formale Limites und Kolimites. Im Gegensatz zu kom-
mutativen Diagrammen kann man aber mehrere formale Limites nicht zu einem formalen
Limes kombinieren, und ebenso wenig formale Kolimites. Da für jeden formalen Limes und
Kolimes jeweils eine Komponente für den Formgraphen des Diagrammes nötig ist, kann
deshalb ein Homomorphismus allgemeiner Sketches beliebig viele Komponenten haben.
Definition 82 (Homomorphismus allgemeiner Sketches)
Homomorphis-
mus
allgemeiner
Sketches
Seien S1,S2 allgemeine Sketches mit Bezeichnungen wie in Definition 79.
Sei hS : S1 Ñ S2 ein Homomorphismus der zugrundeliegenden trivialen Sketches.
Sei hK : K1 Ñ K2 ein Homomorphismus der Formgraphen der zugrundeliegenden
linearen Sketches.
Sei h pJ : pJ1 Ñ pJ1 eine Funktion zwischen den Indexmengen der formalen Limites.
Sei h qJ : qJ2 Ñ qJ2 dasselbe für die formalen Kolimites.
Sei h pG “ ph pG,jqjP pJ1 eine Familie von Homomorphismen der Formgraphen der formalen
Limites, d.h. h pG,j : pG1,j Ñ pG2,h pJ pjq für j P pJ1.
Sei h qG “ ph qG,jqjP qJ1 eine Familie von Homomorphismen der Formgraphen der formalen
Kolimites, d.h. h qG,j : qG1,j Ñ qG2,h pJ pjq für j P qJ1.
Dann ist h “ pS1,S2, hS , hK , h pJ , h qJ , h pG, h qGq genau dann ein Homomorphismus allgemei-
ner Sketches, wenn gilt:
• hK und hS sind miteinander verträglich und sind somit die Komponenten eines
Homomorphismus hL der zugrundeliegenden linearen Sketches:
L1‚hS “ hK‚L2
• Die Formgraphen der formalen Limites sind isomorph:
@j P pJ1: Dpr : pG2,h pJ pjq Ñ pG1,jq: h pG,j‚r “ id pG2,h pJ pjq ^ r‚h pG,j “ id pG1,j
• hS ist mit jedem formalen Limes, d.h. mit den Diagrammen, den Scheiteln und
den Komponenten verträglich:
– @j P pJ1: pD1,j‚hS “ h pG,j‚ pD2,h pJ pjq
– @j P pJ1: hSp pP1,jq “ pP2,h pJ pjq
– @j P pJ1: @v P pG01,j : hSpp1,j,vq “ p2,h pJ pjq,h pG,jpvq
• Die Formgraphen von formalen Kolimites sind isomorph:
@j P qJ1: Dpr : qG2,h qJ pjqq Ñ qG1,j : h qG,j‚r “ id qG2,h qJ pjq ^ r‚h qG,j “ id qG1,j
• hS ist mit jedem formalen Kolimes, d.h. mit den Diagrammen, den Scheiteln und
den Komponenten verträglich:
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– @j P qJ1: qD1,j‚hS “ h qG,j‚ qD2,h qJ pjq
– @j P qJ1: hSp qP1,jq “ qP2,h qJ pjq
– @j P qJ1: @v P qG01,j : hSpp1,j,vq “ p2,h qJ pjq,h qG,jpvq
Die Klasse aller Homomorphismen zwischen von S1 nach S2 wird mit S2S1 bezeichnet. l
Auch bei allgemeinen Sketches ist die Einschränkung auf Teilsketches ein wichtiger Einsatz-
zweck von Homomorphismen, der für typisierte Sketches relevant sein wird:
Definition 83 (Einschränkung eines allgemeinen Skeches)
Einschrän-
kung eines
allgemeinen
Skeches
Seien S1,S2 allgemeine Sketches mit Bezeichnungen wie in Definition 79.
Sei h : S1 Ñ S2 ein Homomorphismus allgemeiner Sketches mit Bezeichnungen wie in
Definition 82.
Sei C eine Kategorie.
Sei I : S2 Ñ C eine Instanz von S2.
Sei hLI die Einschränkung Einschränkung des S2 zugrundeliegenden linearen Sket-
ches L2 : K2 Ñ S2 mittels des h zugrundeliegenden Homomorphismus linearer Ske-
ches hL.
Dann ist die Einschränkung von I auf S1 mittels h dasselbe wie die Einschränkung von I
auf S1 mittels hL:
hI :“ phLqI l
Diese Definition ist möglich, da eine Instanz von S2 immer auch eine Instanz des zugrun-
deliegenden linearen Sketches S2 ist. Allerdings ist noch zu beweisen, dass diese Instanz
von S1 auch eine Instanz von S1 ist, also dass die formalen Limites als Limites und die
formalen Kolimites als Kolimites interpretiert werden. Dieser Beweis findet sich im Anhang
auf Seite 157.
Definition 84 (Kategorie der allgemeinen Sketches)
Kategorie der
allgemeinen
Sketches
Die Kategorie der allgemeinen Sketches heißt Sk und ist folgendermaßen definiert:
• Die Objekte sind die allgemeinen Sketches: Sk0 “ Sk
• Die Pfeile zwischen zwei allgemeinen Sketches L1 : K1 Ñ S1 und L2 : K2 Ñ S2 sind
die Homomorphismen linearer Sketches: SkrS1,S2s “ S2S1
• Die Komposition zweier Homomorphismen h “ pS1,S2, hS , hK , h pJ , h qJ , h pG, h qGq und
g “ pS2,S3, gS , gK , g pJ , g qJ , g pG, g qGq ist komponentenweise definiert:
h‚g “ pS1,S3, hS‚gS , hK‚gK , h pJ‚g pJ , h qJ‚g qJ , h pG‚g pG, h qG‚g qGq l
Bemerkung 85 (Ausdruckskraft allgemeiner Sketches)
Ausdrucks-
kraft
allgemeiner
Sketches
Mit allgemeinen Sketches lassen sich sämtliche vorgesehenen Graphvarianten ausdrücken.
Insbesondere lässt sich auch die Kategorie der über einem Typgraph TG typisierten
Graphen durch einen allgemeinen Sketch auf Grundlage des linearen Sketches TGS der
typisieren Graphen ausdrücken. Hierzu muss man TGS so erweitern, dass der Typgraph,
also die Mengen tV und tE und die Funktionen tSrc und tTar bis auf Isomorphie
eindeutig festgelegt sind.
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Dies ist möglich dank der Tatsache, dass jede MengeM die Vereinigung ihrer (natürlich
paarweise disjunkten) einelementigen Teilmengen ist. In Set kann man Vereinigungen
disjunkter Mengen als Koprodukte (siehe Beispiel 56) und einelementige Mengen durch
ein terminales Objekt8 (siehe Beispiel 55) modellieren. Das terminale Objekt wird dabei
mit einem formalen Limes über dem leeren Diagramm spezifiziert (siehe Beispiel 55). Es
ergibt sich der folgende Sketch:
Daher kann man M in einem allgemeinen Sketch als formales Koprodukt über einem
Diagramm D mit einem diskreten Formgraphen mit Knotenmenge M , Injektionen i ra s
für a P M und einem Scheitel M modellieren. Dieses Diagramm wählt für jeden dieser
Knoten ein terminales Objekt 1 aus, das mit einem formalen Limes über dem leeren
Diagramm spezifiziert wird (siehe Beispiel 55). In einer Instanz I in Set wird 1 immer
als eine einelementige Menge interpretiert, deren (einziges) Element man oft mit ˚ be-
zeichnet, also 1I “ t˚u. Dadurch besteht MI in jeder Instanz I des Sketches in Set aus
Kopien der einelementigen Menge 1I , und zwar genau einer für jedes Element a P M .
Eine solche Kopie wird hier Repräsentation von a in M genannt. Eine von 1I ausgehende
Funktion wählt gewissermaßen ein Element aus einer anderen Menge aus, indem sie es
dem Element ˚ als Wert zuordnet. In der beschriebenen Konstruktion wählt also die
Injektion i ra s das Element i ra sp˚q P MI als Repräsentation von a in M aus. Wie man
dies verwendet, um einen Typgraphen festzulegen, wird im Folgenden gezeigt.
Class Method
hasMethod
Abbildung 34: Typgraph TG
Sei beispielsweise der Typgraph TG aus Abb. 34 gegeben. Um die über TG typisier-
ten Graphen zu modellieren kann man den Sketches TGS aus Beispiel 69 wie oben
beschrieben erweitern. Man erhält den allgemeinen Sketch TGSTG aus Abb. 35.
Der zugrundeliegende triviale Sketch wird im Vergleich zu TGS um ein formales Ob-
jekt 1 erweitert, das für ein terminales Objekt steht. Dass es sich dabei tatsächlich
um ein terminales Objekt handelt, wird mit einem formalen Limes über dem leeren
Diagramm mit Scheitel 1 sichergestellt. Außerdem werden formale Pfeile itV rClasss,
itV rMethods und itE rhasMethods hinzugefügt. Diese sind die Injektionen zweier forma-
ler Kolimites, die wie oben beschrieben die Mengen der Knoten und Pfeile festlegen.
Mit zwei zusätzlichen kommutativen Diagrammen werden der Quell- und Zielknoten-
typ des formalen Pfeils hasMethod spezifiziert. Dabei wird die oben beschriebene Tatsa-
che ausgenutzt, dass die Funktionen itV rClasss, itV rMethods die Repräsentationen der
Knotentypen Class und Method und mit itE rhasMethods die Repräsentation des Pfeil-
typs Method auswählen. Man kann die kommutativen Diagramme als Gleichungen lesen:
itE rhasMethodsI‚tSrc I “ itV rClasssI und itE rhasMethodsI‚tTar I “ itV rMethodsI ,
d.h. die Quellknotentyp von hasMethod ist Class und der Zielknotentyp ist Method.
Der Nachteil dieser Herangehensweise ist, dass der konstruierte Sketch vom jeweils
verwendeten Typgraphen abhängig ist. Das heißt, dass sich für jeden Typgraphen ein
eigener Sketch ergibt. Es wäre aber wünschenswert, einen einzigen Sketch für beliebige
8 Da einelementige Mengen/terminale Objekte zueinander isomorph und daher aus kategorien-
theoretischer Sicht im Wesentlichen gleich sind, reicht hierbei ein einziges terminales Objekt.
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iE iV
tE tV
iSrc
iTar
tSrc
tTar
eType vType
1
itV rClasss itV rMethodsitE rhasMethods
Triv. Sketch:
iE iV
tE tV
iSrc
tSrc
eType vType„
typePreservesSrc (KD):
iE iV
tE tV
iTar
tTar
eType vType„
typePreservesTar (KD):
1
Limes:
1 1
tV
itV rClasss itV rMethods
Kolimes:
1
tE
itE rhasMethods
Kolimes:
tE tV
tSrc
„
1
itV rClasssitE rhasMethods
KD:
tE tV
tTar
„
1
itV rMethodsitE rhasMethods
KD:
Abbildung 35: Sketch TGSTG der über dem Typgraphen TG aus Abb. 34
typisierten Graphen
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Typgraphen zu haben. Zur Auflösung diese Abhängigkeit werden in Unterabschnitt 4.2.4
typisierte Sketches vorgeschlagen. l
4.2.4. Typisierte Sketches
In Bemerkung 85 im vorhergehenden Unterabschnitt wurde festgestellt, dass man mit allge-
meinen Sketches zwar typisierte Graphen über einem festen Typgraphen ausdrücken kann,
dabei aber der Sketch vom jeweiligen Typgraphen abhängt. Das heißt, dass man für jeden
Typgraphen einen eigenen Sketch konstruieren muss:
TG1 TG2 TG3 . . .
S1 S2 S3 . . .
Im folgenden werden typisierte Sketches als eine Möglichkeit vorgeschlagen, diese Abhängig-
keit aufzulösen. Mit diesen benötigt man nur einen einzigen Sketch, mit dem man beliebige
Typgraphen erfassen kann:
TG1 TG2 TG3 . . .
S
Einem typisierten Sketch liegt ein allgemeiner Sketch zugrunde. Darüber hinaus enthält er
einen Teilsketch dieses zugrundeliegenden Sketches, das sogenannte Typfragment. Dieses
Typfragment ist ebenfalls ein allgemeiner Sketch und entspricht im Fall der typisierten
Graphen dem Typgraphen. Die Idee ist, dass man eine Instanz des Typfragmentes, eine
sogenannte Typinstanz, im Vorhinein festlegt. Man betrachtet nur solche Instanzen des
allgemeinen Sketches als Objekte der Instanzkategorie, die das Typfragment auf dieselbe
Weise interpretieren wie diese Typinstanz. Auch die Menge der Morphismen wird auf diejeni-
gen natürlichen Transformationen eingeschränkt, die die Interpretation des Typfragmentes
unverändert belassen.
Das folgende Beispiel erläutert diese Vorgehensweise:
Beispiel 86 (Typisierter Sketch der typisierten Graphen)
Typisierter
Sketch der
typisierten
Graphen
Beispielsweise kann man auf Grundlage des linearen Sketches TGS der typisierten Gra-
phen aus Unterabschnitt 4.2.2 einen typisierten Sketch TS definieren, der die über einem
beliebigen Typgraphen TG typisierten Graphen modelliert. Hierbei nutzt man die Tat-
sache aus, dass der Teilsketch tE tSrc
tTar
tV von TGS dem Typgraphen entspricht.
Diesen kann man als Typfragment T von TS benutzen:
Zugrundeliegender Sketch:
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iE iV
tE tV
iSrc
iTar
tSrc
tTar
eType vType
TGStriv (triv. Sketch):
iE iV
tE tV
iSrc
tSrc
eType vType„
typePreservesSrc (KD):
iE iV
tE tV
iTar
tTar
eType vType„
typePreservesTar (KD):
Typfragment T :
tE tV
tSrc
tTar
Triv. Sketch:
Der zugrundeliegende Sketch entspricht dem linearen Sketch TGS der typisierten Gra-
phen. Sowohl im zugrundeliegenden Sketch als auch im Typfragment steht tV für die
Knoten- und tE für die Pfeiltypen, und tSrc und tTar ordnen jedem Pfeiltyp ihren
Quell- bzw. Zielknotentyp zu.
Im Allgemeinen könnten im zugrundeliegenden Sketch beliebige kommutative Diagram-
me und formale Limites und Kolimites enthalten sein, und ein Teil davon kann sich auch
im Typfragment wiederfinden. Im vorliegenden Fall sind aber keine formalen Limites
und Kolimites und im Typfragment auch keine kommutativen Diagramme notwendig
und werden deshalb weggelassen.
Um die über einem bestimmten Typgraphen typisierten Graphen zu betrachten, muss
man nun eine Typinstanz festlegen. Im Fall des Typgraphen TG aus Abb. 34 ergibt sich
die folgende Typinstanz TI:
tV TI
Class
Method
tE TI hasMethod
tSrc TI
tTar TI
Dabei ist tSrc TIphasMethodq “ Class und tTar TIphasMethodq “ Method.
Die über TG typisierten Graphen sind nun diejenigen Instanzen des zugrundeliegenden
Sketches, die auf dem Typfragment mit der Typinstanz übereinstimmen. Sei beispiels-
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weise der folgende über TG typisierte Graph gegeben:
cMyClassB : Class mFoo : Method
mcbHasMFoo : hasMethod
Wenn man Instanz- und Typgraph wie in Unterabschnitt 3.2.2 explizit macht, ergibt sich
dabei die folgende Konstellation:
IG cMyClassB mFoo
mcbHasMFoo
TG Class Method
hasMethod
type
Als Instanz von TGS wird dieser typisierte Graph folgendermaßen repräsentiert:
iE I mcbHasMFoo iV I
cMyClassB
mFoo
tV I
Class
Method
tE I hasMethod
vType I vType IeType I
iSrc I
iTar I
tSrc I
tTar I
Wenn man das Typfragment in dieser Instanz – also die unteren beiden Mengen tE I
und tV I und die Funktionen dazwischen – mit der Typinstanz vergleicht, stellt man
fest, dass sie übereinstimmen. Deshalb ist diese Instanz eine Instanz des typisierten
Graphen TS über der Typinstanz TI.
Man könnte dieselben Schritte auch auf einen anderen Typgraphen TG1 anwenden. Der
wesentliche Unterschied zur Konstruktion aus 85 ist, dass sich der Sketch TS unverändert
bleibt – es wird lediglich eine andere Typinstanz TI 1 benutzt. l
Formal sind typisierte Sketches folgendermaßen definiert:
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Definition 87 (Typisierter Sketch)
Typisierter
Sketch
Sei S “ pL, V,W q ein allgemeiner Sketch.
Sei T F “ pTL, TV, TW q ein Teilsketch von S, modelliert durch einen injektiven Ho-
momorphismus T S : T F ãÑ S allgemeiner Sketches (Typfragment). Injektiv heißt dabei,
dass alle Komponenten injektiv sind.
Dann ist T S ein typisierter Sketch zu S mit Typfragment T F .
ST F T S l
Ein typisierter Sketch wird in dieser Definition gleichgesetzt mit einem injektiven Homo-
morphismus typisierter Sketches. Zu beachten ist, dass nicht verlangt wird, dass die Menge
der formalen Objekt bzw. Pfeile von T F eine Teilmenge der Objekt- bzw. Pfeilmenge
von S sind – da T S injektiv ist, sind sie aber isomorph zu einer Teilmenge der Objekt-
bzw. Pfeilmenge von S.
Eine Typinstanz ist eine beliebige Interpretation des Typfragmentes:
Definition 88 (Typinstanz eines typisierten Sketches)
Typinstanz
eines
typisierten
Sketches
Sei T S : T F ãÑ S ein typisierter Sketch zu S mit Typfragment T F .
Sei C eine Kategorie.
Sei T : T F Ñ C eine Instanz des Typfragmentes T F in C.
Dann ist T eine Typinstanz von T S in C.
ST F
C
T S
T
l
Instanzen eines typisierten Sketches sind folgendermaßen definiert:
Definition 89 (Instanz eines typisierten Sketches)
Instanz eines
typisierten
Sketches
Sei T S : T F ãÑ S ein typisierter Sketch zu S mit Typfragment T F .
Sei C eine Kategorie.
Sei pT S, T q mit T : T F Ñ C eine Typinstanz von T S in C.
Sei I : S Ñ C eine Instanz des zugrundeliegenden Sketches von T S.
Dann ist I genau dann eine über T typisierte Instanz von T S, wenn ihre Einschränkung
auf T F mit T übereinstimmt, also wenn gilt: T SI “ T S‚I “ T
ST F
C
T S
T I
„
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Man schreibt hierfür auch I : pT S, T q Ñ C.
Die Klasse aller über T typisierten Instanzen von T S in C heißt CpT S,T q. l
Definition 90 (Katgorie der Instanzen eines typisierten Sketches)
Katgorie der
Instanzen
eines
typisierten
Sketches
Sei T S : T F ãÑ S ein typisierter Sketch zu S mit Typfragment T F .
Sei dabei TF der zugrundeliegende triviale Sketch von T F .
Sei C eine Kategorie.
Sei T : T F Ñ C eine Typinstanz von T S in C.
Dann ist die Kategorie ICppT S, T qq der über T typisierten Instanzen von T S in C
folgendermaßen definiert:
• Die Objekte sind über die T typisierten Instanzen von T S in C:
pICppT S, T qqq0 “ CpT S,T q
• Die Pfeile zwischen zwei Instanzen sind diejenigen natürlichen Transformationen
zwischen ihnen, deren Einschränkung auf das Typfragment die Identität ist:
pICpSqqrI, Js “
 
α : I Ñ J P NatTranspI, Jq ˇˇ @v P TF 0: αT pvq “ idT pV q(
• Die Komposition natürlicher Transformationen α : I Ñ J und β : J Ñ P ist ihre
komponentenweise Komposition α‚β : I Ñ P mit pα‚βqA “ αA ‚βA für A P S0.
Falls C “ Set ist, wird anstatt ICpSq auch IpSq geschrieben. l
Auch zwischen typisierten Sketches gibt es Homomorphismen, die ähnlich wie Homomor-
phismen linearer Sketches definiert sind:
Definition 91 (Homomorphismus typisierter Sketches)
Homomorph-
ismus
typisierter
Sketches
Seien T S1 : T F1 ãÑ S1 und T S2 : T F2 ãÑ S2 typisierte Sketches.
Seien hT F : T F1 Ñ T F2 und hS : S1 Ñ S2 Homomorphismen allgemeiner Sketches.
Dann ist h “ pT S1, T S2, hT F , hSq genau dann ein Homomorphismus typisierter
Sketches, wenn gilt: T S1‚hS “ hT S‚T S2.
T F1 S1
T S1
T F2 S2T S2
hT F hS„
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Man schreibt hierfür h : T S1 Ñ T S2.
Die Klasse aller Homomorphismen typisierter Sketches von T S1 nach T S2 ist
T ST S12 “ tpT S1, T S2, hT F , hSq | T S1‚hS “ hT F‚T S2u l
Mit dieser Definition kann man auch die Kategorie der typisierten Sketches definieren, so
dass man auch Pushouts typisierter Sketches ausführen kann:
Definition 92 (Kategorie der typisierten Sketches)
Kategorie der
typisierten
Sketches
Die Kategorie der typisierten Sketches heißt TSk und ist folgendermaßen definiert:
• Die Objekte sind die typisierten Sketches: TSk0 “ Sktyp
• Die Pfeile zwischen zwei typisierten Sketches T S1 : T F1 ãÑ S1
und T S2 : T F2 ãÑ S2 sind die Homomorphismen typisierten Sketches:
TSkrT S1, T S2s “ T S2T S1
• Die Komposition zweier Homomorphismen h “ pT S1, T S2, hT F , hSq und g “
pT S2, T S3, gT F , gSq ist komponentenweise definiert:
h‚g “ pT S1, T S3, hT F‚gT F , hS‚gSq l
Daneben kann man auch typisierte Sketches einschränken:
Definition 93 (Einschränkung eines typisierten Skeches)
Einschrän-
kung eines
typisierten
Skeches
Seien T S1 : T F1 ãÑ S1 und T S2 : T F2 ãÑ S2 typisierte Sketches.
Sei h : T S1 Ñ T S2 ein Homomorphismus typisierter Sketches.
Sei C eine Kategorie.
Sei T : T F Ñ C eine Typinstanz von T S in C.
Sei I : pT S, T q Ñ C eine über T typisierte Instanz von T S.
Dann ist die Einschränkung von I auf T S1 mittels h dasselbe wie die Einschränkung
von I auf S1 mittels hS :
hI :“ phSqI l
Es muss noch gezeigt werden, dass die Einschränkung phSqI selbst eine Instanz ist. Genauer
gesagt ist sie über der Einschränkung phT F qT von T auf T F1 mittels hT F typisiert, wie
der folgende Beweis zeigt:
Beweis 94 (Die Einschränkung eines typisierten Sketches ist eine Instanz)
Die Einschrän-
kung eines
typisierten
Sketches ist
eine Instanz
Seien T S1, T S2, h C, T und I gegeben wie in Definition 93. Das folgende kommutative
Diagramm beweist, dass T S1‚hI “ phT F qT gilt, was per Definition bedeutet, dass hI
über phT F qT typisiert ist.
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T F1 S1
C
T S1
T F2 S2
T S2
hT F hS
IT
phT F qT hI “ phSqI
„
„
„ „
l
4.3. Graphfeatures und Graphvarianten
In dieser Arbeit werden Graphvarianten zur Programmrepräsentation untersucht, die als
Grundlage für die Beschreibung von graphbasierten Programmmanipulationen und -analysen
dienen. Der Ansatz dieser Arbeit ist es, Gemeinsamkeiten zwischen den Graphvarianten als
Graphfeatures zu betrachten und diese unabhängig voneinander durch (allgemeine) Sket-
ches umzusetzen. Diese Sketches kann man dann mittels Pushouts in der Kategorie der
allgemeinen Sketches verschmelzen und zusammen mit geeigneten Typfragmenten zu Gra-
phvarianten kombinieren.
Im folgenden Abschnitt werden, neben den untypisierten Graphen als Basisfeature, die
Graphfeatures Typisierung und Containment formal als Sketches umgesetzt. Neben der
Definition der Sketches selbst werden dabei auch Teilsketches davon betrachtet, die als
Schnittstellenobjekte für den Pushout dienen können. Abschließend wird anhand eines Bei-
spiels beschrieben, wie man aus mehreren Graphfeatures eine Graphvariante ableitet.
4.3.1. Untypisierte Graphen
Untypisierte Graphen sind ein Graphfeature und gleichzeitig die einfachste Graphvariante,
welche als Grundlage für die anderen Graphvarianten verwendet wird. Sie werden durch
den Sketch GS beschrieben, der bereits aus Beispiel 64 bekannt ist und hier als allgemeiner
Sketch betrachtet mit G bezeichnet wird:
Trivialer Sketch:
E V
src
tar
Zusammen mit leeren Mengen von kommutativen Diagrammen und formalen Limites und
Kolimites und Typfragment kann man diesen trivialen Sketch auch als allgemeinen Sketch
interpretieren. Eine genauere Erläuterung findet sich im oben genannten Beispiel.
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4.3.2. Typisierung
Durch Typisierung wird jedem Knoten und jedem Pfeil ein Knoten- bzw. Pfeiltyp zuge-
ordnet. Wie in Unterabschnitt 3.2.2 beschrieben werden diese Typen bei der Programmre-
präsentation benötigt, um die Rollen der repräsentierten Programmelemente auszudrücken.
Der zugehörige Sketch T ist ein allgemeiner Sketch, der dem linearen Sketch der typisierten
Graphen entspricht (siehe Beispiel 69).
iE iV
tE tV
iSrc
iTar
tSrc
tTar
eType vType
TGStriv (triv. Sketch):
iE iV
tE tV
iSrc
tSrc
eType vType„
typePreservesSrc (KD):
iE iV
tE tV
iTar
tTar
eType vType„
typePreservesTar (KD):
In diesem Sketch sind zwei wichtige Teilsketches enthalten, die man zur Bildung von Pus-
houts verwenden kann. Der eine modelliert den Typgraphen, der andere den Instanzgra-
phen. Diese Teilsketches haben beiden die Form des Sketches G, da es sich bei Typ- und
Instanzgraph um untypisierte Graphen handelt. Sie unterscheiden sich dadurch, dass ihre
Vorkommen in T durch zwei unterschiedliche Homomorphismen typisierter Skeches reprä-
sentiert werden. Diese Vorkommen kann man ähnlich wie Diagramme illustrieren.
Der Teilsketch, der den Typgraphen modelliert, wurde bereits in Beispiel 86 als Typfrag-
ment verwendet und entspricht dem folgenden Vorkommen von G in T, das mit TG : GÑ T
bezeichnet wird:
tE tV
tSrc
tTar
Triv. Sketch:
Der Instanzgraph entspricht dem folgenden Vorkommen von G in T, das mit IG : GÑ T
bezeichnet wird:
iE iV
iSrc
iTar
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Die Einschränkung einer Instanz I von T auf G anhand des Homomorphismus TG ent-
spricht dem Typgraphen des repräsentierten Graphen. Die gewählten Bezeichnungen und
Schreibweisen haben den Nebeneffekt, dass diese Einschränkung mit TG I bezeichnet wird.
Ebenso wird der Instanzgraph mit IG I bezeichnet.
Ein weiterer Teilsketch ist der Sketch iV vType tV , der durch einen Homomorphis-
mus ∆ rvType s : 2Ñ T repräsentiert wird, wobei 2 ein allgemeiner Sketch ist, der lediglich
einen formalen Pfeil 1 e 2 im zugrundeliegenden trivialen Sketch enthält. Allgemein
kann ein Homomorphismus ∆ re s : 2Ñ T dieser Art verwendet werden, um einen formalen
Pfeil e aus einem Sketch auszuwählen.
4.3.3. Containment
Containment erlaubt es, die hierarchische Struktur von Programmen explizit im Graph zu
repräsentieren. Es teilt sich in zwei wesentliche Gesichtspunkte auf, die man unabhängig
voneinander modellieren kann. Der erste Gesichtspunkt ist die Unterscheidung zwischen
zwei Arten von Pfeilen, die hier als Containment- und Querpfeile bezeichnet werden. Diese
Unterscheidung wurde bereits in Beispiel 78 behandelt. Der zweite Gesichtspunkt ist eine
hierarchische, also waldartige Menge von Pfeilen. Die Waldartigkeit besagt, dass kein Kno-
ten Ziel zweier solcher Pfeile ist, und dass es keine Zyklen gibt. Die beiden Gesichtspunkte
kann man in separaten Sketches modellieren. Hierdurch kann man bei Bedarf auch eine
Graphvariante modellieren, die keine Querpfeile erlaubt.
Der in Abb. 36 illustrierte Sketch D modelliert eine Unterscheidung zwischen zwei Arten
von Pfeilen und erlaubt es gleichzeitig, die Menge aller Pfeile zu betrachten. Dies wurde
bereits in Beispiel 78 genauer erklärt. Zu dem dortigen Sketch werden neben dem in D
lediglich noch zwei Pfeilpaare cSrc /cTar und qSrc /qTar hinzugefügt, die den beiden
Pfeilarten C und Q unmittelbar ihre Quell- und Zielknoten zuordnen:
In diesem Sketch kommen drei Teilsketches der Form G vor, die drei Einschränkungen
einer Instanz entsprechen, nämlich:
• CG : C cSrc
cTar
V
• QG : Q qSrc
qTar
V
• EG : C src
tar
V
Man kann diese Homomorphismen in Pushouts hernehmen, etwa um den Containmentpfei-
len, den Querpfeilen bzw. allen Pfeilen neue Eigenschaften hinzuzufügen. Außerdem kann
man damit Instanzen von D zu untypisierten Graphen einschränken: Eine Einschränkung
auf CG enthält nur die Containmentpfeile, eine Einschränkung auf QG nur die Querpfei-
le und eine Einschränkung auf EG hebt die Unterscheidung zwischen Containment- und
Querpfeilen auf.
Wenn nicht gewünscht ist, dass die Menge aller Pfeile modelliert wird, reicht für diesen
Zweck auch der einfachere Sketch D1 in Abb. 37 aus. In diesem Sketch kommen nur die
folgenden zwei Teilsketches der Form G vor:
• CG : C cSrc
cTar
V
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Triv. Sketch:
E V
C
Q
src
tar
iC cSrc
cTar
iQ
qSrc
qTar
Kolimes:
C Q
E
iC iQ
Komm. Diag.:
E V
C
src
iC
cSrc
„
Komm. Diag.:
E V
C
tar
iC
cTar
„
Komm. Diag.:
E V
Q
src
iQ
qSrc
„
Komm. Diag.:
E V
Q
tar
iQ
qTar
„
Abbildung 36: Sketch D zur Unterscheidung zweier Pfeilarten C und Q
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• QG : Q qSrc
qTar
V
Dabei ist zu beachten, dass hier und an anderer Stelle Bezeichnungen wie CG und QG
überladen werden – es ist immer auf den Zielsketch (hier D1) zu achten.
Der zweite Gesichtspunkt von Containment ist eine waldartige Pfeilmenge, die zur Re-
präsentation der hierarchischen Struktur von Programmen verwendet werden kann. Um
in einem geeigneten Sketch F zu modellieren, dass die Containmentpfeile der Menge CI in
jeder Instanz einen Wald bilden, muss man zwei Eigenschaften sicherstellen:
1. Jeder Knoten darf höchstens einen Vaterknoten haben, d.h. er darf Ziel von höchstens
einem Pfeil von CI sein.
2. Es darf keine Zyklen von Pfeilen in CI geben, d.h. kein Knoten darf sich selbst
enthalten.
Die erste Eigenschaft wird automatisch erreicht, wenn man die Knotenmenge in zwei dis-
junkte Mengen von Wurzelknoten und Kindknoten aufteilt. Wurzelknoten sind dann kein
Ziel irgendeines Containmentpfeiles, während Kindknoten Ziel genau eines Containment-
pfeiles sind, wodurch die Menge der Kindknoten isomorph zur Menge des Containmentpfeile
ist. Eine dritte Art von Knoten wird in der Modellierung nicht erlaubt, so dass es keine
Knoten mit mehr als einem Elternknoten geben kann. Alternativ könnte man statt einer
Unterscheidung zwischen Wurzel- und Kindknoten ähnlich wie in Beispiel 58 verlangen,
dass die Zielknotenfunktion des Containmentpfeile injektiv ist.
Die zweite Eigenschaft erfordert etwas mehr Aufwand. Man kann dafür einen der beiden
folgenden Ansätze verwenden:
1. Man kann versuchen, eine Menge CG`I der nichtleeren Pfade aus Containmentpfeilen
zu modellieren, und dann mithilfe eines formalen Equalizer-Diagramms und eines in-
itialen Objektes die Gleichung
 
p P CG`I
ˇˇ
srcppq “ tarppq( “ H auszudrücken. Diese
besagt, dass es keinen nichtleeren Pfad aus Containmentpfeilen von einem Knoten
zu sich selbst geben kann. Man muss bei der Modellierung der Pfade darauf achten,
dass man keine unendlichen Pfade und insbesondere keine Zyklen in der Menge der
Pfade zulässt. Diese Modellierung ist auch ohne explizite Unterscheidung zwischen
Wurzel- und Kindknoten möglich.
2. Wenn man wie oben beschrieben zwischen Wurzel- und Kindknoten unterscheidet,
kann es nur solche Zyklen geben, die ausschließlich aus Kindknoten bestehen und
die man von keinem Wurzelknoten aus erreichen kann. Wenn ein Zyklus von einem
Wurzelknoten aus erreichbar wäre, müsste nämlich mindestens einer der beteiligten
Knoten zwei Elternknoten haben, wie Abb. 38 illustriert. Dies ist aber bei Contain-
ment nicht erlaubt.
Auf diese Weise kann man die explizite Modellierung der (möglicherweise exponenti-
ell großen) Menge von Pfaden vermeiden, wenn man auf anderen Wegen verhindert,
dass es Zyklen von Kindknoten gibt. In einem Wald ist jeder Knoten und jeder
Pfeil Teil eines Baumes, der von einem Wurzelknoten ausgeht. Hierzu kann man
jedem Knoten und jedem Pfeil den Wurzelknoten seines zugehörigen Baumes mit
einer Funktion vRoot I bzw. cRoot I zuordnen. Da es sich dabei um keinen Kindkno-
ten handeln kann, ist sichergestellt, dass es sich um keinen Zyklus von Kindknoten
handelt.
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Triv. Sketch:
V
C
Q
cSrc
cTar
qSrc
qTar
Abbildung 37: Vereinfachter Sketch D1 zur Unterscheidung zweier Pfeilarten C
und Q
r
v1
. . . zn´2
zn´1
zn
z1
z2
z3
z4
. . .
c1 c2
Abbildung 38: Von einer Wurzel r aus erreichbarer Zyklus von
Containmentpfeilen
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Für diese Arbeit wurde letztere Möglichkeit gewählt.
Triv. Sketch:
C V
Ch R
cSrc
cTar
cont
iCh iR
Komm. Diag.:
C Ch
cTar
cont
„
Kolimes:
Ch R
V
iCh iR
Abbildung 39: Vorläufiger Sketch zur Modellierung einer waldartigen Pfeilmenge
Um den Containment-Wald mit einem Sketch auf die vorher festgelegte Art zu erfassen,
muss man zunächst die Unterscheidung zwischen Wurzel- und Kindknoten modellieren.
Hierfür ergibt sich vorläufig der Sketch in Abb. 39: Der Kolimes stellt sicher, dass jeder
Knoten entweder ein Wurzelknoten oder ein Kindknoten, aber nicht beides ist. Das kom-
mutative Diagramm drückt aus, dass es für jeden Kindknoten genau eine Containmentpfeil
gibt, deren Ziel er ist und umgekehrt, d.h. dass CI und Ch I isomorph sind. Aufgrund dieser
Isomorphie reicht es eigentlich aus, nur einen Knoten im Sketch zu haben, der für beides
steht. Der Kolimes sagt dann aus, dass ein Knoten entweder ein Wurzelknoten oder Ziel
eines Containmentpfeiles ist:
Triv. Sketch:
VC
R
cSrc
cTar
iR
Kolimes:
V
C R
cTar iR
Nun gilt es noch sicherzustellen, dass jeder Knoten bzw. Containmentpfeil zu einem Baum
gehört, und nicht etwa zu einem Zyklus von Containmentpfeilen und Kindknoten. Hierzu
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kann man die Menge Tr aller im Containment-Wald enthaltenen Bäume durch einen soge-
nannten Coequalizer modellieren. Ein Coequalizer ist ein Kolimes über einem Diagramm
der Form A
f
f 1
B. In Set verschmilzt ein Coequalizer diejenigen Elemente a, a1 P A
miteinander bzw. fasst sie zu einer Menge zusammen, für die fpaq “ f 1pa1q ist.
Wenn man dies auf die Quell- und die Zielknotenfunktion von Containmentpfeilen anwen-
det, verschmilzt man jeweils genau die in einem Baum des Containmentwaldes enthaltenen
Pfeile/Knoten zu einem Element einer Menge Tr. Diese Elemente von Tr entsprechen
gerade den Bäumen des Containmentwaldes. Da aber jeder solche Baum genau einen Wur-
zelknoten enthält, und jeder Wurzelknoten in genau einem Baum enthalten ist, sind Tr
und RI isomorph. Daher kann man sie in der Modellierung gleichsetzen und R anstatt Tr
als Scheitel des Coequalizers verwenden. Zwei weitere kommutative Diagramme stellen si-
cher, dass jeder Wurzelknoten seiner eigenen Komponente zugeordnet wird. Es ergibt sich
der in Abb. 40 dargestellte Sketch F.
Triv. Sketch:
VC
R
idR
cSrc
cTar
iR vRootcRoot
Kolimes:
V
C R
cTar iR
Kolimes:
VC
R
cSrc
cTar
cRoot vRoot
Komm. Diag.:
R
idR
Komm. Diag.:
R
V
R
iR vRoot
idR
„
Abbildung 40: Sketch F zur Modellierung einer waldartigen Pfeilmenge
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Triv. Sketch:
E V
C
Q
R idR
src
tar
iC cSrc
cTar
iQ
qSrc
qTar
iR vRoot
cRoot
. . .
Abbildung 41: Sketch C für Containment mit Modellierung der Menge aller
Kanten (Rest siehe Abb. 36 und 40)
In diesem Sketch ergibt sich ein Teilsketch CG : GÑ F der Form G, der die Unterschei-
dung zwischen Wurzel- und Kindknoten aufhebt:
Triv. Sketch:
VC
cSrc
cTar
Um die beiden Gesichtspunkte von Containment zu kombinieren, kann man die Sket-
ches D und F entlang der Homomorphismen CG : GÑ D und CG : GÑ F durch einen
Pushout verschmelzen. Der sich ergebende Sketch C besteht aus dem trivialen Sketch in
Abb. 41 und den kommutativen Diagrammen und formalen Kolimites aus den Abbildun-
gen 36 und 40: Ähnlich kann man auch mit dem Sketch D1 verfahren.
4.3.4. Graphvarianten
Die in den vorherigen Unterabschnitten vorgestellen Sketches zur Umsetzung der Graph-
features kann man mittels Pushouts zu größeren Sketches zusammenfügen, die Graphva-
rianten beschreiben. Beispielsweise kann man aus den Sketches für Typisierung und für
Containment einen Sketch für typisierte Graphen mit Containment ableiten.
Hierzu muss man zunächst die benötigten Sketches und dann die Klebeobjekte für die
Pushouts identifizieren. Anschließend wird durch Pushouts schrittweise der gewünschte
allgemeine Sketch erzeugt. Schließlich wird noch das Typfragment identifiziert.
Typisierte Graphen mit Containment unterscheiden zwischen Querpfeilen und Contain-
mentpfeilen. Um diese Unterscheidung zu ermöglichen, aber das Ergebnis noch einigerma-
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ßen einfach zu halten, wird hierfür der Sketch D1 benutzt. Außerdem wird zwischen Quer-
pfeiltypen und Containmentpfeiltypen unterschieden, wofür ein weiteres Mal der Sketch D1
benutzt wird. Die Containmentpfeile müssen einen Containment-Wald formen, was durch
die Anwendung des Sketches F auf die Containmentpfeile sichergestellt wird. Die Contain-
mentpfeiltypen dürfen im Gegensatz zu den Containmentpfeilen Zyklen bilden, weshalb an
dieser Stelle F nicht eingesetzt wird. Für die Typisierung wird der Sketch T benötigt, und
zwar zweimal: Einmal für die Containmentpfeiltypen und einmal für die Querpfeiltypen.
Nun kann man schrittweise den Sketch konstruieren: Zunächst wird der Sketch D1 zur
Unterscheidung zwischen Querpfeilen und Containmentpfeilen mit dem Sketch für eine
waldartige Pfeilmenge verschmolzen, so dass die Containmentpfeile einen Wald bilden müs-
sen. Als Schnittstellenobjekt dient der gemeinsame Teilgraph C cSrc
cTar
V , der durch die
Homomorphismen CG : GÑ D1 und CG : GÑ F markiert wird. Als Eingabe des Pushout
dient also der Span D1 CG G CG F und das Ergebnis ist der Sketch V1 in Abb. 42.
Für die Typisierung werden Querpfeiltypen und Containmentpfeiltypen benötigt. Hierzu
kann man zunächst eine Kopie von D1 durch ein Koprodukt, also einen Pushout mit dem
leeren Sketch als Schnittstellenobjekt, hinzufügen. Es ist sinnvoll, die Bezeichnungen der
Knoten und Pfeile an dieser Stelle ähnlich wie bei typisierten Graphen abzuändern zu iV ,
tV , iSrc , tSrc , iCSrc , tCSrc etc., was bei einem Pushout ohne weiteres möglich ist.
Hierdurch ergibt sich der Sketch V2 in Abb. 43.
V2 enthält die folgenden Teilsketches der Form G:
• CIG : iC iCSrc
iCTar
iV , also der Containment-Instanzgraph.
• QIG : iQ iQSrc
iQTar
iV , also der Querpfeil-Instanzgraph.
• CTG : tC tCSrc
tCTar
tV , also der Containment-Typgraph.
• QTG : tQ tQSrc
tQTar
tV , also der Querpfeil-Typgraph.
Die Typisierung lässt sich durch den Sketch T in zwei Schritten hinzufügen. Zunächst
wird der Pushout über dem Span T xIG | TG y G` G xCIG | CTG y V2 gebildet, um ei-
nen Sketch V3 zu erhalten, dessen zugrundeliegender trivialer Sketch und zusätzliche kom-
mutative Diagramme in Abb. 44 abgebildet sind. Dabei steht G ` G für einen Sketch mit
zwei Kopien von G, von der die erste dem Instanzgraphen und die zweite dem Typgraphen
entspricht. xIG | TG y und xCIG | CTG y sind Kotupel, die in T die Teilsketches IG und TG
und in V2 die Teilsketches CIG und CTG auswählen.
Abschließend wird noch die Typisierung für die Querpfeile hinzugefügt. Dabei ist darauf
zu achten, dass es nur eine Art von Knotentyp gibt und deshalb der Pfeil vType in das
Schnittstellenobjekt mit aufgenommen werden muss. Deshalb werden zusätzlich noch die
Homomorphismen ∆ rvType s : 2Ñ F und ∆ rvType s : 2Ñ V3 verwendet, die diesen Pfeil
auswählen (siehe Unterabschnitt 4.3.2). Es ist also der Pushout über dem folgenden Span
zu bilden:
T
xIG | TG | ∆ rvType sy
G` G` 2 xCIG | CTG | ∆ rvType sy V2
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Triv. Sketch:
V
C
Q
R idR
cSrc
cTar
qSrc
qTar
iR vRoot
cRoot
Kolimes:
V
C R
cTar iR
Kolimes:
VC
R
cSrc
cTar
cRoot vRoot
Komm. Diag.:
R
idR
Komm. Diag.:
R
V
R
iR vRoot
idR
„
Abbildung 42: Sketch V1
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Triv. Sketch:
iV
iC
iQ
iR idIR
iCSrc
iCTar
iQSrc
iQTar tV
tC
tQ
tCSrc
tCTar
tQSrc
tQTar
iIR iVRoot
iVRoot
Kolimes:
iV
iC iR
iCTar iIR
Kolimes:
iViC
iR
iCSrc
iCTar
iVRoot iVRoot
Komm. Diag.:
iR
idIR
Komm. Diag.:
iR
iV
iR
iIR iVRoot
idIR
„
Abbildung 43: Sketch V2
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Triv. Sketch:
iV
iC
iQ
iR idIR
iCSrc
iCTar
iQSrc
iQTar tV
tC
tQ
tCSrc
tCTar
tQSrc
tQTar
iIR iVRoot
iVRoot
cType
vType
Komm. Diag.:
iC iV
tC tV
iCSrc
tCSrc
cType vType„
Komm. Diag.:
iC iV
tC tV
iCTar
tCTar
cType vType„
Abbildung 44: Sketch V3
(Änderungen im Vergleich zu V2 in Abb. 43)
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Triv. Sketch:
iV
iC
iQ
iR idIR
iCSrc
iCTar
iQSrc
iQTar tV
tC
tQ
tCSrc
tCTar
tQSrc
tQTar
iIR iVRoot
iVRoot
cType
qType
vType
Kolimes:
iV
iC iR
iCTar iIR
Kolimes:
iViC
iR
iCSrc
iCTar
iVRoot iVRoot
Komm. Diag.:
iR
idIR
Komm. Diag.:
iR
iV
iR
iIR iVRoot
idIR
„
Sketch V der typisierten Graphen mit Containment
(Fortsetzung nächste Seite)
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Komm. Diag.:
iC iV
tC tV
iCSrc
tCSrc
cType vType„
Komm. Diag.:
iC iV
tC tV
iCTar
tCTar
cType vType„
Komm. Diag.:
iQ iV
tQ tV
iQSrc
tQSrc
qType vType„
Komm. Diag.:
iQ iV
tQ tV
iQTar
tQTar
qType vType„
Abbildung 45: Sketch V der typisierten Graphen mit Containment
Triv. Sketch:
tV
tC
tQ
tCSrc
tCTar
tQSrc
tQTar
Abbildung 46: Typfragment für den Sketch V der typisierten
Graphen mit Containment
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FG G
T
D1
G
2
G
T
D1
G
CG CG
∆ rvType s ∆ rvType s
CG
IG
CG
TG
QG
IG
QG
TG
Instanzgraph
Typgraph
Instanz- und Typgraph
Abbildung 47: Kolimes-Diagramm D zur alternativen Konstruktion der
typisierten Graphen mit Containment
T
2
T
∆ rvType s ∆ rvType s
Abbildung 48: Diagramm Dt für das Typfragment aus Abb. 46
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Das Ergebnis ist der Sketch V in Abb. 45. Als Typfragment wird der Teilsketch mit den
Containment- und Querpfeiltypen, den Knotentypen und den zugehörigen Pfeilen gewählt,
der in Abb. 46 abgebildet ist.
Anstatt den Sketch V in mehreren Schritten zu konstruieren, kann man auch einen einzi-
gen Kolimes mit Scheitel V über dem Diagramm D in Abb. 47 verwenden. Dieser Kolimes
ist dennoch pushoutartig, da zwischen keinen zwei Knoten des Diagrammes mehr als ein
Pfeil vorhanden ist. Deswegen kann man das Diagramm als eine Menge von Teilspans be-
trachten, die Schnittstellenobjekte (gemeinsame Teilsketches) zwischen zu verschmelzenden
Sketches definieren: Im Diagramm D konstruiert der linke Teilspan D1 CG G CG F
den Instanzgraphen. Die mittleren Teilspans T IG G CG D1 und T TG G CG D1
entsprechen dem zweiten Schritt der Konstruktion, fügen also die Typisierung für die Con-
tainmentpfeile hinzu. Die rechten Teilspans T IG G QG D1 und T TG G QG D1
bewirken dasselbe für die Querpfeile. Der obere Teilspan T ∆ rvType s 2 ∆ rvType s T
sorgt dabei dafür, dass es im Ergebnis nur eine Art von Knotentyp gibt.
Um in dieser Modellierung das Typfragment zu erhalten, kann man das in Abb. 48
dargestellte Teildiagram Dt verwenden: Der Scheitel des Kolimes über Dt entspricht dem
Typfragment T F . Dessen Vorkommen in V erhält man, indem man die Projektionen des
Kolimes über dem Diagramm D verwendet, um einen kommutativen Kokegel über D1 zu
bilden. Der eindeutige Homomorphismus kommutativer Kokegel von T F nach V modelliert
das gewünschte Vorkommen T S : T F Ñ V. Dieses ist formal gesehen dasselbe wie der
gesuchte typisierte Sketch der typisierten Graphen mit Containment.
Auf diese Weise kann man also wahlweise mit mehreren Pushouts oder mit einem einzi-
gen pushoutartigen Kolimes Sketches für Graphvarianten aus Sketches für Graphfeatures
konstruieren.
BewertungSketches erlauben es, Graphfeatures isoliert voneinander zu definieren und durch eine
Spezifikation in Form von Spans oder allgemeineren Kolimes-Diagrammen zu Graphvarian-
ten zusammenzufügen. Demonstriert wurde dies für die Typisierung und für Containment.
Zumindest für die Attributierung sollte eine solche Modellierung ebenfalls möglich sein.
Die Datentypen werden in [EPT04; Ehr+06] durch algebraische Signaturen und Algebren
modelliert. Die dort verwendeten mehrsortigen algebraische Signaturen haben dieselbe Aus-
druckskraft wie Sketches mit einer endlichen Anzahl von endlichen Produkten als Limites
und ohne kommutative Diagramme und Kolimites [BW12, Abschnitt 7.7]. Algebren ent-
sprechen Instanzen solcher Sketches. Zur Umsetzung der Attributierung kann man nun
mit Sketches wahlweise algebraische Signaturen und Algebren oder eine eingeschränkte
Art von Sketches und Instanzen davon modellieren.
Für Ordnung, Vererbung und Constraints ist keine sketchbasierte Modellierung bekannt.
Ordnung ist vermutlich ohne größere Schwierigkeiten modellierbar. Für Vererbung sind
zwei Möglichkeiten denkbar: Zum einen könnte man die Sketches nicht Mengen und Funk-
tionen in Set zu interpretieren, sondern durch eine geeignete Art partieller Ordnungen
und Abbildungen dazwischen – dann unterliegen aber alle formalen Objekte und Pfeile des
Sketches der Vererbung. Alternativ könnte man versuchen, eine geeignete Art partieller
Ordnungen mit einem Sketch modellieren und Knoten und Pfeile nicht mehr mit einem
Typisierungshomomorphismus einen Typ, sondern auf andere Weise mehrere Typen zuzu-
ordnen. Um Constraints als Graphfeature mit Sketches zu Modellieren ist möglicherweise
eine ausdruckskräftigere Art von Sketches nötig. Alternativ kann man vielleicht manche
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Constraints unmittelbar in den Sketch codieren, allerdings geht dadurch die Sprachunab-
hängigkeit verloren.
4.4. Zusammenfassung
In diesem Kapitel wurde demonstriert, dass man Graphfeatures mit Sketches voneinander
isoliert formal definieren und dann miteinander zu Graphvarianten kombinieren kann. Mit
typisierten Sketches ist es möglich, Graphvarianten zur sprachunabhängigen Programmre-
präsentation zu definieren. Konkret wurden Typisierung und Containment mit Sketches
formalisiert, für Ordnung und Vererbung wäre dies vermutlich ebenfalls möglich.
Im folgenden Kapitel werden noch Beispiele von Programmmanipulationen und -analysen
gegeben, die auf solchen Programmrepräsentationen aufbauen.
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Kapitel 5
Anwendungsbeispiele
In diesem Kapitel werden die in Kapitel 4 vorgestellten Mittel der Kategorientheorie ange-
wendet, um Programmmanipulationen zu beschreiben. Die Programmrepräsentation erfolgt
durch Objekte einer beliebigen Kategorie, wobei die Objekte im Folgenden dennoch als Gra-
phen bezeichnet werden, weil vor allem die in Abschnitt 4.3 formalisierten Graphvarianten
dafür vorgesehen sind. Auch die Mittel zur formalen Erfassung von Programmeigenschaften
und -beziehungen sind bereits aus Abschnitt 4.1 bekannt, nämlich Pfeile der Kategorien,
kommutative Diagramme und Limites und Kolimites. Die Operationen werden hier nicht
beschrieben, da die Ausführung von Programmmanipulationen nicht Teil dieser Arbeit ist.
Die im folgenden vorgeschlagenen Beschreibungen von Programmmanipulationen ist re-
präsentationsunabhängig. Das heißt, dass sie nicht festlegen, wie Programme repräsen-
tiert werden, und dass man die Beschreibung auf verschiedene Programmrepräsentatio-
nen anwenden kann – prinzipiell sogar welche, die nicht graphbasiert sind. Dennoch sind
Annahmen darüber nötig, was genau repräsentiert wird, um die Programmeigenschaften
und -beziehungen zu formalisieren. Außerdem kann die Formalisierung nur auf Kategori-
en angewendet werden, in denen die zur Beschreibung der Programmeigenschaften und
-beziehungen verwendeten Limites und Kolimites existieren.
Beim Merge wird davon ausgegangen, dass die Graphen Programme oder Fragmente
davon repräsentieren. Bei der Featurekomposition wird angenommen, dass Graphen Pro-
duktvarianten oder Fragmenten davon entsprechen. Auf diesen Annahmen aufbauend wird
beim Merge die Ableitungsbeziehung zwischen Programmen formalisiert. Bei der Feature-
komposition wird die Eigenschaft, ob eine Produktvariante ein bestimmtes Feature enthält,
und die Verfeinerungsbeziehung zwischen Produktvarianten beschrieben.
Auf Grundlage dieser Annahmen werden in den folgenden beiden Abschnitten die Eigen-
schafen und Beziehungen von Merge und Featurekomposition formalisiert und anhand von
Beispielen erläutert.
5.1. Merge
Der Merge ist eine Programmtransformation, mit der zwei geänderte Programmversionen
aufgrund einer gemeinsamen Grundversion zusammengeführt werden und wurde schon in
Abschnitt 2.2 erläutert und in [Tae+10; Rut+09; EET11] ähnlich wie hier formalisiert.
In der folgenden Formalisierung wird angenommen, dass ein Graph einer Programmversi-
on entspricht. Vereinfachend wird davon ausgegangen, dass man mit den Pfeilen der zur
Programmrepräsentation verwendeten Kategorie ähnlich wie Graphhomomorphismen das
Hinzufügen und Entfernen von Programmelementen modellieren kann (siehe Unterabschnit-
te 3.2.1 und 4.1.3). Außerdem wird nur der Fall betrachtet, dass keine Konflikte auftreten.
Für die Erkennung von Konflikten sei auf [Tae+10] verwiesen.
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class MyClassB {
  final void bar() {
    println("foo");
  }}
class MyClassB {
  final void bar() {
    println("bar");
  }}
class MyClassB {
  void bar() {
    println("foo");
  }}
class MyClassB {
  void bar() {
    println("bar");
  }}
V 1
V 2V 0
V 3
S 01
S 02
S13
S23
Abbildung 49: Merge von Java-Programmen
Eine Änderung zwischen zwei Programmversionen besteht darin, dass zunächst Ele-
mente entfernt und dann hinzugefügt werden. Dieses Entfernen und Hinzufügen wird
durch einen Span beschrieben (vgl. Unterabschnitt 4.1.3). Beispielsweise beschreibt ein
Span V0
r01 C01
a01 V1 eine Änderung einer Grundversion V0 zu einer abgeänderten
Version V1. C01 enthält die Gemeinsamkeiten von V0 und V1, r01 beschreibt das Entfernen
der Elemente aus V0, die in V0 nicht mehr vorhanden sind. Mit a01 wird das Hinzufügen
der neuen Elemente von V1 beschrieben.
Beim Merge sind als Eingabe zwei Programmversionen V1 und V2 gegeben, die durch Än-
derungen an einer Grundversion V0 entstehen. Beispielsweise könnten die in Abb. 49 gegebe-
nen Programmversionen (in einer graphbasierten Repräsentation) gegeben sein, die bereits
aus Abschnitt 2.2 bekannt sind. Die Grundvariante V0 enthält eine Methode bar, die als
final markiert ist und "foo" ausgibt. In V1 wird der String "foo" durch "bar" ersetzt
und in V2 der Modifier final entfernt. Formal sind diese Änderungen durch Spans S01
und S02 gegeben:
S01 “ pV0 r01 C01 a01 V1q
S02 “ pV0 r02 C02 a02 V2q
Im Beispiel aus Abb. 49 würde C01 das String-Literal "foo" und C02 den Modifier final
nicht mehr enthalten, wie in Abb. 51 illustriert ist. Mit r01 bzw. r02 wird das Entfernen von
Elementen aus V0 beschrieben, im Beispiel also das Entfernen des String-Literals "foo"
bzw. des Schlüsselwortes final. Mit a01 bzw. a02 wird das Hinzufügen von Elementen
in V1 bzw. V2 beschrieben. Im Beispiel fügt a01 das String-Literal "bar" in V1 hinzu,
während a02 in V2 nichts Neues hinzufügt.
Gesucht Gesucht ist eine Änderung, beschrieben durch einen Span S03, die die Änderungen S01
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V0 C02 V2
C01 C03 C23
V1 C13 V3
r02 a02
r013 a013
r13 a13
r01
a01
r023
a023
r23
a23
r03
a03
PB PC1
PC2 PO
Abbildung 50: Merge durch kategorielle Konstrukationen
final void bar() {
 println("foo");
}
void bar() {
 println("foo");
}
void bar() {
 println("foo");
}
final void bar() {
 println();
}
void bar() {
 println();
}
void bar() {
 println();
}
final void bar() {
 println("bar");
}
void bar() {
 println("bar");
}
void bar() {
 println("bar");
}
V0
C01
V1
C02
C03
C13
V2
C23
V3
r02 a02
r013 a013
r13 a13
r01
a01
r023
a023
r23
a23
r03
a03
Abbildung 51: Formalisierung des Merge aus Abb. 49
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und S02 kombiniert, und eine Programmversion V3 ergibt:
S03 “ pV0 r03 C03 a03 V3q
C03 beschreibt die gemeinsamen Elemente von V0, V1 und V2. r03 entfernt aus V0 die
Elemente, die r01 oder r02 entfernt haben. a03 fügt in V3 die Elemente hinzu, die a01 in V1
oder a02 in V2 hinzugefügt hat.
Vorgehens-
weise
Das Ziel ist es, die Konstruktion des Spans S03 mit kategorientheoretischen Mitteln
zu beschreiben. Alle Elemente, die in V1 oder V2 entfernt wurden, müssen in V3 entfernt
werden, und alle Elemente, die in V1 oder V2 hinzugefügt wurden, müssen in V3 hinzuge-
fügt werden. Wie in Abb. 50 illustriert ist, kann man dazu im ersten Schritt r03 mittels
eines Pullbacks PB und anschließend a03 mithilfe von zwei Pushout-Komplementen PC1
und PC2 und einem Pushout PO konstruieren. Ein Pushout-Komplement ist eine Kon-
struktion, bei der versucht wird, zwei gegebene Pfeile I f G1
g1
P durch zwei weitere
Pfeile I g G2
f 1
P zu einem Pushout über dem Span G1
f
I
g
G2 mit Schei-
tel P zu vervollständigen. Die Pushout-Komplemente sind dabei nötig, da V1 Elemente
enthalten kann, die V2 entfernt hat und umgekehrt. Das Ergebnis von PC1 enthält die
in V1 hinzugefügten Elemente, die in V2 entfernten aber nicht mehr. Ebenso enthält das
Ergebnis von PC2 die in V2 hinzugefügten Elemente und entfernt die, die in V1 entfernt
wurden. Im Beispiel fügtPC1 das neue String-Literal "bar" hinzu und entfernt den final-
Modifier, wie in Abb. 51 zu sehen ist. PC2 fügt keine neuen Elemente hinzu und entfernt
das String-Literal "foo".
Im Folgenden werden diese Schritte zur Konstruktion des Spans S03 im Einzelnen be-
schrieben:
1. C03 und r03 bestimmen mittels eines Pullback PB:
Gegeben ist der Kospan C01 r01 V0
r02 C02. Das Ergebnis des Pullback besteht
aus dem Scheitel C03 und den Pfeilen r013, r023 und r03. Der Pfeil r013 entfernt
aus C01 die Elemente von V0, die r01 nicht entfernt hat, die aber r02 entfernt. Ebenso
entfernt Pfeil r023 aus C02 die Elemente von V0, die r02 nicht entfernt hat, die aber r01
entfernt. Im Beispiel entfernt r013 das Schlüsselwort final aus C01 und r023 das
String-Literal "foo" aus C02. Der Pfeil r03 entfernt im Beispiel beides aus V0.
2. C13 und a023 bestimmen mittels eines Pushout-Komplements PC1:
Gegeben sind die Pfeile und Objekte C03 r013 C01 a01 V1. Ergebnis sind die
Pfeile und Objekte C03 a023 C13 r13 V1. C13 enthält die Elemente aus C03 und
die Elemente, die a01 zu V1 hinzugefügt hat. a023 fügt in C13 die Elemente hinzu,
die a01 in V1 hinzugefügt hat. Der Pfeil r13 entfernt aus V1 diejenigen Elemente,
die r013 aus C01 entfernt hat. Im Beispiel wird das String-Literal "bar" hinzugefügt
und der Modifier final entfernt.
3. In ähnlicher Weise werden C23 und a013 durch ein Pushout-Komplement PC2 be-
stimmt. Im Beispiel entfernt r23 das String-Literal "foo" aus V2. a013 fügt nichts
hinzu.
4. V 3 und a03 bestimmen mittels eines Pushouts PO:
Gegeben ist der Span C13
a023 C03
a013 C23. Das Ergebnis des Pushouts besteht
aus dem Scheitel V3 und den Pfeilen a13, a23 und a03. Der Pfeil a13 fügt in V3
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diejenigen Elemente hinzu, die a013 bzw. a02 zu V2 hinzugefügt haben. a23 fügt in V3
diejenigen Elemente hinzu, die a023 bzw. a01 zu V21 hinzugefügt haben. Im Beispiel
ergibt sich daraus die gemergte Version V3, die den Modifier final nicht enthält
und "bar" anstelle von "foo" ausgibt.
5.2. Featurekomposition
Featurekomposition ist eine Programmtransformation, die zu bestehenden Produktvarian-
ten einer Produktlinie neue Features hinzufügt und wurde schon in Abschnitt 2.3 vorge-
stellt. Dort wurde festgestellt, dass ihr eine Eigenschaft und eine Beziehung zugrundeliegen,
nämlich die Eigenschaft, ob eine Produktvariante ein Feature enthält oder nicht, und eine
Verfeinerungsbeziehung zwischen Produktvarianten.
Bei der folgenden Formalisierung der Featurekomposition wird angenommen, dass ein
Graph eine Produktvariante oder ein Fragment einer Produktvariante repräsentiert. Ein
Spezialfall von Produktvarianten sind dabei die Featuremodule, durch die die Features
implementiert werden. Es wird nicht davon ausgegangen, dass die Graphen Informationen
über die Produktlinie und das Domänenmodell enthalten, also darüber, welche Features
vorhanden sind und in welcher Weise sie kombiniert werden dürfen. Deshalb müssen im
Folgenden zunächst das Domänenmodell und die Produktlinie separat formalisiert werden,
bevor die Featurekomposition selbst definiert wird.
Domänenmo-
dell
In dieser Beschreibung der Featurekomposition wird eine vereinfachte Art von Domä-
nenmodell benutzt, bei der alle Features optional sind und bei der sich Features paarweise
ausschließen können. Die Features der Produktlinie (bzw. ihre Namen) werden durch ei-
ne endliche Menge F repräsentiert. Die Paare von Features, die miteinander komponiert
werden dürfen, sich also nicht gegenseitig ausschließen, werden durch eine Menge P von
zweielementigen Mengen p “ ta, bu P P von Features a, b P F beschrieben. Das Domänen-
modell wird durch das Paar D “ pF, P q vollständig erfasst.
ProduktlinieIn einer Produktlinie mit einem solchen Domänenmodell D wird jedes Feature f P F
durch ein Featuremodul implementiert, das durch einen Graphen Gf repräsentiert wird. Da-
durch ergibt sich eine FamilieG “ pGf qfPF von Featuremodulen (Graphen). Featuremodule
kann man durch Pushouts über geeigneten Spans komponieren, sofern das Domänenmodell
die Kombination der zugehörigen Features nicht verbietet. Für jedes Paar ta, bu P P ist da-
her ein Schnittstellengraph Ita,bu “ Ia,b “ Ib,a und ein Span Sa,b “ pGa ia,b Ia,b ib,a Gbq
gegeben. Diese Spans bilden die Familie S “ pSpqpPP . Sie legen fest, in welcher Form die
Featuremodule miteinander komponiert werden und ergeben sich aus den Binderegeln der
Programmiersprache und der Kompositionsreihenfolge der Features. Die Produktlinie wird
somit durch das Tripel L “ pD,G, Sq modelliert.
Schrittweise
Verfeinerung
Bei der Featurekomposition durch schrittweise Verfeinerung [BSR04] wird ein Feature-
modul nach dem anderen inkrementell hinzugefügt. Ein Verfeinerungsschritt, bei dem eine
Produktvariante v um Feature f verfeinert wird, lässt sich durch einen Pushout beschrei-
ben, wie in Abb. 52 illustriert ist. Vorausgesetzt ist hier, dass alle in v enthaltenen Features
mit f kombiniert werden dürfen. Die Produktvariante v wird durch einen Graphen Gv
repräsentiert, das Featuremodul von f durch einen Graphen Gf . Die Eingabedaten des
Pushout liefert ein Span Sv,f “ pGv iv,f Iv,f if,v Gf q. Dieser legt fest, wie die Pro-
duktvariante v mit dem Feature f komponiert wird. Das Ergebnis des Pushout besteht
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Iv,f
Gf
Gv
Gv1
if,v
iv,f
gv,f
gf,v
Abbildung 52: Verfeinerungsschritt:
der Produktvariante v um das Feature f
aus dem Scheitelgraph Gv1 und den Pfeilen gf,v und gv,f . Gv1 repräsentiert die verfeinerte
Produktvariante v1. Der Pfeil Gf
gf,v
Gv1 drückt die Eigenschaft aus, dass die berech-
nete Produktvariante v1 das Feature f enthält. Der andere Pfeil Gv
gv,f
Gv1 drückt
die Verfeinerungsbeziehung von v nach v1 aus. Diese beiden Pfeile entsprechen somit den
Eigenschaften und Beziehungen, die der Featurekomposition zugrundeliegen.
Aus der obigen Beschreibung ergibt sich die Frage, wie man den Eingabespan Sv,f er-
hält. Im Folgenden wird erklärt, wie man ihn rekursiv konstruieren kann. Gegeben ist
eine Produktvariante v mit n durchnummerierten Features 1, 2, . . . , n ´ 1, n. Das Ziel
ist es eine Produktvariante v1 zu komponieren, die sich aus der Verfeinerung der Pro-
duktvariante v um das Feature n ` 1 ergibt. Gesucht wird dazu der Span S1...n,n`1 “
pG1...n I1...n,n`1 Gn`1q.
1. Rekursionsanfang:
Falls n “ 1, dann ist der gesuchte Span S1,2 im Domänenmodell enthalten.
2. Rekursionsschritt nÑ n` 1:
Konstruiere rekursiv die Spans
S1...n´1,n “ pG1...n´1 I1...n´1,n Gnq
S1...n´1,n`1 “ pG1...n´1 I1...n´1,n Gnq
a) Durch einen Pushout über dem Span S1...n´1,n erhält man den Graph G1...n
und die Pfeile Gn
g1...n´1,n
G1...n und G1...n´1
gn,1...n´1
G1...n (Abb. 53a)
b) Um diese beiden Spans zu kombinieren, berechne die gemeinsamen Programm-
elemente der Schnittstellengraphen durch einen Pullback über dem Kospan
I1...n´1,n`1
in`1,1...n´1
Gn`1
in`1,n
In,n`1
mit Scheitel C1...n (Abb. 53b).
c) Bilde den Pushout über dem Span I1...n´1,n`1
l1...n´1,n`1
C1...n
ln,n`1 , um
einen Schnittstellengraphen I1...n,n`1 zu erhalten (Abb. 53c).
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d) Konstruiere den rechten Pfeil I1...n
in`1,1...n
Gn`1 des gesuchten Span als den
eindeutigen Homomorphismus kommutativer Kokegel von dem Pushout aus
dem vorherigen Schritt zu dem kommutativen Kokegel in Abb. 53d. Hierbei
handelt es sich aufgrund des Pullback in Schritt b) um einen kommutativen
Kokegel.
e) Konstruiere den linken Pfeil I1...n
i1...n,n`1
Gn`1 des gesuchten Span als den
eindeutigen Homomorphismus kommutativer Kokegel von dem Pushout aus
dem vorherigen Schritt zu dem kommutativen Kokegel in Abb. 53e mit Pfei-
len c1 “ i1...n´1,n`1‚gn,1...n´1 und c2 “ in,n´1‚g1...n´1,n. Auch hier kann man
beweisen, dass es sich um einen kommutativen Kokegel handelt.
Hierdurch ist der gesuchte Span S1...n,n`1 konstruiert und v kann mit f wie in Abb. 52
verfeinert werden.
Beispiel 95 (Featurekomposition)
Featurekom-
position
Sei eine Produktlinie mit dem Domänenmodell in Abb. 54 gegeben. Die Produktvariante
base soll um das Feature weights zu der Produktvariante base‚weights verfeinert werden.
Das formalisierte Domänenmodell enthält einen Schnittstellengraph Ibase,weights. Die
Featurekomposition wird durch einen Pushout über dem Span Sbase,weights beschrieben,
der in Abb. 55 illustriert ist. Die erzeugte Produktvariante base‚weights wird durch den
Scheitelgraph Gbase‚weights des Pushout repräsentiert. l
BewertungDurch die in diesem Abschnitt gegebene Beschreibung der Featurekomposition wird die
schrittweise Verfeinerung von Produktvarianten formalisiert. Die Beschreibung ist repräsen-
tationsunabhängig, da sie auf beliebige Kategorien angewendet werden kann, in denen die
benutzten Limites und Kolimites existieren. Sie erfasst die in 2.3 identifizierte Eigenschaft,
ob eine Produktvariante ein Feature enthält, und die Verfeinerungsbeziehung zwischen Pro-
duktvarianten.
Die Produktlinie, in der die Featurekomposition stattfindet, wurde formalisiert, aber
nicht auf kategorientheoretische Weise. Das Domänenmodell der Produktlinie wurde dabei
in einer vereinfachten Form berücksichtigt, in der alle Features optional sind und Features
sich paarweise ausschließen können.
Die Spans für die Komposition müssen bei der hier gezeigten Vorgehensweise extern
geliefert werden. Sie ergeben sich aus den Binderegeln der Programmiersprache und der
Kompositionsreihenfolge der Features.
Die Reihenfolge, in der die Pushouts zur Featurekomposition ausgeführt werden, spielt
keine Rolle. Wenn sie in der zu repräsentierenden Programmiersprache relevant ist, muss
sie deshalb in den Graphen mit ausgedrückt werden. Formal kann man hierzu beispielswei-
se ein künstliches, für die jeweilige Featureauswahl generiertes Featuremodul hinzufügen,
das die gewünschte Reihenfolge festlegt. Alternativ könnte eine auch eine Integration des
Domänenmodells als Graphfeature nützlich sein, solange es nicht gewünscht ist, dass eine
Programmmanipulation das Domänenmodell ändert.
5.3. Zusammenfassung
In diesem Kapitel wurden der Merge und die Featurekomposition formal beschrieben und
jeweils anhand eines Beispiels erläutert. Dabei wurde beim Merge nur der konfliktfreie
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I1...n´1,n
G1...n´1
Gn
G1...n
i1...n´1,n
in,1...n´1
gn,1...n´1
g1...n´1,n
(a) Komponiere Programmvariante v
C1...n
I1...n´1,n`1
In,n`1
Gn`1
l1...n´1,n`1
ln,n`1
i1...n´1,n`1
in`1,n
(b) Gemeinsamkeiten der
Schnittstellengraphen konstruieren
C1...n
I1...n´1,n`1
In,n`1
I1...n,n`1
l1...n´1,n`1
ln,n`1
k1...n´1,n`1
kn,n`1
(c) Gesuchten Schnittstellengraphen
konstruieren
C1...n
I1...n´1,n`1
In,n`1
I1...n,n`1
Gn`1
in`1,1...n´1
in`1,n
in`1,1...n
(d) Ersten Pfeil des Span konstruieren
C1...n
I1...n´1,n`1
In,n`1
I1...n,n`1
G1...n
c1
c2
i1...n,n`1
(e) Zweiten Pfeil des Span konstruieren
Abbildung 53: Rekursive Konstruktion des Spans S1...n,n`1
graph
base weights
Abbildung 54: Domänenmodell
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cEdge : Class
cEdge : Class
fFrom : Field
fTo : Field
hasField
hasField
cEdge : Class
fWeight : FieldhasField
cEdge : Class
fFrom : Field
fTo : Field
fWeight : Field
hasField
hasField
hasField
Ibase,weights
Gbase
Gweights
Gbase‚weights
ibase,weights
iweights,base
gweights,base
gbase,weights
Abbildung 55: Verfeinerung des Produkts base um das Feature weights
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Fall betrachtet, aber es existiert auch für die Konfliktbehandlung schon eine kategorien-
theoretische Beschreibung. Für die Featurekomposition wurde eine vereinfachte Art von
Domänenmodell betrachtet.
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Kapitel 6
Zusammenfassung und Ausblick
6.1. Zusammenfassung
In dieser Arbeit wurden formale Grundlagen für die implementierungs-, sprach- und reprä-
sentationsunabhängige Beschreibung von Programmmanipulationen untersucht.
Als Grundlage hierfür wurde eine Auswahl von Programmmanipulationen untersucht,
nämlich Diff, Merge, Featurekomposition, Interaktionsanalyse und Refactoring. Dabei wur-
de ein informelles Schema entwickelt, mit dem Programmmanipulationen anhand der Merk-
male Programmrepräsentation, -eigenschaften, -beziehungen und Operationen charakteri-
siert werden können. Dieses Schema hat sich für die systematische Konzeption des Forma-
lismus als sehr nützlich erwiesen.
Aufgrund des Schemas wurde die formale Umsetzung der ersten drei Merkmale mit den
Mitteln der Kategorientheorie untersucht. Hierzu wurden für die Programmrepräsentation
relevante Graphvarianten aus der algebraischen Graphtransformationstheorie analysiert.
Es wurde vorgeschlagen, einzelne charakteristische Eigenschaften von Graphvarianten als
Graphfeatures aufzufassen. Als Richtschnur für die Entscheidung, welche Graphfeatures
für die Programmrepräsentation relevant sind, wurde das auf dem Modellierungsframework
EMF aufbauende Werkzeug EMFText genutzt. Hierfür wurden die Modellierungselemente
der EMF-Modellierungssprache Ecore identifiziert, die EMFText verwendet. Weiterhin wur-
den Graphfeatures vorgestellt, mit denen man die so ausgewählten Modellierungselemente
von Ecore formal umsetzen kann, nämlich Typisierung, Attributierung, Containment, Ord-
nung, Vererbung und Constraints. Dabei wurde festgestellt, dass typisierte attributierte
Graphen für die Repräsentation der statischen Semantik von Programmen ausreichen.
Als formale Grundlage für die Umsetzung von Programmrepräsentation, -eigenschaften
und -beziehungen wurden Grundbegriffe der Kategorientheorie eingeführt, insbesondere
auch Limites und Kolimites. Zur formalen Umsetzung der Graphfeatures wurden Sketches
vorgestellt. Mit Sketches kann man Graphvarianten auf flexible Weise modular definieren,
indem man sie durch Pushouts miteinander kombiniert. Hierdurch sind Definitionen komple-
xer Graphvarianten besser handhabbar als bei der in der algebraischen Graphtransformati-
onstheorie üblichen Vorgehensweise, auch komplexe Graphvarianten als Tupel zu definieren.
Außerdem wurden dabei typisierte Sketches definiert, die die Definition sprachunabhängiger
Programmrepräsentationen unterstützen sollen, indem man für jede Programmiersprache
eine eigene Typinstanz verwenden kann. Im Rahmen dieser Arbeit wurden Typisierung
und Containment als Sketches formalisiert. Die Formalisierung von Containment wurde
gegenüber der Attributierung vorgezogen, damit man in darauf aufbauenden Arbeiten die
durch die Baumstruktur variierende Komplexität genauer untersuchen kann.
Zur Formalisierung von Programmeigenschaften und -beziehungen wurde die Verwen-
dung kategorieller Mittel vorgeschlagen. Insbesondere sind hierfür neben den Pfeilen der
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zur Programmrepräsentation verwendeten Kategorien auch Limites und Kolimites gedacht.
Die Verwendung der Kategorientheorie hat vor allem dazu beigetragen, dass die Programm-
manipulationen repräsentationsunabhängig beschrieben werden konnten. Es wurde die For-
malisierung des Merge nach [Tae+10] im Rahmen der Programmmanipulation vorgestellt
und eine Formalisierung der Featurekomposition durch schrittweise Verfeinerung entwickelt.
Beim Merge wurde die Konfliktbehandlung nicht berücksichtigt. Eine Konflikterkennung
nach [Tae+10] kann mit Pullbacks und Pushouts ausgedrückt werden. Die Behandlung
von Konflikten nach [EET11] erfordert sogenannte initiale Pushouts. Da diese keine (Ko-
)Limites sind, müsste untersucht werden, wie gut sie sich in die Konzeption des Formalis-
mus fügen. Für die Featurekomposition wäre es wünschenswert auch das Domänenmodell
kategorientheoretisch und mit der Beschreibung der Featurekomposition integriert zu for-
mulieren. Beim Merge wie bei der Featurekomposition wird vorausgesetzt, dass außerhalb
des Formalismus berechnete Schnittstellengraphen gegeben sind, die die Gemeinamkeiten
zwischen Programmen erfassen. Eine Alternative zu den Schnittstellengraphen wäre es, die
Binderegeln der jeweiligen Programmiersprache in den Typgraphen etwa durch Constraints
auszudrücken.
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6.2. Ausblick
In dieser Arbeit wurden Grundlagen für die Formalisierung von Programmmanipulationen
untersucht, auf denen in zukünftigen Arbeiten aufgebaut werden kann.
Programm-
manipulatio-
nen
Im Rahmen dieser Arbeit wurden die Programmanipulationen Diff, Refactoring und In-
teraktionsanalyse untersucht (siehe Kapitel 2), aber nicht formalisiert. Für Diff liegt bereits
in [Tae+10] eine geeignete Formalisierung vor, wo es alsminimal graph rule bezeichnet wird.
Darüber hinaus könnten auch andere Programmmanipulationen formalisiert werden, wie
etwa die Delta-Komposition [Sch+10; SD10] und Aspektweben [Kic+97] aus dem Bereich
der generativen Programmierung.
Für einen Teil der Programmmanipulationen sind möglicherweise neben den hier verwen-
deten Limites und Kolimites weitere kategorielle Ausdrucksmittel zur Beschreibung von
Programmeigenschaften und -beziehungen notwendig. Zum einen könnte man als Erweite-
rung zu den Limites und Kolimites allgemeinere Arten von universellen Konstruktionen
benutzen (vgl. Abschnitt 4.1). Zum anderen könnten beispielsweise Funktoren für die Be-
schreibung von Refactorings (siehe Abschnitt 2.5) nützlich sein, um Verhaltensäquivalenz
auszudrücken.
Programmre-
präsentation
In Abschnitt 3.1 wurde EMFText/Ecore als Grundlage für graphbasierte Programm-
repräsentationen untersucht. Eine Schwäche von Ecore ist die Repräsentation impliziter
Informationen und Zusammenhänge in Modellen. Die in Unterabschnitt 3.2.7 untersuchten
Constraints decken die Repräsentation impliziter Zusammenhänge teils ab, eignen sich in
der bisherigen Form aber nicht für die Berechnung impliziter Informationen. Man könnte
deshalb beispielsweise Graphanfragetechniken wie GReQL [KW99] untersuchen, um diese
Schwäche auszugleichen.
GraphfeaturesAls Ergänzung könnte man die in Abschnitt 3.2 vorgestellten Graphfeatures Attribut-
ierung, Ordnung, Vererbung und Constraints formalisieren. Die in Unterabschnitt 4.3.3
vorgestellte Formalisierung von Containment hat gute mathematische Eigenschaften, ist
aber unflexibel, da Homomorphismen Knoten unterschiedlicher Containment-Tiefe nicht
aufeinander abbilden können. Dies ließe sich möglicherweise durch eine Art von Pfadty-
pen für Knoten und Containmentkanten verbessern, die XPath-ähnlichen Pfadausdrücken
[CD99] entsprechen würden. Zur Modellierung der Binderegeln von Programmiersprachen
wurden hier Constraints vorgeschlagen. Man könnte aber auch versuchen, diese unmittel-
bar als Graphfeature umzusetzen. Zur Formalisierung zusätzlicher Graphfeatures könnten
Erweiterungen der in Abschnitt 4.2 vorgestellten Sketcharten notwendig sein, insbesondere
bei Constraints. Es existieren bereits einige Verallgemeinerungen von Sketches, die hierfür
nützlich sein könnten, etwa [BW08; Dis03; Rut10; Lai87; Mak97]. Um weitere Programm-
repräsentationen zu untersuchen, wäre es sinnvoll, formale Kriterien für die Eignung von
Kategorien zur Programmrepräsentation zu finden. Möglicherweise können hier Kriterien
aus dem Bereich des High-Level-Rewriting (HLR) [Ehr+06] nützlich sein.
Mapping
zwischen Pro-
grammreprä-
sentationen
In dieser Arbeit wurde nur jeweils eine Programmrepräsentation für sich betrachtet. Es
wäre aber durchaus wünschenswert, dass man auf ein Programm, das in einer Programm-
repräsentation dargestellt ist, eine Programmmanipulation anzuwenden, die eine andere
Programmrepräsentation benutzt. Hierfür wäre eine Art Mapping zwischen verschiedenen
Programmrepräsentationen nötig. Formal könnte ein solches Mapping vielleicht durch Funk-
toren und Adjunktionen beschrieben werden [BW12]. Bei Adjunktionen handelt es sich um
eine Verallgemeinerung von Galois-Verbindungen, die auch im Bereich der abstrakten In-
terpretation eine Rolle spielen [CC92].
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Programmier-
sprachen
einbinden
Mit dieser Fragestellung hängt auch der Übergang von Quelltext eines Programmes in ei-
ne Instanz eines Sketches zur Programmrepräsentation zusammen. Durch die Verwendung
typisierter Sketches zur Programmrepräsentation ist der Formalismus sprachunabhängig,
da man für jede Programmiersprache eine eigene Typinstanz des verwendeten typisierten
Sketches definieren kann (vgl. Abschnitt 4.2). Das Einbinden von Programmiersprachen
wurde aber nicht formalisiert. Hierzu müsste die Beziehung zwischen der Grammatik ei-
ner Programmiersprache und Typfragmenten von typisierten Sketches untersucht werden.
Dadurch würde sich eine Art Formalisierung von EMFText [Hei+09] ergeben. In diesem Zu-
sammenhang könnte man auch Techniken untersuchen, um Informationen zu erhalten, die
durch die Abstraktion beim Parsen in der Programmrepräsentation nicht mehr vorhanden
sind, wie etwa die Formatierung oder Kommentare, wie die folgende Abbildung illustriert:
Quellcode Graph Verlorene Information
Parser
Pretty-Printer
Software-
technische
Umsetzung
des
Formalismus
Ein wichtiger zukünftiger Schritt wäre eine softwaretechnische Umsetzung des Formalis-
mus: die Implementierung eines Frameworks auf Basis des Formalismus zur Beschreibung
und Ausführung von Programmanipulationen bzw. Generierung von Implementierungen
davon. Dazu müssten die vier Merkmale von Programmmanipulationen umgesetzt werden:
• Für die Repräsentation müsste man eine Möglichkeit zur Definition von Programm-
repräsentationen durch typisierte Sketches schaffen. Besondere Bedeutung kommt
dabei der Kombination von Sketches durch Pushouts zu.
• Eigenschaften und Beziehungen könnte man mit einer deklarativen visuelle Sprache
zur Beschreibung kategorientheoretischer Konstruktionen umsetzen.
• Die Operationen, also die Ausführung der Programmmanipulationen, würden durch
Algorithmen zur Berechnung der so beschriebenen kategorientheoretischen Konstruk-
tionen implementiert.
Da die Operationen in dieser Arbeit nicht betrachtet wurden, wäre eine Untersuchung zu
bestehenden Ergebnissen über die Berechenbarkeit und Komplexität von kategorientheo-
retischen Konstruktionen eine wichtige Voraussetzung für die softwaretechnische Umset-
zung. Weiterhin müsste ein Mechanismus zum Einbinden von Programmiersprachen in das
Framework implementiert werden, um auf darin geschriebenen Programmen Programm-
manipulationen ausführen zu können. Das Ziel wäre, ausgehend von der Grammatik einer
Programmiersprache, der sketchbasierten Definition einer Programmrepräsentation und ei-
ner Zuordnung zwischen Grammatik und Repräsentation eine Typinstanz zu generieren.
Ebenso könnten die weiter oben beschriebenen Mappings zwischen Programmrepräsenta-
tionen implementiert werden, um das Framework allgemeiner einsetzbar zu machen.
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Anhang A
Grunddefinitionen
In diesem Anhang werden die mathematischen Notationen und Grundbegriffe festgelegt,
die zur Beschreibung des Formalismus verwendet werden.
Anforderun-
gen an die
Mengenlehre
Um die verschiedenen Graphvarianten des Formalismus zu beschreiben, werden Kate-
gorien wie etwa die Kategorie Set der Mengen oder die Kategorie Graphs der Graphen
(siehe Unterabschnitt 3.3.1) verwendet. Um beispielsweise Set definieren zu können, muss
man die Gesamtheit aller Mengen benennen können, da die Mengen die Objekte dieser
Kategorie sind. Anders formuliert: Wenn man nicht “die Mengen” sagen kann, kann man
auch nicht sagen: “Die Objekte von Set sind die Mengen”.
Eine weitere Anforderung für saubere formale Definitionen ist es, von möglichst allen be-
trachteten Gesamtheiten auch endliche Tupel und Funktionen bilden zu können, etwa um
Kategorien formal korrekt als mathematisches Objekt benennen zu können. Eine detaillier-
tere, allgemeinere Auseinandersetzung mit den Anforderungen an eine Mengentheorie, die
als Grundlage für die Kategorientheorie im Speziellen und die Mathematik im Allgemeinen
dient, liefert [Mul01].
Klassen und
Mengen
Die übliche axiomatische Mengenlehre (ZFC) erfüllt beide Anforderungen nicht, denn
sie kennt als Gesamtheiten ausschließlich Mengen: Da es keine “Menge aller Mengen” gibt,
ist es nicht möglich, die Gesamtheit aller Mengen zu benennen, weshalb man die Kategorie
der Mengen in ZFC nicht definieren kann. Ebenso existiert keine “Menge aller Graphen”,
weshalb man die Kategorie der Graphen in ZFC nicht definieren kann. Man kann dieses
Problem umgehen, indem man in einer erweiterten Mengenlehre zwischen zwei Arten von
Gesamtheiten unterscheidet. Die eine Art nennt man Mengen, die andere nennt man Klas-
sen [AHS90, Kap. 0.1][Mul01].
NBG-
Mengenlehre
und MK-
Mengenlehre
Es gibt zwei bekannte Erweiterungen von ZFC um Klassen, nämlich die Neumann-
Bernays-Gödel-Mengenlehre (NBG) und die Morse-Kelley-Mengenlehre (MK). Bei NBG
handelt sich um eine konservative Erweiterung von ZFC: Jeder Formel der Sprache von
ZFC gilt genau dann in NBG, wenn die in ZFC gilt. MK hingegen ist nicht konservativ,
d.h. man kann dort Formeln der Sprache von ZFC beweisen, die in ZFC nicht gelten. Man
kann darin Tupel von echten Klassen definieren, aber echte Klassen können nicht in andern
Klassen enthalten sein.
Ein Nachteil der NBG- und der MK-Mengenlehre ist, dass echte Klassen nie Elemente
anderer Klassen sein können. Man kann zwar eine Klasse Set aller Mengen definieren, die
alle Teilmengen des mathematischen Universums enthält. Eine Klasse, die alle Teilklassen
von Set enthält, existiert aber nicht.
Ackermann-
Mengenlehre
und ARC-
Mengenlehre
Die Ackermann-Mengenlehre erlaubt genau dies: Man kann zwar eine Klasse Set al-
ler Teilmengen des Universums ebenso definieren, wie eine Klasse PpSetq aller Teilklassen
von Set, ebenso PpPpSetqq und so weiter [Mul01; Lév59; LV61]. Tupel, Funktionen und
Potenzklassen beliebiger Klassen lassen sich definieren. Dies wird dadurch erreicht, dass
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Klassen und Mengen freier definiert werden können als in ZFC, NBG oder MK. Für ge-
nauere Ausführungen sei auf die Literatur verwiesen.
Mengen und
Klassen
Auf Grundlage der ARC-Mengenlehre kann man die Klasse der Mengen also wie folgt
definieren:
Definition 96 (Klasse aller Mengen)
Klasse aller
Mengen
Set ist die Klasse aller Mengen.
Im folgenden werden als Grundbegriffe die (binären) Relationen, davon abgeleitete Re-
lationen, Eigenschaften von Relationen und Funktionen definiert, weil es teils mehrere
Defintionsvarianten gibt. Da es in der mathematischen Literatur keine einheitliche Schreib-
weise zur Definition von Relationen gibt, wird hier eine eigene Schreibweise eingeführt, um
die späteren Definitionen kürzer und lesbarer zu machen. Sie ist an die Schreibweise zur
Definition von Funktionen f : M Ñ N : m ÞÑ fpmq angelehnt.
Definition 97 (Relation)
Relation Rel “ tpM,N,Gq |M,N P Set^G ĎM ˆNu ist die Klasse der (kleinen) Relationen.
R “ pM,N,Gq P Rel heißt Relation von M nach N mit Relationsgraph G.
Man bezeichnet M als die Domäne srcpRq, N als die Kodomäne tarpRq und G als den
Relationsgraph graphpRq von R.
Schreibe dafür
R : M í N : G
Falls G nicht relevant ist, schreibe dafür
R : M í N
Schreibe
pm,nq Ø Fm,n
für die Menge tpm,nq PM ˆN | Fm,nu mit einer Formel Fm,n mit freien Variablen m
und n.
Dadurch lässt sich eine Relation definieren durch
R : M í N : pm,nq Ø F
Üblicherweise schreibt man mRn anstatt pm,nq P graphpRq. l
In der Mathematikliteratur umschreibt man eine Definition R : M í N : pm,nq Ø P pm,nq
üblicherweise mit Worten, wie z.B.: “R ist eine Relation zwischen M und N . Für m P M
und n P N gilt mRn genau dann, wenn P pm,nq.”
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Definition 98 (Abgeleitete Relationen)
Abgeleitete
Relationen
Seien R,R1 : M í N Relationen.
Sei S : N í L eine Relation.
R‚S : M í L : pm, lq Ø Dn P N : pmRn^ nRlq ist die Komposition von R und S.
RXR1 : M í N : pm,nq Ø mRn^mR1n ist der Schnitt von R und S.
RYR1 : M í N : pm,nq Ø mRn_mR1n ist die Vereinigung von R und S.
R´ : N íM : pn,mq Ø mRn ist die Umkehrrelation von R.
Für MengenM 1 und N 1 ist R|N 1M 1 : M 1 í N 1 : pgraphpRqXM 1ˆN 1q die Einschränkung
von R auf Mpr ˆN 1.
Falls N 1 “ N , kann auch R|M 1 geschrieben werden. l
Für Relationen lassen sich einige Eigenschaften definieren und andere Relationen ableiten.
Definition 99 (Eigenschaften von Relationen)
Eigenschaften
von
Relationen
Sei R : M í N eine Relation.
R ist linkstotal gdw. @m PM : Dn P N : mRn.
R ist rechtstotal gdw. @n P N : Dm PM : mRn.
R ist linkseindeutig gdw. @m1,m2 PM : @n P N : m1Rn^m2Rnñ m1 “ m2.
R ist rechtseindeutig gdw. @m PM : @n1, n2 P N : mRn1 ^mRn2 ñ n1 “ n2.
R ist funktional gdw. @m PM : Dn P N : mRn^ @n1 P N : mRn1 ñ n “ n1. l
Die Funktionen sind ein Spezialfall der Relationen:
Definition 100 (Funktion)
FunktionSei f : M í N eine Relation.
Dann ist f eine Funktion genau dann, wenn f funktional ist.
Für f : M í N wird dann f : M Ñ N , und für f : M í N : pm,nq Ø n “ tpmq mit
einen Term t wird f : M Ñ N : m ÞÑ tpmq geschrieben. l
Definition 101 (Abgeleitete homogene Relationen)
Abgeleitete
homogene
Relationen
Sei R : M íM eine Relation auf M .
IM : M íMpa, bq Ø a “ b ist die Diagonale auf M .
R0 “ IM ist die 0-fache Iteration von R.
Für n P Nzt0u ist Rn : M í Mpa, cq Ø Db PM : ppa, bq P Rn´1 ^ pb, cq P Rq die n-fache
Iteration von R.
Rnm : M íMpa, bq Ø Dn P N: Ripa, bq ist die m-bis-n-fache Iteration von R.
R“ “ RYR0 ist die reflexive Hülle von R.
R` “ R80 ist die transitive Hülle von R.
R˚ “ R81 ist die transitiv-reflexive Hülle von R.
R„ “ RYR´ ist die symmetrische Hülle von R.
R” “ pR„q˚ ist die Äquivalenzhülle von R. l
155

Anhang B
Beweise
In Definition 70 ist für einen linearen Sketch nur ein einziges kommutatives Diagramm
vorgesehen. Dies wird dadurch gerechtfertigt, dass eine Menge D von Diagrammen genau
dann kommutiert, wenn ihr Kotupel L “ xDyDPD kommutiert. Der Beweis hierfür ist der
folgende:
Beweis 102 (Kommutativität von Kotupeln von Diagrammen)
Sei D eine Menge von kommutativen Diagrammen mit kleinen Formgraphen in einer
Kategorie C, d.h. @D P D: srcpDq P Graphs^ tarpDq “ C. Sei L “ xDyDPD das von D.
Beweis 103 (Die Einschränkung eines allgemeinen Sketches ist eine Instanz)
Seien die Daten aus Definition 83 gegeben. Zu zeigen ist, dass I 1 :“ hI “ phLqI “ hS‚I
eine Instanz von S1 ist, also dass die formalen Limites als Limites und die formalen
Kolimites als Kolimites interpretiert werden.
Sei also j P pJ1 der Index eines formalen Limes von S1. Somit ist h pJpjq der Index des
entsprechenden formalen Limes von S2. Fixiere dieses j und h pJpjq und schreibe von hier
an D1 anstatt D1,j und D2 anstatt D1,h pJ pjq, G1 anstatt G1,j und G2 anstatt G1,h pJ pjq
und so weiter. Außerdem schreibe Ipxq anstatt xI für die Interpretation von formalen
Knoten, Pfeilen oder Kegeln x.
Die Interpretation I 1pV1q des formalen Kegels ist auf jeden Fall ein Kegel in C. Zu
zeigen ist, dass für sie gilt (mit I 1pp1q “ pI 1pp1,vqqvP pG1):
pI 1pp1q : I 1p pP1q Ñ pD1‚I 1q
^ @X P C0: @pq : X Ñ pD1‚I 1q: D!u: pu : q Ñ I 1pp1qq
Zunächst ist also zu zeigen, dass die Interpretation des formalen Kegels ein kommutativer
Kegel ist, und anschließend, dass eindeutige Homomorphismen kommutativer Kegel exis-
tieren. Aufgrund der Homomorphismusdefinition wird der Scheitel des formalen Kegels
durch denselben Knoten interpretiert wie der des formalen Kegels von S2, denn es gilt:
I 1p pP1q “ hSp pP1q “ pP2
Für die Interpretation des Diagrammes gilt:
pD1‚I 1 “ pD1‚hS‚I “ h pG‚ pD2‚I
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Da h pG ein Isomorphismus ist, heißt das, dass die Interpretation im Wesentlichen dieselbe
ist wie des Diagrammes des formalen Kegels von S2. Aus demselben Grund ist auch die
Familie I 1pp1q “ pI 1pp1,vqqvP pG1 der Interpretationen der Projektionen des formalen Limes
im Wesentlichen identisch mit der Familie des formalen Kegels von S2, denn für v P pG1
gilt:
I 1pp1,vq “ phS‚Iqpp1,vq “ IphSpp1,vqq “ Ipp2,h pGpvqq
Wendet man diese Gleichheiten an, erhält man die folgende zu zeigende Behauptung:
pI 1pp1q : Ip pP2q Ñ h pG‚ pD2‚Iq
^ @X P C0: @pq : X Ñ h pG‚ pD2‚Iq: D!u: pu : q Ñ I 1pp1qq
I 1pV1q ist ein kommutativer Kegel, denn für v e w P pG11 gilt:
I 1pp1,vq‚ pD1peq “ hS‚Ipp1,vq‚ pD1peq
“ IphSpp1,vqq‚ pD1peq
“ Ipp2,h pGpvqq‚ pDpeq
“ Ipp2,h pGpwqq
“ I 1pp1,wq
Sei nun q : X Ñ pD1‚I 1 ein weiterer kommutativer Kegel über dem Dia-
gramm pD1‚I 1 “ h pG‚ pD2‚I : pG1 Ñ C. Da h pG ein Isomorphismus ist, hat er ein
Inverses r “ h´1pG : pG2 Ñ pG1. Wenn man auf die Komponenten dieses kommutativen
Kegels den Homomorphismus h pG und auf die Indizes sein Inverses anwendet, erhält man
den Kegel r‚q : X Ñ pD2 mit r‚q “ pqrpvqqvP pG2 über pD2‚I.
Dieser ist kommutativ, denn für einen beliebigen Pfeil v e w P pG12 von pG2 gilt.
pr‚qqv‚p pD2‚Ipeqq “ qrpvq‚p pD2‚Ipeqq
“ qrpvq‚pr‚h pG‚ pD2‚Ipeqq
“ qrpvq‚ph pG‚ pD2‚Iprpeqqq
“ qrpvq‚p pD1‚hS‚Iprpeqqq
“ qrpvq‚p pD1‚I 1prpeqqq
“ qrpwq
“ pr‚qqw
Daher gibt es einen eindeutigen Homomorphismus kommutativer Kegel u : r‚q Ñ Ipp2q,
d.h. einen eindeutigen Pfeil u : X Ñ Ip pP2q so dass für alle v P pG02 gilt: u‚Ipp2,vq “ pr‚qqv.
Dies ist auch ein Homomorphismus kommutativer Kegel u : q Ñ I 1pp1q, denn für v P pP1
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gilt:
u‚I 1pp1,vq “ u‚phS‚Ipp1,vqq
“ u‚pIphSpp1,vqqq
“ u‚pIpp2,h pGpvqq
“ pr‚qqh pGpvq
“ qrph pGpvqq
“ qv
Ebenso ist es eindeutig, denn wenn u1 : q Ñ I 1pp1q ein weiterer Homomorphismus
kommutativer Kegel ist, dann ist es auch ein Homomorphismus kommutativer Ke-
gel u1 : r‚q Ñ Ipp2q, denn für v P pP2 gilt:
u1‚Ipp2,vq “ u1‚IphSpp1,rpvqqq
“ u1‚phS‚Ipp1,rpvqqq
“ u1‚I 1pp1,rpvqq
“ qrpvq
“ pr‚qqv
Da es nur einen solchen Homomorphismus von r‚q nach Ipp2q gibt, ist u “ u1. Somit ist
also I 1pV1q tatsächlich ein Limes.
Analog ist auch jeder formale Kokegel der Einschränkung ein Kokegel. l
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Anhang C
Ecore-Bestandteile
In Abschnitt 3.1 wurde EMF/Ecore als Grundlage für den Entwurf der formalen graph-
basierten Programmrepräsentation verwendet. In Folgenden findet sich eine Tabelle mit
einer vollständigen Auflistung der Elemente des Ecore-Metamodelles. Zu jedem Element
sind angemerkt:
• die Entwurfsentscheidung, ob das Element für die graphbasierten Programmreprä-
sentation relevant ist,
• die Anforderung aus Abschnitt 3.1, die die Entwurfsentscheidung begründet,
• eine Anmerkung, in welcher Form das Element in Abschnitt 3.2 graphbasiert umge-
setzt wird.
Name Entsch. Grund Anmerkung
EAttribute Ja IncProgRep Attributierung
id Nein OnlyModelling -
eAttributeType Ja IncProgRep Attributierung (nicht reflek-
tiv)
EAnnotation Nein OnlyModelling -
EClass Ja IncProgRep Typisierung
abstract Ja IncProgRep Vererbung
interface Nein IncProgRep Kein Unterschied zu abstrak-
ten Klassen
eSuperTypes Ja IncProgRep Vererbung
eOperations Nein IncProgRep -
eReferences Ja IncProgRep Typisierung
eAttributes Ja IncProgRep Attributierung
eIDAttribute Nein OnlyModelling -
eStructuralFeatures Nein IncProgRep -
eGenericSuperTypes Nein IncProgRep -
eAllAttributes Ja IncProgRep Attributierung / Vererbung
eAllReferences Ja IncProgRep Typisierung / Vererbung
eAllContainments Ja IncProgRep Containment / Vererbung
eAllOperations Nein IncProgRep -
eAllStructuralFeatures Ja IncProgRep Keine explizite Modellierung
eAllSuperTypes Ja IncProgRep Vererbung
Fortsetzung nächste Seite
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Name Entsch. Grund Anmerkung
eAllGenericSuperTypes Nein IncProgRep -
isSuperTypeOf() Ja IncProgRep Vererbung
getFeatureCount() - OnlyModelling -
getEStructuralFeature() - OnlyModelling -
getFeatureID() - OnlyModelling -
getOperationCount() - OnlyModelling -
getEOperation() Nein IncProgRep -
getEOperationID() - OnlyModelling -
getOverride() Nein IncProgRep -
EClassifier Ja IncProgRep Keine separate Modellierung
nötig
isInstance() Ja IncProgRep Typisierung
getClassifierID() - OnlyModelling -
instanceClassName Nein OnlyModelling -
instanceClass Nein OnlyModelling -
defaultValue Nein Unnötig -
instanceTypeName Nein OnlyModelling -
ePackage Nein OnlyModelling -
eTypeParameters Nein IncProgRep -
EDataType Ja IncProgRep Attributierung
serializable Nein OnlyModelling -
EEnum Ja IncProgRep Attributierung (keine sepa-
rate Modellierung)
getEEnumLiteral() Nein OnlyModelling -
eLiterals Z.D. IncProgRep (Nicht reflektiv!)
EEnumLiteral Z.D. IncProgRep -
value Z.D. IncProgRep -
instance Z.D. IncProgRep -
literal Z.D. IncProgRep -
eEnum Z.D. IncProgRep -
EFactory Nein OnlyModelling -
OnlyModelling -
create() Nein OnlyModelling -
OnlyModelling -
createFromString() Nein OnlyModelling -
convertToString() Nein OnlyModelling -
ePackage Nein OnlyModelling -
EModelElement Nein Unnötig -
getEAnnotation() Nein OnlyModelling -
eAnnotations() Nein OnlyModelling -
ENamedElement Nein Unnötig -
name Nein Unnötig -
EObject Ja IncProgRep
eClass() Ja IncProgRep Typisierung
Fortsetzung nächste Seite
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Name Entsch. Grund Anmerkung
eIsProxy() Nein OnlyModelling -
eResource() Nein OnlyModelling -
eContainer() Ja IncProgRep -
eContainingFeature() Nein Unnötig -
eContainmentFeature() Nein Unnötig -
eContents() Ja IncProgRep -
eAllContents() Ja IncProgRep -
eCrossReferences() Ja IncProgRep -
eGet() Nein OnlyModelling -
eSet() Nein OnlyModelling -
eIsSet() Nein OnlyModelling -
eUnset() Nein OnlyModelling -
eInvoke() Nein OnlyModelling -
EOperation Nein IncProgRep -
getOperationID() Nein IncProgRep -
isOverrideOf() Nein IncProgRep -
eContainingClass Ja IncProgRep -
typeParameters Nein IncProgRep -
eParameters Nein IncProgRep Geordnet? Namen?
eExceptions Nein IncProgRep -
eGenericExceptions Nein IncProgRep -
EPackage Nein OnlyModelling -
getEClassifier() - - -
nsURI - - -
eFactoryInstance - - -
eClassifiers - - -
eSubPackages - - -
eSuperPackage - - -
EParameter Nein IncProgRep -
eOperation Nein IncProgRep -
EReference Ja IncProgRep -
containment Ja IncProgRep -
container Ja IncProgRep -
resolveProxies Nein OnlyModelling -
eOpposite Ja IncProgRep Constraints?
eReferenceType Ja IncProgRep Typgraph
eKeys Ja IncProgRep Constraints?
EStructuralFeature Ja IncProgRep Keine explizite Modellierung
changeable Nein OnlyModelling -
volatile Nein OnlyModelling -
transient Nein OnlyModelling -
defaultValueLiteral Nein OnlyModelling -
defaultValue Nein OnlyModelling -
unsettable Nein OnlyModelling -
Fortsetzung nächste Seite
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Name Entsch. Grund Anmerkung
derived Ja IncProgRep Constraints?
eContainingClass Ja IncProgRep Typgraph
ETypedElement Ja IncProgRep Keine explizite Modellierung
ordered Ja IncProgRep Geordnete Pfeile
unique Ja IncProgRep Constraints?
lowerBound Ja IncProgRep Constraints?
upperBound Ja IncProgRep Constraints?
many Ja IncProgRep Constraints?
required Ja IncProgRep Constraints?
eType Ja IncProgRep Typhomomorphismus
eGenericType Ja IncProgRep Typhomomorphismus
EGenericType Nein IncProgRep -
eUpperBound Nein IncProgRep -
eTypeArguments Nein IncProgRep -
eRawType Nein IncProgRep -
eLowerBound Nein IncProgRep -
eTypeParameter Nein IncProgRep -
eClassifier Nein IncProgRep -
ETypeParameter Nein IncProgRep -
eBounds Nein IncProgRep -
Tabelle 2: Ecore-Elemente
164
Anhang D
Erklärung zur Masterarbeit
Erklärung nach §12 Abs. 8 Satz 6 Prüfungs- und
Studienordnung für den Master-Studiengang Infor-
matik an der Universität Passau vom 2. März 2006:
Hiermit erkläre ich, dass ich diese Masterarbeit selbstständig
verfasst und keine anderen als die angegebenen Quellen als
Hilfsmittel benutzt habe.
Datum Unterschrift
