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Abstract 
By using a calculus based on Brownian bridge measures, it is shown that under mild 
assumptions on V(e.g. Vis in the Kato class) the fundamental solution (FS) q(t, x, y) for the heat 
equation 3,~ = (iA - v)u can be represented by the Feynman-Kac formula. Furthermore, it 
has an analytic continuation in t over,c+, where C + = {+T E C, Re z > 01, and q(E + it, x, y) can 
be expressed via Wiener path integrals. For small E > 0 it can be considered as an approxima- 
tion of the FS for the Schrtidinger equation a,$ = i(:A - V)$. We also give an estimate of 
q(t,x,y)for t E C,. 
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1. Introduction 
Consider the Schriidinger equation 
$(&A-;+, $(0,x)=“/-(x), (1.1) 
where A is the Laplacian on IWd and Vis a real Bore1 function (called potential), M is 
the reduced mass and h is Plan&s constant divided by 27~. Feynman (1948) conjec- 
tured that the wauefunction $ and fundamental solution G(t, x, y) for the Schr6dinger 
equation (called the propagator or transition amplitude) can be expressed as 
13(4l’ - W(s)) d ] S} f(~(O))~((y), 
G(t, x9 Y) = j-x,y exp{; J; [ ~l,,~,lz - I%N]d+%). 
(1.2) 
(1.3) 
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where rx (respectively r,,,) is a suitable space of paths 1: with y(t) = x (resp. y(0) = y 
and r(t) = x) and g(y) is a (non-existent) flat measure on the path space. These two 
formal integrals are called Feynman (path) integrals. 
It is clear that Feynman integrals are not well-defined mathematical objects. During 
the last four decades, a large number of work has been devoted in an attempt to make 
Feynman integrals mathematically rigorous. If the potential V is in certain class, 
a so-called Fresnel integral approach, due to Albeverio and H4egh-Krohn, is successful. 
We refer the reader to Albeverio and H4egh-Krohn (1976) and Exner (1985) for 
a good introduction on this topic. Among other diverse approaches to Feynman 
integrals, the analytic continuation approach seems to be the most natural one (see 
e.g. Johnson, 1988; Kallianpur et al., 1985). 
For many applications one needs to know the propagator. However, the propaga- 
tor is known to exist, and can be written in closed form only in a handful of cases. 
Thus, calculations in quantum mechanics are usually made by some approximate 
method. The purpose of this paper is to show that for a very singular potential V, we 
can obtain an approximation of the propagator by using the Feynman-Kac formula 
and the method of analytic continuation. 
This paper is organized as follows. In Section 2 we introduce a calculus based on 
additive functionals of Brownian motion and Brownian bridge measures. This calcu- 
lus seems to be new and turns out to be essential for proving our main results. Sections 
3 and 4 are devoted to represent, via Feynman-Kac formulas, the fundamental 
solutions q(t, x, y) and $(t, x, y) respectively, for the general heat equations 
o’,u = (fA - v)u and d,u = (+,?A - iv)u where 1’ is certain generalized signed Bore1 
measure on Rd. We show that these fundamental solutions have Dyson’s series 
expansions and analytic continuations in time t and in ,? over the complex half-space. 
Moreover, we obtain some estimates of q(t, x, y) and q’(t, x, y) for complex t and A, 
respectively. In Section 5 we apply the results of Section 3 to the Schr6dinger 
equation. By using a recent result of Albeverio et al. (1992), we show that under certain 
conditions on v we can take q(c + it, x, y) as an approximation of the propagator if 
E > 0 is small enough. We propose also another expression in terms of Wiener path 
integrals to this approximation. It is hoped that this expression is adapted to 
numerical calculation. 
2. Calculus based on Brownian bridge measures 
In this section we shall introduce a calculus based on additive functionals and 
Brownian bridge measures, which is essential for this paper and has also some 
independent interest. 
Let Q = C ([0, co ), Rd) be the collection of all continuous functions from [0, co ) to 
Rd. For o E Q, let X,(o) = m(t). Let Ft = a{X,, s 5 t} and F = CT{X,, s < co 1. We 
denote by (p,, x E Rd) the unique family of probability measures on (Q, 9) such that 
(Q, 9, F1, X,, p,) is a standard Brownian motion. Let y E Rd and t > 0. Put 
Y,(w) = X,(o) - y (X,(w) - y), s 2 0. 
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Then under P, the process (Y,, 0 I s I t) is a Brownian bridgefrom x to y on [0, t] and 
(Y,, t 5 s < cc ) is a Brownian motion with Y, = y. Moreover, under P, these two 
processes are independent. We denote by P,,,,, the distribution of the process (Y,, 
s 2 0) on (Q, F) under P,. We call P,,,,, the (0, x; t, y)-Brownian bridge measure. It is 
known and easily proven that 
P,,,,, LX,, E dxl,..., Xtn E dx,; X,,+2 6 dx,+z,..., Xt,,, E dxn+mlP& x, Y) 
= kvl P(tk - tk-1, xk-l, Xk)dXl . ..dx.dx,+z . ..dx.+,, (2.1) 
p(t, x, y) = (2?q’2 enp{ -w}. 
Let o E 52. For any s 2 0, we put 
(%,w) (t) = o(s + t). 
Then 8, : Q -+ 52 is y-measurable. We call 6, a time shif operator on 0. 
Lemma 2.1. Let t > s 2 0 and 5 (respectively q) be an 9-t_,-measurable (respectively 
F-,-measurable) positive or bounded function. We have 
L,,JC?lPk x2 Y) = KxCVP(t - s, XS> Y)l, (2.3) 
(2.4) 
Moreover, for any 9-(respectively 9”-) measurable positive or bounded function F (re- 
spectively G) on Q we have 
GCF I X,1 = Ex, xr. ~[FI, (2.5) 
L,,,,CW”~A1 = ‘L,,,~CGl~,Cf’l~ (2.6) 
Proof. If 4 and v] are of the following forms: 
5 = ir h(XUJ> 
k=l j= 1 
with O<u,< ... < cl, < t - s, 0 < VI < “. < II, < s, then (2.2) is a consequence 
of (2.1). For general 5 and q we get (2.2) by using a monotone class argument. 
Similarly, using (2.1) we can prove (2.5) and (2.6). Finally, (2.3) and (2.4) follow from 
(2.2). 0 
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Definition 2.2. A (positive) Radon measure p on [Wd is said to be in the Kato class if 
lime, Osw,Rd s Ady) o lx-pl<ar Ix - yld-2 = ’ d 2 3, 
lima~OSwXEWd s (loglx-yj-‘)p(dy)=O, d=2, IPYl<U 
sup,&@ 
J 
p(dy) < ~0 3 d= 1. 
Ix-YJS 1 
We denote by GKd (generalized Kato class) the family of all measures in the Kato 
class. 
It is easy to see that Lebesgue measure m is in GKd and for a real Bore1 functionfon 
lWd, IfI . m E GKd iff f is in the usual Kato class Kd of functions on [Wd. 
In this paper we shall deal with the following family of measures on [Wd: 
4 = {f.,~:fE g([wd)+, p E GK,}. 
Here and below, 3?(rWd)+ stands for the collection of all positive real Bore1 functions on 
iWd. We shall associate with any v in JZ a positive additive functional (PAF). 
The following definition of PAF is a little different from the usual one (cf. Blumen- 
thal and Geeter, 1968; Fukushima, 1980; Dynkin, 1965). In our definition the PAF is 
required to be left-continuous. This requirement is adapted to the calculus based on 
Brownian bridge measures (see Lemmas 2.4-2.6 below). 
Definition 2.3. A function A : [0, co ) x fi + [0, cc ] is called a PAF if A, is increasing 
and left-continuous and Y-,-measurable for each t and, furthermore, there exists 
aA E 9 (called a dejining set of A) satisfying the following properties: 
(i) 
(ii) 
(iii) 
P,(/1) = 1 for all x E [Wd; 
8,~ E n for all o E .4 and all t > 0; 
For each w E A, the function A,(o) vanishes at 0 and is additive, in the sense that 
A,+,(w) = A,(w) + A,(B,o) for all t, s > 0. 
If in addition for each w E /i the function A,(w) is continuous, then we call 
A a PCAF. Two PAFs A”’ and A”’ are called equivalent, if 
P,{oA:“(w) = Aj2’(o), vt E R,) = 1 vx E [wd. 
Remark. Let (A,) be a PCAF in the usual sense. Put 
&w = sup A,(w), 
reQ+.r<t 
where Q+ is the set of all positive rationals. Then (A”,) is a PCAF in our sense. 
Moreover, A and A’ are equivalent. 
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Let p E GK,,. According to Blanchard and Ma (1990) and Dynkin (1965, VIII), 
there exists a unique (up to equivalence) PCAF A” such that 
This implies, via a monotone class argument, that for all positive Bore1 functionfon 
CO, m ) x Rd, 
b [S t fb, Xs) dAi 0 
(cf. Blanchard and Ma 
p E GKd. We put 
f = s s ds p(s, x, y)f(s, Y) P (dy) (2.8) 0 IWd 
(1990)). Now let v E JZ with v = f. p, frz 9S(([Wd)+ and 
A;(w) = 
J 
f@(s)) dA:(o), Vt 2 0, w E r(~. (2.9) 
0 
Then (A;, t 2 0) is a PAF. We call A’ the PAF associated with v. It is easy to see that 
A’ is the unique PAF (up to equivalence) such that (2.7) and (2.8) hold, p being 
replaced by v. 
Put 
A’o = {v E A? : P,[A: < co, ‘it] = 1, Vx E Rd), (2.10) 
&4? = {VI - v2 : 1’1 E d#, v2 E A,}. (2.11) 
If v E 2, it is easy to see that there exists a unique decomposition v = v + - v __) called 
the Jordan decomposition of 11, with v+ E A, v_ E do, such that v+ and v_ are 
mutually singular. Put 
A” = A” _ A”-. 
f f f (2.12) 
Then A” is a AF (additive functional) and for any decomposition v = v1 - v2 with 
v1 E _H and v2 E .&Z. we have A’ = A”’ - A”’ (up to equivalence). Moreover, 
Iv1 = v+ + v_ EJ&’ and Al” = A” + A’-. 
The following lemma is the key for our main results in the next sections. 
Lemma 2.4. Let v E &l and (F,, 0 I s I t) be a positive process such that F, is 
YS-measurable for each s. Then for all x, y E Rd, 0 < r < t and y E B(Rd)+ we have 
CS 
I 
IE x, y.t F,-s” ‘MX,) dA: 
0 1 p(t, x, Y) 
[S 
* = b bs,y,tvs P’-,I P(t- , X,, y)g(X,) dA: 
0 I 
(2.13) 
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Proof. First of all, assume v = f. m with f E 9i9(Rd)+. Then by (2.2) we have 
[S 
, 
E X.Y,f Ft-,~f4g(Xs)dA: 
0 1 
P(G X>Y) 
= IE X,Y,f Ft-s~b~(Xs)f(Xs)ds p(t>x,y) 1 
[S 
I = L bs,y,r-s V’t -s) 9(XJf (Xs) ~(t - s, Xs> Y) ds 
0 
(Ft-s)p(t - s> Xs> yi g(Xs) dA: 1 . 
Thus (2.13) holds. 
Next we assume v E GKd with v(Rd) < CC . Put J,(x) = n(G, + iv)(x), where 
G,(x, y) = 
s 
cc 
e-“’ p(t, x, y) dt. 
0 
We denote fn . m by v,, where m is the Lebesgue measure on Rd. Then we have (see 
Bluementhal and Getoor, IV. 3; Albeverio et al., 1992) 
lim P, o:suplArn(w) - A:(w)/ > 6 = 0, V6 > 0, Vx E Rd. 
n-cc i f I 
Now let x, y E Rd and t > 0 be fixed. Let 0 < ti -C t2 < ... with t,rt. By (2.3) we have 
lim lpx,y,f supJA:n - A:1 > 6 
n-tm [ S < tk 1 
S lim p(t, x, y)-’ (2n(t - QPdj2 P, 
i 
suplA,‘n - A:/ > 6 
n-CC s<t!+ 1 
= 0, Vk 2 1, t/S > 0. 
Thus, there exists a subsequence nj T cc such that 
P, 
[ 
lim suplA>, - Ail = 0 = 1, 
j-m s 1 
P x,y,t 
[ 
lim sup 1 A:“, - A;l=O 1 = 1 Vk> 1. j+cossfk 
(2.14) 
(2.15) 
However, we have already shown that (2.13) is valid for v,. Hence, by (2.14) and (2.15) 
we obtain (2.13) for v E GK, with v(Rd) < cc. 
Finally, in view of 
we conclude the proof of the lemma. 0 
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Lemma 2.5. Let p E JZ and A”’ and Ac2) be two (equivalent) PAFs associated with p. 
Then we have 
px,y,t{~ : A;“(o) = Ai2’(co), t/s I t} = 1, Vx, y E Rd, t/t > 0. (2.16) 
Proof. Let 0 < tl < t2 ... with t, Tt. By (2.3) it is easy to see that 
P X,y,f 
i 
o : sup 1 A:” (co) - A;“(o) 1 > 0 
1 
= 0, 
S$fk 
which implies (2.15) in view of the left continuity of (AI’)) and (Aj2)). q 
Similarly, from the left continuity of (A,) and by using (2.3) we can prove the following. 
Lemma 2.6. Let p E 2 and A be the AF associated with p. Then we have 
px,y,f{~ : A,(w) = A,(w) + A,_,0 f&(o)} = 1, t’t > s > 0, Vx, y E Rd. (2.17) 
3. FS for a heat equation and its analytic continuation 
In this section we shall study the following generalized “heat equation” on Rd: 
au 
at = ($A - v)u, (3.1) 
where v E 2. We shall represent the fundamental solution for (3.1) by the Feynman- 
Kac formula and show that under certain conditions on v it has an analytic continua- 
tion in t. 
To begin with we prepare a lemma. 
Lemma 3.1. Let p be such that IpI E GKd and (A,, t 2 0) be the CAF associated with ,u. Put 
4 (t, x, Y) = kY,* C+l p 0, x, Y). (3.2) 
Then q(t, x, y) is jinite and jointly continuous on (0, co ) x Rd x Rd. 
Proof. Put 
qn(r> x, Y) = ; k,y,f CA:lp(t, x> Y). (3.3) 
According to Lemma 2.5, q(t, x, y) and qn(tr x, y) are well-defined (i.e. they do not 
depend on the choice of the CAF associated with p). By (2.13) we have 
1 
[S 
f 
q.(t, x> Y) = (n _ l)! kx,y,r o (A, - A,)“- ’ dA, 1 p (t, x> Y) 
1 
[S 
f 
- tn _ I)! L o b.Y.f~S CK,‘IAt - s, X,, Y) dA, 
1 
[s f = k qn-l(t - s, X,, Y) d4 . 0 1 
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Thus, by (2.8) we obtain 
f 
qn(h x, Y) = 
s s 
ds qn - I (t - s, z, Y) P(S> x> z) /4W. (3.4) 
0 
Rd 
Since q(t, x, y) = I,“=, q,,(t, x, y), we conclude that q(t, x, y) is the same as the integral 
kernel of etclizA+P), constructed by Blanchard and Ma (1990) via recursion relation 
(3.4). From Theorem 3.1 of Blanchard and Ma (1990) we know that q(t, x, y) is jointly 
continuous on (0, cc ) x lRd x Rd. 0 
Theorem 3.2. Let v E 2. For x, y E Rd and t > 0, put 
q(t, x, Y) = pk x9 Y) L,y,t Ce- A'l. 
Then q(t, x, y) satisfies the following properties: 
(3.5) 
(9 
(ii) 
(iii) 
(iv) 
s dt, x, y)f(y) dy = L Ce-A'f(X,)l, Vfe WR”)+, Vx E R”, Vt > 0; IWd 
4 (4 x, Y) = 4th y, 4, vt > 0, -7 y E 1w”; 
40 + s, x, Y) = s q(s, x, 4 q(t, z, Y) dz, Vs, t > 0, x, y E Rd; IWd 
if IE,,,,, eA;- 
[ 1 < cc, Vt > 0, x, y E R”, then q(t, x, y) < co identically, and we 
have 
f’ r 
q(t, x, Y) = At, x, Y) - ds J J q(t - s, z, Y) P h x, z) v(W. 0 IWd (3.6) 
Proof. (i) and (ii) are trivial. In order to prove (iii) we write A:+, = A: + Aj’otl,. By 
(2.17) and (2.2) we get 
4(r + s, x, Y) = PO + s, x3 Y) L,,,,+, [eeA~o~se~“:] 
= L 
[ 
~&,y,t [e-“;] e- Ai p(t, X,, y) 1 
= IE, 
[ 
q(t, X,, y) eCAz 1 
=s 46, x, 4 dt, z, Y) dz. w 
Finally, put 
q(t, x, Y) = p(t, x, Y) b,y,lCeArmI. (3.7) 
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By the assumption in (iv), we have q(t, x, y) I ij(t, x, y) < CG . Moreover, using the 
following equality: 
1 f 
* eAt = 1 + 
s 
a4 x, Y) = Pk x, Y) + kc .Y. 
= Pk x, Y) + L 
[ 
= P(k .% y) + Ex 
[ 
f’ 
t f eArso es dA:- p(t, x, y) 
0 1 
s 
f E x,, ,,,-,(eAYq)~O - s, X,, Y) dA: 
0 
s 
f 
4” 0 - s, X,, Y) d A: - 
0 1 r 
= P(C x, Y) + 
J J 
ds 4”(t - s, 2, Y) P(S> x, z) v- (W. 
0 Wd 
In particular, we have 
I 
s s 
ds q(t - s, 2, Y)P(S, x, z) v- (W < 00. 
0 Rd 
Now let v+ =f.p withfE ?8((rwd)+ and p EGKd. Put 
Vn=(fA\).p-V_. 
Since (f A n).~ l GKd, by Lemma 3.1 we have 
!Ex,Y,,[eA(fA=lh+v ]< co, Vt r0, x,y~!R~. 
Thus, if we put 
qn(4 x, Y) = ~(6 x, Y) LJCe - A,1 , 
then by the same argument as above we obtain t qn(t, x, Y) = P(L x, Y) - J S ds Rd qn(t - .C x, Z)P(S, z, Y) v,(dz), 0 
from which by letting n tend to cc we get (3.6). 0 
Remark 3.3. (1) If v+ and v_ are in GKd, (iii) has been proved in Blanchard and Ma 
(1990). 
(2) If v = V. m and V is bounded and continuous, Eq. (3.6) means that q(t, x, y) is 
the fundamental solution for the heat equation (3.1). So for general v E 2, we also call 
q(t, x, y) the fundamental solution for (3.1). 
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Now we turn to the problem of the series expansion of q(t, x, y) and the analytic 
continuation in time t of q(t, x, y). To begin with we prepare a lemma. Throughout 
this paper we denote by C the field of complex numbers and set 
Lemma 3.4. For x, y, z, ,..., z, E Rd and t E C+, we put 
s 
n+1 
Wn(t,x,y,z~,...,~,)= n ,jl ~(t(sk-s~-~),zk-1,zk)d~~ . ..ds., n 2 1, (3.8) 
n 
where zo = y,z,+r = x,so = 0, s,+r = 1, Ll, = {(sr )...). s,):O < s1 < ... < s, < l}. 
Then 
j 
w,(r, x, Y, ~1, . . ..z.) dzl ... dz, = $0, x, Y), t > 0, (3.9) 
wdY 
sup IV,(t, x, y, zr, . . . . z,) I 
Cl5flCZ 0 
2 
(d/2)@+ 1)
Wn(c2, x9 Y, 21, . . > Z”), (3.10) 
where 0 < c1 < c2. Denote 9(c,, c2) = {t E @+: 1 t 1 < c2, Ret > cl 1. We have 
sup IW”(t,X,y,zl,...,z”)I I ~C*ICl)d’“+1~~“~c22/~l,~,y,~1,~~~,~n~. (3.11) 
IE9(Cl, c2) 
Moreover, for fixed x, y, zl, . . . . z,, W,,(*, x, y, zl, . . . . z,,) is an analytic function 
on @+. 
Proof. We leave the proof to the reader. 0 
Theorem 3.5. Let v E 2. Let t > 0 and x, y E Rd. If E, ,,,, l[eAi”] < CO, then q( t, x, y) 
(de3ned by (3.6)) admits the following Dyson’s series expansion: 
40, x, Y) = P(C x, Y) + f ( - t) s ~n(~,x,~,zl,...,zn)v(dzl)...~~(dz,), n=l W)” 
where the series is absolutely convergent. 
Proof. We denote by (A,, t 2 the AF with v. Since A, 1 A!“‘, we 
q(t,x,y)= f q%.Y,,CA:IPw>Y) 
n=o n. 
=p(cx,y)+ f (- l)“%(~,X,Y), 
n=1 
(3.13) 
where q,,(t, x, y) is defined by (3.3) and the series is absolutely convergent. 
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According to the proof of Lemma 3.1, we have 
f 
q,(t, x, Y) = 
s s 
ds wd qn- 1 (t -s, z, Y)P(S> x, YMdz). 
0 
225 
(3.14) 
By induction it is easy to prove that 
4”(C x, Y) = t” 
s (Wd)” 
wn(t, x, Y, ~1, . . ..4v(dzJ ... v&W. 
The theorem is proved. 0 
Theorem 3.6. Let v E 2 and let x, y E IWd. Zfd I 2 and [Ex,y,t[eA~V’] < 00, vt > 0 or if 
d 2 3 and 
IE X9Y.f 
[ 1 t+!” <00 ) va>o, t>o, (3.15) 
then q(t, x, y) (dejined by (3.6)) has an analytic continuation in t on C+ and is given by 
qk x, Y) = Pk x, Y) + f ( - t) 
s (IWdT 
Wn(t,~,y,zl,...,z,)v(dzl)...v(dz,), 
II=1 
t E @+, (3.16) 
where the series is absolutely convergent and locally uniformly convergent in t on C+. 
Moreover, we have the following estimate: 
(3.17) 
where a, = (ItI/Ret)d’2-1, T= It12/Ret. 
Proof. Let t E @+. We denote by J,(t) the nth term in the series (3.16). We have 
IJnWl 5 IV 
s (Iwd)” 
I w,(t, X,Y, ~1. . ..> z,)lvl(dzd... Ivl(W 
=,t,n(~~(“+‘)‘2s,,d)~ K(~,X,Y,Zl ,...> I”) 
Ivl(dzd ..- Ivl@.) 
lvl(dzl) ... lvl(W. (3.18) 
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Hence, if d 5 2, then 
; H,,(t); 
if d 2 3, then for t E g(cr, c2) = {t E @+: ItI < c2, Re t > cl] 
c2 0 
(d/2 - 1)n 
x - lvl(dz,)...lvl(dz,). 
Cl 
G K,,(t). 
In both cases, the series C,“=, H,(t) and I,“=, K,(t) are uniformly convergent in 
g(cr, c2), in view of (3.11) and assumption (3.15). This implies that the series 
C,“=, IJn(t)l is uniformly convergent in g(c,, c2). On the other hand, by (3.11) the 
integrand W,( t, ..) in the definition of J,(t) is uniformly integrable in t for 
t E 9(r,, c2). Thus, each J,(t) is analytic on @+ and by Weierstrass’ theorem q(t, x, y), 
defined by (3.16) is analytic on Cc. By (3.12) the latter must be the unique analytic 
continuation on @+ of q(t, x, y). Finally, (3.17) follows from (3.18). 0 
The following theorem shows that for every ,I E C+, q(k, x, y) is the fundamental 
solution of the following equation: 
(3.19) 
Theorem 3.7. Let v E A?. !f‘d 5 2 and lE,,,.,[e”!“] < ccfor all x, y E Rd and t > 0, or 
tj” d 2 3 and (3.15) holds for all x, y E Rd, then q(At, x, y) (/I E @ +, t > 0), dejned by 
(3.16), satisjies the following equation: 
f 
q(lt, x, y) = p(it, x, y) - i. 
s s 
ds 
iWd 
p(i(t - s),x,z)q(3.s, -7, y)v(dz), /I E @+. (3.20) 
0 
Proof. First of all, by Theorem 3.2 we know that (3.20) holds for 3, > 0. Next, by 
Theorem 3.6, as a function of 2, q(k, z, y) is analytic on C +. On the other hand, using 
the estimate (3.17) it is easy to prove that the integrand in (3.20) is locally uniformly 
integrable on C +. Thus, the resulting integral must be analytic on C +. Consequently, 
(3.20) holds for all 3. E @ +. 0 
Corollary 3.8. Let v E A@ be such that I VI E GKd. Then for anyjxed x, y E [Wd, q(t, x, y) 
(dejined by (3.6)) has an analytic continuation (in t) on @+ and it is given by (3.16). 
Moreoaer, (3.17) and (3.20) hold. 
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4. FS for a Schriidinger equation with purely imaginary mass and its analytic 
continuation 
In this section we consider the following “heat equation”: 
(4.1) 
where A > 0 and v E 2 (see (2.11)). This equation can be regarded as Schrbdinger 
equation (1.1) with PI = 1 and a purely imaginary mass M = AP1 i. 
Let 52 = C([O, cu ), Rd). Let x, y E Rd, t > 0, i > 0, for 0 E 52, we put 
(4.2) 
We denote Pi,,,, = P, 0 (Ht,,,, )- ‘. It is easy to see that under Pt,,,,, (X,, 0 < s < t) is 
a Brownian bridge from x to y on [0, t] with variance parameter 2 and (X,, t I s I t) 
is a Brownian motion (starting at y) with variance parameter 1,. That is, 
~~,&Gl E dxl, . . ..X.” E dx,; Xtn_ E dx,+z, .. . , X,,+_ E dx,+,lpW, x, y) 
IlfWl 
= n P(&- tk-l),xk-l,xk)dxl...dx,dx,+z...dx,+,, 
k=l 
(4.3) 
whereO=t,<t,... <t,+l=t<t,+z< . ..t.+,< oo,xO=x,x,+l=y. 
Let v E J? and (A:, t 2 0) be the AF associated with v. For i > 0 put 
4% x, Y) = PW, -y, y) E:,,.l CemiAFI. (4.4) 
Here we have used the convention e-‘” = 0. We call q”(t, x, y) the fundamental 
solution of (4.1). 
By proofs analogous to that of Theorems 3.2, 3.6 and 3.7 we can obtain the 
following results. 
Theorem 4.1. Let v E 2 and 2 > 0. We dejke q’(t, x, y) by (4.4). Then 
lq’(t, x, y)I < cc for x, y E Rd and t > 0. Moreover, q’(t, x, y) satis$es the following 
properties: 
(i) SIWd q’(t, x, y)f(y) dy = [E~[e-iA~f(X,)l, vfebg(R”), vx E Rd, vt > 0; 
(ii) qA(t, x, y) = q’(t, y, x), Vt > 0, x, y E Rd; 
(iii) q’(t + s, x, y,) = S Rd 4% x, z) q’(t, 2, Y) dz, t/s, t > 0, x, Y E Rd ; 
Theorem 4.2. Let v E A@ and let x, y E Rd. If 
E,,y,t [e aAl” 2 ] < co, Vx > 0, t > (4.5) 
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then for each jxed t > 0, ql(t, x, y) (defined by (4.4)) as a function of ,I, has an analytic 
continuation on C, and it is given by 
4% x, Y) = P(k x, Y) 
+ f ( - it) 
n=l s (Wd)” 
W’,,(I& x, y, zr, . . . . z,)v(dz,) ... v(dz,), /1. E C, (4.6) 
where the series is absolutely convergent and locally uniformly convergent in 2. on @ +. 
Moreover, we have the following estimate: 
(4.7) 
where c(~ = 121 d12-2(Re%)1-d’2, T= I,IIZt/ReIL. 
Theorem 4.3. Let v E J&? and 1 E @ +. Assume (4.5) holds for all x, y E Rd. Then 
qi(t, x, y), defined by (4.6), satisfies the following equation: 
f 
q’(t, x, y) = p(k, x, y) - i 
s s 
ds 4% - s, z, Y) p(k x, z) v(dz). (4.8) 
0 R" 
Corollary 4.4. Let v E 2 be such that I VI E GKd. Then for anyjixed x, y E Rd and t > 0, 
qi(t, x, y) (defined by (4.4)) has an analytic continuation (in 2) on C+ and it is given by 
(4.6). Moreover, (4.7) and (4.8) hold. 
Remark. Theorem 4.3 shows that under condition (4.5) for every 1 E @+, q’(t, x, y), 
defined by (4.6), is the fundamental solution for the following equation: 
(4.9) 
the latter can be considered as Schrodinger equation (1.1) with h = 1 and a complex 
mass M = AP ’ i. So it is hoped that we can take qi+’ (t, x, y) as an approximation of 
the propagator G(t, x, y) if E > 0 is small enough. 
5. Application to Feynman integrals 
After a real scaling of x and t, the Schrodinger equation (1.1) is reduced to 
ICI, $(O, 4 = f (x), (5.1) 
where v E 2. Here the Schriidinger operator H” = - fA + v is understood as the 
form sum of - $A and v. For its precise meaning we refer the reader to Albeverio 
et al. (1992). 
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By developing an idea of Johnson (1988) a very general result about analytic (in 
time) operator-valued Feynman integrals has been obtained in Albeverio et al. (1992). 
Let A; be the AF associated with v and let F; denote exp{ - AYJ. For t > 0, 
f E L2(Rd, C) and x E [Wd, put 
(J’(Vf)(x) = EX(e”Yf(w(t))). (5.2) 
If for every t > 0, (5.2) defines J’(F”) as a bounded linear operator on L* (Rd, C) and, 
in addition, has an extension as a function oft to an analytic operator-valued function 
on C, and a strongly continuous function on c+ = {z E @, Rez 2 0}, then it is said 
that J’(F”) exists for all t E C+. When t is purely imaginary, J’(F’) is called the 
analytic (in time) operator-valued Feynman integral of F”. 
Under mild assumptions on v, for instance, 1 v 1 E GKd, it was shown in Albeverio 
et al. (1992) that J’(F”) exists for all t E c+ and we have 
J’(F”) = eetH’, 
where eetHY is given meaning via the spectral theorem applied to the self-adjoint 
operator H” which is bounded from below. In particular, we have 
,it(Fv) = ,-irH’. 
(5.3) 
The following theorem gives an explicit expression for the wave function $(t, x), 
when the potential v is the difference of two measures of Kato class. 
Theorem 5.1. Let v E A%? be such that (VI E GKd. Thenfor every t > 0 andf E L* (Rd, C) 
we have 
(eeirH’f)(x) = lim 
s 
q(& + it, x, Y)S(Y) dy, (5.4) 
El0 iWd 
where q(E + it, x, y) is dejined by (3.16) and the limit in (5.4) is taken in the sense qf 
L*-convergence in L* (Rd, C). 
Proof. According to Proposition 3.4.3 of Albeverio et al. (1992) J’(F”) exists for all 
t E c+ and (5.3) holds. For t E C,, put 
T&4 = s a8d q(t, x> y)fb)dy, 
where q(t, x, y) is defined by (3.16). Since ~1~1 E GKd for all IY > 0, from (3.17) we see 
that T, is a bounded linear operator on L2(Rd, C). As an operator-valued function of 
t, T, is clearly analytic on C,. However, for t > 0, we have T, = J’(F”). So by 
uniqueness of the analytic continuation, we have T, = J’(F’) for all t E @+. Thus, by 
(5.3) and in view of the strong continuity of J’(F’) on C+, we get (5.4). 0 
According to Theorem 5.1, we can take q(.z + it, x, y) as an approximation of the 
propagator G(t, x, y) if E > 0 is small enough. The following theorem proposes another 
expression for q(At, x, y) when v = I/. m with V being a real Bore1 function on lWd. 
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Theorem 5.2. Let V be a real Borelfunction on Rd such that 
Ex,Y,t[e~~‘~(XJds] < co, va > 0, vt > 0. 
Let q(t, x, y) be given by (3.16). Put 
fx,,,,(4 = bCe_ 
/tj; V(x + s(y - x) + &&I(S) - sw(l)))ds 
1, 2 >o. 
Then fx,,.,(A) has an analytic continuation on C+ and we have 
cm x, Y) = Pm x, Y) f 2-l In %I(4 x, Y) ___ ( 1 il+l 9 iE@+, Ill=0 
where a& x, Y) =fx,,,,U) and 
%dt, x, y) = f 
(m - 1)!2k 
k=l k!(m - ,q!(k _ ,)!f=J)~ m 2 l. 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
Proof. By (3.6), we have 
q(lt, x, y) = p(;lt, x, y) Ex,y,& [CR’ V(W(s)ds] 
= P(;lt, x, y) ~~ p-J$ I’(x +(sli.t)(~ -x) +W(~)-(s//lf)f~(~t))d~, 
= p@t, x, Y) E. Ce - It I:, V(x + s(y - x) + w(lrs) ~ sm(i.r))ds 1 
= p(k x, Y) b Ce- if J:, V(x + s(y - x) + fi(w(s) - sw( I ))ds 1 
= p(/2t, x, y)fw.z@), A > 0. (5.9) 
According to Theorem 3.6, fx.Y,t(/2) has an analytic continuation on @+. Put 
&,,,r(Q) =f*,y,t s 7 
( > 
-1te<1. (5.10) 
Then g,_,(@ has an analytic continuation on (0 E C: 101 < 11. Thus, by (5.9), we have 
2-l 
q(k x> Y) = p(k % Y)&,,,, /1+1 ( 1 
i-1” 
= PC% x, Y) f ; s?;.m ;1+1 
( > 
9 iE@, 
m=O m. 
On the other hand, if - 1 < 8 < 1, then 
(5.11) 
l+Q 
g(O) =f 1_8 ( > =k~o~fY1,(~- 1) 
= kgo ;fw (A)” 
=f(l) + ,g $(l) f @ + ;!- l)!(k - l)!Bk+’ 
I=0 
=f(l) + f 
m=1 ( 
,z, ,I,d”‘,,t;p: I),fY+m. 
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Consequently, we have g(0) = f( 1) and 
$,t(O) = f trn - 1)!2k 
k=l k!(m - k)!(k - l)! 
fllf’,,&l), m 2 1. 
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(5.12) 
From (5.11) and (5.12) we obtain (5.7). 0 
Remark 5.3. If we let 2 = i in (5.7) we obtain a formal expression of the propagator 
G(t, x, Y): 
W, x, Y) = Ait, x, Y) f ( - 9”’ 4t, x7 Y). (5.13) 
m=o 
In general, the series appeared in (5.13) may be divergent. However, it is hoped that we 
can use a partial sum to give an approximation of G(t, x, y). 
We end this section with a simple result on the one-dimensional Schrddinger 
equation. 
Theorem 5.4. Let v be ajinite signed measure on (KY, W(W)). The fundamental solutionfor 
the Schriidinger equation a,+ = i(A/2 - v)ll/ exists and is given by 
G(t, x, y) = p(it, x, y) + f ( - it) 
s 
K(it, x, y, ZI, . . . . z,)v(dz&..v(dz,), (5.14) 
II=1 UP 
where the series is absolutely convergent and locally uniformly convergent in t on (0, CC ). 
Proof. By (3.8) we have 
s n+l ) W,(it, x, y, zl ,..., z,)l = (2xt)-‘“+ l)‘* * k~1(~k-Sk-l)-1’2dS1...ds. n 
= (2,t)-‘“+‘“2 7c(“+1)‘2 
r((n + 1)/z) 
n+1 -1 = (2t)_ (n+lW J- _ ) ( 1 2 
which implies the assertion about the convergence of the series in (5.14). We leave the 
proof of the following equation to the reader: 
f 
G(t, x, y) = p(it, x, y) - i 
s s 
ds p(i (t - s), x, z)G(s, z, y)v(dz). 
0 w 
This equation means G(t, x, y) is the fundamental solution for 
equation a,$ = i(A/2 - V)lc/. 0 
(5.15) 
the Schrddinger 
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