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Abstract
For q ∈ C transcendental over Q, we give an algorithmic construction of an order-isomorphism between
the set of H-primes of Oq(Mn(C)) and the sub-poset S of the (reverse) Bruhat order of the symmetric
group S2n consisting of those permutations that move any integer by no more than n positions. Further, we
describe the permutations that correspond via this bijection to rank t H-primes. More precisely, we establish
the following result. Imagine that there is a barrier between positions n and n+ 1. Then a 2n-permutation
σ ∈ S corresponds to a rank t H-invariant prime ideal of Oq(Mn(C)) if and only if the number of integers
that are moved by σ from the right to the left of this barrier is exactly n − t . The existence of such an
order-isomorphism was conjectured by Goodearl and Lenagan.
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Introduction
Let m and p be two integers greater than or equal to 2, and let q be a complex number
transcendental over Q. Denote by A = Oq(Mm,p(C)) the quantization of the ring of regu-
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140 S. Launois / Journal of Algebra 309 (2007) 139–167lar functions on m × p matrices with entries in C and by (Zi,α)(i,α)∈[[1,m]]×[[1,p]] the matrix
of its canonical generators. It is well known that the group H := (C∗)m+p acts on A by C-
automorphisms via:
(a1, . . . , am, b1, . . . , bp).Zi,α = aibαZi,α
(
(i, α) ∈ [[1,m]] × [[1,p]]).
In [10], Goodearl and Letzter have shown that the set H-Spec(A) of all H-invariant prime
ideals of A is finite and that, in order to calculate the prime and primitive spectra of A, it is enough
to determine the H-invariant prime ideals of A. More precisely, they have shown that the prime
spectrum of A admits a natural stratification, indexed by the finite setH-Spec(A), such that each
stratum is Zariski-homeomorphic to the prime spectrum of a commutative Laurent polynomial
ring over C. Further, let us mention that this stratification is a powerful tool to recognize the
primitive ideals since Goodearl and Letzter have also proved that the primitive ideals of A are
precisely the primes of A that are maximal in their strata (see [10]).
Hence, to understand the prime and primitive spectra of A, the first step is to study these H-
invariant prime ideals. Much progress has been made recently to understand these ideals. First,
in the case where m = p, Goodearl and Lenagan have shown that, in order to obtain descrip-
tions of all the H-invariant prime ideals of A, we just need to determine the H-invariant prime
ideals of certain “localized step-triangular factors” of A (see [7, Theorem 3.5]). Using this result,
Goodearl and Lenagan have computed the H-invariant prime ideals of Oq(M2(C)) (see [7])
and Oq(M3(C)) (see [8]). Next, using the theory of deleting-derivations (see [4]), Cauchon has
given a description of the set H-Spec(A). As a consequence of this description, he has obtained
a formula for the total number of H-invariant prime ideals in A (see [5, Proposition 3.3.2]). Still
using Cauchon’s theory of deleting-derivations, we have proved (see [19]) that the H-invariant
prime ideals in A are generated by quantum minors, as conjectured by Goodearl and Lenagan.
This result has allowed us to construct an algorithm which provides an explicit generating set of
quantum minors for each H-invariant prime ideal in A (see [18]).
In this paper we investigate the combinatorics of the setH-Spec(A). More precisely, Goodearl
and Lenagan have conjectured that, in the case where m = p, there exists an explicit order-
isomorphism between H-Spec(Oq(Mm(C))) and the sub-poset of the (reverse) Bruhat order
of S2m consisting of those permutations that move any integer by no more than m positions.
The main goal of this paper is to construct such an order-isomorphism. In fact, we will con-
struct an order-isomorphism between H-Spec(A) and the sub-poset S := {σ ∈ Sm+p | −p 
i − σ(i)m for all i ∈ [[1,m + p]]} of the (reverse) Bruhat order of Sm+p . To do this, we will
use the (m,p) deleting-derivations algorithm that we have introduced in [19] to prove that the
H-invariant prime ideals of A are generated by quantum minors. Set n := m+p. This algorithm
consists of certain changes of variables in the field of fractions of R := Oq(Mn(C)). It is in-
teresting to note that, at the step (m,m) of this algorithm, the subalgebra R(m,m) of Fract(R)
generated by the new indeterminates is isomorphic to an iterated Ore extension of A that does
not involve σ -derivations. This fact allows us to define an embedding from H-Spec(A) into
a subset of Spec(R(m,m)), the image of J ∈ H-Spec(A) just being the ideal of R(m,m) gen-
erated by J . Next, using some suitable localizations and contractions related to the involved
changes of variables, we are able to extend this embedding to an embedding from H-Spec(A)
into the set of those primes of R that are invariant under the natural action of HR := (C∗)2n
on R and that do not contain the quantum determinant of R. Note that the construction of
this embedding is in fact algorithmic and is done with a finite number of simple steps. Fi-
nally, using classical results of localization theory together with the isomorphism between
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we obtain an order-embedding ψ from H-Spec(A) into the set H′R-Spec(Oq(SLn(C))) of those
primes of the quantum group Oq(SLn(C)) that are invariant under the natural action of the group
H′R := {(a1, . . . , an, b1, . . . , bn) ∈ (C∗)2n | a1 . . . anb1 . . . bn = 1} on Oq(SLn(C)).
Since q is transcendental over Q, the set H′R-Spec(Oq(SLn(C))) is well known. Using the
partition of Spec(Oq(SLn(C))) constructed by Hodges and Levasseur (see [11,12]), and a theo-
rem of Joseph (see [13]), Brown and Goodearl have shown (see [1]) that this set is parametrized
by Sn × Sn, and that, for each w ∈ Sn × Sn, the corresponding ideal Iw is generated by some ex-
plicit quantum minors. So, in order to compute the image of ψ , we first establish some technical
criteria for a quantum minor to belong to a prime ideal in the image of ψ . Then these tools allow
us to prove that the image of ψ is contained in the set of those Iw0,w0σ such that σ ∈ S (where
w0 denotes the longest element of Sn). Finally, we observe that these two sets have the same
cardinality, so that they are actually equal. As a consequence, ψ induces an order-isomorphism
between H-Spec(A) and the set of those Iw0,w0σ with σ ∈ S . Naturally the inverse of this bijec-
tion allows us to construct an order-isomorphism Ξ from S onto H-Spec(A).
Note that, very recently, Brown, Goodearl and Yakimov (see [3]) have investigated the geom-
etry of the Poisson variety Mm,p(C), where the Poisson structure is the standard one that can
be obtained from commutators of Oq(Mm,p(C)). (This Poisson structure must be viewed as the
semi-classical limit of the quantization Oq(Mm,p(C)).) Their results together with the bijection
Ξ constructed in this paper prove the existence of a bijection between H-Spec(Oq(Mm,p(C)))
and the set of H-orbits of symplectic leaves in Mm,p(C).
In the last section of the paper, assuming that m = p, we describe the permutations that cor-
respond via this bijection Ξ to rank t H-primes in A, that is, to those H-invariant prime ideals
of A which contain all (t + 1)× (t + 1) quantum minors but not all t × t quantum minors. More
precisely, we establish the following result. Imagine that there is a barrier between positions m
and m+ 1. Then a 2m-permutation σ belonging to S corresponds to a rank t H-invariant prime
ideal of A if and only if the number of integers that are moved by σ from the right to the left
of this barrier is exactly m− t . The existence of an order-isomorphism from S onto H-Spec(A)
with such properties was conjectured by Goodearl and Lenagan.
Note that the question of constructing an order-isomorphism as above remains open for a
general base field K and a non-zero q ∈ K not a root of unity. However we have to say that, if we
restrict to K = C and q transcendental over Q, it is only for a technical condition: the ideals Iw
(w ∈ Sn × Sn) introduced by Hodges and Levasseur in [11] are known to be prime only in this
case (see [13]).
Throughout this paper, we use the following conventions.
• If I is a finite set, |I | denotes its cardinality.
• C denotes the field of complex numbers and we set C∗ := C \ {0}.
• q ∈ C∗ is transcendental over Q.
• m,p denote two positive integers with m,p  2, and we set n := m+ p.
• A = Oq(Mm,p(C)) denotes the quantization of the ring of regular functions on m× p ma-
trices with entries in C; it is the C-algebra generated by the m × p indeterminates Zi,α ,
1 i m and 1 α  p, subject to the following relations.
If
( x y
z t
)
is any 2 × 2 sub-matrix of Z := (Zi,α)(i,α)∈[[1,m]]×[[1,p]], then
1. yx = q−1xy, zx = q−1xz, zy = yz, ty = q−1yt , tz = q−1zt .
2. tx = xt − (q − q−1)yz.
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ators Zi,α adjoined in lexicographic order. Thus the ring A is a Noetherian domain. Moreover,
since q is transcendental over Q, it follows from [9, Theorem 3.2] that all prime ideals of A are
completely prime.
• It is well known that the group H := (C∗)m+p acts on A by C-algebra automorphisms via:
(a1, . . . , am, b1, . . . , bp).Zi,α = aibαZi,α ∀(i, α) ∈ [[1,m]] × [[1,p]].
An ideal I of A is said to beH-invariant if h.I = I for all h ∈H. We denote byH-Spec(A)
the set of H-invariant prime ideals of A. Recall (see [10, 5.7.(i)]) that A has only finitely
many H-invariant prime ideals.
• More generally, if H is a group acting on an algebra R, we say that an ideal J of A is H -
invariant if h.J = J for all h ∈ H , and we denote by H -Spec(R) the set of H -invariant
prime ideals of R. Moreover, a non-zero element x ∈R such that h.x ∈ C∗x for each h ∈ H
is called an H -eigenvector of R.
1. Cardinality of some subsets of Sn
Recall that n = m + p. We denote by Sn the group of permutations of [[1, n]] and by w0 the
longest element of Sn. Recall that w0(i) = n+1−i for all i ∈ [[1, n]] and that w0 = s1,ns2,n−1 . . . ,
where si,j denotes the transposition associated to i and j (i = j ).
In this section, we are going to study the following sub-poset of the (reverse) Bruhat ordering
of Sn:
S := {σ ∈ Sn | σ  σ0},
where σ0 is the n-permutation defined by
σ0(i) =
{
p + i if i ∈ [[1,m]],
i −m else.
In fact, our main aim in this section is to prove that the cardinality of S is equal to the poly-
Bernoulli number B(−m)p (the reader is referred to [15] for a precise definition of poly-Bernoulli
numbers). To do this, we will first rewrite the sub-poset S of the (reverse) Bruhat order of Sn as
a subset of Sn of restricted permutations. More precisely, we will show that
S = {σ ∈ Sn ∣∣−p  i − σ(i)m for all i ∈ [[1, n]]}.
Next we will rewrite the formula obtained by Vesztergombi for the cardinality of this set of
restricted permutations (see [23]) in order to show that |S| = B(−m)p . As a corollary, we obtain
that S has the same cardinality asH-Spec(A). This result will be a key-point in order to construct
in the sequel an explicit order-isomorphism from S onto H-Spec(A).
Finally, in the case where m = p, we also compute the cardinality of some subsets St (t ∈
[[0,m]]) of S . We will see in the last section of this paper (see 5.2) that these subsets of S are
closely related to the rank t H-primes of A.
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To avoid any ambiguity, we need to make precise our convention for the Bruhat order. In this
paper, we will always work with the reverse of the usual Bruhat ordering introduced in [6], so
that id  σ w0 for all σ ∈ Sn.
Notation 1.1. Let σ,σ ′ ∈ Sn and j ∈ [[1, n− 1]]. If σ([[1, j ]]) = {σ1, . . . , σj } with σ1 < · · · < σj
and σ ′([[1, j ]]) = {σ ′1, . . . , σ ′j } with σ ′1 < · · · < σ ′j , then we write σ j σ ′ if σk  σ ′k for all
k ∈ [[1, j ]].
Recall (see [11, Proposition 1.8.1]) that the (reverse) Bruhat ordering can be characterized as
follows.
Proposition 1.2. Let σ,σ ′ ∈ Sn. Then σ  σ ′ if and only if σ j σ ′ for all j ∈ [[1, n− 1]].
1.2. The cardinality of S
Recall that n = m+p. Before computing the cardinality of S , we give another description of
this set in terms of restricted permutations. Note that this result also appears independently in [3,
Lemma 3.12].
Proposition 1.3. S = {σ ∈ Sn | −p  i − σ(i)m for all i ∈ [[1, n]]}.
Proof. Let T denote the set described in the statement of the proposition. First, let σ ∈ Sn such
that σ  σ0. Then it follows from Proposition 1.2 that, for all j ∈ [[1, n− 1]], we have σ j σ0.
We have to prove that, for all i ∈ [[1, n]], we have −p  i − σ(i)m. To do this, we distinguish
two cases.
• Assume that i ∈ [[1,m]]. Then it is clear that we have i − σ(i)m. On the other hand, since
σ i σ0 and σ0([[1, i]]) = {p + 1, . . . , p + i}, we have σ(i) p + i. Thus −p  i − σ(i) as
required.
• We now assume that i ∈ [[m + 1, n]]. Then we have i − σ(i)  m + 1 − n = 1 − p  −p.
On the other hand, since σ i−1 σ0 and σ0([[1, i − 1]]) = [[1, i − 1 −m]] ∪ [[p+ 1, n]], there
exist k1, . . . , ki−1−m ∈ [[1, i − 1]] such that σ(k1) = 1, . . . , σ (ki−1−m) = i − 1 − m. Hence
σ(i) i −m and so i − σ(i)m, as desired.
So we have just proved that S ⊆ T .
Let now σ ∈ T . We need to show that σ  σ0, that is, in view of Proposition 1.2, σ i σ0 for
all i ∈ [[1, n− 1]]. Once again, we distinguish two cases.
• Assume that i ∈ [[1,m]]. Since σ ∈ T , we have σ(j) p + j = σ0(j) for all j ∈ [[1, i]], so
that σ i σ0.
• Assume now that i ∈ [[m+ 1, n− 1]]. Since σ0([[1, i]]) = [[1, i −m]] ∪ [[p + 1, n]], to prove
that σ i σ0, it is sufficient to show that [[1, i − m]] ⊆ σ([[1, i]]). Let j ∈ [[i + 1, n]]. Since
σ ∈ T , we have σ(j)  j − m  i + 1 − m. Thus σ([[i + 1, n]]) ⊆ [[i + 1 − m,n]]. This
implies that [[1, i −m]] ⊆ σ([[1, i]]) as desired. 
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has computed this number. Hence, we deduce from [23, Theorem 4] and Proposition 1.3 the
following formula for the cardinality of S .
|S| = 2
p−1∑
i=0
(−1)p−1+i i!
(2 + i
i
)
(2 + i)m−1S(p, i + 1),
where S(l, k) denotes the Stirling number of second kind (see, for example, [22] for more details
on the Stirling numbers of second kind). Thus, we have
|S| =
p−1∑
i=0
(−1)p−1+i (i + 1)!(2 + i)mS(p, i + 1),
that is,
|S| = (−1)p
p∑
i=1
(−1)i i!(i + 1)mS(p, i). (1)
Observing that S(p,0) = 0, this leads to
|S| = (−1)p
p∑
i=0
(−1)i i!(i + 1)mS(p, i),
and so we deduce from [15, Theorem 1] that
|S| = B(−m)p ,
where B(−m)p denotes the poly-Bernoulli number associated to p and −m (see [15] for the defi-
nition of poly-Bernoulli numbers). To summarize, we have just proved the following statement.
Proposition 1.4. The cardinality of S is given by the poly-Bernoulli number B(−m)p (= B(−p)m ).
Recall that A = Oq(Mm,p(C)). To prove that |S| = |H-Spec(A)|, it remains to prove that
|H-Spec(A)| is also equal to the poly-Bernoulli number B(−m)p . In the case where m= p, Good-
earl and McCammond (unpublished) have rewritten the formula obtained by Cauchon (see [5,
Proposition 3.3.2]) for the total number of H-invariant prime ideals in A in order to prove
this result (see [16, 2.2]). In the non-square case, it can also be proved that the total number
of H-invariant prime ideals in A is equal to the poly-Bernoulli number B(−m)p by following
the reasoning of [5] and [16]. More precisely, the method of [5, Théorème 3.2.2] leads to
|H-Spec(A)| = |W(m,p)| = f (m,p) in the notation of [5, Conventions 3.3.1]. Hence, it fol-
lows from [5, Lemme 3.3.2] and its proof that
∣∣H-Spec(A)∣∣= p+1∑αk,pkm,
k=2
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α2,p
...
αp,p
αp+1,p
⎞⎟⎟⎟⎟⎠= B
⎛⎜⎜⎜⎜⎝
α2,p−1
...
αp,p−1
0
⎞⎟⎟⎟⎟⎠ ,
where B is the following p × p matrix:
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 0 · · · · · · · · · · · · 0
2 −2 0 ...
0 3 −3 . . . ...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · · · · · · · 0 p −p
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In order to compute the coefficients αk,p , observe that:
⎛⎜⎝
α2,p
...
αp+1,p
⎞⎟⎠= Bp−1
⎛⎜⎜⎜⎝
α2,1
0
...
0
⎞⎟⎟⎟⎠= Bp−1
⎛⎜⎜⎜⎝
1
0
...
0
⎞⎟⎟⎟⎠ .
In [5], Cauchon has studied the matrix B (that is called A in [5]). In particular, in the proof of [5,
Proposition 3.3.2], he proved that the kth entry of
Bp−1
⎛⎜⎜⎜⎝
1
0
...
0
⎞⎟⎟⎟⎠
is given by the following formula:
(−1)p−1
k∑
j=1
(−1)j−1
(
k
j
)
jp.
Hence, we get:
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k=2
αk,pk
m
= (2m · · · (p + 1)m )
⎛⎜⎝
α2,p
...
αp+1,p
⎞⎟⎠
= (−1)p−1
p+1∑
k=2
km
k−1∑
j=1
(−1)j−1
(
k − 1
j
)
jp.
That is,
∣∣H-Spec(A)∣∣= (−1)p p∑
k=1
(−1)kk!(k + 1)m
(
(−1)k
k!
k∑
j=1
(−1)j
(
k
j
)
jp
)
.
Recall (see [22, p. 34]) that (−1)k
k!
∑k
j=1(−1)j
(
k
j
)
jp = (−1)k
k!
∑k
j=0(−1)j
(
k
j
)
jp is equal to the
Stirling number of second kind S(p, k). Hence, we have:
∣∣H-Spec(A)∣∣= (−1)p p∑
k=1
(−1)kk!(k + 1)mS(p, k),
and thus, we deduce from Proposition 1.4 and (1) the following result.
Corollary 1.5. |H-Spec(A)| = |S| = B(−m)p .
1.3. Cardinality of some subsets of S when m= p.
In this paragraph, we assume that m= p, so that we have
S = {σ ∈ S2m ∣∣−m σ(i)− i m for all i ∈ [[1,2m]]}.
Now, imagine that there is a barrier between positions m and m+ 1. The aim of this section is to
count the 2m-permutations σ ∈ S such that the number of integers that are moved by σ from the
right to the left of this barrier is exactly t (t ∈ [[0,m]]).
Notation 1.6. For all t ∈ [[0,m]], we denote by St the set of those σ ∈ S such that∣∣{j ∈ [[m+ 1,2m]] ∣∣ σ(j)m}∣∣= t.
Proposition 1.7. For all t ∈ [[0,m]], we have |St | = [(m− t)!S(m+ 1,m− t + 1)]2.
Proof. Let σ ∈ S2m. First, observe that σ ∈ St if and only if there exist m + 1  j1 < · · · <
jt  2m and 1 i1 < · · ·< it m with
1. σ(jk)m for all k ∈ [[1, t]],
2. σ(l)m+ 1 for all l ∈ [[m+ 1,2m]] \ {j1, . . . , jt },
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4. σ(l)m for all l ∈ [[1,m]] \ {i1, . . . , it }, and
5. |σ(l)− l|m for all l ∈ [[1,2m]].
Note that the last condition is empty when l ∈ [[1,2m]] \ {i1, . . . , it , j1, . . . , jt }. However, in the
other cases, this condition is equivalent to jk −m σ(jk)m and m+ 1 σ(ik)m+ ik for
all k ∈ [[1, t]]. These observations imply that σ ∈ St if and only if there exist m+ 1 j1 < · · ·<
jt  2m and 1 i1 < · · ·< it m with
1. jk −m σ(jk)m for all k ∈ [[1, t]],
2. σ(l)m+ 1 for all l ∈ [[m+ 1,2m]] \ {j1, . . . , jt },
3. m+ 1 σ(ik)m+ ik for all k ∈ [[1, t]], and
4. σ(l)m for all l ∈ [[1,m]] \ {i1, . . . , it }.
Hence we have
|St | =
( ∑
m+1j1<···<jt2m
[2m− jt + 1][2m− jt−1] · · ·
[
2m− j1 + 1 − (t − 1)
])× (m− t)!
×
( ∑
1i1<···<itm
i1[i2 − 1] · · ·
[
it − (t − 1)
])× (m− t)!.
Next, by means of the changes of variables αk = 2m− jt+1−k + 1, this leads to
|St | =
(
(m− t)!
∑
1i1<···<itm
i1[i2 − 1] · · ·
[
it − (t − 1)
])2
.
Set
u(m, t) :=
∑
1i1<···<itm
i1[i2 − 1] · · ·
[
it − (t − 1)
]
(with the convention that u(m,0) := 1). In view of the previous equality, to prove that |St | =
[(m− t)!S(m+ 1,m− t + 1)]2, it just remains to prove that u(m, t) = S(m+ 1,m− t + 1) for
all m 1 and t ∈ [[0,m]]. We proceed by induction on m.
If m = 1, then obvious computations lead to u(1,0) = 1 = S(2,2) and u(1,1) = 1 = S(2,1),
as desired. Assume now that m> 1. If t = 0, then we have u(m,0) = 1 = S(m + 1,m + 1), as
desired. Let now t ∈ [[1,m]]. Then we have
u(m, t) =
∑
1i1<···<it−1m−1
i1[i2 − 1] · · ·
[
m− (t − 1)]
+
∑
1i1<···<itm−1
i1[i2 − 1] · · ·
[
it − (t − 1)
]
,
that is,
u(m, t) = (m− t + 1)u(m− 1, t − 1)+ u(m− 1, t).
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S(m,m− t). Now it is well known that the Stirling numbers of second kind satisfy the following
recurrence (see, for instance, [22, p. 33, (23)]):
S(m+ 1,m+ 1 − t) = (m− t + 1)S(m,m+ 1 − t)+ S(m,m− t),
so that u(m, t) = S(m+ 1,m+ 1 − t), as desired. 
2. Combinatorics of H′R-Spec(Oq(SLn(C)))
In this section, we recall the description of the set H′R-Spec(Oq(SLn(C))) of those prime
ideals of Oq(SLn(C)) that are invariant under the natural action of the group H′R := {(a1, . . . ,
an, b1, . . . , bn) ∈ (C∗)2n | a1 . . . anb1 . . . bn = 1} on this algebra. This description was ob-
tained by Brown and Goodearl (see [1]) by using the partition of Spec(Oq(SLn(C))) con-
structed by Hodges and Levasseur (see [11,12]) and will play a central role to describe the
H-primes of Oq(Mm,p(C)): we will construct in the next section an embedding from H-
Spec(Oq(Mm,p(C))) into H′R-Spec(Oq(SLn(C))) whose image will be determined in Sec-
tion 5.1 using this description of the set H′R-Spec(Oq(SLn(C))).
2.1. Torus actions on Oq(Mn(C)) and some related algebras
In this section, we fix some notations that will be used in the sequel of that paper. Recall that
throughout this paper, we have fixed n = m+ p.
• We denote by R = Oq(Mn(C)) the quantization of the ring of regular functions on n × n
matrices with entries in C and by Yi,α , 1 i, α  n, its canonical generators. Recall that the
ring R is a Noetherian domain and that, since q is transcendental over Q, it follows from [9,
Theorem 3.2] that all prime ideals of R are completely prime.
• It is well known that the group HR := (C∗)2n acts on R by C-algebra automorphisms via:
(a1, . . . , an, b1, . . . , bn).Yi,α = aibαYi,α ∀(i, α) ∈ [[1, n]]2.
It follows from [10, 5.7.(i)] that R has only finitely many HR-invariant prime ideals.
• We now recall the notion of quantum minors. Let K denote a C-algebra. Let u and v be
two positive integers and let M = (xi,α)(i,α)∈[[1,u]]×[[1,v]] be an u × v matrix with entries
in K . The quantum minor of M associated to the rows i1, . . . , it and the columns α1, . . . , αt
(t ∈ [[1,min(u, v)]], 1 i1 < · · · < it  u, 1 α1 < · · · < αt  v) is the following element
of K :
detq(xi,α) i=i1,...,it
α=α1,...,αt
:=
∑
σ∈St
(−q)l(σ )xi1,ασ(1) · · ·xit ,ασ(t) ,
where l(σ ) denotes the length of the t-permutation σ . Note that alternate formulas for quan-
tum minors which the reader might have seen, such as in the monograph of Parshall and
Wang (see [21]), may not hold unless the corresponding matrix is a q-quantum matrix.
• We denote by Δ the quantum determinant of R, that is,
Δ := detq(Yi,α)(i,α)∈[[1,n]]2 .
Recall that Δ belongs to the center of R.
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).• We denote by Oq(GLn(C)) the quantization of the ring of regular functions on GLn(C), that
is, Oq(GLn(C)) := R[Δ−1]. Recall that Oq(GLn(C)) is a Noetherian domain. Moreover,
since q is transcendental over Q, it follows from [2, Corollary II.6.10] that all prime ideals
of Oq(GLn(C)) are completely prime. Note also that, since Δ is an HR-eigenvector of R,
the action of HR on R induces an action of HR on Oq(GLn(C)).
• Let Oq(SLn(C)) be the quantization of the ring of regular functions on SLn(C) and by Xi,α
((i, α) ∈ [[1, n]]2) the canonical generators of Oq(SLn(C)), that is, we set
Oq
(
SLn(C)
) := R〈Δ− 1〉 and Xi,α := Yi,α + 〈Δ− 1〉 for all (i, α) ∈ [[1, n]]2.
Recall that Oq(SLn(C)) is a Noetherian domain (see [20]). Moreover, since q is transcen-
dental over Q, it follows from [2, Corollary II.6.10] that all prime ideals of Oq(SLn(C)) are
completely prime.
• Note that, because of the relation Δ = 1, the action of the torus HR on R does not induce
a corresponding action of HR on Oq(SLn(C)). To deal with this problem, we consider the
stabilizer H′R of the quantum determinant, that is, we set
H′R :=
{
(a1, . . . , an, b1, . . . , bn) ∈HR
∣∣ a1 . . . anb1 . . . bn = 1}.
This group H′R stabilizes Δ and so acts on Oq(SLn(C)) by C-algebra automorphisms via:
(a1, . . . , an, b1, . . . , bn).Xi,α = aibαXi,α ∀(i, α) ∈ [[1, n]]2.
Recall thatH′R-Spec(Oq(SLn(C))) denotes the set ofH′R-invariant prime ideals of Oq(SLn(C)
Since q is transcendental, it follows from [2, Theorem II.5.17] that H′R-Spec(Oq(SLn(C)))
is a finite set.
2.2. Description of H′R-Spec(Oq(SLn(C)))
In this section we recall the description of the set H′R-Spec(Oq(SLn(C))) that was obtained
by Brown and Goodearl (see [1]) following works of Hodges and Levasseur (see [11,12]) and
Joseph (see [13]).
Notation 2.1.
• For all j ∈ [[1, n − 1]] and y ∈ Sn, we set c+j,y := detq(Xi,α)(i,α)∈y([[1,j ]])×[[1,j ]] and c−j,y :=
detq(Xi,α)(i,α)∈y([[j+1,n]])×[[j+1,n]].
• Let w = (w+,w−) ∈ Sn × Sn. We denote by I+w+ and I−w− the following ideals of
Oq(SLn(C)):
I+w+ :=
〈
c+j,y
∣∣ j ∈ [[1, n− 1]], y ∈ Sn and y j w+〉
and
I−w− :=
〈
c−j,y
∣∣ j ∈ [[1, n− 1]], y ∈ Sn and y j w−〉.
Further, we set Iw := I+w + I−w .+ −
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of Oq(SLn(C)). Further, it follows from [11, Section 2.2] that Iw is equal to the ideal denoted∑n−1
i=1 (V +w+(i)
⊥R+ + V −w−(i)⊥R−) in [13]. Hence, since q is transcendental, we deduce
from [13, Theorem 3] that Iw = Qw , which is (completely) prime by [14, Proposition 10.3.5].
Hence each Iw is an H′R-invariant prime ideal of Oq(SLn(C)). In fact, there is no other H′R-
invariant prime ideal in Oq(SLn(C)) since Brown and Goodearl have shown (see [1]; see also [19,
Proposition 3.4.6]), using previous results of Hodges and Levasseur (see [11,12]) and Joseph
(see [13]), that
Proposition 2.2. H′R-Spec(Oq(SLn(C))) = {Iw | w ∈ Sn × Sn}.
In the sequel, Sn×Sn will always be endowed with the product order, that is, w = (w+,w−)
θ = (θ+, θ−) if and only if w+  θ+ and w−  θ− (where still denotes the reverse Bruhat order
on Sn).
Proposition 2.3. The map χ :Sn × Sn →H′R- Spec(Oq(SLn(C))) defined by χ(w) = Iw is an
order-isomorphism.
Proof. In view of Proposition 2.2, it just remains to show that χ and χ−1 are decreasing. Con-
cerning χ , it easily follows from the characterization of the (reverse) Bruhat ordering given
in Proposition 1.2 and the definition of Iw . So it just remains to deal with χ−1. Let J ⊆ K
be two H′R-invariant prime ideals of Oq(SLn(C)). There exist wJ and wK in Sn × Sn such
that J = IwJ and K = IwK . In order to prove that χ−1 is decreasing, we need to show that
wJ = (w+J ,w−J )  wK = (w+K,w−K), that is, w+J  w+K and w−J  w−K . Assume that this is not
the case. Then we have for instance w+J  w
+
K . It follows from Proposition 1.2 that there exists
j ∈ [[1, n − 1]] such that w+J j w+K and so we have c+j,w+K ∈ IwJ = J ⊆ K . Hence the quantum
minor c+
j,w+K
must belong to K = IwK . But, on the other hand, Hodges and Levasseur have shown
(see [11, Theorem 2.2.3]) that, for all i ∈ [[1, n− 1]], c+
i,w+K
/∈ IwK . This is a contradiction and so
we have w+J w
+
K and similarly w
−
J w
−
K , as required. 
3. An order-embedding from H-Spec(Oq(Mm,p(C))) into H′R-Spec(Oq(SLn(C)))
Recall that A = Oq(Mm,p(C)). Following the route sketched in the introduction, we con-
struct an order-embedding ψ :H-Spec(A) → H′R- Spec(Oq(SLn(C))). In order to do this, we
will use the “(m,p) deleting-derivations algorithm” introduced in [19]. This algorithm consists
of certain changes of variables in the field of fractions of R = Oq(Mn(C)). At the step (m,m)
of this algorithm, the subalgebra R(m,m) of Fract(R) generated by the new indeterminates is iso-
morphic to an iterated Ore extension of A that does not involve σ -derivations. This fact allows
the construction of an embedding from H-Spec(A) into a subset of Spec(R(m,m)), the image
of J ∈ H-Spec(A) just being the ideal of R(m,m) generated by J . Next, using some suitable
localizations and contractions related to the involved changes of variables, we are able to ex-
tend this embedding to an embedding from H-Spec(A) into {L ∈ HR-Spec(R) | Δ /∈ P }. The
end of the construction of the embedding ψ uses some classical results from localization theory
and the isomorphism Oq(SLn(C))[z, z−1]  Oq(GLn(C)) that was constructed by Levasseur and
Stafford in [20]. Note that the construction of this (order-)embedding ψ is implicit in [19] and
so, in this section, we will essentially recall results of [19].
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3.1. The (m,p) deleting-derivations algorithm in R
Define the relation “m” by
(i, α)m (j,β) ⇔
{
(i < j) or (i = j and α  β) if j > m,
(i m) and [(α > β) or (α = β and i  j)] if j m.
This defines a total ordering on N2 that we call the (m,p)-ordering on N2.
Notation 3.1.
• We set E = ([[1, n]]2 ∪ {(n,n+ 1)}) \ {(m,n)}.
• Let (j,β) ∈ E ∪ {(m,n)}. If (j,β) = (n,n + 1), then we denote by (j,β)+ the smallest
element (relative to m) of the set {(i, α) ∈ E | (i, α) >m (j,β)}.
Note that, for all (i, α) ∈E, we have (m− 1, n)m (i,α)m (n,n+ 1).
Recall (see [19, Proposition 3.2.6]) that R can be presented as an iterated Ore extension
over C, with the generators adjoined in the (m,p)-ordering. Moreover, [19, Proposition 3.2.6]
shows that the theory of the deleting-derivations (see [4]) can be applied to this iterated Ore
extension. The corresponding algorithm is called the (m,p) deleting-derivations algorithm. It is
known (see [19, paragraph 3]) that this algorithm consists of the construction, for each r ∈E, of
a family (Y (r)i,α )(i,α)∈[[1,n]]2 of elements of F = Fract(R), defined as follows.
1. If r = (n,n+ 1), then Y (r)i,α = Yi,α for all (i, α) ∈ [[1, n]]2.
2. Assume that r = (j,β) <m (n,n+1) and that the Y (r+)i,α ((i, α) ∈ [[1, n]]2) are already known.
If (i, α) ∈ [[1, n]]2, then
Y
(r)
i,α =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Y
(r+)
i,α − Y (r
+)
i,β (Y
(r+)
j,β )
−1Y (r
+)
j,α if j < i m and β < α,
Y
(r+)
i,α − Y (r
+)
i,β (Y
(r+)
j,β )
−1Y (r
+)
j,α if i < j, α < β and j > m
Y
(r+)
i,α otherwise.
Observe that the notations of this paper are not exactly the same as those of [19]. For conve-
nience, we have dropped throughout this paper almost every subscript m.
As in [19], if r ∈E, we denote by R(r) the following subalgebra of F = Fract(R):
R(r) := C〈Y (r)i,α ∣∣ (i, α) ∈ [[1, n]]2〉.
Moreover, we set R := R(m−1,n) and Vi,α := Y (m−1,n)i,α for all (i, α) ∈ [[1, n]]2.
The following observation is an easy consequence of the above formulae (that is, those for-
mulae that express the Y (j,β)i,α in terms of the Y
(j,β)+
i,α ).
Observation 3.2. Let (i, α) ∈ [[1, n]]2 and (j,β) ∈ E with (j,β) m (i,α)+. We have Vi,α =
Y
(j,β)
i,α , so that Vi,α belongs to R(j,β).
In particular, since (m,m)m (i, i) for all i ∈ [[1, n]], we have Vi,i = Y (m,m).i,i
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domain (see [4, Théorème 3.2.1]) and that Fract(R(j,β)) = Fract(R) (see [4, Théorème 3.3.1]).
Moreover (see [19, Section 3.2]) all prime ideals of R(j,β) are completely prime and the torus
HR acts by automorphisms on R(j,β) via:
(a1, . . . , an, b1, . . . , bn).Y
(j,β)
i,α = aibαY (j,β)i,α
for all (i, α) ∈ [[1, n]]2 and (a1, . . . , an, b1, . . . , bn) ∈HR .
Finally, recall (see [19, Lemme 3.2.11]) that the quantum determinant Δ of R belongs to all
these algebras, that is,
Δ ∈ R(j,β), ∀(j,β) ∈ E,
and that, in R(m,m), Δ is just the product of the diagonal indeterminates Vi,i = Y (m,m)i,i , that is,
Δ = Y (m,m)1,1 Y (m,m)2,2 · · ·Y (m,m)n,n = V1,1V2,2 · · ·Vn,n.
3.2. An order-embedding ι :H-Spec(A) →HR-Spec∗∗(R(m,m))
One reason the (m,p) deleting-derivations algorithm is interesting is that there is a natural
embedding from A into the algebra R(m,m) obtained from R at the step (m,m) of the algo-
rithm. More precisely, the subalgebra of R(m,m) generated by the Y (m,m)i,α with (i, α) ∈ [[1,m]] ×
[[m + 1, n]] can be identified with A, and the Y (m,m)i,α ((i, α) ∈ [[1,m]] × [[m + 1, n]]) with the
canonical generators of A (see [19, 3.3]). Thus we denote by A this subalgebra of R(m,m). More-
over, R(m,m) can be written as an iterated Ore extension of A that does not involve σ -derivations.
The following is [19, Proposition 3.3.3].
Proposition 3.3. Let J be an H-invariant prime ideal in A. Set
I :=
∑
ai,α∈N
JV
am,m
m,m V
am−1,m
m−1,m · · ·V a1,11,1 V am+1,1m+1,1 · · ·V an,nn,n .
I is an HR-invariant prime ideal of R(m,m) such that
1. I ∩A = J and
2. Vi,α /∈ I for all (m,m)m (i,α)m (n,n).
As in [19, Conventions 3.3.4], we need to introduce the following notations.
Notation 3.4. Let (j,β) ∈ E with (j,β) = (n,n+ 1).
• We set
Spec∗
(
R(j,β)
) := {P ∈ Spec(R(j,β)) ∣∣ (∀u ∈ [[1, n]]2) ((j,β)m u⇒ Vu /∈ P )}
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HR-Spec∗
(
R(j,β)
) :=HR-Spec(R(j,β))∩ Spec∗(R(j,β)).
• We set
Spec∗∗
(
R(j,β)
) := {P ∈ Spec∗(R(j,β)) ∣∣Δ /∈ P }
and
HR-Spec∗∗
(
R(j,β)
) :=HR-Spec(R(j,β))∩ Spec∗∗(R(j,β)).
Let J be an H-invariant prime ideal in A. Set
I :=
∑
ai,α∈N
JV
am,m
m,m V
am−1,m
m−1,m · · ·V a1,11,1 V am+1,1m+1,1 · · ·V an,nn,n .
Since I is a completely prime ideal of R(m,m) which does not contain the elements Y (m,m)k,k = Vk,k
(k ∈ [[1, n]]) (see Proposition 3.3), I does not contain the product V1,1V2,2 · · ·Vn,n. Since
this product is equal to the quantum determinant Δ (see [19, Lemme 3.2.11]), we obtain
that Δ does not belong to I . On the other hand, it follows from Proposition 3.3 that I ∈
HR-Spec∗(R(m,m)). Hence we conclude that I ∈HR-Spec∗∗(R(m,m)). This allows us to define a
map ι :H-Spec(A) →HR-Spec∗∗(R(m,m)) by
ι(J ) =
∑
ai,α∈N
JV
am,m
m,m V
am−1,m
m−1,m · · ·V a1,11,1 V am+1,1m+1,1 · · ·V an,nn,n .
An immediate consequence of Proposition 3.3 is the following result.
Proposition 3.5. The map ι :H-Spec(A) →HR-Spec∗∗(R(m,m)) defined by
ι(J ) =
∑
ai,α∈N
JV
am,m
m,m V
am−1,m
m−1,m · · ·V a1,11,1 V am+1,1m+1,1 · · ·V an,nn,n
is an order-embedding.
3.3. An order-embedding τ :HR- Spec∗∗(R(m,m)) → {P ∈HR-Spec(R) |Δ /∈ P }
In [19, 3.3], we associated to an ideal I ∈ HR-Spec∗∗(R(m,m)) a unique ideal L ∈ {P ∈
HR-Spec(R) | Δ /∈ P } by using some suitable localizations and contractions related to the (m,p)
deleting-derivations algorithm. In this section, we show that this construction leads to an order-
embedding τ :HR-Spec∗∗(R(m,m)) → {P ∈HR- Spec(R) |Δ /∈ P } .
Notation 3.6. We denote by Σj,β the multiplicative system of R(j,β) (respectively R(j,β)+ ) gen-
erated by Vj,β = Y (j,β) = Y (j,β)
+
.j,β j,β
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denominator set in both R(j,β) and R(j,β)+ , and that
R(j,β)Σ−1j,β = R(j,β)
+
Σ−1j,β .
Let (j,β) ∈ E with (m,m) m (j,β) m (n,n) and P ∈ HR-Spec∗∗(R(j,β)). Then P ∩
Σj,β = ∅, so that the ideal PΣ−1j,β is a completely prime ideal of R(j,β)Σ−1j,β = R(j,β)
+
Σ−1j,β .
Hence PΣ−1j,β ∩ R(j,β)
+ is a completely prime ideal of R(j,β)+ . Moreover, since P ∈
HR-Spec∗∗(R(j,β)), we deduce from [19, Lemmes 3.3.5 and 3.3.8] that PΣ−1j,β ∩ R(j,β)
+ ∈
HR-Spec∗∗(R(j,β)+). This allows us to define, for all (j,β) ∈ E with (m,m) m (j,β) m
(n,n), a map τj,β :HR-Spec∗∗(R(j,β)) →HR-Spec∗∗(R(j,β)+) by τj,β(P ) = PΣ−1j,β ∩ R(j,β)
+
.
Moreover, it is easy to show that
Proposition 3.7. For all (j,β) ∈ E such that (m,m)m (j,β)m (n,n), the map
τj,β :HR-Spec∗∗
(
R(j,β)
)→HR- Spec∗∗(R(j,β)+)
defined by τj,β(P ) = PΣ−1j,β ∩R(j,β)
+ is an order-embedding.
Moreover, Vj,β /∈ τj,β(P ) and P = τj,β(P )Σ−1j,β ∩R(j,β) for all P ∈HR-Spec∗∗(R(j,β)).
Composing the order-embeddings τi,α leads to the following statement.
Proposition 3.8. The composition τ := τn,n ◦· · ·◦τm+1,1 ◦τ1,1 ◦· · ·◦τm,m is an order-embedding
from HR-Spec∗∗(R(m,m)) into {P ∈HR-Spec(R) | Δ /∈ P }.
3.4. An order-isomorphism between {P ∈HR-Spec(R) |Δ /∈ P } and H′R-Spec(Oq(SLn(C)))
In this section, we deduce from classical results of localization theory and the isomorphism
Oq(SLn(C))[z, z−1]  Oq(GLn(C)) exhibited in [20] the construction of an order-isomorphism
between {P ∈HR- Spec(R) | Δ /∈ P } and H′R-Spec(Oq(SLn(C))).
First it is well known (see [2, Exercise II.1.J]) that the extension
 :
{
P ∈HR-Spec(R)
∣∣Δ /∈ P }→HR- Spec(Oq(GLn(C)))=HR-Spec(R[Δ−1])
defined by (P ) = PΔ = P [Δ−1] is an order-isomorphism whose inverse is just the contraction.
Next recall that Levasseur and Stafford (see [20]) have constructed an isomorphism between
Oq(SLn(C))[z, z−1] and Oq(GLn(C)) from which Brown and Goodearl have deduced the ex-
istence of an order-isomorphism ϕ :H′R-Spec(Oq(SLn(C))) →HR-Spec(Oq(GLn(C))). Let us
now make precise the construction of this order-isomorphism.
Proposition 3.9. (See [20].) There exists an algebra isomorphism θ :Oq(SLn(C))[z, z−1] →
Oq(GLn(C)) with ⎧⎨⎩
θ(Xi,α) = Yi,α if i > 1,
θ(X1,α)= Y1,αΔ−1,
θ(z) = Δ.
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For all P ∈ Spec(Oq(SLn(C))), P̂ is a (completely) prime ideal of Oq(SLn(C))[z, z−1] and
P̂ ∩Oq(SLn(C)) = P .
In [2, Lemma II.5.16], Brown and Goodearl have established the following result.
Lemma 3.11. The map ϕ :H′R-Spec(Oq(SLn(C))) → HR-Spec(Oq(GLn(C))) defined by
ϕ(P ) = θ(P̂ ) is an order-isomorphism.
Now composing the map ϕ−1 and  we get an order-isomorphism from {P ∈HR- Spec(R) |
Δ /∈ P } onto H′R- Spec(Oq(SLn(C))).
3.5. An order-embedding ψ :H- Spec(A) →H′R-Spec(Oq(SLn(C)))
By composing the maps ι, τ ,  and ϕ−1 of the previous sections, we easily obtain the following
statement.
Proposition 3.12. The map ψ := ϕ−1 ◦  ◦ τ ◦ ι :H-Spec(A) → H′R-Spec(Oq(SLn(C))) is an
order-embedding.
Naturally, ψ induces an order-isomorphism ψ˜ from H-Spec(A) onto ψ(H-Spec(A)). More-
over, in view of Proposition 3.3, Proposition 3.7 and the results of the previous paragraph, it is
easy to check that, for all K ∈ψ(H-Spec(A)), we have
ψ˜−1(K) = ψ(m,m)
(
ϕ(K)∩R)∩A,
where ψ(m,m) := ϕ(m,m) ◦ ϕ(m−1,m) ◦ · · · ◦ ϕ(n,n) and ϕ(j,β) : {Q ∈ Spec(R(j,β)+) | Vj,β /∈ Q} →
Spec(R(j,β)) denotes the map defined by ϕj,β(Q) := QΣ−1j,β ∩R(j,β).
4. Effect of the (m,p) deleting-derivations algorithm on quantum minors
In the previous Section 3.5, we have constructed an order-embedding ψ :H-Spec(A) →
H′R-Spec(Oq(SLn(C))). Naturally we want to determine its image. Recall that, following pre-
vious works of Hodges and Levasseur [11,12] and Joseph [13], Brown and Goodearl have
determined the set H′R-Spec(Oq(SLn(C))). More precisely, recall that they have shown (see
Proposition 2.2) that H′R-Spec(Oq(SLn(C))) = {Iw | w ∈ Sn × Sn}, where each Iw is generated
by some quantum minors. So, in order to determine the image of ψ , that is, which Iw belong to
the image of ψ , we need first to obtain some technical criteria for a quantum minor to belong
to ψ(J ) (J ∈H-Spec(A)). In this section, we establish such criteria. In the following section, we
will use these new tools in order to prove that the image of ψ is exactly the set of those Iw0,w0σ
such that σ ∈ S (where w0 still denotes the longest element of Sn and S the sub-poset of the
(reverse) Bruhat order of Sn that we have studied in Section 1).
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We keep the conventions and notations of the previous sections. Moreover, if (j,β) ∈ [[1, n]]2,
then R(j,β)
+
j,β and R
(j,β)
j,β denote the following subalgebras of Fract(R):
R
(j,β)+
j,β := C
〈
Y
(j,β)+
i,α
∣∣ (m,n)m (i,α) <m (j,β)〉
and
R
(j,β)
j,β := C
〈
Y
(j,β)
i,α
∣∣ (m,n)m (i,α) <m (j,β)〉.
It follows from [4, Théorème 3.2.1] that, for all (j,β) ∈ [[1, n]]2, there exists a (unique) C-algebra
isomorphism θj,β :R(j,β)
+
j,β → R(j,β)j,β which sends Y (j,β)
+
i,α to Y
(j,β)
i,α ((m,n)m (i,α) <m (j,β)).
Let now J be a fixedH-invariant prime ideal of A and set L := τ ◦ι(J ); this is anHR-invariant
prime ideal of R that does not contain the quantum determinant Δ. We set L(m,m) := ι(J );
further, for all (j,β) ∈E with (m−1,m)m (j,β)m (n,n+1), we set L(j,β) := τ(j,β)− ◦ · · ·◦
τm,m ◦ ι(J ) where (j,β)− denotes the greatest element (relative to m) of the set {(i, α) ∈ E |
(i, α) < (j,β)}; L(j,β) is an HR-invariant prime ideal of R(j,β).
Recall from Proposition 3.7 and the definition of τj,β that, for all (j,β) ∈ E with (m,m)m
(j,β)m (n,n), we have L(j,β) = L(j,β)+Σ−1j,β ∩R(j,β) and L(j,β)
+ = L(j,β)Σ−1j,β ∩R(j,β)
+
.
Notation 4.1.
• We set B := R
L
; B is a Noetherian domain.
• For all (j,β) ∈E with (m,m)m (j,β)m (n,n+ 1), we set B(j,β) := R(j,β)L(j,β) and y
(j,β)
i,α :=
Y
(j,β)
i,α +L(j,β) for each (i, α) ∈ [[1, n]]2.
Note that, for all (j,β) ∈ E, the ring B(j,β) is a Noetherian domain.
Notation 4.2. For all (j,β), (k, γ ) ∈ E with (m,m) m (j,β) m (n,n + 1), we denote
by B(j,β)k,γ the subalgebra of B(j,β) defined by
B
(j,β)
k,γ := C
〈
y
(j,β)
i,α
∣∣ (m,n)m (i,α) <m (k, γ )〉.
Let (j,β) ∈ E with (m,m)m (j,β)m (n,n). In [17, Proposition 1.3.3.2], we have proved
(in a more general setting) that the C-algebra homomorphism
θj,β :R
(j,β)+
j,β → R(j,β)j,β
induces a C-algebra homomorphism
θj,β :B
(j,β)+
j,β → B(j,β)j,β
which sends y(j,β)
+
to y(j,β) ((m,n)m (i,α) <m (j,β)).i,α i,α
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+
i,α ) i=i1,...,it
α=α1,...,αt
be a quantum minor of R(j,β)+ such that (il, αl) <m
(j,β) for all l ∈ [[1, t]]; these conditions ensure that the subalgebra of R(j,β)+ generated by the
entries of the matrix that defines δ(j,β)+ is canonically isomorphic to the algebra of t × t quantum
matrices. If δ(j,β)+ ∈ L(j,β)+ , then
detq
(
y
(j,β)+
i,α
)
i=i1,...,it
α=α1,...,αt
= 0
in B(j,β)
+
j,β . Hence θj,β(detq(y
(j,β)+
i,α ) i=i1,...,it
α=α1,...,αt
) = 0 in B(j,β)j,β , that is, detq(y(j,β)i,α ) i=i1,...,it
α=α1,...,αt
= 0
in B(j,β)j,β . In other words, δ(j,β) := detq(Y (j,β)i,α ) i=i1,...,it
α=α1,...,αt
∈ L(j,β). So we have just proved the
following result.
Proposition 4.3. Let (j,β) ∈ E with (m,m)m (j,β)m (n,n) and consider a quantum minor
δ(j,β)
+ = detq(Y (j,β)
+
i,α ) i=i1,...,it
α=α1,...,αt
of R(j,β)+ such that (il, αl) <m (j,β) for all l ∈ [[1, t]].
If δ(j,β)+ ∈ L(j,β)+ , then δ(j,β) := detq(Y (j,β)i,α ) i=i1,...,it
α=α1,...,αt
∈ L(j,β).
4.2. A criterion for quantum minors to belong to a prime ideal in the image of ψ
In this section, we keep the notations and conventions of the previous paragraph. In particular,
J still denotes an H-invariant prime ideal of A = Oq(Mm,p(C)) and we set L := τ ◦ ι(J ).
Moreover, we set K := ψ(J ); this is an H′R-invariant prime ideal of Oq(SLn(C)). The aim of
this section is to obtain a criterion in order to know which quantum minors can belong to K .
Proposition 4.4. Let (j,β) ∈E with (j,β)m (m,m) and let δ(j,β) = detq(Y (j,β)i,α ) i=i1,...,it
α=α1,...,αt
be
a quantum minor of R(j,β).
If (m,m)m (il, αl) <m (j,β) for all l ∈ [[1, t]], then δ(j,β) /∈ L(j,β).
Proof. We proceed by induction on (j,β). If (j,β) = (m,m), then there is nothing to prove.
We now assume that (m,m)m (j,β)m (n,n). Let δ(j,β)
+ = detq(Y (j,β)
+
i,α ) i=i1,...,it
α=α1,...,αt
be a
quantum minor of R(j,β)+ such that (m,m)m (il, αl) <m (j,β)+ for all l ∈ [[1, t]]. We need to
show that δ(j,β)+ /∈ L(j,β)+ . We assume that this is not the case, that is, we assume that δ(j,β)+ ∈
L(j,β)
+
and we distinguish several cases.
• Assume that it > m and (it , αt ) <m (j,β). Observe that these assumptions imply that
(il, αl) <m (j,β) for all l ∈ [[1, t]]. Since δ(j,β)+ ∈ L(j,β)+ , we deduce from Proposition 4.3
that δ(j,β) := detq(Y (j,β)i,α ) i=i1,...,it
α=α1,...,αt
∈ L(j,β). On the other hand, it follows from the induc-
tion hypothesis that δ(j,β) /∈ L(j,β). This is a contradiction.
• Assume that it > m and (it , αt ) = (j,β). Then we have j > m and so it follows from [19,
Remarques 3.2.10] that the (m,p) deleting-derivations algorithm coincides with the stan-
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coincide when k >m. With this in mind, [5, Proposition 4.1.2] leads to the following equality
δ(j,β)
+ = detq
(
Y
(j,β)+
i,α
)
i=i1,...,it
α=α1,...,αt
= detq
(
Y
(j,β)
i,α
)
i=i1,...,it−1
α=α1,...,αt−1
Vj,β .
Recall that Σj,β denotes the multiplicative system of Fract(R) generated by Vj,β . Since
δ(j,β)
+ ∈ L(j,β)+ , we deduce from the previous equality and Proposition 3.7 that
detq
(
Y
(j,β)
i,α
)
i=i1,...,it−1
α=α1,...,αt−1
Vj,β ∈ L(j,β)+Σ−1j,β ∩R(j,β) = L(j,β).
Now recall that L(j,β) ∈HR-Spec∗∗(R(j,β)). In particular, Vj,β does not belong to the com-
pletely prime ideal L(j,β) of R(j,β). Hence we get
detq
(
Y
(j,β)
i,α
)
i=i1,...,it−1
α=α1,...,αt−1
∈ L(j,β).
On the other hand, we deduce from the induction hypothesis that detq(Y (j,β)i,α ) i=i1,...,it−1
α=α1,...,αt−1
/∈
L(j,β). And so we also get a contradiction in this case.
• Assume that it m and (i1, α1) <m (j,β). Since δ(j,β)+ ∈ L(j,β)+ , we deduce from Propo-
sition 4.3 that δ(j,β) := detq(Y (j,β)i,α ) i=i1,...,it
α=α1,...,αt
∈ L(j,β). On the other hand, it follows from
the induction hypothesis that δ(j,β) /∈ L(j,β). This is a contradiction.
• Assume it  m and (i1, α1) = (j,β), then we have j  m and so it follows from [19, Re-
marques 3.2.10] that the (m,p) deleting-derivations algorithm coincides with the inverse
one (see [19]). More precisely, set ci,α := Y (m+1,1)i,α for all (i, α) ∈ [[1,m]] × [[1, n]]. Then,
it follows from [5, Théorème 2.2.1] that the subalgebra of R(m+1,1) generated by ci,α with
(i, α) ∈ [[1,m]] × [[1, n]] is isomorphic to Oq(Mm,n(C)) via an isomorphism that sends
ci,α to ui,α for all (i, α) ∈ [[1,m]] × [[1, n]]. (Here, the ui,α with (i, α) ∈ [[1,m]] × [[1, n]]
denote the canonical generators of Oq(Mm,n(C)).) Then, using the notation of [19, Con-
ventions 2.5.2], [19, Remarques 3.2.10] asserts that, if k  m, then Y (k,γ )i,α = c(k,γ )ii,α for all
(i, α) ∈ [[1,m]] × [[1, n]]. With this in mind, [19, Lemme 2.5.3 and Proposition 2.5.6] leads
to the following equality
δ(j,β)
+ = detq
(
Y
(j,β)+
i,α
)
i=i1,...,it
α=α1,...,αt
= detq
(
Y
(j,β)
i,α
)
i=i2,...,it
α=α2,...,αt
Vj,β .
Since δ(j,β)+ ∈ L(j,β)+ , we deduce from the previous equality and Proposition 3.7 that
detq
(
Y
(j,β)
i,α
)
i=i2,...,it
α=α2,...,αt
Vj,β ∈ L(j,β)+Σ−1j,β ∩R(j,β) = L(j,β).
Now recall that L(j,β) ∈HR-Spec∗∗(R(j,β)). In particular, Vj,β does not belong to the com-
pletely prime ideal L(j,β) of R(j,β). Hence we get
detq
(
Y
(j,β)
i,α
)
i=i2,...,it ∈ L(j,β).
α=α2,...,αt
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α=α2,...,αt
/∈
L(j,β). And so we get a contradiction.
To summarize, we have obtained a contradiction in all cases. This proves that δ(j,β)+ /∈
L(j,β)
+
, as desired. 
We are now able to prove the following result that provides a useful tool to prove that a
quantum minor does not belong to an ideal in the image of the embedding ψ .
Theorem 4.5. Let J ∈ H-Spec(A) and set K := ψ(J ) ∈ H′R-Spec(Oq(SLn(C))). Let δ =
detq(Xi,α) i=i1,...,it
α=α1,...,αt
be a quantum minor of Oq(SLn(C)).
If δ ∈ K , then there exists l ∈ [[1, t]] such that (il, αl) ∈ [[1,m]] × [[m+ 1, n]].
Proof. Let δ = detq(Xi,α) i=i1,...,it
α=α1,...,αt
be a quantum minor of Oq(SLn(C)) that belongs to K .
Set L := τ ◦ ι(J ). It follows from the construction of ψ that, with the notation of Section 3.4,
we have L = θ(K̂) ∩ R, where θ :Oq(SLn(C))[z, z−1] → Oq(GLn(C)) denotes the isomor-
phism constructed by Levasseur and Stafford (see Section 3.4). In [19, Observation 3.4.8],
we have computed the image of a quantum minor of Oq(SLn(C)) by this isomorphism θ .
These computations together with the fact that δ belongs to K show that detq(Yi,α) i=i1,...,it
α=α1,...,αt
∈
θ(K̂) ∩ R = L. Next Proposition 4.4 (with (j,β) = (n,n + 1)) shows that there must ex-
ist l ∈ [[1, t]] such that (il, αl) <m (m,m). In other words, there exists l ∈ [[1, t]] such that
(il, αl) ∈ [[1,m]] × [[m+ 1, n]]. 
4.3. A transfer result
The aim of this paragraph is to prove that, if J ∈ H-Spec(A) contains all quantum mi-
nors of A of a given size r , then ψ(J ) contains all r × r quantum minors of the matrix
(Xi,α)(i,α)∈[[1,m]]×[[m+1,n]].
Proposition 4.6. Let J ∈H-Spec(A) and r ∈ [[0,min(m,p)]]. Assume that J contains all r × r
quantum minors of A.
Then detq(Xi,α) i=i1,...,ir
α=α1,...,αr
∈ ψ(J ) for all 1  i1 < · · · < ir  m and m + 1  α1 < · · · <
αr  n.
Proof. As in the previous sections, we set L := τ ◦ ι(J ); this is anHR-invariant prime ideal of R
that does not contain the quantum determinant Δ. Further, still as in the previous sections, we
set L(m,m) := ι(J ) and, for all (j,β) ∈ E with (m − 1,m) m (j,β) m (n,n + 1), L(j,β) :=
τ(j,β)− ◦ · · · ◦ τm,m ◦ ι(J ) where (j,β)− denotes the greatest element (relative to m) of the
set {(i, α) ∈ E | (i, α) < (j,β)}; L(j,β) is an HR-invariant prime ideal of R(j,β). Recall (see
Section 3.3) that, for all (j,β) ∈ E with (m,m) m (j,β) m (n,n), we have L(j,β)Σ−1j,β =
L(j,β)
+
Σ−1j,β , where Σj,β = {V ij,β | i ∈ N}.
First, we show that, for all (j,β) ∈ E with (j,β)m (m,m), detq(Y (j,β)i,α ) i=i1,...,ir
α=α1,...,αr
∈ L(j,β)
for all 1 i1 < · · ·< ir m and m+1 α1 < · · ·< αr  n. We proceed by induction on (j,β).
Assume (j,β) = (m,m) and recall that we have identified A with the subalgebra of R(m,m)
generated by those Y (m,m) such that (i, α) ∈ [[1,m]] × [[m + 1, n]]. Since J contains all r × ri,α
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α=α1,...,αr
∈ J for all 1  i1 < · · · < ir  m and
m+ 1 α1 < · · ·< αr  n. Thus, since J ⊆ L(m,m), we get detq(Y (m,m)i,α ) i=i1,...,ir
α=α1,...,αr
∈ L(m,m) for
all 1 i1 < · · ·< ir m and m+ 1 α1 < · · ·< αr  n, as required.
Assume now that (j,β) ∈ E with (m,m)m (j,β) = (n,n+ 1). Let
δ = detq
(
Y
(j,β)+
i,α
)
i=i1,...,ir
α=α1,...,αr
be a quantum minor of R(j,β)+ with 1  i1 < · · · < ir  m and m + 1  α1 < · · · < αr  n. In
order to prove that δ belongs to L(j,β)+ , we distinguish two cases.
• If j > m, it follows from [19, Remarques 3.2.10] that the (m,p) deleting-derivations al-
gorithm coincides with the standard one (see [19]). More precisely, the elements Y (k,γ )i,α
resulting from the two algorithms coincide when k > m. Hence we deduce from [19,
Proposition 2.2.8] that δ is a left linear combination with coefficients in R(j,β)Σ−1j,β of
quantum minors detq(Y (j,β)i,α ) i=i1,...,ir
α=β1,...,βr
of R(j,β) with βk  αk for all k ∈ [[1, r]]. Now it
follows from the induction hypothesis that all these quantum minors belong to L(j,β), so that
δ ∈ L(j,β)Σ−1j,β = L(j,β)
+
Σ−1j,β . Hence δ ∈ L(j,β)
+
Σ−1j,β ∩R(j,β)
+ = L(j,β)+ , as desired.
• If j  m, it follows from [19, Remarques 3.2.10] that the (m,p) deleting-derivations al-
gorithm coincides with the inverse one (see [19] or the proof of Proposition 4.4 for the
precise meaning of this). Note that, in [19], we have not established an analogue of [19,
Proposition 2.2.8] for the inverse deleting-derivations algorithm. However, using [19, Propo-
sition 2.2.8] and [19, Corollaire 2.4.3], one can prove that, in this case as well, δ is a left
linear combination with coefficients in R(j,β)Σ−1j,β of quantum minors detq(Y
(j,β)
i,α ) i=j1,...,jr
α=α1,...,αr
of R(j,β) with jk  ik for all k ∈ [[1, r]]. Now, following the route sketched in the previous
case, we also get δ ∈ L(j,β)+ .
To summarize, we have just proved that, for all (j,β) ∈ E with (j,β)m (m,m), every quan-
tum minor detq(Y (j,β)i,α ) i=i1,...,ir
α=α1,...,αr
with 1  i1 < · · · < ir  m and m + 1  α1 < · · · < αr  n
belongs to L(j,β). In particular, for (j,β) = (n,n + 1), we obtain that every quantum minor
detq(Yi,α) i=i1,...,ir
α=α1,...,αr
with 1 i1 < · · ·< ir m and m+ 1 α1 < · · ·< αr  n belongs to L.
Finally, let δ = detq(Xi,α) i=i1,...,ir
α=α1,...,αr
be a quantum minor of Oq(SLn(C)) with 1 i1 < · · · <
ir m and m+ 1 α1 < · · ·< αr  n. It follows from the construction of ψ that, with the nota-
tion of Section 3.4, we have ψ(J ) = θ−1(LΔ) ∩Oq(SLn(C)), where θ :Oq(SLn(C))[z, z−1] →
Oq(GLn(C)) denotes the isomorphism constructed by Levasseur and Stafford (see Section 3.4).
In [19, Observation 3.4.8], we have computed the image of a quantum minor of Oq(SLn(C)) by
this isomorphism θ . Since detq(Yi,α) i=i1,...,ir
α=α1,...,αr
belongs to L, we deduce from these computations
that δ belongs to the completely prime ideal ψ(J ), as desired. 
5. An order-isomorphism between H-Spec(A) and S
In Section 3.5, we constructed an order-embedding
ψ :H-Spec(A) →H′R-Spec
(
Oq
(
SLn(C)
))
.
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image of the embedding ψ is exactly the set of those Iw0,w0σ such that σ ∈ S (where w0 still
denotes the longest element of Sn and S = {σ ′ ∈ Sn | −p  i − σ ′(i) m for all i ∈ [[1, n]]} is
the sub-poset of the (reverse) Bruhat order of Sn that we have studied in Section 1). To do this, we
use the criteria obtained in the previous section. These criteria allow us to prove that the image
of ψ is contained in the set of those Iw0,w0σ such that σ ∈ S . Next, since we have already proved
(see Corollary 1.5) that the sets H-Spec(A) and S have the same cardinality, we obtain that the
image of ψ is actually equal to the set of those Iw0,w0σ such that σ ∈ S . As a consequence,
ψ induces an order-isomorphism between H-Spec(A) and the set of those Iw0,w0σ such that
σ ∈ S . Next we prove that the inverse order-isomorphism can be constructed algorithmically. We
derive in a natural way from this bijection an order-isomorphism Ξ from S onto H-Spec(A),
whose construction is also algorithmic. The existence of such an order-isomorphism has been
conjectured by Goodearl and Lenagan.
In the last section, we investigate, in the case where m = p, the combinatorics of the set of
rank t H-invariant prime ideals of A, that is, the combinatorics of the set of those H-invariant
prime ideals of A that contain all (t + 1) × (t + 1) quantum minors, but not all t × t quantum
minors. More precisely, we prove the following result. Imagine that there is a barrier between
positions m and m + 1. Then the rank t H-invariant prime ideals of A are those H-invariant
prime ideals of A that correspond via the bijection Ξ−1 to n-permutations σ ∈ S such that the
number of integers that are moved by σ from the right to the left of this barrier is exactly m− t .
This result was also conjectured by Goodearl and Lenagan.
5.1. The image of the embedding ψ
Recall (see Proposition 2.2) that
H′R-Spec
(
Oq
(
SLn(C)
))= {Iw ∣∣w = (w+,w−) ∈ Sn × Sn},
where Iw denotes the ideal of Oq(SLn(C)) generated by the quantum minors
c+j,y := detq(Xi,α)(i,α)∈y([[1,j ]])×[[1,j ]]
with j ∈ [[1, n− 1]], y ∈ Sn and y j w+, together with the quantum minors
c−j,y := detq(Xi,α)(i,α)∈y([[j+1,n]])×[[j+1,n]]
with j ∈ [[1, n− 1]], y ∈ Sn and y j w− (see Notation 2.1).
We first use the criteria obtained in the previous section in order to show that
ψ
(H-Spec(A))⊆ {Iw0,w0σ | σ ∈ S}.
Throughout this section, we will adopt the following notations. If y ∈ Sn and j ∈ [[1, n− 1]],
we set y([[1, j ]]) = {yj1 < · · ·< yjj }. Clearly, we have yjl  l for all l ∈ [[1, j ]].
Lemma 5.1. Let w = (w+,w−) ∈ Sn × Sn. If Iw ∈ ψ(H-Spec(A)), then w+ = w0.
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it follows from Proposition 1.2 that there exists j ∈ [[1, n − 1]] such that w+ <j w0. Hence
w0 j w+, and so we have
c+j,w0 := detq(Xi,α)(i,α)∈w0([[1,j ]])×[[1,j ]] ∈ Iw,
that is,
c+j,w0 := detq(Xi,α)(i,α)∈[[n+1−j,n]]×[[1,j ]] ∈ Iw.
Next, since Iw ∈ ψ(H-Spec(A)), we deduce from Theorem 4.5 that there must exist i ∈ [[1, j ]]
such that (n− j + i, i) ∈ [[1,m]] × [[m+ 1, n]]. This is a contradiction. 
Lemma 5.2. Let w = (w+,w−) ∈ Sn × Sn. If Iw ∈ ψ(H-Spec(A)), then w−(n− t)m+ 1 + t
for all t ∈ [[0,p − 2]].
Proof. We proceed by induction on t . First, assume that w−(n − 0)  m + 1 + 0, that is,
w−(n)  m + 2. Set w−([[1, n − 1]]) = {w1 < · · · < wn−1}. Since w−(n)  m + 2, we have
wm+1 = m + 1. Now we consider the transposition y := sm+1,n ∈ Sn. It is clear that y([[1, n −
1]]) = {1, . . . ,m,m+2, . . . , n}. Hence yn−1m+1 = m+2 >wm+1 = m+1 and so y n−1 w−. Thus
we have c−n−1,y = Xm+1,n ∈ Iw . However, since Iw ∈ ψ(H-Spec(A)), we deduce from Theo-
rem 4.5 that Xm+1,n cannot belong to Iw . So we get a contradiction and thus we have proved that
w−(n− 0)m+ 1 + 0.
Let now t ∈ [[1,p−2]] and assume that w−(n− t)  m+1+ t , that is, w−(n− t)m+2+ t .
Set j := n − 1 − t ∈ [[m + 1, n − 2]] and w−([[1, j ]]) = w−([[1, n − 1 − t]]) := {w1 < · · · <
wn−1−t }. It follows from the induction hypothesis that w−(n)  m + 1, . . . ,w−(n − t + 1) 
m+ t . Thus, since w−(n− t)m+ 2 + t , we get
w−
([[1, j ]])= ([[1,m+ t]] \ {w−(i) ∣∣ i ∈ [[n+ 1 − t, n]]})
∪ ([[m+ t + 1, n]] \ {w−(n− t)}).
In particular, we have wm+1 = m+ t+1. Now, let y be the permutation of Sn defined by y(k) = k
if k m and y(k) = m+n+1−k if k m+1. Clearly, we have y([[1, j ]]) = y([[1, n−1− t]]) =
[[1,m]] ∪ [[m+ t + 2, n]]. Hence yjm+1 = m+ t + 2 >m+ t + 1 = wm+1 and so y j w−. Thus
we have c−j,y = detq(Xi,α)(i,α)∈[[m+1,m+1+t]]×[[n−t,n]] ∈ Iw . Next, since Iw ∈ ψ(H-Spec(A)), we
deduce from Theorem 4.5 that there must exist l ∈ [[0, t]] such that (m + 1 + l, n − t + l) ∈
[[1,m]] × [[m + 1, n]]. This is a contradiction and thus we have proved that w−(n − t)  m +
1 + t . 
Lemma 5.3. Let w = (w+,w−) ∈ Sn × Sn. If Iw ∈ ψ(H-Spec(A)), then w−(t)m+ 1 − t for
all t ∈ [[1,m− 1]].
Proof. We proceed by induction on t . First, assume that w−(1)  m + 1 − 1, that is, as-
sume that w−(1)  m − 1. Set y := s1,m ∈ Sn. Clearly, we have y 1 w−, so that c−1,y =
detq(Xi,α)(i,α)∈{1,...,m−1,m+1,...,n}×[[2,n]] ∈ Iw . Next, since Iw ∈ ψ(H-Spec(A)), we deduce from
Theorem 4.5 that either there exists l ∈ [[1,m − 1]] such that (l, l + 1) ∈ [[1,m]] × [[m + 1, n]]
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contradiction and thus we have proved that w−(1)m.
Let now t ∈ [[2,m − 1]] and assume that w−(t)  m + 1 − t , that is, w−(t)  m − t . Set
w−([[1, t]]) = {w1 < · · · < wt }. It follows from the induction hypothesis that w−(1)  m, . . . ,
w−(t − 1)  m + 2 − t . Thus, since w−(t)  m − t , we get w1 = w−(t)  m − t . Now, let y
be the permutation of Sn defined by y(k) = m + 1 − k if k  m and y(k) = k if k  m + 1.
Clearly, we have y([[1, t]]) = [[m + 1 − t,m]]. Hence yt1 = m + 1 − t > m − t  w1 and so
y t w−. Thus c−t,y = detq(Xi,α)(i,α)∈{1,...,m−t,m+1,...,n}×[[t+1,n]] belongs to Iw . However, since
Iw ∈ ψ(H-Spec(A)), we deduce from Theorem 4.5 that either there exists l ∈ [[1,m − t]] such
that (l, t + l) ∈ [[1,m]] × [[m + 1, n]] or there exists l ∈ [[m + 1, n]] such that (l, l) ∈ [[1,m]] ×
[[m + 1, n]]. In both cases, we obtain a contradiction and thus we have proved that w−(t) 
m+ 1 − t . 
Recall that the set S is a sub-poset of the Bruhat order of Sn whose cardinality is equal to the
cardinality of H-Spec(A) (see Proposition 1.3 and Corollary 1.5) .
Theorem 5.4. Let w = (w+,w−) ∈ Sn × Sn. Then Iw ∈ ψ(H-Spec(A)) if and only if w+ = w0
and w0w− ∈ S .
Proof. First we easily deduce from Lemmas 5.1, 5.2 and 5.3 that, if Iw ∈ ψ(H- Spec(A)), then
w+ = w0 and w0w− ∈ S . Hence ψ(H-Spec(A)) ⊆ {Iw |w+ = w0 and w0w− ∈ S}. On the other
hand, since ψ is an embedding, we have∣∣ψ(H-Spec(A))∣∣= ∣∣H-Spec(A)∣∣
and so we deduce from Proposition 1.4 that∣∣ψ(H-Spec(A))∣∣= |S| = ∣∣{Iw | w+ = w0 and w0w− ∈ S}∣∣.
Thus ψ(H-Spec(A)) = {Iw | w+ = w0 and w0w− ∈ S}, as desired. 
Since ψ :H-Spec(A) →H′R-Spec(Oq(SLn(C))) is an order-embedding, ψ induces an order-
isomorphism ψ˜ from H-Spec(A) onto ψ(H-Spec(A)). Recall (see Section 3.5) that the inverse
of ψ˜ is given by
ψ˜−1(K) = ψ(m,m)
(
ϕ(K)∩R)∩A.
An immediate corollary of Theorem 5.4 is the following result.
Corollary 5.5. The map ψ˜ :H-Spec(A) → {Iw | w+ = w0 and w0w− ∈ S} is an order-isomor-
phism.
Now, recall (see Proposition 2.3) that the map χ :Sn × Sn → {Iw | w ∈ Sn × Sn} defined by
χ(w) = Iw is an order anti-isomorphism. Moreover, it is well known that the map f :Sn → Sn
defined by f (σ ) = w0σ is an order anti-isomorphism (relative to the (reverse) Bruhat order
on Sn). Now, composing the three maps ψ˜−1, χ and f leads to our main result.
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isomorphism.
Note that, in the case where p = m, S is the sub-poset of the Bruhat ordering of S2m consist-
ing of the permutations that move any integer by no more than m positions. Thus Theorem 5.6
furnishes an order-isomorphism fromH-Spec(A) into this sub-poset, whose construction is actu-
ally algorithmic. The existence of such an order-isomorphism has been conjectured by Goodearl
and Lenagan.
Very recently, Brown, Goodearl and Yakimov (see [3]) have investigated the geometry of
the Poisson variety Mm,p(C), where the Poisson structure is the standard one that can be ob-
tained from commutators of Oq(Mm,p(C)). They prove in particular that there exists a bijection
between the sub-poset S and the set ofH-orbits of symplectic leaves inMm,p(C). Hence we de-
duce from Theorem 5.6 the existence of a “natural” bijection between H-Spec(Oq(Mm,p(C)))
and the set of H-orbits of symplectic leaves in Mm,p(C). Naturally this indicates that there
should exist a bijection between the primitive ideals of Oq(Mm,p(C)) and the symplectic leaves
ofMm,p(C). Recall that, in the case of SLn(C), such a bijection was constructed by Hodges and
Levasseur (see [11,12]) whose results were extended to an arbitrary connected, simply connected,
semi-simple complex algebraic group by Joseph (see [14]).
5.2. The rank t H-primes of Oq(Mm(C))
Throughout this section, we assume that m = p, so that A = Oq(Mm(C)). Let r ∈ [[0,m]].
Recall that an H-invariant prime ideal J of A has rank r if J contains all (r + 1) × (r + 1)
quantum minors but not all r × r quantum minors.
The aim of this section is to recognize which permutations of S2m correspond via the bijec-
tion Ξ to rank t H-invariant prime ideals of A. In fact, we will establish the following result. Let
σ be a 2m-permutation belonging to S . Imagine that there is a barrier between positions m and
m+ 1. Then Ξ(σ) is anH-invariant prime ideal of A that has rank m− t if and only if the num-
ber of integers that are moved by σ from the right to the left of this barrier is exactly t . To prove
this result, we will proceed in two steps. First, we prove that the number of permutations σ ∈ S
such that the number of integers that are moved by σ from the right to the left of this barrier is
exactly t is the same as the number of H-invariant prime ideals of A that have rank m− t . Next
we will show that, if Ξ(σ) has rank m− t , then the number of integers that are moved by σ from
the right to the left of this barrier is exactly t .
Notation 5.7. Let r ∈ [[0,m]]. As in [7, 3.6], we denote by H-Spec[r](A) the set of rank r H-
invariant prime ideals of A.
Note that there is only one element in H-Spec[0](A): 〈Yi,α | (i, α) ∈ [[1,m]]2〉, the aug-
mentation ideal of A. Further, Goodearl and Lenagan have observed (see [7, 3.6]) that
|H-Spec[1](A)| = (2m − 1)2 and |H-Spec[m](A)| = (m!)2. Next we have given a formula for
the number of rank r H-invariant prime ideals of A (see [16, Theorem 3.11]).
Theorem 5.8. If r ∈ [[0,m]], then we have |H- Spec[r](A)| = (r!S(m + 1, r + 1))2, where
S(m+ 1, r + 1) still denotes the Stirling number of second kind associated to m+ 1 and r + 1.
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there is a barrier between positions m and m + 1. Recall (see Notation 1.6) that St denotes the
set of those 2m-permutations σ ∈ S such that the number of integers that are moved by σ from
the right to the left of this barrier is exactly t (t ∈ [[0,m]]). Since [(m− t)!S(m+ 1,m− t + 1)]2
is the number of rank (m− t) H-invariant prime ideals of A (see Theorem 5.8) and since this is
also the cardinality of St (see Proposition 1.7), we get the following result.
Corollary 5.9. For all t ∈ [[0,m]], we have |St | = |H-Spec[m−t](A)|.
Before proving that Ξ(St ) =H- Spec[m−t](A), we first establish that every rank (m − t) H-
prime of A belongs to Sr for a certain r greater than or equal to t .
Lemma 5.10. Let σ ∈ S and assume that Ξ(σ) has rank m − t (t ∈ [[1,m]]). Then there exist
m+ 1 j1 < · · ·< jt  2m such that σ(jk)m for all k ∈ [[1, t]].
Proof. For convenience, if I and Γ are two non-empty subsets of [[1,2m]] with |I | = |Γ |, then
we set [I | Γ ] := detq(Xi,α)(i,α)∈I×Γ .
Naturally, it is sufficient to show that, for all l ∈ [[1, t]], there exist pairwise distinct j1, . . . , jl ∈
[[m+ 1,2m]] such that σ(ju)m for all u ∈ [[1, l]]. We proceed by induction on l.
Assume that l = 1. Since Ξ(σ) has rank m− t , it follows from Proposition 4.6 that [[[1,m]] |
[[m + 1,2m]]] belongs to Iw0,w0σ . On the other hand, it follows from [11, Theorem 2.2.3] that
[w0σ([[m + 1,2m]]) | [[m + 1,2m]]] does not belong to Iw0,w0σ . Hence w0σ([[m + 1,2m]]) =
[[1,m]]. In other words, there exists j1 ∈ [[m + 1,2m]] such that w0σ(j1)  m + 1, that is,
σ(j1)m, as required.
Let now l ∈ [[1, t − 1]] and assume that there exist pairwise distinct j1, . . . , jl ∈ [[m+ 1,2m]]
such that σ(ju)m for all u ∈ [[1, l]]. If, for all Γ ⊆ [[m+ 1,2m]] with |Γ | = l, [w0σ([[m+ 1,
2m]] \ {j1, . . . , jl}) | [[m+ 1,2m]] \ Γ ] belongs to Iw0,w0σ , then, because of the q-Laplace rela-
tions (see, for instance, [7, Lemma A.4]), we should have [w0σ([[m+ 1,2m]]) | [[m+ 1,2m]]] ∈
Iw0,w0σ . However, it follows from [11, Theorem 2.2.3] that [w0σ([[m+ 1,2m]]) | [[m+ 1,2m]]]
does not belong to Iw0,w0σ and so there exists Γ ⊆ [[m + 1,2m]] with |Γ | = l such that
[w0σ([[m+ 1,2m]] \ {j1, . . . , jl}) | [[m+ 1,2m]] \Γ ] does not belong to Iw0,w0σ . Since m− l 
m− t + 1 and since Ξ(σ) has rank m− t , we deduce from Proposition 4.6 that Iw0,w0σ contains
every (m − l) × (m − l) quantum minor [{i1 < · · · < im−l} | [[m + 1,2m]] \ Γ ] with im−l m.
Hence we must have w0σ([[m + 1,2m]] \ {j1, . . . , jl})  [[1,m]]. In other words, there exists
jl+1 ∈ [[m + 1,2m]] \ {j1, . . . , jl} such that w0σ(jl+1)  m + 1, that is, σ(jl+1)  m, as de-
sired. 
We are now able to prove that the rank (m− t)H-invariant ideals of Oq(Mm(C)) are exactly
theH-invariant prime ideals of Oq(Mm(C)) that correspond via the bijection Ξ to permutations
of S2m that belong to St , as conjectured by Goodearl and Lenagan.
Theorem 5.11. For all t ∈ [[0,m]], we have H-Spec[m−t](Oq(Mm(C))) = {Ξ(σ) | σ ∈ St }.
Proof. First, since the families(H-Spec[m−t](Oq(Mm(C)))) and ({Ξ(σ) ∣∣ σ ∈ St})t∈[[0,m]] t∈[[0,m]]
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H-Spec[m−t](Oq(Mm(C)))= {Ξ(σ) ∣∣ σ ∈ St} for all t ∈ [[1,m]].
We do this with the help of a decreasing induction.
Assume that t = m and let J ∈H-Spec[0](Oq(Mm(C))). Then J contains all 1 × 1 quantum
minors, so that J is the augmentation ideal of A. There exists σ ∈ S such that Ξ(σ) = J . Recall
(see Section 1) that σ0 denotes the 2m-permutation defined by
σ0(i) =
{
m+ i if i ∈ [[1,m]],
i −m else
and that S = {σ ′ ∈ S2m | σ ′  σ0}. Since σ ∈ S , we have σ  σ0. Assume that σ < σ0. Then,
since Ξ is an order-isomorphism, we have J = Ξ(σ)  Ξ(σ0) and the augmentation ideal J is
not maximal. This is a contradiction and so σ = σ0. Since it is clear that Sm = {σ0}, we obtain that
J belongs to {Ξ(σ) | σ ∈ Sm}, so that H-Spec[0](Oq(Mm(C))) = {Ξ(σ) | σ ∈ Sm} as desired.
Next, assume that t ∈ [[1,m− 1]] and let J ∈H-Spec[m−t](Oq(Mm(C))). There exists σ ∈ S
such that Ξ(σ) = J . Now, since Ξ(σ) has rank m − t , it follows from Lemma 5.10 that there
exist m + 1  j1 < · · · < jt  2m such that σ(jk)  m for all k ∈ [[1, t]]. Hence σ ∈⊔mr=t Sr .
Further, because of the induction hypothesis, σ cannot belong to
⊔m
r=t+1 Sr (else the rank of J
will be different from m− t). Thus σ ∈ St . So we just proved thatH-Spec[m−t](Oq(Mm(C))) ⊆
{Ξ(σ) | σ ∈ St }. Now recall that we have already proved (see Corollary 5.9) that these two sets
have the same cardinality. Hence, they are actually equal, that is, H-Spec[m−t](Oq(Mm(C))) =
{Ξ(σ) | σ ∈ St } as desired. 
In this section, we have restricted ourselves to the square case for the following reason. Let
σ be an (m+ p)-permutation belonging to S and assume for instance that m p. Imagine that
there is a barrier between positions m and m + 1 (respectively, between p and p + 1). It is not
true in general that Ξ(σ) is an H-invariant prime ideal of A = Oq(Mm,p(C)) that has rank
m − t if and only if the number of integers that are moved by σ from the right to the left of
this barrier is exactly t . Indeed, when m = 2 and p = 3, there is only one rank 0 H-prime (the
augmentation ideal). However it is easy to check that σ0 and σ1 =
( 1 2 3 4 5
3 4 1 2 5
)
move exactly 2
integers from the right to the left of the barrier between 2 and 3. Similarly, it is easy to check that
σ0 and σ2 =
( 1 2 3 4 5
4 1 5 2 3
)
move exactly 2 integers from the right to the left of the barrier between 3
and 4.
Naturally, it would be very interesting to obtain an easy criterion (such as the one presented
in Theorem 5.11) in order to recognize rank t H-primes in the non-square case directly from the
permutation σ ∈ S .
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