Abstract. In this paper we give an essential treatment for estimating arbitrary integral power moments of Kloosterman sums over the residue class ring. For prime moduli we derive explicit estimates, and for prime-power moduli we prove concrete formulas using computations with Igusa zeta functions.
Introduction
Let q ≥ 3 be a positive integer and ζ = e 2πi/q the q-th root of unity. For arbitrary integers u and v, the classical Kloosterman sums are defined by
wherex denotes the multiplicative inverse of x in (Z/qZ) * . The following fundamental properties of K(u, v; q) are well-known, see Salié [16, §1] and Esterman [3, p. 91]:
(1) K(u, v; q) is real; (2) K(u, v; q) = K(v, u; q); (3) K(u, v; q) = K(1, uv; q) when (u, q) = 1 and v is arbitrary; (4) given integers v, q 1 , q 2 with (q 1 , q 2 ) = 1, there exist integers v 1 and v 2 such that v ≡ v 1 q 2 1 + v 2 q 2 2 (mod q), and K(u, v; q 1 q 2 ) = K(u, v 1 ; q 1 )K(u, v 2 ; q 2 ).
The study of Kloosterman sums K(u, v; q) is reduced by (4) to the prime-power case K(u, v; p m ), where m ≥ 1 is an integer and p is a prime. Indeed the following is known at least to Esterman [3, p. 91 ].
The first author is supported by the NSFC grant 11201117; the second author is partially supported by the grant OT/11/069. We would like to thank Wouter Castryck and Joshua Hill for doing computer experiments, which were quite helpful in obtaining the correct formulas in our Igusa zeta function computation. In this paper, we consider the n-th power moments of Kloosterman sums, where n is a positive integer. For any v with (v, q) = 1, we want to give an explicit formula or a sharp asymptotic formula for S n (q) = K(1, u; q) n .
The study of the power moment S n (q) can be easily reduced to the case when q is a prime power. For any integer q ≥ 3 and v with (v, q) = 1, let q = So it suffices to study the power moments for Kloosterman sums for prime power modulus q = p r . The case when q = p is a prime (and thus r = 1) has been studied extensively in the literature from different points of views, see Robba [15] , Katz [12] , Evans [4] , and FuWan [5] [6] and the references listed there. The relevant results will be summarized in Sections 2 and 3. The goal of this paper is to try to understand S n (p r ) when r > 1. Our main result is the following explicit formula for S n (p r ) if r is suitably large.
Theorem 1. Let n ≥ 1 be odd. If p is odd and r > log p n + 1, then S n (p r ) = 0. If p = 2, then S n (2 r ) = 0 for all r > 1. If p = 2 and r > log 2 n + 2, we have
Experimental results show that the bounds on r in the conditions of the theorems are optimal. Consequently, combined with the properties of Kloosterman sums mentioned above, we obtain an essential treatment for arbitrary power moments of Kloosterman sums over the general residue class ring Z/qZ.
The material is organized as follow. In Sections 2 and 3, we summarize the sharp explicit estimates for power moments for Kloosterman sums of prime modulus (r = 1). Sharp estimates in this case can be derived using the work of Katz [12] , and Fu-Wan [5] [6] on L-functions for symmetric powers of the Kloosterman sheaf, which in turn depends on Deligne's fundamental theorem on the Weil conjectures. In Section 4, we relate the power moment of Kloosterman sums for prime-power modulus (q = p r ) to the number of solutions of a toric hypersurface over (Z/p r Z) * . The latter can be naturally studied in the framework of Igusa's zeta functions. When n is odd, the toric hypersurface is fortunately non-singular in characteristic zero (although it may be singular when reduced modulo p r ). In this case a generalized Hensel lemma can be used to show that the sequence S n (p r ) (r = 1, 2, · · · ) stabilizes to zero when r is larger than an explicit constant depending on p and n. To obtain the optimal condition in the theorem, we have to work a little harder and resort to a more delicate analysis. When n is even, the toric hypersurface is unfortunately singular in characteristic zero and the problem becomes significantly deeper. We have to use an elaborate calculation of the Igusa zeta function via an explicit embedded resolution of singularities of the toric hypersurface. To our pleasant surprise, the final results turn out to be quite nice and we also get a simple explicit formula for S n (p r ) when r is suitably large. The details are worked out in the last three sections.
Power moments for prime moduli
Let p be a prime and F p the finite field with p elements. Let ψ : F p → C be the canonical additive character x → e 2πix/p . We consider the classical Kloosterman sums
and the n-th power moments
It is clear that if p = 2, then S n (2) = 1 n + 1 n = 2. Thus, we shall assume that p > 2 is an odd prime in this section.
Explicit formulae for S n are known for n ≤ 6. In 1932, Salié [16, p. 106 ] proved that
is the Jacobi symbol. For p > 5, Choi and Evans [1] concluded from [13, 14] that
where a p is the integer with |a p | < 2p defined for p > 5 by
0, if p ≡ 7, 11, 13, or 14 (mod 15).
For p > 6, Choi and Evans [1] stated that from the work in [7] one has (5)
where b p is the integer with
defined by the coefficient of q p in the q-expansion of the newform of weight 4 and level 6 given by
where η(z) is the Dedekind eta function. By (5) and (6),
In fact, (7) is a special case of the asymptotic formula [18] is that Zhang posed a conjectural asymptotic bound for S 6 . Now we begin to establish an asymptotic formula for S n for any n ∈ N. This was motivated by the approach provided by Evans [4] . Write
where g(a), h(a) are the two Frobenius eigenvalues for the Kloosterman sheaf at a, given by
By (2) and (9),
As noted in [11, p. 63] , one should study the 'more natural' related expressions
The summand in (10) is the trace of the n-th symmetric power of the Kloosterman sheaf at a, and equals
where U n is the n-th monic Chebyshev polynomial of the second kind. From [5, Theorem 0.2] and [12] we have the bound
whose proof is based on Deligne's theory of exponential sums for varieties over F p . (A slightly weaker bound is given in [11, Theorem 4.6] .) The above bound can be improved a little further using the full strength of [5, Theorem 0.2] and the complete determination of the sign in the functional equation for the L-function of symmetric powers of the Kloosterman sheaf, see [6] . The expressions S n and T n are related by the formula
Here and in the following we make the convention that
, it is proved that S n is an integer multiple of p satisfying (13) S n ≡ p(n − 1)(−1)
From (12) and (13), it follows by induction that
Thus we have (14)
Putting the above together, we will deduce the following theorem in the next section.
Theorem 3. We have
+ 1], and B n is an explicit sharp constant depending only on n.
Explicit estimates for prime moduli
In this section, we derive an explicit formula for the polynomial A n (p) and the constant B n , where p > 2 is an odd prime.
We first treat the case n = 6. By the formulas (12) and (14), we have
where
We remark that, in Theorem 3 of [18] , the last summation could contribute an additional 2p 4 . So the main term is clear in the present situation.
We next consider S n for any n ∈ N. The result will depend on the parity of n.
i) For n even, we let n = 2m. Then
By (11), we have
and
Therefore, we have
where A 2m (p) is an explicit polynomial in p of degree m + 1.
Theorem 4.
For n = 2m, we have
, where
The above estimate for S 2m should generally be quite sharp. We point out that it is possible to slightly improve the constant B 2m at the expense of slightly modifying the explicit term A 2m (p) using the full strength of the results in [5, Theorem 0.2] and [6] .
ii) For n odd, we let n = 2m + 1. Then
where A 2m+1 (p) is an explicit polynomial in p of degree m + 1.
Theorem 5. For n = 2m + 1, we have
Note that in this theorem, one can replace the explicit term A 2m+1 (p) by zero at the expense of increasing the constant B 2m+1 . The meaning of the theorem is that our current constant B 2m+1 is generically quite sharp, while the term A 2m+1 (p) is completely explicit.
Power moments for prime-power moduli
Let q = p r , p prime, r ≥ 2 a positive integer. Let ψ q : Z/qZ → C be the additive character x → e 2πix/q . We denote the n-th power moment of the classical Kloosterman sums modulo q by
Expanding the inner power and using the orthogonal property of additive characters, we have
Here and in the sequel
for k ≥ 1, and ( * ) is the similar sum on the last but one line above. We first relate ( * ) to W n (q/p). If x 1 , . . . , x n−1 satisfies the system of congruences
and we write x i → x i − q p y i , y i ∈ F p , then the second mod q congruence could be written as 1
Noting that (q/p) 2 ≡ 0 (mod q) for q = p, we have 1
Thus for fixed x 1 , . . . , x n−1 , the number of solutions in (y 1 , . . . , y n−1 ) ∈ F n−1 p
Similarly one easily computes S n (p) in terms of W n (p). We summarize.
For small n, explicit formulas for S n (q) can be derived directly. For n = 1, it is clear that S 1 (q) = 0 for all q. For n = 2, one checks that W n (q) = 1, and thus
For n = 3, one checks that W 3 (q) = 1 + (
) if p > 2 (and zero if p = 2). This gives for r ≥ 2 and all p that
Thus, we shall assume that n ≥ 4 below. (The case n = 4 may also be do-able directly. At any rate, it follows from the explicit formulas in later sections). Solving x n−1 from the congruence x 1 + · · · + x n−1 + 1 ≡ 0 (mod q) and substituting it into the congruence 1
one finds that W n (q) is the number of (Z/qZ) * -solutions on the toric hypersurface
Let V n (q) denote the number of (Z/qZ) * -solutions of the zero set of the Laurent polynomial
is the Euler function. With this new notation, the first part of the previous theorem can be restated as follow.
We now consider lifting solutions mod q/p to solutions mod q, and then relate V n (q/p) to V n (q). If g(x 1 , . . . , x n−1 ) has no singular toric solution modulo p, then the Hensel lemma gives the recursive formula V n (q) = p n−2 V n (q/p) and thus S n (q) = 0. We now check when the Laurent polynomial g has no singular toric solution modulo p.
More generally, for a positive integer k, let x = (x 1 , . . . , x n−1 ) be a singular toric solution of g = 0 modulo p k . That is,
It follows that
For k ≤ 2 or p > 2, this implies that x i ≡ ±x 0 (mod p k ) for some x 0 ∈ (Z/p k Z) * . For p = 2 and k ≥ 3, we have the slightly weaker congruence x i ≡ ±x 0 (mod 2 k−1 ) for some
and for p = 2 and k ≥ 3, we have
Since m + + m − = n − 1, it follows that for p = 2 and k ≥ 3, we have
For p > 2 or k ≤ 2, we have
This shows that if p k > n (with p > 2 or k ≤ 2), g has no singular toric solutions modulo p k . In the case k = 1 and n odd, this is impossible if either p > n or p = 2. We obtain the following. This theorem shows that for odd n, the case p = 2 is completely settled. We now assume that n is odd and p is also odd in the rest of this section. We show that the above arguments can be refined to settle the more general case for odd n and p 2 > n. For this, we first show that the singular points in F p never lift to points modulo p 2 and hence never lift to points modulo p r with r ≥ 2. Let (x 1 , . . . , x n−1 ) be a singular point modulo p. As above, we can take x i ≡ ±x 0 (mod p). This singular solution modulo p lifts to a solution modulo p 2 only if
This is not possible as n is odd, 0 ≤ m + ≤ n − 1 and p 2 > n. This implies that for r ≥ 3, we still have
For r = 2, let N(n, p) denote the number of singular solutions modulo p. Taking x 0 = x n−1 , one finds that
where i corresponds to m + − 1. We deduce that
We summarize.
Theorem 10. Let pn be odd and
Note that the last sum is zero in the case p > n and n odd, consistent with the previous theorem. The first part of the theorem can be further improved as follows.
Theorem 11.
If np is odd and r > log p n + 1, then S n (p r ) = 0.
Proof. Our assumption implies that p r−1 > n. We have shown that for odd pn with p r−1 > n, the Laurent polynomial g = 0 has no singular solutions modulo p r−1 . That is, there are no integers x i prime to p such that x = (x 1 , . . . , x n−1 ) satisfies
This means that any solution x = (x 1 , . . . , x n−1 ) counted in V n (p r−1 ) must satisfy the inequality
We claim that any solution x = (x 1 , . . . , x n−1 ) counted in V n (p r−1 ) satisfies the stronger inequality
Otherwise, let x = (x 1 , . . . , x n−1 ) be a solution counted in V n (p r−1 ) satisfying
Let y i = x i + p kx z i , where z i ∈ Z. Since 2k x ≥ r − 1 and k x = ord p { ∂g ∂x 1 (x), . . . , ∂g ∂x n−1 (x)}, the Taylor expansion shows that g(y 1 , · · · , y n−1 ) ≡ g(x 1 , · · · , x n−1 ) ≡ 0 (mod p r−1 ). Now, reducing x modulo p kx , we see that {y 1 , · · · , y n−1 } is a singular solution modulo p kx . One has as before the congruence
This implies that y i ≡ ±y 0 (mod p kx ) for some 0 ≤ y 0 < p kx . We choose y i such that y i = ±y 0 for all 1 ≤ i ≤ n − 1. Let
This implies that (2m
It contradicts our assumption that p r−1 > n and n is odd. The claim is proved. Let
where x = (x 1 , . . . , x n−1 ) runs over all solutions counted in V n (p r−1 ). The above claim shows that k 0 < (r − 1)/2, that is, r ≥ 2(k 0 + 1). A more general Hensel lemma (see [17] ) implies that for s ≥ 2(k 0 + 1) − 1, we have
This is done by applying the general Hensel lemma only to those solutions modulo p k 0 +1 which can be lifted to solutions modulo p s . Thus, for s ≥ 2(k 0 + 1), we still have
Since r ≥ 2(k 0 +1), we can take s = r and conclude that S n (p r ) = 0.
When n is even, it turns out that the Laurent polynomial g always has singular toric solutions modulo p k . This makes the determination of S n (p r ) via V n (p r ) much more difficult. In the last two sections we solve the problem using algebraic and geometric techniques from the study of Igusa zeta functions. First we explain the link with our problem in the next section.
Relation with Igusa zeta functions
In this section we describe the toric hypersurface in (15) rather as the zero set of the polynomial
Classically one studies the behavior of the V n (p r ) through the properties of its generating series. We put
where the constant
and the factor p −(n−1) are the standard conventions, in order to relate P (t) in a natural way with the Igusa zeta function of h. Igusa [8] proved that P (t) is in fact a rational function in t through the study of that zeta function. We will obtain information about the poles of P (t) by studying the Igusa zeta function of h, and then use the precise description of the V n (p r ) in terms of the poles (and their orders) of P (t), as calculated in [17] .
We introduce the version of the Igusa zeta function that we will use. We denote by Q p and Z p the field of p-adic numbers and the ring of p-adic integers, respectively, by | · | the standard p-adic norm on Q p and by dx the standard Haar measure on Q k p . For a ∈ Z p we denote byā its image in Z p /pZ p ∼ = F p , and similarly for a ∈ Z 
where s ∈ C with ℜ(s) > 0.
Igusa [8] showed in fact that Z W (f ; s) is a rational function in p −s , using an embedded resolution of singularities of f . Because of this result one considers Z W (f ; s) as a function in t = p −s and writes Z W (f ; t) for it. In fact Z W (f ; t) contains the same information as the so-called Poincaré series 
. We now recall two techniques to compute the Igusa zeta function.
The p-adic stationary phase formula. We assume that at least one of the coefficients of f does not belong to pZ p . (This can always be achieved by dividing f by a suitable power of p.) Then we denote byf the non-zero polynomial over F p obtained by reducing all the coefficients of f modulo p.
Denote byS the subset of allā inW such thatf (ā) = 0 and (∂f /∂x i )(ā) = 0 for all i ∈ {1, . . . , k}, and by S its preimage in Z 
where N is the number of zeroes off inW .
Resolution of singularities. Let σ : X → Q k p be an embedded resolution of singularities of f , where X is a non-singular algebraic variety over Q p , σ is a projective birational morphism, the inverse image of {f = 0} has simple normal crossings and σ is an isomorphism outside that inverse image. Thus the irreducible components E i , i ∈ I, of σ −1 {f = 0} are nonsingular hypersurfaces, intersecting transversely. Note that at most k different components E i contain a given point of X. For i ∈ I we denote by N i and ν i − 1 the multiplicities of E i in the divisor of σ * f and of σ * (dx 1 ∧ · · · ∧ dx k ), respectively. Then Z W (f ; t) can be written as a rational function in t with denominator
More precisely, Z W (f ; t) is a sum of rational functions with denominator i∈J (1 − p −ν i t N i ), where the E i , i ∈ J, have a nonempty intersection (and hence #J ≤ k). Note that, by (16) , the same is then true for P W (f ; t).
There is an explicit formula of Denef [2, Theorem 3.1], when a certain technical condition concerning the resolution σ is satisfied. For the following notions we refer to [2] for more information. To an algebraic set V over Q p is associated its reduction mod p, being an algebraic set over F p and denoted byV . Also, to the map σ one associates its reduction mod p, being a morphismσ :X → F k p . When the restriction of σ to σ −1 W has good reduction mod p (see [2] for this notion), we have
where c J = {x ∈X |x ∈Ē i if and only if i ∈ J, andσ(x) ∈W }.
Here, to simplify notation, we denote for a varietyV over F p the set of its F p -rational points by the same symbolV .
In the next two sections we use these techniques to study P (t) through the Igusa zeta function associated to h.
Formula for S n (p r ) when p is odd
We assume in this section that n is even and p is odd. In fact we determined already when there existā in (F * p )
n−1 such thath(ā) = 0 and (∂h/∂x i )(ā) = 0 for all i ∈ {1, . . . , n − 1}. We use the notation m + and m − as before. Replacing x 0 by −x 0 if necessary, we may assume that 0 ≤ m + ≤ n/2 − 1. There exist suchā in (F * p ) n−1 if and only if
Since n is even, (19) is equivalent to m + ≡ n 2 We study the Igusa zeta function
n−1 has singularities (of multiplicity 2) at x disjoint copies of Q * p . One obtains an embedded resolution σ by blowing up with centres these lines; each exceptional component E i is the product of such a centre Z i with a (n − 3)-dimensional projective space and has data (N i , ν i ) = (2, n − 2). The strict transform E 0 of {h = 0} has data (N 0 , ν 0 ) = (1, 1). We describe now the intersection of a fixed E i with the strict transform. One easily computes that the quadratic form
is the lowest degree term of a local equation of a transversal section of the hypersurface h = 0 at a singular point. Consequently the intersection of E i with E 0 is the product of the centre with the projective variety determined by q = 0. Using Igusa's result above, we see that Z(t) can be written as a rational function with denominator (
First case: p ≥ n 2 + 1.
One can check that σ has good reduction mod p, and hence we can apply Denef's formula (18) . Let N denote the number of zeroes ofh in (F * p ) n−1 . We claim that p n−2 − 1 is the number of points ofĒ i mapping to (F * p ) n−1 byσ. Indeed, this is the product of p − 1, being the number of points ofZ i ∩(F * p ) n−1 , and the number of points of projective (n−3)-space over F p . Finally we denote by Q the number of points ofĒ i ∩Ē 0 mapping to (F * p ) n−1 ; it is the product of p − 1 and the number of points on the projective variety determined byq = 0. Then Denef's formula yields (21)
More concretely, since Q is also 1 less than the number of points of the affine variety determined byq = 0, we have by [10, Theorem 9.2.1] that
General case: n ≥ 6. It will turn out that we can write Z(t), applying decomposition in partial fractions, in the form
with A, B, C constants. (Note that one expects a priori a term of the form D+Et 1−p −n+2 t 2 . However, this term simplifies.) A similar statement is then true for P (t), yielding a concrete description of the behavior of V n (p r ) for r ≥ 1. We provide some details of this computation. Decomposing the last two terms of (21) in partial fractions yields, as contribution to
respectively. Adding, dividing by p n−1 , plugging in the expression in (22) for Q and simplifying yields
and indeed the last factor is equal to
In order to find the constant C in the expression (23) for P (t), we only need the similar constant in the expression for Z(t). Using (16) one easily derives that P (t) can be written in the form (23) with
Looking at the main result in [17] and its proof, we have for all r ≥ 1 that
We compute by Theorem 7 that
for all r ≥ 2. Plugging in (25) we obtain finally for all r ≥ 2 that
Case n = 4. In this special case a straightforward calculation simplifies (21) to
Decomposing P (t) in partial fractions now results in the form
with A, B, C constants, and more precisely C = 3 (p−1) 2 p 2 . In this case we have for all r ≥ 1 by [17] that (29) V n (p r ) = ((r + 1)C + B) p 2r .
(Note that there is a typo in [17] precisely at this point. On the last line of page 4 the numbers involving e must be augmented by 1.) By Theorem 7 we compute
Note that this turns out to be exactly (27) when substituting n = 4.
(Hence n ≥ 6.) We partition theā in (F * p ) n−1 such thath(ā) = 0 and (∂h/∂x i )(ā) = 0 for all i ∈ {1, . . . , n − 1} into the subsetsS 1 , corresponding to m + = n 2 − 1, andS 2 , corresponding to all other values of m + . Let S 1 and S 2 denote their preimages in Z n−1 p , respectively. The p-adic stationary phase formula (17) yields
In fact, the restriction of σ to S 1 still has good reduction mod p, and by Denef's formula p n−1 S 1 |h(x)| s dx equals the sum of the last two terms in (21).
On the other hand, since h = 0 has no singular points in S 2 , we can write p n−1 S 2 |h(x)| s dx as a rational function in t with denominator 1−p −1 t. In general we cannot apply Denef's formula here; in particular we have no control over the degree of the numerator. At any rate, decomposing Z(t) and P (t) in partial fractions, this time we can write P (t) in the form
n is a constant and
as before. By [17] we still have similar expressions for V n (p r ) as in (26) and (29), but now they are only valid when r is big enough, more precisely when r > deg A ′ n (t). We conclude that V n (p r ) is still given by the formula in (27) when r is big enough (with respect to n and p).
We note that (27) is also valid for n = 2 and we summarize. 
, the same formula is valid for r big enough (depending on n and p).
, the above theorem gives the precise information when r is big enough. For small r, the problem is caused by the integration over S 2 , corresponding to points which are non-singular over Q p , but become singular modulo p. This part can be handled as in the fourth section when counting V n (p r ). Combining the elementary method of that section and the above Igusa zeta function calculation, we obtain the following additional results. 
}.
For r ≥ 3, we have
where g ′ ≥3 (x) contains only terms of degree at least 3. Note that the notation q is consistent with (20). In fact this last integrand has an isolated singularity in the origin, and blowing up at the origin yields an embedded resolution with good reduction mod 2 and we can use Denef's formula. We can now proceed completely analogously as in the case p ≥ n 2 + 1. Comparing with the last two lines in (21), we claim that the contribution to (Z 2 ) n−2 |q(x) + 2g
In order to see this, we note the following.
(i) The only difference is the factor 2 n−2 (versus p n−1 ). Indeed, now only n − 2 variables are involved.
(ii) For (21) the centres Z i were one-dimensional with p−1 as number of points of their reduction mod p, and our present situation can be considered as a 'transversal section' of the previous one. So we should a priori divide all 'numbers of points' by p − 1 to derive (34). But since here p − 1 = 1 this makes no difference.
(iii) The formula for Q in [10, Theorem 9.2.1] is still valid for p = 2 and for the two possible equations for q.
Arguing further as in the case p ≥ 
+1)r
when r is big enough (depending on n).
Case n = 4. Then the polynomial h is simply (x 1 +x 2 )(x 1 +x 3 )(x 2 +x 3 ) and one can compute in an elementary way that Z(t) = t 3 (1 − t + t 2 ) 2 3 (2 − t) 2 , and hence P (t) = 4 + t 2 + t 3 + t for r > 4. We note again that this formula for S 4 (2 r ) is compatible with the formula for n ≥ 6, which is also compatible with the formula for n = 2 by the remark in section 4. We summarize. 
Again, this result can be made more precise by using the elementary method to remove the integration of |h| s over (1 + 2Z 2 ) n−1 \ ∪ J U J . We can use the ideas in the proof of Theorem 11, but in order to obtain an optimal bound, we need more subtle arguments. Proof. Recall that for small r, the problem is caused by points which are non-singular over Q 2 , but become singular modulo 2. Also, we saw that the singular locus of g = 0 in (Q * 2 ) n−1 consists of the points (x 1 , . . . , x n−1 ) where each x i = ±x 0 for some x 0 ∈ Q * 2 and #{1 ≤ i ≤ n − 1 | x i = x 0 } = n 2 − 1. Consider odd integers x i such that x = (x 1 , . . . , x n−1 ) satisfies g(x) ≡ 0 (mod 2 r−1 ), but such that x (mod 2) does not lift to a singular solution over Z 2 . We claim that x satisfies the inequality k x := ord 2 { ∂g ∂x 1 (x), . . . , ∂g ∂x n−1 (x)} < r 2 .
Otherwise, suppose that 0 < r 2 ≤ k x .
Let y i = x i +2 min(kx,r−1)−1 z i , where z i ∈ Z. As before, we want to argue using the Taylor expansion. In this case, an easily verified but important fact is that all second partial derivatives ∂ 2 g ∂x i ∂x j (x) are congruent to 0 modulo 2 (using only that the x i are odd).
Since 2 min(k x , r−1)−1 ≥ r−1 and k x = ord 2 { ∂g ∂x 1 (x), . . . , ∂g ∂x n−1 (x)}, the Taylor expansion shows that g(y 1 , · · · , y n−1 ) ≡ g(x 1 , · · · , x n−1 ) ≡ 0 (mod 2 r−1 ).
Because x is clearly a singular solution modulo 2 min(kx,r−1) , one has as in the fourth section the congruence 
