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I. INTRODUCTION 
The theory of convex functionals in infinite dimensional spaces has assumed 
a substantial role in diverse branches of mathematical analysis in the last two 
decades, particularly in differential equations and control theory [I, 21, 
calculus of variations [I, 3, 41, nonlinear programming and mathematical 
economics [5, 6, 71, the theory of best linear and nonlinear approximation 
[8,9], numerical computations of constrained maxima [IO, 1 l] and the theory 
of nonlinear operator equations [12, 131. $ , ee also the expository papers on 
convex functions by Beckenbach [14] and Green [ 151. 
Convex functionals are distinguished by some properties which provide 
useful tools in analysis. For example, the theory of extrema is simple for 
convex functionals. Such functionals imply certain global properties and are 
characterized by local support properties [16]; the graph of the generalized 
gradient of a convex functional is a monotonic set [17], etc. 
It may be observed, howcvcr, that in some of the applications cited above, 
c.g., in multiple integral variational problems [3, 41 and control theory [I, 
Part III], convexity places a severe restriction on the class of admissible 
functions. It will be shown that some of these limitations may be removed by 
using functionals which are not necessarily convex but which possess some of 
the properties of convex functionals. 
The purpose of this paper is to introduce some classes of functionals which 
are closely related to but weaker than convex, or differentiable and convex 
functionals, and to study some of their properties and applications. In Section 
2, the notions of gauge-convex, weakly convex and supportably convex 
functionals are introduced for functionals which are not necessarily differenti- 
able. In the case when a functional is differentiable, the notion of supportably 
convex is related to pseudo-convex functionals on subsets of R,, , studied 
recently by Mangasarian [18]. \bh 1 - i e a convex functional is not necessarily 
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differentiable (e.g., norms in most of the usual spaces), nevertheless it has a 
one-sided Gateaux variation. Thus it seems natural to extend the definition of 
pseudo-convexity to functionals with this property. In Section 2 we also 
obtain an existence theorem for a variational problem involving quasi-convex 
functionals [6, 191 (see also the notion of functionally convex [2]), which is an 
abstraction of some problems that arise in multiple integral problems of the 
calculus of variations [4, 201. It is also applicable to questions of existence and 
uniqueness of problems of best nonlinear approximation. 
In Section 3 we give applications to the problem of characterization of best 
approximation using linear and nonlinear functions, and in Section 4 we 
show that some of the notions in Section 2 are sufficient to obtain certain 
standard results in mathematical programming and saddle point theory. 
2. PROPERTIES OF SOME F~NCTIONALS RELATED TO 
CONVEX FUNCTIONALS 
In this paper, E will denote a linear space with real scalars. For a set 
KC E, let K, = {h E E : x + h E K}. Recall that a gauge (or support) func- 
tionalg is defined on a convex cone C and is subadditive and positively homo- 
geneous, i.e., 
x(x + Y> G g(x) + L?(Y), X,Y EC, 
and 
g(4 = 4?w x E c, t >o. 
This is equivalent to saying that g is convex, i.e., 
L?w + (1 - 4Y) d M4 + (1 - 4LdY) for A E(O, I), 
and positively homogeneous. Gauge functionals arise naturally in connection 
with convex sets (see, for instance [16] and [21]) and have been applied by 
Kamke to the uniqueness theory of differential equations under conditions 
which are milder than Lipschitz continuity. 
DEFINITION 2.1. A functionalf defined on a subset K of B is called gauge- 
conwex (G-convex) if K is a convex set and for each x E K, there exists a 
gauge functional g, defined on K, such that 
for all y E K. 
f(Y) -f(x) 2 &(Y - 4 (2.1) 
Let K be an open convex subset of a Banach space E or, more generally, a 
locally convex topological vector space L. Let f be Frtchet differentiable on 
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K, i.e., for every s E K, h E. !:’ there exists an operator f,.(h) from E to H, 
continuous and linear in h such that 
,f(.Y --1- h) -j‘(x) f,.(fL) 1 :;- 1 h ,: E (x; h), P-2) 
where E -+ 0 ans h 4 0. In the case of the space /,, the right side of (2.2) is 
to be replaced by m(h) E .t, z , w cre m E !V, the family of continuous pseudo ( *. f  ) h 
norms which generates the topology of L. 
If in addition f is convex, then for all y E I:’ 
f(y) -f(x) 2 df(x;y .--- x), (2.3) 
where df (x; h) = I,(h) is the differential off at x. Thus f  is G-convex. Inequal- 
ity (2.3) is also a sufhcicnt condition for a differentiable functional on a 
convex set to be convex. 
We also note that if for each s E K, there exists a continuous linear func- 
tional I, such that 
.f‘(x + h) -f(x) 2: I,(h), 
then f  is G-convex and weakly lower semi-continuous (I.s.c.). The second 
property was first observed and applied to multiple integral variational prob- 
lems by Rothe (Theorem 4.1 in [3]). 
It might appear at first that the notion of G-convexity for a nondifferenti- 
able functional defined on an open convex set is weaker than convexity; 
however the two notions are equivalent. 
THEOREM 2.1. A functional f  defined on an open convex set K in a linear 
space E is G-convex ;f and only IY it is convex. 
PROOF. Suppose for each .X E K, there exists a gauge functional g, defined 
on K, such that for ally E R, 
f(y) -f(x) 3 Rz(Y - 4 
Let JT~ and xa , .~t # xa be arbitrary elements in K and let t E (0, 1). Let 
x,I-tx,-+(I -1)x,. Then 
f  (XI) - f  (%) 3 R&l - %)? (2.4) 
and 
f  (x2) - f  (4 2 &J(“z - X0)? (2.5) 
whereg,,=g,O.Leth=x,--x,,.Thenx,-~x,=-(t/l-t)h. 
Multiplying (2.4) by t, (2.6) by 1 - t, and adding we obtain 
WI) -t (1 - t)f(x*) - f@o) 3 t&m -1. (1 - t) ad% - %I) 
= g,(tfg + g,( - tfg >, g,(q = 0, 
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where in the last two inequalities we used the fact that g,, is subadditive and 
positively homogeneous. Thus, 
ml) = f(tx1 + (1 - t) 4 Gf(Xl) + (1 - WXZ) 
for all t E (0, 1). This proves that j is convex. 
Conversely, suppose that j is convex. Then t-l[ j(x,, + th) - j(x,,)] is an 
increasing function of t for t > 0 and hence for each x,, E K, 
exists. Furthermore the one-sided Gateaux variation V+j(x,,; h) is positively 
homogeneous and subadditive. (See [16] for details). Thus 
Wf (xll + th) -f c%)l 3 v+j @o; h), t > 0, 
where I’-j(x,,; h) is a gauge functional in h. Letting t = 1, we get the desired 
result. 
It is easy to show that if G, , for each x, is the set of all gauge functionals 
g, such that 
then 
W(x; h) = sup {g,(h) : gz E Gz). 
We now state a generalization of the remark made preceding Theorem 2.1. 
THEOREM 2.2. Let C be a closed convex set in a locah’y convex topologtial 
vector space L. A su&ient condition for a junctional j to be weakly lower 
semi-continuous on C is that for each x,, E C, there exists a gauge junctional 
go = g(x,) such that 
f(x) - f(%) 3 go@ - x0) for 
and that g,, is weakly lower semi-continuous at 0. 
x, “0 E c 
PROOF. For any sequence {xn} in C which converges weakly to x,, , the 
inequality 
f (.m) - f (xl4 3 k!,@n - XII) 
holds. Since g,, is a gauge functional and is weakly 1.s.c. at 8, 
Thus 
lip>fg,(xn - x0) > g,(B) = 0. 
l$-$f VW -f WI 2 0, 
which proves the weak 1.s.c. of j. 
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Kow we suppose that f  has first and second Gatcaux variations on C’, i.e., 
for each x0 E C, h, k E I,, 
and 
Pf(xo; h, k) = 
exist. Note that Szf( x0; h, h) is homogeneous in h of degree two but is not 
necessarily continuous in s, nor is it necessarily bilinear or continuous in h 
and k. 
THEOREM 2.3. With the same notation as in Theorem 2.2, let f have jirst 
and second Gdteaux variations Sf(x; h) and Ff(x; h, k) at every point x in C. 
Moreover let 
S2f(x; h, h) > 0 for x E c. 
:lssume also that Sf (x; *) is subadditive and weakly I.s.c. at 8. Then f is weakly 
I.s.c. on C. 
PROOF. I f  f has a first GPteaux variation on C, then using a mean-value 
argument we get f(x,, .f h) - f(xo) = Sf (x,, + Ah; h) for some X E (0, 1). 
From the existence of the second variation, we infer repeating the same 
argument that 
or 
Sf (x,, + Ah, h) = Sf (x0; h) i Pf(.r, 7 rh; h, Ah) 
f(q, + h) -f(q,) = sf(x,; h) + @f(xo + yk h, h) 
where 0 < y  < 1. Thus 
f(x,, + h) -f(x,,) > af (x,,; h). 
The conclusion of the theorem then follows from Theorem 2.2 since Sf (x0; h) 
is a gauge functional in h. 
We turn next to a notion, weaker than convexity, which is used extensively 
in the recent literature (see [2, 6, 18-201). A function f  defined on a convex 
set K is called quasi-convex if for each real number c, the set 
S,={x:f(x)<c,x~K} 
is convex. Note that if f is convex, then the set S, is convex. The converse 
is not necessarily true. It is easy to show that f is quasi-convex if and only 
if for all X E [0, 11, and all x,, , x E K, 
f (h + (1 - 4 4 < ma if (x),f (+Jh (2.6) 
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Also iff has a linear G%teaux variation on K, then f is quasi-convex if and 
only if for every x, x0 E K, 
f(X) 5 f (x0) implies Vf(q;r - xg) 5 0. 
This assertion follows easily from a consideration of the functional 
@p(t) =f(tx + (1 - t) x0), 
noting that Q’(O) 5 0. 
The functional f is called strictly quasi-convex if 
f(x) <f("%) implies f(Ax + (1 - A) x0) <f (x0) 
so that the strict inequality holds in (2.6). Every 1.s.c. strictly quasi-convex 
functional is quasi-convex but not conversely. 
The next theorem and its corollary show that lower semi-continuous quasi- 
convex functionals play an important role in the theory of extrema. Compare 
with [4,20]. 
THEOREM 2.4. Let E be a Banach space, @ a fun&mal on E x E which 
satzkjies both of the following properties: 
(1) For each fixed y  in E, @(x, y) is lower semi-continuous (in tke strong 
topology) and quasi-convex in x. 
(2) @(x, y) is weakly lower semi-continuous in y  on bounded sets in E, uni- 
formly in x on each bounded subset of E. 
Let f  (x) = @(x, x) for x in E. Then f  is weakly lower semi-continuous. 
PROOF. Let (xX} be a sequence in E which converges weakly to x0. We 
will first show that 
li:bf @(xn , x0) > @(x0, x0). (2.7) 
To this end, it suffices to show that if for some subsequence {x,J, 
@k‘ 2 q) + Y (where I may be infinite), then r 2 0(x0, x,,). Let h > t and 
consider the set 
S, = {x E E : @(x, x0) < A}. 
Note that for all i greater than some positive integer, a(~,,, , x,,) < A. By 
the I.s.c. of 0(x, x,,) in x, S, is closed [6] and hence weakly closed, since it is 
convex. Hence uO, the weak limit of u,,, , is in SA . Thus @(x,, , 1~s) < A. 
Now since X is an arbitrary number greater than r, it follows that 
@lx a, x0) < r. This establishes (2.7). To complete the proof, we write 
f&J - f(%) = qxn > x0) - @(x0 t x0) + @(-%I 9 4 - qx, ,x0). 
Let E >- 0. In view of (2.7) there exists a weak neighborhood A(x,) of .~a such 
that 
@(.% , so) -.- qs,, ( .\.,,) E for x,, E X(x,). 
Note that {.vn} is bounded since it is weakly convergent. Thus since @(s, x) 
is weakly 1.s.c. in y on bounded subsets of E, it follows that 
@‘(x72 > x,,) - @(.m ( x0) ::- E for 
Thus for x, E N(.t,J A U(x,), 
f(%) - f(x,) 3 - k 
.sn E Lqx,,). 
This completes the proof. 
Taking g(x, y) =f(x) in the above theorem, we obtain the following 
corollary. See also [26]. 
COROLLARY 2.4. Let f  be a quasi-convex functimal on a closed bounded convex 
set K in a Banach space E. If  f  U semi-continuous in the strong topology of K, 
then f  is weakly lower semi-continuous. Furthermore ;f E is rejlexive, then f  
assumes it minimum on K, which will be unique zff is strictly quasi-convex. 
PROOF. The second assertion of the corollary follows from a well-known 
theorem of Alaoglu (see, for instance [21, p. 4251) since every closed convex 
set in a Banach space is also closed in the weak topology. Finally, if we assume 
there are two points at which the minimum off is attained, we arrive using a 
standard argument at a contradiction to the strict quasi-convexity off. 
We remark that the above theorem holds also for locally convex topological 
vector spaces. 
DEFINITION 2.2. A functional f  is called weakly convex on a set II C E 
if for each x,, E D, there exists a gauge functional g,, = g(x,,) such that 
iY”(X - x0) 3 0 implies f(x) ;z f  (x0) 
for all x in D. The set D need not be convex. 
Let L be a locally convex topological vector space with real scalars, L* 
its conjugate space and let (x, a) = z(x) denote the value of the linear 
functional 2 at x. 
DEFINITION 2.3. A functionalfis called supportable if for each x0 E D CL, 
there exists an x* E E* such that x* supports the set S in L @ R given by 
i.e., x*(x0) = 1 and x*(x) < 1 for all x ES. Note that S is a subset of the 
set A of all points lying above the graph off and that set A is not necessarily 
supported by an x* which supports the set S. 
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DEFINITIOA- 2.4. A supportable function f is called supportably convex 
(S-convex) if for each x and y in D, and x* which supports S, 
x*(y - x) 3 0 implies f(y) >f(X). (2.8) 
In the case of a differentiable functional this means that 
df(x; y  - 4 >, 0 implies f(y) >f(X) 
for all x and y in I). 
Analogous definitions can be given with the word “convex” replaced by 
“concave.” For example f is supportably concave on D if 
x*(y - x) < 0 implies f(r) < ff(4, 
i.e. if -f is S-convex. 
As we shall see below, an S-convex functional is not necessarily convex, 
nor is a convex functional necessarily S-convex. However, an important class 
of S-convex functionals is provided by the set of all subdifferentiable convex 
functionals. 
DEFINITION 2.5. A subgradient (also called a generalized gradient 
[17, 22,231) of a convex functional f at a point x E D is an x* EL* such that 
f(Y) >f(4 i- (Y - x> x*> 
for ally EL. The analogy with the first two terms of a Taylor’s series is evident. 
Let af(x) denote the set of all subgradients off at X. The subgradient 
mapping af is then a multi-valued mapping assigning to each x,, ED all its 
subgradients. If 2f (x,,) is not empty, f is said to be subdzjimntkble at x,, . The 
notion of subgradient can be given a geometric interpretation in the space 
L @ R. 
DEFINITION 2.6 [17]. A gradient hyperplane H of a convex functional f 
is a closed hyperplane of support to A, the set of all points lying above the 
graph off: 
H = {(x, I) : T = f (XJ + x,*(x - x0)). 
A subgradient mapping is then a multi-valued mapping assigning to each 
x0 E D all x0” EL* such that 
r =f (%) -+X$(X-%). 
is the equation of a gradient hyperplane of J For example if f (x) = 1 x 1 , 
then the subgradient mapping af of f is given by 
if x#O 
if x = 0. 
THEOREM 2.5. Iff is convex and subdzferentiable on a convex set K C I,, 
then f is supportably convex. The converse is not necessarily true. 
PROOF. Iff is convex and subdiffercntiable, then there exists an x* c I,* 
such that for all y E K, 
f(y) --.f(x) 2 (y - s,x*:~. 
Thus (y - x,x*) 3 0 impliesf(y) >f(x) and ?c* supports the set 
s = {(Y.fW :f(r) Gf(41. 
To prove the second assertion of the theorem we exhibit a counterexample. 
Indeed we will show that an S-convex functional on D may fail to be convex 
on all subset of D. Let f  (x) = In g( x w ere ) h g is a twice differentiable function 
which is S-convex and g(x) > 0 on (0, co). We wit1 show first that f is S-con- 
vex. Toward that end, suppose thatf ‘(x) (y - X) > 0. Theng’(x) (y - X) >, 0 
since g(.z) > 0. From the assumption that g is supportably convex, we 
conclude that g(y) > g(x). But this implies in g(y) > In g(x) since In ZJ is 
a monotonically increasing function. Thus f  is S-convex on (0, cx)). It is easy 
to show thatf is convex on (0, co) if and only if 
g(x)g”(x) - [g’(x)lZ 2 0. 
Now take g(x) = ~3 + X. Clearly g is S-convex on (0, CO). The set 
s = {(x, g(xJ) : x3 A- x < xo3 + x0} 
is supported, for instance, by the tangent to the curve g(z) = 9 $ x at x0 
and g’(x,,) (X - x,,) 3 0 implies g(x) >, g(x,,). On the other hand, 
g(x)g”(x) - [g'(x)]2 = - (3x4 - 1) < 0, 
so that f  is not convex on any subset of (0, 00). 
COROLLARY 2.5. Zf f  is convex and d@wrztiable (in the sense of Frkhet 
OY G&eaux) on an open subset D, of a locally convex topological vector space L, 
then f is supportably convex. The converse is not necessarily true. 
PROOF. Iff has a differential df(x; h) in the sense of Frechet or GLteaux 
on D, then f  has a gradient [16] defined by df(x; h) = (h, gradf(x)). It is 
easy to show that in this case 8f (x), for each x E D, is the singleton {grad f  (x)}. 
See Moreau [22]. The notion of S-convex is then equivalent to the following: 
df(x,; x - q,) 2 0 implies f(x) >,f(x,). 
Differentiable functions in R, with this property are also called pseudo- 
convex [ 181. 
It is known that a convex functional f  is subdifferentiable whenever it is 
finite and continuous [17]. Under these conditionsf is necessarily S-convex. 
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It is evident also that if f is S-convex, then it is weakly convex but not con- 
versely. 
3. CHARACTERIZATION OF BEST APPROXIMATION 
Xormed linear spaces and convex sets provide a general setting for a 
number of problems in approximation theory. Let E be a normed linear 
space, V a closed subspace (or more generally a closed convex subset) of B, 
and u a given element in E. If inf { j/ II - ZJ /j : z, E V} is attained for some 
v* E V, we say that v* is a best approximation in V to u. Of particular interest 
are problems of existence, uniqueness, characterization and construction of 
best approximation. Here we shall be concerned with a characterization of a 
best approximation. The standard approach is to consider the derivative 
f ,iu -v* - th II 
t-o 
If v* is a best approximation in V to u, then this derivative should be zero 
for all h E V. However this derivative does not exist in many of the usual 
normed spaces (e.g., L, , L, , C). Th e unit ball in such spaces is not smooth 
and the norm is not strictly convex, i.e., spheres may have line segments and 
corners. It becomes desirable therefore to obtain a general characterization 
under weaker hypotheses. 
'I'HEOREM 3.1. A necessary and sujicimt condition for v* to be a best 
approximation in V to u is that 
LIT+ t-l{11 24 - vf - th II - II u - v* II} 2 0 (3.1) 
for all h. Zf the strict inequality holds in (3.1) then 
11 u - v* /I < 1 II - v* - th 11 for all t # 0. 
PROOF. The existence of the limit in (3.1) follows from the convexity of 
the function I] u - v II in v, (see Theorem 2.1). 
Furthermore, 
11 El - v 11 - 1124 - v* !I > -g jl u - v* + t(v* - 
4 ‘I It+)+ * 
From this the sufficiency is evident. 
To prove the necessity of condition (3.1), we assume that 
-$Ilu - v* - 6 II < o 
1-o+ 
(3.2) 
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for some h, # 8 and show that this leads to a contradiction. We have 
II u - v* - h I’ - ;I u - v* : = f !i u - V* - sh 1; 
5 s-o+ 
+ R(v*; h), 
where 
f;~+ t-‘R(v*; th) -: 0. (3.3) 
If (3.2) holds for some h, # 0, then for t > 0 
d 
11 u - v* - th, \j - 11 u - v* II = t - !I i( - v* - sh, II 
ds ” s-o+ 
+ R(v*; th,). 
In view of (3.2) and (3.3), the right side of the last equation can be made 
negative for sufficiently small positive t, 
11 u - v* - th, 1; - II I( - v* Ij < 0 for 0 < t < t, . 
This contradicts the assumption that o* is a best approximation in I/ to u. 
The proof of the second assertion of the theorem is trivial. 
As an application of Theorem 3.1 we obtain a characterization of best 
approximation in the space L, (referred to as the variational lemma in [9]). 
Consider the space L,(X, I*) of complex functions with 
Let 
I:f :I = j-, If@) I& < 00. 
(f, g) = jxf(4 g3 6, 
and let Z(f) denote the set of zeros off. Let V be a closed subspace of L, . 
COROLLARY 3.1. With the above notation, a necessary and sujicient con- 
dition for p* E V to be a best approximation to f, i.e., 
llf- P* II G Ilf- (p* + sh) II 
for all h E V and all scalars s is that 
I (h, w (f - P*)> I G j,,-,, I P I 4. 
f.dwe wf=f/lf I. 
PROOF. From Theorem 1.1 in [9], we have for f, p EL~(x, p) and real t, 
hix t-1 /IIf + tp II - llf Ii - I t I j,,, I P I dcr\ = Re <A sgnf >. 
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Therefore 
Thus Theorem 3.1 implies that 
for all h E I’. Since this also holds if h is replaced by I h, we conclude that 
for all h E V. 
We note that Ijf - p I[ is subdifferentiable at p*. Indeed, for t > 0, 
IV-P” + th II - IV-P* II 
= t Re <h, SP (f -P*)) + t jzt,-nej I h I 4 + t 00) 
where t o(t) >, 0, from convexity. Thus 
IV-P* +h II - IV--p* II >Re<h,sgn(f--p*) 
and a subdifferential of Ilf - p !I at p* is given by Re (h, sgn (f-p*)). In 
particular if Jaz(~+.) I h j dp = 0, then Ilf - p II is differentiable and the 
differential coincides with the subdifferential. 
We consider next approximation by a nonlinear family. Let f be a given 
element in a normed linear space E and let L be a locally convex topological 
vector space. The most interesting applications are when L is simply E,, or 
l2 = A = (a, )...) I %z ,***) : jl I 4 I2 < ml * 
Let F(x, A) be a family of nonlinear functions where for each AC, F(*, A) is 
in E. A* EL is called a best approximation if inf {IIf - F(., A) 11 : A EL} 
is attained for A = A*. We may also consider the same problem over a 
bounded closed convex subset of L. In the subsequent discussion we will 
take E = L, , i.e. we consider best approximation using the norm 
Ilf II = j-, If+9 I dx, 
where I is some closed subinterval. 
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This setting includes problems of best approximations with respect to 
parameters, an important example of which is the problem of rational approx- 
imation. Xotc that f P(., -3) is not ncccssarily convex nor differentiable 
in .-I. Rice [8] obtained a characterization of best approximation assuming 
that F(., ‘4) is continuously diffcrcntiablc in parameters, i.e., 
exists and is a continuous function of A and A, , and assuming further that 
the set 
K = {(A, d) : (.4, d) E E,!_, , ,!.f ..- F(*, A) ,I < d} 
is convex. We remark that these assumptions are tantamount to the require- 
ments that F has a strong FrCchet differential [12] and that ]]f - F(x, A) 1; 
is convex in A. These assumptions are restrictive in some approximations. 
Our objective is to provide a characterization in the absence of convexity 
and differentiability, using some of the weaker notions introduced in Section 2. 
Our main tool is the following theorem. 
'I'HEOREM 3.2. Let @(A) = ,f - F(*, A) 11 hawe a one-sided Ga^teaux 
variation V’@(A; h). Assume further that Qi is weakly convex with respect to 
f  .-@(A; h). Then a necessary and su$icient condition for A* to be a best approx- 
imation is that 
V’@(A*, .-I A”) 2 0 
for all A. 
PROOF. The sufficiency is obvious by definition of weak convexity. For if 
I,‘.@(A*, A - A4*) 3 0 for all .4 EL, then 
@(A) ‘,, @(A*). 
The necessity follows as in Theorem 3.1. 
COROLLARY 3.2. Let @(A) 7 ‘If - F(., A) II be a convex function of A, 
then a necessary and sz@&nt condition for A* to be a best approximation in L 
ti that 
; Ilf - F(*, A* $ t-4) I! 1 > 0. 
t-o + 
for all A EL. 
COROLLARY 3.3. Let F(*, A) have a linear Gdteaux differential and let 
grad F(x, *) EL, . If @(A) is weakly convex, then a necessary and sujicient 
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condition fw F(x, A*) to be a best approximation to f  (x) in the & norm is that 
1 j, D% A*; 4 w (x7 A*) do 1 < jzcr,) 1 DF(x, A*; A) 1 hr 
holds for all A, where 
sgn (x, A*) = sgn [ F(x) - F(x, A*)], 
DF(x, A*; A) = (grad F(x, A*), A), 
and 
Z(A*) = {x ~1: f  (x) - F(x, A*) = O}. 
PROOF. This follows from Corollary 3.2 by expanding 
Ilf - F(*, A* + tA) II = I, If(x) - F(x, A* + tA) I dx 
= ! ,-= u(x) - F(x, A* + tA)l sgn (x> A* + t4 h 
+ I, If(x) - F(x, A* + t4 I ck 
The details are similar to [9]. 
Let us note that the framework of Theorems 3.1 and 3.2 is more general 
than the form in which they are stated. There is no need to take the measure of 
best approximation in terms of norms or seminorms; we may use convex 
functionals instead. 
Finally we remark that from Corollary 2.4 we obtain an existence and 
uniqueness theorem for best approximation with nonlinear families which we 
state as 
THEOREM 3.3. Let L be a rejexive Banach space. Let 
$(A) = Ilf -F(., A) II 9 A EL. 
If $(A) is quasi-convex, then there is a best approximation ,4* on each 
bounded closed convex set KC L. Furthermore, if 4 is strictly quasi-convex, 
then the best approximation is unique on K. 
4. APPLICATIONS TO DUALITY AND SADDLEPOINTS 
IN NONLINEAR PROGRAMMING 
The classes of functionals discussed in Section 2 are of the type needed in 
some problems of nonlinear programming. We illustrate this with two results, 
51X SASIIED 
previously established under conditions of convexity (see, e.g., [5, 7, 24, 251). 
For simplicity, we consider onlv scalar minimization and maximization 
problems on finite dimensional spaces with the usual componentwise partial 
ordering. The results may be extended as in the setting of [5] to programming 
in more genera1 topological linear spaces and to vector minimization problems 
in partially ordered linear spaces where partial ordering is defined by a closed 
convex cone. 
Let f and gi , i = I,..., m, be differentiable functions of s = (sr ,..., x,) 
such that f  - ~~~, pigi is S-convex for pi > 0. Consider 
PRIMAL PROBLEM. hlinimize f  (.y) subject to 
gi(X) 3 0 i = I,..., m. 
DUAL PROBLEM. Maximize 
TX) A f  Cx) - *$. PiEdx) 
subject to 
cf (x> - f  /%vgi(x) = O, Pi 2 OS 
i-1 
(4.1) 
(4.2) 
(4.3) 
These problems may not in general have solutions. CI:e adopt the usual con- 
vention that inf f  (x) = + co if the primal constraints (4.1) are inconsistent 
and sup T(r) = - co if the dual constraints (4.3) are inconsistent. 
THEOREM 4.1. The injimum of the primal objective function f  under the 
constraints (4.1) is greater than or equal to the supremum of the dual objective 
function (4.2) under the constraint (4.3). 
PROOF. Let .x* satisfy g,(x*) > 0, i = l,..., m, and let (x, CL) satisfy the 
constraints (4.3). Then 
where the dot denotes the usual inner product. Thus 
f  (x*> - f  Pigi -f(%) + i Witx) 2 O* 
i-l i-1 
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or in view of the non-negativity of pi and g(x*), 
This establishes the theorem when both constraints are consistent. 
As another application, we derive necessary and sufficient conditions for 
saddle points. We recall that a functionf(x, h), x E En, X E E”, is said to have 
a saddle point at (x0 , h,) if 
f(X, 4) Gf(xo 9 ho) Gf(xo > 4 (4.4) 
for all (x, h) is a neighborhood N(x, , 4) in En x E”‘. Let f  E c’ and let 
x = (xl, x2, S), X = (A’, h2, h3), where x1 E EP, x1 > 0, x2 E EOI-Y, x2 < 0 
and x3 E .!?-q with unrestricted components, h1 E ET A1 > 0 x’ E P-‘, , 
hs < 0 and h3 E Em-” with unrestricted components. Le; Q bz the set of all 
(x, h) of this form. It is well-known (see, e.g., [7,24]) that if f  (x, A) has a 
saddle point at (x,, , 4) for (x, h) E Q, then 
&f(XO ,&) < 0, i = 1 I..., p; 
>, 0, 
= 0, 
i = p + l,..., q; 
i = q + I,..., n; 
(4.5) 
Gf (x0 P &) 3 07 i = I,..., r; 
< 0, i = r + I,..., s; (4.6) 
= 0, i = s + l,..., m. 
THEOREM 4.2. Let (x,, , A,,) E 52 satisfy (4.5) and (4.6). Zf f  (x, A,,) is 
S-concave in x for all (x, &) in some neighborhood Q, C Q of (x0, A,,) and if 
f  (x,, , A) is S-convex in X in some neighborhood 52, C 52, then f  (x, A) has a saddle 
point at (x0, A+), for (x, A) in Q, fll2,. 
PROOF. From (4.5), (4.6) and the definition of Q, we obtain 
Vzf (XII > 43) * XII = 0, VAf (x0 , 4) * A0 = 0, 
for (x0 , 4) E Q, and 
v,f(xo,4J.x<o for (x,&J EQl. 
Therefore, 
V,f (x0 , &I) * (x - x0) < 0. 
520 NASHED 
Sincef(r, 4,) is S-concave, this implies that 
f(4 AJ <f&l , 4)). 
Similarly, 
Thus 
~rf(-% ,a . (A - 43) 3 0. 
sincef(x,, , A) is S-convex for (x,, , A) E Q, . Hence, 
f(T &J Gfc%l 9 4J ~f(% ) 4 
for all (x, A) E Q, n Q2 . 
Note that the neighborhoods Q, and 8, need not be convex. 
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