In order to understand the differences between the "metals" and "insulators" in table 1, one might first be tempted to try an elementary electron band structure approach. According to the most basic feature of this approach, compounds in which the transition metal cation has an odd number of electrons would be predicted to be metallic, whereas those with an even number of electrons might be insulating. There are 36 oxides in table 1 with an odd number of electrons, but most of these (22) are "insulating"; there are 40 oxides with an even number of electrons, but 14 of these are "metallic". Thus, the simplest aspect of band structure theory appears not to be a promising starting point to account for the conductivity behavior exhibited in table 1. Of course, more sophisticated band structure calculations should be used to examine each of these compounds in detail. However, such calculations are not available for all the oxides, and there are serious questions whether these calculations would effectively include the effects of Coulomb correlations, believed to be often of critical importance [ 4-9 1.
Ionic model
A simple, and yet powerful, framework which includes correlation effects has been introduced and developed by Zaanen, Sawatzky and Allen (ZSA) [ 17,18 1. According to this picture, oxides (as well as halides, sulfides, etc.) can be described in terms of the relative energies of three electronic energy states near the Fermi level, as shown in fig. 1 . The fully occupied oxygen Zp-states are shown as the shaded band on the left side of the vertical energy axis, at the same energy for each of the live different examples shown. On the right side of the vertical energy axis and shown unshaded is the lowest unoccupied metal orbital (corresponding to the metal conduction band) which lies at an energy A above the former. A is seen to increase in going toward the right in fig. 1 . This unoccupied metal orbital lies at an energy u' above the highest occupied (shaded) metal orbital, as shown in fig. 1 . In order to be sure to include the correlations, we use semi-localized orbitals or energy levels (as opposed to bands) which each holds one electron (not two). The prime on U reminds us that this energy (defined in fig. 1) is not always the Hubbard [4, 5] U. Note also that the fig. 1 are measured between the centers of the orbitals. In the solid, the electronic overlap between orbitals broadens them to a width, W, which is assumed here to be the same for each of these three states, for simplicity. Any given compound may then be represented by its values [ 19 ] of U',A,and W, The different cases in fig. 1 can be conveniently discussed in the u'-A space of a Zaanen-Sawatzky-Allen diagram, as shown in fig. 2 . For the case of WC A, u' , the occupied orbitals in fig. 1 do not overlap the unoccupied orbital and the compounds are insulating.
ZSA [ 17,18 ] distinguish two different types of insulators: oxygen-to-metal charge-transfer transition at an energy A, and the second is a Hubbard-like metal-tometal charge-transfer transition at an energy u', which corresponds to the disproportionation energy. In charge-transfer insulators, the former is the lowest lying excitation and dominates the gap, whereas the Hubbard-like transitions are lowest in the Mott-Hubbard type of insulators. A metal results when either of these two gaps approaches zero and hence there exist two types of correlated electron metals: ues for a few of these compounds are available, a These have a clearer physical interpretation in the comparison among all oxide systems is more approlocalized limit (i.e., WCK A, u' ), where the first is an priately carried out with a self-consistent set of ap- both of these energies correspond to excitons. For example, the energy V0 corresponds to the excitation of an electron from one transition metal cation to its nearest neighbor (at a distance &,,), and is given in terms of the difference between the ionization potential Z,, , of Mu+ and its electron affinity A = I,:
The term e2/dM_M is the Coulomb attraction between the excited electron and the hole left behind and is present because this is a local excitation (exciton). This interaction is not included in some definitions [ 191 of U, which correspond to exciting an electron to infinity and bringing it back to another (uncorrelated) metal site, i.e., an electron-hole excitation with no interaction between them. The latter definition is physically related to experiments of photoemission, while the former can be compared with optical measurements.
(There are important differences in the screening of these two types of excitations, as we shall see below.) Correspondingly, the energy A to excite an electron from 02-to a neighboring transition metal (at a distance d,_,) involves the difference between the ionization potential Z(02-) of 02-(which is equal to the electron affinity A (O-) ) and the electron affinity (A =I,) of M"+. In addition, there exists a term AL',, the difference in electrostatic Madelung site potentials, that the electron experiences when it changes sites [ 25,261: 
where the term e2/dM_o includes the electron-hole attraction of the exciton. Again, the subscript zero on A0 reminds us that this is the energy calculated for an exciton using a simple ionic model.
In 
Closed-shell oxides
Before discussing the results for these transition metal oxides, it is instructive to test these ideas and approximations on some simpler closed-shell oxides, such as those shown in table 2. In these insulating compounds, the occupied metal orbitals are usually far below the Fermi energy and not involved, i.e., u' >> A. Hence, there are only two relevant orbitals, separated by the energy A (left of fig. 1 ) and the optical band gap is given by (A-W), Using eqs. ( 1) and (2), we have calculated lJb and A0 for these closed-shell oxides and included them in table 2. (It can be seen that the values of V0 are indeed very large and in this case of closed shell metal cations V0 does not correspond to a Hubbard-like U). In order to test the validity of this ionic model calculation, we can compare the experimentally measured values W. But we must remember that, in this ionic model, we have not included any of the effects of the overlap between ions (covalency, hybridization, crystal field splittings, screening, electronic polarizability), or the motion of the ions (lattice relaxation, ionic polarizability ). Our basic assumption is not that these effects are small; rather, that they are similar for all the oxides in tables 1 and 2, so that the differences in U. and A0 are dominated by the large differences in Z, and AV, via eqs. ( 1) and (2) . The main consequence of these neglected effects is to reduce (or screen) the actual value of U' and A below those calculated in table 2. Detailed calculations [33] on La,CuO,, for example, show that the electronic relaxation energy around an isolated hole (0-or Cu3+ ) and that around an electron (Cu' > are comparable and are of the order of N 3 eV. Thus, the energy to create a separated electron and hole is predicted [ 341 to be reduced (screened) by N 6 eV, i.e., both U and A are screened by this amount. On the other hand, in the local excitations V. and A0 considered here, the electron-hole pair is more like a dipole than two isolated charges and the electronic and lattice relaxation energies should be much smaller. If the screening in this case were, say, N 3 eV, then the intercept in fig. 3 at do= 10.0 eV (unscreened) would correspond to A-7 eV (screened), which is comparable (but somewhat higher) with estimates [35] [36] of the bandwidth. In conclusion, the magnitude of the intercept do= 10.0 eV in fig. 3 is not unreasonable.
The calculated values of I!& and A0 are also considerably larger than the values of U and A obtained from spectroscopy. For example, in the case of NiO, photoemission experiments [ 17 ] give an estimate of U-7-8 eV, while a value of Ub = 12.2 eV is calculated below. It is important to recognize that these values should not be directly compared because of the basic difference in their detinition and physical meaning, and the corresponding differences in screening. As mentioned above, the photoemission U corresponds to exciting a separated electron and hole on the Ni-sites, which would have an unscreened ionic model energy of Z, (Ni ) -I1 (Ni) = 17.0 eV. These separated charges get strongly screened and together with covalent effects presumably reduce the above estimate down to the experimental values of U-7-8 eV. The excitation corresponding to Uo, on the other hand, corresponds to exciting the electron and hole on neighboring Ni-sites. This energy in the ionic model (eq. ( 1) ) is reduced by the Coulomb attraction between them from 17.0 eV to an unscreened estimate of 12.2 eV. This calculated value of U. will be reduced by screening and covalent effects differently than the U excitation. Thus, it is difficult to compare the values of U and U0 and more difficult to use this comparison to estimate the crudeness of the oversimplified ionic model. The basic assumption of this paper is that the important screening and covalent effects not included in the ionic model may be large, but will be sufficiently similar in magnitude for all the oxides considered, so that the major variations in Ub and A0 will be dominated by the variations in Z, and A VM.
The fact that the optical gap for closed-shell oxides extrapolates to zero for low A0 is interpreted here as indicating that compounds with A,, < 10 eV would be metallic. Similarly, we interpret the transition between insulators and metals in the ZSA diagram (fig. 2) for either small A0 or small V. as caused by an optical gap which vanishes at either low-A,, or low-&. Thus, we are interested in calculating the exciton-like parameters A0 and V0 (eqs. (2) and ( 1) ) I.
which are related to optical excitations in these oxides.
Other oxides
For the oxides in table 1, we show in table 3 the  values of A seen [ lo] in figs. 4 and 5 that the "metallic" oxides tend to have either low values of A, or Ub. Attempting to put these data into the ZSA framework (as in fig. 2 ) , one can separate most of the "insulators" from the "metals" by drawing a vertical and a horizontal boundary, such that the "metals" have either Ao5AB=10 eV or &N<Ua=ll eV. (We could achieve better separation if we chose a different AB and U, for simple and perovskite oxides, but we want to keep things simple.) Thus, there are eight "metals" in figs. 4 and 5 which we can classify as low-U metals and 16 "metals" which are classified as low-A metals.
Another test of this model concerns those oxides in table 1 with metal-insulator transitions: these should fall on or near the boundary in fig. 2 between the "metals" and the "insulators".
Indeed, we see in figs. 4 and 5 that all five compounds (shown by the symbols with a dot in their center) do lie near one Table 3 Crystallographic data, gas-phase ionization potentials, Madelung energies and site potentials, Ub and do values, and experimental and d,_, of these boundaries. This agreement provides strong independent support for this picture and further gives us information concerning the driving force for each of these metal-insulator transitions. For example, Ti203, V,03, and LaTiO, each lie near the UO= U, boundary, suggesting that the instability underlying the transition in these compounds involves low u', i.e., is related to the transfer of charge between metal cations. In fact, this is the Mott-Hubbard transition, which has been used [ 51 to describe the former two compounds, and is related to disproportionation. On the other hand, both VOz and LaNi03 fall near the do=& boundary, implying that low-d or charge transfer excitations between oxygen and metal ions are responsible for the instability [ 15 1. (We also note that, when off stoichiometry, both Fe0 and VO exhibit a metal-insulator transition [ 5 ] and both lie near the U0 = U, boundary.)
The general success of this simple ionic model is evident in figs. 3, 4 and 5. There is a correlation ( fig.  3 ) of the gap with d, for the closed-shell cation oxides. In the ZSA diagram (figs. 4 and 5 ), boundaries at U, and AB can be drawn which give a reasonable separation between "metals" and "insulators", with the compounds exhibiting metal-insulator transitions lying near these boundaries. This general agreement is strong evidence for the validity of such an ionic model as a first starting point to describe the electronic structure of oxides. Of course, there are discrepancies and disagreements also evident: "noise" of l-2 eV and some oxides which are "exceptions". These are an indication and a measure of the role and significance of the approximations made. ( 1) We have assumed that the electronic and lattice polarization effects are the same for all the oxides. As discussed above, the magnitude of these effects should reduce A0 and U0 by -4 eV. It is expected that this screening energy will, in fact, not be the same for all oxides.
(2 ) We have assumed that the covalent and crystal field effects are the same for all oxides in table 1. Stronger covalent effects are presumably responsible for the three outlying compounds in fig. 3 , as discussed above.
(3) A third simplifying assumption was that the bandwidth, W, is the same for all three bands in fig.  1 and for all oxides. This is clearly not the case. For example, the bandwidth for rare earth oxides is less than the first series transition-metal oxides, perhaps explaining why "insulating" EuO, YbO, PrOz, and SrPrOX are calculated to lie in the metallic regions in figs. 4 and 5. In addition, there are two other major factors influencing the magnitude of W: dimensionality and distortion. The two-dimensional K,NiF, structures have a -33% narrower band than their three-dimensional cubic perovskite counterparts [ 361. Presumably this effect accounts for the insulating behavior of Sr2V04 compared with metallic SrVO+ As an example of the effect of distortion, the calculated values of V0 and A0 in the series REM03, are approximately the same for each of the rare earths. However, the distortions of the perovskite structure increase considerably as the rare earth radius decreases, giving rise to a decreasing W. Presumably[ 151, this is the factor responsible for the insulating behavior of YNi03 and YTi03 compared with metallic LaNiO, and LaTi03.
Presumably, breakdown of these assumptions is responsible for the -l-2 eV "noise" evident in figs. 3-5. However, outside of this "noise", there are a few additional exceptions: NbOz is predicted to be a low U0 metal and yet it has low conductivity at 300 K. This fact is undoubtedly related to the observed distortion which pairs neighboring Nb atoms, since NbO, becomes metallic near 850°C when this distortion disappears [4] . SrMn03 and Sr2Mn04 are predicted to be low do metals (with very low A,), but are observed to be insulating. We have no explanation for this fact.
Historically, the description [4,6,7] of the electronic properties of oxides has been aided by the framework of Goodenough [ 41, in which the physical properties are largely determined by the value of the transfer energy, b. For example, metallic conductivity has been correlated with a large transfer energy, which is indicated by lattice parameters which are short compared with the sum of the ionic radii. What was not clear, however, was what caused the differences in transfer energy between compounds. We suggest that the short lattice constants (metallic bonding), large transfer energies, and metallic conductivity are all caused by and are all consequences of something else: either a small value of U0 or small A 0. It is clear that this simple ionic model of oxides is only a starting point, although a remarkably good one. There are a number of areas needing modification and improvement.
Conclusion
We know that the electronic overlap is large and can have important consequences [ 35, 36, 39] . Similarly, the electronic and lattice polarization energies are large [33, 40] and there will be some consequences of the crystal field splittings, etc. Some of these effects probably will need to be included before this model can be extended to the interesting oxides of the third transition series (e.g., Pb, Tl, Bi, etc. ) and to the sulfides and selenides. One approach which we suggest is to start with the energy levels of the ionic model (which correctly include the important correlation effects) and add perturbatively the effect of electronic overlap.
In conclusion, we have examined the conductivity behavior of a large variety of simple and perovskite oxides, including 24 "metals"', 47 "insulators" and 5 compounds undergoing metal-insulator transitions. Using a simple ionic model in which we include only the electrostatic Coulomb interactions between the ions and the gas phase ionization potentials, we can reasonably account for most of these trends, as well as for the band gaps for 14 closedshell metal oxides. The breadth of this agreement gives confidence that this simple ionic model is a remarkably good starting point for understanding the electronic structure of oxides.
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Due to the dramatic change in conductivity observed in the cases discussed here, we refer to the transitions as "metalinsulator". [ 291 When the experimental values are unknown (I4 for Ru and Rh; Is for Ce, Ru and Rh), the theoretical values (Carlton et al., Atomic Data 2 ( 1970) 63) are used. This can be a serious source of errors, since the theoretical value for I3 for Ru, for example, is 5 eV larger than the experiment.
In an attempt to minimize such errors, we use the difference between the two theoretical values of I4 and I3 to calculate U0 for LaRu03, LaRh03 and RhZOs. and use the experimental value for I3 to calculate do.
