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Electrons, holes, and photons in semiconductors are interacting fermions and bosons. In this
system, a variety of ordered coherent phases can be formed through the spontaneous phase symmetry
breaking because of their interactions. The Bose-Einstein condensation (BEC) of excitons and
polaritons is one of such coherent phases, which can potentially crossover into the Bardeen-Cooper-
Schrieffer (BCS) type ordered phase at high densities under quasi-equilibrium conditions, known
as the BCS-BEC crossover. In contrast, one can find the semiconductor laser, superfluorescence
(SF), and superradiance as relevant phenomena under nonequilibrium conditions. In this paper, we
present a comprehensive generating functional theory that yields nonequilibrium Green’s functions
in a rigorous way. The theory gives us a starting point to discuss these phases in a unified view
with a diagrammatic technique. Comprehensible time-dependent equations are derived within the
Hartree-Fock approximation, which generalize the Maxwell-Semiconductor-Bloch equations under
the relaxation time approximation. With the help of this formalism, we clarify the relationship
among these cooperative phenomena and we show theoretically that the Fermi-edge SF is directly
connected to the e-h BCS phase. We also discuss the emission spectra as well as the gain-absorption
spectra.
PACS numbers: 71.36.+c, 71.35.Lk, 73.21.-b, 03.75.Gg
I. INTRODUCTION
Spontaneous development of macroscopic coherence is
at the very heart of cooperative phenomena in condensed
matter physics. One major example is the superconduc-
tivity1,2 in metals successfully explained by the Bardeen-
Cooper-Schrieffer (BCS) theory.3 In this case, weakly
bound pairs of two electrons (Cooper pairs) are formed
around the Fermi surface by their attractive many-body
interaction and condensed by a similar mechanism to the
Bose-Einstein condensation (BEC).4 In the last decades,
these cooperative phenomena have been intensively stud-
ied in several physical systems such as ultracold atomic
systems5–12 as well as superconductors.13–15
In semiconductor systems, in a similar way, Cooper
pairs of an electron and a hole can be considered through
the Coulomb attractive interaction when the density is
high enough to form the Fermi surface.16 With decreas-
ing the density, however, the electron-hole (e-h) Cooper
pairs can smoothly change into excitons, that is, tightly
bound e-h pairs through the Coulomb attraction. As a
result, the e-h BCS phase is expected to crossover into
the exciton BEC.17–20 The BCS-BEC crossover recently
highlighted in atomic Fermi gas systems,6–8 in fact, arises
partly from these considerations of the semiconductor e-h
systems.19,21 In this sense, fundamental research on semi-
conductors is of great importance as it provides a stage
to find concepts applicable to a wide range of fields.22–24
Open and dissipative nature of the system, however,
should be taken care, particularly when electrons and
holes have non-negligible interactions with photons be-
cause they are easily lost into free space even if con-
fined in a cavity.25 This is in stark contrast to the BCS
and BEC phases—concepts basically for closed systems
following equilibrium statistical physics. Pictures and
approaches in quantum optics,25–27 then, play a signifi-
cant role to understand the appearance of macroscopic
coherence in such nonequilibrium situations. Striking
examples are the super-radiance (SR) and the super-
fluorescence (SF) as well as the laser.26,28–33 Here, the
SR is known as the cooperative radiation process where
individual dipoles of emitters are synchronized with one
another through their common radiation field.34,35 The
SF is a special case of the SR for the cooperative emission
started from an initial state with no macroscopic coher-
ence.36,37 These radiative processes are sometimes called
mirror-less lasers28 because the cavity plays no essential
role and is not necessarily required, in contrast to the
standard lasers. Although these cooperative phenomena
can be found in quantum optics by using atomic dis-
crete energy-level systems,38–43 semiconductor electron-
hole-photon (e-h-p) systems are unique in relation to the
pairing condensation, as described above, and provoke a
non-trivial fundamental question about the relationship
among these cooperative phenomena.
Vasil’ev and co-workers, for instance, studied the SF
in an electrically pumped GaAs/AlGaAs heterostructure
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2and suggested a hypothesis that the generation of super-
fluorescent pulses is a result of the radiative recombi-
nation of the e-h BCS-like state.44 Unfortunately, how-
ever, their discussions on this scenario remain largely
speculative even though outstanding. Nevertheless, the
Fermi-edge SF33 recently demonstrated by Kim et al.
is rather suggestive where the macroscopic coherence is
spontaneously developed near the Fermi edge due to the
Coulomb-induced many-body effects; the physics seems
closely related to the e-h BCS phase in our view, even
though this similarity is not pointed out in the litera-
ture.33 In an analogous sense, Dai and Monkman studied
the SF in a highly excited bulk ZnTe crystal and claimed
that the SF can be viewed as the exciton BEC developed
on an ultrafast timescale.45 These expectations might be
plausible in terms of the spontaneous phase symmetry
breaking and highly related to the above question. How-
ever, such a question could not be previously addressed
by any theoretical work because it is not trivial to incor-
porate both physics simultaneously.
Further intensive debate on this issue can be seen in
the exciton-polariton systems;46–55 the relationship be-
tween the exciton-polariton BEC and the semiconduc-
tor laser.56–64 Two distinct thresholds observed in several
experiments were discussed in this context and the sec-
ond threshold was interpreted in terms of a change from
the exciton-polariton BEC into the standard lasing, the
mechanism of which is attributed to a shift into the weak
coupling regime due to dissociations of the excitons into
the e-h plasma.59,60,62–64 However, there is no convincing
discussion why such dissociations lead to nonequilibra-
tion of the system essential for lasing,65 while the laser is
inherently a nonequilibrium phenomenon.66,67 In a sim-
ilar context, the distinction between the lasers and the
photon BEC is also one of hot issues.68–72
One difficulty to understand these phenomena results
from a theoretical aspect; in most cases in quantum op-
tics, equations do not recover results expected from ther-
mal equilibrium statistical physics even when equilibrium
situations are considered.73 To overcome this difficulty,
special care is required to use, for example, a quan-
tum master equation (QME) approach.73,74 Szyman´ska
and co-workers, in contrast, showed that a nonequilib-
rium Green’s function (NEGF) approach is equally help-
ful to this problem even though the excitons are simply
modeled by two-level systems with no internal e-h struc-
tures.75,76
In previous papers,65,77 motivated by their seminal
work, we developed a steady-state framework based on
the NEGF approach, which can treat the phases of the
BEC, BCS and laser in a unified way with the e-h pairing
mechanisms as well as an appropriate e-h picture. This
formalism results in the BCS theory78,79 when the sys-
tem can be regarded as in (quasi-)equilibrium, while it re-
covers the Maxwell–Semiconductor–Bloch equations80,81
(MSBEs) of describing the laser when nonequilibrium
features become important. The mechanisms of the sec-
ond threshold are, then, discussed and it is found that
light-induced bound e-h pairs must remain alive even
after the second threshold,65 in contrast to the above
scenario. At the same time, light-induced band renor-
malization causes the pairing gaps inside the conduction
and valence bands. In this paper, we elucidate several
aspects of such a BEC-BCS-LASER crossover which we
did not address in our previous papers. In particular,
we study the influence of the detuning and the pump-
ing strength by showing the phase diagram and clearly
reveal the possible types of the ordered phases, their in-
dividual mechanisms of appearance, and the criteria to
distinguish these phases. Spectral structures included
in the emission spectra as well as the gain-absorption
spectra are also clarified by introducing the energy- and
momentum-resolved distribution functions. One of our
main purposes is thus to understand the nature lying be-
tween equilibrium and nonequilibrium steady states.
A time-dependent formalism is, however, required to
fully discuss the relationship of the cooperative phenom-
ena because the SR and the SF are inherently transient
phenomena. In this context, another main purpose in
this paper is to give a comprehensive generating func-
tional theory82–86 that yields NEGFs systematically in a
time-dependent manner.87–89 As a result, we show that
the unknown variables in the MSBEs should evolve si-
multaneously with the time-dependent band renormal-
ization, at least in principle. This is quite natural for the-
orists because the NEGF approach originally describes
the evolutions of the retarded, advanced, and Keldysh
Green’s functions (GFs); the retarded and advanced GFs
correspond to the band renormalization effects, while the
Keldysh GF describes the distributions. Nevertheless, we
emphasize it because the band renormalization is critical
for a unified view of the cooperative phenomena. With
the help of this formalism, we can directly tackle the
problem of the relationship between the SF and the equi-
librium phases. As a result, we show that the Fermi-edge
SF can be seen as a precursor of the e-h BCS phase in a
sense that the Fermi-edge SF evolves toward the e-h BCS
phase under the continuous pumping. This is striking be-
cause the presence of the e-h BCS phase is a subject of
long-time active interest not yet evidenced experimen-
tally. Our result promisingly foresees the experimental
observation of the e-h BCS phase in the context of the
Fermi-edge SF.
Finally, the last purpose of this paper is to show
the theoretical usefulness of the generating functional
approach82–86 that can offer several advantages over
the standard NEGF65,75–77,90,91 and QME73,74,92,93 ap-
proaches as follows; (a) double counting problems of
the Feynman diagrams are removed because dressed di-
agrams are directly obtained; (b) at least in principle,
equations can be closed when the hierarchy of the coupled
GFs is truncated at certain level; (c) except for initial
states, the Born approximation is not required in contrast
to the QME approach; (d) two-particle GFs required for
the calculations of the emission spectrum as well as the
gain-absorption spectrum can be obtained in a convinc-
3ing way. These features seem somewhat technical but be-
come significant if one extends our theory or develops a
framework in similar open-dissipative systems. However,
there are few theoretical reports pointing out these fea-
tures and no reports taking such an approach to address
the relationship of the cooperative phenomena ranging
from equilibrium to nonequilibrium in the semiconductor
e-h-p systems. We therefore describe our detailed theo-
retical treatment of the generating functional approach,
which gives a starting point to study the above-described
cooperative phenomena in a unified view.
As we now know, this paper covers cross-sectoral is-
sues ranging from condensed matter physics to quantum
optics. In order to make the paper accessible to exper-
imentalists as well as theorists in both fields, therefore,
we try to provide sufficient explanations and reinterpre-
tations of the formalism and physics as far as possible
even if these are well-known to some specialists.
The remainder of the paper is organized as follows.
In Section II, as a typical example of the semiconductor
e-h-p systems, we consider the exciton-polariton system
and introduce our Hamiltonians. We then show our key
results of the formalism after briefly reviewing the BCS
theory and the MSBEs under the relaxation time approx-
imation (RTA). Our theoretical formulation is not shown
here but will be presented in later sections for clarity
(Sec. V and VI). In Section III, we study the relation-
ship between the cooperative phenomena. We first show
that our formalism is appropriate to study the cooper-
ative phenomena in a unified way, and then, study the
steady-state phase diagrams. Here, we will give detailed
insights to the BEC-BCS-LASER crossover.65,77,94 We
then discuss the connections between the Fermi-edge SF
and the e-h BCS phases, the theoretical study of which
has been impossible before. In Section IV, we shortly ex-
plain our formalism to calculate the emission spectrum
and the gain-absorption spectrum, and then, present sev-
eral numerical results. With the help of the energy- and
momentum-resolved distribution functions, we will clar-
ify that the underlying physics can basically be under-
stood from the picture of the Mollow triplet in quantum
optics.26,95 In addition, it is further found that the gain-
absorption spectra can be affected by the phase differ-
ence between the external probe field and the sponta-
neous coherence developed in the system. In Section V,
we present a general formalism based on the generating
functional approach. We define the relevant NEGFs and
explain their equations of motion on the closed-time con-
tour, together with their diagrammatic representations.
In Section VI, we transform the NEGFs into the real-time
formulation. Within the Hartree-Fock (HF) approxima-
tion, we derive a time-dependent framework that gener-
alizes the MSBEs under the RTA. Readers who are not
familiar with the NEGFs can, however, skip Section V
and VI because these sections are mainly devoted to the
theoretical explication of our formalism. Finally, in Sec-
tion VII, our main results are summarized with some final
remarks and the paper is concluded.
II. THEORETICAL FRAMEWORK
As a typical model of the semiconductor e-h-p sys-
tems, we consider the exction-polariton systems where
electrons and holes are in quantum wells while photons
are confined in a microcavity;25,46–52 see also Ref. 96 for
a recent review. In this section, we introduce our Hamil-
tonians and describe key results of our formalism. For
simplicity, we set ~ = kB = 1 throughout this paper.
A. Hamiltonians
Open and dissipative nature of a certain system is com-
monly described by its interactions with reservoirs in
quantum optics.25–27 Our Hamiltonian for the exciton-
polariton system can, therefore, be described as
Hˆ = HˆS + HˆR + HˆSR, (1)
in the Schro¨dinger picture, where HˆS, HˆR and HˆSR are
the system, reservoir and their interaction Hamiltonians,
respectively. Here, the system Hamiltonian HˆS is given
by
HˆS = Hˆ0 + Hˆe-e + Hˆe-ph, (2)
where
Hˆ0 =
∑
α,k
α,kcˆ
†
α,kcˆα,k +
∑
k
ph,kaˆ
†
kaˆk, (3)
describes the free-particle Hamiltonian with α ∈ {1, 2}.
cˆ1,k (cˆ2,k) is the fermionic annihilation operator of elec-
trons in the conduction (valence) band, while aˆk is the
bosonic annihilation operator of photons inside the cav-
ity, with in-plane wave number k. 1(2),k ≡ k2/2mc(v) ±
Eg/2 denotes the energy dispersion of the conduction
(valence) band with the effective mass mc(v) and the
band gap energy Eg (Figure 1(a)). Similarly, ph,k ≡
k2/2mcav + Ecav denotes the energy dispersion of pho-
tons with the effective mass mcav and the cavity mode
energy Ecav for k = 0.
52 We note that, instead of holes,
electrons in the valence band are treated in our model
and the e-h picture will be introduced after the formula-
tion.
Hˆe-e and Hˆe-ph in Eq. (2) are the interactions between
the particles and described as78,79
Hˆe-e =
1
2
∑
k,k′,q
∑
α,α′
U ′q cˆ
†
α,k+q cˆ
†
α′,k′−q cˆα′,k′ cˆα,k, (4)
Hˆe-ph = −
∑
k,q
(g∗aˆq cˆ
†
1,k+q cˆ2,k + H.c.). (5)
Here, g is the light-matter coupling constant under the
dipole approximation and
U ′q ≡
{
Uq for q 6= 0
0 for q = 0
, (6)
4he
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FIG. 1. (Color online) Schematic illustration of the model.
(a) The structure of the conduction band (CB) and the va-
lence band (VB). (b) Relationship between the system and
reservoirs.94
is the Coulomb interaction. Our model, thus, treats elec-
trons, holes (electrons in the valence band) and photons
explicitly in contrast to the well-known approaches, such
as the Gross-Pitaevskii equations in the exciton-polariton
community,97–100 where the excitons are regarded as sim-
ple bosons. This is because our interest includes, for ex-
ample, the e-h BCS phase where the phase space filling of
electrons and holes plays an important role. In this way,
the semiconductor e-h-p system can be described by the
Hamiltonians in Eqs. (2)–(5) if nonequilibrium effects are
not taken into account.
HˆR and HˆSR in Eq. (1) are, however, required to con-
sider the pumping and loss of the system, as schemati-
cally shown in Figure 1(b), and described as
HˆR =
∑
α,k
Bα,kbˆ
†
α,kbˆα,k +
∑
k
Bph,kΨˆ
†
kΨˆk, (7)
HˆSR =
∑
α,k,q
ςα,k(cˆ
†
α,kbˆα,q + H.c.)
+
∑
k,q
ζk(aˆ
†
kΨˆq + H.c.). (8)
Here, bˆ1,k and bˆ2,k are fermionic annihilation operators of
the pumping baths for the conduction and valence band,
respectively, and Ψˆk is a bosonic annihilation operator of
the free-space vacuum fields. ςα,k and ζk are coupling
constants between the system and the respective reser-
voirs, which are assumed to satisfy the standard approx-
imations in quantum optics65,77
γ ∼= γα,k ∼= pi|ςα,k|2DBα (), (9a)
κ ∼= κk ∼= pi|ζk|2DBph(), (9b)
with the following definitions of the density of states:
DBα () ≡
∑
k′
δ(Bα,k′ − ), (10a)
DBph() ≡
∑
k′
δ(Bph,k′ − ). (10b)
We note that the thermalization rate of the e-h system
and the cavity photon loss rate will be described by 2γ
and 2κ, as seen in later discussion, while their depen-
dence on the wave number is neglected in Eq. (9) for
simplicity.77
Finally, we note that [Hˆ, Nˆ ] = 0 can be found when a
total excitation number is defined as
Nˆ ≡ NˆS + NˆR, (11)
where
NˆS ≡
∑
k
{
1
2
(cˆ†1,kcˆ1,k − cˆ†2,kcˆ2,k) + aˆ†kaˆk
}
, (12)
NˆR ≡
∑
k
{
1
2
(bˆ†1,kbˆ1,k − bˆ†2,kbˆ2,k) + Ψˆ †kΨˆk
}
. (13)
In the followings, therefore, we redefine Hˆx − µNˆx as
Hˆx with x ∈ {S,R}. This means that the dynamics
of certain physical quantities is captured on a rotating
frame with a frequency µ for time-dependent problems,
while a grand canonical ensemble can be considered with
a chemical potential µ if the system is identified as being
in (quasi-)equilibrium phases.94 As a result, 1(2),k and
ph,k in Eq. (3) are replaced by ξ1(2),k ≡ 1(2),k ∓ µ/2
and ξph,k ≡ ph,k − µ, respectively. In the same man-
ner, B1(2),k and 
B
ph,k in Eq. (7) are replaced by ξ
B
1(2),k ≡
B1(2),k ∓ µ/2 and ξBph,k ≡ Bph,k − µ, respectively.
B. BCS theory and the MSBEs
Based on the Hamiltonians presented above, physical
quantities of our interest are the cavity photon ampli-
tude a0(t) ≡ 〈aˆk=0(t)〉, the polarization function pk(t) ≡
〈cˆ†2,k(t)cˆ1,k(t)〉, and the distribution functions of elec-
trons in the conduction band n1,k(t) ≡ 〈cˆ†1,k(t)cˆ1,k(t)〉
and in the valence band n2,k(t) ≡ 〈cˆ†2,k(t)cˆ2,k(t)〉. Here,
〈Oˆ(t)〉 denotes the expectation value and is equivalent
to Tr[Oˆρˆ(t)] in the Schro¨dinger picture. To study these
physical quantities, one of the well-known approaches
is the mean-field approximation that reduces the many-
body problems to the single-particle one. Here, let us
shortly review such an approach94 to make our discus-
sion and standpoint as clear as possible and to fix the
notations.
In the mean-field approximation, certain operators Oˆi
(i = 1, 2, · · · ) are described by Oˆi = 〈Oˆi〉 + δOˆi and the
quadratic terms δOˆiδOˆj are neglected in the Hamilto-
nians. By taking Oˆi ∈ {aˆk, cˆ†2,kcˆ1,k′ , cˆ†1,kcˆ1,k′ , cˆ†2,kcˆ2,k′},
with definitions 〈aˆk〉 ≡ δk,0a0, 〈cˆ†2,kcˆ1,k′〉 ≡ δk,k′pk, and
〈cˆ†α,kcˆα,k′〉 ≡ δk,k′nα,k, we obtain the mean-field Hamil-
5tonian HˆMFS for the system Hamiltonian HˆS as
HˆMFS =
∑
k
(∑
α
ξ˜α,kcˆ
†
α,kcˆα,k − [∆kcˆ†1,kcˆ2,k + H.c.]
)
+
∑
k
(
ξph,kaˆ
†
kaˆk − [gpkaˆ†0 + g∗p∗kaˆ0]
)
. (14)
Here, ∆k ≡ g∗a0 +
∑
k′ U
′
k′−kpk′ is the generalized
Rabi frequency describing the effect of forming the e-h
pairs65,94,101 and ξ˜α,k ≡ ξα,k +ΣBGRα,k denotes the single-
particle energy renormalized by the Coulomb interaction
ΣBGRα,k ≡ −
∑
k′ U
′
k′−knα,k′ , which includes the band-
gap renormalization (BGR) in semiconductor physics. In
Eq. (14), constants are ignored because the following dis-
cussion is not affected.
In the Schro¨dinger picture, therefore, the density op-
erator of the system ρˆMF is determined by the mean-field
Hamiltonian HˆMFS which includes ρˆ
MF through the def-
inition of the expectation values. In this context, the
self-consistency condition
〈Oˆi〉 = Tr[OˆiρˆMF(〈Oˆ1〉, 〈Oˆ2〉, · · · )], (15)
should be satisfied. The BCS theory and the MSBEs
for the exciton-polariton systems can be derived from
this type of self-consistent equations, as described in the
following.
1. BCS theory
By assuming that the exciton-polariton system is in
equilibrium at temperature T , the density operator ρˆMF
is given by
ρˆMF = ρˆMFeq ≡
1
Z
exp(−βHˆMFS ), (16)
where Z ≡ Tr[exp(−βHˆMFS )] and β ≡ 1/T . We note
that, in this case, µ is a given parameter corresponding
to the chemical potential, as described above. With the
aid of the e-h picture in Table I, by assuming e,k = h,k
for simplicity, it is straightforward to obtain the following
self-consistent equations from Eq. (15),
a0 =
∑
k′
g
ξph,0
pk′ , (17a)
pk =
∆k
2Ek
tanh
(
βEk
2
)
, (17b)
ne,k = nh,k =
1
2
{
1− ξ˜
+
eh,k
Ek
tanh
(
βEk
2
)}
, (17c)
by diagonalizing HˆMFS through the Bogoliubov transfor-
mation for cˆ1,k and cˆ2,k and a displacement of aˆ0. This
can be performed because the Hilbert space of the first
TABLE I. Definitions of the variables in the e-h picture.
Variable Definition Variable Definition
ne,k n1,k nh,k 1− n2,−k
fBe (ν) f
B
1 (ν) f
B
h (ν) 1− fB2 (−ν)
me mc mh −mv
e,k 1,k h,k −2,k +
∑
k′ U
′
k′
˜e,k e,k +Σ
BGR
e,k ˜h,k h,k +Σ
BGR
h,k
ξe,k e,k − µ/2 ξh,k h,k − µ/2
ξ˜e,k ξe,k +Σ
BGR
e,k ξ˜h,k ξh,k +Σ
BGR
h,k
ΣBGRe,k −
∑
k′ U
′
k′−kne,k′ Σ
BGR
h,k −
∑
k′ U
′
k′−knh,k′
µBe µ
B
1 µ
B
h −µB2
(second) line in Eq. (14) is spanned solely by the electron
(photon) degrees of freedom. Here, we have defined
Ek ≡
√
(ξ˜+eh,k)
2 + |∆k|2,
with ξ˜±eh,k ≡ (ξ˜e,k ± ξ˜h,k)/2 in the derivation.
By putting Eqs. (17a) and (17b) into the definition of
∆k, the equations for a0 and pk can be combined into
one equation:
∆k =
∑
k′
U effk′,k
∆k′
2Ek′
tanh
(
βEk′
2
)
, (18)
which is formally equivalent to the gap equation of the
BCS theory for superconductors. In this context, ∆k
describes an order parameter for the e-h pairing and
U effk′,k ≡ |g|2/ξph,0 + U ′k′−k represents an effective attrac-
tive e-h interaction. As a result, the equations are closed
by Eqs. (17c) and (18) with the unknown variables ∆k,
ne,k and nh,k. Especially for T = 0, this treatment is
known to cover the equilibrium phases from the BEC to
the BCS states.17,78,79
2. MSBEs
The BCS theory described above is, however, not ap-
propriate to treat non-equilibrium cooperative phenom-
ena, such as the SR, SF, and lasing, because of the exci-
tation and thermalization of the e-h system and the loss
of photons from the microcavity. In this context, the ef-
fect of reservoirs cannot be neglected. For this reason,
it is convenient to discuss the dynamics of the total den-
sity operator ρˆMF with the total mean-field Hamiltonian
HˆMF ≡ HˆMFS + HˆSR + HˆR. Since i∂tρˆMF = [HˆMF, ρˆMF]
in the Schro¨dinger picture, a time derivative of Eq. (15)
yields
i∂t〈Oˆi〉 = Tr[[Oˆi, HˆMFS ]ρˆMF] + Tr[[Oˆi, HˆSR]ρˆMF], (19)
where [Oˆi, HˆR] = 0 and Tr[AˆBˆ] = Tr[BˆAˆ] are used. Sub-
stitution of Eq. (14) into the first term, then, reads the
6MSBEs
∂ta0 = −iξph,0a0 + ig
∑
kpk − κa0, (20a)
∂tpk = −2iξ˜+eh,kpk − i∆kNk − 2γ(pk − p0k), (20b)
∂tne/h,k = −2=[∆kp∗k]− 2γ(ne/h,k − n0e/h,k), (20c)
where Nk = ne,k + nh,k − 1 denotes the population in-
version. In the derivation, the second term in Eq. (19)
has been replaced by phenomenological relaxation terms
proportional to γ and κ and we have introduced
p0k ≡ 0, n0e/h,k ≡ fe/h,k. (21)
Here, fe/h,k ≡ [1 + exp{β(˜e/h,k − µBe/h)}]−1 denotes the
Fermi distribution with the chemical potential µBe/h of
the electron (hole) pumping bath, the approximation of
which is called the RTA.102 Each relaxation term suggests
that the photon field a0 decays with a rate of κ, the dis-
tribution function ne/h,k is driven to approach the Fermi
distribution fe/h,k, namely, the thermalization, and pk is
reduced due to the thermalization-induced dephasing.
Under the steady-state condition, ∂t〈Oˆi〉 = 0, for ex-
ample, the lasing solution can be obtained by deter-
mining the unknown variable a0, pk, ne/h,k, and µ in
Eqs. (20) and (21). We note that, in contrast to the
BCS theory, µ is not a given parameter but an unknown
variable corresponding to the laser frequency. This is
equivalent to find an appropriate frequency with which
the lasing oscillation of a0 and pk seems to remain sta-
tionary on the rotating frame.
C. Key results of our formalism
As seen in Subsection II B, the BCS theory and the
MSBEs are based on the common Hamiltonian with the
same mean-field approximation. However, the way of
deriving the self-consistent equations are different from
each other. In the case of the BCS theory, the density
operator ρˆMF is directly described by HˆMFS [Eq. (16)]. In
contrast, in the case of the MSBEs, Eq. (19) is alterna-
tively used to introduce the phenomenological relaxation
terms. Here, we should notice that any assumption is
not used for ρˆMF in Eq. (19), which indicates that the
MSBEs under the RTA may incorporate the BCS theory
at least in principle.
It would therefore be instructive to discuss an approach
to derive the BCS theory from the MSBEs under the
RTA. It is, however, apparent that the BCS theory can-
not be reproduced by the MSBEs when the relaxation
term is completely neglected (κ = γ = 0) because there
is no term to drive the system into equilibrium in the
MSBEs.103 In this context, we should consider a phys-
ically natural limit of γ → 0+ after κ → 0 in order to
thermalize the system into equilibrium. Unfortunately,
however, the MSBEs under the RTA cannot recover the
BCS theory even by taking this limit. Obviously, the
phenomenological RTA is the cause of this failure.
Based on the generating functional approach (see Sec-
tions V and VI), our key result to this problem is to
simply replace Eq. (21) by
p0k(t) = i
∫ ∞
−∞
dν
2pi
[{1− fBh (−ν)}GR12,k(t; ν)
−fBe (ν)GR∗21,k(t; ν)
]
, (22a)
n0e/h,k(t) =
∫ ∞
−∞
dν
2pi
fBe/h(ν)A11/22,k(t;±ν), (22b)
where fBe/h(ν) = [1 + exp{β(ν − µBe/h + µ/2)}]−1 denotes
the Fermi distribution of the electron (hole) pumping
bath and GRαα′,k(t; ν) is an element of the 2 × 2 matrix
which evolves according to
G−10,kG
R
k (t; ν)−GRk (t; ν)[G−10,k]†
= ΣRk (t)G
R
k (t; ν)−GRk (t; ν)ΣRk (t)
− i
2
{
∂tΣ
R
k (t)∂νG
R
k (t; ν) + ∂νG
R
k (t; ν)∂tΣ
R
k (t)
}
,
(23)
where
G−10,k ≡
(
i
2∂t + ν − ξe,k 0
0 i2∂t + ν + ξh,k
)
, (24a)
ΣRk (t) ≡
(
ΣBGRe,k − iγ −∆k
−∆∗k −ΣBGRh,k − iγ
)
. (24b)
The time-dependent single-particle spectral function
Aαα′,k is then given by
Aαα′,k(t; ν) ≡ i(GRαα′,k(t; ν)−GR∗α′α,k(t; ν)), (25)
which couples to Eq. (20) through Eq. (22).
Although the equations still keep the form of MSBEs
[Eq. (20)], the important difference is that the renor-
malization of the electronic band structures, caused by
the e-h pairing ∆k, for example, is taken into account
through Aαα′,k, or equivalently G
R
αα′,k. In this sense,
the formalism generalizes the MSBEs under the RTA.
The frequency ν-dependence in Eq. (22) means that the
correlations with the pumping baths, or the past history
of the system-bath interactions, influence on the dynam-
ics in the non-Markovian way. This is important to de-
scribe the redistributions of the carriers in the renormal-
ized bands because the particle energies cannot be mea-
sured instantaneously due to the uncertainty principle.
In the next section, we also see that the band renor-
malization and the correlations are essential to study the
cooperative phenomena ranging form (quasi-)equilibrium
to nonequilibrium in a unified way.
III. RELATIONSHIP OF THE COOPERATIVE
PHENOMENA
In the previous section, we have introduced our model
Hamiltonians and described our key results based on the
7generating functional approach. Although we will post-
pone our theoretical treatment and derivation to Sec-
tions V and VI for clarity, we alternatively show here
that our formalism is appropriate to discuss the cooper-
ative phenomena, such as the BEC, BCS, LASER, SR
and SF, in a unified way. Then, as important examples,
we study the BEC-BCS-LASER crossover in the exciton-
polariton systems56–65,77,94 and the connections between
the Fermi-edge SF33 and the e-h BCS phase with several
numerical calculations.
A. Connections to the BCS theory and the MSBEs
One of the fastest ways to understand our formalism
is to find the conditions to recover the BCS theory and
the MSBEs under the RTA. For this purpose, we first
consider the situation where the band renormalization
caused by the e-h pairing ∆k is neglected. In this case, by
considering only the electron-electron (e-e) and hole-hole
(h-h) Coulomb interactions, the single-particle spectral
function can be approximated as
A11/22,k(t; ν) ' 2piδ(ν ∓ ξ˜e/h,k), (26)
and, in the same accuracy, the off-diagonal element of
GRαα′,k becomes
GR12/21,k(t; ν) ' 0, (27)
which are essentially the same approximation known as
the quasi-particle approximation.104 As a result, we do
not have to solve Eq. (23) any more. By substituting
Eqs. (26) and (27) into Eq. (22), we obtain
p0k = 0, n
0
e/h,k =
1
1 + exp{β(˜e/h,k − µBe/h)}
, (28)
which is now exactly identical to Eq. (21) and the stan-
dard MSBEs under the RTA are recovered. In this con-
text, in the standard MSBEs describing the semiconduc-
tor lasers, the effects of the e-h pairing are not taken
into account in the band renormalization. This would
be one of the major reasons why many authors believe
that the e-h pairs are dissociated under the standard las-
ing condition, based on the knowledge under the non-
lasing conditions.105 This is, however, only an approxi-
mation to simply describe the lasing physics in semicon-
ductors; Eqs. (26) and (27) are validated, for example,
when |∆k|  γ  T if the time-dependence of the band
renormalization can be adiabatically eliminated, the situ-
ation of which is similar to the gapless superconductor.106
At least in principle, therefore, there should be bound e-h
pairs whenever lasing,65 or more generally, whenever the
phase symmetry is broken, as discussed later.107
For the description of the SR, we note that the stan-
dard time-dependent MSBEs can be used in the limit
of large κ in an analogous way to the two-level systems
interacting with a single-mode photon field, called the
Dicke model.34–37 In the case of the SF, however, the ini-
tial condition108 should be determined by the quantum
fluctuations, or equivalently the spontaneous emission to
the photon field, which triggers the spontaneous develop-
ment of the macroscopic coherence; see also Ref. 28 for
a review. In this context, our formalism is also available
to discuss the SF if the initial condition is determined
correctly.
In contrast to the standard MSBEs, however, our
treatment can drive the system toward the quasi-
equilibrium state as well as the nonequilibrium steady
state (NESS), after a certain period of time. To see this,
we next consider the steady state condition t → ∞ by
taking ∂t = 0 in Eqs. (20) and (24a). In this situation,
we can find the solution for Eq. (23) as
GRk (ν) =
(
ν − ξ˜e,k + iγ ∆k
∆∗k ν + ξ˜h,k + iγ
)−1
. (29)
As a result, the single-particle spectral function becomes
A11/22,k(ν) = 2|uk|2 γ
(ν − ξ˜−eh,k ∓ Ek)2 + γ2
+ 2|vk|2 γ
(ν − ξ˜−eh,k ± Ek)2 + γ2
, (30)
where uk and vk are the Bogoliubov coefficients
uk ≡
√
1
2
+
ξ˜+eh,k
2Ek
, vk ≡ eiθk
√
1
2
− ξ˜
+
eh,k
2Ek
,
with θk ≡ arg(∆k). Now, Eqs. (20) and (22) with
Eqs. (29) and (30) [Eq. (25)] are the very equations shown
in our previous work.65,77 Note that, under the steady-
state condition ∂t = 0, µ becomes one of the unknown
variables with which the temporal oscillation of the pho-
ton amplitude a0 and polarization function pk seems to
remain stationary on the rotating frame, as described
above. Hence, µ corresponds to the frequency of the cav-
ity photon amplitude a0, at which the photoluminescence
has a main peak (Section IV). At the same time, a0 can
be set to be real without loss of generality.
Under the steady-state condition, the formalism now
allows us to clearly understand the standpoint of the
BCS theory. For this purpose, let us discuss the limit
of equilibrium, namely, γ → 0+ after κ → 0. By assum-
ing e,k = h,k (me = mh) with the charge neutrality
µBe = µ
B
h for simplicity, µ = µB ≡ µBe + µBh can be ob-
tained in the vanishing limit of κ. This means that the
system reaches in chemical equilibrium with the pump-
ing baths because photons are not lost any more from the
microcavity. As a result, µ becomes a given parameter
equivalent to µB. Then, by taking the limit of γ → 0+,
the integrals in Eq. (22) can be performed analytically;
the BCS theory (Subsubsec. II B 2) is then successfully
recovered. In this derivation, γ 6= 0 is required to be
canceled down even though γ does not appear in the fi-
nal form. This means that thermalization is essential to
recover the equilibrium theory.
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FIG. 2. (Color online) Schematic illustration of the typical band renormalization. (a) Typical renormalized CB and VB
structures obtained from the single-particle spectral functions A11,k(ν) and A22,k(ν) in Eq. (30), respectively. The energies are
shifted by ±µ/2 to recover the laboratory frame. The gray solid lines show the band structures without the e-h pairing effect
∆k. One can find remarkable similarities to the excitation spectrum in the BCS theory for the metal superconductors. (b) The
mechanism of opening the gaps. Without the e-h paring, the CB and VB structures with nph photons are shown by the solid
lines (left). These bands are further shifted by ±µ in energy when the number of photons are incremented (decremented) by
one, as indicated by the dotted and dashed lines. The gaps are then opened in the same manner as the Rabi splitting or the
Mollow triplet in resonance fluorescence26,95,101,102,109 when the phase symmetry is broken (right). Thus, the BCS theory has
close relationship to the Mollow triplet in semiconductors. For simplicity, e,k = h,k is assumed with the charge neutrality
µBe = µ
B
h . E
∗
g ≡ Eg +ΣBGRe,k=0 +ΣBGRh,k=0 is the Coulomb-renormalized band gap energy.
In a physical sense, however, this limit is trivial be-
cause the nonequilibrium theory should recover the equi-
librium theory by taking the negligible limit of reser-
voirs. More important situation is that the system can
be identified as being in equilibrium (quasi-equilibrium)
as long as the e-h system is excited and thermalized even
though photons are continuously lost. In this context,
we have revealed65,77 that the system can indeed be in
quasi-equilibrium if the condition
(I) min[2Ek] & µB − µ+ 2γ + 2T ,
is satisfied, where min[2Ek] denotes the minimum of 2Ek
when the wave number k is changed. From Eqs. (20) and
(22) with Eqs. (29) and (30), then, we can obtain the gap
equation [Eq. (18)] and the number equation [Eq. (17c)].
In this case, the effective e-h attractive potential U effk′,k is
replaced by U eff,κk′,k ≡ |g|2/(ξph,0−iκ)+U ′k′−k where the ef-
fect of κ is included.110 We remark that, in this situation,
β and µ can be regarded as the inverse temperature and
the chemical potential of the system, respectively, even
though β and µ are originally introduced as the inverse
temperature of the pumping baths and the frequency of
the rotating frame, respectively; see below Eq. (22). Also,
min[2Ek] is equivalent to the minimum energy required
to break the e-h pairs in a similar context to the metal
superconductors. The equilibrium phases from the BEC
to the BCS states can then be covered by our formalism
at least for T = 0.17,78,79
However, the system can no longer be in quasi-
equilibrium when the condition (I) is violated and
nonequilibrium effect becomes significant. The standard
steady-state MSBEs are then recovered in k-regions sat-
isfying
(II′) µB − µ & 2Ek + 2γ + 2T ,
which can be found whenever
(II) µB − µ & min[2Ek] + 2γ + 2T ,
is fulfilled.110 The system thus enters into the lasing
regime in the NESS111 and the physical meaning of µ
changes into the oscillating frequency of the laser action.
In this context, the formalism can naturally describe the
change from the quasi-equilibrium (the BEC and BCS
phases) to nonequilibrium phenomena (lasing) without
9a priori assuming the quasi-equilibrium and nonequilib-
rium situations.112
It is now instructive to note that the single-particle
spectral function A11/22,k(ν) in Eq. (30) has remarkable
similarities to the superconductivities in the equilibrium
statistical theory.2 However, if the unknown variables are
determined by Eqs. (20) and (22), Eq. (30) can be used
even in the lasing regime because only the steady-state
assumption (∂t = 0) is required in the derivation. It
is then obvious that the pairing gaps of min[2Ek] are
opened around ±µ/2 in the renormalized CB and VB
structures in a very similar way to the superconductiv-
ities. In the case of the conduction band, for example,
A11,k(ν) has peaks around ν = ξ˜
−
eh,k±Ek and the differ-
ence of the two peaks becomes 2Ek in energy at fixed k;
the gap therefore corresponds to min[2Ek], as typically
shown in Figure 2(a).
The mechanism of opening the gaps is closely related to
the Rabi splitting or the Mollow triplet in resonance flu-
orescence26,95,101,102,109 although the phase symmetry is
spontaneously broken in our case; see also Refs. 113 and
114 for the Mollow triplet under the incoherent pumping.
Without the e-h pairing effect, the CB and VB structures
are represented by the solid lines in the left side of Fig-
ure 2(b) when nph photons in the cavity. Here, the CB
and VB are renormalized by the e-e and h-h Coulomb
interactions, as already seen in Eq. (26), and the total
energy is shifted by µnph from Figure 1. The total en-
ergy can further be shifted by ±µ when the number of
photons is changed by one, as illustrated by the dotted
and dashed lines. These energy bands are not mixed
with each other because the total Hamiltonian Hˆ com-
mutes with the total excitation number Nˆ . However,
this is not the case once the phase symmetry is broken,
or equivalently, the photon amplitude is developed. As a
result, the pairing gaps are inherently opened [the right
side of Figure 2(b)] whenever the photon amplitude a0
has a non-zero value, regardless of whether the system
is in quasi-equilibrium. In other words, there must be
e-h pairs whenever the symmetry is broken, at least in
principle. This is an important result because this means
that (light-induced) bound e-h pairs should exist even in
the standard lasing regime in contrast to earlier expecta-
tions.65
For later convenience, we further point out that, un-
der the steady-state assumption, Eqs. (20) and (22) with
Eqs. (29) and (30) can be rewritten as
∆k =
∑
k′
U eff,κk′,k
∫ ∞
−∞
dν
2pi
fSSeh,k′(ν)A12,k′(ν), (31a)
ne/h,k =
∫ ∞
−∞
dν
2pi
fSSe/h,k(ν)A11/22,k(±ν), (31b)
where fSSeh,k(ν) and f
SS
e/h,k(ν) are defined as
fSSeh,k(ν) ≡
1
2
{fBe (ν)− fBh (−ν)}
+
1
2
{fBe (ν) + fBh (−ν)− 1}
ξ˜+eh,k + iγ
ν − ξ˜−eh,k
, (32a)
fSSe/h,k(ν) ≡ fBe/h(ν)ηe/h,k(ν)
+ {1− fBh/e(−ν)}{1− ηe/h,k(ν)}, (32b)
respectively; see also Appendix A for the derivation.
Eq. (31) is formally analogous to the BCS gap equa-
tion and the number equation [Eqs. (18) and (17c)]
rather than the MSBEs under the RTA. In particular,
fSSe/h,k(ν) corresponds to the effective steady-state distri-
bution function in which
ηe/h,k(ν) ≡
(ν + ξ˜h/e,k)
2 + γ2
(ν + ξ˜h/e,k)2 + γ2 + |∆k|2
, (33)
denotes a weighting factor (0 < ηe/h,k(ν) ≤ 1) due to the
mixture of the conduction and valence bands. Note that
ηe/h,k(ν) = 1 and f
SS
e/h,k(ν) = f
B
e/h(ν) when there is no
e-h pairing effect (∆k = 0). However, Eqs. (31b), (32b)
and (33) mean that ne,k and nh,k are also influenced
by the hole and electron bath distributions [fBh (−ν)
and fBe (−ν)], respectively, when the band mixing occurs
(∆k 6= 0).
B. BEC-BCS-LASER crossover
To gain further insight into the relationship among
the cooperative phenomena, we now discuss numerical
results calculated under the steady-state condition. In
the calculations, the k-dependence of ∆k is eliminated
by using a contact potential U ′q = U with the replace-
ment of
∑
k → S2pi
∫ kc
0
dkk.115 Here, S is the area of the
system and kc is the cut-off wave number. For simplic-
ity, me = mh is also assumed with the charge neutral-
ity µBe = µ
B
h . In this context, our calculation is not
quantitative but qualitative even though the parame-
ters are taken as realistic as possible; unless otherwise
stated, we use the parameters shown in Table II. In this
situation, the exciton level Eex is formed at 10 meV
below Eg (Eex = Eg − 10 meV) and the lower po-
lariton (LP) level ELP is formed at 20 meV below Eg
(ELP = Eg−20 meV = Eex−10 meV) under the resonant
condition Ecav = Eex.
110 The Rabi splitting (≡ ERabi) is
therefore 20 meV. To see the nonequilibrium effects, κ =
0.1 µeV, 100 µeV and 100 meV are used for comparison
but we note that κ = 100 µeV is a reasonable value in
current experiments.65,96
Figure 3 shows the phase diagrams calculated by
changing the detuning Ecav − Eex and the chemical po-
tential of the pumping baths µB, the pumping parameter.
The landscape of the phase diagram is significantly mod-
ified by the rate of the cavity photon loss κ. For the
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TABLE II. Parameters in the calculation. m0 denotes the
electron mass in vacuum.
Quantity Value Unit
me 0.068 m0
γ 4.0× 10−3 eV
U 2.66× 10−10 eV
g 6.29× 10−7 eV
S 100× 100 (µm)2
kc 1.36× 109 m−1
T 10 K
case with κ = 0.1 µeV in Figure 3(a), most of the area
is dominated by quasi-equilibrium phases satisfying the
condition (I) due to the low rate of the cavity photon
loss and, as a result, one finds a variety of distinct BEC
and BCS phases smoothly connected with each other. In
contrast, for the case with κ = 100 µeV in Figure 3(b),
there arises the lasing phase satisfying the condition (II)
and the whole area of the ordered phases is decreased.
We note that ERabi  κ holds in Figures 3(a) and 3(b).
However, when κ becomes sufficiently large (κ ERabi)
in Figure 3(c), the quasi-equilibrium phases again spread
over the large area despite the increased photon loss. The
emergence of the quasi-equilibrium phases is seemingly
counterintuitive but the situation is quite similar to the
Purcell effect26,116,117 known for a two-level emitter in-
side a single-mode cavity; the emission rate of the two-
level emitter is decreased when the cavity photon loss
is increased in the weak coupling regime, the physics of
which is intuitively the same as the impedance match-
ing. Hence, there exists an optimal κ to maximize the
decay rate118 and, in the ultimate limit of κ = ∞, the
effect of the cavity loss inversely becomes negligible. In
other words, κ =∞ is identical to the situation that the
cavity is practically non-existent. As a result, the quasi-
equilibrium phases dominate the phase diagram when κ
becomes sufficiently large. This situation is, in turn, ap-
propriate to study the SF under the continuous pumping,
as we will see later, because the cavity plays no essential
role.
In the low density regime with ERabi  κ [Figures 3(a)
and 3(b)], the behaviors are roughly understood from the
photonic and excitonic component of the LP state.52,67 In
the positively detuned regime, the excitonic component
is increased in the LP state and the photonic component
becomes negligible in the limit of Ecav − Eex  ERabi.
Around the area labeled by the exciton BEC in Fig-
ures 3(a) and 3(b), therefore, the ordered phase is in-
sensitive to the value of the detuning and the cavity pho-
ton loss. In the negatively detuned regime, in contrast,
the LP state is dominated by the photonic component
in the limit of −Ecav + Eex  ERabi. As a result, the
system is susceptible to the photonic effect around the
area labeled by the photon BEC68 in Figure 3(a) and
the ordered phase disappears in the corresponding area
10−1
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FIG. 3. (Color online) Phase diagrams for (a) κ = 0.1 µeV,
(b) κ = 100 µeV and (c) κ = 100 meV. Red and blue col-
ors indicate that the quasi-equilibrium condition (I) and the
lasing condition (II) are satisfied, respectively, while green
colors indicate that neither of them is satisfied. A condition
of µB = Ecav is indicated by the dotted line; the influence
of the cavity becomes large when µB goes over the line. We
note that ELP in the horizontal axis depends on the cavity
resonance Ecav.
in Figure 3(b) due to the increased cavity photon loss.
For the case with κ  ERabi, on the other hand, the
normal-mode splitting does not take place. However, the
system still experiences the photonic effect weakly when
|Ecav − Eex| . κ in the low density regime. As a result,
in the positively detuned regime, the boundary with the
normal phase depends on the detuning in Figure 3(c),
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FIG. 4. (Color online) The distribution functions ne,k (solid lines) and the polarization functions |pk| (dotted lines) for various
values of µB at the detuning of +100 meV, 0 meV and −100 meV, indicated by the arrows in Figure 3. At the detuning of
+100 meV, µB − ELP = 5 meV for panels (a) and (i), 15 meV for panels (b) and (j), 90 meV for panels (c) and (k), and
400 meV for panels (d) and (l). For the zero detuning case, µB −ELP = 3 meV for panels (e) and (m), 100 meV for panels (f)
and (n), and 400 meV for panel (o). Finally, when the detuning is −100 meV, µB −ELP = 10 meV for panel (g) and 400 meV
for panels (h) and (p). Insets show the parameters corresponding to the panels (a)–(p) in the phase diagrams. kF and kHB
denote the momentum of the Fermi edge and the kinetic hole burning, respectively. In our calculations, kF is introduced by
kF =
√
2mr(µB − E∗g ) with m−1r ≡ m−1e +m−1h .
while it is almost constant in Figures 3(a) and 3(b).
In the high density regime, however, the pictures of the
excitons are not available any more because the phase
space filling of the e-h system becomes non-negligible.
In this situation, the relation between µB and the bare
cavity resonance Ecav is important to discuss the pho-
tonic effect in the case with the positive detuning. For
µB . Ecav, there is no carrier around the cavity reso-
nance because the cavity is far above the Fermi edge of
the e-h system if the broadening effect of κ is neglected.
The system is therefore still insensitive to the photonic
effect, as seen in the area of the e-h BCS in Figures 3(a)
and 3(b). As the pumping is further increased, however,
the photonic effect would be discernible for µB ' Ecav
(indicated by the dotted lines) and become prominent
for µB & Ecav. These are given by the change from the
e-h polariton BCS to the photonic polariton BEC78,119
[Figure 3(a)] and to the lasing phase [Figure 3(b)]. How-
ever, when κ is sufficiently large, the photonic effect be-
comes week due to the Purcell-like effect and the high-
density regime is basically in the e-h BCS phase, as in
Figure 3(c).
We can thus give rough explanations for the phase dia-
grams even without studying the details of the variables,
such as a0, pk, ne/h,k and µ. However, to identify the va-
riety of the BEC and BCS phases, we need more careful
discussions with clear criteria to distinguish the respec-
tive phases, for example, the photon BEC and the pho-
tonic polariton BEC. For this purpose, in the followings,
we focus on the phases with κ = 0.1 µeV and 100 µeV for
the moment to keep our discussion as simple as possible.
Figure 4 shows the distribution function ne,k and the
polarization function |pk| obtained for various values of
µB at the detuning of +100 meV, 0 meV and −100 meV,
indicated by the arrows in Figures 3(a) and 3(b). The
lasing phase is then easily distinguished from the other
phases when the kinetic hole burning (the dip in the dis-
tribution function) is seen [Figures 4(l), (o) and (p)]. In
contrast, the BCS phase can be distinguished by the pres-
ence of a peak in pk around the Fermi momentum kF re-
sulting from the phase space filling effect [Figures 4(b),
(c), (j) and (k)], whereas pk and ne,k are slowly decreased
as a function of k ≡ |k| in the BEC phase [Figures 4(a),
(d), (e)–(h), (i) and (m)]. In particular, in Figures 4(d),
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FIG. 5. (Color online) Numerical results for the photonic
fraction Fph, the frequency µ, the gap energy min[2Ek], and
the coherent number of photons in the cavity |a0|2. The de-
tuning is +100 meV (dotted lines), 0 meV (solid lines) and
−100 meV (dashed lines), as indicated by the arrows in Fig-
ure 3. Left panels are for κ = 0.1 µeV and right panels are
for κ = 100 µeV.
(f) and (h), the plateau of pk ' 0.5 is known as a signa-
ture for the photonic polariton BEC.78
The photonic effect can then be estimated from the
photonic fraction Fph, the ratio of photons to the effec-
tive excitation density contributing to the ordered phase;
see also Appendix B for details. At the detuning of
+100 meV with κ = 0.1 µeV, Fph [the dotted line in
Figure 5(a)] is nearly zero for µB − ELP . 70 meV but
grows rapidly around µB − ELP ' 100 meV, and then,
Fph ' 1.0 for larger pumping. We note that µB−ELP '
100 meV is almost identical to the dotted line in Fig-
ure 3(a) at +100 meV detuning. These results indeed
reveal that the photonic effect is negligible in the low den-
sity regime but is discernible for µB ' Ecav and finally be-
comes dominant for µB & Ecav with increasing the pump-
ing, as described above. As a result, Figures 4(a)–4(d)
are identified as the exciton BEC [Fph ' 0.0], e-h BCS
[Fph ' 0.0], e-h polariton BCS [Fph ' 0.5] and photonic
polariton BEC [Fph ' 1.0], respectively. The e-h polari-
ton BCS state has been explicitly distinguished from the
e-h BCS phase because the e-h attraction is enhanced
by the cavity photons to form the e-h Cooper pairs.78,79
This identification is also evidenced by the behavior of µ
(dotted line) in Figure 5(c), where µ ' µB ' Eex for the
exciton BEC, µ ' µB for the e-h BCS and e-h polariton
BCS phases (not shown), and µ ' Ecav for the photonic
polariton BEC.
It is here interesting to notice that µ is not necessarily
in the vicinity of the cavity resonance even though µ
can be regarded as the frequency of the cavity photon
amplitude under the steady-state assumption. This is
intuitively equivalent to the classical forced oscillation of
the cavity mode; in the case of the exciton BEC (e-h
BCS state), for example, the coherence is developed at
the exciton resonance (at the Fermi level) which in turn
drives the cavity photon amplitude forcibly, resulting in
µ ' Eex (µ ' µB).
For κ = 100 µeV, essentially the same identification
can be performed for Figures 4(i)–4(k) with the results
shown in Figure 5(b) and 5(d). The similarities between
the panels (i)–(k) and (a)–(c) in Figure 4 directly shows
that the ordered phases become insensitive to the pho-
tonic effect when µB . Ecav in the positively detuned
regime.
In the case of zero detuning Ecav = Eex, the situa-
tion is slightly different in particular in the low density
regime; Fph ∼ 0.5 can be seen immediately after the or-
dered phase is developed [Figures 5(a) and 5(b); solid
lines]. At the same time, µ ' ELP (µ−Eex ' −10 meV)
is observed [Figures 5(c) and 5(d); solid lines]. In this
context, it is reasonable to identify the ordered phase
[Figures 4(e) and 4(m)] as the exciton-polariton BEC.
With the increased pumping for κ = 0.1 µeV, however,
Fph ' 1.0 [Figure 5(a)] is again found with µ ' Ecav
[Figure 5(c)]. Figure 4(f) is thus identical to the photonic
polariton BEC. For κ = 100 µeV, in contrast, the system
enters into the lasing phase as already revealed by the
kinetic hole burning [Figure 4(o)] through the crossover
regime [Figure 4(n)].
Finally, when the detuning is −100 meV, for κ =
0.1 µeV, Fph ' 1.0 is almost always maintained with
µ ' Ecav [Figures 5(a) and 5(c); dashed lines]. The
panel (h) in Figure 4 is therefore the photonic polari-
ton BEC as also evidenced by the plateau structure of
pk ' 0.5. However, in Figure 4(g), the plateau cannot
be found even with Fph ' 1.0 and µ ' Ecav. We can
therefore understand this phase as a kind of the photon
BEC because the LP state is dominated by the photonic
component. We note that the photon BEC in the present
case is given by the quasi-equilibrium for the whole e-h-p
system in the negligible limit of the e-h system and in-
deed covered by the original sense of the photon BEC,68
in which only the photon system is in quasi-equilibrium
and the state of the medium is not taken care. For κ =
100 µeV, in contrast, the system directly goes into the
lasing phase when the pumping is increased, as evidenced
by Figure 4(p). This is because, in the negatively de-
tuned regime, the thermalization speed can easily become
insufficient to recover the equilibrium phase due to the
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increased photonic component.67
In this way, all of the distinct phases can be identified
definitely in Figures 3(a) and 3(b). The same identifica-
tion procedure is applicable to the case with κ = 100 meV
[Figure 3(c)]. However, the gap energy min[2Ek], the co-
herent number of photons inside the cavity |a0|2, and the
renormalized band structure A11/22,k(ν) provide further
insight into the underlying physics.
To see this, let us first focus on the case with κ =
0.1 µeV. For the detuning of +100 meV, min[2Ek] is less
than 10 meV when µB − ELP . 4 meV [Figure 5(e);
dotted line]. The thermalization rate 2γ (= 8 meV; Ta-
ble II), therefore, becomes the same order as the gap
energy min[2Ek] in this regime. This means that the
thermalization-induced dephasing is significant and, as a
result, the nonequilibrium phase appears in Figure 3(a).
By increasing the pumping, however, min[2Ek] increases
gradually and grows rapidly at µB − ELP ' 100 meV.
At the same time, |a0|2 shows the two threshold behav-
ior [Figure 5(g); dotted line]. These results indicate that
the change into the photonic phase Fph ' 1.0 indeed en-
hances the e-h attraction notably and can cause the two
threshold behavior.65
In the renormalized band structures [Figures 6(a)–
6(d)], on the other hand, the gap is opened around k ' 0
for the exciton BEC when the pumping is small [Fig-
ure 6(a)] but it moves to kF for the e-h BCS and e-h
polariton BCS phases by increasing the pumping [Fig-
ures 6(b) and 6(c)]. These results are consistent with the
standard picture of the BCS-BEC crossover.17 With in-
creasing the pumping further, the plateau is formed when
the photonic polariton BEC is achieved [Figure 6(d)].
Note that the k region of the plateau corresponds to that
in Figure 4(d). In this context, we can now understand
that the plateau of pk ' 0.5 originates from the enhanced
gap energy due to Fph ' 1.0, namely, the large gap en-
ergy compared with |µ−E∗g |, as schematically illustrated
in the right upper inset of Figure 6.
We remark that qualitatively similar features, i.e. the
rapid enhancement of min[2Ek], the two threshold be-
havior of |a0|2 and the plateau structure, can still be
found in the resonant case in Figures 5(e) and 5(g) (solid
lines) and in Figures 6(e) and 6(f) even though the clar-
ity of the threshold behavior is reduced. However, in the
case of −100 meV detuning, only the monotonic increase
of min[2Ek] and |a0|2 can be seen in Figures 5(e) and
14
5(g); as a consequence, there is only a single threshold
for |a0|2. This is because Fph ' 1.0 is satisfied almost
from the beginning of the ordered phase. These results
also support the above-described interpretation that the
increase of Fph can cause the two threshold behavior.
Focusing next on the case with κ = 100 µeV, at the
detuning of +100 meV, Figures 6(i)–6(k) are quite sim-
ilar to Figures 6(a)–6(c) because the ordered phases are
insensitive to the change of κ for µB . Ecav in the
positively detuned regime. By increasing µB, however,
the system enters into the lasing phase with the multi-
ple threshold-like behavior of |a0|2 (dotted line) in Fig-
ure 5(h). In this situation, the renormalized CB structure
[Figure 6(l)] is quite different from Figure 6(d) but has
a formal similarity to the BCS phases, for example, Fig-
ure 6(k). The major difference is, however, that the par-
ing gap is opened around the momentum of the kinetic
hole burning kHB in the lasing phase, whereas the gap is
around kF in the BCS phase; see also the right lower in-
set of Figure 6. This means that the (light-induced) e-h
pairs are formed around the laser frequency under the
lasing condition, while the e-h Cooper pairs are formed
around the Fermi energy. Even at different detuning,
the same picture holds for Figures 6(o) and 6(p) though
kHB is located at different position. Our theory thus pre-
dicts the existence of the bound e-h pairs even in the
lasing phase in contrast to earlier expectations.57,59,62–64
However, we note that the e-h pair breaking energy is
reduced by the crossover into the lasing phase, as shown
in Figure 5(f); dotted and solid lines. Such a “lasing
gap” has not been observed experimentally but, at least
in principle, can be measured in the optical gain spec-
trum because it is strongly affected by the renormalized
band structure in general;65,94 the details will be dis-
cussed later (Section IV).
It is now important to notice that the two or multi-
ple threshold behavior found in Figure 5(h) (solid and
dotted lines) cannot be explained solely by the increase
of Fph because Fph is decreased after the crossover into
the lasing phase [Figure 5(b)]. This means that there is
another mechanism to cause the threshold-like behavior,
explained as follows. In the quasi-equilibrium phases,
the quasi-equilibrium condition (I), min[2Ek] & µB − µ
is satisfied when γ and T is neglected for simplicity. This
condition is equivalent to the situation in which µB stays
inside the energy gaps min[2Ek] located at ±µ/2 [cf. Fig-
ure 2(a)]. As a result, the pumping is inherently blocked
by the gaps. In this sense, the system is protected by the
gaps from the chemical nonequilibrium effect. In con-
trast, the lasing condition (II), µB − µ & min[2Ek], in-
dicates that µB goes beyond the energy gaps, as shown
in the right lower inset of Figure 6. This means that
electrons and holes above the gaps are supplied suddenly
when the system changes into the lasing phase and the
rapid increase of photons is expected. This mechanism
can also cause the threshold-like behavior even without
the increase of the photonic fraction Fph and the com-
bination of the two mechanisms can successfully explain
the two or multiple thresholds in Figure 5(h). In the
case of zero detuning, in particular, the two threshold
behavior as well as the blue shift of µ [Figures 5(h) and
5(d); solid lines] are in good qualitative agreement with
experiments.65
We have thus described the fundamental relationship
of the cooperative phenomena under the steady-state
condition, that is, the BEC-BCS-LASER crossover. We
have shown that the phase diagram on the detuning and
the pumping strength plane exhibits a variety of distinct
ordered phase depending on the cavity photon loss. The
individual mechanisms of developing such phases and
the criteria to distinguish them are clearly addressed by
studying the physical quantities of |a0|2, pk, ne,k and µ
as well as the renormalized band structure through the
single-particle spectral function Aαα,k(ν). As another
application of our theory, in the next subsection, we will
discuss the dynamics of the system under the continuous
pumping to study the connections between the Fermi-
edge SF33 and the other phases, in particular.
C. Fermi-edge SF and the e-h BCS phase
We now turn to the study of the Fermi-edge SF re-
cently found in the quantum-degenerate high-density e-h
system,33 in which the macroscopic coherence is spon-
taneously developed near the Fermi edge due to the
Coulomb-induced many-body effects. As a result, the
experiment showed the coherent pulsed radiation of pho-
tons, or equivalently the SF, at the Fermi level. However,
in our view, the physics seems closely related to the e-h
BCS phase even though the Fermi-edge SF is a time-
dependent phenomenon. It is also worth noting that,
to the best of our knowledge, there is no conclusive evi-
dence for the presence of the e-h BCS phase in the past
experiments. In this context, it is of great importance to
understand the relationship between the Fermi-edge SF
and the the e-h BCS phase.
For this purpose, we have to directly solve the time
dependent equations [Eq. (20) with Eqs. (22)–(25)], in
principle. For the reduction of numerical cost, however,
we assume that the dynamics of the band renormaliza-
tion [Eqs. (23) and (24)] can be eliminated adiabatically
by Eqs. (29) and (30) with the steady-state value of µ.
We note that µ can be set to any value in principle be-
cause, for the time dependent problems, µ is merely the
frequency of the rotating frame. However, for the adia-
batic elimination, it is reasonable to use the steady-state
value of µ, if exists, to recover the steady state. At the
same time, the cavity photon amplitude a0(t) now have
to be treated as a complex variable.
In order to discuss the Fermi-edge SF, we further as-
sume that, at t = 0, the distribution function is described
by the Fermi distribution ne/h,k = 1/[1 + exp{β(˜e/h,k −
µBe/h)}] with no polarization function pk = 0 [cf. Eq. (28)].
However, instead of a0 = 0, the photon amplitude is ini-
tially set to a0 = 1 to ad hoc trigger the development of
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In panel (a), the oscillatory behavior is categorized as a kind
of the relaxation oscillation because κ = 100 µeV is much
smaller than γ = 4 meV. In panels (b) and (c), in contrast,
κ = 100 meV is much greater than γ = 4 meV, which satisfies
the condition for the SF, κ γ.
the macroscopic coherence. This indicates that the SF
starts from the photon number of the order of vacuum
fluctuation,28 or equivalently the spontaneous emission
event. However, we remark that the statistical feature of
the initial condition is still a non-trivial problem in semi-
conductor systems, in contrast to the two-level systems.
With these assumptions, the evolution of the system
is calculated under the continuous pumping. Figure 7(a)
shows the time dependence of the coherent photon num-
ber |a0(t)|2 and the gap energy min[2Ek(t)] normalized
by their steady-state values for κ = 100 µeV. The pa-
rameters are the same as in Figure 4(k), and there-
fore, the evolution finally recover the e-h polariton BCS
phase in the steady state. We can see that |a0(t)|2 and
min[2Ek(t)] exponentially grow at early times, and then,
show oscillatory behaviors with approaching their steady-
state values. In this situation, however, κ = 100 µeV is
much smaller than γ = 4 meV, namely κ  γ, which is
in the opposite limit of κ  γ for the SF.35 This means
that the cavity has non-negligible effect on the dynam-
ics and, as a result, the (Fermi-edge) SF is not allowed in
Figure 7(a). For this reason, we categorize the oscillation
as a kind of the relaxation oscillation.
To satisfy the necessary condition κ  γ, in Fig-
ure 7(b), κ is increased up to 100 meV with the other
parameters unchanged. In this situation, the cavity ef-
fect becomes sufficiently weak or negligible indeed in the
corresponding steady-state phase diagram [Figure 3(c)]
and the parameters are now appropriate to discuss the
super-fluorescent emission. Compared with Figure 7(a),
in Figure 7(b), the visibility of the oscillation is re-
duced for |a0(t)|2 but the (normalized) peak value is
increased with the exponential growth. As a result,
the behavior becomes similar to the ringing of the SF
known for the two-level systems28 under the continuous
pumping.120 Analogous qualitative behavior can also be
seen for min[2Ek(t)]. In the distribution function [Fig-
ure 8(a)], the major modification can be found around
the Fermi momentum, whereas in the polarization func-
tion [Figure 8(b)], a peaked structure is developed around
the same momentum with a dip. ne,k and pk then ap-
proach the profiles of the e-h BCS phase as the steady
state. The signature of the kinetic hole burning is also
found around the Fermi momentum at 0.270 ps. This
means that the carriers are excessively expended at the
Fermi-edge even without the cavity effect; the signature
of the SF. The Fermi-edge SF thus appears in our cal-
culation and converges toward the e-h BCS phase. The
Fermi-edge SF can therefore be seen as a precursor of
the e-h BCS phase. This result is striking by considering
the current situation of experiments; the e-h BCS phase
is not yet evidenced but the Fermi-edge SF is recently
demonstrated by Kim et al.33 Our theory clearly pre-
dicts that the e-h BCS phase can be observed after the
Fermi-edge SF, the result of which could not be obtained
by the other past theories. We remark that the Fermi-
edge SF already has the macroscopic order through the
spontaneous symmetry breaking, and therefore, the pair-
ing gaps are opened, as evidenced by the non-zero value
of min[2Ek]. In this context, the Fermi-edge SF should
not be confused with the preformed e-h Cooper pairs,24
in which such an order is not developed.
However, we note that the ringing behavior is not nec-
essarily observed in the evolution toward the e-h BCS
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FIG. 8. (Color online) The distribution function ne,k and
the polarization function pk at the times indicated by open
circles in Figures 7(b) and 7(c). Panels (a) and (b) are for
Figure 7(b), while panels (c) and (d) are for Figure 7(c). For
easy comparison, the curves have been shifted vertically.
phase when the pumping is reduced, as shown in Fig-
ure 7(c). The delay time is also increased because it
takes more time to form macroscopic coherence as the
Fermi edge is decreased from Ecav. In this case, ne,k and
pk smoothly turn into the profiles of the e-h BCS phase
in Figures 8(c) and 8(d). In particular, the absence of the
temporal kinetic hole burning indicates that the thermal-
ization speed becomes relatively large to compensate the
lost carriers instantaneously. In a narrow sense, there-
fore, the evolution in Figure 7(c) would not be the SF
because the above description means that the photon
loss rate becomes effectively smaller than the thermal-
ization rate, the very opposite limit of the ordinary SF.
We remark, however, that the evolution largely shares
essential physics; the spontaneous process of developing
macroscopic coherence as a result of quantum fluctua-
tion. The emission property naturally fluctuates from
shot to shot also in this case.
The important point here is that, in both cases [Fig-
ure 7(b) and 7(c)], the system eventually evolves toward
the e-h BCS state after the spontaneous phase symme-
try breaking. In this context, we do not rule out the
Fermi-edge SF experimentally demonstrated in Ref. 33
is already in the e-h BCS phase because the time scale
of the pulsed emission is one order of magnitude larger
than the presented results even though our calculations
do not purpose quantitative discussions. These results
strongly encourage the experimental discovery of the e-h
BCS phase in the context of the Fermi-edge SF. In a theo-
retical viewpoint, we also stress that the results presented
above are the physics elucidated only by considering the
macroscopic coherence in a unified way. To our knowl-
edge, there has been no theoretical framework that has
the ability to address the relationship between the SF
and the BCS phase in the past.
IV. SPECTRAL PROPERTIES
We have thus explained the relationship of the cooper-
ative phenomena. However, the properties on the emis-
sion spectrum and the gain-absorption spectrum are still
unclear. In this section, by assuming the steady state for
simplicity, we first explain the formalism briefly to calcu-
late the spectral properties (Subsections IV A–IV B). We
then show several numerical results for the BEC-BCS-
LASER crossover in Subsection IV C.
A. Emission spectrum
According to the standard quantum optics,25–27 the
steady-state emission spectrum observed outside is de-
fined by the Fourier transformation of the correlation
function
SSS(ω, q) ≡ κ
pi
lim
t→∞
∫
dτeiωτ 〈aˆ†q(t)aˆq(t+ τ)〉, (34)
the definition of which can be rewritten as
SSS(ω, q) = S
coh
SS (ω, q) + S
inc
SS (ω, q), (35)
where ScohSS (ω, q) and S
inc
SS (ω, q) denote, respectively, the
coherent and incoherent parts of the spectrum;
ScohSS (ω, q) ≡ 2κ lim
t→∞ |a0(t)|
2δq,0δ(ω), (36a)
SincSS (ω, q) ≡
κ
pi
lim
t→∞
∫
dτeiωτ 〈∆aˆ†q(t)∆aˆq(t+ τ)〉
= i
κ
pi
lim
t→∞D
<
11,q(t;ω), (36b)
Here, we have used 〈aˆq(t)〉 = δq,0a0 and ∆aˆq(t) ≡ aˆq(t)−
〈aˆq(t)〉. D<α1α2,q(t; ν) is the Wigner representation of the
lesser photon GF, which will be introduced in Section V.
αi ∈ {1, 2} denotes the index for the Nambu space of the
photon GF. In the RAK basis, SincSS (ω, q) becomes
SincSS (ω, q) = i
κ
2pi
[DK11,q(ω)−DR11,q(ω) +DA11,q(ω)],
(37)
where we have dropped the argument t because we as-
sume the steady state throughout this section. Eq. (36a)
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means that a delta function peak is formed at ω = 0 when
|a0|2 6= 0 in the same manner as the Mollow triplet.26,27
Note that the origin of ω corresponds to µ because we are
on the rotating frame. In contrast, Eq. (37) means that
the incoherent part of the emission spectrum can be cal-
culated if the photon GFs are obtained. We do not show
the way to estimate the photon GFs here. However, we
emphasize that the partially dressed two-particle GF K˜0,C
plays an essential role to calculate the Dyson equation for
the photon GFs (Section V); see also Appendix G for the
estimation of the partially dressed two-particle GFs.
B. Gain-absorption spectrum
Before proceeding further, let us turn to the gain-
absorption spectrum. For this purpose, we consider a
situation where a weak probe field F (t) is applied to the
system in the steady state and interacts with the e-h sys-
tem through the Hamiltonian,65
Hˆ ′(t) = −F (t)
∑
k
[d12cˆ
†
1,kcˆ2,k + d
∗
12cˆ
†
2,kcˆ1,k]. (38)
Here, F (t) is real and d12 = |d12| exp(iφ) is the dipole
matrix element. Within the linear response theory for
the NESS,121 the microscopic response function χk(τ)
for the polarization pk becomes
χk(τ) = iθ(τ)
∑
k′
〈[pˆk(τ), d∗12pˆk′ + d12pˆ†k′ ]〉SS, (39)
where pˆk ≡ cˆ†2,kcˆ1,k and 〈[Oˆ1(τ), Oˆ2]〉SS corresponds
to limt→∞〈[Oˆ1(t + τ), Oˆ2(t)]〉 for certain operators Oˆ1
and Oˆ2. The optical susceptibility
115 is then given by
χ(ω) = d∗12
∑
k χk(ω) in the Fourier domain. It is then
straightforward to rewrite χ(ω) as
χ(ω) = −i|d12|2
∑
k1,k2
KR11,q=0(ω;k1k2)
− i(d∗12)2
∑
k1,k2
KR12,q=0(ω;k1k2), (40)
where KZα1α2,q(t1t2;k1k2) corresponds to the fully
dressed two-particle GF KC , which will be introduced
in Section V, and αi denotes the index for the conduc-
tion band (αi = 1) and valence band (αi = 2), corre-
sponding to the Nambu space in the matrix form of the
GFs. The gain-absorption spectrum G(ω) is then given
by G(ω) = −=[χ(ω)]. Again, we do not go into the detail
here but it is noteworthy that the required two-particle
GF is not the partially dressed one but the fully dressed
one. Such a distinction is naturally obtained through
the generating functional approach, as we shall see in
Section V; see also Appendix G for the estimation of the
fully dressed two-particle GFs.
Here, we note that the second term in Eq. (40) is non-
zero only when the phase symmetry is broken because
the off-diagonal elements in Nambu space naturally van-
ish in the normal phase. In this context, χ(ω) depends
on the phase φ when the macroscopic coherence is de-
veloped, while it is independent of the phase φ in the
non-ordered phase. Eq. (40), therefore, suggests that the
phase difference between the developed order in the sys-
tem and the coherent probe field may affect the suscep-
tibility even though φ = 0 was implicitly assumed in our
previous work.65 The dependence will be discussed in the
next subsection.
C. Numerical results
Based on the above formalism, Figures 9(a)–9(e) show
the typical emission spectra for κ = 0.1 µeV and 100 µeV
under the resonant condition (Ecav = Eex); the param-
eters are the same for the panels (e), (f), (m)–(o) in
Figures 4 and 6, respectively. We then find that the
spectral profiles are significantly changed by increasing
the pumping strength. In the case with κ = 0.1 µeV, for
µB−ELP = 3 meV [Figure 9(a)], two side-band peaks can
be found on each side of the main peak at ω = µ. We also
find that the intensity on the lower energy side is brighter
than the higher energy side. These properties become
more prominent when the pumping is increased up to
µB − ELP = 100 meV [Figure 9(b)]. Furthermore, there
also appears a steep reduction of the intensity around
ω − µ ' 100 meV.
In the case for κ = 100 µeV, the side peaks become
brighter and more conspicuous when the system is in the
crossover regime [Figure 9(d)] even though Figure 9(c) is
quite similar to Figure 9(a) because the exciton-polariton
BEC is the relevant phase in both cases [Figures 4(e) and
4(m)]. In this situation, the relative peak intensity on
the higher energy side is greater than the lower energy
side.109 However, the continuum structures are developed
instead when the system enters deeply inside the lasing
regime as seen in Figure 9(e).
To clearly explain these spectral properties, based on
Eq. (31b), we here introduce energy- and momentum-
resolved distributions of electrons and holes as
ne,k(ν) ≡ fSSe,k(ν)A11,k(ν), nh,k(ν) ≡ fSSh,k(ν)A22,k(−ν),
respectively. Notice that ne/h,k =
∫
dν
2pine/h,k(ν) by defi-
nition and ne/h,k(ν) allows us to estimate how electrons
and holes are distributed in the renormalized band struc-
tures, as shown in Figures 9(a′)–9(e′) and 9(a′′)–9(e′′).
This, in turn, enables us to discuss the e-h recombination
process that illustrate the respective emission peaks.
The peak positions indicated by the arrows in Fig-
ure 9(b), for example, can be explained through the e-h
recombination expressed by the downward arrows be-
tween Figures 9(b′) and 9(b′′). The mechanism is again
similar to the Mollow triplet in quantum optics. In our
case, however, the greater amount of distributions in the
low energy side of the renormalized bands makes the
18
0
300
−300
1.00.50.0
0
− 300
300
κ = 0.1 μeV κ = 100 μeV
0 300−300 0 300−300 0 300−3000 300−3000 300−300
1.00.50.01.00.50.0 1.00.50.0 1.00.50.0
Emission energy: ω − μ (meV)
Wavenumber k (×109 m−1)
μB
En
er
gy
 : 
ν 
− μ
/2
  (
m
eV
)
1025
1015
105
10−5
(a) (b) (c) (d) (e)
Em
is
si
on
 sp
ec
tra
 
(p
ho
to
ns
·s
ec
−1
·m
eV
−1
)
(d')(c')(b')(a') (e')
(d")(c")(b")(a") (e")
100 meVμB − ELP = 3 meV 3 meV 100 meV 400 meV
Fermi
10010−210−4
10010−210−4
Anti-Fermi
Fermi
Anti-Fermi
FIG. 9. (Color online) Emission spectra SincSS (ω, q = 0) [panels (a)–(e)] and the corresponding distributions of electrons ne,k(ν)
[panels (a′)–(e′)] and holes nh,k(ν) [panels (a′′)–(e′′)] under the resonance condition (Ecav = Eex). The parameters for the
panels (a)–(e) are the same for the panels (e), (f), (m)–(o) in Figures 4 and 6, respectively. In the panels (a′)–(e′) and (a′′)–(e′′),
the dotted lines indicate the peak position of A11,k(ν) and A22,k(−ν); see also the panels (e), (f) and (m)–(o) in Figure 6. The
downward arrows between the panels (b′) and (b′′) typically explain the recombinations of electrons and holes that form the
peaks of the emission spectrum in the panel (b) in an analogous way to the Mollow triplet. Basically, the same picture holds for
understanding the emission spectra in the other panels. The left arrows signify the Fermi level and anti-Fermi level formed by
the pumping baths. The two-headed arrows in the panel (e) are the guides for the eye that indicate the continuum structures.
lower sideband peak brighter than the higher one. The
steep reduction of the intensity is then attributed to the
Fermi levels lying inside the gaps because there is small
but non-zero density of states even inside the gaps due
to γ [see Eq. (30)]. Essentially the same interpretation
is possible for the spectra seen in Figures 9(a) and 9(c)
even though the energy difference between the Fermi lev-
els approximately overlaps with the main peak.
In contrast, in Figures 9(d′) and 9(d′′), the Fermi and
anti-Fermi levels reach the upper and lower edges of the
gaps. The increased distributions on the upper edges,
then, brighten the higher energy sideband peak than the
lower one. In this situation, furthermore, the density of
states is enhanced around the edges of the pairing gaps.
As a result, the Fermi-edge enhancement109,122,123 is em-
phasized notably on these edges, which makes the side
peaks more pronounced in Figure 9(d).
In the lasing regime [Figures 9(e′) and 9(e′′)], the
renormalized bands above the gaps are filled with elec-
trons and holes because the Fermi levels are present suffi-
ciently above the gaps. As a result, the distributions are
spread in energy, which forms the continuum structures
in Figure 9(e). The end of the continuum around ω−µ =
400 meV in Figure 9(e) is again attributed to the Fermi
levels of electrons and holes. We remark that, in some
cases, the anti-Fermi levels can also cause an additional
weak structure in the emission spectra even though not
shown in the figures. The opposite end of the continuum
around ω − µ = −200 meV, in contrast, is due to the
renormalized band gap energy determined by the optical
Stark effect as well as the Coulomb-induced BGR.
These results reveal that the distributions of carriers
in the renormalized band structures are reflected mainly
in the side peaks of the emission spectra. Compared with
the main peak, however, the intensity is fairly small in
our calculations. Therefore, we finally study the gain-
absorption spectra G(ω), as shown in Figures 10(a)–
10(e). As discussed in Subsection IV B, the phase dif-
ference between the weak probe field and the sponta-
neously developed order of the system may change the
gain-absorption spectra at least in principle. In this con-
text, the averaged result as well as the dependence on
the phase φ are shown in each panel. We note that the
averaged one is equivalent to taking only the first term
in Eq. (40) into account.
By focusing on the averaged results in Figures 10(a)–
10(c), the gain-absorption spectra are mainly dominated
by the absorption. This is roughly because there is no
or little population inversion (Nk > 0, or ne,k > 0.5)
in Figures 4(e), 4(f) and 4(m). However, the intensity
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of the gain peak is modified and even enhanced when
φ is changed. At φ = pi/2 in Figure 10(b), for exam-
ple, the gain peak becomes comparable to the absorption
peak. The positions of the two peaks are again under-
stood from Figures 9(b′) and 9(b′′) and the separation
between the peaks is determined by the sum of the gap
energies min[4Ek]. However, the dependence on φ cannot
be understood from ne/h,k(ν). To our knowledge, there
has been no theoretical work pointing out that the gain-
absorption spectrum is changed by the relative phase of
the probe field. However, our result is not surprising
because there are two relevant phases as a result of the
broken symmetry.
We here note that any structures cannot be found
around ω ' µ in Figure 10(b) because such optical tran-
sitions for the external probe light are vanishingly low in
Figures 9(b′) and (b′′). In the crossover regime, however,
the Fermi and anti-Fermi levels are located at the edges
of the pairing gaps, as described above [Figures 9(d′) and
9(d′′)]. As a result, the gain and absorption peaks cor-
responding to the relevant transitions become apparent,
leading to the characteristic structures around ω ' µ in
Figure 10(d). The peaks are further pronounced because
the Fermi-edge enhancement is emphasized by the in-
creased density of states around the edges of the pairing
gaps. In fact, the other peaks around ω ' µ±85 meV also
arise from such transitions and indeed become prominent,
compared with the other situations.
In the lasing regime [Figure 10(e)], the structures
around ω ' µ still exist but become almost invisible,
which is consistent with the above scenario. However, in
contrast to Figures 10(a)–(d), the numerical results be-
come independent of φ as a consequence of KR11,q=0 
KR12,q=0 in Eq. (40). We expect that this is because
the distributions far from the gaps dominate the gain-
absorption spectra in this situation; see Figure 9(e). As
a result, regardless of the phase φ, the lasing gap appears
around ω = µ as a nearly transparent frequency window,
or a kind of the spectral hole burning.101,102 The gain-
absorption spectrum is thus one of important ways for
the verification of the lasing gap, or equivalently the e-h
pairing.
V. GENERATING FUNCTIONAL APPROACH
In the preceding sections, we have highlighted the rela-
tionship of the cooperative phenomena and their spectral
properties, the study of which is enabled by our formal-
ism based on the generating functional approach. In par-
ticular, the relationship between the Fermi-edge SF and
the e-h BCS phase is one of the most prominent results,
which has not been reported previously. However, until
now, we did not show the detailed formalism of the gen-
erating functional. In Section V and VI, therefore, we
finally present our general framework to treat the semi-
conductor e-h-p systems and derive the key equations
[Eqs. (20) with Eqs. (22)–(25)] shown in Subsection II C.
An overview of our approach is schematically shown
in Figure 11, which is depicted in the same structure of
this section. We first explain our preliminary definitions
and notations with the closed-time contour C ≡ C1 + C2
(inset of Figure 11) in Subsection V A and introduce the
generating functional W in Subsection V B. The relevant
NEGFs are defined in Subsection V C and their equations
of motion are derived in relation to the Dyson equa-
tions and the Bethe-Salpeter equations (BSEs) in Sub-
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TABLE III. Definitions of the interaction coefficients in
Eqs. (44)–(47). g1 ≡ g∗, g2 ≡ g, and σ(i)αα′ is the Pauli matrix.
U ′(z1z2z3z4) U ′k4−k1δk1+k2,k3+k4δα1,α4δα2,α3
g(z1; z2z3) −gα2σ(1)α1α2σ(1)α2α3δk2,k3−k1
ς(z1z2) ςα1,k1δα1,α2
ζ(z1z2) ζk2δ1,α1σ
(1)
2,α2
+ ζ−k2δ2,α1σ
(1)
1,α2
ηz1(t) ηα1,k1(t)
Uz1z2(t) Uα1α2,k1k2(t)
TABLE IV. Definitions of the contour-time interaction coef-
ficients, where the indices zj and τj are compactly labeled by
the number j.
U ′C(1234) U
′(z1z2z3z4)δC(τ1τ2)δC(τ2τ3)δC(τ3τ4)
gC(1; 23) g(z1; z2z3)δC(τ1τ2)δC(τ2τ3)
ςC(12) ς(z1z2)δC(τ1τ2)
ζC(12) ζ(z1z2)δC(τ1τ2)
η(1) ηz1(τ1)
U(12) Uz1z2(τ1)δC(τ1τ2)
section V D. As a result, we can naturally introduce a
partially dressed photon GF and a partially dressed two-
particle GF, as shown in Figure 11.
As already mentioned in the introduction, this ap-
proach has several theoretical advantages to systemati-
cally study the relevant equations by the diagrammatic
technique. However, readers who are not interested in
the formalism may go directly to Section VII because
Sections V and VI involve long theoretical argument.
A. Preliminary definitions and notations
In order to take the generating functional approach,
we first introduce the following Hamiltonian,
Hˆtotal = Hˆ + HˆA(t), (41)
in the Schro¨dinger picture, where Hˆ is the Hamiltonian
described in Subection II A, while the time-dependent
HˆA(t) is an auxiliary perturbing Hamiltonian to formally
derive the NEGFs, the concept of which is based on the
idea that the GFs are, in general, response functions to a
certain kind of perturbations. In this context, the auxil-
iary perturbing Hamiltonian HˆA(t) is initially assumed,
and then, set to zero after the formulation is completed.
Since we are interested in the electronic responses as well
as the photonic ones, we define HˆA(t) as
HˆA(t) =
∑
α,k
ηα,k(t)aˆα,k
+
∑
α,α′,k,k′
Uαα′,kk′(t)cˆ
†
α,kcˆα′,k′ , (42)
where ηα,k(t) and Uαα′,kk′(t) ≡ Uαα′,k(t)δkk′ are the
auxiliary external source fields. Note that HˆA(t) does
not have to be physical because it will be used purely
for mathematical purpose and we will take the limit of
HˆA(t) → 0 (ηα,k(t) → 0 and Uαα′,kk′(t) → 0) at the fi-
nal stage of our formulation. In Eq. (42), the following
operators are also defined
aˆ1,k ≡ aˆk, aˆ2,k ≡ aˆ†−k, (43)
which allows us to derive the photon GF in the Nambu
space in later discussion.
In order to keep the description of our formalism as
simple as possible, let us introduce abridged notations
preliminary to our treatments of the NEGFs. By intro-
ducing zi ≡ {αi,ki} with αi ∈ {1, 2}, the interaction
Hamiltonians of Hˆe-e, Hˆe-ph, HˆSR and HˆA(t) become
Hˆe-e = U
′(z1z2z3z4)cˆ†z1 cˆ
†
z2 cˆz3 cˆz4/2, (44)
Hˆe-ph = g(z1; z2z3)aˆ
†
z1 cˆ
†
z2 cˆz3 , (45)
HˆSR = ς(z1z2)(cˆ
†
z1 bˆz2 + H.c.) + ζ(z1z2)Ψˆz1 aˆ
†
z2 , (46)
HˆA(t) = ηz1(t)aˆz1 + Uz1z2(t)cˆ
†
z1 cˆz2 , (47)
where Ψˆ1,k ≡ Ψˆk and Ψˆ2,k ≡ Ψˆ †−k in a similar manner to
Eq. (43) and a summation over repeated arguments zi
are assumed. One can easily confirm that Eqs. (44)–(47)
are equivalent to Eqs. (4), (5), (8) and (42), respectively,
with the interaction coefficients shown in Table III.
In these notations, aˆz and aˆ
†
z are related with each
other by
aˆz1 = σ
(1)
z1z2 aˆ
†
z2 , aˆ
†
z1 = σ
(1)
z1z2 aˆz2 , (48)
when we define σ
(1)
z1z2 and σ
(3)
z1z2 through the Pauli matri-
ces σ
(i)
α1α2 as
σ(1)z1z2 ≡ σ(1)α1α2δk1,−k2 , σ(3)z1z2 ≡ σ(3)α1α2δk1,k2 . (49)
The commutation relations are then given by
[aˆz1 , aˆ
†
z2 ] = σ
(3)
z1z2 , [aˆz1 , aˆz2 ] = σ
(3)
z1z′1
σ
(1)
z′1z2
, (50)
due to Eq. (43). Note that Ψˆz and Ψˆ
†
z also satisfy similar
equations to Eqs. (48) and (50).
By the way, in the limit of HˆA(t)→ 0, an expectation
value O(t) of any operator OˆS(t) is, in general, given by
O(t) = Tr
[
uˆ(t0t)Oˆ
S(t)uˆ(tt0)ρˆ0
]
= Tr
[
T¯
{
e−i
∫ t0
t dt
′Hˆ(t′)
}
OˆS(t)T
{
e
−i ∫ t
t0
dt′Hˆ(t′)
}
ρˆ0
]
,
(51)
where ρˆ0 is an arbitrary initial state at an initial time
t0, T (T¯ ) is the chronological (anti-chronological) time
ordering operator and uˆ(t2t1) is the evolution operator
defined as
uˆ(t2t1) ≡
 T exp
{
−i ∫ t2
t1
dt′Hˆ(t′)
}
t2 > t1
T¯ exp
{
+i
∫ t1
t2
dt′Hˆ(t′)
}
t1 > t2
.
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FIG. 11. (Color) An overview of our generating functional approach depicted in the same structure as Section V. The diagram-
matic representations of the individual NEGFs are defined in Figure 12. Inset shows the closed-time contour C ≡ C1 + C2. The
contour time τ goes forward from τ0 to +∞ along the contour C1 and then backward from +∞ to τ0 along the contour C2.
The superscript ‘S’ emphasizes that the operator is de-
scribed in the Schro¨dinger picture. In the second line of
Eq. (51), the mathematical structure is notable because
the products of operators are finally arranged, from right
to left, in temporal order of t0 → t → t0 according to
the position of the time arguments. In this context, it
is convenient to consider the operator ordering on the
closed-time contour C ≡ C1 + C2 (Figure 11; inset) by in-
troducing the contour time τ . By defining Hˆ(τ) ≡ Hˆ(t)
and OˆS(τ) ≡ OˆS(t), Eq. (51) is, then, compactly rewrit-
ten as
O(t) = Tr
[
TC
{
e−i
∫
C dτ
′Hˆ(τ ′)OˆS(τ)
}
ρˆ0
]
, (52)
where
∫
C dτ is the integral along the closed-time con-
tour C and TC (T¯C) denotes the chronological (anti-
chronological) contour-time ordering operator. The GFs
defined on such a closed-time path corresponds to the
NEGFs; see Refs. 104 and 124, for examples.
In order to take the generating functional approach
with HˆA(t) 6= 0, however, it is further required to define
the contour interaction picture for an operator OˆS(τ) as
OˆI(τ) ≡ Uˆ(τ0τ)OˆS(τ)Uˆ(ττ0), (53)
with the contour evolution operator124
Uˆ(τ2τ1) ≡
 TC exp
{
−i ∫ τ2
τ1
dτHˆ(τ)
}
τ2 later than τ1
T¯C exp
{
+i
∫ τ1
τ2
dτHˆ(τ)
}
τ1 later than τ2
,
(54)
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because the equations of motion for the NEGFs will be
discussed on the closed-time contour. The superscript
‘I’ signifies the contour interaction picture, in a similar
manner to the superscript ‘S’ for the Schro¨dinger picture.
In Eq. (54), Hˆ(τ) corresponds to Hˆ = HˆS + HˆR + HˆSR in
Eq. (41), which does not explicitly depend on the contour
time. For the reader’s convenience, we briefly summarize
the fundamental features of Uˆ in Appendix C.
For later use, by defining j ≡ {zj , τj} = {αj ,kj , τj}, we
here introduce the contour-time interaction coefficients,
as shown in Table IV, with the contour-time delta func-
tion104
δC(τ1τ2) ≡

δ(τ1τ2) for τ1 ∈ C1, τ2 ∈ C1
−δ(τ1τ2) for τ1 ∈ C2, τ2 ∈ C2
0 for others
. (55)
These definitions and notations will considerably reduce
our effort to formally describe the NEGFs in the subse-
quent sections.
B. Generating functional
We can now introduce the generating functional W as
W ≡ ln〈SˆC〉, (56)
with the S-matrix operator
SˆC ≡ TC exp
{
−i
∫
C
dτHˆIA(τ)
}
. (57)
Here, 〈· · ·〉 = Tr[· · · ρˆ0] denotes the expectation value.
With the definition of the contour interaction picture
[Eqs. (53) and (54)], substitution of Eq. (42) into Eq. (57)
yields
SˆC = TC exp
{−iη(1)aˆ(1)− iU(11′)cˆ†(1)cˆ(1′)} , (58)
where the definitions of η(1) and U(11′) can be found
in Table IV and the superscript ‘I’ is dropped when the
contour evolution of an operator is evidently in the con-
tour interaction picture. We also assume that repeated
arguments j are integrated by
∫
C dj ≡
∑
zj
∫
C dτj un-
less otherwise stated; η(1)aˆ(1) means
∫
C d1η(1)aˆ(1), for
example. Thus, W can obviously be regarded as a func-
tional of the auxiliary source fields W [η, U ].
C. Definitions of the NEGFs
One of the advantages of the generating functional is
that the NEGFs can be systematically defined through
the functional derivative of W [η, U ]. For example, by
using relations
η¯(1) ≡ σ(1)C (12)η(2), η(1) = σ(1)C (12)η¯(2), (59)
with a definition of a Pauli-type matrix function
σ
(i)
C (12) ≡ σ(i)z1z2δC(τ1τ2), (60)
one readily obtains
aC(1) ≡ i δW
δη(1)
= 〈TC [aˆ(1)]〉A,
a∗C(1) ≡ i
δW
δη¯(1)
= 〈TC [aˆ†(1)]〉A, (61)
through the standard functional derivative technique. In
the derivation, we have used
aˆ(1) = σ
(1)
C (12)aˆ
†(2), aˆ†(1) = σ(1)C (12)aˆ(2), (62)
derived from Eqs. (48) and (60), and
δη¯(1)
δη(1′)
= σ
(1)
C (11
′) =
δη(1)
δη¯(1′)
, (63)
derived from Eq. (59) with the chain rule of the func-
tional derivative. The auxiliary expectation value is also
introduced in Eq. (61) as
〈TC [· · · ]〉A ≡ 1〈SˆC〉
〈TC [SˆC · · · ]〉. (64)
Note, however, that 〈TC [· · · ]〉A reduces to the standard
statistical expectation value 〈TC [· · · ]〉 = Tr[TC [· · · ]ρˆ0] in
the limit of the vanishing auxiliary source fields. In this
context, aC(1) and a∗C(1) correspond to the response func-
tions to the auxiliary source fields and can be regarded
as the single contour-time NEGFs for the cavity photon
amplitude. aC(1) and a∗C(1) will take non-zero values only
when the macroscopic coherence is developed through the
phase symmetry breaking.
The photon GF is then introduced as
DC(11′) ≡ i δ
2W
δη(1)δη¯(1′)
=
δaC(1)
δη¯(1′)
=
δa∗C(1
′)
δη(1)
, (65)
which, from Eqs. (56) and (58), can be described as
DC(11′) = −i〈TC [∆aˆ(1)∆aˆ†(1)]〉A
= −i{〈TC [aˆ(1)aˆ†(1′)]〉A − aC(1)a∗C(1′)}, (66)
where ∆aˆ(1) and ∆aˆ†(1) are the fluctuation operators
∆aˆ(1) ≡ aˆ(1)− aC(1),
∆aˆ†(1) ≡ aˆ†(1)− a∗C(1). (67)
It is important to note that, in Eqs. (66) and (67), the
condensed part of the photon operator is separated from
the non-condensed part. Essentially identical treatments
are well-known in the weakly interacting Bose condensed
systems.2,86,125,126
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TABLE V. The inverse of the bare NEGFs X−10,C .
D−10,C(11
′) i∂τ1σ
(3)
C (11
′)− ξph,k1δC(11′)
Ψ−10,C(11
′) i∂τ1σ
(3)
C (11
′)− ξBph,k1δC(11′)
G−10,C(11
′) (i∂τ1 − ξz1) δC(11′)
B−10,C(11
′)
(
i∂τ1 − ξBz1
)
δC(11′)
In a similar manner, the single-particle GFGC(11′) and
the two-particle GF KC(11′22′) for the electronic system
can be introduced as
GC(11′) ≡ − δW
δU(1′1)
= −i〈TC [cˆ(1)cˆ†(1′)]〉A, (68)
KC(11′22′) ≡ δ
2W
δU(1′1)δU(2′2)
= −δGC(11
′)
δU(2′2)
= −δGC(22
′)
δU(1′1)
. (69)
It follows from Eqs. (56) and (58) that83,84
KC(11′22′) = GC(11′22′)−GC(11′)GC(22′), (70)
where GC(11′22′) is defined as
GC(11′22′) ≡ (−i)2〈TC [cˆ(1)cˆ(2)cˆ†(2′)cˆ†(1′)]〉A. (71)
Since our system is the interacting Bose-Fermi mixture,
however, it might be insufficient to prepare only the
bosonic and fermionic NEGFs described above. As an
intermediate NEGF, we here introduce a photon-assisted
electronic GF as
PC(22′; 1) ≡ −i δ
2W
δη¯(1)δU(2′2)
= i
δGC(22′)
δη¯(1)
= −i〈TC [aˆ†(1)cˆ(2)cˆ†(2′)]〉A − a∗C(1)GC(22′), (72)
the name of which is due to the formal similarity to
the photon-assisted polarization in the cluster expansion
method.127–129 As we shall see later, the correlations be-
tween photons and electrons (holes) are essentially in-
cluded in this GF.
We have, thus, described the definitions of the NEGFs,
the diagrams of which are shown in Figure 12(a). How-
ever, these NEGFs are basically categorized as the fully
dressed diagrams. For the study of their equations of mo-
tion, the bare (non-interacting) NEGFs are, if defined,
favorable to describe the contour-time free evolution of
the particles.104 For this purpose, in Table V, the inverse
of the bare NEGFs X−10,C are introduced by taking into ac-
count only the non-interacting part of our Hamiltonian
in the Heisenberg equations of motion, the definitions of
which will come into clearer view in the next subsection.
The bare NEGFs X0,C are then introduced as a function
that satisfies the following relation:
X−10,C(12)X0,C(21
′) = δC(11′) = X0,C(12)X−10,C(21
′), (73)
where, in a similar manner to Eq. (60), the delta function
is given by
δC(11′) ≡ δz1z′1δC(τ1τ ′1)
= δα1α1δk1k′1δC(τ1τ
′
1). (74)
In this paper, we diagrammatically represent the bare
NEGFs, as shown in Figure 12(b).
D. Equations of motion for the NEGFs
In the previous subsection, we have explained the defi-
nitions of NEGFs in our generating functional approach.
The equations of motion for these NEGFs are now ready
to be studied, some of which are identical to the Dyson
equations in differential forms.104 In the followings, we
describe the way to obtain the equations of motion, the
self-energies, and their diagrammatic representation in
our formalism.
1. Photon amplitude
We first study the equations of motion for the photon
amplitude aC(1). By differentiating aC(1) with respect
to τ1, we obtain
i
∂
∂τ1
aC(1) = i
∂
∂τ1
{
1
〈SˆC〉
〈Sˆ(τ0τ1)aˆz1(τ1)Sˆ(τ1τ0)〉
}
=
〈
TC
[
i
∂aˆz1(τ1)
∂τ1
]〉
A
+ 〈TC [aˆz1(τ1), HˆIA(τ1)]〉A
= 〈TC [aˆz1(τ1), HˆItotal(τ1)]〉A. (75)
In the first line, together with Eqs. (61) and (64), we
have used a description of
SˆC = Sˆ(τ0,∞)Sˆ(∞, τ0), (76)
by introducing a contour evolution operator
Sˆ(τ2τ1) ≡
 TC exp
{
−i ∫ τ2
τ1
dτHˆIA(τ)
}
τ2 later than τ1
T¯C exp
{
+i
∫ τ1
τ2
dτHˆIA(τ)
}
τ1 later than τ2
.
(77)
We note that Sˆ(τ2τ1) has analogous properties to Uˆ(τ2τ1)
summarized in Appendix C; the second and third lines of
Eq. (75) are obtained by using Eqs. (C1) and (C2) with
replacing Uˆ → SˆC and Hˆ(τ) → HˆIA(τ). Here, Eq. (75)
means that the contour evolution of aC(1) can simply
be described by the contour Heisenberg equations.124 A
straightforward application of the commutation relations
[Eq. (50)] to Eq. (75) then gives
D−10,C(11
′)aC(1′)
= −igC(1; 23)GC(32) + ζC(12)ΨC(2) + η¯(1), (78)
24
1 2'
1' 2
GC(11')
1 1'
DC(11')
KC(11'22')
aC(1)
1
D0,C(11')
B0,C(11')
Ψ0,C(11')
gC(1;23) gC (12;3)¯
ςC (12)
ζC (12)
1 2
ζC (12)¯
1 3
2 3
1
2
1 2
1
2 3
4
U' (1234)C
1 21 1'
1 1'
1 1'
1 1'
1 1'
G0,C(11')
(a)
(b)
(c)
FIG. 12. (Color online) Diagrammatic representations of (a) the dressed NEGFs, (b) the bare NEGFs and (c) the interaction
coefficients (the bare vertices). In panel (a), aC(1) is the photon amplitude in the cavity and DC(11′) describes the photon
GF. GC(11′) and KC(11′22′) are the single-particle and two-particle GFs for electrons, respectively. • in KC(11′22′) means
that the edge is directed outward. In panel (b), G0,C(11′) and D0,C(11′) describe the bare NEGFs for electrons and photons,
while B0,C(11′) and Ψ0,C(11′) are those for electrons in the pumping baths and photons in the free-space vacuum reservoir,
respectively. In panel (c), the interaction coefficients (the bare vertices) are defined in Table IV and VI.
where ΨC(1) ≡ 〈TC [Ψˆ(1)]〉A. It is now evident that D−10,C
defined in Table V arises originally from the Heisenberg
equation of motion with the non-interacting part of our
Hamiltonian, as described above. We also note that for-
mal notational simplicity is seen in Eq. (78) by virtue of
the preliminary arrangements in Subsection V A.
Exactly in the same manner, for the contour evolution
of ΨC(1), we can obtain
Ψ−10,C(11
′)ΨC(1′) = ζ¯C(11′)aC(1′) ≡ JB(1), (79)
where ζ¯C(12) is defined in Table VI. Here, by taking the
functional derivative with respect to JB, we have
Ψ−10,C(11
′)Ψ0,C(1′2) = δC(12) = Ψ0,C(11′)Ψ−10,C(1
′2), (80)
with a definition of
Ψ0,C(12) ≡ δΨC(1)
δJB(2)
. (81)
Since Eq. (80) is now identical to Eq. (73), Eq. (81) is
adequate for the definition of Ψ0,C(12).
We have thus obtained the equations of motion for the
photon amplitudes in the cavity aC(1) [Eq. (78)] and in
the vacuum photon bath ΨC(1) [Eq. (79)]. Naturally,
these equations are coupled with each other. However,
we are mainly interested in the dynamics of the variables
in the system. In order to eliminate the dynamics of
ΨC(1) from Eq. (78), a formal solution of Eq. (79)
ΨC(1) = Ψ0,C(12)ζ¯C(23)aC(3), (82)
is available, derived by multiplying Eq. (79) by Ψ0,C(21)
from the left and using Eq. (80). This equation phys-
ically suggests that the photon amplitude observed in
the vacuum photon bath corresponds to the freely prop-
agated field after escaping from the cavity through the
coupling constant. As a result, substitution of Eq. (82)
into Eq. (78) yields
D˜−10,C(11
′)aC(1′) = −igC(1; 23)GC(32) + η¯(1), (83)
with a definition of the inverse of the partially dressed
photon GF
D˜−10,C(11
′) ≡ D−10,C(11′)− ζC(12)Ψ0,C(23)ζ¯C(31′), (84)
the meaning of which will soon become apparent. These
two equations play the most fundamental roles when we
discuss the dynamics of the cavity photon amplitude,
which reproduce the Heisenberg-Langevin type equation
of motion [Eq. (20a)], as seen in Subsection VI B.
In order to obtain the diagrammatic representations,
we define the partially dressed photon GF as
D˜0,C(12) ≡ δaC(1)
δJS(2)
, (85)
where, in a similar manner to Eq. (79), JS(1) is intro-
duced as the right-hand side of Eq. (83);
JS(1) ≡ −igC(1; 23)GC(32) + η¯(1). (86)
It is then obvious that D˜0,C(12) satisfies
D˜−10,C(11
′)D˜0,C(1′2) = δC(12) = D˜0,C(11′)D˜−10,C(1
′2),
(87)
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TABLE VI. Definitions of additional interaction coefficients
helpful to understand our formalism.
g¯C(12; 3) gC(2′; 12)σ
(1)
C (2
′3)
ζ¯C(12) σ
(1)
C (11
′)ζC(1′2′)σ
(1)
C (2
′2)
by taking the functional derivative of Eq. (83) with re-
spect to JS. This means that Eq. (85) is indeed appropri-
ate for the definition of D˜0,C(12) because Eq. (87) takes
the same form as Eq. (73) when the bare NEGF is re-
placed by the partially dressed one. As a result, Eqs. (83)
and (84) can be rewritten respectively as
aC(1) = −iD˜0,C(11′)gC(1′; 23)GC(32)
+ D˜0,C(11′)η¯(1′), (88)
D˜0,C(11′) = D0,C(11′)
+D0,C(12)ζC(22′)Ψ0,C(2′3)ζ¯C(33′)D˜0,C(3′1′). (89)
Note that Eq. (89) takes the form of the Dyson equa-
tion,104,124 with the self-energy ΣκC made of the bare pho-
ton bath GF
ΣκC (23
′) ≡ ζC(22′)Ψ0,C(2′3)ζ¯C(33′). (90)
The superscript κ indicates that this self-energy describe
the effect of the cavity photon loss in later discussion.
By introducing the graphical representations of the in-
teraction coefficients (the bare vertices) as shown in Fig-
ure 12(c), Eqs. (88) and (89) are drawn diagrammati-
cally in Figure 13, which are equivalent to Eqs. (83) and
(84). Here, we emphasize that the tail of the tadpole
diagram in Figure 13(a) is not the fully dressed photon
GF DC but the partially dressed one D˜0,C . Such a dia-
grammatic structure is not evident if the standard dia-
grammatic technique is employed because there are sev-
eral choices to replace the skeleton diagram by the fully
dressed one or partially dressed ones. We also remark
that the bare photon bath GF Ψ0,C in Eq. (89) cannot be
replaced by the fully dressed one ΨC in order to avoid the
double counting of the photon GF. However, even with-
out considering these problems, the generating functional
approach allows us to naturally derive the equations of
motion, as presented above.
2. Single-particle GF
The dynamics of the single-particle GF GC(11′), how-
ever, should be given to study the behavior of the cavity
photon amplitude aC(1), as seen in Eq. (83). To obtain
the contour evolution of GC(11′), we differentiate GC(11′)
with respect to τ1, in a similar manner to Eq. (75). As a
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FIG. 13. (Color) Diagrammatic representations of (a)
Eq. (88) and (b) Eq. (89) in the limit of the vanishing aux-
iliary source fields. These are equivalent to Eqs. (83) and
(84), respectively. The Heisenberg-Langevin type equation of
motion for the cavity photon amplitude [Eq. (20a)] can be
recovered from these diagrams, as seen in Subsection VI B.
result, we can find
i
∂
∂τ1
GC(11′) = δC(11′)
− i
〈
TC
[
[cˆz1(τ1), Hˆ
I
total(τ1)]cˆ
†
z′1
(τ ′1)
]〉
A
. (91)
In the derivation, from Eqs. (64) and (68), we have used
that GC(11′) can be rewritten as
GC(11′)
=
−i
〈SˆC〉
θC(τ1τ ′1)〈Sˆ(τ0τ1)cˆz1(τ1)Sˆ(τ1τ ′1)cˆ†z′1(τ
′
1)Sˆ(τ
′
1τ0)〉
+
i
〈SˆC〉
θC(τ ′1τ1)〈Sˆ(τ0τ ′1)cˆ†z′1(τ
′
1)Sˆ(τ
′
1τ1)cˆz1(τ1)Sˆ(τ1τ0)〉,
(92)
where θC(τ1τ ′1) = 1 if τ1 is later than τ
′
1 on the contour
and zero otherwise; the Heaviside function on the con-
tour.124 The delta function in Eq. (91) arises from the
Heaviside functions in Eq. (92). A straightforward cal-
culation of the commutation relation in Eq. (91), then,
yields
G−10,C(12)GC(21
′) = δC(11′) + U(12)GC(21′)
+ [ΣHC (12) +Σ
MF
C (12)]GC(21
′)
− iU ′C(1234)KC(41′32)
+ gC(2; 13)PC(31′; 2)
− iςC(12)〈TC [bˆ(2)cˆ†(1′)]〉A, (93)
where ΣHC (12) denotes the self-energy called the Hartree
term,
ΣHC (12) ≡ −iU ′C(1432)GC(34), (94)
andΣMFC (12) is the self-energy of the mean-field potential
formed by the cavity photon field,
ΣMFC (12) ≡ g¯C(12; 3)aC(3). (95)
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FIG. 14. (Color online) Self-energy diagrams for the single-
particle GF GC . The Hartree term [Eq. (94)] and the mean-
field potential formed by the cavity photon field [Eq. (95)] are
shown in panel (a) and (b), respectively. Correlations beyond
these effects, Eqs. (102) and (103), are shown in panel (c) and
(d). The interaction between the e-h system and the pumping
baths can be found in panel (e) [Eq. (108)].
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FIG. 15. Definitions of the vertex functions.
These self-energies are diagrammatically shown in Fig-
ures 14(a) and 14(b), respectively. It is then obvious
that the electronic correlations beyond the Hartree term
[Eq. (94)] are described by KC , while those with photons
beyond the mean-field potential [Eq. (95)] are expressed
by PC . A source of spontaneous emission from the e-h
system to the cavity, for example, is provided from PC
as is well-known in the cluster expansion approach; see
Ref. 128 for details. However, at this stage, these corre-
lation terms prevent the diagrammatic description with
the self-energies even though Eq. (93) is analogous to the
Dyson equation in the differential form.
As a next step, we therefore explain the way to for-
mally obtain the self-energies in our formalism by using
the chain rule of the functional derivative.82–89 For this
purpose, it is convenient to introduce the inverse of the
single-particle GF G−1C that satisfies
G−1C (12)GC(21
′) = δC(11′) = GC(12)G−1C (21
′), (96)
in the same manner as Eq. (73). By taking the variation
of both sides in Eq. (96), one finds
δGC(11′) = −GC(12)δG−1C (22′)GC(2′1′), (97)
which allows us to transform the correlations of KC and
PC into the following forms:
KC(41′32) = GC(45)
δG−1C (56)
δU(23)
G(61′), (98)
PC(31′; 2) = −iGC(34)δG
−1
C (44
′)
δη¯(2)
GC(4′1′)
= −iGC(34)DC(52)δG
−1
C (44
′)
δaC(5)
GC(4′1′), (99)
where the chain rule of the functional derivative as well as
Eqs. (65), (69) and (72) have been used. By substituting
them into Eq. (93), we can find
−iU ′(1234)KC(41′32) = ΣelC (12)GC(21′), (100)
gC(2; 13)PC(31′; 2) = Σ
ph
C (12)GC(21
′), (101)
with the self-energies
ΣelC (12) ≡ iGC(33′)ΓC(13′23), (102)
ΣphC (12) ≡ igC(4′; 13)DC(44′)GC(33′)ΛC(3′2; 4), (103)
and the vertex functions
ΓC(1234) ≡ −U ′(12′3′4)δG
−1
C (23)
δU(2′3′)
, (104)
ΛC(12; 3) ≡ −δG
−1
C (12)
δaC(3)
. (105)
The terms arising from KC and PC in Eq. (93) can, thus,
be described by the self-energies with the vertex func-
tions. The corresponding diagrammatic representations
are shown in Figures 14(c), 14(d) and 15.
Finally, it is straightforward to obtain
B−10,C(12)〈TC [bˆ(2)cˆ†(1′)]〉A = iςC(21)GC(21′), (106)
by differentiating 〈TC [bˆ(2)cˆ†(1′)]〉A with respect to τ2 in
a similar manner to Eqs. (75) and (91). As a result, we
can rewrite the last term in Eq. (93) as
−iςC(12)〈TC [bˆ(2)cˆ†(1′)]〉A = ΣγC (12)GC(21′), (107)
with a definition of
ΣγC (12) ≡ ςC(13)B0,C(33′)ςC(23′), (108)
the diagram of which is in Figure 14(e). The superscript
γ signifies the thermalization effect in a similar manner
to Eq. (90). The Dyson equation is then obtained in the
differential form by inserting Eqs. (100), (101) and (107)
into Eq. (93);
G−10,C(12)GC(21
′) = δC(11′) +ΣC(12)GC(21′)
+ U(12)GC(21′), (109)
27
1 1'
= +
1 1'
ΣC
1 1'2 2'
1 1'
=
1 1'
+
1 1'
ΠC
2 2'
(a)
(b)
FIG. 16. (Color) Diagrammatic descriptions of the Dyson
equations for (a) GC(11′) [Eq. (109) or Eq. (110)] and (b)
DC(11′) [Eq. (116)]. ΣC is the summation of the self-energies
shown in Figure 14, while ΠC is in Figure 17.
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FIG. 17. (Color online) (a) the self-energy ΠC for the photon
GF [Eq. (117)]; (b) the definition of the partially dressed two-
particle GF K˜0,C .
where ΣC ≡ ΣHC + ΣMFC + ΣelC + ΣphC + ΣγC . This equa-
tion plays a key role when we derive the equation of mo-
tion for the polarization function pk [Eq. (20b)] as well
as the distribution functions of electrons ne,k and holes
nh,k [Eq. (20c)]; see also Subsection VI C. Eq (109) is, of
course, equivalent to
GC(11′) = G0,C(11′)+G0,C(12)ΣC(22′)GC(2′1′), (110)
in the limit of the vanishing auxiliary source fields and
can be drawn diagrammatically in Figure 16(a).
The equation of motion for the single-particle GF GC
can thus be obtained in the form of the Dyson equation
successfully. However, there arise further needs to study
i) the photon GF DC(11′) [Eq. (103)],
ii) the vertex functions of ΓC(1234) [Eq. (102)] and
ΛC(12; 3) [Eq. (103)].
Although not yet encountered,
iii) the two-particle GF KC(11′22′),
should also be discussed. In the following subsubsections,
we discuss the equations of motion for these NEGFs.
3. Photon GF
By using Eqs. (65) and (85), the chain rule of the func-
tional derivative allows us to rewrite the photon GF as
DC(11′) =
δaC(1)
δJS(2)
δJS(2)
δη¯(1′)
= D˜0,C(12)
δJS(2)
δη¯(1′)
, (111)
where, from Eq. (86),
δJS(2)
δη¯(1′)
= δC(21′)− igC(2; 33′)δGC(33
′)
δη¯(1′)
. (112)
By introducing an effective potential U˜(12) and a par-
tially dressed two-particle GF K˜0,C(11′22′) as
U˜(12) ≡ U(12) + g¯C(12; 3)aC(3), (113)
K˜0,C(11′22′) ≡ −δGC(11
′)
δU˜(2′2)
, (114)
the last term in Eq. (112) can be calculated as
δGC(33′)
δη¯(1′)
=
δGC(33′)
δU˜(4′4)
δU˜(4′4)
δη¯(1′)
= −K˜0,C(33′44′)g¯C(4′4; 5)DC(51′). (115)
The roles of Eqs. (113) and (114) will be illustrated in
the next subsubsection. Here, by putting Eq. (112) into
Eq. (111) with Eq. (115), one finds the Dyson equation
DC(11′) = D˜0,C(11′) + D˜0,C(12)ΠC(22′)DC(2′1′), (116)
with the self-energy defined as
ΠC(22′) = igC(2; 3′3)K˜0,C(33′44′)g¯C(4′4; 2′). (117)
We can now successfully represent the diagrams of these
equations in Figures 16(b) and 17(a) with a definition of
K˜0,C(11′22′) in Figure 17(b). We note that, in Figure 17,
the self-energy ΠC is not described by the fully dressed
two-particle GF KC but by the partially dressed two-
particle GF K˜0,C , which has an effect to avoid the double
counting problem in the calculation of the photon GF.
This feature will become more evident by studying the
equations of motion for KC and K˜0,C in the next sub-
subsection. Eqs. (116) and (117) are important for the
study the emission spectrum [Eq. (37)] as discussed in
Section IV and Appendix G.
4. Two-particle GF
The chain rule of the functional derivative can also
make a connection between KC and K˜0,C in a similar
manner to Eq. (111). From Eqs. (69) and (114), KC can
be written as
KC(11′22′) = K˜0,C(11′33′)
δU˜(3′3)
δU(2′2)
, (118)
where, from Eqs. (113) and (86), one can find
δU˜(3′3)
δU(2′2)
= δC(3′2′)δC(32) + g¯C(3′3; 4)D˜0,C(44′)
δJS(4
′)
δU(2′2)
= δC(3′2′)δC(32)
+ ig¯C(3′3; 4)D˜0,C(44′)gC(4′; 5′5)KC(55′22′). (119)
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FIG. 18. (Color) Diagrammatic descriptions of the Bethe-Salpeter equations for (a) the fully dressed two-particle GF KC(11′22′)
[Eq. (120)] and (b) the partially dressed one K˜0,C(11′22′) [Eq. (121)].
As a result, we obtain
KC(11′22′) = K˜0,C(11′22′)
+ iK˜0,C(11′33′)g¯C(3′3; 4)D˜0,C(44′)gC(4′; 5′5)KC(55′22′),
(120)
the diagram of which is shown in Figure 18(a). Note
that Eq. (120) is a kind of the Bethe-Salpeter equation130
(BSE) for the two-particle GF KC . In contrast, the equa-
tion of motion for the partially dressed GF K˜0,C can be
obtained by applying Eq. (97) to Eq. (114) as
K˜0,C(11′22′) = GC(13)GC(3′1′)
δG−1C (33
′)
δU˜(2′2)
= −GC(12′)GC(21′)−GC(13)GC(3′1′)δΣ˜C(33
′)
δU˜(2′2)
= −GC(12′)GC(21′)
+GC(13)GC(3′1′)IC(33′44′)K˜0,C(44′22′), (121)
where
IC(33′44′) ≡ δΣ˜C(33
′)
δGC(44′)
. (122)
In the second line of Eq. (121), we have used the following
equation derived from Eqs. (95), (109) and (113):
G−1C = G
−1
0,C − U −ΣC = G−10,C − U˜ − Σ˜C , (123)
with
Σ˜C ≡ ΣC −ΣMFC .
Again, Eq. (121) is a kind of the BSE and diagrammati-
cally shown in Figure 18(b). Here, the integration kernel
IC can be determined if the self-energy diagrams (or the
vertex functions) are truncated at a certain level, which
allows us to consider the rational BSEs required for the
calculations of the emission spectrum as well as the gain-
absorption spectrum; see Appendix G.
It is also instructive to mention that, from Figure 18,
the fully dressed KC can be decomposed into two cate-
gories of diagrams; the chain diagram connected by D˜0,C
is included or not. The former evidently causes the dou-
ble counting problem if used for the self-energy ΠC be-
cause the chain diagrams are also generated from the
Dyson equation in Figure 16(b), while the latter does not
cause such a problem and, in fact, corresponds to K˜0,C .
This is the reason why the partially dressed K˜0,C appears
in the description of ΠC [Eq. (117)]. In this context, KC
should not be confused with K˜0,C . Now, it is evident
that, although K˜0,C is enough to study the photon GF as
shown in Figure 17(a), we have to take the fully dressed
KC in the calculations of the gain-absorption spectrum
[Eq. (40)], as described in Section IV.
5. Vertex functions
Finally, we study the vertex functions ΓC and ΛC . By
substituting Eq. (123) into Eqs. (104) and (105),
ΓC(1234) = U ′C(12
′3′4)
{
δU˜(23)
δU(2′3′)
+
δΣ˜C(23)
δU(2′3′)
}
, (124)
ΛC(12; 3) =
δU˜(12)
δaC(3)
+
δΣ˜C(12)
δaC(3)
. (125)
We then obtain for the vertex function ΓC
ΓC(1234) = U ′C(1234)
− ig¯C(23; 5)D˜0,C(55′)gC(5′; 3′2′)
×GC(2′1′)GC(4′3′)ΓC(11′4′4)
+ IC(232′3′)GC(2′1′)GC(4′3′)ΓC(11′4′4), (126)
where we have used Eq. (119) with Eq. (98). In the same
manner, by using Eq. (113),
ΛC(12; 3) = g¯C(12; 3) +
δΣelC (12)
δaC(3)
+
δΣphC (12)
δaC(3)
. (127)
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FIG. 19. (Color) Diagrammatic representations of the vertex
functions ΓC [Eq. (126)] and ΛC [Eq. (127)].
We note that, for our purpose, there is no need to ex-
pand the second and third terms in Eq. (127) that yield
higher order terms in the interaction coefficients. As a
result, the diagrammatic representations for Eqs. (126)
and (127) are shown in Figure 19.
In summary, in this section, we have constructed a
general formalism to treat the semiconductor e-h-p sys-
tems, based on the generating functional approach. The
equations of motion for the relevant NEGFs are derived
with the diagrammatic representations, as shown in Fig-
ures 13, 16 and 18, some of which are identical to the
Dyson equations and the Bethe-Salpeter equations. The
self-energies for the single-particle GF GC and the photon
GF DC are summarized in Figures 14 and 17, while the
vertex functions are in Figure 19. The partially dressed
NEGFs D˜0,C and K˜0,C have been naturally introduced
as a result of the generating functional formalism, which
play a key role to correctly describe the equations of mo-
tion with avoiding the double counting problem. Fig-
ure 11 thus shows the summary of this section.
In the next section, we transform the NEGFs into
the real-time matrix representations and derive a time-
dependent framework that generalizes the MSBEs under
the RTA. This framework will give a starting point to
study the cooperative phenomena in a unified view.
VI. REAL-TIME FORMALISM
The main purpose of this section is to derive the
time-dependent simultaneous equations of motion for the
physical quantities of the cavity photon amplitude a0(t),
the polarization function pk(t), and the distribution func-
tions of electrons in the conduction band n1,k(t) and in
the valence band n2,k(t) based on the formalism pre-
sented in Section V. The scheme of our derivation is
shown in Figure 20, again depicted along the structure
of this section. We first illustrate the required assump-
tions and approximations in Subsection VI A. We then
derive the equation of motion for the photon amplitude
in Subsection VI B and the polarization and distribu-
tion functions in Subsection VI C by using the results
shown in Section V. As a result, it is found that the
time-dependent renormalization of the electronic band
structures should be traced together with the evolution
of the relevant physical quantities, at least in principle.
By transforming the results, we finally obtain the gener-
alization of the MSBEs, namely, the key results [Eqs. (20)
with Eqs. (22)–(25)] shown in Subsection II C.
A. Assumptions and approximations
In order to treat the open-dissipative nature, we first
assume that the system and the reservoirs are initially
uncorrelated and the initial state ρˆ0 can be described by
ρˆ0 = ρˆS ⊗ ρˆB, (128)
where ρˆS is an arbitrary initial state of the system, while
ρˆB is the direct product of the pumping baths in ther-
mal equilibrium and the vacuum photon bath in Fig-
ure 1(b). The separable assumption of Eq. (128) is some-
times called the Born approximation. We note that, in
our formalism, the system and the baths do not have to
be separable in the process of evolution in contrast to the
QME approach73,74,92,93 and will be entangled.
In addition, for simplicity, we also assume the spatial
homogeneity of the system. We therefore consider the
macroscopic coherence of the photon amplitude devel-
oped only for the k = 0 state
ak ≡ 〈aˆk〉 = δk,0〈aˆk=0〉 = δk,0a0, (129)
and the NEGFs satisfying
XC(11′) = δk1k′1XC(τ1τ
′
1;α1α
′
1;k1k1), (130)
due to the momentum conservation law.
Under these assumptions, only the self-energies of the
first order in U ′C and gC are taken into account. In this
context, we truncate the vertex functions as
ΓC(1234) ' U ′C(1234), ΛC(12; 3) ' 0. (131)
As a result, ΣelC and Σ
ph
C are approximated as shown in
the vertex truncations of Figure 20. This means that
we neglect the correlations beyond the HF approxima-
tion for the Coulomb interaction and those beyond the
MF potential formed by the photon amplitude. In this
limit, it can be found that the equations of motion for
aC (Figure 13) and GC (Figures 14 and 16(a)) are closed
even without DC and KC . In the followings, therefore,
we focus on the dynamics of aC and GC derived in the
previous section. Note, however, that DC and KC can
be studied by using the solution of aC and GC , which is
required to study the emission spectrum [Eq. (37)] and
the gain-absorption spectrum [Eq. (40)]; see Appendix G
for the evaluation of DC and KC .
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B. Equation for the photon amplitude
We now consider the equation of motion for the pho-
ton amplitude a0(t) by using Eqs. (83) and (84), or
equivalently Eqs. (88)–(90) (Figure 13). In the limit of
HˆA(t) → 0, Eqs. (83) and (84) can be rewritten in the
RAK basis (see Appendix D) as
{
D−10,kl(11
′)−Σκkl(11′)
}
al(1
′)
= −ig(1; 23)Lklσ(3)ll′ G¯ll′(32), (132)
where, in the case of the real-time RAK representation,
the times in j = {αj ,k, tj} are the standard real time,
g(1; 23) ≡ g(z1; z2z3)δ(t1t2)δ(t2t3),
and it is assumed that the repeated arguments j are inte-
grated by
∫
dj ≡ ∑zj ∫∞−∞ dtj . By using the definitions
of ζC and ζ¯C with Eqs. (9b), (10b), (90) and (130), the
self-energy Σκkl(11
′) can be described as
ΣR/Aκ (11
′) ≡ Σκ11/22(11′)
= δk1k′1δ(t1t
′
1)
(
∓iκ
±iκ
)
, (133)
ΣKκ (11
′) ≡ Σκ12(11′)
= δk1k′1δ(t1t
′
1)
(
−2iκ
−2iκ
)
, (134)
in the RAK basis. Here, the 2 × 2 matrix arises from
the arguments of α1 and α2, i.e. the Nambu space for
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photons. As a result, Eq. (132) becomes(
i∂t1 − ξph,k1 + iκ
−i∂t1 − ξph,k1 − iκ
)(
ak1(t1)
a∗−k1(t1)
)
= δk1,0
∑
k2
(
−gpk2(t1)
−g∗p∗k2(t1)
)
, (135)
where the third and fourth elements in the four-
component vector [Eq. (D7)] are omitted because these
are always zero in the RAK basis. In the derivation, we
have used D−10 defined in Table VIII (Appendix D) and
pk(t) = −iG<12,k(tt) [see also Eq. (137)]. We then obtain
the equation of motion for a0(t) as
∂ta0 = −iξph,0a0 + ig
∑
k
pk − κa0, (136)
which is a member of our self-consistent equations of
motion [Eq. (20a)]. Although Eq. (136) is the same
as obtained by the Heisenberg-Langevin approach,26 we
now know the diagrammatic representation to derive
Eq. (136), as shown in Figure 13, which in turn clar-
ifies our standpoint for the study of the single-particle
GF.
C. Equations for the polarization and distribution
functions
We now discuss the equations of motion for pk(t),
n1,k(t) and n2,k(t) by using the Dyson equation [Fig-
ure 16(a)] with the self-energies in Figure 14 and the
vertex truncations in Figure 20. For this purpose, in
the subsequent subsubsections, we will relate the phys-
ical quantities pk(t), n1,k(t) and n2,k(t) to the GFs in
the Wigner representations.104,131 We then describe the
self-energies in the Wigner coordinates and give finally
our time-dependent formalism to study the cooperative
phenomena.
1. Physical quantities
The physical quantities of pk(t), n1,k(t) and n2,k(t)
defined in Section II B can be related to the lesser GF
(see also Table VII in Appendix D) as(
n1,k(t) pk(t)
p∗k(t) n2,k(t)
)
= −i
(
G<11,k(tt) G
<
12,k(tt)
G<21,k(tt) G
<
22,k(tt)
)
. (137)
In the RAK basis, we obtain(
1− 2n1,k(t) −2pk(t)
−2p∗k(t) 1− 2n2,k(t)
)
= i
(
GK11,k(tt) G
K
12,k(tt)
GK21,k(tt) G
K
22,k(tt)
)
,
(138)
because
iGK(12)|t1=t2 = i
(
G>(12) +G<(12)
) |t1=t2
= δz1z2 + 2iG
<(12)|t1=t2 , (139)
is satisfied from Eq. (D2) with the equal-time anti-
commutation relations of the Fermi operators.
In contrast, the time-dependent renormalization of the
electronic band structures can be discussed through the
single-particle spectral function A(12) defined as104
A(12) ≡ i (G>(12)−G<(12))
= i
(
GR(12)−GA(12)) , (140)
where
A(12)|t1=t2 = δz1z2 , (141)
is satisfied again from the equal-time anti-commutation
relations of the Fermi operators. The retarded and ad-
vanced GFs are therefore essential to describe the renor-
malization of the electronic band structures, the explicit
treatment of which is one of the important advantages of
the RAK basis.
In order to proceed further, we here introduce the rel-
ative time t12 ≡ t1 − t2 and the average time T12 ≡
(t1 + t2)/2 and perform the Fourier transformation with
respect to the relative time; the Wigner representa-
tion104,131 (see also Appendix E). By using Eq. (E3), we
can rewrite Eq. (139) as
i
∫ ∞
−∞
dν
2pi
GKz1z2(T12; ν) = δz1z2 − 2fz1z2(T12), (142)
with a definition of
fz1z2(T12) ≡ −iG<(12)|t1=t2
= −i
∫ ∞
−∞
dν
2pi
G<z1z2(T12; ν). (143)
This means that the ν-integrated Keldysh GF [Eq. (142)]
is directly related to pk(t), n1,k(t) and n2,k(t) in the
Wigner representation. For example, pk(t) = f12,kk(t)
when z1 = {α1,k1} = {1,k} and z2 = {α2,k2} = {2,k}
because of Eq. (137) and the first line of Eq. (143). In
the same manner, we obtain n1,k(t) = f11,kk(t) and
n2,k(t) = f22,kk(t).
In contrast, Eq. (141) becomes∫ ∞
−∞
dν
2pi
Az1z2(T12; ν) = δz1z2 , (144)
which corresponds to the sum rule of the single-particle
spectral function. The renormalized band structure as
well as the physical quantities pk(t), n1,k(t) and n2,k(t)
are, thus, closely linked with the GFs in the RAK basis.
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2. Self-energy
In order to derive the equations of motion for pk(t),
n1,k(t) and n2,k(t), however, we also have to transform
the contour self-energy ΣC(12) into the real-time matrix
representation in the RAK basis, in the same manner as
presented in Appendix D. As a result of straightforward
calculations (see Appendix F), the self-energies in Fig-
ure 14 under the HF approximation (Figure 20) give the
total self-energy in the Wigner representation as
Σ(T12; ν;k1k2) =
(
ΣR(T12) Σ
K(ν)
ΣA(T12)
)
= δk1k2

ΣBGR1,k1 (T12)− iγ −∆k1(T12) −2iγFB1 (ν)
−∆∗k1(T12) ΣBGR2,k1 (T12)− iγ −2iγFB2 (ν)
ΣBGR1,k1 (T12) + iγ −∆k1(T12)
−∆∗k1(T12) ΣBGR2,k1 (T12) + iγ
 , (145)
where ∆k(T12) denotes the renormalized Rabi frequency
∆k(T12) ≡ g∗a0(T12) +
∑
k′
U ′k′−kpk′(T12), (146)
describing the effect of forming the e-h pairs65,94,101 and
ΣBGRα,k (T12) is the Coulomb-induced renormalization of
the single-particle energy
ΣBGRα,k (T12) ≡ −
∑
k′
U ′k′−knα,k′(T12), (147)
including the band-gap renormalization (BGR) in semi-
conductor physics. These are nothing but the variables
defined in Eq. (14). FBα (ν) denotes the distribution of
the pumping bath
FBα (ν) ≡ 1− 2fBα (ν), (148)
through the Fermi distribution function
fB1/2(ν) ≡
1
1 + exp(β(ν − µB1/2 ± µ/2))
, (149)
where β ≡ 1/T and µBα are the inverse temperature
and the chemical potential of the pumping bath, respec-
tively. We note that, in Eq. (145), the retarded and ad-
vanced parts are independent of the frequency ν, while
the Keldysh part does not include the average time T12.
In other words, in our treatments, the memory effect (the
frequency dependence) is not taken into account in the
retarded and advanced part but it remains in the Keldysh
part due to the correlations with the pumping baths.76,77
These behaviors arise solely from our truncations of the
vertex functions shown in Figure 20; see also Appendix F.
These correlations as well as the renormalization of the
band structures are essential for our theory to especially
recover the equilibrium phases because the carriers have
to be redistributed in the renormalized band according to
their energies in equilibrium, the information of which,
however, cannot be obtained instantaneously (with no
memory time) due to the uncertainty principle. As a
consequence, the memory effect has to be taken into ac-
count, at least in the Keldysh part of the self-energy.
3. Equations of motion
By using the real-time matrix form in the RAK basis,
the Dyson equation [Eq. (109) or (110)] becomes
G−10 (12)Gii′(21
′) = δii′δ(11′) +Σij(12)Gji′(21′), (150)
in the limit of HˆA(τ) → 0, where δ(11′) ≡ δz1z′1δ(t1t′1).
Equivalently, we can find
Gii′(12)G
−1
0 (21
′) = δii′δ(11′) +Gij(12)Σji′(21′). (151)
In a similar manner to study the Boltzmann equation by
the NEGF technique,104 we perform the subtraction of
the left and right Dyson equations, Eqs. (150) and (151),
and then, after taking the Keldysh part (i = 1, i′ = 2),
we obtain
[G−10 ⊗, G
K]− =ΣR ⊗GK +ΣK ⊗GA
−GK ⊗ΣA −GR ⊗ΣK, (152)
where ⊗ denotes the summation over the possible inter-
nal degrees of freedom and [X ⊗, Y ]− ≡ X ⊗ Y − Y ⊗X.
It follows from Eq. (E6) that
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(i∂T12 − ξz1 + ξz2)GKz1z2(T12; ν) = ΣRz1z3(T12) ? GKz3z2(T12; ν) +ΣKz1z3(ν) ? GAz3z2(T12; ν)
−GKz1z3(T12; ν) ? ΣAz3z2(T12)−GRz1z3(T12; ν) ? ΣKz3z2(ν), (153)
where Σ
R/A/K
z1z2 corresponds to the element of the matrix in Eq. (145) and ? denotes the Moyal product. By inte-
grating both sides of Eq. (153) in terms of ν after applying the gradient approximation for the Moyal products (see
Appendix E), we get
δk1k2(i∂t − ξz1 + ξz2){δα1α2 − 2fα1α2,k1(t)}
= δk1k2
∑
α3
{
ΣRα1α3,k1(t){δα3α2 − 2fα3α2,k1(t)}+ i
∫ ∞
−∞
dν
2pi
ΣKα1α3,k1(ν)G
A
α3α2,k1(t; ν)
− {δα1α3 − 2fα1α3,k1(t)}ΣAα3α2,k1(t)− i
∫ ∞
−∞
dν
2pi
GRα1α3,k1(t; ν)Σ
K
α3α2,k1(ν)
}
, (154)
where XZz1z2 = X
Z
α1α2,k1k2
= δk1k2Xα1α2,k1 and fz1z2 =
fα1α2,k1k2 = δk1k2fα1α2,k1 have been used with Eq. (142)
and the average time T12 has been replaced simply by t.
By taking (α1, α2) = (1, 2), Eq. (154) results in
∂tpk(t) = −i{ξ˜1,k(t)− ξ˜2,k(t)}pk(t)
− i∆k(t)Nk(t)− 2γ{pk(t)− p0k(t)}, (155)
where ξ˜α,k(t) ≡ ξα,k + ΣBGRα,k (t) is the Coulomb-
renormalized single-particle energy, Nk(t) ≡ n1,k − n2,k
denotes the population inversion, and p0k(t) is defined as
p0k(t) ≡ i
∫ ∞
−∞
dν
2pi
[fB2 (ν)G
R
12,k(t; ν)− fB1 (ν)GA12,k(t; ν)].
(156)
In the derivation, we have used pk(t) = f12,k(t) from
Eqs. (137) and (143). In the same manner, since
nα,k(t) = fαα,k(t), Eq. (154) for (α1, α2) = (1, 1) and
(2, 2) leads to
∂tnα,k(t) = −2=[∆k(t)p∗k(t)]− 2γ{nα,k(t)− n0α,k(t)},
(157)
for α ∈ {1, 2} with
n0α,k(t) ≡
∫ ∞
−∞
dν
2pi
fBα (ν)Aαα,k(t; ν). (158)
Note that Eqs. (155) and (157) have the well-known
forms of the MSBEs under the RTA77,80,102 if n0α,k is
replaced by the Fermi distribution with p0k = 0. In
general, the MSBEs under the RTA can describe the
physics of semiconductor lasers but cannot describe those
of the BEC and BCS states because the equations of mo-
tion cannot recover the (quasi-)equilibrium physics in the
steady state.65,94 However, the key point here is that p0k
and n0α,k are defined by Eqs. (156) and (158), respec-
tively, and the effects of the time-dependent renormal-
ization of the electronic band structures are taken into
account through GR/A and A.
In a similar manner to Eq. (152), the subtraction of
the left and right Dyson equations for the retarded part
(i = 1, i′ = 1) gives [G−10 ⊗, G
R] = ΣR ⊗GR −GR ⊗ΣR
and the Wigner representation becomes
(i∂t − ξα1,k + ξα2,k)GRα1α2,k(t; ν)
=
∑
α3
{
ΣRα1α3,k(t) ? G
R
α3α2,k(t; ν)
−GRα1α3,k(t; ν) ? ΣRα3α2,k(t)
}
. (159)
Within the gradient approximation, we therefore obtain
G−10,kG
R
k (t; ν)−GRk (t; ν)[G−10,k]†
= ΣRk (t)G
R
k (t; ν)−GRk (t; ν)ΣRk (t)
− i
2
{
∂tΣ
R
k (t)∂νG
R
k (t; ν) + ∂νG
R
k (t; ν)∂tΣ
R
k (t)
}
,
(160)
with
G−10,k ≡
(
i
2∂t + ν − ξ1,k 0
0 i2∂t + ν − ξ2,k
)
, (161)
in the 2×2 matrix representation. GA and A can then be
obtained from the relation GAz1z2(t; ν) = G
R∗
z2z1(t; ν) and
Eq. (140), respectively. As a result, Eqs. (136), (155) and
(157) are closed simultaneously with Eqs. (156), (158),
and (160). The time-dependent renormalization of the
electronic band structures is thus taken into account.
These are the main results of Section VI summarized in
Figure 20, which generalize the standard MSBEs under
the RTA. By transforming them into the e-h picture (Ta-
ble I), our key results [Eqs. (20) with Eqs. (22)–(25)] can
successfully obtained.
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VII. CONCLUSIONS
In this paper, we have presented a unified theory to
study the relationship of the cooperative phenomena
spontaneously developed in semiconductor e-h-p systems.
Starting from the microscopic Hamiltonian, as a key re-
sult of our theory, we presented a time-dependent for-
malism for the photon amplitude a0, the polarization
function pk and the distributions of electrons in the con-
duction band ne,k and holes in the valence band nh,k,
based on the generating functional approach [Eqs. (20)
with Eqs. (22)–(25)]. The simultaneous equations of mo-
tion keep a similar form to the MSBEs under the RTA
[Eq. (20)] but the key differences are the following two
points; (i) the e-h pairing effect is taken into account in
the band renormalization and (ii) the thermalization by
the pumping baths is treated in the non-Markovian way.
The first one is evidently important because the e-h BCS
gap, for example, must be included in the theory. The
second one, on the other hand, plays a crucial role to de-
scribe the redistributions of carriers in the renormalized
bands. In our view, the non-Markov treatment is re-
quired because the particle energies cannot be measured
instantaneously (or in the Markovian way) due to the
uncertainty principle. These are one of our key results
(Subsec. II C) and enable us to discuss the cooperative
phenomena in a unified view.
As an important application, we have studied the
BEC-BCS-LASER crossover in the exciton-polariton sys-
tems.65,77 The steady-state phase diagrams then revealed
that the system has rich and distinct ordered phases de-
pending on the cavity photon loss, the detuning, and the
pumping strength. At the same time, we also stressed
that, whenever the phase symmetry is broken, the pair-
ing gap is opened at least in principle by a similar mech-
anism to the Mollow triplet in resonance fluorescence.
This claim is important because it means that there ex-
ist bound e-h pairs even in the standard lasing regime,
in contrast to earlier expectations.65 Furthermore, the
bound e-h pairs are expected also in the Fermi-edge SF.
In this context, our theory revealed that the e-h BCS
phase can indeed be developed after the Fermi-edge SF.
These results strongly encourage the experimental dis-
covery of the e-h BCS phase in the context the Fermi-
edge SF because the presence of the e-h BCS phase is
still very much an open question.
Aside from this, under the steady-state condition, we
have also presented the formalism to analyze the emission
spectrum and the gain-absorption spectrum, again based
on the generating functional approach; the fully and par-
tially dressed two-particle GFs have essential roles. For
the emission spectra, we then discussed the origin of
the spectral structures by introducing the energy- and
momentum-resolved distributions. The physical picture
is again similar to the Mollow triplet and the side peaks
have information about the carrier distributions in the
renormalized bands. In the gain-absorption spectra, on
the other hand, we pointed out that the results are af-
fected not only by the distributions in the renormalized
bands but also by the phase difference between the de-
veloped order in the system and the coherent probe field.
This result is physically not surprising because there are
two relevant phases in the gain-absorption spectra; one
is the phase of the spontaneous coherence in the system
and the other is the phase of the external probe field.
However, there has been no such claim in the past, to
our knowledge. In addition, we have also noted that the
gain-absorption spectrum is one of the important ways
to verify the lasing gap.
We finally described a general framework based on the
generating functional approach that systematically gives
the coupled equations of motion for the NEGFs. As a
result, the partially dressed NEGFs are naturally intro-
duced to avoid the double counting problems. This is
one of the most important advantages to take such an
approach.
We have thus developed a prototypical theory to study
the relationship of the cooperative phenomena in a uni-
fied view. However, there remain non-trivial issues on
this formalism. For example, the effect of the sponta-
neous emission26,28,128 is still unclear even though this
directly determines the statistical behavior of the SF.
Pure dephasing has a possibility to significantly modify
the intensity ratio of the side peaks, as pointed out in the
cavity quantum electrodynamics using a single quantum
dot.114,132 The e-h center-of-mass fluctuation133 and the
mass imbalance134 are also important, as discussed in the
ultra-cold atomic systems.
In this context, it will be fruitful to discuss these is-
sues in the future. It is also interesting to study the
equilibrium-to-nonequilibrium change of the vortex for-
mation135–137 and the Andreev reflection1,138 without the
homogeneous assumptions [Eqs. (129) and (130)].139 In
such a case, the recent theoretical advancements on the
ultracold atomic systems140 would also be helpful where,
based on the NEGF approach, the quantum kinetics is
studied. We believe that our approach stimulates a dif-
ferent class of studies and paves the way to providing a
bridge between the equilibrium and the nonequilibrium
physics.
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Appendix A: Effective distribution function
To keep the paper as self-contained as possible, we here derive Eq. (31) from Eq. (20) and (22) with Eq. (29) under
the steady-state condition even though the equations are equivalent to our previous work.65,77 For this purpose, we
write Eq. (29) as
GRk (ν) =
1
|Dk(ν)|2
(
D∗k(ν)(ν + ξ˜h,k + iγ) −D∗k(ν)∆k
−D∗k(ν)∆∗k D∗k(ν)(ν − ξ˜e,k + iγ)
)
, (A1)
where
Dk(ν) ≡ (ν − ξ˜−eh,k + Ek + iγ)(ν − ξ˜−eh,k − Ek + iγ). (A2)
From Eq. (25), we then obtain
Ak(ν) =
−2
|Dk(ν)|2
(
=[D∗k(ν)(ν + ξ˜h,k + iγ)] =[Dk(ν)]∆k
=[Dk(ν)]∆∗k =[D∗k(ν)(ν − ξ˜e,k + iγ)]
)
,
=
−2
|Dk(ν)|2
(
−γ{(ν + ξ˜h,k)2 + γ2 + |∆k|2} 2γ∆k(ν − ξ˜−eh,k)
2γ∆∗k(ν − ξ˜−eh,k) −γ{(ν − ξ˜e,k)2 + γ2 + |∆k|2}
)
. (A3)
We note that the diagonal element A11/22,k(ν) is equivalent to Eq. (30). In the followings, we first derive the ν-integral
forms of the population inversion Nk and the polarization pk because Eq. (31) is described by the integration in terms
of ν. From Eqs. (20c) and (22b), the population inversion Nk = ne,k + nh,k − 1 is described as
Nk = − 2
γ
=[∆kp∗k] +
∫
dν
2pi
[fBe (ν)A11,k(ν)− {1− fBh (−ν)}A22,k(ν)], (A4)
where
∫
dν
2piAα1α2,k(ν) = δα1α2 has been used as a result of Eq. (144). In a similar manner, Eqs. (20b) and (22a) yield
pk = − ∆k
2(ξ˜+eh,k − iγ)
Nk +
γ
ξ˜+eh,k − iγ
∫
dν
2pi
[{1− fBh (−ν)}GR12,k(ν)− fBe (ν)[GR21,k(ν)]∗] , (A5)
By inserting Eq. (A5) into Eq. (A4) with Eqs. (A1) and (A3), we find
Nk =
∫
dν
2pi
2γ
|Dk(ν)|2
[
fBe (ν){(ν + ξ˜h,k)2 + γ2 − |∆k|2}+ {fBh (−ν)− 1}{(ν − ξ˜e,k)2 + γ2 − |∆k|2}
]
. (A6)
As a result, by substituting Eq. (A6) into Eq. (A5), we obtain
pk = ∆k
∫
dν
2pi
2γ
|Dk(ν)|2
[
{fBh (−ν)− 1}(ν − ξ˜e,k − iγ)− fBe (ν)(ν + ξ˜h,k + iγ)
]
. (A7)
In the derivation of Eqs. (A6) and (A7), the following equations have been used:
± |∆k|2=[Dk(ν)(ξ˜+eh,k ∓ iγ)] + {(ξ˜+eh,k)2 + γ2}=[D∗k(ν)(ν ∓ ξ˜e/h,k + iγ)] = −γ(E2k + γ2){(ν ∓ ξ˜e/h,k)2 + γ2 − |∆k|2},
(ν + ξ˜h,k)
2 + γ2 − |∆k|2 −Dk(ν) = 2(ξ˜+eh,k − iγ)(ν + ξ˜h,k + iγ),
(ν − ξ˜e,k)2 + γ2 − |∆k|2 −D∗k(ν) = −2(ξ˜eh,k − iγ)(ν − ξ˜e,k − iγ).
From Eq. (A3), we can write Eq. (A7) as
pk =
∫
dν
2pi
fSSeh,k(ν)A12,k(ν), (A8)
with the definition of fSSeh,k(ν) [Eq. (32)]. From Eq. (20a)
and ∆k = g
∗a0 +
∑
k′ U
′
k′−kpk′ , we obtain
∆k =
∑
k
U eff,κk′,k pk′ , (A9)
and therefore, Eq. (31a) can be found by inserting
Eq. (A8). By multiplying ∆k by the complex conjugate
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FIG. 21. (Color online) Comparisons between the results with
ninccar 6= 0 and ninccar = 0. The parameters are the same as
Figures 5(a) and 5(b) with the detuning of 0 meV.
of Eq. (A7), we further find
1
γ
=[∆kp∗k] =
|∆k|2
∫
dν
2pi
2γ
|Dk(ν)|2 {f
B
e (ν) + f
B
h (−ν)− 1}.
As a result, by substituting this equation into Eq. (20c)
with Eq. (A3), Eq. (31b) can be derived with the defini-
tions of Eqs. (32) and (33).
We have thus derived Eq. (31). We note that the proce-
dure shown here is basically the same as the Appendix II
in Ref. 94.
Appendix B: Photonic fraction
In order to measure the photonic effect, we have de-
fined the photonic fraction Fph as
Fph ≡ nph
nph + neffcar
,
where nph ≡ |a0|2 is the coherent photon number and
neffcar ≡ ncar − ninccar is the effective carrier number with
ncar ≡ 1
2
∑
k
(ne,k + nh,k),
ninccar ≡
1
2
∑
k
(nince,k + n
inc
h,k).
Here, the incoherent carrier number is introduced be-
cause the carriers can be excited even though the Fermi
level does not reach the lowest energy level of the system
due to the broadening by γ. In other words, the carri-
ers are excited incoherently even before the occurrence
of the condensation. Such carriers, therefore, should be
eliminated for the evaluation of the photonic fraction,
especially in the low density regime.
We have therefore determined ninccar by the value right
before the condensation, namely the solution for ne/h,k =
n0e/h,k [Eq. (20c) with ∂t = 0 in the limit of a0 → 0 and
pk → 0];
nince/h,k =
∫
dν
pi
γ
(ν − ˜e/h,k)2 + γ2
1
1 + exp{β(ν − µBe/h)}
,
(B1)
with using the critical value of µBe/h. Notice that this
value is equivalent to the carrier number excited before
the Fermi level reaches the lowest energy level of the sys-
tem. Figure 21 shows comparisons between the results
with ninccar 6= 0 and ninccar = 0. If ninccar is not taken into
account, the photonic fraction does not go to ' 0.5 even
in the low density regime for the polariton BEC.
Appendix C: Contour evolution operator
The contour evolution operator defined in Eq. (54) has
the properties of
Uˆ(ττ) = 1,
Uˆ(τ3τ2)Uˆ(τ2τ1) = Uˆ(τ3τ1),
Uˆ−1(τ2τ1) = Uˆ†(τ2τ1) = Uˆ(τ1τ2), (C1)
and, if τ2 is later than τ1 on the closed-time contour, the
temporal differentiation of Eq. (54) yields
i∂τ2 Uˆ(τ2τ1) = Hˆ(τ2)Uˆ(τ2τ1),
−i∂τ2 Uˆ(τ1τ2) = Uˆ(τ1τ2)Hˆ(τ2). (C2)
These features are well-known in a similar manner to
the real-time evolution operator.124 We also note that
SˆC(τ2τ1) defined in Eq. (77) has the same properties when
we replace Uˆ → SˆC and Hˆ(τ)→ HˆIA(τ) in Eqs. (C1) and
(C2).
Appendix D: Real-time matrix representations
To study the real-time dynamics of the physical quanti-
ties, it is convenient to write the two-time NEGFs XC(12)
as X¯kl(12) when τ1 and τ2 are on the contour of Ck and
Cl, respectively.104,141 The times in X¯kl(12) are now the
standard real time, j = {αj ,kj , tj}, and each component
of X¯kl(12) corresponds to(
X¯11(12) X¯12(12)
X¯21(12) X¯22(12)
)
≡
(
Xc(12) X<(12)
X>(12) X c¯(12)
)
. (D1)
In the case of GC(12), for example, the definitions are
summarized in Table VII. The GFs in the so-called RAK
basis is then obtained by the transformation104
Xkl(12) = Lkk′σ
(3)
k′m′X¯m′l′(12)L
−1
l′l , (D2)
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TABLE VII. The single-particle GFs in the real-time ma-
trix representation. T and T¯ are the chronological and anti-
chronological time ordering operators, respectively.
causal GF Gc(12) −i〈T [cˆα1,k1(t1)cˆ†α2,k2(t2)]〉
anti-causal GF Gc¯(12) −i〈T¯ [cˆα1,k1(t1)cˆ†α2,k2(t2)]〉
lesser GF G<(12) +i〈cˆ†α2,k2(t2)cˆα1,k1(t1)〉
greater GF G>(12) −i〈cˆα1,k1(t1)cˆ†α2,k2(t2)〉
TABLE VIII. The inverse of the bare GFs in the RAK basis.
G−10 (12) (i∂t1 − ξz1) δz1z2δ(t1t2)
D−10 (12)
(
i∂t1σ
(3)
z1z2 − ξph,k1δz1z2
)
δ(t1t2)
where the summation over the repeated contour indices
is assumed with the definitions of
L ≡ 1√
2
(
1 −1
1 1
)
, L−1 =
1√
2
(
1 1
−1 1
)
, (D3)
and(
X11(12) X12(12)
X21(12) X22(12)
)
≡
(
XR(12) XK(12)
0 XA(12)
)
. (D4)
Here, XR, XA and XK are called retarded, advanced
and Keldysh GFs, respectively. The two-time NEGFs
can thus be transformed into the 2× 2 matrix due to the
contour indices.
In the right-hand side of Eqs. (D1) and (D4), however,
each component of XZ(12) can further be regarded as a
2 × 2 matrix due to the indices of α1 and α2, called the
Nambu space. We describe this element of the matrix as
XZ(12) = δk1k2X
Z
α1α2,k1(t1t2), (D5)
where we have used Eq. (130). This means that XC(12)
is practically equivalent to a 4×4 matrix in the real-time
representation, sometimes called the Nambu-Keldysh
matrix.
In addition to the real-time representation of the two-
time NEGFs, we describe the single-time NEGF XC(1)
as X¯k(1) when τ1 is on the contour Ck. We then define
Xk(1) in the RAK basis as
Xk(1) ≡ Lkk′σ(3)k′l′X¯l′(1), (D6)
which allows us to describe aC(1) by a four-component
vector
aC(1) −→
√
2

ak1(t1)
a∗−k1(t1)
0
0
 , (D7)
through Eq. (43). However, it is obvious that only the
first component is independent in Eq. (D7), which means
that a0(t) is directly related to the dynamics of aC(1).
Finally, we remark that the inverse of the bare NEGFs
summarized in Table V can also be described in the RAK
basis. Straightforward transformations using Eqs. (D1)
and (D2) yield
G−10,kl(12) = δklG
−1
0 (12),
D−10,kl(12) = δklD
−1
0 (12), (D8)
where G−10 (12) and D
−1
0 (12) are defined in Table VIII.
The temporal differentiations included in G−10 (12) and
D−10 (12) enable us to describe the dynamics of the rele-
vant physical quantities, as seen in Section VI.
Appendix E: Wigner representations
In this Appendix, we briefly explain the Wigner
representation104,131 for an arbitrary two-time function
f(titj). By introducing the relative time tij ≡ ti− tj and
the average time Tij ≡ (ti + tj)/2, the Wigner represen-
tation can be defined by the Fourier transformation with
respect to the relative time
f(Tij ; ν) ≡
∫ ∞
−∞
dtij exp(iνtij)f(titj), (E1)
which is simply described as f(titj)
W−→ f(Tij ; ν) in this
paper. The inverse transformation evidently becomes
f(titj) =
∫ ∞
−∞
dν
2pi
exp(−iνtij)f(Tij , ν). (E2)
It is then obvious that any functions under the equal-time
condition can be rewritten by the ν-integration as
f(titj)|ti=tj =
∫ ∞
−∞
dν
2pi
f(Tij , ν), (E3)
which is useful to describe the physical quantities through
the equal-time GFs [Eqs. (137) and (138)]. Moreover, in
the Wigner representation, it is well-known that the con-
volution of two functions are transformed into the Moyal
product denoted by ?,
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∫ ∞
−∞
dtkf(titk)h(tktj)
W−→f(Tij ; ν) ? h(Tij ; ν)
≡ f(Tij ; ν) exp
{
i
2
(
↼
∂ ν
⇀
∂Tij −
↼
∂Tij
⇀
∂ ν)
}
h(Tij ; ν)
= f(Tij ; ν)h(Tij ; ν) +
i
2
f(Tij ; ν)(
↼
∂ ν
⇀
∂Tij −
↼
∂Tij
⇀
∂ ν)h(Tij ; ν) + · · · , (E4)
whereas the temporal differentiations turn into
∂tif(titj)
W−→
{
1
2
∂Tij − iν
}
f(Tij ; ν), ∂tjf(titj)
W−→
{
1
2
∂Tij + iν
}
f(Tij ; ν), (E5)
because ∂ti =
1
2∂Tij +∂tij and ∂tj =
1
2∂Tij −∂tij . In par-
ticular, the approximation of taking the first two terms
in the last line of Eq. (E4) is called the gradient approx-
imation.
These features of the Wigner representation are used
to derive Eq. (153) in Section VI C 3, for example, giving
G−10 ⊗X W−→
{
i
2
∂
∂T12
+ ν − ξz1
}
Xz1z2(T12; ν),
X ⊗G−10 W−→
{
− i
2
∂
∂T12
+ ν − ξz2
}
Xz1z2(T12; ν),
X ⊗ Y W−→ Xz1z3(T12; ν) ? Yz3z2(T12; ν). (E6)
Appendix F: Self-energies in the RAK basis
We here derive the total self-energy [Eq. (145)] as
ΣC = ΣHC + Σ
el
C + Σ
MF
C + Σ
ph
C + Σ
γ
C . In the followings,
we therefore describe the respective contributions of ΣHC ,
ΣelC , Σ
MF
C , Σ
ph
C and Σ
γ
C shown in Figure 14 under the HF
approximation in Figure 20.
1. Contributions from ΣHC and Σ
ph
C
We first focus on the contributions from ΣHC (12) and
ΣphC . In the case for Σ
ph
C , by inserting Eq. (131) into
Eq. (103), one readily finds that the contribution from
ΣphC (12) becomes zero. In the case for Σ
H
C (12), on the
other hand, by substituting the definition of U ′C (Ta-
ble IV) into Eq. (94), we obtain
ΣHC (12) = −iδC(τ1τ2)
∑
z3,z4
U ′(z1z4z3z2)GC(τ1τ1; z3z4).
Under the assumption of Eq. (130), we then obtain
ΣHC (12) = −iδC(τ1τ2)U ′k2−k1δk2,k1
×
∑
α3,k3
GC(τ1τ1;α3α3;k3k3),
where we have used the definition of U ′ in Table III. As
a result, the contribution from ΣHC (12) also becomes zero
due to Eq. (6).
2. Contribution from ΣelC
We next discuss the contribution from ΣelC (12). By
inserting Eq. (131) into Eq. (102), we find
ΣelC (12) = iδC(τ1τ2)
∑
z3,z4
U ′(z1z4z2z3)GC(τ1τ1; z3z4),
with the definition of U ′C in Table IV. We then obtain
ΣelC (12) = iδk1k2δC(τ1τ2)
∑
k′
U ′k′−k1GC(τ1τ1;α1α2;k
′k′),
where Eq. (130) has been used with the definition of the
definition of U ′ in Table III. Based on Appendix D, this
equation can be rewritten in the RAK basis [Eq. (D4)]
as
Σelij(12) = iδk1k2δ(t1t2)δij
∑
k′
U ′k′−k1G
<(t1t1;α1α2;k
′k′).
In the 2× 2 matrix form, by applying the Wigner trans-
formation, we therefore obtain ΣKel (T12;k1k2) = 0 and
ΣRel(T12;k1k2) = Σ
A
el(T12;k1k2)
= −δk1k2
∑
k′
U ′k′−k1
(
n1,k′(T12) pk′(T12)
p∗k′(T12) n2,k′(T12)
)
, (F1)
where Eq. (137) has been used.
3. Contribution from ΣMFC
In the case for ΣMFC , by inserting the definitions of g¯C
and gC (Tables VI and IV) into Eq. (95), we obtain
ΣMFC (12) = −σ(1)α1α2δC(τ1τ2)gα1aα1,k1−k2,C(τ1),
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where Eqs. (49) and (60) have been used. The real-time
representation in the RAK basis then becomes
ΣMFij (12) = −σ(1)α1α2δijδ(t1t2)gα1aα1,k1−k2(t1).
The Wigner transformation therefore yields
ΣKMF(T12;k1k2) = 0 and
ΣRMF(T12;k1k2) = Σ
A
MF(T12;k1k2)
= −δk1k2
(
0 g∗a0(T12)
ga∗0(T12) 0
)
, (F2)
where we have used Eqs. (43) and (129).
4. Contribution from ΣγC
Finally, we describe the contribution from ΣγC (12). By
using the definition of ςC (Tables III and IV), we can
write Eq. (108) as
ΣγC (12) =
∑
k3,k′3
ςα1k1ςα2k2B0,C(τ1τ2;α1α2;k3k
′
3),
where B0,C(12) is the bare NEGF of the pumping bath
determined by Eq. (73) with B−10,C in Table V. In the RAK
basis, it follows that
ΣZγ (12) =
∑
k3,k′3
ςα1k1ςα2k2B
Z
0 (t1t2;α1α2;k3k
′
3), (F3)
for Z ∈ {R,A,K}. We therefore require the bare NEGF
BZ0 (12) to obtain the self-energy. For this purpose, we
introduce the contour interaction picture with respect to
HˆR [Eq. (7)],
OˆR(τ) ≡ UˆR(τ0τ)OˆS(τ)UˆR(ττ0),
in a similar manner to Eq. (53). Here, UˆR(τ2τ1) is defined
by replacing Hˆ → HˆR in Eq. (54). B0,C(12) can then be
described as
B0,C(12) = −i〈TC [bˆR(1)bˆR†(2)]〉. (F4)
One can easily check this is true because i∂τ1 bˆ
R(1) =
ξBz1 bˆ
R(1). In the RAK basis, Eq. (F4) reads
BR0 (12) = −iδz1z2θ(t12) exp(−iξBz1t12), (F5a)
BA0 (12) = iδz1z2θ(−t12) exp(−iξBz1t12), (F5b)
BK0 (12) = −iδz1z2
[
1− 2〈bˆ†z1 bˆz1〉
]
exp(−iξBz1t12), (F5c)
where t12 = t1 − t2 is the relative time. Under the as-
sumption of Eq. (128), the expectation value 〈bˆ†z1 bˆz1〉 be-
comes
〈bˆ†z1 bˆz1〉 =
1
1 + exp{β(Bα1,k1 − µBα1)}
.
Here, β = 1/T and µBα1 is the inverse temperature and the
chemical potential of the pumping bath, respectively. By
inserting Eq. (F5) into Eq. (F3) and applying Eqs. (9a)
and (10a), we find
ΣR/Aγ (12) = ∓iγδz1z2δ(t12), (F6a)
ΣKγ (12) = −i2γδz1z2FBα1(t12), (F6b)
where we have introduced FBα1(t12) ≡
∫
dν
2piF
B
α1(ν)e
−iνt12
with the definition of Eqs. (148) and (149). We note
that, in the derivation of Eq. (F6), only the contribution
of k1 = k2 is taken into account to satisfy Eq. (130). The
Wigner transformation of Eq. (F6) then yields
ΣR/Aγ (k1k2) = δk1k2
(
∓iγ 0
0 ∓iγ
)
, (F7a)
ΣKγ (ν;k1k2) = −i2γδk1k2
(
FB1 (ν) 0
0 FB2 (ν)
)
. (F7b)
We have thus described the contributions from ΣHC ,
ΣelC , Σ
MF
C , Σ
ph
C and Σ
γ
C in the RAK basis. The self-
energy of Eq. (145) can easily be derived as a summation
of these contributions.
Appendix G: Formalism for the spectral properties
In the main text, we have shown that the photon GF
and the fully dressed two-particle GF are required to cal-
culate the emission spectrum [Eq. (37)] and the gain-
absorption spectrum [Eq. (40)], respectively. In this ap-
pendix, within the assumptions and approximations de-
scribed in Subsection VI A, we show the way to estimate
the emission spectrum and the gain-absorption spectrum,
based on the generating functional approach (Section V).
We note that the steady state is assumed in this Ap-
pendix G for simplicity.
1. Evaluation of the photon GF
We first describe how to estimate the photon GF. From
Eqs. (84) and (90), the Dyson equation for the fully
dressed photon GF [Eq. (116)] can be described as
D−1C (11
′) = D˜−10,C(11
′)−ΠC(11′)
= D−10,C(11
′)−ΣκC (11′)−ΠC(11′), (G1)
when D−1C is introduced in the same manner as Eq. (96).
Under the steady-state assumption, the Wigner transfor-
mation of the real-time matrix (Appendices E and D) for
Eq. (G1) yields the 4 × 4 matrix equation in the RAK
basis,
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(
DRq (ν) D
K
q (ν)
0 DAq (ν)
)−1
=
(
[DRq (ν)]
−1 −[DRq (ν)]−1DKq (ν)[DAq (ν)]−1
0 [DAq (ν)]
−1
)
=
(
D−10,q(ν)−ΣRκ,q(ν)−ΠRq (ν) −ΣKκ,q(ν)−ΠKq (ν)
0 D−10,q(ν)−ΣAκ,q(ν)−ΠAq (ν)
)
, (G2)
where the 2×2 matrix form of Eq. (D5) has been applied to ΣZκ (12) and ΠZ(12), ΣZκ,q(ν) corresponds to the Wigner
representation of Eqs. (133) and (134) with k1 = k
′
1 = q, and D
−1
0,q(ν) is obtained from Eqs. (D8) and (E5) as
D−10,q(ν) =
(
ν − ξph,q 0
0 −ν − ξph,q
)
. (G3)
Note that the Wigner representation under the steady-state assumption is just the Fourier transformation with respect
to the relative time. The 2× 2 matrices of DZq (ν) are then given by
DR/Aq (ν) =
(
ν − ξph,q ± iκ−ΠR/A11,q (ν) −ΠR/A12,q (ν)
−ΠR/A21,q (ν) −ν − ξph,q ∓ iκ−ΠR/A22,q (ν)
)−1
, (G4a)
DKq (ν) = D
R
q (ν)
(
−i2κ+ΠK11,q(ν) ΠK12,q(ν)
ΠK21,q(ν) −i2κ+ΠK22,q(ν)
)
DAq (ν). (G4b)
The self-energy function ΠZα1α2,q(ν) is thus required to
obtain DZq (ν), which is related to the partially dressed
two-particle GF as seen in Eq. (117). To evaluate
ΠZα1α2,q(ν), we insert the definitions of gC and g¯C (Ta-
bles IV and VI) into Eq. (117) as
ΠC(12) = ig(z1; z′3z3)K˜0,C(τ1τ2; z3z
′
3z4z
′
4)
× σ(1)z5z2gC(z5; z′4z4), (G5)
where K˜0,C(τ1τ2; z3z′3z4z
′
4) ≡ K˜0,C(τ1τ1τ2τ2; z3z′3z4z′4)
for notational simplicity. The real-time matrix in the
RAK basis then becomes
Πij(12) = ig(z1; z
′
3z3)K˜0,ij(t1t2; z3z
′
3z4z
′
4)
× σ(1)z5z2gC(z5; z′4z4), (G6)
where i and j indicate the ij-component of the matrix
as defined in Eq. (D4). As a result, with the definition
of g(z1; z2z3) in Table III, the Wigner transformation of
Eq. (G6) gives ΠZα1α2,q(ν) for Z ∈ {R,A,K} as
ΠZq (ν) =
i
∑
k1,k2
(
|g|2K˜Z0,11,q(ν;k1k2) g2K˜Z0,12,q(ν;k1k2)
[g∗]2K˜Z0,21,q(ν;k1k2) |g|2K˜Z0,22,q(ν;k1k2)
)
,
(G7)
where we have introduced a notation K˜Z0,q(12) =
K˜Z0,α1α2,q(t1t2;k1k2) ≡ K˜Z0 (t1t2;α1α¯1α¯2α2;k1 +
q/2,k1 − q/2,k2 − q/2,k2 + q/2) and α¯1/2 denotes the
inverse of α1/2; α¯1 = 1 for α1 = 2, for example. Eq. (G7)
can be inserted into Eq. (G4) but the partially dressed
two-particle GF K˜Z0,α1α2,q(ν;k1k2) is further required to
discuss the emission spectrum.
2. Evaluation of the two-particle GFs
It is now obvious that the two kinds of the two-particle
GFs, namely, the partially dressed one K˜Z0,α1α2,q(ν;k1k2)
and the fully dressed one KZα1α2,q(ν;k1k2), are essential
to study the emission spectrum [Eq. (G7)] and the gain-
absorption spectrum [Eq. (40)]. For this purpose, the
BSEs [Figure 18; Eqs. (120) and (121)] is now available
together with Eq. (122). With the self-energies shown in
Figure 14 under the HF approximation (Figure 20), the
integration kernel IC reduces to
IC(11′22′) = iU ′C(12
′1′2). (G8)
Here, the contribution from the Hartree term [Fig-
ure 14(a)] is neglected for simplicity because the self-
energy becomes zero due to Eq. (6) in the relevant Dyson
equation; see also Appendix F 1. As a result, substitution
of U ′C [Figure 12(c)] into Figure 18(b) becomes equivalent
to the ladder approximation and we find
K˜0,C(11′22′) = −GC(12′)GC(21′)
+GC(13)GC(3′1′)iU ′C(34
′3′4)K˜0,C(44′22′). (G9)
In order to obtain the applicable form to Eqs. (G7) and
(40), we set τ ′1/2 = τ1/2 with replacing α
′
1 → α¯1, α2 →
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α¯2, α
′
2 → α2, k1 → k1 + q/2, k′1 → k1 − q/2, k2 → k2 − q/2 and k′2 → k2 + q/2. Eq. (G9) then reads as
K˜0,q,C(12) = −K0,q,C(12) +
∫
C
d3
∫
C
d3′δk1k3Gα′3α¯1,k1−q/2,C(τ3τ1)Gα1α3,k1+q/2,C(τ1τ3)
× δC(τ3τ ′3)iU ′k3−k′3K˜0,C(τ
′
3τ2;α3α
′
3α¯2α2;k
′
3 + q/2,k
′
3 − q/2,k2 − q/2,k2 + q/2), (G10)
where the definition of U ′C has been used (Tables III and IV) and K0,q,C(12) is defined as
K0,q,C(12) = K0,α1α2,q,C(τ1τ2;k1k2) ≡ δk1k2Gα¯2α¯1,k1−q/2,C(τ2τ1)Gα1α2,k1+q/2,C(τ1τ2). (G11)
To proceed further, we only take α′3 = α¯3 into account in Eq. (G10) for simplicity. As a result, we obtain
K˜0,q,C(12) = −K0,q,C(12) +
∫
C
d3
∫
C
d3′K0,q,C(13)
{
δα3α′3δC(τ3τ
′
3)iU
′
k′3−k3
}
K˜0,q,C(3′2). (G12)
In the RAK basis, the Wigner transformation of Eq. (G12) gives the 4× 4 matrix form [Eq. (D4)] as
K˜0,q(ν;k1k2) = −K0,q(ν;k1k2) +
∑
k3,k′3
K0,q(ν;k1k3)T0(ν;k3k
′
3)K˜0,q(ν;k
′
3k2)
= −K0,q(ν;k1k2)−
∑
k3,k′3
K0,q(ν;k1k3)T (ν;k3k
′
3)K0,q(ν;k
′
3k2), (G13)
where T0(ν;k1k2) ≡ iU ′k1−k2I4×4 and In×n is the identity matrix of size n. In the second line, T (ν;k1k2) corresponds
to the so-called T matrix130,142,143 written by
T (ν;k1k2) = T0(ν;k1k2) +
∑
k3,k′3
T0(ν;k1k3)K0,q(ν;k3k
′
3)T (ν;k
′
3k2). (G14)
We note that an approximate solution can be obtained for Eq. (G14) if T0(ν;k1k2) depends weakly on the frequency
and momentum142
T (ν;k1k2) '
[
I4×4 −
∑
k3
T0(ν;k1k3)K0,q(ν;k3k3)
]−1
T0(ν;k1k2), (G15)
because T0(ν;k
′
3k2) can be approximated by T0(ν;k1k2) in Eq. (G14). This approximation becomes exact for the
contact potential U ′q = U . By inserting Eq. (G15) into Eq.(G13), we finally obtain
K˜0,q(ν) ≡
∑
k1,k2
K˜0,q(ν;k1k2) = −
∑
k1
K0,q(ν;k1k1)
[
I4×4 −
∑
k3
T0(ν;k1k3)
]−1
, (G16)
which is again in the 4× 4 matrix form. Here, K0,q(ν;k1k1) is given from Eq. (G11) by
K
R/A
0,α1α2,q
(ν;k1k2) =
δk1k2
2
[
GKα¯2α¯1,k1−q/2 ∗G
R/A
α1α2,k1+q/2
+G
A/R
α¯2α¯1,k1−q/2 ∗GKα1α2,k1+q/2
]
, (G17a)
KK0,α1α2,q(ν;k1k2) =
δk1k2
2
[
GKα¯2α¯1,k1−q/2 ∗GKα1α2,k1+q/2
+GRα¯2α¯1,k1−q/2 ∗GAα1α2,k1+q/2 +GAα¯2α¯1,k1−q/2 ∗GRα1α2,k1+q/2
]
, (G17b)
when we write [f∗g](ν) ≡ ∫ dν′2pi f(ν′−ν)g(ν′). GZα1α2,k(ν)
in Eq. (G17) is obtained by using the steady-state solu-
tion; see also Appendix H. As a result, ΠZq (ν) [Eq. (G7)]
can be calculated through Eqs. (G16) and (G17). The
formulation for the emission spectrum is thus completed.
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In contrast, for the gain-absorption spectrum, we need
the fully dressed two-particle GF [Eq. (40)] that can
be calculated through Eq. (120) once Eq. (G16) is ob-
tained. The procedure is quite similar to the way to
derive Eq. (G13) from Eq. (G9). We therefore do not
repeat the derivation but show only the result as
[KRq (ν)]
−1 = [K˜R0,q(ν)]
−1 −Ξq(ν), (G18)
where KRq (ν) ≡
∑
k1k2
KRq (ν;k1k2) is the 2 × 2 matrix
in the Nambu space. Ξq(ν) is defined as
Ξα1α2,q(ν) ≡ gα1gα¯2D˜R0,α1α2,q(ν). (G19)
Here, g1 = g
∗ and g2 = g as in the caption of Table III
and D˜R0,q(ν) is the retarded part of the partially dressed
photon GF,
D˜R0,q(ν) =
(
ν − ξph,q + iκ 0
0 −ν − ξph,q − iκ
)−1
, (G20)
which is equivalent to Eq. (G4a) in the limit of
ΠRα1α2,q(ν)→ 0. KRq (ν) is thus obtained from Eq. (G18)
by using K˜R0,q(ν) [Eq. (G16)] and D˜
R
0,q(ν) [Eq. (G20)].
As a consequence, the gain-absorption spectrum can be
calculated by inserting the result into Eq. (40), where the
same notation has been applied to KZα1α2,q(t1t2;k1k2) as
introduced for K˜Z0,α1α2,q(t1t2;k1k2) just below Eq. (G7).
3. Several remarks on the causality
In Section IV and Appendices G 1 and G 2, we have
described our formalism to study the emission spectrum
and the gain-absorption spectrum. We have then dis-
cussed their properties with several numerical results.
However, we have to mention that DZα1α2,q(ν) sometimes
has the pole(s) in the upper half of the complex ν plane
and the causality of the photon GFs is violated even
though such a situation has been avoided in the pre-
sented results. This means that the formalism for the
photon GFs has at least one problem because the causal-
ity of the GFs must be satisfied in general. We therefore
discuss several possibilities to cause the violation of the
causality, here.
For this purpose, let us summarize the general proce-
dures that have been used in our approach to evaluate the
photon GFs, which are divided into four steps as follows;
1. It is assumed that the system is spatially homoge-
neous and there is a steady state.
2. Only certain kinds of diagrams are taken into ac-
count as approximations, and then, the steady-
state formalism is derived.
3. Numerical solutions are determined, based on the
steady-state formalism. We note that there are sit-
uations where we can find more than one set of
solutions including unstable states. For example,
a0 = pk = 0 is always one of such solutions.
4. The photon GFs are evaluated by using the ob-
tained steady-state solutions. However, note that
further approximations are used to obtain the pho-
ton GFs. The contribution from the Hartree term
is neglected in Eq. (G8) and only α′3 = α¯3 is taken
into account in Eq. (G10) for simplicity.
In this context, artificial results can be caused by taking
the assumptions at step 1, by using the approximations
at step 2, by selecting one set of solutions at step 3 and
by applying the approximations for the photon GFs at
step 4. The photon GFs will satisfy the causality if all
steps work well. Conversely, at least one of the steps has
a problem when the causality is violated.
In some situations, the violated causality indicates the
instability of the solution75 but we stress that this is not
always the case. The evaluation of the causality depends
on the approximations at step 4 even when the same
steady-state solutions are used. In other words, the vi-
olated causality for the photon GFs does not directly
mean that the steady-state solution is unstable. In fact,
in some situations, we can find that the time-evolution
of the system is settled in the steady-state solution even
though the causality of the photon GFs is violated. One
major reason might be that the photon GFs do not play
any role to determine the steady-state solution due to the
approximation ΛC(12; 3) ' 0 [Eq. (131); Figure 20]. In
this context, ΛC(12; 3) ' g¯C(12; 3) [Eq. (127); Figure 19]
is left as future work, in which the photon GFs will be
determined self-consistently. This will also be essential
when studying the effect of the spontaneous emission.
Appendix H: Single-particle GF in the steady state
We here derive the single-particle GF under the steady-
state assumption, which is required in the calculation of
KZ0,q(ν;k1k2) [Eq. (G17)], for example. In a similar man-
ner to Eqs. (G1)–(G4), the Dyson equation of Eq. (110)
reads
[G
R/A
k (ν)]
−1 = G−10,k(ν)−ΣR/Ak (ν), (H1a)
GKk (ν) = [G
R
k (ν)]
−1ΣKk (ν)[G
A
k (ν)]
−1, (H1b)
where G−10,k(ν) corresponds to Eq. (161) in the limit of
∂t = 0. By using the self-energy of Eq. (145) with k1 =
k2 = k, Eq. (H1) yields
G
R/A
k (ν) =
(
ν − ξ˜e,k ± iγ ∆k
∆∗k ν + ξ˜h,k ± iγ
)−1
, (H2a)
GKk (ν) = −i2γGRk (ν)
(
1− 2fBe (ν) 0
0 2fBh (−ν)− 1
)
GAk (ν),
(H2b)
in the e-h picture of Table I. This means that the single-
particle GF GZα1α2,k(ν) can be obtained when the steady-
state solutions of a0, pk, ne/h,k and µ are calculated
through Eqs. (20)–(24) with Eq. (23).
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