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Abstract
The objective of this thesis is to provide a better understanding of
the dynamics of liquids. Dynamics are related to important properties
of materials and can predict their behaviour. Theories of dynamics
often study only crystalline systems and they do not involve other
structural phases. Therefore it is important to understand the cor-
relation of dynamics of the crystalline, amorphous and liquid phase.
Understanding disordered systems can be facilitated if we understand
their correlation with crystalline systems.
In order to understand the connection on dynamics of the three
phases I perform inelastic neutron scattering experiments and simu-
lations. The inelastic neutron scattering is the best method to study
high-frequency dynamics and obtain accurate results. I analyse and
compare results from experiments and simulations for materials in
their crystalline, amorphous and liquid phase. Further to the mi-
crostructure analysis of the three phases I analyse their local struc-
ture. I study possible memory effects in the short-range structure
during phase changing and I discuss how these affect the dynamics of
the system. Moreover I provide a theoretical explanation of the inter-
atomic interactions in the local structure of crystals and I discuss the
origin of the phonon−roton minimum that can be observed in phonon
dispersion spectra of many materials. Finally I study macroscopic
properties of the three phases on various materials, such as the heat
capacity.
The analysis and conclusions I present in this thesis provide a
pioneer way of studying dynamics and they contribute to better un-
derstanding of unsolved fundamental physics questions. In this thesis
I address and try to answer two major questions. To what extent
the dynamic properties of solids and liquids can be compared at the
microscopic and macroscopic level and how much the local structure
affects dynamics.
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1 Introduction and thesis outline
1.1 Introduction to the topic
Properties of a material are related to its structure and dynamics. Nowa-
days there is a good understanding of the similarities and distinctions be-
tween the solid structure, crystalline or amorphous, and the liquid structure
at macroscopic level, while at the microscopic level the connection of the
structure is clear up to a certain point. Classical theories of structure defini-
tion describe accurately the crystal and gas structure but they fail to describe
the intermediate structures such as glasses and liquids.
Similar problem exists in theories of atomic dynamics of materials. Solids
are dominated by structural processes and gasses by kinetic processes, while
the intermediate structures are dominated by a combination of them. For
the amorphous phase, due to the absence of specific theory, people usually
discuss dynamics by either using the theory for crystals or the theory for
gases. Due to the lack of accurate theoretical description of the amorphous
and liquid state, it is very important to understand the connection between
these two states and the well defined crystal phase, not only regarding atomic
arrangements but also atomic motion.
The atoms in crystals follow a repeated pattern while for amorphous and
liquid structures there is no periodicity. Standard theories for crystals fail to
predict basic properties in the amorphous and liquid state. This problem is
being treated by using various approximations during the calculation of the
properties or by treating liquids as high temperature disordered solids or as
high-density gases. These approximations do not treat the system realisti-
cally and there is need for new theory that will describe and predict more
accurately the properties of the various structural phases. For the develop-
ment of this theory it is important to initially understand the connection
between the phases at the atomic level and study the atomic interactions
and the atomic motion.
Experimental methods for studying the atomic motion involve inelastic
scattering techniques such as Raman scattering, infra-red (IR) light scatter-
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ing, inelastic X-ray scattering (IXS) and inelastic neutron scattering (INS).
The first two techniques describe accurately the vibrations of atoms, are
highly sensitive, cheap to use and easily accessible to most people, but they
are limited to studying vibrations of a specific point in reciprocal space, the
Brillouin zone centre. IXS and INS techniques surpass this problem but their
main problem is that they require special equipment with high flux, espe-
cially the INS. This can be achieved only in few big centralised facilities in
the world, such as the ISIS neutron spallation source in UK and it has high
cost. Between all inelastic scattering techniques, INS gives much richer data
and for higher wavelengths, and it is considered as the best technique to
study dynamics.
Experiments on dynamics with the use of the previous techniques are
quite common and there are many data in literature depicting atomic vi-
brations with collective excitation spectra of phonons. These spectra give
information of the atomic motion and the properties of the structure but
only recently scientists started comparing atomic dynamics spectra of solids
and liquids in order to get a connection. More specifically, following previ-
ous observations Giordano and Monaco [1] performed IXS experiments on
sodium and they compared excitation spectra of polycrystalline and liquid
sodium and they found intriguing similarities between the two spectra. They
analysed specific modes of vibration along various directions and they found
a match between the two phases, something that they relate to short-range
structure similarities of the two phases. They make a connection between
phonon frequencies of crystal and liquid and between amorphous solid and
liquid. They conclude by stating that the short-range order and the overall
structural disorder leave both very distinct fingerprints on the dynamic prop-
erties of liquids, and that the dynamics of a liquid can be predicted once its
structure and the dispersion curves of the corresponding crystal are known.
Something very interesting that can be extracted from Giordano’s and
Monaco’s results is the pattern of collective excitation spectra of both poly-
crystalline and liquid case. For the longitudinal acoustic mode along the [1
1 1] direction we can see that after the initial linear increase and the first
peak, the phonon dispersion curve exhibits a minimum. This minimum is
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related to the roton minimum, which in the past it was associated to super-
fluid helium−4 (4He). This minimum was initially mentioned by Landau in
1947 [2]. Landau initially predicted the formation of this minimum while
later it was verified by experiments. In 1954, Feynman [3] gave a theoretical
explanation on this minimum. The explanation both Landau and Feynman
gave was related to superfluidity and the special state of helium−4, some-
thing that we know nowadays that it is not accurate since the minimum
can be observed for many materials in results from IXS or INS experiments
in both solid and liquid phase [4]. However, scientists have not proposed a
sufficient theoretical explanation about the origin of this minimum so far.
Giordano’s and Monaco’s experiments give a good early indication about
the connection between solid and liquid dynamics but without providing a
theoretical explanation on the interatomic interactions. In this thesis, in-
spired by Giordano’s and Monaco’s results, I try to take further the previous
conclusions and present results from INS experiments and INS simulations
for various materials and try to explain the connection of the microstructure
and the atomic dynamics in the various structural phases. I provide a de-
tailed analysis of the local structure of each phase in order to understand
better their connection.
Moreover I focus on the interatomic interactions in the local structure and
I try to provide a sufficient explanation of the formation of the phonon−roton
minimum and its origin. Although I describe the interatomic interactions for
a simple crystalline structure, this explanation can extend to more complex
solid structures and liquids. This is clear from the result analysis in all chap-
ters due to the high similarity of dynamics of solids and the corresponding
liquids. This method provides a complete approach that includes theory and
results from experiments and simulations, something that has not been im-
plemented before for studies of atomic dynamics. Further to the study of the
microstructure I try to correlate the solid and liquid state at the macroscopic
level, where I focus on thermodynamics and the calculation of heat capacity
for various materials.
The material I used for the INS experiments is pure polycrystalline bar-
ium in beads form. The main criterion of choosing barium is its physical
20
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properties. Barium belongs to the family of alkaline earth metals and it
exhibits similar properties, such as crystalline structure and metallic prop-
erties, as sodium. To obtain rich and high quality data I performed INS
instead of IXS. The INS experiments took place at ISIS facilities in Oxford-
shire UK [5], where I used the MARI instrument. Experiments at ISIS are
performed with pulsed neutron and muon sources. Neutron scattering is a
unique research and analysis technique, non destructive, for exploring the
structure and dynamics of materials at the atomic level. Barium due to
its metallic well defined structure and high atomic number has a high neu-
tron scattering factor and it provides clear results during INS experiments
at moderate temperatures.
Further to the experimental INS I performed INS simulations. Most of the
materials I used for computational studies are metals with similar properties
with barium, in order to be able to compare experimental and computational
results. To simulate the structure for the various phases I performed molecu-
lar dynamics (MD) simulations. In MD simulations the equations of motion,
force equal to mass times acceleration, are solved numerically providing data
for the new positions of every atom in a system at any time. MD simula-
tions require only the knowledge of the initial positioning of the atoms in a
system and the interatomic potential that describes the interaction between
the atoms. Most of the required initial data can be found in crystallographic
databases, interatomic potential databases or published scientific research
papers.
After the preparation of the configuration in the crystalline, amorphous or
liquid phase I used the calculated data for two purposes. Initially, I calculated
the collective excitations phonon frequencies along all directions for various
materials and I was able to represent collective excitation spectra, similarly
to the experimental procedure. Secondly, I performed detailed analysis of
the local microstructure. This analysis involves detailed information of the
local population and the local order of the three phases in order to identify
similarities.
Classical MD simulations of barium are not feasible since there is lack of
interatomic potential in literature describing interactions of barium atoms.
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Since the 1960s the developing of interatomic potentials gained a lot of
growth, since computational research started increasing. Nowadays there are
accurate models and potentials describing the interactions between most of
elements or the interactions between molecules, but there is no model describ-
ing barium atoms. In order to perform MD simulations for barium I tried to
develop a new interatomic potential based in the well known Finnis−Sinclair
model.
Developing an interatomic potential requires precise information of the
interatomic interactions and the system properties. The most common tech-
nique to obtain high quality data for the structure is the density functional
theory (DFT). This technique gives high accuracy data, needed for describ-
ing the parameters of an interatomic potential. All data need to be fitted to
the potential functions and parameters in order to describe accurately the
physical properties of the system and the atomic motion and interaction.
The previously mentioned techniques study the connection between the
solid and liquid phase at the atomic level. To support further this connection
I studied thermodynamical properties of various materials and I focused on
the heat capacity (C) of materials and the coefficient of thermal expansion
(α). Heat capacity of matter is a theoretically and experimentally very well
studied property. There are various theories explaining and predicting heat
capacity of crystals and gases and there are numerous data from experiments
on solids, liquids and gasses showing that its value changes depending on the
structural phase. Yet, there is no theory dedicated in predicting heat capacity
of liquids.
An interesting approach is a theory for the heat capacity, derived from the
solid phase [6]. The authors predict the anharmonic effects in heat capacity
under constant volume (CV) by using only one parameter the coefficient of
thermal expansion. In my research I extend this theory in order to study the
heat capacity of various simple crystalline, amorphous, and liquid materials.
To verify my theory and examine if this theory is consistent with the various
phases of matter I perform MD simulations on various materials and I use the
coefficient of thermal expansion as the comparison parameter. While heat
capacity changes for the various conditions, the coefficient of thermal expan-
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sion is characteristic for each material and it gives a better understanding of
the validity of my theory.
By the end of this thesis, I will present the relation of dynamics of solids
and liquids. The understanding of dynamics at the microscopic level in com-
bination with the understanding of dynamics at the macroscopical level, pro-
vide a complete estimation of the connection between the three phases. The
reader will be able to understand to what extent dynamic properties of liquids
and solids can be compared, to what extend the dynamics are determined
by the short or long-range order and what is the origin of the phonon−roton
minimum. The importance of this topic is high since it tries to give answers
to fundamental physics’ questions and it provides a better understanding for
basic physical properties.
1.2 Thesis outline
Every chapter of this thesis deals with different topic or method. All
chapters are supported by the general theory section but they also include
their own specific theory. Every theory, method and software I used are
explained, described and discussed in details in each chapter. All the topics
of every chapter are connected and they complement each other.
In chapter 2, I discuss structural and dynamics similarities and distinc-
tions of crystalline, amorphous and liquid materials. I appose the structural
connection between crystals and glasses, glasses and liquids and the differ-
ences in atomic motion of solids and liquids. I discuss modes of vibration
in the various directions and explain the phonon theory for solids and liq-
uids. Finally I introduce scattering techniques, focusing more in neutron
scattering.
In chapter 3, I give details of the INS experiments on barium. I describe
the INS experiments and how I use the results to discuss dynamics. I give
details of the instrument and the technique I used, the material, the proce-
dure I followed and the data collection and analysis. I explain in details how
I used software to analyse, refine, fit and visualise data. Finally, I present
and discuss the experimental results.
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Chapter 4 is dedicated to the computational understanding of research
regarding dynamics and structure. I discuss classical and quantum MD sim-
ulations of various materials, the theoretical background and the procedure.
Furthermore I describe the procedure for performing INS simulations and
calculating phonon frequencies, how I analysed the local structure and how
I developed the parameters for the interatomic potential of barium.
In chapter 5, I discuss the already existed theories of roton minimum
and I provide a theoretical explanation on the origin of the phonon−roton
minimum. I explain the origin of the minimum by discussing the interactions
of the local order in a bcc material. Finally I compare the theoretical results
with results from experiments and simulations.
In chapter 6, I focus on thermodynamics and the prediction of heat capac-
ity. I describe and extend the current theory and present MD simulations and
results from various materials. I discuss in details about all materials, meth-
ods and conditions used in the simulations. I explain the predictive power
of the theory and I discuss results of solids and liquids and the connection
between them.
In chapter 7, I summarise the theory and the results from all chapters
and I discuss the conclusions.
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2 Theoretical approach to crystalline, amor-
phous and liquid matter
The theory I will present in this chapter is related to the presented work
in the rest of chapters of this thesis. In this chapter I will discuss some basic
definitions of structure and dynamics. I will discuss crystals, glasses and liq-
uids, their structural and dynamical properties and the relationship between
these three phases. I will give a short general description on the structure
of the three phases and some basic information on related crystallographic
properties. Then I will describe the theory of dynamics of matter and modes
of vibration and I will discuss the phonon theory and general principles of
scattering techniques, focusing on the INS technique which I used for both
experimental and computational studies.
2.1 Similarities and distinctions in structure
2.1.1 Defining the structure
Distinctions of structure of the various phases of matter are well known
and well defined especially for solids and gasses and less for liquids. Solids
can be separated in crystalline and amorphous structures. The crystalline
state is the lowest energy state for elements and compounds. Crystalline
materials have a repeating structure, the crystal lattice, that is described by
the basis vectors. In D dimensions there are D lattice vectors and for the
realistic 3-dimensional case the lattice vector, which describes the repeated
unit of the crystal, can be defined as
rxyz = xa + yb + zc (2.1)
where x, y, z take integer values and a, b, c represent the basis vectors.
Elements of the lattice vectors are the cell vectors of an atom that point
towards the unit cell in which that atom is located. The unit cell and the
lattice share the same basis vectors.
The formation of the structure depends on the different elements in a
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molecule, the type of bonding and the atmospheric conditions. The crystal
structure of a material is often described in terms of its unit cell. The unit
cell is a spatial arrangement of atoms which is piled in 3-dimensional space to
describe the crystal. The unit cell is given by its lattice parameters, the length
of the cell edges and the angles between them, while the positions of the atoms
inside the unit cell are described by the set of atomic positions measured
from a lattice point. The unit cell can be either primitive or conventional.
The primitive unit cell is defined with vectors that represent the minimum
volume or same size volume, regarding the volume that occupies in space.
The conventional unit cell might represent a cell of larger volume but the cell
exhibits the symmetry of the lattice in a better understood way.
Amorphous materials or glasses are disordered solids. They are disor-
dered solids in the sense that in this structure there is no periodicity or long
range order, although there are indications that the local structure may have
short range order similar to the crystalline [7–9]. Despite the fact of possible
similarity in the short range order with crystals we can not use similar terms
to describe atomic coordinates for glasses, such as unit cell and symmetry.
Glasses are also described as frozen liquids, with fixed atoms in specific po-
sitions without periodicity. Traditionally the glassy state is treated as solid
since many scientists approach the topic by studying the structural properties
of glasses [10–15], while other treat it as a liquid by studying thermodynam-
ical properties of glasses [6, 16–18].
To describe glasses it makes more sense to describe the distance and the
angle between neighbour atoms and then compare them with the crystal
structure, where distance and angle are well defined. The calculation of the
atomic distances of neighbour atoms can be done with the pair distribution
function (PDF) g(r). This gives the probability of finding a pair of atoms at
specific distance. For two atom types A and B, the number of atoms of type
B that can be found in a distance dr, of radius r, is
nAB(r) = 4pir
2ρBgAB(r)dr (2.2)
where ρB is the density of atoms B or the number of atoms per unit volume.
26
2.1 Similarities and distinctions in structure
The PDF holds information about the the interatomic distances within
the molecules and between the molecules, so perhaps the equation 2.2 can
be understood easier for well defined structures as crystals. At distances
shorter than the interatomic distance the g(r) will be zero since there will
be no neighbouring atoms at this distance. At very large distances the g(r)
will be equal to 1 since at the long range the pair of atoms depends only in
density ρB and not the atomic arrangement. In chapter 4 I will analyse the
short-range structure of crystals, glasses and liquids and I will present and
explain results from PDF analysis.
2.1.2 Reciprocal lattice
The reciprocal lattice gives a mathematical representation of planes of
atoms in a crystal and is the Fourier transformation of the real-space lattice
and it applies in theories such as lattice dynamics, electrons in crystals and
in diffraction and scattering. The reciprocal space vector can be defined as
d∗hkl = ha
∗ + kb∗ + lc∗ (2.3)
a∗, b∗, c∗ are the basis vectors of the new lattice h, k, l are integers and called
Miller indices. The length of the reciprocal space vectors is the inverse of the
spacing of the corresponding planes in real-space lattice. In reciprocal space
there is a set of vectors, the wave vectors (k), which each set is normal to
a pair of basis vectors of the crystal lattice and characterise the wavelength
and the direction of the travelling space. The wave vector is related to the
wavelength (λ) as |k| = 2pi/λ. A travelling wave u at any position r can be
described as
u(r) = u0 exp(ikr) (2.4)
where k is the wave vector and u0 is the amplitude.
The wave vector and the reciprocal lattice are related to the Brillouin
zone. The Brillouin zone describes a zone that is in between two consecutive
reciprocal lattice points. It is the final point of the first reciprocal lattice
point and the last of the second reciprocal lattice point. This is the area
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described at the limit from −k and +k. The Brillouin zone boundary is
denoted as kZB and the partial derivative of a function with respect to wave
vector in the kZB limit is equal to zero. The volume of the Brillouin zone is
equal to the reciprocal unit cell volume.
A common representation of the wave vector is with the use of the reduced
wave vector. This is the wave vector normalised by the magnitude of the
first reciprocal space vector that lie along the direction of the wave vector.
For the 1-dimension case, the Brillouin boundaries lie between the limits of
−pi/a < k < pi/a, where a is the reciprocal space vector. The reduced wave
vector of the Brillouin zone is represented with value 1/2, which is obtained
by dividing the wave vector a/2 by the reciprocal space vector a. For the
3-dimension case, the reduced wave vector is represented as in equation 2.1
with x, y, z, but now x, y, z are not integers. This approach is quite common
especially in scattering techniques for the representation of dispersion curves.
I will use the reduced wave vector for the analysis of my results in the next
chapters. The reciprocal space, Brillouin zone and the reduced wave vector
are defined only for crystal structures but they are being used in various
calculations and techniques such as neutron scattering techniques for the
representation of atomic positioning in space regardless the structural phase
of the material.
2.1.3 Long and short-range order
A material is crystalline if it is described by long-range periodic order and
one or more atoms periodically repeat themselves in the three dimensional
space. Theoretical or computational studies on crystals involve approxima-
tions such that crystals are perfect or they are treated as bulk materials that
extend spatially from minus infinity to plus infinity. In reality, crystalline
materials might be imperfect or might be governed by various defects or dis-
locations. Defects and dislocations interrupt the order in structure and affect
the dynamics of materials. If these defects extend to larger scale, a material
can be categorised as amorphous material.
The amorphous state represents an intermediate state between the liquid
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and crystal state. Amorphous materials lack of order over large scale but
often they have a short or medium-range order, where short-range is the
distance between the nearest neighbour atoms and medium-range order is
the distance between one atom and several neighbour atoms. Its structure
is characteristic of the instantaneous structure of a liquid with lack of long-
range order. However, the atoms are constrained to vibrate around their
disordered equilibrium position so that their dynamics is characteristic of a
solid. An amorphous material usually exists under strong constraints, such
the interatomic interactions, that help the atoms in the material to form a
specific amorphous structure depended on each system.
Liquids, similarly to glasses, are characterised as structures with absence
of long-range order. They have similar atomic density with the corresponding
solid phase but they are much less viscous and they have bigger self-diffusion
coefficient. In comparison with the corresponding gas state, liquids have
much higher density, much lower self-diffusion coefficient and same order of
magnitude viscosity.
In the figure 1, I present a system of NaCl in the crystalline, amorphous,
liquid and gas state, after performing classical molecular dynamics simula-
tions for several ps of atomic movement. The green spheres represent the
chloride and the yellow spheres the sodium. The bonds that connect the
atoms represent the interatomic distance for the NaCl crystal structure. As
we can see, the crystalline structure has a well defined structure, while the
glass, liquid and gas do not. The amorphous structure seems to have absence
of long-range order, as it is the case with liquids and gases. As I will describe
in the following chapters, despite the absence of long-range order, amorphous
and liquid materials hold their short-range order.
In the next section I will briefly discuss the lattice dynamics of the crys-
talline, amorphous and liquid state. For a more thorough review on dynamics
of materials the reader is refereed to literature [19, 20].
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Figure 1: MD simulations of 288 NaCl atoms in various phases: crystal (up-
per left), amorphous (upper right), liquid (lower left) and gas (lower right).
2.2 Similarities and distinctions in dynamics
Lattice dynamics is a method commonly used for the calculation of the
free energy, thermal properties, optical properties, dielectric properties and
other properties of a material and it refers to atomic vibrations or phonons,
where phonons are defined as the quanta of the atomic motion. Atoms in a
solid constantly oscillate around their equilibrium positions with an energy
which is governed by the temperature of the solid. In liquids the atoms
initially vibrate around their equilibrium position and then they move to
another position where they repeat the same procedure.
The lattice energy is the potential energy of the system while the atoms
are in rest. In classical theory atoms are in complete rest at zero temperature
while in quantum mechanics theory atoms never rest and they are in constant
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vibration. In both cases, the potential energy between two atoms i and j
with interaction φij(rij), at distance r between the atoms is given as
U =
∑
ij
φij(rij) (2.5)
and can be used for the calculation of equilibrium structure, for energy cal-
culations and for calculations of energy derivatives. The Gibbs free energy
determines the stability of a crystal structure, its physical properties and its
behaviour and is defined as G = U + PV − TS, where U is the internal
energy, P is the pressure, V is the volume, T is the temperature and S is
the entropy. The entropy of a system has always positive value and it arises
from the disorder of atoms and the vibration of atoms.
The atomic vibrations in a periodic lattice give rise to a wave propaga-
tion with energy, which significantly affect the heat capacity and the thermal
conductivity of solids. Initially Dulong and Petit [21] discovered experimen-
tally that the heat capacity per mole of any crystal is 3R, where R is the
gas constant. Although this law was correct for most elements at interme-
diate temperatures, it failed to predict heat capacity at lower temperatures.
Later, it was Einstein who gave a quantum explanation for heat capacity.
He assumed that atoms vibrate at fixed frequencies and they behave like
independent quantum oscillators. This theory did not describe properly the
decrease of specific heat with decreasing temperature. After Einstein, ini-
tially Debye and at similar period Born and von Karman, explained that the
atoms are not behaving as independent oscillators and the vibration of one
atom affects the other atoms, because of the strong binding between different
atoms in a crystal. Today Debye’s theory is proved to work for some specific
cases such as most metals, but not for more complicated materials.
2.2.1 Adiabatic approximation
The theory of the dynamical properties can be treated by two approx-
imations. The first approximation is the adiabatic approximation, known
as Born−Oppenheimer approximation, which allows to separate the elec-
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tronic dynamics from the corresponding nuclear dynamics. The second is
the harmonic approximation which is based on the hypothesis of small nu-
clear oscillations around the equilibrium positions [22].
The idea of the adiabatic approximation is that atomic nuclei moves much
slower than electrons, because of the bigger mass. In this picture the nuclei
are steady and only electrons are moving in respect of nuclei. While nuclei
are moving the electrons follow the nuclear motion adiabatically, in the sense
that the electronic state follows a smooth variation. The Born−Oppenheimer
approximation is rather a good approximation since it depends on the mass
of the electrons being much smaller than the masses of the nuclei, something
that is true, and it also depends on the velocity of the nuclei being low
compared to the velocity of the electrons, something that is very often true.
The consequence of this approximation is that properties for any system
are restricted to situations where electrons follow the motion of the nuclei
adiabatically and situations where electronic excitations are important are
excluded. Within the Born−Oppenheimer approximation the total energy of
the system is a function of the positions of the nuclei, independent of their
velocities or history. With this assumption it is possible to derive interatomic
potentials and interatomic forces which are functions only of the nuclear
positions.
The vibrational dynamics of a system of N atoms in positions r is usually
described in adiabatic approximation by a Hamiltonian equation of the form
H =
1
2
∑
(xyz)i
mir˙
2
(xyz)i + V (r1, ..., rN) (2.6)
where (xyz) indicate Cartesian coordinates, mi is the mass of the ith atom
and V (r1, ... , rN) is the N body potential which describes in the interactions
of all atoms in the system. This approximation is good only if the excitation
energy for the nuclear vibrations is much less than that for the electrons, thus
for closed shells. On the other hand, the adiabatic approximation can not
be applied for conductive solids such as metals [23], where the conduction
band implies a large number of electronic states with small energy gap. More
details on this approximation can be found in literature [24, 25].
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In the harmonic approximation the forces in a well defined structure, as in
crystals, are proportional to the atomic displacement and they are treated as
harmonic. In this way the atomic motion behaves as simple harmonic motion.
The use of the harmonic approximation overpasses the anharmonicity that
exists in real systems and it can simplify the solution of the equation 2.6.
Anharmonicity refers to the deviation of a system to behave as a harmonic
oscillator, so not to have harmonic motion. In chapter 6, I give an extended
review on thermodynamic properties of solids and liquids, discussing the
harmonic and anharmonic case and thermodynamic implications.
2.2.2 Modes of vibration
One of the challenges of condensed matter physics is the microscopic
understanding of macroscopic phenomena. The atoms of a system, solid or
liquid, are constantly in motion. In solids the atoms vibrate around their
equilibrium position. In a perfect crystal the vibrations are simplified by
using lattice periodicity and with the Bloch theorem the study of vibrations
can be transferred to one unit cell. Each vibration is described by an angular
frequency (ω) that describe the periodicity of the displacement and the wave
vector (k) that give the direction of the displacement. The last two terms
are connected with the speed of sound (vsound) as
ω = vsoundk (2.7)
The vibrational eigenvectors in a crystal can be described with plane waves
defined by a k vector lying in the first Brillouin zone.
A solid described as a system of 3N total degrees of freedom, where N
is the total number of atoms in the system, it has 3 coordinates to describe
the translational motion around the centre of mass, the translational degrees
of freedom, 3 coordinates to describe the rotational motion in non-linear
molecules and only 2 rotational degrees of freedom for linear molecules and
the remaining coordinates are used to describe vibrational motion. A non-
linear molecule has 3N - 6 vibrational degrees of freedom whereas a linear
molecule has 3N - 5 degrees of freedom. A system with 3N vibrational
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degrees of freedom has 3N independent oscillators, something that is easily
derived from the example of a harmonic oscillator. Each of the independent
oscillators corresponds to a normal mode of vibration [24].
Normal modes are used to describe the different vibrational motions in
molecules or crystals. Each mode is characterised by a different type of mo-
tion and each mode has a certain symmetry associated with it. The number
of normal modes is equal to the number of degrees of freedom of the crystal
in its Cartesian representation. A normal mode of an oscillating system is a
pattern of motion in which all parts of the system move sinusoidally with the
same frequency and with a fixed phase relation, as in a harmonic oscillator.
In general, a normal mode is an independent motion of atoms in a molecule
that occurs without causing movement to any of the other modes [26]. Nor-
mal modes, as implied by their name, are orthogonal to each other.
The plot of the frequency of each mode of vibration ω as function of the
wave vector is the dispersion curve. Every curve is related to each mode and
is known as the branch of a dispersion curve. When k tends to zero and the
ω tends to zero, the corresponding solutions are the ones of sound waves and
the corresponding modes are called acoustic modes. The acoustic modes are
vibrations for small k in which the unit cell moves in phase and they tend to
zero at the Γ point [0 0 0]. For a system of N atoms and D dimensions there
are ND modes of vibration for each wave vector. D is equal to the number
of the acoustic modes.
Vibrations of atoms of different phase are called the optic modes. These
modes have non-zero frequency when k is zero or at any k. These modes
are called optic, because if two atoms have opposite charge, their relative
motions correspond to the motions that would be induced by the passage
of an electromagnetic wave of optical frequencies. The frequencies of optic
modes are usually within the infrared region of the electromagnetic spectrum
[27].
Another distinction of modes can be made when the crystal consists of dif-
ferent atoms, such as molecules or polyatomic ions. If there are Z molecules
in the unit cell and N atoms, then out of the 3N branches of the dispersion
curves, the 6Z lowest frequencies represent the external modes, and corre-
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spond to the motion of the different atoms. The remaining 3N - 6Z modes
are the internal modes. The 3 acoustic modes belong to the set of external
modes [28].
As I mentioned earlier, for each wave vector there are two orthogonal
perpendicular directions. Because of that, there will be two acoustic branches
with different dispersion curves determined by new force constants, where
their corresponding vibrations are called transverse acoustic mode (TA). The
acoustic branches parallel to the wave vector have corresponding vibrational
motion parallel to the wave vector, the longitudinal acoustic mode (LA). The
symmetry of every system related to axis in the direction of the wave vector,
highly affects the interatomic forces of the system. For the optic modes
similarly there are two modes defined as the transverse optic mode (TO) and
the longitudinal optic mode (LO).
In crystalline systems, the approximation of crystal translational invari-
ance reduces the problem of using microscopic phenomena to understand
macroscopic phenomena to that of a relatively small number of atoms. Be-
cause of this approximation, problems like atomic motions in crystals can
be described in terms of collective vibrations around equilibrium positions
and these microscopic vibrational dynamics can be linked to a large class of
macroscopic phenomena [29]. The harmonic theory of atomic vibrations does
not predict the damping of vibrational excitations that is observed for glasses
and liquids, something that is due to higher order effects. That means that
the previous approach for crystals can not be extended to glasses or liquids.
For the latter, the periodicity that is described for crystals is lost and as long
as the periodicity does not exist there are qualitative differences with the
corresponding crystal in dynamics [8, 29, 30].
To describe the vibrational properties in crystals as well as in disordered
systems we can use the vibrational density of states, or phonon density of
states, or the normal mode density. This is defined as
g(ω) =
∑
k
δ(ω − ωk) (2.8)
where g(ω) is the number of states lying between ω and ω+ dω. For crystals
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the sum over k is over all branches and covers the first Brillouin zone. The
vibrational density of states represents the natural link between a microscopic
description of a solid and its macroscopic properties. By knowing the g(ω)
someone can derive thermodynamic properties such as the heat capacity and
the thermal conductivity [31].
It is known from experiments that at frequencies with small wavelength,
sound propagates only in crystals and in their corresponding glasses. At
frequencies with large wavelength a glass appears as an elastic continuum
medium and the disorder does not effect the vibrational dynamics. Long
wavelength acoustic mode vibrations, hence low frequencies, can be well de-
scribed as delocalised excitations which correspond to the sound waves and
have Debye density of states [32], which means that there are 3N vibrations.
In this case the phonon density is given by
g(ω) =
3ω2
ω3D
(2.9)
where ωD is the Debye frequency and it represents the highest frequency for
the acoustic waves. As k approaches zero the vibrational excitations show
a linear propagation of the acoustic waves. At frequencies with small wave-
length (large k) the vibrational excitations of glasses and liquids are observed
for up to specific wavelength sizes of one unit cell. After this limit the atomic
motion lose its oriented propagation and more complex and broader pattern
of vibrations appears.
2.2.3 Bose−Einstein distribution
Following the previous discussions, we understand the lattice as a collec-
tion of harmonic oscillators with one oscillator for each of the lattice direc-
tions. Every discrete harmonic oscillator describes an energy spectrum that
atoms are allowed to vibrate. Phonons obey the Bose−Einstein statistics
and represent the simplest elementary excitation for a material in the solid
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or liquid phase. The energy of each normal mode is given as
E(k, ν) =
(
n(ω) +
1
2
)
h¯ωj(k, ν) (2.10)
where k is the wave vector of the travelling wave ν, n refers to a single phonon
mode, ω is the angular frequency and h¯ = h/2pi where h is Planck’s constant.
Phonons are bosons, and in that sense there is no limit to the num-
ber of phonons that can be present in each normal mode and are free to
be distributed in these modes. The Bose−Einstein distribution, or Planck
distribution for phonons over the time period is given as
n(ω, T ) =
1
exp [E(k, ν)/kBT ]− 1 =
(
exp
[
h¯ωj(k, ν)
kBT
]
− 1
)
(2.11)
where n is the phonon occupancy at temperature T , E(k, ν) is the energy of
a coupled mode, and kB is Boltzman’s constant. At the classical limit where
kBT > h¯ω the phonon distribution is given as
n(ω) = kBT/h¯ω(k, ν) (2.12)
This defines the equilibrium phonon occupancy at a specific temperature.
As I discussed in the introduction, phonons and phonon distribution can be
detected with scattering techniques, with the most accurate technique to be
the neutron scattering.
2.3 Neutron scattering
Scattering techniques reveal information about the crystal structure, chem-
ical composition and physical properties of materials. Scattering methods
and more specifically neutron scattering have been extensively studied and
analysed in the past in various textbooks such as [33–37] where we can find
more details. In this section I try to provide some basic information on neu-
tron scattering, something that will be useful for future chapters where I
analyse results from INS experiments and simulations.
Scattering techniques are based on the observation of the scattered inten-
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sity of a beam hitting a sample as a function of incident and scattered angle,
polarisation, and wavelength or energy. For example, an electron beam will
be electrostatically repelled by the orbital electrons of the atoms so it will
penetrate the sample only for few micrometers, making this method good
only for studying surfaces. X-rays penetrate a material deeper than elec-
trons. The orbital electrons interact less because X-rays do not have charge,
and although they are electromagnetic waves and they consist of oscillating
electric and magnetic fields, the charge of the orbital electrons interact less
strong with these fields. On the other hand neutrons are neutral particles
and they are not affected by orbital electrons. They interact with the nucleus
of the atom with a strong nuclear force. This makes neutron scattering very
powerful for studying bulk materials. Furthermore, with neutron scattering
one can study all the phonon branches and create complete dispersion curves
for phonons with non-zero wave vector.
In neutron scattering, neutrons can be described by using their mass and
their speed. According to Planck’s hypothesis the energy of an oscillation
with frequency ν is given as
E = hν (2.13)
According to de Broglie h is connected with a particle’s momentum (p) and
wavelength (λ) as |p| = h/λ. Neutron’s kinetic energy is given as
En =
1
2
mnv
2 (2.14)
where mn is the neutron mass and v the neutron speed. By involving λ, the
equation 2.14 changes to
En =
h2
2mnλ2
(2.15)
and by introducing the wave vector in momentum, p = h¯k, the energy
changes to
En =
h¯2|k|2
2mn
(2.16)
The temperature of neutrons is quite important. The speed of neutrons is
highly related to temperature and the average neutron speed is higher at
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high temperatures. The relationship between energy and temperature per
neutron is given with a simplified equation
E = kBT (2.17)
By changing the temperature during scattering we can adjust the speed and
energy of neutrons.
For better understanding of how X-ray and neutron scattering are com-
pared it is worth mentioning that X-rays frequency is ν = c/λ, where c is
the speed of light. Then the equation 2.13 transforms to
E =
hc
λ
(2.18)
If we compare the equation 2.18 with the equation 2.15 for the same wave-
length and we replace with numerical values the speed of light and the neu-
tron’s mass, we can see that energy of neutrons is about 6.6 times higher
than the X-ray’s energy.
Neutrons are scattered from any material with scattering intensity (S)
as function of the scattering vector (Q) and the angular frequency (ω) or
the energy (E). X-rays are highly dependent on the magnitude of Q as the
X-ray wavelength is of the same size as the atom’s radius. For neutrons, the
interaction potential is at smaller length scales which are shorter than the
neutron’s beam wavelength [36]. This explains why the neutron scattering
intensity is not related to Q. The scattering length (b), or scattering factor,
determines the amplitude of the scattered neutron beam and is related to the
intensity of the interaction between the neutron and the atomic nucleus and
is expressed with the cross sectional area’s equation σ = 4pib2. The scattering
length is a characteristic value for each element or isotope and it can take
either a positive or negative value. Between the value of b and the atomic
number there is no correlation.
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2.3.1 Elastic scattering
In neutron scattering a beam of neutrons interacts with the atomic nuclei.
This beam has specific initial energy (Ei) and initial wavevector (ki). After
the scattering the beam has final energy (Ef ) and final wavevector (kf ). The
difference between the two wave vectors is the scattering vector (Q) and is
equal to
Q = ki − kf (2.19)
where k = 2pi/λ, and the difference between the two energies is equal to
Ei − Ef = h¯(ωi − ωf ) (2.20)
With the (2.19) we can redefine the phonon energy and the (2.16) can change
as
En =
h¯2|Q|2
2mn
(2.21)
If there is no loss of energy or change in the wavelength then the scattering
is elastic. Neutrons which have come into thermal equilibrium with matter
at about room temperature have energies of the same order of magnitude as
phonons.
The wavelength associated with a beam of neutrons all having the same
energy is of the same order of magnitude as interatomic distances and the
beam will be diffracted by a crystal. Most of the intensity is diffracted
in accordance with Bragg’s law λ = 2d sin θ, where d is the interatomic
distance and θ is the scattering angle. Although the wavelength does not
change, the neutron beam is diffracted in other directions by the thermally
excited travelling waves in the crystal and exchanges energy with them in
the process, which is directly proportional to frequency. For the elastic case
|ki| = |kf | = 2pi/λ so
|Q| = 4pi sin θ
λ
(2.22)
This result is represented in figure 2 where the drawn triangle is an isosceles
triangle with the two equal sides being of length 2pi/λ. Consequently by
measuring the change in direction and in energy of the scattered neutrons it
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Figure 2: Wave vector representation for elastic scattering.
is possible to get more detailed information about the frequencies and po-
larisation properties of the lattice vibrations than by any other experimental
method.
2.3.2 Geometry of scattering
Experimentally the neutron beam scatters from the sample and reaches
various detectors around the sample. This allows the definition of scattering
angle and the interatomic spacing. For the realistic definition of the direction
of the neutrons after they deflect from the sample we need to define a second
angle φ, and in this way we can describe the various directions with spherical
polar coordinates 2θ and φ. The rate of incident neutrons per time is defined
as flux (Φ). This rate of arrival in the direction of 2θ and φ into a detector
at a sample that subtends a small solid angle dΩ is known as the partial
differential cross section and is defined as
d2σ
dΩ dEf
=
nn
Φ d ΩdEf
(2.23)
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Figure 3: Neutron scattering geometry representation.
where nn is the number of scattered neutrons per time in dΩ and dΩ is defined
as dΩ = dA/r2 with dA to be a very small area in the detector and r is the
distance. The equation 2.23 is related to the scattering function S(Q, ω)
and is always proportional to the differential cross section. The figure 3 is a
graphical representation of the experimental geometry in neutron scattering
experiments. The incident beam has the same direction as ki till it reaches
the sample, in the beginning of the three axis. Then neutrons follow the kf
direction till they reach the detectors. The dark green dotted lines in figure
3 represent the angle dΩ in 3 dimensions.
The neutron scattering function is defined as
S(Q, ω) =
∫
F(Q, t)e−iωtdt (2.24)
where F(Q, t) is the intermediate scattering function, and is given as
F(Q, t) = 〈ρ(Q, t)ρ(−Q, 0)〉 (2.25)
where ρ(Q, t) is the density function of particles in the sample at time t, which
is the Fourier transform of the instant nuclear density, where the instant
position of a nucleus j (rj(t)) is the sum of the equilibrium position of the
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nucleus (Rj) plus the displacement at a specific time uj(t). The density
function is defined as
ρ(Q, t) =
∑
j
bje
iQrj(t) (2.26)
By combining (2.24), (2.25) and (2.26) we can define the full equation of
scattering function
S(Q, ω) =
∑
i,j
{
bibje
iQ[ri−rj ]x
∫
eiQ[ui(t)−uj(0)]e−iωtdt
}
(2.27)
2.3.3 Inelastic scattering
In contrast to elastic scattering where the energy of the incident neutrons
is the same after the deflection with the sample, in inelastic scattering there is
loss or gain of neutron energy that comes from a phonon creation or extinction
respectively. The energy is transferred to the sample and it changes to motion
(rotation, translation, vibration) for atoms. This is very important for studies
on dynamics of materials and lattice vibrations through phonons, and when
there is need for thermal neutrons. One of the first experiments of X-ray
inelastic scattering was performed by Compton who found that the signal
contains two different wavelengths for any scattering angle of 2θ.
For the inelastic case the initial and the final wavelengths are different,
so |ki| = 2pi/λi and |kf | = 2pi/λf . If λi < λf then there is loss of energy,
otherwise when λi > λf there is gain of energy . In this case the scattering
vector is not defined by Q = ki − kf , but it takes the form
Q2 = k2i + k
2
f − 2kikf cos 2θ (2.28)
and the equation 2.15 takes the form
En =
h2
2mn
(
1
λ2i
− 1
λ2i
)
(2.29)
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Figure 4: Wave vector representation for inelastic scattering.
and the angular frequency is
ω =
pih
mn
(
1
λ2i
− 1
λ2i
)
(2.30)
In similar way as I defined the partial differential cross section for elastic
scattering I can define the partial deferential cross section for the inelastic
scattering by using the equation 2.23, but now Ef is not the same with Ei.
In figure 4 we can see that the triangle is not isosceles as it is for the elastic
case (figure 2) but it depends on the energy and if the energy difference is
positive or negative.
In the following chapter I will describe in detail the experimental setting,
experimental instruments and the material I used for INS experiments. In
chapter 4 I will describe how to reproduce INS data by performing simula-
tions.
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In the previous chapter I discussed scattering techniques and I focused
more on neutron scattering and the differences between elastic and inelastic
scattering. In this chapter I will present results from inelastic neutron scat-
tering experiments on barium at various temperatures. I will describe the
experimental INS procedure, the data collection and analysis process, and I
will discuss and compare them with literature. Data from INS experiments
are considered to be highly accurate and provide the best method for com-
parison of dynamics for the various phases of materials. Barium is a simple
structure metallic material that has high neutron scattering factor and the
results from INS experiments are expected to be well defined.
3.1 Experimental procedure
3.1.1 MARI instrument
The experimental neutron scattering procedure is described by the neu-
tron theory but during the procedure there are many adjustable parameters
that need to be taken into account and affect the produced data. The use of
different facilities and instruments might affect the quality and the quantity
of data. My experiments were performed at ISIS pulsed spallation source
and the instrument used is the MARI.
Spectrometers and diffractometers with pulsed spallation source are time
of flight (TOF) instruments. TOF scattering is a method for determining
the kinetic energy of a traveling neutron and is a form of inelastic neutron
scattering where the initial position and velocity of a pulse of neutrons is
fixed and their final position and the time after the pulse that the neutrons
are detected are measured. This method is particularly useful for the neu-
tron spectroscopy case where the energy of the scattered neutrons has to be
determined. Furthermore, the TOF technique can also be used for fixing the
energy of the neutron beam at a specific value before the interaction with
the sample by means of a complex system of rotating disc choppers. This
can be done by filtering neutrons with particular velocity and only these neu-
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trons can pass and reach the sample. This kind of chopper system is called
monochromator.
The monochromator selects just one wavelength out of the incoming neu-
tron beam. According to de Broglie, neutrons with different kinetic energies
are assigned different wavelengths so only neutrons with specific kinetic en-
ergy pass from the monochromator. The incident neutron energy that reaches
the instrument is selected by phasing the opening time of the slit with re-
spect to the neutron pulse from the target station. This can be done with a
Fermi chopper which is a fast-rotating cylinder with slits designed for letting
through neutrons at desired timings.
MARI is a direct geometry chopper spectrometer and it uses a Fermi
chopper to monochromate the incident neutron beam giving wide energy
range from 7 till 1,000 meV. In direct geometry spectrometers the incident
energy is defined before reaching the sample by the chopper system and the
final energy is determined by the TOF between the sample and the detectors.
In indirect geometry spectrometers the incident energy is determined at the
sample position by the measurement of the TOF and the final energy is
measured by a monocrystal.
MARI uses a bank of 3He detectors that cover a wide vertical angular
range from 3◦ to 134◦ degrees and horizontal angular range of −8◦ to +8◦.
The sample is positioned 4 m away from the MARI detector bank. Depending
on the rotation frequency of the Fermi chopper, the incident energy and
energy transfer at this distance, MARI instrument provides energy resolution
of between 1.5-8%∆E/E. The exact incident energy is calculated from data
that reach another set of detectors beyond the sample that have spatial
separation. These detectors for the MARI instrument are 3He gas detectors
which surround a thin Vanadium foil and give a measure of the amount of
beam that reaches the sample. By knowing the sample-detector distance
and the time of flight after the scattering, the final energy can be calculated.
MARI is the chopper spectrometer with the lowest instrumental background
noise data within the ISIS instruments and although it has low incident
neutron flux it is highly sensitive. That makes MARI a perfect instrument
for studying phonon densities of states in crystalline and disordered systems.
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3.1.2 Preparation and procedure
For studying phonon densities of states at the MARI spectrometer I used
70 g of barium in bead form. The purchased sample consists of 99.0% bar-
ium and 1.0% various impurities, with an average bead size of 0.5−2.0 mm.
Barium is a metal with body-centred cubic (bcc) crystal structure and Im3¯m
space group, with lattice constant of 5.02 A˚ and melting point of the bulk at
998 K. For the initial measurements of the solid phase, barium was placed
in a cylindric can made of aluminium. For measurements at higher tempera-
tures, barium was stored in a niobium can, sealed by electron beam welding.
During sealing the sample was under high vacuum. It was then placed in a
furnace, spatially covered by four thin layers of niobium foil in order to allow
uniform allocation of heat and low heating rate on the sample. To control the
temperature there were two thermometers, one is the furnace’s thermometer
located in the outer part of the four niobium foils and the second is located
next to sample.
The initial set of INS experiments was performed at 300 K where bar-
ium is in solid polycrystalline phase. The second set of experiments was
performed at higher temperatures, at 963 K, 1,033 K, 1,173 K, 903 K and
603 K (following this sequence of temperatures) with 3 K maximum tem-
perature fluctuation during each experiment and 9 K difference between the
two thermometers. Temperature of 300 K is near room temperature where
barium is solid. Temperatures of 963 K and 1,033 K are respectively slightly
below and slightly above the melting point, while at 1,173 K the material is
melted and at 903 K and 603 K is solidified again. That means that at these
temperatures barium changes from polycrystalline solid to liquid and then
again back to polycrystalline solid.
A third set of measurements at 300 K was performed with empty cans in
order to measure the data that come from each can, known as background
data measurement. To minimise background scattering the entire flight path
is kept under vacuum but, as I will present in the results section, background
scattering is unavoidable and it might affect the results. For all sets of
experiments the frequency of Fermi chopper was set at 150 Hz, the frequency
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of disc chopper was at 50 Hz and the incident neutron energy was 15 meV.
3.2 Results
The data from INS are in the form of three 2-dimensional matrices rep-
resenting the time of flight, the energy E and the intensity for every detector
at the area they cover, where intensity is the number of counts for the same
pair of time of flight and E. The procedure to get the intensity as a function
of momentum and energy transfer S(Q, E) is to normalise and reduce the
data with data taken from measurements of an empty vanadium can and
finally remove the background data from sample’s data. Then I calculate
the projection of the final data in the reciprocal space in order to get the
intensity as a function of momentum and phonon frequency S(Q, ω).
In figures 5, 6, 7, 8, 9 and 10 I present results from INS experiments
on barium at various temperatures. In each figure there are four plots. In
the first plot (upper left) I represent the intensity S(Q, ω) of frequency with
respect of scattering vector in a colour-scale map, drawn with data taken
from the INS experiment after the data normalisation as I described earlier.
In these plots we can observe the acoustic phonon branches at positive and
negative values which represent the energy gain and loss. The phonon exci-
tations are more intense around the Bragg peaks and on the elastic line and
less intense at higher frequencies. With pure blue colour is the area with no
detected neutron scattering.
As we can see in these figures, experimental INS the phonon collective
excitations do not provide clear information on the specific phonon branches
and there are many noise data close to phonon branches, thus clear results can
not be extracted. It is worth mentioning that scattering intensity increases at
higher values of Q, something that mathematically can be explained from the
scattering function equation 2.27, so someone would expect clearer phonon
dispersion curves. Perhaps that would be the case for INS experiments with
single crystal samples where the phonon dispersion curves are well defined.
The sample I used is polycrystalline with very small beads size, that
can be treated as powder without any orientation. Powder samples do not
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allow the study of specific phonon dispersion curves but only the study of the
collective excitation spectra. The key point of my studies, the phonon−roton
minimum, is located in the low or intermediate Q range so in my experiments
I will not study data at higher Q values.
In the second plot (bottom left) I represent data same as in the first
plot but multiplied by squared energy values over squared scattering vector
values (E2/Q2). For the case of polycrystals, amorphous or liquids it be-
comes difficult to describe the excitations for wavelengths larger than the
interatomic spacing, thus for small Q values. By using this factor it is eas-
ier to visualise and study the collective excitation spectrum. The scattering
intensity S(Q, ω) multiplied by the (E2/Q2) factor is equal to the spectra of
the longitudinal current correlation function J(Q, ω) [38].
J(Q, ω) =
ω2 S(Q, ω)
Q2
(3.1)
The current correlation function describes the correlation of particle velocities
rather than particle positions, as is the case for the S(Q, ω). By using the
J(Q, ω), the high-frequency part of the spectra is enhanced, allowing the
study of weak high-frequency excitations. The E2 factor has a minor effect
on the peak frequencies and thus they are not strictly coincident with the
frequencies given by S(Q, ω). Still, longitudinal current correlation function
demonstrates the main features of the dispersion [39].
For all upper left colour maps and all bottom left colour maps I use the
same colour scale, from 0 to 25 and from 0 to 100 respectively. It is impor-
tant to make clear that the scattering intensity depends on the number of
data collected during the experiment, which is different for every experiment
and depends on neutron’s beam flux and total scattering time, but it does
not affect the ω or Q values. The characteristic phonon dispersion curves
for the various structural phases at different temperatures should be well
separated regardless of the scattering intensity, but as it is the case usually
in experiments the higher the intensity the clearer the results.
The damping process of dispersion curves can be described quantitatively
with the damped harmonic oscillator (DHO) line-shape modelling (fitting)
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of the spectrum. The equation that describes the fitted S(Q, ω) is [40]
S(Q, ω) = IQ
nB(ω) + 1
pi
× 4ωωQΓQ
[ω2 − (ω2Q + Γ2Q)]2 + (2ωΓQ)2
(3.2)
where IQ is the intensity, nB(ω) is the Boltzman distribution function, ω is
the energy transfer, ωQ is the energy and ΓQ is the width of the phonon
excitation or damping factor. The DHO fitting is a generally accepted line-
shape fitting for IXS and INS spectra of solids and liquids (e.g. [41–45]) in
order to evaluate the appropriate transformation, explained in details for
crystals in reference [46] and for liquids in reference [47].
The results of the DHO fitting of the INS data multiplied by the E2/Q2
factor are located in the upper right plot for every figure at different tem-
peratures. All these figures describe with one curve the collective excitation
spectra. The curve in each figure exhibits an almost linear increase at low
Q with a maximum value at around Q = 1.06A˚, a minimum at around
Q = 1.66A˚ and then a maximum again. At 300 K the fitted data do not ex-
hibit a clear minimum, as it is the case for the fitting at other temperatures.
At 903 K and especially at 603 K the initial part of the fitting curve at low
Q appears not to be linear, as it is at higher temperatures.
The results of the DHO fitting depend on the damping factor (Γ ), which
depends on scattering vector and temperature. When the damping factor
is small, the dispersion curves from S(Q, ω) are in good agreement with the
dispersion curves from J(Q, ω), which means that the multiplication with the
E2/Q2 factor does not highly affect the original data. The damping factor
with respect of scattering vector can be seen in the bottom right plot for every
temperature. Γ values increases almost linearly as Q increases till a certain
value, while at higher values Γ increases rapidly and its value starts fluctuate.
At 963 K, 1033 K and 1173 K the curves are very similar qualitatively, while
at 300 K, 903 K and 603 K the curves are different.
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Figure 5: T = 300 K. Upper left: Collective excitation spectrum of Ba from
INS experiments presenting the phonon frequencies over larger scattering
vector regime. The colour map represents the intensity of scattered neutrons
at every Q and ω. Bottom left: Collective excitation spectrum from INS
experiments with intensity multiplied by E2/Q2. Upper right: DHO fit of
collective excitation spectrum from INS experiments with intensity multiplied
by E2/Q2 at the low and intermediate Q regime. Bottom right: Damping
factor of the DHO fit.
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Figure 6: T = 963 K. Description as caption in figure 5.
51
3.2 Results
Q (Å-1)
0 0.5 1 1.5 2 2.5
ω
 
(m
eV
)
0
2
4
6
8
10
1033K
0 0.5 1 1.5 2 2.50
2
4
6
8
10
Q (Å−1)
Γ 
(m
eV
)
 
 
1033K
Figure 7: T = 1,033 K. Description as caption in figure 5.
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Figure 8: T = 1,173 K. Description as caption in figure 5.
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Figure 9: T = 903 K. Description as caption in figure 5.
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Figure 10: T = 603 K. Description as caption in figure 5.
3.3 Summary and discussion
The first theoretical calculation of barium’s phonon dispersion curves was
done by Animalu in 1967 [48] where he calculated the Gibbs free energy for
body-centred cubic and face-centred cubic (fcc) materials at zero pressure and
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temperature by using the Heine-Abarenkov model [49] to study phase tran-
sitions, showing that barium keeps the bcc formation even at absolute zero
temperature, something that was also experimentally observed [50]. Later
on Moriarty [51] presented results for barium’s phonon frequencies by using
the s-d hybridisation pseudopotential theory [52,53]. Then Sharma [54] with
his model, the linear potential [55], predicted the phonon dispersion curves
of barium and he calculated its physical properties such as elastic constants
and bulk modulus. All three Animalu’s, Moriarty’s and Sharma’s results are
in good qualitative match.
The first INS experiment for the calculation of barium’s phonon disper-
sion curves was preformed by Buchenau et al [56] in 1984. The sample was
polycrystalline barium and the results were taken from TOF INS and they
were fitted with the Born-von Karman model up to third neighbour. These
results present dispersion curves similar to the previous theoretical work but
at slightly lower values, something that according to Moriarty [57] is due
to the neglect of electronic d-state hybridisation in a simple model as is
the Born-von Karman model. Although with this fit the estimated phonon
frequencies exhibit a small error (2 to 3%) and quantitatively should not
be compared with other results, qualitatively it describes well the phonon
dispersion curves. As Buchenau et al comment, barium’s longitudinal and
transverse branches along the [1 0 0] direction degenerate, something that
has been observed in other alkali metals.
Then Mizuki et al [58] performed similar calculation and they fitted the
data up to sixth neighbour getting results in reasonable agreement. Mizuki
et al discuss about the anomalous behaviour of the dispersion curves along
the [1 0 0] direction of barium, where the frequencies of the longitudinal
branch are lower than those of the transverse branch, something that remains
even at higher temperatures. This contradicts initial theoretical studies [48,
51,54] while in Buchenau et al work is not stated clearly.
Nevertheless, in all previously mentioned studies the minimum in the
phonon spectrum at the longitudinal mode along the [1 1 1] direction for
the crystalline phase is obvious. Other INS and IXS experimental studies on
alkali metals, alkaline earth metals and other elements for the crystal and
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Figure 11: DHO fit graph of collective excitation spectrum of Ba from INS
experiments at various temperatures. The intensity is multiplied by E2/Q2
at the low and intermediate Q regime.
liquid phase show the existence of the phonon−roton minimum (e.g. bcc
Na [59], bcc K [60], bcc Fe [61], bcc V [62], rare gas solids (fcc) [63], fcc
Yb [64], fcc Ca [65], fcc Sr [56], bcc and liquid K [66], review on some bcc
alkali metals [67], extended review on liquid metals [4], bcc and liquid Na
[1]). Apart from the existence of the phonon−roton minimum, the published
results verify the similarity of the crystal and liquid phonon spectra of the
same material, at the low Q regime. The last two conclusions can also be
verified by the INS experiments I performed on barium.
In figure 11 I present results from DHO fit of the collective excitation spec-
tra of Ba from INS experiments multiplied by E2/Q2 at the low Q regime at
all different temperatures. As it is expected from the theory, the INS spectra
for the crystalline phase should exhibit distinctive phonon dispersion curves.
For the liquid and amorphous phases the specra is expected to exhibit and
average over all dispersion curves. Thus, a fitting over all data, as is the DHO
fitting, is expected to exhibit a rough curve for the crystalline phase, highly
affected from the distinct dispersion curves, and a smooth curve for the liq-
uid and amorphous phases. All phases, at the various temperatures, exhibit
the phonon−roton minimum whilst at the same time the phonon collective
excitations almost degenerate despite the large temperature difference. Ex-
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ceptions are the curves that represent the 300 K and 963 K. We can see that
these curves exhibit higher values at the point of the minimum. Although
there is no clear indication, this anomalous behaviour can be justified due to
experimental errors.
As I mentioned the first set of experiments was at 300 K and the second
set was at various temperatures starting at 963 K. Barium is highly reactive
with water and this is why it is stored under inert gas. Although all pre-
cautions were taken to keep the sample in dry environment the existence of
moisture on the sample’s surface can not be avoided. Moisture can react with
barium’s surface to create a thin layer of barium hydroxide or barium hydride
molecules, something that gives different results during neutron scattering.
Similar explanation can be given for the experiment at 963 K but perhaps
due to higher temperature there is less moisture in the sample’s environment.
A different explanation can be given due to high temperature. Bulk
barium’s melting point is at 998K which is 35 degrees higher than the 963
K, difference that could be easily covered due to experimental temperature
reading error or due to sample’s lower melting point because of the powder
form. The DHO fit results at 963 K give a smooth curve that looks similar to
the liquid’s curve (at 1,033 K and 1,173 K), something that could be justified
with the second argument but they exhibit phonon frequencies at values not
that similar to the liquid’s or crystal’s frequencies, something that could be
justified with the first argument. Since it is not clear what affects the sample
during the first two experiments I decided to exclude them from any future
discussion and conclusions. The rest of the results in figures 7, 8, 9 and 10
include the liquid and the re-crystallised barium phases and I am able to
make safe conclusions for both solid and liquid state.
In figure 12 I present results of the damping factor from the DHO fittings
of the collective excitation spectra at all different temperatures. For the
initial linear part of the low Q regime in figure 11 we can observe that the
damping factor in figure 12 is small but at higher Q values, where the first
peak in figure 11 is, there is a rapid increase for Γ. Moreover we can see that
Γ has a different behaviour for experiments at 903 K and 603 K where the
sample is re-crystallised. The damping factor exhibits lower values and less
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Figure 12: Damping factor of DHO fit of Ba collective excitation spectra
from experiments multiplied by E2/Q2 at various temperatures.
vibration along Q, something which can be attributed to the structural phase
and the lower temperature. We can see that in all experiments the damping
factor follows a similar pattern apart from the first experiment at 300 K where
at the high Q regime there is a big variation in the Γ values. This justifies
the anomalous behaviour that is observed in the DHO fit at 300 K. At 963
K, the damping factor does not exhibit an anomalous behaviour but it has
slightly higher value from the rest damping factors at different temperatures,
higher or lower, and qualitatively is very similar to the damping factor curves
of the liquid phase.
In metallic systems it has been found that the damping increases more
rapidly with increasing temperature [68,69]. The general functional form for
damping in this case is
Γmetallic = ΓmQ(Q
2 + κ2) (3.3)
where Γm is a material dependent constant and κ is a parameter related to
the width of the phonon excitation, which has high temperature dependence
κ = κ0
(
T − TC
TC
)m
(3.4)
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where κ0 is the correlation length of the fuctuations at T = 2TC, TC is the
critical temperature and m is a constant which is material dependent. Thus
the behaviour of damping factor showing Q and temperature dependence in
figure 12 can be explained from the equation 3.3.
To evaluate the results of the DHO fit I compare the results from the
DHO fit with the experimental data. In figure 13 I present the intensity with
respect of phonon frequency for two different scattering vectors at all different
experimental temperatures. With green line and circles are the experimental
data multiplied by E2/Q2 and with blue line the fitted DHO curve. As it is
usually the case the fitting of a straight curve produces low error results and
the main challenge remains at points where the curve changes slope.
As we can see in figure 11 the two regimes from about 0.5 to 1.0 A˚
−1
and
about 1.7 to 2.0 A˚
−1
the DHO fit shows a positive slope almost linear curve
and the regime of about 1.1 to 1.5 A˚
−1
the DHO fit shows a negative slope
almost linear curve. The points in the DHO fit and the points I selected to
evaluate the fit are at Q = 1.0 A˚
−1
(peak point) and at Q = 1.66 A˚
−1
(bottom
point). As we can see the fitted curve represents well the experimental data
at all different temperatures, with the peak of the curve close to the highest
intensity experimental points, for both different scattering vectors.
At Q = 1.0 A˚
−1
we can see that the detectors’ allocation at this incident
energy allows the detection of neutrons with final energy of up to 10 meV.
This is something that possibly affects the accuracy of the peak value of the
DHO fit. At Q = 1.66 A˚
−1
this is not the case and we can see that the
detectors measure all scattered neutrons up to 14 meV, giving a smoother
and more accurate fit.
In this figure there are two interesting points. The first point is the
appearance of a sharp peak at low Q in the first set of experiments at 300
K, something that explains the anomalous behaviour of the DHO fit and
verifies the earlier hypothesis that either the sample contained impurities or
it was oxidised. The second point is in the plots with Q = 1.66 A˚
−1
. In
experiments at 300 K, 903 K and 603 K we can see a sharp peak at low
phonon frequencies, something that can not be seen at higher temperatures
or at Q = 1.0 A˚
−1
, apart from the plot at 300 K.
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Figure 13: Intensity multiplied by E2/Q2 with respect of energy at various
temperatures for Ba at Q = 1.0A˚
−1
and Q =1.66A˚
−1
. With green line and
circle are represented the experimental data and with blue line is the DHO
fit.
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Figure 14: T = 603 K. Intensity from experimental data multiplied by
E2/Q2 with respect of energy at various values of Q.
For crystals the Bragg peaks are well defined and can be identified at
characteristic points. For crystal barium a Bragg peak can be identified at Q
= 1.77 A˚
−1
while for polycrystalline barium this value should be the same but
due to various orientations of the polycrystals it is not easily identified. This
can be seen in the collective excitation spectra of Ba from INS experiments
at various temperatures in figures 5, 6, 7, 8, 9 and 10. This can also be
seen in figure 14 where I present results for intensity from experimental INS
at 603 K for various values of Q close to Bragg peak. We can see that the
sharp peak at low phonon frequencies can be seen at both Q = 1.66 A˚
−1
and Q = 1.76 A˚
−1
. That means that these sharp peaks at 300 K, 903 K
and 603 K possibly represent the Bragg peaks and the crystalline phase,
while when there is no peak the sample is probably in liquid phase. This
outcome explains the anomalous behaviour of the results in the experiment
at 963 K and supports the explanation of an already molten material at this
temperature.
In conclusion, I performed INS experiments on barium at various temper-
atures, covering both crystal and liquid phase. I presented results from these
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experiments representing the collective excitation spectra of barium at vari-
ous temperatures focusing more in the low and intermediate Q regime. Data
analysis involves the DHO fit of the initial data multiplied by the E2/Q2
factor in order to enhance the data at the low Q regime, the analysis of the
damping factor at every temperature and the comparison of experimental
and fitted data in order to evaluate the DHO fit. The fit was proved to
represent accurately the experimental results.
Results from the DHO fit in figure 11 reveal that the first experiment
at 300 K shows an anomalous behaviour that I attribute it in error during
the sample’s preparation. Similarly at 963 K the experimental error, either
during the sample’s preparation or during the experiment, affects the data
and does not make them trustworthy to make any conclusion out of them.
Results from experiments at 300 K and 963 K will not be discussed more and
will not be used in the next chapters as comparison results between experi-
ments, simulations and theory. The rest data exhibit the expected behaviour
and we can see that the collective excitation spectra for the crystalline and
liquid phase are in a good match and that the phonon−roton minimum can
be seen in both structural phases. In the next chapter I will reproduce these
results for various materials for the solid and liquid phase by performing INS
simulations and I will compare them with the experimental results.
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In this chapter I examine the theory and the procedure of the computa-
tional simulations I performed in order to reproduce experimental results and
furthermore to examine topics that cannot be studied through experiments.
I discuss how to represent inelastic neutron scattering by performing simu-
lations and I analyse the results in similar way as in the INS experiments
discussed in the previous chapter and compare. For the INS simulations the
main study system is iron, which has similar physical properties with barium
and the results can easily compare. Results from INS simulations of iron
are also compared with results from INS simulations of argon in order to
prove the validity of simulations over a simple system, which is often used as
example, and describe the validity of the theory over a structurally different
system.
Both iron and barium form a bcc structure and direct comparison or a
model conversion can be made. More importantly iron’s dispersion curves are
very similar to barium’s dispersion curves. Dispersion curves for both systems
from theory, experiments and simulations can be found in literature (Ba:
[48,51,54,56,58], Fe: [61,70–74]). The dispersion curves of both systems follow
an almost identical pattern showing that dynamics of these two systems are
highly comparable. As I explain in section 4.4, because of this similarity with
the use of a simple model we can convert the values of energy and wave vector
of the dispersion curves of iron and represent barium’s dispersion curves.
In order to prepare the structure in crystalline, amorphous and liquid
phase I performed classical molecular dynamics (MD) simulations. From the
results I present analysis of the local structure analysis and atomic bonding
in order to discuss the structural phases of various simple materials and
be able to make a connection between the solid and liquid phase. All the
studied materials are monatomic and form bcc structure in solid phase, thus
direct comparison can be made. I present results from population analysis
and angle between bonds analysis for all the materials I used for their short-
range structure.
Simulations of barium are not easy to be performed due to absence of
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interatomic potential parameters in order to perform molecular dynamics
simulations. At the end of this chapter I present the method to develop the
interatomic potential parameters for systems, focusing on barium. I analyse
the quantum MD simulations and the fitting process and moreover I analyse
the short-range structure of barium in a similar way as for the previous
materials.
4.1 Molecular Dynamics simulations
The molecular dynamics method was initially introduced by Alder and
Wainwright in 1957 [75] and the first MD simulation was performed in 1964
by Rahman for the simulation of liquid argon [76]. MD is a deterministic
way to simulate the movement of the atoms. Classical molecular dynamics
is a computational approach which predicts the behaviour of a system of
particles in the course of time by solving the Newton’s equation of motion.
Fi = miai = mi
∂vi
∂t
= mi
∂2ri
∂t2
= −∂V
∂ri
(4.1)
Fi is the force applied along the Cartesian coordinates ri on particle i with
mass mi, velocity vi, acceleration ai and V is the potential energy of the
system. With the use of force fields it is possible to describe the interactions
between the atoms of a system. The MD simulations provide information of
the dynamics of the system at the microscopic level.
The necessary input information is all atoms’ positions and masses, and
the force function that describes the interaction between atoms, the inter-
atomic potential. The simulation is divided into a number of time steps,
usually in the order of femtoseconds. For each time step all the new forces
between all atoms are calculated from the equation 4.1 and then integrated
to obtain new positions and velocities and this is iterated to the end of the
simulation. Once the positions and velocities of each atom are known the
state of the system can be predicted at any time in the future. During the
time steps the system properties are calculated from the position, velocity
and force equations.
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For the majority of simulations I present I refer to classical molecular
dynamics simulations. In the last subsection of this chapter I describe the
development of interatomic potential parameters for barium and I perform
ab initio molecular dynamics simulations. In classical MD all the quantum
effects are not considered and everything that underlies the laws of quantum
physics, as is the motion of electrons, is neglected. In classical MD the forces
are calculated from a parameterised potential, either fitted to empirical data
or to first principles calculations. An advantage of classical MD is that
it is a faster method in comparison with ab initio molecular dynamics and
large systems can be simulated fast and for long simulation time, in order to
simulate processes like diffusion which require a long time to occur.
In ab initio MD simulations the motion of atoms is treated similarly to
classical MD simulations but the interatomic forces are calculated differ-
ently. In classical molecular dynamics, a single potential energy surface is
represented in the force field. During ab initio MD simulations the elec-
tronic behaviour is obtained by performing quantum calculations. With this
method we can achieve higher accuracy in the representation of the elec-
tronic behaviour than with the empirical interatomic forces. Due to the cost
of treating the electronic degrees of freedom, the computational cost of this
simulations is much higher than classical molecular dynamics This implies
that the ab initio MD simulations are limited to smaller systems and shorter
periods of time.
The advantage of an empirically fitted potential is that it can be modified
to study how the changes in the potential affects the physical properties of
the system. Hence it can be a useful model to understand the underlying
mechanics of the system. Still, the use of interatomic potentials poses various
problems. Firstly because the potential is empirically fitted potential the
results will never have the same accuracy as experiment results and there
will always be compromises. One also has to decide what properties are
most important to reproduce and which ones should be fitted to.
There is also the problem of transferability, since the parameters are fitted
to experimental or first principles data for certain conditions. This means
that it is difficult to know how accurate the potential is in an unknown
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configuration or under various different conditions. As the goal is to predict
properties that are unknown this is a severe limitation. So far for classical
MD simulations there are various interatomic potential models that describe
a large range of various systems accurately at many different conditions.
4.1.1 Interatomic potentials
Most of the simple models describing interatomic interactions are pair
potential models, so they calculate the interactions between pairs of atoms.
There are also more advanced models describing more accurately atom in-
teractions between more than two neighbour atoms, usually dependent on
the distance. All the interatomic potentials for my simulations are well
known empirical anharmonic interatomic potentials, including the Lennard-
Jones [77], Buckingham [78] and Morse [79] pair potentials, the Tersoff
[80] many-body potential, the embedded atom model (EAM) [81, 82], the
Finnis−Sinclair potential [83] and the extended Finnis−Sinclair potential
[84]. The values I used for the interatomic potentials for each specific sys-
tem can be found in the literature and are tested and published by other
scientists.
Every type of potential is described by a different equation and functions
better for different systems. The Lennard-Jones potential is defined as
U(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
(4.2)
where  is the depth of the potential well, σ is the finite distance at which
the potential is zero and rij is the distance between atoms i and j. The term
proportional to r−12ij models the repulsion due to the non bonded overlap
of the electronic orbitals while the term proportional to r−6ij models the van
der Waals dispersion forces caused by the dipole-dipole interactions due to
fluctuating dipoles.
The Buckingham potential was proposed as a simplification of the Lennard-
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Jones potential and is defined as
U(rij) = A exp
(
−rij
ρ
)
− C
r6ij
(4.3)
where A and C are the coefficients of the repulsive and attractive terms
respectively, rij is the interatomic distance and ρ is the repulsive index.
The Morse potential is defined as
U(rij) = E0
({1− exp [−k (rij − r0)]}2 − 1) (4.4)
where E0 is the well depth, k represents a variable that controls the width
of the potential’s well and r0 is the equilibrium bond distance and rij is the
interatomic distance.
The Tersoff potential is defined as
U(rij) = fC(rij)[fR(rij)− γijfA(rij)] (4.5)
where fR(rij) = Aij exp(−aijrij) and fA(rij) = Bij exp(−bijrij) are the re-
pulsive and attractive pair potential respectively and fC is a smooth cutoff
function, while γ expresses a dependence that can accentuate or diminish the
attractive force relative to the repulsive force according to the local environ-
ment and rij is the interatomic distance.
The EAM is designed to simulate metals and is defined as
Utot = Fα
(∑
i 6=j
ρβ(rij)
)
+
1
2
∑
i 6=j
φαβ(rij) (4.6)
where Fα is an embedding function that represents the energy required to
move the atom i of type α, ρβ is the contribution to the electron charge
density from atom j of type β at the location of atom i, rij is the distance
between the atoms i and j and φαβ is the repulsive pair potential.
The Finnis−Sinclair potential is a type of embedded atom potential,
which incorporates the band character of metallic cohesion and allows to
obtain correct values for the vacancy formation and cohesive energy. This is
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given as
Utot = UP + UN =
1
2
∑
ij
V (rij)− A
∑
i
√
ρi (4.7)
where UP is the repulsive pair potential and UN is the N -body term, rij is the
distance between atoms i and j. For rij ≤ c, V (rij) = ((rij − c)2(c0 + c1rij +
c2r
2
ij), while for rij > c, V (rij) = 0. c, c0, c1, c2 and A are fitting parameters.
The density ρi is given as ρi(ri) =
∑
j φ(rij). For rij ≤ d, φ(rij) = (rij − d)2
and for rij > d, φ(rij) = 0. c and d describe distances between the second
and third neighbour.
The extended Finnis−Sinclair potential is a more precise model than the
original Finnis−Sinclair potential. The difference is that for rij ≤ c, V (rij) =
((rij − c)2(c0 + c1rij + c2r2ij + c3r3ij + c4r4ij) and for rij > c, V (rij) = 0 and
rij ≤ d, φ(rij) = (rij − d)2 +B(rij − d)4 and for rij > d, φ(rij) = 0. Similarly
in this potential c, c0, c1, c2, c3, c4, A and B are fitting parameters.
All the previous potentials are short-range potentials and describe inter-
actions for a specific cut-off. Usually this distance is long enough to describe
interactions between an atom and its second or third neighbour atoms. The
long-range potential which describes the interactions for distances larger than
the cut-off for all systems is the Coulomb potential.
4.1.2 MD features and methodology
In this section I describe the methodology I implement to perform MD
simulations. The same methodology applies for all the simulations I describe
in this thesis, not only in this chapter but also in chapter 6. Depending
on the simulated system, I adapt the method and the parameters in order
to describe accurately the system. Unless I state a different procedure, the
following method and techniques were implemented.
To prepare the materials in order to perform simulations in various struc-
tural phases I expanded the unit cell of each material symmetrically towards
all directions, following the periodicity of the system and by using periodic
boundary conditions (PBC) in order to create a large enough bulk system.
With PBC someone can study the bulk properties of a material since PBC
67
4.1 Molecular Dynamics simulations
eliminate the surface and the surface effects, and the system is treated as
infinite system. Using periodic boundary conditions implies that particles
are enclosed in a box, which is imaginarily replicated to infinity by rigid
translation in all the three Cartesian directions, completely filling the space.
When a particle enters or leaves the simulation box, an image particle leaves
or enters this box, such that the number of particles from the simulation
region is always conserved. With the use of a potential with finite range
(short-range or long-range potential) and the use of modern MD simulations
code, possible double calculation of pair interactions is avoided.
The software I used to perform classical MD simulations is the DLPOLY
software [85] which implements various well known techniques. For efficient
use of the long-range potential in charged systems I used the Ewald sum-
mation [86]. For bulk systems a straightforward approach to calculate the
long-range potential energy is the direct sum. The direct sum, although is a
very simple method to implement is excessively computationally demanding.
The Ewald sum is a faster method to compute electrostatic quantities such
as energies or forces and this is because it handles differently the distances
between atoms. This method allows the user to define the level of accuracy,
which for my simulations is always set at 1e-5, which is considered to be
highly accurate. Higher accuracy demands much more computationally in-
tense calculations disproportional to the accuracy of the results, making the
Ewald summation method equally demanding as the direct sum method. The
Ewald summation is still considered by many the best method for computing
long-range electrostatic interactions in periodic systems [87,88].
After creating the structure, the system needs to be treated accordingly
in order to relax and reach its equilibrium properties and represent more re-
alistically the material. In MD simulations there are various ensembles that
can be implemented during a simulation. Equilibration of a system can be
achieved by simulating the system under constant pressure and temperature
in order to allow the atoms in the system to move and self-arrange in the
configuration. In my simulations I performed equilibration by using the NPT
Berendsen algorithm, where NPT defines an ensemble under constant pres-
sure and temperature while the energy and the volume are allowed to change.
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The Berendsen thermostat [89] is an algorithm to re-scale the velocities of
atoms in order to control the simulation temperature. The thermostat and
barostat relaxation times are user adjustable and in my case I used 1.0 ps
for both of them. Moreover I also used the NPT Hoover thermostat and
barostat which I also used in my simulations is a canonical ensemble that
uses the Nose´-Hoover algorithm [90,91].
According to Gibbs [92], a microcanonical ensemble is the statistical en-
semble that is used to represent the possible states of a mechanical system
which has an exactly specified total energy. The system is assumed to be iso-
lated in the sense that the system cannot exchange energy or particles with
its environment, so that by conservation of energy, the energy of the system
remains exactly known as time goes on. In the same sense, a canonical en-
semble is the statistical ensemble that is used to represent the possible states
of a mechanical system which is in thermal equilibrium with a heat bath [92].
The system is said to be closed in the sense that the system can exchange
energy with a heat bath, so that various possible states of the system can
differ in total energy.
The most common approach to study the motion of the atoms in a system
and calculate various properties, as I do for CV in Chapter 6, is the micro-
canonical NVE ensemble. The NVE is defined as an ensemble in which the
volume and the energy of the system are constant and the temperature and
the pressure are allowed to change. In my simulations I tested both NPT
Berendsen and NVE with NPT Hoover and NVE Hoover respectively, with-
out noticing any significant difference in the calculated macroscopic system
properties.
By default the DLPOLY software integration algorithms are based on
the Velocity Verlet scheme [93]. The Verlet algorithm [94] is a very simple
algorithm that gives good long simulation time accuracy at the cost of a quite
poor short simulation time accuracy by using other algorithms, something
that leads to shorter allowed time steps. Moreover, the memory usage of this
integrator is as small as possible. The positions r for the next time step are
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generated by
r(t+ δt) = 2r(t)− r(t− δt) + f(t)
m
δt2 (4.8)
where f is the force, m the mass of the atom and t is the time step. The
velocities are obtained by the equation
v(t+ δt) =
r(t+ δt)− r(t− δt)
2δt
(4.9)
The Velocity Verlet is a Verlet-like integrator that gives the same trajectories
but also gives the velocities in a more straightforward way. The positions
and velocities are given from the equations
r(t+ δt) = r(t)− v(t)δt+ f(t)
2m
δt2 (4.10)
v(t+ δt) = v(t) +
f(t+ δt) + f(t)
2m
δt (4.11)
With this method the velocity needs to be calculated in two steps, first for the
current forces f(t) and then for the new forces f(t+ δt) which are calculated
from the new positions r(t+ δt).
All the systems I simulated were equilibrated for 15 ps, something that is
translated to 15,000 steps of 1 fs constant time-step of atomic jumps. I veri-
fied that this time is long enough in order the system to reach its equilibrium
phase by analysing the system properties. The equilibration temperature
was set at 300 K and the pressure at 1 atm, at which the simulated materials
are in solid phase, by using the NPT Berendsen algorithm. For simulations
with argon the initial equilibration temperature was at 10 K, since at 300 K
the system is already transformed to gas. The lower cut-off parameter for
long-range potential and the higher cut-off parameter for short-range poten-
tial calculations usually lie at a distance around the third neighbour distance.
A longer distance will result to higher computational cost without providing
any significant difference in the results, while shorter distance will decrease
the computational cost but it will decrease the accuracy of the results.
After the equilibration, in order to prepare the structure in the solid
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or liquid phase, depending on the material I set the temperature higher or
lower for simulation time of 15 ps and under NVE ensemble. To prepare
the system in the amorphous phase, after the initial melting, the system was
cooled down rapidly. In order to be able to compare the simulations of the
crystalline and the amorphous phase, the simulation temperature for both
phases was set at 10 K. After the structure preparation and the necessary
validation of my simulations I performed inelastic neutron simulations, as I
describe in the following section, in order to study the collective excitation
spectra for various materials.
4.2 INS simulations
The inelastic neutron scattering simulations were performed with the
GULP software [95] and the phonon frequencies were calculated for each
atom in the system over a wide Q range. A special module of GULP [96]
was used to calculate the phonon dispersion curves for both crystalline and
powder samples. GULP calculates the phonon density of states at a grid of
points across the Brillouin zone by using the well known integration scheme
developed by Monkhorst and Pack [97]. To calculate the phonon frequencies
of a system, the starting point is the force constant matrix, given by the
second derivative of the energy with respect to the atomic displacements in
space. The forces were extracted from the MD simulations for each system
in the solid, amorphous or liquid state.
Whilst the different phonon modes for single crystals are possible to be
identified, the phonon modes from powder samples are considered to be very
difficult or impossible unless during the refinement procedure there is a good
starting model [98,99]. The critical factor for phonon density of states plots,
apart from the resolution of the integration grid, is the system size. The
continuous density of states curve has to be approximated by a series of
finite regions of frequencies or boxes. Each phonon mode at each point in k
space is assigned to the box whose frequency region falls into. The smaller
the box size the better the resolution of the plot. However, more points are
needed to maintain a smooth variation of number density.
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4.2.1 Results
The two main materials I used in order to study the collective excitation
spectra for the solid and amorphous phase are iron and argon. The system
size was 1 Fe atom in bcc formation periodically repeated along all directions
and 432 Fe atoms in amorphous phase. The phonon frequencies of the powder
and the crystal were calculated for an already equilibrated system under
constant volume conditions at very low temperature. The calculation for the
crystalline phase was done over 100,000 different random k points and for
the amorphous phase over 40,000 different random k points. For the crystal
structure the orientation is known so there is no need for large statistical
sample as there is in the amorphous and liquid structure. That makes the
INS simulations of crystal structures less computationally demanding and
much faster.
The interatomic potential I used to describe the atomic motion of iron
is the extended Finnis−Sinclair model. The potential parameters for Fe
and its elastic constants were found in the original extended Finnis−Sinclair
potential publication [84]. The elastic constants for iron are very close to
experimental ones and were used in the calculation of phonon frequencies in
order to obtain more accurate results.
Similarly for argon, the system size was of 1 Ar atom in fcc formation
periodically repeated along all directions for the crystalline phase and 256 Ar
atoms in the amorphous phase. Again the phonon frequencies of the powder
and the crystal were calculated for an already equilibrated system under
constant volume conditions at very low temperature over 100,000 different
random k points and for the amorphous phase over 10,000 different random
k points. The interatomic potential used to describe the atomic motion of
argon is the Lennard-Jones model and the potential parameters found in [20]
and the experimental elastic constants were found in [100].
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Figure 15: Fe bcc. Upper left: Collective excitation spectrum from INS
simulations presenting the phonon frequencies over larger scattering vector
regime. The colour map represents the intensity of scattered neutrons at
every Q and ω. Bottom left: Collective excitation spectrum from INS sim-
ulations with intensity multiplied by E2/Q2. Upper right: DHO fit of col-
lective excitation spectrum from INS simulations with intensity multiplied
by E2/Q2 at the low and intermediate Q regime. Bottom right: Damping
factor of the DHO fit.
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Figure 16: Fe amorphous. Description as caption in figure 15
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Figure 17: Ar fcc. Description as caption in figure 15
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Figure 18: Ar amorphous. Description as caption in figure 15
The presented results follow the same sequence and similar analysis proce-
dure followed in section 3.2 for the experimental INS results. In INS simula-
tions the results come as 2-dimensional matrices of projections of the energy
in the reciprocal space as function of momentum, S(Q, ω), and there is no
need for background subtraction. In figure 15 I present results for crystalline
74
4.2 INS simulations
iron, in figure 16 results for amorphous iron, in figure 17 results for crystalline
argon and in figure 18 results for amorphous argon.
For all the previous figures, the upper left plot shows results of collec-
tive excitation spectra over a wide scattering vector range in a colour-scale
map, as they were taken from INS simulations. The warmer colours repre-
sent higher intensity, which means more scattered neutrons for the specific
combination of Q and ω, while the cold colours represent lower intensity. In
contrast with results from INS experiments in section 3.2, only the positive
energies were calculated and the energy loss part is waived as well as the elas-
tic line at frequencies with zero value along the whole Q range. In the bottom
left plot is the collective excitation spectra from INS simulations, with in-
tensity S(Q, ω) multiplied by the E2/Q2 factor. This is done to visualise
better and obtain more intense results at the low Q region in order to study
better the phonon−roton regime. The upper right plot shows the phonon
frequencies from INS simulations, with the intensity S(Q, ω) multiplied by
the E2/Q2 factor, fitted with the DHO model at the low and intermediate Q
regime, as I describe in section 3.2 and the equation 3.2. This equation in-
volves the incident energy, the phonon energy and the damping factor which
defines the damping of the fitted curve. The lower right plot shows the be-
haviour of the damping factor of the DHO fitting for the phonon frequencies
at the low Q regime.
In INS simulations of crystalline iron, the system is treated as single
crystal material. In single crystal materials the sample has specific orien-
tation and it is easy to analyse the phonon dispersion curves and get clear
results for each longitudinal and transverse wave along various directions.
The phonon dispersion curves for Fe bcc from simulations are presented in
figure 19. I used the GULP software to calculate the phonon frequencies for
over 50 different k points along different planes, in order to plot accurately
the dispersion curves. With Greek letters are denoted the intersection points,
which are special k points that define the direction. Γ is the [0 0 0] point, H
is the [1 0 0] point and N is the [1 1 0] point.
We can see that along the [0 0 ξ] direction from Γ to H there are two
dispersion curves, one longitudinal and one transverse, with the longitudinal
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Figure 19: Phonon dispersion curves of Fe bcc system along various direc-
tions from INS simulations.
curve to be the one with slightly higher phonon energy over all points of
the wave vector. Then is the (ξ ξ ξ) plane where the longitudinal dispersion
curve initially creates a minimum and then it reaches energies higher than the
transverse dispersion curve. As I discussed in section 3.3 and I will explain
better in section 5.1 the two transverse acoustic modes have very identical
frequencies and they are degenerate. As a result we can observe only one
curve that describes both transverse acoustic modes. Finally, along the (0
ξ ξ) plane we can see two transverse dispersion curves and one longitudinal
with higher energy than the two transverse curves. For the amorphous sample
it is not possible to have a similar plot since the dispersion curves are not
separated and a possible try for distinction would possibly lead to wrong
results.
4.2.2 Summary and discussion
In INS simulations the intensity of the data depends on the number of
k points in a similar way as experiments depend on the scattering time.
Moreover in simulations there are no noise data and the results are clear,
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even when the number of k points is small we can see results with better
resolution than those from the INS experiments and better defined phonon
dispersion curves. This can be seen especially in figures 15 and 17 where
the crystalline samples are represented. For the amorphous phase we can
see that the dispersion curves are not well defined but they are presented as
an average of all dispersion curves. Still, high intensity simulations define
clearly the characteristic areas of the dispersion curves, such as the initial
linear increase at the low Q range and the phonon−roton regime after the
first peak.
The DHO fit of the collective excitation spectra with intensity multiplied
by the E2/Q2 factor for both iron and argon give a well defined curve and
exhibit clearly the photon-roton regime. Although for the amorphous sam-
ples the curves are smoother because of the averaging of all dispersion curves,
the phonon−roton frequencies can be found at the same value of scattering
vector as in crystalline samples. As we can see, the DHO fittings for the
crystalline materials are not as smooth as those of the amorphous phase,
something that can be attributed to the well defined dispersion curves that
affect the fitting procedure. As I described in the previous chapter, the INS
spectra for the liquid and amorphous phases provide an average over all dis-
persion curves and as a consequence the fitted data produce a smooth curve.
Regardless of how smooth the curve is, the fitting is very accurate, something
that is evaluated in figure 20 which I will analyse in the next paragraph.
The damping factor follows the same behaviour as in experiments in sec-
tion 3.3. Γ has a Q dependance and it increases rapidly at higher Q values.
For the INS simulations Γ exhibits much lower values with respect of the fre-
quency than Γ calculated from the INS experiments. This verifies that the
DHO fitting for results from INS simulations produces higher quality fitting
than that of INS experiments. For simulations I do not discuss temperature
dependance of Γ, since the simulations of the crystalline and the amorphous
phase were performed at the same temperature.
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Figure 20: Intensity multiplied by E2/Q2 with respect of energy for Fe at
Q = 1.62 A˚
−1
and Q =1.88 A˚
−1
and for Ar at Q = 1.1 A˚
−1
and Q = 2.0
A˚
−1
. With green line and circle are represented the data from simulations
and with blue line is the DHO fit.
In figure 20 I present results of the intensity with respect of phonon fre-
quency for two different scattering vectors for both crystalline and amorphous
phases of iron and argon. With green line and circles are the data from sim-
ulations multiplied by E2/Q2 and with blue line is the fitted DHO curve.
For iron the two chosen points are Q = 1.62 A˚
−1
and Q = 2.88 A˚
−1
and
for argon are Q = 1.10 A˚
−1
and Q = 2.00 A˚
−1
. The first Q point for both
iron and argon is the point where the DHO fit curve has its first maximum
78
4.2 INS simulations
and the second Q point is where the DHO fit curve has its minimum after
the first maximum, where the phonon−roton regime is. For all eight plots of
figure 20 we can see that the DHO fit represents very well the initial data.
This verifies that the DHO fitted curves exhibit the phonon−roton minimum
for both crystalline and amorphous phase and the minimum is at the same
or very close Q point for the two phases, creating a connection between the
crystalline, amorphous and liquid phase.
Further discussion about the phonon−roton minimum arises from fig-
ure 19. The dispersion curves of crystalline iron were drawn from results
straight from simulations of phonon frequencies for various directions. The
phonon−roton minimum is obvious along the [ξ ξ ξ] direction over the lon-
gitudinal dispersion mode. This is also verified from previous calculations
of crystalline’s iron phonon dispersion curves in literature, from INS experi-
ments fitted with the Born-von Karman model [61,70], IXS experiments fitted
with the Born-von Karman model [71,72] and simulations [73,74]. These re-
sults from literature verify the validity of my simulations since results for
crystalline iron are not only qualitatively correct but also quantitatively ac-
curate. This makes my simulations a good alternative tool to experiments
to perform INS, getting at the same time higher intensity results about in-
dividual atoms, their motion and their structure.
To conclude for this section, I presented results from INS simulations for
iron and argon for the crystalline and amorphous state. The amorphous state
was used to describe the liquid state over the crystalline. Results for both
iron and argon include collective excitations spectra from INS simulations,
collective excitations spectra from INS simulations with intensity multiplied
by the factor E2/Q2 in order to present frequencies at the low Q regime
more intense and be able to study the phonon−roton minima. Moreover
DHO fits of the collective excitations spectra from INS simulations with in-
tensity multiplied by the factor E2/Q2 at the low Q regime, the damping
factor, evaluation plots comparing the DHO fits with the initial data from
simulations and for Fe bcc the phonon dispersion curves along various direc-
tions are included.
The results are in good agreement between the crystalline and amorphous
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phases for various materials, including the calculation of the phonon−roton
minimum at the same Q value. For the INS simulations the atomic struc-
ture used for describing the amorphous phase is identical with that of the
liquid phase. As a consequence similar results can be extracted and direct
comparison with the crystalline phase can be made. The existence of the
phonon−roton minimum is verified for crystals as well as in the correspond-
ing liquids, not only for specific materials but for a broad range of them.
In next chapter I present a theoretical explanation of this phenomenon
and I discuss more about the origin of this minimum and how is related
to specific systems. In the next paragraphs I present results verifying the
connection between materials of different structures phases and explain their
similarities. In the next section I present details from computational calcula-
tions for various materials, including Fe and Ar, about their local structure
and population in order to discuss in depth the similarities of crystals and
liquids.
4.3 Local structure analysis
In the previous section I discussed the connection between the crystalline
state and the amorphous state regarding the similarity of their phonon−roton
minima. I also concluded that the collective excitation spectra of the amor-
phous state is the same or at least very similar with the spectra of the liquid
phase of the corresponding material. As I described in chapter 2, the connec-
tion between the amorphous and liquid state of the same material is based
on the similarity in the structure, which for both is characterised by absence
of long range order.
In this section I study the local structure of the crystalline, amorphous
and liquid state of various materials and I describe how liquids keep similar
local structure to the corresponding solid. This provides the relationship be-
tween the structure of the three phases and it gives a better understanding to
what extend the connection of dynamics depends on the structure. Further-
more this comparison extends and justifies the model I propose in chapter 5
about the phonon−roton minimum of crystals to liquid systems.
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Studying the local structure includes the study of both structural forma-
tion and the number of atoms in this formation. To get detailed results I
performed classical MD simulations for various materials, studying the crys-
talline, amorphous and liquid structure. From MD simulations I will be able
to study the short-range order and the local population in details. The ma-
terials I used for my calculations are argon, iron, potassium, molybdenum,
tantalum and tungsten. As I already discussed, these materials (apart from
argon) have similar crystalline structure and moreover exhibit clearly the
phonon−roton minimum. Argon is being used as a comparison in order to
verify that the procedure and the results are not structure dependent.
Every structure was prepared by using similar method as the one de-
scribed earlier in section 4.1.2, starting with system equilibration under con-
stant pressure and temperature conditions and then performing simulations
under constant volume and energy conditions. For all materials the equili-
bration was performed at temperature at which each material is solid. Then I
simulated the three different phases. For iron, apart from the standard equi-
libration method, another equilibration procedure was performed at higher
temperature, at 4,000 K, where iron is melted. Then I simulated again the
amorphous and liquid phase in order to understand how the equilibration
method affects the structure.
The population and angle of bonds analysis do not require the simulation
of large systems as in calculations of thermodynamical properties where the
size of the system affects the results. The system size for all materials apart
from argon is 432 atoms and for argon 256 atoms. All of the materials apart
from argon form bcc crystalline structure while argon forms fcc crystalline
structure. The interatomic potential for argon is the Lennard−Jones poten-
tial and the potential parameters found in [20]. The interatomic potential for
iron, molybdenum, tantalum and tungsten is the extended Finnis−Sinclair
potnetial and the potential parameters found in [84]. The interatomic poten-
tial for potassium is the Morse potential and the potential parameters found
in [101].
The results for population analysis were extracted straight from the MD
simulations with the DLPOLY software, while for the bond and angle analysis
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special software was used. For all the simulations I performed, the results
from population and bond analysis refer to the short-range distance. This is
the same distance as that of the effective cut-off parameter of the interatomic
potential, which usually lies between the second and third neighbour atom
or further. Hence all the results extracted in this chapter are related to
the local structure and the short-range order of the materials at the three
different phases. Results for the long range order are not of interest in this
chapter and might be very different from the results of the short-range order.
4.3.1 Population analysis
The population analysis includes results from pair distribution function
(PDF) and the calculation of the nearest neighbour atoms (NNA). In section
2.1.1 I defined the PDF and explained its equation (equation 2.2). The NNA
is defined as the definite integral of the equation 2.2 for a specific area, from
r1 to r2.
nAB(r) =
∫ r2
r1
4pir2ρBgAB(r)dr (4.12)
where for two atom types A and B, n is the number of atoms of type B that
can be found in a distance of radius r, ρB is the density of atoms B or the
number of atoms per unit volume and g(r) is the PDF. It is known that
for bcc crystals the number of first neighbour atoms is 8 and the number of
second neighbour atoms is 6, in total 14 atoms for the first two neighbour
atoms. For fcc materials the number of first neighbour atoms is 12 and the
number of second neighbour atoms is 6, in total 18 atoms for the first two
neighbour atoms. For well defined structures, after MD simulations these
numbers should be able to be reproduced accurately.
Results from PDF analysis for the crystalline phase should always exhibit
sharp and well defined peaks. Every peak shows the number of neighbour
atoms and the distance between them. The probability of finding a number of
atoms at a distance is defined by the height of the peak and is a system related
property. The distance between the peaks is defined as the distance between
neighbour atoms and each peak and is characteristic for each material. The
width of each peak shows the possible distances that each neighbour atom
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can be found and it allows us to understand how the atoms in the system
are aligned and how much freedom have to vibrate around a position.
In figure 21 I present results for iron. In the upper left plot I present
results for the PDF for the three structural phases combined. As I men-
tioned earlier for iron I performed two different equilibration methods at two
different temperatures. The amorphous and liquid phase that were initially
equilibrated at 4,000 K are stated in the plot as amorphous ”(liq. equil.)”
and liquid ”(liq. equil.)”.
We can see that as it is predicted by the theory, for crystals the peaks are
sharp and narrow which means that the structure is well defined and follows
a pattern over the system. For the amorphous and liquid phase the peaks are
not sharp and much lower than the crystalline peaks. The curves are very
broad and they never go to zero as it happens with the crystalline curve.
That means that there is not clear distinction between the nearest atoms,
even though they exhibit peaks that show the higher possibilities to find the
nearest neighbour atoms. The curve for the liquid phase is even lower than
the one in the amorphous phase and the peaks even broader.
I should mention that the peaks for the crystalline, amorphous and liq-
uid phase can be found around the same distance for the first peak. The
amorphous and liquid state exhibit very broad peaks which cover more than
one crystalline peaks, which means that include more than the first nearest
neighbours. Nevertheless, we can observe that the amorphous and liquid
phases follow a pattern similar to this of crystalline’s phase. Moreover, we
can observe that the equilibration temperature does not affect the results
and the system keeps its properties even if the system is treated initially
only with insignificant differences.
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Figure 21: Population analysis for a system of 432 atoms of Fe. An equi-
libration of the system was performed at 10 K where the system is in solid
phase and a different equilibration of the system was performed at 4,000 K
were the system is in liquid phase. Results from the equilibration at higher
temperature are noted as ”(liq. equil.)”. The upper left plot shows the pair
distribution function (PDF) for the solid, amorphous and liquid phase for
both different equilibrations. The PDF and the nearest neighbour atoms
(NNA) are presented for the crystalline phase in the upper right plot, for
the amorphous phase in the middle left plot, for the amorphous phase equili-
brated at higher temperature in the middle right plot, for the liquid phase in
the lower left plot and for the liquid phase equilibrated at higher temperature
in the lower right plot. In plots where the NNA curve is present, the results
for the PDF are multiplied by a factor of 2, 10 and 20 for the bcc, amorphous
and liquid phase respectively.
The rest of the plots in figure 21 compare the PDF analysis with the NNA
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analysis for the various structural phases. The data presented in the upper
right plot are for the crystalline phase, in the middle left plot are for the
amorphous phase for a system initially equilibrated at 300 K, in the middle
right plot are for the amorphous phase for a system initially equilibrated at
4,000 K, in the lower left plot are for the liquid phase for a system initially
equilibrated at 300 K and in the lower right plot are for the liquid phase for
a system initially equilibrated at 4,000 K. In these plots the results presented
for the PDF are multiplied by a factor of 2 for the crystalline phase, by a
factor of 10 for the amorphous phase and by a factor of 20 for the liquid
phase. This was done in order to visually compare easier the PDF with the
NNA curve.
The upper right plot in figure 21 represents the bcc phase and the curve
that describes the number of NNA has a steep increase at distances that the
PDF exhibits peaks, while for the rest distances the NNA curve exhibits a
plateau, showing that the number of nearest neighbour atoms is stable at
these plateaus. Quantitatively the NNA curve shows that the material has
bcc structure because the first plateau is at 8 atoms and the second at 14
atoms, following the theory for the case of bcc materials. The middle left
and middle right plots in figure 21 present the PDF and the NNA curves for
the amorphous phase. The NNA curve exhibits smoother transitions than
the one for the crystalline phase without having steep increases and straight
plateau. For distances around the first PDF peak, we can see a rapid increase
of the number of nearest neighbour atoms and after that a much smaller
increase, till the distances around the second PDF peak where there is again
a rapid increase. This pattern is similar to the one of the crystalline’s phase.
Moreover, the NNA curve for the amorphous phase initially equilibrated as
solid and the NNA curve for the amorphous phase initially equilibrated as
liquid do not show any difference, verifying that the initial equilibration does
not affect the properties of the system.
Similarly with the amorphous phase, the liquid phase in the lower left
and lower right plots in figure 21 exhibit a very smooth curve related to
crystalline phase. The NNA curve shows an almost linear increase, with
minor distinctions in the change of the angle of the curve. Moreover, as it
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was shown for the amorphous phase, the equilibration does not affect the
results for the liquid structure. It is worth noticing that for all three phases
the final population of the system at around 6 A˚ has the same value.
Another way to study if and how simulations at various temperatures
affect the structure and if the system keeps a memory of its motion, is by
studying the velocity correlation function (VCF) (also known as velocity
autocorrelation function) of iron from simulations at various temperatures.
The VCF is a time dependent correlation function and is important because
it reveals information of the dynamical processes operating in a system and
it describes the correlation of an atom’s velocity with time. For a system of
N atoms the VCF is defined as
G(t) = 〈vi(t0) · vi(t0 + t)〉 = 1
N
N∑
i
1
tmax
tmax∑
t0=1
vi(t0) · vi(t0 + t) (4.13)
where vi is the velocity of an atom i, t0 is the initial step of the simulation,
t is a future step and tmax is the final step.
According to Newton’s law of motion, if an atom does not interact with
the other atoms in the system then this atom will retain its velocity for
all time. That would mean that the VCF would be maximum at all time,
since the atom’s velocity will not loose its correlation with the initial ve-
locity. In high density systems, such as solids and liquids, there are strong
interactions between the atoms. In these systems, the atoms by nature tend
to be allocated in the most energetically stable state. At the stable state
there is a balance between repulsive and attractive forces. In solids these
locations are extremely stable and the atoms cannot escape easily from their
positions. Their motion is described by an oscillation because the atoms vi-
brate towards the repulsive forces or towards the attractive forces, reversing
their velocity at the end of each oscillation. The oscillations will not be of
equal magnitude but will decay in time because there are remaining pertur-
bative forces acting on the atoms disrupting a perfect oscillation and result
in a damped harmonic oscillation. I should mention that the decay of the
correlation function reflects the decay in the correlations in atomic motion
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Figure 22: Velocity correlation function (VCF) for Fe. The left plot presents
the VCF for simulations at increasing temperatures, for system initially equi-
librated at 10 K (solid). The right plot presents the VCF for simulations at
decreasing temperatures, for system initially equilibrated at 4,000 K (liquid)
.
along the trajectories of the atoms and not the decay in the amplitude of the
velocity of the atoms.
In figure 22 I present the VCF for iron from simulations at various tem-
peratures. As I described earlier the system of iron was equilibrated at two
different temperatures, at 300 K and at 4,000 K, in order to describe an equi-
libration in solid phase and one equilibration in liquid phase. The results for
the VCF for iron are for a system of 2,000 atoms, system bigger than the one
used for the calculations of the population, which provides larger statistical
sample and more precise results. In the left plot in figure 22 I present results
for iron with initial equilibration at 300 K at various increasing temperatures
in a range of 10 K to 3610 K. In this range the system changes from the crys-
talline to liquid phase. In the right plot in figure 22 I present results for iron
with initial equilibration at 4,000 K at various decreasing temperatures in a
range of 3,610 K to 10 K. In this range the system changes from the liquid
phase to amorphous phase.
As we can see for both plots of figure 22 the VCF curves start at a
maximum correlation of 1 at the initial simulation step and then decrease
rapidly till they reach negative values and start oscillating from positive to
negative values and back again behaving like a damped harmonic oscillator.
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Finally the VCF curves tend to go to zero for long simulation time, something
that was expected from theory and it means that any velocity correlation has
been eliminated. From the left plot we can see that the damping is smaller
than the damping in the right plot and the correlation in the velocity lasts
for longer time. For both plots we can see that the correlation in velocity
is higher at temperatures of 2,410 K or lower while at 3,010 K and over the
damping is higher and the VCF curves tend to zero at less time. This is
related to the structural phase of the material that changes at a temperature
between 2,410 K and 3,010 K.
In my simulations, for the specific system of iron and with the specific
interatomic potential the melting point of iron is around 2,800 K. Knowing
that, we can conclude that the liquid phase loses memory of the atomic
motion slightly faster than the solid phase. Also we can see that the VCF
curves of the crystalline phase (left plot from 10 K to 2,410 K) and the VCF
curves of the amorphous phase (right plot from 2,410 K to 10 K) are very
similar. Nevertheless, even for the crystalline or amorphous phase where the
correlation lasts longer, long enough simulations do not affect the structure
since there are no remaining memory effects and any initial attributions are
eliminated.
In figures 23, 24, 25,26 and 27 I present results from population analysis of
argon, potassium, molybdenum, tantalum and tungsten respectively, showing
the PDF and the NNA curves for the crystalline, amorphous and liquid phase.
In these figures we can see similar results with those of figure 21, hence we
can make similar conclusions. It is interesting to mention that the crystalline
phase for K and Mo does not express results similar to these expected from
theory. The PDF peaks for the crystalline phase are not sharp or narrow and
they do not exhibit a zero value for distances between the first and second
nearest neighbour atoms. Hence, I do not expect the other two phases to be
described accurately.
This can be seen as well in the NNA curve of the bcc phase for these
two materials, where the curve looks smoother and the area of rapid increase
and the straight plateau is not well separated, as it is for argon, tantalum
and tungsten. This is something that is attributed to the interatomic poten-
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tial parameters that are not fitted to describe a system like this, relatively
small and without surface. Nevertheless, even if these two systems are not
described accurately the results are consistent for all three phases which is
the main point of this study.
It is worth mentioning that the experimental melting temperature for Mo
is at 2,896 K while the melting of the system in simulations was achieved
for temperature over 14,000 K. During MD simulations, system’s physical
properties are expected to diverge from the experimental values and usually
the smaller the system the higher the diversion. Still, this high difference as
molybdenum’s melting temperature was not observed in the simulations of
the other materials.
To summarise, I performed MD simulations and examined the local pop-
ulation of various small systems in order to understand the similarities of the
crystalline, amorphous and liquid phase. Results include pair distribution
function analysis and the nearest neighbour atom analysis at short-range
distances for all materials for all three phases. For the case of iron, the
system was examined thoroughly to see if simulation parameters affect the
results. I verified that the equilibration temperature and the simulation time
do not affect the system and that the simulated system behaves very similarly
for all three phases, exhibiting similar behaviour for the velocity correlation.
The PDF curves of the amorphous and liquid phase show similar behaviour
and both phases follow the behaviour of the PDF curve of the corresponding
crystal but for broader range. Still, for short-range distances a system holds
the same total number of neighbour atoms in all three phases, making clear
that the local population for the crystalline, amorphous and liquid phase is
the same and the three phases are strongly related.
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Figure 23: Population analysis for a system of 256 atoms of Ar. The
upper left plot shows the pair distribution function (PDF) for the solid,
amorphous and liquid phase. The PDF and the nearest neighbour atoms
(NNA) curves are presented for the crystalline phase in the upper right plot,
for the amorphous phase in the lower left plot and for the liquid phase in the
lower right plot. In plots where the NNA curve is present, the results for the
PDF are multiplied by a factor of 2, 10 and 20 for the bcc, amorphous and
liquid phase respectively.
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Figure 24: Population analysis for a system of 432 atoms of K. Description
as caption in figure 23.
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Figure 25: Population analysis for a system of 432 atoms of Mo. Description
as caption in figure 23.
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Figure 26: Population analysis for a system of 432 atoms of Ta. Description
as caption in figure 23.
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Figure 27: Population analysis for a system of 432 atoms of W. Description
as caption in figure 23.
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4.3.2 Angle analysis
The population analysis gives a good estimation of how crystals, amor-
phous and liquid structures of the same material keep the same number of
atoms in short-range distances. To investigate further I analysed the local
structure to understand if the short-range structure remains the same for the
three phases. If the crystal structure is known for a material it is easy to
calculate the angle between two bonds of an atom along the various direc-
tions for a 3-dimensional system. The angles for a crystalline material are
characteristic and they are being repeated since there is periodicity in the
system. From the population analysis it is clear that the local population is
very similar for the three phases, so if the bonds between atoms along various
directions for all phases form the same angle then we can conclude that in
short-range distances a material has very similar local structure for the three
phases.
For the seven systems I discussed in the previous section I used the
data2config software, provided by Prof Martin Dove, to calculate the angles
between two pairs of atoms of specific distance. The cut-off for this distance
was estimated from the PDF for the crystalline phase and it corresponds to
the first neighbour atoms distance. The same cut-off was used to calculate
the angle between the two pairs of atoms in the amorphous and liquid phase
for the same material. That means that the calculated angle is between an
atom and its two closest atoms. For bcc materials an atom in the unit cell
has 8 neighbour atoms. Taking as a starting point any of these 8 neighbour
atoms, the middle atom will form 3 characteristic angles between the initial
atom, itself and the rest 7 neighbour atoms. The angles are 70.53◦, 109.47◦
and 180.00◦. Similarly for a fcc system, any atom has 12 nearest neighbour
atoms. The angles that the initial atom with its closest neighbour atom and
the rest first nearest atoms are 60.00◦, 90.00◦, 120.00◦ and 180.00◦.
The previous values are for ideal crystals. After MD simulations, where
the atoms are allowed to move for long time, the angles between atoms in
crystals are expected to be similar to the theoretical angles but usually they
are not exactly the same. That means that even for the crystalline phase the
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expected angles will have some degree of freedom and they will vary close to
the theoretical value. This degree of freedom will be higher for amorphous
materials and liquids since the atoms have higher degree of freedom in their
motion.
In figures 28, 29, 30, 31, 32 and 33 I present histograms of the characteris-
tic angles between two bonds of nearest atoms and the value of the cosine of
these angles for iron, argon, potassium, molybdenum, tantalum and tungsten
respectively. The left histograms in all figures show the angle that the pairs
of bonds in the system form and how many pairs of bonds being formed for
every angle. The two pairs of bonds include one atom and its two nearest
neighbour atoms and the calculation was done for the whole system and all
possible bonds. All the angles in the system are calculated for a range from
0◦ to 180◦.
All the right histograms in all figures show the same results as the left
histograms but the horizontal axis presents the cosine of the angle in range
from −1 to 1. For my studies the cosine of an angle gives a better repre-
sentation of the characteristic angles between atoms. As I explained, due to
atomic vibration during MD simulations the atoms are displaced from their
equilibrium position. As a result the angle between atoms are very close to
the angles predicted from theory but not the same. The calculation of the
cosine of the angles summarises all the similar angles and provides results
for small groups of angles and gives a better understanding about the main
angle that the atoms move around.
The figure 28 shows results for a system of 432 iron atoms. The first row
of histograms presents the angle and the number of pairs of bonds that form
this angle for the crystalline phase. The second row of histograms presents
the amorphous phase for iron initially equilibrated in solid state, the third
row presents the amorphous phase for iron initially equilibrated in liquid
state, the forth row presents the liquid phase for iron initially equilibrated
in solid state and the fifth row presents the liquid phase for iron initially
equilibrated in liquid state.
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Figure 28: Characteristic angles between pairs of nearest Fe atoms in a
system. The left histograms present the angles between pairs of bonds form
in the system and the right histograms present the value of the cosine of
these angles. The first row of histograms presents results for the crystalline
phase, the second row presents results for the amorphous phase, the third
row presents results for the amorphous phase for iron initially equilibrated as
liquid, the fourth row presents results for the liquid phase and the fifth row
presents results for the liquid phase for iron initially equilibrated as liquid.
We can see that for the crystalline phase the results exhibit very sharp
peaks and they exhibit only three different angles, similar to the ones pre-
dicted from theory for bcc materials. For the amorphous phase we can see
that the results show many different angles. We can see two main broad peaks
of which the majority of bonds form angles that are similar to the angles of
the crystalline phase. The importance of the calculation of the cosine of the
angle can be seen in the amorphous phase where angles of 180◦ are not obvi-
ous because of the broader range of angles. By calculating the cosine of the
angle we can see that there are three peaks formed for values similar to the
crystalline phase and the results are comparable. For the amorphous phase
initially equilibrated as liquid we can see very similar results but perhaps the
peaks are slightly less broad. Still the characteristic angles are very similar
to the amorphous phase initially equilibrated as solid and to the crystalline
phase.
The liquid phase shows results of much broader angles than in the amor-
phous phase. For angles between 0◦ and 180◦ we can see two main peaks and
even after calculating the cosine of the angles there are no well defined peaks
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apart from one. Nevertheless we can see that the number of pairs of bonds for
the liquid phase follow a pattern similar to the one for the amorphous phase.
Very similar results we can see for the liquid phase initially equilibrated as
liquid but again as for the amorphous case, the peaks now are slightly less
broad and they form better defined peaks.
Similar is the description for figures 29, 30, 31, 32 and 33 for Ar, K, Mo, Ta
and W respectively for the crystalline, amorphous and liquid phase. The only
difference is that all the systems were equilibrated only in the solid phase, as
described in the previous section. Results for crystalline Argon in figure 29
show all four characteristic angles between bonds of nearest neighbour atoms.
For the amorphous phase, due to the broadening of the angle spectrum the
two angles corresponding to 90◦ and 120◦ are not well separated. For the
liquid phase the peaks corresponding to 90◦ and 120◦ are not obvious and
only one peak closer to 120◦ is obvious. Again, the calculation of the cosine
of the angle helps to exhibit better the angle at 180◦.
In figure 30 I present results for potassium. The crystalline phase exhibits
well defined characteristic angles for bcc materials between pairs of bonds of
the nearest neighbour atoms, although the peaks are broader than expected.
The amorphous phase exhibits even broader peaks but still well defined,
something that is easier to understand from the right-hand side graphs of
the cosine of the angles. It is clear that in the calculation of the angles there
are more than just the nearest neighbour atom bonds included. From the
liquid phase we cannot extract clear results since the angles do not follow a
pattern.
In figure 31 we can see that results for molybdenum are not the expected
ones, notably for the crystalline phase. For a bcc material only three different
angles were expected and not five as can be seen in the histogram. Although
it is not very clear it can be seen as well for the amorphous and the liquid
phase, showing a consistency in this anomalous behaviour. These anomalous
results additionally to the anomalous results from the population analysis of
Mo in the previous section verify the bad quality potential parameters that
do not describe accurately the system.
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Figure 29: Characteristic angles between pairs of nearest Ar atoms in a
system. The left histograms present the angles between pairs of bonds form
in the system and the right histograms present the value of the cosine of these
angles. The upper histograms presents results for the crystalline phase, the
middle histograms presents results for the amorphous phase and the lower
histograms presents results for the liquid phase.
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Figure 30: Characteristic angles between pairs of nearest K atoms in a
system. Description as caption in figure 29.
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Figure 31: Characteristic angles between pairs of nearest Mo atoms in a
system. Description as caption in figure 29.
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Figure 32: Characteristic angles between pairs of nearest Ta atoms in a
system. Description as caption in figure 29.
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Figure 33: Characteristic angles between pairs of nearest W atoms in a
system. Description as caption in figure 29.
In figure 32 tantalum behaves as it is predicted from theory. The crys-
talline phase has well defined angles between pairs of bonds for the nearest
neighbour atoms. The amorphous phase exhibits a broader spectrum of an-
gles but still the three peaks correspond to similar angles as in crystalline
phase. For the liquid phase the angle spectrum is broader and although not
all the peaks are well defined, the number of pairs of bonds tend to follow a
trend similar to that of the amorphous and crystalline phase.
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In figure 33 crystalline tungsten exhibits well defined peaks for the char-
acteristic angles. For the amorphous phase, we can see that there is one extra
peak next to the first peak, something that is not obvious for the liquid phase.
The liquid phase follows similar pattern to that of the amorphous phase, but
without exhibiting the extra peak. This extra peak can be attributed to
extra nearest neighbour atoms in the local structure after melting and re-
solidifying the system that contributes to the extra peak in the histogram
for the amorphous phase.
To summarise, I examined the local structure of various small systems by
analysing the angle between two pairs of nearest neighbour atoms. For all
systems I presented results for the crystalline, amorphous and liquid state
and for the case of iron I also presented results for the amorphous and liquid
state initially equilibrated as liquid. The point of this analysis was not to
quantitatively study the angles between two pairs of bonds but to understand
the similarities in the local packing within the various phases.
The figures 28, 29, 30, 31, 32 and 33 present results for the characteristic
angles and the cosine of these angles in order to reproduce clearly the formed
angles. In these figures we can see similar behaviour for the crystalline,
amorphous and liquid phase for most materials. The initial equilibration in
liquid state might slightly affect positively the results. This is because the
system after melting has less restrictions and the system has more degrees
of freedom to reform. The amorphous and liquid state have more degrees of
freedom, something that we can see from the broad spectra of angles in the
histograms in respect of the crystalline state that the characteristic angles
are well defined.
4.3.3 Summary and discussion
In this section I studied the local structure of various materials in their
crystalline, amorphous and liquid phase. I examined the local population and
the local order in order to make conclusions about the three states and to
understand the behaviour of the local structure and the memory mechanism.
I analysed the local population by calculating the pair distribution function
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and the number of nearest neighbour atoms. Moreover, I analysed the angles
that two pairs of nearest neighbour atoms form in order to understand the
local order.
The materials I used are small systems of iron, argon, potassium, molyb-
denum, tantalum and tungsten. I performed MD simulations in order to
prepare the structure of each material in three different phases. Specifically
for iron I performed two different equilibrations at different temperatures,
one equilibration where the system was solid and another one where the sys-
tem was liquid. After the simulations I analysed all the systems in the same
way and I presented similar figures.
I examined the results from MD simulations for the various systems and I
validated that the followed procedure does not affect the results. This can be
verified from figure 22 where I showed that the memory effects in velocity are
being eliminated after short time of simulation. Moreover, the simulations
with different equilibration temperature exhibit similar results during the
population or structure analysis. The minor differences can be explained
due to different preparation of the structure that for the case of the initial
equilibration as liquid the sample was melted and re-solidified. Despite the
fact, simulations from both different equilibrations show similar qualitative
and quantitative results.
After thoroughly studying the results from all previous figures in this
section we conclude that specific characteristics for each material, such as the
PDF peaks and the characteristic angles for crystals, can be seen clearly in the
crystalline phase. For the amorphous and liquid phase these characteristics
can still be seen but usually less intensively. The results for the amorphous
and liquid states are most of the times very similar and comparable. Moreover
we can see that these materials exhibit similar and comparable results in all
three phases, even for cases as molybdenum where the crystalline phase does
not exhibit a bcc structure as it was expected.
As I proved from MD simulations, the local population and the local order
for a material in the amorphous and liquid phases are coherent and similar
results can be extracted. Moreover, both these phases exhibit characteristics
that can be seen in the crystalline phase. This verifies previous predictions
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that refer to memory mechanisms in the short-range structure and that the
amorphous and liquid phases maintain local order similar, to some extent, to
this of the crystalline phase. This can explain various similarities between the
solid and liquid phases as I mentioned in previous sections where I presented
results from INS experiments and simulations for the solid and liquid phases
and it can justify the comparison between the amorphous and liquid phases.
The previous results prove the connection between the solid and liquid
state at short-range distance but they do not explain where this correlation
originates from. This is something that I will discuss in chapter 5 where
I will explain the origin of the phonon−roton minimum by discussing the
interatomic forces of materials. The results from this chapter will help me
explain the origin of the phonon−roton minimum by using as study system
a crystalline material. Having as a starting point that the local crystalline
and liquid structures are highly connected and exhibit very similar features,
this model can be extended to liquid systems.
4.4 A model for barium
Earlier in this chapter I made a connection of the solid and liquid phases
using as example various materials and I managed to extract similar conclu-
sions for INS experiments and INS simulations. This helps to understand
the universality of the methods and the theory I used which do not depend
on a specific system but they apply to any system and material. Of course
a direct comparison of the same material from experiments and simulations
would be desirable.
One method of direct comparison of INS results from experiments and
from simulations is the mathematical conversion of the model from simula-
tions in order to represent the barium system. As I discuss in section 2.3
about neutron scattering and the equations 2.21, 2.28 and 2.29 where I de-
fine the phonon energy from inelastic neutron scattering, the phonon energy
depends on the neutron mass and on the scattering vector. The scattering
vector depends inversely to the wavelength, |k| = 2pi/λ, which from Bragg’s
law depends on the interatomic distance of every material, λ = 2d sin θ. In
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this way we can get a rough model for the calculation of the dispersion curves
for any material if we know its crystalline order and its interatomic distance
and convert results from neutron scattering experiments or simulations of
other materials.
Following the steps of the previous model I can estimate roughly the
phonon−roton minimum for barium from results from INS simulations of
iron. Iron and barium have the same crystalline structure so there is no need
to make any other conversion apart from converting the scattering vector by
using the lattice constants for these two materials. From the damped har-
monic oscillator fitting of iron in section 4.2 I found that the phonon−roton
minimum is located at around QFe = 2.88 A˚
−1
. By combing Bragg’s law and
the wave vector we can convert the scattering vector Q at every different
angle for barium as
QBa = QFe
λFe
λBa
= QFe
dFe
dBa
(4.14)
Thus, by knowing that the lattice constant for iron is 2.87 A˚ and for barium
is 5.02 A˚ we can calculate the phonon−roton minimum for barium at QBa
= 1.65 A˚
−1
. As we can see this value is very close to the experimental value
for barium at QBa = 1.66 A˚
−1
as it was calculated from the DHO fitting. A
similar method can be used for the calculation of the phonon frequencies of
barium.
This method is good enough method to have good qualitative results
but not quantitative results. The experimental data are low resolution data
and they include much background noise data. The simulation data have
higher resolution and no background noise data but for both experimental
and simulation data the phonon frequencies were extracted from collective
excitation spectra that includes the averaging of all dispersion curves and
they were well fitted to a model. Thus this model can only provide a good
understanding of the area of the phonon−roton minimum but we cannot
expect to have accurate results.
The most accurate method to compare INS simulations and INS exper-
iments and understand the differences and similarities is to compare results
from the same material. Although experiments with barium can be very
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expensive and without high resolution results, the experimental procedure
is simple. The computational INS simulations of barium are not straight-
forward as essential parameters are missing from the literature. A model
interatomic potential for barium does not exist and classical MD and INS
simulations cannot easily be performed.
Although the alkaline earth metals can be considered as simple metals
in regard of the electronic aspect, they are certainly the less studied ele-
ments among the metals not only experimentally but computationally as
well. A search in literature shows that transition metals are the most stud-
ied materials while alkali and alkaline earth metals less. Nowadays there are
many publications studying computationally various metals either by per-
forming ab initio or classical simulations. For barium, the publication list
is restricted and people studied barium computationally only by perform-
ing ab initio simulations but not classical simulations due to the absence of
classical interatomic potential describing barium.
It is interesting that for most of the elements of the periodic table there
are accurate interatomic potentials describing the motion of atoms but no-
body developed a potential for barium. To my knowledge, there is not any
publication dedicated to development of interatomic potential for barium,
but also publications that include the development of interatomic potential
for many similar systems, or groups of materials such as bcc or alkaline earth
metals (e.g. [83, 84, 102–105]), barium is never included. That clearly states
the need for development of an interatomic potential for this simple element.
In the next sections I will explain the method I used to develop an inter-
atomic potential for barium in order to fill the gap in literature and perform
classical MD simulations and INS simulations.
4.4.1 Quantum theory
All the previous simulations refer to classical molecular dynamics simu-
lations and interactions between atoms in a system. Quantum simulations
provide more accurate calculations than classical simulations and they are
suitable for the development of an interatomic potential for use in classical
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simulations. I used the CASTEP software [106] to perform quantum sim-
ulations in order to get detailed information of the atomic positioning, the
interatomic interactions and the system properties, and be able to reproduce
parameters for the extended Finnis−Sinclair type interatomic potential for
barium. The method I used for fitting the parameters is the force-matching
method through the GULP software.
In principle, all information about a system can be obtained by solv-
ing the quantum mechanical wave function. This is obtained by solving
the Schrodinger equation of the complete many-electron system. However
in practice solving such an N-body problem proved to be impossible. For
this reason it is necessary to use the density functional theory (DFT) de-
veloped by Kohn and Sham [107] based on the theory of Hohenberg and
Kohn [108] which in principle is an exact ground state theory. As the name
suggests, the fundamental variational parameter is the electron charge den-
sity rather than the electronic wavefunctions. In this formalism, the N-
electron problem is expressed as N one-electron equations where each elec-
tron interacts with all other electrons via an effective exchange-correlation
potential. These interactions are then calculated by using the local-density
approximation (LDA). Plane wave basis sets and total energy pseudopoten-
tial techniques are then used to solve the Kohn−Sham one electron equa-
tions. The Hellmann−Feynman theorem can then be used to calculate the
forces required to integrate the ionic equations of motion within a molecular
dynamics simulation.
The forces of both electrons and ions are of the same order of magnitude
and consequently their momenta are comparable. However since the ions are
so massive in comparison to the electrons, the kinetic energy of the ions is
much smaller than those of the electrons. This idea forms the basis of the
Born−Oppenheimer approximation. The electrons are assumed to respond
instantaneously to the motion of the ions. For any ionic configuration in the
system, we assume that the electrons are in the instantaneous ground-state
and calculate the total energy of the system. Varying the ionic positions
defines a multi-dimensional ground-state potential energy surface, and the
motion of the ions can then be treated as classical particles moving in this
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potential.
Hohenberg and Kohn [108] proved that the total energy of a system in-
cluding that of the many-body effects of electrons, the exchange and correla-
tion energy, in the presence of static external potential is a unique functional
of the charge density. The minimum value of the total energy functional is
the ground state energy of the system. The electronic charge density which
yields this minimum is then the exact single particle ground state energy. It
was then shown by Kohn and Sham [107] that it is possible to replace the
many electron problem by an exactly equivalent set of self consistent one
electron equations.
In the Kohn−Sham DFT, the intractable many-body problem of inter-
acting electrons in a static external potential is reduced to an easier problem
of non-interacting electrons moving in an effective potential. The effective
potential includes the external potential and the effect of the Coulomb in-
teractions between the electrons, such as the exchange and correlation inter-
actions, something that is difficult to calculate. The simplest approximation
for solving this problem is the LDA, which is based on the exact exchange
and correlation energy for a uniform electron gas. Non-interacting systems
are relatively easy to solve as the wavefunction can be represented as a Slater
determinant of orbitals. A Slater determinant is an expression that describes
the wavefunction of a multi-fermionic system that satisfies anti-symmetry
requirements and consequently the Pauli principle by changing sign upon ex-
change of two electrons (or other fermions). Furthermore, the kinetic energy
functional of such a system is known exactly. The exchange-correlation part
of the total-energy functional remains unknown and must be approximated.
In physics the most widely used approximation is the LDA, where the
functional depends only on the density at the coordinate where the functional
is evaluated. Another approximation is the generalized gradient approxima-
tion (GGA). The GGA is local, as the LDA, but also take into account the
gradient of the density at the same coordinate. It gives very good results for
molecular geometries and ground-state energies reducing LDA approximation
errors by a factor of 5 [109].
The handling of infinite number of interacting electrons moving in the
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static field of an infinite number of ions includes two main difficulties. A
wavefunction has to be calculated for each of the infinite number of electrons
which will extend over the entire space of the solid and the basis set in which
the wavefunction will be expressed will be infinite. As we know the ions
in a perfect crystal follow a periodic arrangement. Therefore the external
potential related to the electrons will also be periodic. With the use of
Bloch’s theorem, it is possible to express the wavefunction of the infinite
crystal in terms of wavefunctions at reciprocal space vectors of a Bravais
lattice. The Bloch’s theorem uses the periodicity of a crystal to reduce the
infinite number of one-electron wavefunctions to be calculated simply by the
number of electrons in the unit cell of the crystal. By using Bloch’s theorem,
the problem of the infinite number of electrons is now mapped onto the
problem of expressing the wavefunction in terms of an infinite number of
reciprocal space vectors within the first Brillouin zone of the periodic cell,
at −k to +k This problem is dealt with by sampling the Brillouin zone at
special sets of k-points.
With the use of Bloch’s theorem a plane wave energy cut-off in the Fourier
expansion of the wavefunction and careful k-point sampling the solution to
the Kohn−Sham equations for infinite crystalline systems is faster. Never-
theless a plane wave basis set is usually very poorly suited to expanding the
electronic wavefunctions because a very large number of k-points is required
to accurately describe the rapidly oscillating wavefunctions of electrons in
the core region.
It is known that most physical properties of solids are dependent on the
valence electrons to a much greater degree than that of the tightly bound
core electrons. It is for this reason that the pseudopotential approximation
is introduced. This approximation provides a simplified solution that uses
this fact to remove the core electrons and the strong nuclear potential and
replace them with a weaker pseudopotential which acts on a set of pseudo
wavefunctions rather than the true valence wavefunctions. In fact, the pseu-
dopotential can be optimised so that in practice it is even weaker than the
frozen core potential [110].
DFT is an accurate method for performing calculations with results that
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can be compared with experimental results. Although there are various ap-
proximations, the DFT MD is often more precise than classical MD, although
the small system size that is being used in DFT MD is an important draw-
back of this method. The DFT calculations start with an initial random
charge density and then solve the equation of the pseudopotential and the
Kohn−Sham equation during various iterations in order to calculate the new
realistic density and then calculate the new forces and energies of the atoms.
As I will explain in the next section I preform DFT calculations in order to
achieve highly accurate results for the calculation of the parameters of the
interatomic potential for barium. I will describe the procedure of obtaining
these parameters and I will discuss the fitting method and the calculated
results.
4.4.2 DFT simulations
To obtain information about the atomic positioning, forces and energies
for barium in order to calculate the parameters for the interatomic potential
I preformed DFT calculations. As I explained earlier DFT calculations pro-
vide accurate results but they are highly computational demanding and only
small systems, of the order of hundreds of atoms, are allowed to be studied.
Especially for the case of DFT MD simulations the need of HPC computing
is needed. For all the ab initio calculations I report in this section I used
the CASTEP software which follows the previously discussed theory of DFT
calculations.
In order to prepare the interatomic potential parameters to describe bar-
ium in both solid and liquid phase I initially used a liquid structure to obtain
the fitting data. A crystalline structure would fail to provide data for ran-
domly allocated atoms as in amorphous and liquid systems, resulting a state-
depended potential. The preparation of the system in the liquid state can
be done in two ways. The straightforward method is to perform a long DFT
MD simulation in order to equilibrate the system and then another DFT
MD simulation to obtain the fitting data. The method I used is to choose a
material with similar structural properties as barium, then perform classical
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MD simulation in order to prepare the molten system and then convert the
results to represent barium.
The first method requires to perform a MD simulation under NPT en-
semble to equilibrate the system and then perform a MD simulation under
NVE conditions in order to melt the system at high temperature. Both sim-
ulations would require many time-steps in order to eliminate any correlation
effects. This method, despite the small system of 128 Ba atoms, requires ex-
ceptionally high computational demand. In the method I used, the material
I chose is bcc iron consisted of 128 atoms. I performed classical MD simu-
lations in order to equilibrate the system and then melt it and get a liquid
configuration, in similar way as I explained earlier in this chapter. I initially
converted this molten configuration by using as a scaling factor iron’s and
barium’s density in their bcc phases, in order to alternate the size of the
system and then I replaced all the iron atoms with barium atoms.
At first instance this method is valid since the simulations I performed
are under constant volume so the system size remains constant and moreover
the atoms in the system remain the same. In this way the density of the
crystalline phase is the same as in the melted phase. Moreover, in a melted
system the atoms are randomly allocated in the configuration, losing any
correlation with the initial system, so the replacement of the atoms will not
affect the results. This method is much faster since it involves only classical
MD simulations of a very small system of 128 atoms.
For the scaled system I performed geometry optimisation (GO) in order
to equilibrate the system and then I performed MD simulations in order to
obtain all the necessary data. During the GO procedure I tested the system
with various different pseudopotentials, functionals, cut-off and accuracy pa-
rameters in order to choose the combination that reproduces accurately the
physical properties of barium. Most of the used parameters for the DFT
calculations are the CASTEP 6.01 version default parameters. The pseu-
dopotential I used can be found in literature [111] and it is based on the
PBE functional [112]. The GO optimisation was performed by using the
BFGS minimisation.
I performed the MD simulations by using periodic boundary conditions
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at zero temperature under NPT ensemble, using the Andersen−Hoover baro-
stat algorithm [91, 113] and the Nose´−Hoover thermostat algorithm [90, 91]
for a total of 10 ps of simulation time. I focused on the high precision of
calculations using accuracy of about 0.1 eV per atom. For barium, which
is metallic system the Fermi surface smearing scheme I used is the Gaus-
sian smearing scheme with smearing width 100 K and 50 % extra bands in
addition to the number of occupied bands.
The electronic structure of a periodic crystal is represented by the band
structure. In DFT calculations metals are systems with unoccupied states
very close to the Fermi level, so there are partially filled bands. For this
reason a large number of k-points is necessary. Metals have bands very close
in energy to the valence band, so the energy minimisation will take a long
time to remove them from the trial wavefunction and by including higher,
unoccupied bands we can improve the convergence. In order to improve the
convergence with a large number of k-points the step function is replaced
with a smearing function.
In the next section I describe how to treat the data from the DFT MD
simulations in order to obtain results for the interatomic potential parameters
for barium. These parameters correspond to the extended Finnis−Sinclair
potential [84] which is a type of EAM potential. The Finnis−Sinclair po-
tential and the extended Finnis−Sinclair potential were initially developed
for bcc metallic materials as barium and they describe them more accurately
than other potentials, as the pair potentials. The fitting method I chose to
fit the DFT data is the force-matching method [114].
4.4.3 Force-Matching method
It is known that classical pair potentials fail to describe metals or semi-
conductor materials and there is need for more sophisticated potentials such
as the EAM potential. The basic reason is that in a pair (two-body) poten-
tial the strength of each bond is by definition dependent only on the distance
between the two atoms involved and the positions of all the other atoms are
not relevant. In practice, however, the strength of the bond between two
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atoms is affected by the environment as determined by the other atoms in
the proximity. If a molecule has more atoms, the bond strength will gen-
erally decrease as a result of Pauli repulsion between electrons, so there is
need for the potential to be environment dependent and adapt to different
conditions. The EAM potential involves density dependent terms, such as
angular forces or moment expansions and it can adapt to different conditions
providing a realistic description of the system. A typical EAM potential is
thus constituted by a number of functions combined in a complex way, and
often nested one into another.
For each material the analytical expressions have to be fitted differently
by using experimental data. Of course the experimental data are measured
at specific conditions and a potential fitted to these data will behave better to
these specific conditions. The force-matching method is a fitting procedure
capable of dealing with the complexity of multifunction potentials and exploit
effectively their modelling power by making use of very large amounts of
information obtained by ab initio calculations such as DFT calculations. This
method is based on trying to match as closely as possible the first principles
forces with those obtained from the potential. The optimisation is performed
by carrying out a minimisation in a relatively large parameter space.
This method is nowadays a well established method for fitting data for
interatomic potentials. There are many publications in literature using the
force-matching method in a variety of fields, with very good results (few
examples are: Al [114, 115], Mg [116], Si [117], Ni [115], Cu [118], SiO2
[119], Fe [120], Ta [121], H2O and CH4 [122], Au [123], Cu-Zr and CuZr-
Al [124], 14 fcc metals [125], biomolecules [126]). As I discussed earlier this
method focuses on metal potentials and it is expected to behave well for the
barium case. However, obtaining accurate and realistic interatomic potentials
constitutes a very challenging task.
For the barium case, the system consists of 128 atoms in liquid formation
and data were taken from DFT MD simulation of total 10 ps. The fitted data
are interatomic positions and forces for every atom and the system’s energy
and stress values. In order to include different geometries and increase the
potential’s transferability I included data of configurations from the DFT
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Figure 34: Qualitative representation of extended Finnis−Sinclair potential
for barium.
MD simulations every 200 steps, which corresponds to atomic movement of
0.2 ps.
In the beginning of this chapter I defined the extended Finnis−Sinclair
potential. The fitting parameters include five coefficients of the fifth or-
der polynomial fitting equation, two cut-off parameters, a parameter for the
functional and a parameter for the electron density function. The two cut-off
parameters are the only two parameters with physical meaning and they lie
in a distance between the second and third neighbour atoms in a system. Yet,
examples in the original extended Finnis−Sinclair publication show that the
two parameters are not the same and for some materials the one parameter is
higher than the other while for other materials is the opposite. So, although
an approximate value can be used as initial value the two cut-offs need to be
fitted.
In figure 34 I present a plot of the extended Finnis−Sinclair potential that
represents qualitatively barium. The plot, described from the equation 4.7,
represents the potential as a function of distance. For very small distances
the value of the potential tends to infinity, something that is normal since
the repulsion of the atoms when they are getting closer is getting higher.
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Then the curve forms a minimum point (well’s minimum). It is known from
theory, that the minimum point defines the nearest neighbour interaction,
where the highest attraction can be found. At larger distances the potential
tends to zero and follows asymptotically the horizontal axis till infinite.
The range of polynomial parameters I used, expands from very large
negative values to very large positive values with random incrementation.
Similarly I treated the functional and density parameters, while for the two
cut-offs the variation of the values was smaller. I tested numerous sets of
parameters following various patterns of increasing or decreasing the values
accordingly, or following random patterns and using arbitrary numbers. Since
I use realistic data from ab initio simulations the set of fitted parameters
should be able to adjust to the data without any manipulation and describe
the system realistically. All the fits were performed under constant pressure.
The fitting software I used is the GULP version 4.2 [95]. By default GULP
uses a Newton-Raphson functional minimisation approach. The quality of
the fit can be understood by the sum of squares which measures how good
the fit is. The sum of squares is defined as the sum of the squared difference
of the calculated value minus the observable value multiplied by a weighing
factor. Ideally this should be zero at the end of a fit but in practice this
will only happen for trivial cases where the potentials can be guaranteed to
completely reproduce the data. As it is known there is no unique fit as there
are infinite possible fits depending on the choice of the weighting factors. The
choice of weighting factor for each observable depends on several factors such
as the relative magnitude of the quantities and the reliability of the data.
The fitting process consists of various test cases. The parameters that
varied are the number of configurations I used as input data, the weight of the
interatomic forces, the energy and stress values of the system and the values of
the potential parameters. Although the weighting was higher usually for the
values of the stress of the system, I alternated the weight between the input
values in order to obtain accurate data without underestimating the rest of
the fitted variables. For the potential parameters (I presented the extended
Finnis−Sinclair potential in equation 4.7 and its following paragraphs) I used
arbitrarily values, most of them similar to the values of other bcc materials
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described in the original extended Finnis−Sinclair publication [84]. As cut-
off parameters I used various values, with most of them to lie in a distance
between the second and third neighbour atoms. The rest of the parameters
do not correspond to any physical value but only to a fifth order polynomial
equation with dependencies on the cut-off distances, the density equation
and the functional, so there is no restriction or guidance of what value they
should have.
Further to the fitting process I performed various independent evaluation
processes. A first indication, as mentioned above, is the value of the sum of
squares where the smaller the value the better the fit. Moreover a visualisa-
tion in a plot of the initial and the calculated values of the the fitted data
provides a fast evaluation of the quality of the fit. Furthermore I performed
single cell geometry optimisation by using the already fitted parameters. I
did this in order to get a good indication of how the fitted parameters treat
the crystal cell and if they reproduce accurately the crystal lattice, the elastic
constants, known from literature [56, 58, 127], and the phonon frequencies.
Additionally, for some sets of parameters I performed a self-consistent eval-
uation in which I fit the parameters by using only half of the input config-
urations and then I use the fitted parameters with the second half of input
configurations to understand the consistency of the results. Finally, I chose
some sets of parameters in order to perform classical MD simulations and
test how they treat the motion and the properties of the system.
For various testing cases and different parameters I got good results in
different properties. For the sum of squares, the weight of the variables highly
affects the minimum value. Even when the minimum value tends to zero the
system does not necessarily exhibit the best fitting but the closer to the best
fitting of the highest weighted values. As it was often the case during the
fitting procedure, high weighting in the forces results to good force fitting
but bad or intermediate energy and stress fitting, and vice versa, showing
that there is a clear contradiction between these sets of values. In any of
these cases, or even in cases of intermediate fitting of all values, the results
that represent the physical properties were calculated with large error factor,
regarding theoretical or experimental values.
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The main physical properties, known from literature, that I used as eval-
uation for my fit is the crystalline lattice constant, the elastic constants and
the phonon dispersion curves. During the single cell geometry optimisation
process, by using different potential parameters and cut-offs the crystal cell
volume indeed reached the theoretical value having at the same time good
results for the phonon dispersion curves. Thus, the elastic constants were
the most difficult reproducible physical property with very high error during
the calculations, even if the elastic constants were highly weighted.
During the self-consistent evaluation various potential parameters were
used. The output fitted parameters from the first set of configurations were
used to fit the second set of configurations. Some sets of the fitted parameters
were reproduced during the fitting with the second set of configurations. This
shows that the method I am using is consistent and mathematically correct.
Still, the physical properties calculated from both sets of data exhibit high
inaccuracy.
I used some of the sets of parameters with good fit of the initial and
final data, which were also able to reproduce closer the physical properties
of barium, to perform classical MD simulations. These parameters were
used for the simulation of both small and large systems, following the same
process as with all the previously described classical MD simulations. Among
other configurations I used the initial configuration of 128 atoms of iron that
I used for the preparation of the DFT MD simulations. Results from the
MD simulations showed either high expansion or high contraction of the
system during the equilibration process, or unphysical representation of the
interatomic forces, not being able to describe the motion of the system. These
phenomena are known to appear during simulations with bad interatomic
potentials.
The sets of parameters that reproduce accurately a physical property, as
the crystal lattice constant or the elastic constants, largely vary in a way
that there is no pattern to be followed and lead to an optimisation of the
parameters. As I explained earlier these parameters have no physical mean-
ing and if the fitting procedure fail then they cannot be adjusted manually
in a logical way. Therefore none of the sets of parameters I used describe
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Figure 35: Velocity correlation function (VCF) for Ba in amorphous phase.
accurately all three physical properties of barium, lattice constant, elastic
constant and phonon dispersion curves. As a result of the fitting procedure,
potential parameters of extended Finnis−Sinclair type for barium could not
be extracted.
4.4.4 Local structure analysis
Results from the DFT MD simulation are characterised by high accuracy,
similar to experimental values and can be used for further analysis. Similarly
to the analysis of results from classical MD simulations which I described
earlier, I performed population and bond analysis. The systems consists of
128 barium atoms in amorphous configuration.
In figure 35 I present the velocity correlation function for barium from
results from 10 ps of MD simulations. Similarly to figure 22 for iron, the
VCF for barium starts with a maximum value for the initial configuration
and it follows a damped oscillation till it goes to zero after many simulation
steps. As we can see any correlation to the initial structure is lost after about
1 ps of simulation time. The results from this figure are comparable to those
of figure 22 for iron initially equilibrated at 10 K, but the pattern of the
correlation is similar to results of figure 22 for iron initially equilibrated at
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Figure 36: Population analysis for a system of 128 atoms of Ba in amor-
phous phase. The left plot shows the pair distribution function (PDF) and
the right plot shows the PDF multiplied by a factor of 10 and the nearest
neighbour atoms (NNA) curve.
4,000 K. That can be explained from the fact that the initial structure was
already melted and there is no periodicity in the system. The fact that the
correlation remains for longer time, comparable to this of crystal structures,
can be attributed to the higher amount of statistics involved during the DFT
MD simulations than during the classical MD simulations.
In figure 36 I present results from population analysis of the study system.
In the left plot I present results of the PDF. As we can see, the system exhibits
a characteristic pattern of amorphous, or liquid, phase with broad and not
well defined peaks which at large distances tends to 1. In the right plot of
this figure, I present the results of the PDF multiplied by a factor of 10 in
order to be visually comparable with the NNA curve. The NNA curve for
barium does not exhibit well defined plateaus but it is clear that at the points
where the curve changes slope in the areas of the first and second peaks, the
NNA curve has values of around 8 and 14, which are characteristic values of
the bcc phase.
In figure 37 I present results for the bonds between two nearest neighbour
atoms in the amorphous barium system. The description and analysis of this
figure is similar to that of the previous figures 28, 29, 30, 31, 32 and 33. The
three rows of histograms present the angle analysis for the same system at
three different simulations times, at 0 ps which is the initial configuration,
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at 5 ps and at 10 ps.
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Figure 37: Characteristic angles between pairs of nearest Ba atoms in the
amorphous phase. The left histograms present the angles between pairs of
bonds in the system and the right histograms present the value of the cosine
of these angles. The histograms present results from configuration of the
DFT MD simulation at 0 ps, 5 ps and 10 ps.
As we can understand better from the cosine of angle histograms in figure
37, the amorphous phase exhibits three main angles, at around 55◦, 110◦ and
180◦ (roughly cosine of 0.6, −0.4 and −1 respectively). That means that
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the amorphous barium exhibits angles similar only to the two characteristic
angles for bcc systems, while there is a declination for the angle of 70.53◦.
Although the analysis is the same as in section 4.3.2, the expected angle dis-
agrees with the resulted angle. Moreover, this declination is exhibited during
the whole simulation showing a consistency regardless of the simulation time.
4.4.5 Summary and discussion
In this section I discussed a simple way to convert existed INS data to
represent barium, how to perform quantum simulations of barium, the fitting
process for fitting the parameters for its interatomic potential and its local
structure analysis. The model for converting INS data is a very simple model,
good only for qualitative comparison of INS spectra. This model uses as a
conversion factor the lattice constant of every element in order to visualise
INS spectra for other materials. Due to the high similarity of the dispersion
curves of iron and barium, as I explained in the beginning of the chapter,
the model is expected to work fairly well, but still it should be used only as
a guide for the expected results.
For more accurate results I performed molecular dynamics simulation
using the density functional theory. During the quantum calculations I tested
various parameters and I performed geometry optimisation in order to obtain
high quality results during the MD simulation. The MD simulation lasted
for 10 ps, time long enough for the system to lose any memory effects as
I show in figure 35. From the MD simulation I obtained high accuracy
results for the system, such as atomic positioning, interatomic forces and the
system’s energy and mechanical properties. I used these data in order to
obtain parameters for the interatomic potential for barium.
The fitted interatomic potential is of the form of extended Finnis−Sinclair
potential. This potential has 9 parameters to be fitted, including 2 cut-offs
with physical meaning, while the rest parameters describe the model and
have only mathematical meaning. As I discussed I examined a large range
of values for these parameters and different weighting factors during the
fitting process. The evaluation of the fitting was done in various ways using
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as main judging factor the good reproduction of the physical properties of
barium, something that was achieved to some extend but without getting
the desirable results.
This problem might be explained by the local structure analysis. Al-
though the NNA analysis exhibits results characteristic to the bcc structure
the angle analysis does not exhibit the expected results. As I presented in the
previous section, amorphous and liquid materials hold a structure similar to
this of the corresponding material’s crystalline structure. In the angle anal-
ysis of barium from the DFT MD simulation showed that the local structure
exhibits two out of three characteristic angles of a bcc material, something
that remains for the whole MD simulation.
The origin of this problem is not easy to be identified. During the fit-
ting process, the fitting parameters describe the extended Finnis−Sinclair
potential, a potential which is proved to describe well atomic motion and
system properties in other similar systems. Something that might concern
the whole procedure is the small system size. Still, in literature there are
potential fitting examples with most systems to vary from 64 to 256 atoms.
Something that might be worth noting is that all the tested with extended
Finnis−Sinclair potential materials have smaller lattice constant than bar-
ium.
Apart from the system size and the potential, a possible origin of the
variation in the exhibited angles, might arise from the procedure before the
MD simulation. An initial error during the geometry optimisation of the
system would be vanished after a long MD simulation, since the atoms vibrate
for long enough time to be allocated accordingly as their motion and their
interactions described by the pseudopotential. If the pseudopotential is faulty
then it would not provide good results during the geometry optimisation
procedure. Still a combination of tolerance in inaccuracy of the results and a
not high quality pseudopotential might affect the system during the geometry
optimisation procedure without being noticed.
The initial target of producing high quality parameters for an interatomic
potential that describes barium was not achieved. Despite the numerous
fitted potential parameter sets and the high accuracy of the calculations, the
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potential parameters did not manage to describe precisely barium’s physical
properties. Thus classical MD simulations and calculation of the INS spectra
for barium cannot be performed.
In the next chapter I will provide a theoretical explanation of the in-
teratomic interactions in a bcc system and I will describe the origin of
phonon−roton minimum that can be seen in the acoustic modes. By using
the results extracted from this chapter I can reasonably extend the theory
from crystalline systems to liquid systems. This theoretical explanation will
be compared with the presented results from INS experiments and simula-
tions, for both the solid and liquid phase.
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5 The origin of phonon−roton minimum
In chapters 3 and 4 I presented results from inelastic neutron scattering
and I emphasise at the small and intermediate wave vector regime. This
regime corresponds to the initial linear increase and the first minimum of
the acoustic phonon dispersion curves, known as phonon−roton minimum.
The phonon−roton minimum is the area of phonons with specific energy and
in collective excitation spectra is located in between the two areas where
phonons have maximum energy, also known as maxons. This minimum
describes the reduced energy ω of phonons at specific wave vector. The
phonon−roton minimum can be seen clearly in collective excitation spectra
for solids and liquids, something that contradicts the initial theory about
roton minimum.
The roton minimum was initially introduced by Landau [2] in order to
describe the elementary excitations in superfluid 4He. The theory of super-
fluidity played an important role in the explanation of the behaviour of the
superfluid phase of 4He. A superfluid is a liquid in motion without friction
resulting in a non-viscous flow. This can happen in liquids below the critical
temperature (Tc). For velocity of motion above a specific maximum velocity,
the critical flow velocity, the superfluid behaviour is not explained. Landau,
in order to explain the superfluid behaviour, suggested that the phonon ex-
citation should not be monotonic but it starts with a longitudinal phonon
branch with linear increase, then reaches a maximum and then forms a deep
minimum. At this minimum the phonon energy is equal to the wave vector
times the critical flow velocity.
The roton minimum was initially identified in superfluid helium by Feyn-
man in 1954 [3] while a few years later Feynman and Cohen [128] used a trial
wave function to describe the elementary excitations spectrum. This wave
function suggests that the roton is a kind of quantum-mechanical analog of
a microscopic vortex ring, of diameter about equal to the atomic spacing.
Later on more scientists studied the superfluid liquid helium in order to ac-
curately define the minimum at Q = 1.93A˚ [129–132]. Feynman, following
Landau’s initial theory, discussed the origin of roton minimum and he con-
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cluded that the roton minimum is related to local vorticity. The vorticity
enters 4He by quantised vortex lines or by quantum vortex rings. A quantum
vortex is a topological defect, which in superfluids is a hole with the super-
fluid circulating around the vortex axis. The inside of the vortex contains
excited particles, the rotons. As it is known nowadays, this model gives only
qualitative agreement with the experiments.
Apart from the quantum vortices other theories aimed at understanding
the nature of the roton excitation. In 1990, by making use of the microscopic
theory, Glyde and Griffin related rotons with the existence of a Bose conden-
sate [133]. This is related to Landau’s idea that the sound wave and other
excitations could equilibrate with one another and flow separately from the
rest, something known as the Bose condensate.
Glyde and Griffin presented the roton as a renormalised single-particle
excitation (as initially presented by Miller, Pines, and Nozie`res in 1962 [134]
and Burke, Major and Chester in 1967 [135] ) mixed with the density fluctua-
tion spectrum for T < Tλ, where Tλ is the superfluid transition temperature.
Therefore one might expect distinct changes in the excitation spectrum on
passing through Tλ. Furthermore, these changes are expected to be such that
they signal the appearance of a new excitation in the fluid when one enters
the superfluid phase. The different temperature behaviour of the neutron
scattering in the phonon and in the roton region has motivated Glyde and
Griffin to propose that the phonon−maxon−roton excitation curve arises
from two quite distinct processes, a zero sound mode at small scattering
vector and a single particle mode beyond the maxon scattering vector. The
suggested model by Glyde and Griffin has been used extensively to analyse
neutron scattering results for liquid 4He [132, 136, 137], but there are cases
with qualitative disagreement with this model [138].
Two interesting theories on the origin of roton minimum and the phys-
ical mechanism of its formation was pointed out by Schneider and Enz in
1971 [139] and Celli and Ruvalds in 1972 [140]. In reference [139], the au-
thors refer to roton as a soft mode which leads to the dynamic instability.
Several years later this minimum is referred as a soft mode which is respon-
sible for creating new phase for calcite [141]. In reference [140], the authors
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mention that the roton minimum is not characteristic of 4He only but it is
observed in other non-superfluid materials as well, during the liquid-solid
phase transition, making clear that any theory on rotons should apply to
phonons and maxons as well. Based on the conclusions of the previous two
publications, Galli, Cecchetti and Reatto in 1996 [142] and later Nozie`res
in 2004 [143] stated that the origin of the roton minimum arises from the
strong correlations dominating in the system and that the roton is not be-
having exactly as a single particle excitation. Interestingly enough, Nozie`res
discusses superfluid 4He and the roton minimum by starting from the solid
phase rather than the dilute gas as before.
In reference [142] the authors refer to the absence of identification of the
role of interference between different particles which modifies the properties of
the collective excitation along the wave vector. They performed calculations
based only in the law of interatomic interaction and they explain roton as
similar to a single particle excitation but for wave vector larger than the
roton minimum regime where the excitation is quite distinct from a single
particle excitation due to interference effects between atoms. Furthermore,
they assert that at the roton minimum there is a simple dipolar flow of the
local momentum of atoms due to backflow, similar to a small vortex ring.
Following Nozie`res’ ideas, Kalman et al. in 2010 [144] studied the ro-
ton minimum and strong correlations in classical systems. They performed
classical MD simulations of the dynamics of a classical system in order to rep-
resent its dispersion curves, focusing on the longitudinal phonon dispersion
curve, and compared them with results from quantum simulations. Their
results showed that there is no major difference in the dispersion curves
from quantum and classical systems and they refer to roton minimum as a
classical phenomenon. They argue that dispersion curves that have been ex-
plained through strong correlations in a classical system cannot be described
by vortices or single-particle excitation. Their explanation is that the roton
minimum is a classical process and its origin is due to strong interatomic
interactions. Based on this and on results of collective excitation spectra
that exhibit the roton minimum, from various publications and for various
materials from the literature (I presented examples of simple solids and liq-
127
5.1 Dispersion curves
uids that form the phonon−roton minimum in section 3.3) they discuss a
universal effect not restricted to 4He.
Although Kalman et al. were the first to comment about the universality
of the phonon−roton minimum across many materials, before them Tozzini
and Tosi in 1999 [137] studied the phonon dispersion curves for crystalline
helium and commented about the good extent phonons and rotons of the
superfluid 4He reflect the longitudinal and transverse phonons in the corre-
sponding crystal. From Tozzini’s and Tosi’s results, as well as from results
from references in their paper (e.g. [145]), on solid and liquid helium we can
see the existence of roton minimum in both solid and liquid phases of helium.
The summary of Kalman et al. and Tozzini and Tosi comments is that the
roton minimum, or more general the phonon−roton minimum, is a classical
phenomenon. It exists for both crystalline and liquid phase of a material and
not just for liquid helium or superfluid materials but for a wide variety of
strongly coupled materials.
5.1 Dispersion curves
Following the conclusion of the previous section I will describe how the
interatomic interactions affect the formation of the phonon−roton minimum.
To explain the interatomic interactions I will initially simplify the problem by
describing an 1-dimensional monatomic system in linear formation. Later I
will extend the problem to a 3-dimensional lattice with bcc structure in order
to describe the interatomic forces along the longitudinal acoustic mode.
The simplest way to describe interatomic interactions is by using the
linear chain model. In this model all the atoms N with mass m are allocated
in a linear formation separated by distance a, which also defines the unit
cell length. If we assume that we have a harmonic system and every atom
interacts only with its closest neighbours, then the energy that describes the
system is
E = NEbond +
1
2
J
N∑
n=1
(un − un+1)2 (5.1)
where Ebond is the energy between two neighbour atoms, un is the displace-
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ment of the n-th atom from its equilibrium position and J is the force con-
stant at the equilibrium position and it is defined as
J =
∂2E
∂u2
∣∣∣∣
u=0
(5.2)
If we focus on the acoustic mode, the dispersion curve at small wave
vector forms a linear line. The dependence of the angular frequency on the
wave vector k, at small wave vector, is given as
ω = vsoundk =
(
a
√
J
m
)
k (5.3)
The equation 5.3 connects the angular frequency with the unit cell length
and the force constant J which is defined by the second derivative of the
energy of the system. I extrapolate equation 5.3 in details in appendix A.
If we extend the theory to larger wave vectors, the energy of an atom n
is given as
En =
1
2
J(un+1 − un)2 + 1
2
J(un − un−1)2 (5.4)
and the angular frequency as function of the wave vector which describes the
dispersion curve of the atom n, is
ωk =
√
4J
m
∣∣∣∣sin(ka2
)∣∣∣∣ (5.5)
When k tends to zero the equation 5.5 transforms to equation 5.3. In order
to include more interactions than just the nearest neighbour interaction and
describe the dispersion curve of all atoms in the system we can use the
equation of energy that describes the whole (linear) system
E = N
∑
p
φp(rp) +
1
2
∑
n,p
Jp(un − un+p)2 (5.6)
where φp(rp) is the energy between the n-th atom and its p-th neighbour,
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which are in a distance rp = pa. The force constant Jp is defined as
Jp =
∂2φp
∂r2p
(5.7)
Consequently, the angular frequency (or dispersion curve) of the system as
function of wave vector is defined as
ωk =
√√√√∑
p
4
m
Jp sin
2
(
kpa
2
)
(5.8)
Both equations 5.5 and 5.8 are derived in details in appendix B. All the
previous equations refer to the linear chain model and for interaction between
two nearest atoms, or as proved in equation 5.8 interactions between more
atoms, in a system with the same type of atoms.
Now that I defined the angular frequency for a monatomic linear sys-
tem I will try to explain the forces constant and the dispersion curves for
a 3-dimensional system. For simplicity I will discuss only the bcc case but
similar results can be extracted for other symmetries such as the fcc or more
complicated formations. As I did for the linear system, similarly for the 3-
dimensional system I will discuss a monatomic system. A system with more
than one atoms in three dimensions is possible to be described but it requires
a complicated solution.
As we know from theory, there are two orthogonal directions perpendic-
ular to the wave vector, so there are two transverse acoustic modes and only
one direction parallel to the wave vector, so there is one longitudinal acoustic
mode. Using as a typical example for a bcc material figure 19 in section 4.2.1
which describes the dispersion curves of bcc iron, we can see that along the
[1 0 0] direction we can see only one TA and one LA. The two TA are de-
generate due to the high symmetry of the system along the [1 0 0] direction.
Moreover for this direction the LA and the TA have very similar frequencies.
To explain why along the [1 0 0] direction the two TA are degenerate and
why the TA and the LA have very similar frequencies, I will try to explain
the interatomic interactions between planes. The atomic force constant (K)
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Figure 38: A bcc crystal at [1 0 0] direction parallel to the paper.
acts along the direction of the distance between atoms and is defined as
K =
∂2φ
∂r2
(5.9)
where φ is the interatomic energy and r is the interatomic distance. In order
to calculate the force constants for the displacement along x, y, z axis we
need to sum over all interatomic interactions between their planes, so we
need to have knowledge of the atomic positioning in the 3D space. The
(1 0 0) plane and the first parallel plane include four nearest neighbour
atoms with vectors a(1/2, 1/2, 1/2), a(1/2, 1/2,−1/2), a(1/2,−1/2, 1/2) and
a(1/2,−1/2,−1/2). With the use of equation 5.7 for the interatomic vector
r = (x, y, z) we can define the interatomic force constants along the x, y, z
axis over all interactions for one atom and it nearest neighbours along the (1
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0 0) plane as
J
[100]
x1 =
∑
j
∂2φ
∂x2j
=
∑ x2j∂2φ
r2∂r2
=
4
3
K ,
J
[100]
y1 =
∑
j
∂2φ
∂y2j
=
∑ y2j∂2φ
r2∂r2
=
4
3
K ,
J
[100]
z1 =
∑
j
∂2φ
∂z2j
=
∑ z2j∂2φ
r2∂r2
=
4
3
K
(5.10)
Arbitrarily I define as Jx the force constant for the longitudinal mode and
Jy and Jz the force constants for the two transverse modes. The number
1 in the subscript denotes the first neighbour interactions. K is the atomic
force constant for the nearest neighbour atoms interactions. Hence we can
understand why the two transverse dispersion curves are degenerate. Still in
figure 19 we can see that the TA and LA have very similar frequencies but
not the same and from the calculations in equation 5.10 the force constants
for the TA and LA are the same. The minor difference between the TA and
LA is because of the second nearest neighbour interatomic interactions that
involves the distance of one unit cell length a and it only contributes to Jx,
hence it only affects the LA.
Realistically, for the calculation of the dispersion curves for the whole
system we need to consider interactions for distances larger than only the first
nearest neighbour distance. If we take into account distances up to second
neighbour distances, which is the length of one unit cell parameter a, we can
see that atoms contribute only in the longitudinal acoustic mode, since there
are no second nearest atoms to contribute in the transverse acoustic modes.
For distances larger than the second neighbour, the interactions follow the
same pattern due to the symmetry of the system. If we use the equation 5.8
to calculate the interactions in the system for larger distances we will also
be able to calculate mathematically why the LA has higher frequencies than
the two TA.
This can be easily understood from figure 38 where I illustrate a 3-
dimensional bcc crystal with the (1 0 0) plane vertical to the page. The
bonds between atoms show the nearest neighbour interactions and the three
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Figure 39: A bcc crystal at [1 1 1] direction parallel to the paper.
vertical lines represent the first three neighbour planes parallel to the (1 0 0)
plane of the highlighted atom. The blue dotted lines represent the primitive
unit cell for the bcc crystal. As we can see the highlighted atom interacts
with four neighbour atoms with its first nearest plane. Because of the high
symmetry the two TA and the one LA have the same force constant.
Similarly I can explain the dispersion curves along the other directions
for the longitudinal and transverse acoustic modes. In order to explain the
phonon−roton minimum I will focus on the explanation of the longitudinal
acoustic mode along the [1 1 1] direction of a bcc material. In figure 39
I illustrate a bcc crystal with the (1 1 1) plane vertical to the page. The
bonds between atoms show the nearest neighbour interactions and the three
vertical lines represent the first three neighbour planes parallel to the (1 1 1)
plane of the highlighted atom. The blue dotted lines represent the primitive
unit cell.
As we can see in figure 39 the interactions between the highlighted atom
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and the first neighbour plane include interactions with three nearest neigh-
bour atoms. As we observe the projection of the atoms on the plane of the
highlighted atom are at a wide angle making conceivable that the interaction
with these atoms along the [1 1 1] direction are not that strong. The second
neighbour plane does not involve any interaction with first neighbour atoms
but only with second neighbour atoms, making the force constant between
the initial atom and the atoms in the second neighbour plane weaker than
the interactions of the the initial atom and the first neighbour plane. Inter-
actions other than the nearest neighbour atom interactions do not strongly
affect and their contribution can be neglected. The third neighbour plane
does involve interactions with one first neighbour atom. As we can see from
the figure this interaction is normal to the plane and we can understand that
the contribution of this interaction to the longitudinal force constant along
the [1 1 1] direction will be high, and more specifically even higher than the
contribution of the interactions of the first plane to the highlighted atom.
This can be understood physically if we try to compress the three planes
towards the plane of the highlighted atom. The nearest neighbour atom on
the third plane will collapse directly on the initial atom while atoms from
the first plane will just come closer to the initial atom. This makes clear that
the contribution of the interaction of the atom located on the third plane is
the largest.
Mathematically this can be explained if we analyse the positions of the
nearest neighbour atoms and their projections on the (1 1 1) plane. The first
neighbour plane contributes with three nearest neighbour atoms. All three
atoms are with an angle from the [1 1 1] direction. The formed angle, as
discussed in the previous chapter, is either 70.53◦ or 109.47◦. The absolute
values of the cosine of both angles is equal to 1/3, making the distance
to be 1/3 of the nearest neighbour atoms distance. So the projection of
every nearest neighbour atom from the first plane on the [1 1 1] direction
is (x/rNNA)
2 = (1/3)3 = 1/9. Similarly, the contribution of the nearest
neighbour atom from the third plane is (rNNA/rNNA)
2 = 1. Then, by using
equation 5.9 similarly as in the calculation of equation 5.10 the interaction
of the three nearest neighbour atoms of the first plane and the interaction of
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the one nearest neighbour atom of the third plane along the [1 1 1] direction
are
J
[111]
x1 =
K
3
, J
[111]
x3 = K (5.11)
Equation 5.11 demonstrates how much stronger is the interaction between
the (1 1 1) plane with its third neighbour parallel plane.
From equation 5.8 I will calculate the phonon dispersion curve of the
longitudinal acoustic mode for the [1 1 1] direction of a bcc system along the
first three planes. If I define the distance between the planes as d then the
phonon frequency for any bcc system along the first three planes
ωLA =
√
4
m
J
[111]
x1 sin
2
(
kd
2
)
+
4
m
J
[111]
x3 sin
2
(
3kd
2
)
(5.12)
For a bcc system the distance of three planes is equal to the first neigh-
bour atom distance. The first neighbour atom distance for a bcc material is
rNNA = a
√
3/2 with a being the lattice constant, so d = rNNA/3 = a
√
3/6.
Including the results from (5.11) and substituting the interplanar distance
for bcc systems the equation 5.12 is equal to
ωLA =
√√√√4K
3m
sin2
(√
3ka
12
)
+
4K
m
sin2
(√
3ka
4
)
(5.13)
From the last two equations it is easy to calculate that the contribution to the
dispersion curve of the first plane minimises for the first time at k = 4
√
3pi/a
and for the third plane k = 4
√
3pi/3a.
In figure 40 I present the longitudinal phonon dispersion curves along the
[1 1 1] direction of bcc barium as function of the wave vector times the unit
cell length as described from equation 5.13. With blue curve I represent the
dispersion curve from interactions only from the first nearest plane parallel
to (1 1 1) plane and with green curve the dispersion curve from interactions
only from the third nearest plane parallel to (1 1 1) plane. With the black
curve I show the longitudinal dispersion curve for the system along the [1 1 1]
direction as it is formed as a sum of interactions from the first three nearest
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Figure 40: Longitudinal acoustic dispersion curves along the [1 1 1] di-
rection for bcc barium. With blue and green line I represent the dispersion
curves for the first and third nearest plane parallel to the (1 1 1) plane respec-
tively, formed from interactions of the nearest neighbour atoms. The black
line represents the sum of the previous two longitudinal dispersion curves
along the [1 1 1] direction.
neighbour planes. With the black dashed line I represent the first Brillouin
zone boundary for the (1 1 1) plane at
kZB =
pi
d
=
2
√
3pi
a
(5.14)
The figure 40 represents qualitatively any bcc system.
The dispersion curves for the first and third plane follow a sinusoidal
wave pattern with minimum and maximum points as described in equation
5.13. The black curves which represents the sum of the previous two curves
exhibits a similar pattern with minimum and maximum points. As we can
see from figure 40 the black curve forms a minimum that does not go to zero.
It is very interesting the similarity between the green and the black curve.
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As we can see the first maximum point of the black curve is very close to the
first maximum point of the green curve, but with higher magnitude, and the
first minimum point of the black curve concurs with the minimum point of
the green curve, but again at higher magnitude. This minimum point of the
black phonon dispersion curve, which represents the phonon−roton regime,
is highly affected from the interaction with the third neighbour plane atom,
while the blue curve affects less the black curve contributing mostly in its
magnitude.
Summarising the previous paragraphs, we can understand that the near-
est neighbour interaction from the third parallel plane to the (1 1 1) plane
affects the total longitudinal acoustic dispersion curve along the [1 1 1] direc-
tion. The nearest neighbour interactions from the first plane parallel plane
to the (1 1 1) plane negligibly affects the dispersion curve. The third plane
interactions affect the most due to geometry, since the nearest neighbour
atom in the third plane is along the [1 1 1] direction and it involves a di-
rect compression of the nearest neighbour bond. Interactions from the first
plane involve three nearest neighbour atoms but the atoms are positioned
at an angle to the [1 1 1] direction, so the projection of these atoms to the
(1 1 1) plane is much smaller. Therefore interactions other than the nearest
neighbour interactions are negligible and they do not drastically affect the
longitudinal dispersion curve along the [1 1 1] direction.
The explanation I provided is universal and it applies to all monatomic
bcc materials. The monatomic bcc case is a very basic and simple crystal
formation and the calculation of the dispersion curves along the various di-
rections is easy. Similarly someone can calculate the dispersion curves along
various directions for other systems that exhibit the phonon−roton regime.
Due to different geometry and higher complexity of various systems, such
as non-monatomic systems, the calculations might be too complicated to be
solved by hand. Nevertheless, if a similar approach will be followed similar
results will be extracted, specific for each different system.
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5.2 Summary and discussion
It is clear nowadays that the general belief about rotons and the roton
minimum is that it is a phenomenon not strictly related to superfluid helium
as it was initially believed. The phonon−roton regime can be seen in many
non-superfluid materials and moreover not necessarily in liquids but in solids
as well. So far there is no clear answer what creates the phonon−roton mini-
mum but there are five major theories as I discussed in the beginning of this
chapter. The first theory describes rotons as a quantum vortex, the second
theory bases the formation of the minimum on single particle excitations,
the third theory describes roton minimum as the stability point, the fourth
theory includes changes in the lattice due to strong correlations and the fifth
describes rotons as phonons highly affected by interatomic interactions at
specific wave vector.
In section 5.1 I provide an extension of the theory of the phonon−roton
minimum by discussing interatomic interactions in monatomic bcc materials.
As I discussed, after a comprehensive calculation of the interatomic forces in
crystals, I proved the connection between the formation of the phonon−roton
minimum and the interatomic interactions in local structure. More specifi-
cally I showed how the local order in a crystal along the direction which the
phonon−roton minimum is formed affects the interactions of the system so
the minimum is formed. I focused on the example of a monatomic bcc crys-
tal, where the phonon−roton minimum can be observed on the longitudinal
acoustic mode along the [1 1 1] direction. For this case I showed that the
third neighbour plane interactions of the nearest neighbour atoms affect most
the system, providing the strongest interaction and forming a local minimum
at the wave vector were the phonon−roton minimum is exhibited.
Although the explanation I provide is based on a monatomic bcc crystal
this theory can be expanded to more complicated systems. It is important
to note that more complicated systems require more complicated solutions.
Moreover, the interactions for various crystals depend on the order of the
crystal and a 3-dimensional solution requires computational solution through
a more generic model. Also, the calculation of interatomic interactions of
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a non-crystalline material, such as amorphous or liquid materials, would
require statistical solution (such as averaging of distances and interactions),
leading to not very clear or accurate results. The key point of identifying
the minimum is the study of the atomic motion in the longitudinal direction,
where the interactions are stronger.
In all previous chapters I discuss the correlation of the local order of
crystals, amorphous and liquids. More specifically in chapter 4 I studied the
population and the angles between bonds in local structure, showing that
amorphous and liquids hold very similar structure as this of the correspond-
ing material. Moreover, in chapters 3 and 4 I presented results from INS from
experiments and simulations for materials in crystalline, amorphous and liq-
uid phase which exhibit similar spectra at low and intermediate values of
the wave vector, showing a clear connection between the dynamics of three
phases. Therefore it is reasonable to conclude that the interatomic interac-
tions in short range order of the three phases can be compared, especially
interactions from the nearest neighbour interactions which are the strongest
in the system. As a conclusion, I can say that the presented theory on the
formation of the phonon−roton theory for the monatomic bcc crystal can be
expanded to the corresponding amorphous and liquid system.
Although there is a connection of the local structure of a material in the
three different phases, the interactions are not exactly the same. This is
something known from theory and can be seen in the results in sections 4.3.1
and 4.3.2 on the population and angles between bonds in the local structure
analysis. Nevertheless, the interactions are very similar and it is logical to
conclude that the theory on the formation of the phonon−roton minimum
for liquids can be treated as an approximation of the theory for crystals.
The study of phonon dispersion curves of amorphous or liquid materials
include approximations and rough averaging of phonon frequencies so it is
very difficult to evaluate the theoretical results.
The difficulty of the evaluation of the theory for liquids can be seen if I
compare results from previous chapters with the theoretical results. Using
as case study results from crystalline barium, the phonon−roton minimum is
defined at the point where the interaction with the nearest neighbour atom
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of the third plane in the longitudinal direction tends to zero. This is at
Qcrystaltheory =
4
√
3pi
3aBa
= 1.45A˚
−1
(5.15)
while the phonon−roton regime is roughly defined from Qcrystaltheory = 1.40 A˚
−1
to Qcrystaltheory = 1.50 A˚
−1
. The results from INS from experiments for barium are
not clear. Calculating straight from the colour map of collective excitation
spectra for the re-crystallised barium in figures 9 and 10 the phonon−roton
regime is roughly defined from Qcrystalexp = 1.43 A˚
−1
to Qcrystalexp = 1.58 A˚
−1
.
Similarly for the liquid case from figures 7 and 8 the phonon−roton regime is
roughly defined from Qliquidexp = 1.42 A˚
−1
to Qliquidexp = 1.63 A˚
−1
. By using the
conversion factor from Fe to Ba as in equation 4.14, the results straight from
the inelastic spectra for iron from simulations, for the crystal from figure
15 the phonon−roton regime is roughly defined from Qcrystalsim = 1.39 A˚
−1
to
Qcrystalsim = 1.68 A˚
−1
, while for glass from figure 16 the phonon−roton regime
is roughly defined from Qamorphoussim = 1.37 A˚
−1
to Qamorphoussim = 1.82 A˚
−1
.
It is clear enough that the estimation of the of the phonon−roton mini-
mum regime from collective excitation spectra is very rough and should be
avoided. Despite the fact, as we can see from the previous estimations the re-
sults from theory for the crystal are a subset of the results from experiments
and simulations, for all three states. Although this does not provide a clear
evaluation of the theory, it shows that the theoretical values are included
to those from experiments and simulations making the theory valid for the
simple case of barium. This theory needs to be extended and verified for
more complicated cases but it is expected to work similarly as in the simple
bcc case.
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6 The heat capacity of matter beyond the
Dulong−Petit value
In this chapter, I focus on the heat capacity (C) of solids and liquids
and the unsolved problem of the of heat capacity of liquids. I will present a
literature review on approaches to calculate the heat capacity of solids and
liquids, where I will mention their predictive power and their limitations.
This chapter is not directly connected to previous chapters but it contributes
in the understanding of macroscopic connection of dynamics between solids
and liquids.
My approach involves a theoretical approach based on Trachenko’s and
Brazhkin’s theory [6] on heat capacity at the glass transition and a com-
putational approach using atomistic MD simulations for various crystalline,
amorphous and liquid systems. In this theory the authors introduce a new
equation for the calculation of heat capacity under constant volume (CV) in
order to explain various physical phenomena. In the original paper [6] the
authors propose an new explanation of the heat capacity jump at the glass
transition temperature (Tg). They discuss time-dependent effects of glass
transition and identify three distinct regimes of relaxation. They study how
elastic, vibrational and thermal properties on liquids change on cooling and
they explain the widely observed logarithmic increase of Tg with the quench
rate and the correlation of the heat capacity jump with liquid fragility.
Furthermore, this theory extends and contributes in more topics. Such are
the subject of spin glass transition [146] where they introduce the structural
glass transition as entirely dynamic procedure and they correlate it to the spin
glass transition. Moreover to the subject of duality of glasses [147] where they
explain how liquid thermodynamics are comparable to solid thermodynamic
properties and how liquid flowing is very close to gas flowing. Furthermore
to the subject of supercritical fluids [148] by studying the thermodynamic
properties of the supercritical state and the subject of phonon theory of
liquids [149] where they study thermodynamic properties of liquids at low
temperatures and they propose a new phonon approach that avoids common
problems in previous theories.
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Moreover, this theory has been used for the estimation of the effect of
anharmonicity in the calculation of liquid [150] and solid [151] heat capacity,
which is the main subject of this chapter. I will test this theory by doing clas-
sical molecular dynamics simulations for various materials and I will present
results that are in a good agreement with the theory. Finally I will try to
explain the interesting behaviour of the liquid heat capacity.
6.1 Introduction to heat capacity
Thermodynamics is the part of physical sciences that is related to the
heat and its relation to other forms of energy and work. It defines macro-
scopic variables, such as temperature, entropy and pressure, that describe
average properties for every system and explains how they are related and
by what laws they change. Heat capacity is a thermodynamic property easily
accessible through experiments.
Heat (Q) is defined as the energy transferred from one system to another
by thermal interaction. By definition, heat capacity (C) is the heat that is
required to produce a given change in temperature. Heat capacity belongs to
the most important thermo-physical properties of matter. It is closely related
to the temperature dependence of fundamental thermodynamic functions and
it links thermodynamics with structure and dynamics.
The internal energy (U) of a closed system changes either by adding or
subtracting heat to the system or by the system’s performing work (W )
dU = δQ+ δW . As a result of an increase of system’s volume, the change in
work can be written as +δW = −PdV . Under constant volume conditions,
the second term of internal energy (δW ) vanishes and heat becomes equal to
energy. The heat capacity under constant volume is defined as
CV =
(
∂U
∂T
)
V
=
(
∂Q
∂T
)
V
(6.1)
When the total energy of a system is equal to system’s internal energy then
CV is simply defined as
CV =
(
∂E
∂T
)
V
(6.2)
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In the same way, a change in the enthalpy (H) of a system is given by
dH = δQ+V dP and under constant pressure conditions heat capacity under
constant pressure (CP) is defined as
CP =
(
∂H
∂T
)
P
(6.3)
Both CV and CP are property relations and are therefore independent of the
type of process. These two properties are connected by using this equation
CP − CV = V T α
2
βT
(6.4)
where α is the coefficient of thermal expansion and βT is the isothermal
compressibility.
The coefficient of thermal expansion of a system refers to the dimensional
(volume) change of a system as a function of temperature. For isotropic
materials, where all their properties are the same in all directions, α has the
same value for the whole system [152–154] and is defined as
α =
1
V
(
∂V
∂T
)
P
(6.5)
The compressibility is a measure of the relative volume change of a fluid or
solid as a response to a pressure or mean stress change. Isothermal com-
pressibility is defined as
βT = − 1
V
(
∂V
∂P
)
T
(6.6)
The inverse of isothermal compressibility is called bulk modulus (B), which
is a measure of the resistance of a crystal against compression and is defined
as
BT = −V
(
dP
dV
)
T
(6.7)
All the above properties are highly related to heat capacity and I will exten-
sively use them in the next paragraphs. α is a key parameter in my theory
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in order to explain the effect of ahnarmonicity in a system’s heat capacity.
6.2 Theories on the prediction of heat capacity
6.2.1 Heat capacity of solids
Heat capacity has extensively been studied since the beginning of the 19th
century. Many models for the theoretical estimation of CV exist and they give
a good approximation under specific conditions. The most common models
include the Dulong and Petit model [21] which is the first one, the Einstein
model [155] and the Debye model [156] which is the most famous model at
present.
In the harmonic approximation, where a crystal is treated as harmonic,
if ul,α describes a component of the vector displacement (α = x, y, z) of the l
atom from its equilibrium position, the energy can be expressed as a Taylor
expansion
E = E0 +
1
2
∑
l,l
′
a,a
′
∂2E
∂ul,α∂ul′ ,α′
ul,αul′ ,α′ + ...
+
1
n!
∑
l1,...,ln
a1,...,an
∂nE
∂ul1,α1 ...∂uln,αn
ul1,α1 ...uln,αn + ...
(6.8)
where E0 is the equilibrium lattice energy. In this expansion there is no
first-order term because by the definition of equilibrium all residual forces
are zero. The second-order term is called harmonic energy. All higher-order
terms are classed together as the anharmonic energy, which are neglected in
the harmonic approximation.
The harmonic model is useful for lattice dynamics properties but not
for other features as the thermal expansion [157]. In the harmonic model
the forces produce simple harmonic motion, in which there is a constant
exchange of energy between kinetic and potential. From the concept of the
equipartition theorem, a system with 3N atoms has average kinetic energy
of 〈KE〉 = 3
2
NkBT . The mean value of the potential energy (PE) is equal to
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the mean value of the kinetic energy
〈E〉 = 〈KE〉+ 〈PE〉 = 3NkBT (6.9)
From this equation we can calculate the heat capacity under constant volume
CV =
d
dT
3NkBT = 3NkB (6.10)
This corresponds to the classical treatment of the vibrations of the atoms
at high temperatures. The equation 6.10 can also be transformed to CV =
3NkB = 3R, where R is the gas constant. This result is the Dulong and Petit
law that it was empirically noted in 1819 and it equals to 24.94 Jmol−1K−1.
This law implies that the heat capacity of solids at high temperatures
is constant and depends only on the number of atoms of the system and
not on the temperature. At high temperatures this law is well satisfied for
common materials but experimentally it has been noticed that the law is not
satisfied at low temperatures and near zero temperature the heat capacity is
zero. According to Walton [158] this failure originates from the inability of
classical mechanics to describe correctly the motions of bound atoms.
The first approach that tried to surpass the Dulong and Petit’s law failure
came many years later from Einstein, in 1906. Einstein made three assump-
tions in his model for the heat capacity of solids. Firstly, he assumed that
each solid is composed of a lattice structure consisting of N atoms and each
atom was treated as moving independently in three dimensions within the
lattice so there are 3 degrees of freedom. This means that the entire lattice’s
vibrational motion could be described by a total of 3N motions, or degrees
of freedom. That proved to be accurate and experimental data supported his
hypothesis. Secondly, he assumed that the atoms inside the solid lattice do
not interact with each other. The second point is not accurate and a simple
explanation is that if atoms inside a solid could not interact, the sound or
heat could not propagate through it. Thirdly, he treated the N atoms in a
crystal as 3N simple harmonic oscillators, all having the same angular fre-
quency (ω) and this highlights the main difference between Einstein’s and
Debye’s model.
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The Einstein model provides a good qualitative description of a solid’s
heat capacity at high temperatures, but it is not used because it does not
reproduce accurately the behaviour at very low temperatures. This is because
at low temperature the energy of the Einstein phonon, h¯〈ω〉 is significantly
above the thermal energy, which is equal to kBT , and is barely excited.
Moreover, a crystal has also acoustic modes with small wave vectors, with
phonon energies lower than the thermal energy. So, the actual failure of the
Einstein model is the inability to describe the contribution of the acoustic
modes to the thermodynamic functions at low temperatures. This problem
was surpassed by Debye’s model on heat capacity of solids.
The Debye model is a method developed in 1912 to estimate the phonon
contribution to the heat capacity of a solid. The Debye model for heat
capacity explains better the problem of representing the contribution of the
acoustic modes. Debye’s observation is that there is a maximum number of
vibrational modes in a solid. This model treats the vibrations of the atomic
lattice as phonons in a box, in contrast to the Einstein model, which treats
the solid as many individual, non-interacting quantum harmonic oscillators.
Moreover, the Debye model treats the coupled vibrations of the solid in
terms of 3N normal modes of vibration of the whole system, with each one
having its own frequency. The lattice vibrations are therefore equivalent to
3N independent harmonic oscillators. For low frequency vibrations, which
are defined as vibrations with wavelength much greater than the atomic
spacing, λ  a or very small wave vector, the crystal may be treated as a
homogeneous elastic medium. The normal modes are the vibrations of the
standing waves that exist in the solid. The phonon energy as defined by
Debye is
E =
∫ ωD
0
3V ω2
2pi2v3sound
h¯ω
1
exp (h¯ω/kBT )− 1dω (6.11)
where ωD is the effective cut-off Debye frequency, V is volume of the system
and vsound is the speed of sound. By deriving the energy with temperature
the heat capacity for the Debye model is defined as
CV =
∫ ωD
0
3V ω2
2pi2v3sound
h¯ω
∂n
∂T
dω (6.12)
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n is the phonon number and is defined as n = (exp (h¯ω/kBT ) − 1)−1. The
ωD can be adjusted to give the best agreement with experiment, obtaining
a value of ωD for each temperature. The equation 6.12 is a common way to
represent the heat capacity of solids.
When substituting x = h¯ω/kBT in the equation 6.11, thus ω
3dω =
(kBT/h¯)
4 x3dx, the energy takes the form
E =
3V h¯
2pi2v3sound
(
kBT
h¯
)4 ∫ ∞
0
x3(ex − 1)−1dx (6.13)
and knowing that the integral is of a standard form that results to pi4/15,
the equation 6.13 is equal to
E =
V pi2(kBT )
4
10(vsoundh¯)3
(6.14)
and the heat capacity is
CV =
2V pi2kB
5(vsoundh¯/kB)3
T 3 (6.15)
For N atoms and by including the Debye temperature θD = (h¯ωD/kB), the
Debye’s heat capacity can be written as
CV =
12pi4NkB
5
(
T
θD
)3
(6.16)
That gives an important conclusion that the heat capacity is proportional to
cubic temperature (CV ∝ T 3). In the low temperature limit, the limitations
of the Debye model mentioned earlier do not apply, and it gives a correct
relationship between heat capacity, temperature, the elastic coefficients and
the volume per atom. Although the Debye model is well satisfied in all
temperatures for monatomic solids, it fails for more complex systems [159–
168], something that makes it a non-universal model. Dulong and Petit
law, Einstein model and Debye model are the three most discussed models
for theoretical prediction of heat capacity under constant volume but they
all have temperature or system limitations that make them unrealistic and
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unreliable models.
The previously mentioned models describe harmonic crystals, something
that is unrealistic [169, 170]. In reality all crystals behave anharmonically.
The word anharmonic describes any oscillator with generalised forces that
deviate from linearity with generalised coordinates, thus the deviation of a
system from being a harmonic oscillator. Anharmonicity plays an important
role in determining the thermodynamic properties of crystals. As it has been
observed, amongst the thermodynamic properties the most greatly affected
properties due to anharmonicity are entropy and heat capacity [171]. These
are particularly sensitive to changes in low vibrational frequencies, which are
frequently the most heavily affected by anharmonicity and mode coupling.
Anharmonicity is responsible for the deviation of the specific heat from the
Dulong and Petit law at high temperatures and also for other thermodynamic
properties such as the thermal expansion.
As I mentioned earlier, experimentally it is known that CV is almost
never 3NkB, not even at the classical limit h¯ωD/kBT  1, where ωD is the
Debye frequency. Many authors agree that this behaviour is attributed to
the anharmonicity of interatomic interactions [172–178]. On general grounds
the harmonic approximation for describing the vibrational properties of solids
becomes less adequate with increasing temperature, as the vibrational ampli-
tudes increase. However, the harmonic theory is still not completely adequate
even at low temperatures (when T < θD) . The existence of anharmonicity
is observed even at absolute zero [179,180] because of zero-point vibrations.
If there were no anharmonic effects many physical properties could not be
described. For example there would be no thermal expansion. The force and
elastic constants would be independent of temperature and the specific heats
at constant pressure or volume would be equal. Moreover a phonon−phonon
interaction could not be defined and a crystal would vibrate infinitely. Also
properties as thermal conductivity could not be explained with the harmonic
approximation [181].
The thermal expansion can be described using the harmonic phonon the-
ory in which the harmonic frequencies are assumed to be functions of vol-
ume, by involving the Gru¨nesien approximation. The Gru¨nesien parameter
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is a very useful experimental quantity for the quasi-harmonic approxima-
tion [182]. The word quasiharmonic accounts for the effects of thermal ex-
pansion on phonons, effects that are not strictly harmonic. An implicit as-
sumption of the quasiharmonic theory is that an oscillation has a well-defined,
long-lived, harmonic-like frequency that changes modestly and predictably
with changes in temperature and pressure [183]. In this approximation the
softening of the phonon frequencies is quantified via the mode Gru¨neisen
parameter (γ), which is equal to
γi = −V
ωi
(
∂ωi
∂V
)
T
(6.17)
This equation is a simple function, free of adjustable parameters and pro-
vides direct calculations. Nevertheless, the CV was never calculated so far
through the Gru¨nesien approximation. In the section 6.3 I will review these
methods and I will describe a new simple method to evaluate the effect of
anharmonicity on heat capacity.
6.2.2 Heat capacity of liquids
While there are many theories and a good theoretical understanding of
the heat capacity of both solids and gases, a general theory of the heat
capacity of liquids is absent. The heat capacity of liquids should be a very
simple property to calculate since it requires very few assumptions. Most of
the approaches for liquids’ heat capacity calculation have been made through
gas phase theories or solid phase theories but none of them have a explicit
theory for liquids.
As, it has been noticed by Frenkel [184], there are similarities of liquids
and solids near the melting point, so the molecular organisation in liquid
at these temperatures is similar to the corresponding solid, so is CV. Also,
at high temperatures, the rotation and translation may approach the condi-
tions of a gas, which is almost free. In this case the CV of liquids at high
temperature approaches that of the corresponding gases [185]. The lack of
prediction of CV for liquids is more obvious for temperatures between Tm and
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Tc, where Tm is the melting temperature and Tc is the critical temperature.
Experiments on simple [186,187] and complex [188] liquids show that CV of
liquids decreases with temperature from the classical Dulong−Petit value of
3kBN to 2kBN at high temperature, something that can not be explained
through theories for solids or gases.
The most common approach for the calculation of CV of liquids comes
from the gas phase. For the calculation of liquid energy one can use the
kinetic energy of a gas plus the potential energy of interatomic interactions
for solids (E = K + U). For gases, the atoms move much faster than the
liquid atoms and the interactions between atoms for gas are weak while for
liquids are much stronger. Additionally, the interatomic interactions depend
on each system, thus the calculation of the liquid energy becomes system
depended. Thus, this approximation can not describe a realistic liquid model
but only dense gases. A different approach for the direct calculation of CV for
simple materials such as noble gasses at high temperature, was based on the
Dulong−Petit equation, CV = 3NkB+δC, where according to Brillouin [189]
δC is the change in CV and it takes values from 0 to −R when going from
Tm to Tc, as the shear waves are lost. This explanation is not always correct
since it was noticed that δC for lower temperatures close to Tm is often
positive [190].
Approaches from the solid phase usually use the interstitial theory which
provides a model that unifies crystalline, glassy and liquid states. According
to this theory, simple liquids are presented like crystals that contain a small
percentage of crystal cells in thermal equilibrium or they are presented like
glasses that are frozen liquids. These theories can predict that the heat
capacity of liquids decreases exponentially with temperature at a specific
rate, something that is well satisfied with experimental data [191]. Yet, this
theory focuses on simple materials and does not apply for more complex ones.
A different approach for the calculation of liquid energy and liquid CV
from the solid phase is through the elastic properties [192]. By taking into
account the vibrational states of a glass, the author calculates the energy
and the CV for the liquid phase and predicts the change from CV = 3kBN
to almost CV = 2kBN . That is due to the increasing loss of two transverse
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modes with frequency ω < 1/τ [192]. This theory is based on Frenkel’s theory
of liquid flow [193] that states that the only difference from a solid glass and
a liquid is the relaxation time (τ). This is based on the continuity of the
transition from glass to liquid, so the vibrational states of the liquid just
above the glass transition temperature do not change from the vibrational
states of the glass. This model works well with simple classical liquids but
not for quantum liquids.
The previous theories are harmonic theories and do not take in account
the effect on anharmonicity. In the harmonic approximation the phonon
frequencies are considered to be temperature independent. In the anharmonic
approximation the phonon frequencies depend on the temperature and more
specifically decrease with temperature, and highly affect properties such as
the coefficient of thermal expansion. Especially for the liquid phase, where
the coefficient of thermal expansion is much higher than the solid’s phase,
the effect of anharmonicity has an important role that I will try to explain
in the next paragraphs.
6.3 Evaluation of the effect of anharmonicity on heat
capacity
The anharmonicity of matter is a main topic and there is a large amount of
research about the anharmonicity of solids and how it affects thermodynamic
properties [173,177,194]. That led to a good qualitative understanding about
the effect of the anharmonicity, with the most common approach to evaluate
it, the expansion of potential energy U in Taylor series, in a similar way as in
equation 6.8, including higher order terms. In this expansion, the derivatives
of the potential energy with the atomic displacements in equilibrium condi-
tions are the anharmonic coefficients that according to Cowley [173] are very
complicated to evaluate even for known potential functions.
For crystals, this approach involves the summation over the wave vectors
k, but for other configurations such as glasses the wave vectors are not de-
fined, something that limits this method. For liquids this approach is even
more unrealistic since the displacement of the atoms is random and non peri-
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odic. Even in crystals, due to approximations the estimation of the potential
energy is accurate only in the same order of magnitude.
The main problem in accurate calculation of the potential energy and
the effect of anharmonicity is the lack of well defined models for describing
interatomic forces [172, 173, 175, 176], which makes it a limiting factor for
many quantitative calculations. For most solids apart from the lightest el-
ements the anharmonicity appears generally to be small enough [182] and
that is why if the models for interatomic forces do not describe with high
quality the forces, the anharmonic part is difficult to be defined. Calculations
through experimental data such as phonon lifetimes and frequency shifts are
still not enough for a good estimation of the anharmonic effects and anhar-
monic expansion coefficients, since there are complications in the calculations
that limit the predictive power of the theory [173].
As it is clear from the literature, there is need for a general method for the
estimation of anharmonic heat capacity. For the problem of glass transition,
Trachenko and Brazhkin have proposed a formula [6] for the evaluation of
the effects of anharmonicity in heat capacity. The equation of CV over kB is
CV = 3N(1 + αT ) (6.18)
where α is the coefficient of thermal expansion. In equation 6.18 all the
potentially complicated effects of anharmonicity are evaluated by using only
one parameter the coefficient of thermal expansion. α is a system related
parameter and not adjustable, and can be easily calculated regardless the
complexity of the system. In the following paragraphs, I will try to extract
and extend the equation 6.18 in a similar way described in the original paper.
At high temperature the free phonon energy over kB of a harmonic solid
is defined as
F = 3NT ln
h¯ω¯
T
(6.19)
where ω¯3N = ω1ω2...ω3N is the averaged phonon frequency as introduced
by Landau and Lifshitz [195]. The free phonon energy is in energy over
Boltzman’s constant units. Then the entropy is the derivative of the free
energy with respect of temperature and is defined as S = − (∂F/∂T )V =
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3N (1 + lnT/h¯ω¯). By definition CV = T (∂S/∂T )V = 3N which leads to the
classical Dulong−Petit result.
For the anharmonic case we assume that omega depends on temperature
and in fact it decreases as temperature increases. The entropy is
S = 3N
(
1 + ln
T
h¯ω¯
− T
ω¯
dω¯
dT
)
V
(6.20)
The additional terms in free energy and entropy of the anharmonic crystal
come from both the thermal expansion and the intrinsic anharmonicity. By
definition, CV is the derivative of the entropy with respect with temperature.
For the calculation of CV someone should know the values of the entropy’s
term dω¯/dT . For the definition of this term there is no straightforward way
and various assumptions should be taken into account.
The phonon pressure is the derivative of free energy with respect with
volume and is defined as
Pph = −
(
∂F
∂V
)
T
=
3NTγ
V
(6.21)
where γ is the averaged Gru¨seisen parameter, defined in equation 6.17, and
is equal to γ = (1/3N)
∑3N
i=1 γi. By definition Bph = −Pph = −(3NTγ(q −
1)/V , so (
∂Bph
∂T
)
V
= −3Nγ(q − 1)
V
(6.22)
where q = ∂ ln γ/∂ lnV and is the Gru¨neisen’s parameter volume dependence
and γ can be represented in q as γ = γ0 (V/V0)
q, where γ0 is defined in
ambient conditions. Experimental values show that q has similar value for a
variety of systems, so for simplicity reasons I can omit the (q− 1) term since
it does not affect the order of magnitude calculations of CV and redefine the
equation 6.22 as (
∂Bph
∂T
)
V
= −3Nγ
V
(6.23)
Typical vales for q are q = 2.1 for Pb, q = 3.2 for Ge [194], q = 1.4 for
MgO [177], 1.5 - 2.0 for alkali halides [196] and 1.7 for MgSiO3 [197].
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The total bulk modulus is defined as B = B0 + Bph, where B0 is the
bulk modulus at zero temperature. Moreover, by using the known formula
γ = V αB/CV we can replace the equation 6.23 as(
∂Bph
∂T
)
V
= −α(B0 +Bph) (6.24)
For the case of small αT the formula 6.24 implies that B ∝ −T .
The small αT is often the case for experimental temperature range and
according to experiments [177] the above relation between bulk modulus
and temperature is verified for both constant pressure and constant volume
[198–200]. This is justified because of the intrinsic anharmonicity related to
the softening of the interatomic potential at large vibrational amplitudes, and
moreover because of an additional contribution from the thermal expansion
[6]. After extending the bulk modulus I will try to correlate B with ω¯. For the
acoustic modes, it is known that vsound =
√
B/ρ, where ρ is the density and
moreover ωi = kvsound. That means that ω
2
i is proportional to B, so ω¯
2 ∝ B,
something that is true for any system as long as the phonon spectrum is
treated by the Debye approximation. This result is verified also for the optic
modes case for both longitudinal and transverse phonon frequencies over a
wide temperature range [201] and over a wide pressure range [202]. That
comes to the conclusion that ω¯2 ∝ B0 + Bph and through the equation 6.24
it is concluded that
1
ω¯
(
dω¯
dT
)
V
= −α
2
(6.25)
This equation highlights the effect of intrinsic anharmonicity in the system.
Continuing from the equation 6.20 the anharmonic CV is
CV = 3N
[
1− 2T
ω¯
dω¯
dT
+
T 2
ω¯2
(
dω¯
dT
)2
− T
2
ω¯
d2ω¯
dT 2
]
(6.26)
By using the assumption that (dω¯/dT )V ∝ ω¯ the last two terms of equa-
tion 6.26 cancel out. By using the result of the equation 6.25 the term
−(2T/ω¯)(dω¯/dT ) is equal to +αT . This makes equation 6.26 equal to equa-
tion 6.18, CV = 3N(1 + αT ), which provides a straightforward way for the
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estimation of the anharmonic effects in CV. The relationship of CV and α is
due to the softening of the bulk modulus with temperature at constant vol-
ume due to the intrinsic anharmonicity [183], an effect that can be related to
coefficient of thermal expansion in the Gru¨neisen approximation. The equa-
tion can be used to evaluate anharmonicity not only in crystals but also in
glasses and liquids, for which calculations based on anharmonic expansions
such as Taylor series expansion do not work.
For the equation 6.18 we can make the same assumption as that for
equation 6.23 that the (q − 1) term can be neglected. For more precise
calculations, this term can be included and then the equation 6.24 can be
written as (
∂Bph
∂T
)
V
= −δ(B0 +Bph) (6.27)
where δ = α(q−1) [151]. Then, by combining (6.27) with ω¯2 ∝ B0+Bph and
following the same procedure as earlier we can conclude that (1/ω¯)(dω¯/dT )V =
−(δ/2). Combining this result with equation 6.26 we can write [151]
CV = 3N(1 + δT ) (6.28)
Similarly but more accurately, δ represents all the anharmonic effects in
heat capacity calculations. This parameter quantifies the decrease of B with
temperature at constant volume.
As I mentioned, the equation 6.18 applies for many different systems
such as crystals, glasses and liquids. In the next section I will present the
methodology of how to test and verify this equation, and the various systems
I have used. For my calculations I will try to demonstrate an order of mag-
nitude evaluation of CV so I will not use the equation 6.28 but the equation
6.18. I will present results from classical molecular dynamics simulations for
these systems in different ensembles for a wide temperature range and I will
calculate the effect of anharmonicity for them.
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6.4 Case study for solids and liquids
This section is about verifying and evaluating the previously discussed
theory with results from simulations. All the simulations I performed are
classical molecular dynamics simulations. In previous chapter I mentioned
the benefits of classical molecular dynamics, while in this section I will de-
scribe the benefits of using MD for the specific case, the systems I used, the
methodology and the results about the effect of anharmonicity in CV.
In the calculation of CV there are two main benefits for using classical
MD. Experimentally, the calculation of heat capacity under constant volume
is through heat capacity under constant pressure. The CV is very difficult to
be measured experimentally due to physical restrictions in experiments under
constant volume. In contrary, CP is easy to be measured. The calculation
of CV comes through the equation 6.4. Still, there are many experimental
uncertainties in the definition of α and βT (or bulk modulus), particularly
at high temperature where the calculation of CV is inaccurate. This prob-
lem does not arise in MD simulations where it is possible to easily perform
simulations under constant volume.
The second issue that classical MD easily surpass are the calculations
close to the classical limit h¯ωD/T  1 where CV = 3N . This limit is
not easy to be achieved in many experimental systems due to high Debye
frequency [177]. That often makes unclear to what extent the deviation of
experimental CV from 3N is due to anharmonicity or the quantum effect of
phonon excitation. This issue does not arise in classical MD simulations that
I use for my calculations.
6.4.1 Materials
To prove the universality of the theory in my simulations I involve a
variety of materials with different structures and symmetries, as well as a
variety of interatomic potentials. In table 1 I describe the chemical formula,
the structure and the space group for crystals, the number of the atoms in
the system and the interatomic potential I used. The range of materials in-
clude single elements, oxides, ionic crystals and more complex systems while
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Table 1: Materials used for calculation of α
Material Structure - Space Group No. of Atoms Potential
Al2O3 Trigonal - R3¯c 14,400 Buckingham
204
Ar Liquid 64,000 Lennard−Jones205
Ar FCC - Fm3m 32,000 Lennard−Jones206
Ge Diamond - Fd3m 27,000 Tersoff80
NaCl FCC - Fm3¯m 27,000 Buckingham207
SiO2 Amorphous 12,288 Buckingham
208
TiO2 Tetragonal - P42/mnm 23,520 Buckingham
209
ZrSiO4 Tetragonal - I41/amd 17,496 Buck. & Morse
210,211
structure includes various cubic, trigonal,tetragonal, glasses and liquids.
Most of the materials have crystalline structure and most specifically for
Al2O3 and TiO2 I used corundum and rutile structure respectively, which
are the non default crystal structures for these materials. The SiO2 is in
amorphous state, as described in reference [203]. For argon I used two differ-
ent configurations, one with fcc structure and one which represents a binary
liquid in the supercooled viscous state. I use the binary system in order
to avoid crystallisation of the system and represent a high-viscous liquid at
low temperatures and a low-viscous liquid at high temperatures. Apart from
these materials I tested few other systems such as C (Fd3m), GeO2 (amor-
phous) and MgO (Fm3¯m). C, GeO2 and MgO with Ge, SiO2 and NaCl
respectively have the same crystalline structure and I will not proceed with
further investigation for these materials.
The number of atoms is in the same order of magnitude for all the ma-
terials, between 12,000 and 64,000 atoms. Systems of this size are generally
considered to be sufficient for describing realistically and accurately physical
systems and properties in MD simulations. During the testing of our con-
figurations I tested much bigger size systems without having more accurate
results but only high increase of computational cost.
All the potentials for my simulations are well known empirical anhar-
monic interatomic potentials, described in previous section (4.1.1). For each
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material the potential type is cited in table 1 in the Potential column. In or-
der to reduce the computational cost I tested the cut-off parameters in order
to produce accurate results without including calculations at large distances.
6.4.2 Methodology
The procedure I followed for the preparation of the systems in order to
calculate the various properties is the same as the procedure described in
section 4.1.2. As previously, for the calculation of heat capacity the mate-
rials need to be treated as bulk in order to avoid possible problems in MD
simulations such as having surface interactions or anisotropic volume expan-
sion, so I use PBC. Also the most common approach for the calculation of
CV, is to use the microcanonical NVE in which the volume and the energy
of the system are constant and the temperature and the pressure are allowed
to change.
For the calculation of heat capacity I run simulations for a wide temper-
ature range, in order to cover the whole solid phase. The temperature range
for most of the materials was from 1 K till around 4,000 K, a temperature
that all used materials are in liquid state, and the temperature step was
varying from 1 K to 4 K, without any difference in the fitting procedure later
on. For the calculation of CV I run simulations of the equilibrated system in
NVE ensemble for 15 ps at every different temperature. For the calculation
of the volume I run simulations of the equilibrated system in NPT Berendsen
ensemble for 15 ps for every different temperature. For both NVE and NPT
ensembles I used the same initial configuration, the same interatomic poten-
tial and the same simulation parameters, but I followed different procedure
for the calculation of α.
Under constant pressure conditions, the coefficient of thermal expansion
was calculated by using the direct equation
α =
1
V0
∆V
∆T
(6.29)
where V0 is the system’s volume at the lowest temperature and ∆V and ∆T is
the volume and temperature difference, respectively, over all simulations for
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each material. Under constant volume conditions, the coefficient of thermal
expansion was calculated by using the equation 6.18. For higher accuracy
of the results I calculated the value of α at each different temperature and I
used the average value to compare with α from simulations under constant
pressure conditions. CV was calculated through the definition of heat capac-
ity, by deriving the energy of the system with respect to temperature per
atom. I used various fitting methods, such as polynomial fitting of various
orders and cubic splines, in order to optimise and obtain the most accurate
results and verify that CV is not sensitive to the polynomial order and the
fitting parameters.
6.4.3 Results
As I mentioned the calculation of heat capacity was done at a wide tem-
perature range in order to include the whole solid phase of every system, with
exception the viscous liquid case. The results I present in figures 41, 42, 43,
44, 45 and 46 I refer only to the solid phase, likewise for the calculation of the
coefficient of thermal expansion. The left graphs represent the volume over
the initial volume at the lowest temperature in respect with temperature.
All results were directly extracted from NPT simulations where pressure and
temperature in the system are kept constant. As we can see, all systems
exhibit a linear increase in volume as temperature increases.
The right graphs represent the heat capacity under constant volume over
the number of atoms in the system and over Boltzman’s constant in respect
with temperature. All results are fitted energy data over temperature. From
these graphs we observe that for all different systems CV increases above the
classical Dulong−Petit value of 3 as temperature increases. Although CV
is expected to exhibit a linear increase we can see that for all materials the
curve is not straight. This is something that is attributed to the initial fitting
process of the data. In figure 47 I present a summary of the data for V/V0
and CV in respect with temperature for all solid systems I used.
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Figure 41: Al2O3. Left graph: Volume over V0 as a function of temperature.
Right graph: CV as a function of temperature.
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Figure 42: Ge. Left graph: Volume over V0 as a function of temperature.
Right graph: CV as a function of temperature.
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Figure 43: NaCl. Left graph: Volume over V0 as a function of temperature.
Right graph: CV as a function of temperature.
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Figure 44: SiO2. Left graph: Volume over V0 as a function of temperature.
Right graph: CV as a function of temperature.
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Figure 45: TiO2. Left graph: Volume over V0 as a function of temperature.
Right graph: CV as a function of temperature.
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Figure 46: ZrSiO4. Left graph: Volume over V0 as a function of tempera-
ture. Right graph: CV as a function of temperature.
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Figure 47: The 6 materials in solid phase. Left graph: Volume over V0 as
a function of temperature. Right graph: CV as a function of temperature.
A major exception can be seen for the crystalline Argon case in figure
48, where the increase of CV is preceded by its decrease at low temperature.
Although Argon is a very simple element is characterised as a soft crystal.
Such crystals tend to be soft and have low melting points because the atoms
in the solid experience relatively weak interatomic attractions. Soft crystals
that contain only individual atoms, as in crystalline Argon, include only
weak London forces between their atoms. These crystals are characterised
by large anharmonicity and have high Gru¨neisen parameter, (γ = 2.9 for
Argon [212]). This is a drawback of the theory which is based on assumptions
of the Gru¨neisen approximation, so I did not involve crystalline Argon in
the calculations of the coefficient of thermal expansion. Nevertheless, this
drawback is not a problem for most other crystals that have lower γ [213,214].
In the methodology section I mentioned that coefficient of thermal ex-
pansion is calculated for the solid phase, something that is represented as
a linear part in the figures of heat capacity. For the special case of viscous
liquid, in figure 49, α is calculated at low temperatures where CV exhibits a
linear increase. As with the other materials I calculated α at each tempera-
ture and I used the average value to compare with α from simulations under
constant pressure.
To separate the α calculated from equation 6.29 and the α calculated from
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Figure 48: Argon fcc. Left graph: Volume over V0 as a function of temper-
ature. Right graph: CV as a function of temperature.
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Figure 49: Binary Argon. Left graph: Volume over V0 as a function of
temperature. Right graph: CV as a function of temperature.
the equation 6.18, I will name the first one as coefficient of thermal expansion
calculated under NPT Berendsen ensemble (αNPT ) and the second coefficient
of thermal expansion calculated under NVE ensemble (αNV E). In the table
2 I show the values of αNPT and αNV E for each system and the difference
between these two values. The values of αNPT and αNV E may deviate from
the experimental values, something that I do not examine in the present
research. This is a known result that occurs in computational simulations
and arises from the use of small systems, comparing to real samples, and
the use of empirical interatomic potentials. The validity of the theory is
based on calculations from different simulations which use the same potential.
Although interatomic potentials not necessarily reproduce results close to
experimental values for α, they are developed to reproduce accurately other
physical properties such as phonon frequencies, in which the equation 6.18
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Table 2: Coefficient of thermal expansion values for various materials. Re-
sults from MD simulations
Material αNPT (10
−5K−1) αNV E(10−5K−1)
|αNPT−αNVE |
αNPT
%
Al2O3 0.7 1.3 85.7
Ar (liquid) 172.0 175.0 1.7
Ge 2.6 3.6 38.5
NaCl 14.0 7.0 50.0
SiO2 2.9 2.4 17.2
TiO2 2.8 1.1 60.7
ZrSiO4 2.0 1.3 35.0
is based on, they still give correct order of magnitude calculations. This is
understood from the average percentage difference of |αNPT−αNV E|/αNPT%
for all the systems, which is 41.2% and it provides correct order of magnitude
estimation.
As a conclusion, the equation 6.18 gives the correct order of magnitude
evaluation of anharmonic effects for all tested materials and structures, a
result that is considered the best of what can be achieved using the traditional
perturbation expansion approximations. This equation works well enough
for crystals but it works particularly well for glasses and liquids, although
it is an equation that approaches liquids from the solid phase. In the next
paragraphs I am going to explain why the (6.18) can be used for liquids and
the existence of a non-monotonic behaviour for the viscous liquid case in CV.
6.4.4 Discussion of the liquid CV
The material I chose to represent the liquid state is a binary Argon ma-
terial that uses a Lennard−Jones potential to describe the interatomic inter-
actions. As I present in figure 49 the CV at low temperature has an almost
linear increase. The calculated αNV E comes from the first part of CV, the
linearly increasing part which corresponds to a viscous liquid and not to a
solid.
A general definition of a viscous liquid is a liquid whose relaxation time (τ)
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of binary Argon.
is much larger than the Debye vibration period which is around 0.1 ps, so
τ  τD. Relaxation time is defined as the average time between consecutive
atomic jumps in a liquid at one point in space [193]. To show that τ  τD, in
figure 50 I plot the coordinates of three atoms with the highest displacement
form their initial position, taken from the simulation of the viscous liquid at
50 K. This temperature corresponds to the temperature in the middle of the
linear increase of CV for Argon.
From the graph I can conclude that the atomic displacements are much
higher than the Debye vibration period or typical displacement for solids, and
reach 8 A˚ over the whole simulation time of 100 ps. As it can be seen, the
large-amplitude diffusive motions are present, something that indicates that
the system is in the liquid state. According to Lindemann criterion [215]
the melting might be expected when the root mean vibration amplitude√
< u2 > exceeds a certain threshold value, which namely is when the ampli-
tude reaches at least 10% of the nearest neighbour distance. This is obvious
from figure 50. The Lindemann criterion was originally explaining the mech-
anism of melting for bulk materials with simple structure by using the vibra-
tion of atoms in the crystal to explain the melting transition. This method
has been proved to work well with crystals described by the Lennard−Jones
potential [216]. Moreover from the calculation of τ as the average time be-
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tween atomic jumps, the relaxation time is τ ≈ 15 ps and I can conclude
that this systems corresponds to a viscous liquid.
As it might be argued, the equation 6.18 is derived for solids so it can
not be applied for liquids. In a liquid there are two types of motion, the
diffusional motion and the phonon motion [193]. The phonon motion includes
one longitudinal mode and two transverse modes with frequency ω > 1
τ
.
Liquid energy is the sum of the diffusional energy with phonon energy, where
the diffusional energy includes the kinetic and potential energy of the atoms.
The time that an atom spends to move from one position to another is
approximately equal to τD [193]. Therefore, the probability of a jump is
ρ = τD/τ .
In statistical equilibrium, the number of atoms in the transitory diffusing
state is Ndif = Nρ, where N is the total number of atoms, which is equal to
Ndif = N
τD
τ
(6.30)
From the equation 6.30 it is clear the relative number of diffusing atoms at
any given moment of time is negligible since for the viscous liquid it is true
that τ  τD.
As a consequence, the diffusional energy of the liquid in this regime can
be neglected and the total liquid energy is equal to the phonon energy. The
phonon energy of a liquid for time τ is given, to a very good approximation,
by the phonon energy of its solid. This approximation is verified if I calculate
the energy of a liquid from the anharmonic liquid energy equation proposed
in [150], where the authors approach liquids from the solid state
E = NT
(
1 +
αT
2
)[
3−
(τD
τ
)3]
(6.31)
where for the case of viscous liquid where τ  τD, the equation 6.31 gives E =
3NT (1 + αT/2) and consequently CV = 3N(1 + αT ). The only difference
between the phonon states in a liquid and a solid is that the liquid does not
support all transverse modes as a solid does, but only modes with frequency
ω > 1/τ as it was mentioned earlier, something that for the viscous liquid
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case gives a minor affect to the phonon energy.
By using the previous approximations I can say the energy of the viscous
liquid is similar to the solid phonon energy. Thus, equation 6.18 is applicable
to viscous liquids. This explains the non-monotonic behaviour of CV which
for low temperature, where the viscous regime is, the CV increases. After
the linear increase, the CV reaches a maximum and then it decreases. This
behaviour can be explained as a result of two competing effects. The CV
increases for low temperature due to anharmonicity and then CV decreases at
high temperature as a result of the number of transverse waves progressively
decreasing with the frequency.
Extensive studies of anharmonicity in oxides and silicates report a sys-
tematically positive anharmonic contribution to CV [217–222]. This decrease
of CV is a common effect and it is observed in experimental data for many
liquids [149,150,192]. These two effects give the maximum of CV, something
that experimentally is difficult to be observed.
The experimental observation of the decrease of CV, requires experiments
where τ approaches τD. That could be achieved by using low viscosity liq-
uids such as metallic, noble atom and some molecular liquids [149]. The
problem with these liquids is that they tend to crystallise easily on cooling,
preventing the formation of the viscous regime. Moreover, a linear increase
of CV could be observed in viscous liquids such as silicates, chalcogenides
and other systems, but reaching a low viscosity regime in these systems and
observe the decrease of CV due to the loss of transverse waves, requires high
temperature, where experiments are challenging.
Furthermore, viscous liquids often have strong bonds and high Debye
temperature for internal vibrations. As a result the heat capacity continues
to increase even at high temperature due to progressive excitation of internal
vibrations, counteracting the decrease of CV due to the loss of transverse
modes. That makes experiments not able to observe the non-monotonic
behaviour of CV but able only to observe either a decrease of CV in low
viscosity liquids or an increase of CV in high viscosity liquids.
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6.5 Summary and discussion
From literature it is clear that a universal theory that calculates the heat
capacity for all states of matter is absent. Theories of calculation of heat
capacity focus on solids and gases while they approach liquids either from
the gas phase or the solid phase. For the calculation of heat capacity I used a
theory that approaches the liquids from the solid phase and it can calculate
the heat capacity by using the equation 6.18. Using this equation provides a
simple new way to evaluate the effect of anharmonicity on a system’s thermo-
dynamic functions, such as heat capacity. In this approach, the contribution
of all potentially complicated anharmonic effects to CV is evaluated using
one parameter only, the coefficient of thermal expansion.
From the equation 6.18 I estimated the effect of anharmonicity in heat
capacity, by comparing results of the coefficient of thermal expansion un-
der constant volume conditions and under constant pressure conditions, by
performing extensive classical MD simulations. These simulations are not
affected from anharmonic effects since they treat materials as classic and at
the same time allow to study a wide temperature range under various condi-
tions, something that is not easily approached by experiments. The results
of α from MD simulations under different conditions, show that the equation
6.18 provides a correct order of magnitude evaluation of anharmonic effects
and they are considered to be better from what the traditional approach of
perturbation expansion can give.
For the viscous liquid case, the heat capacity forms a non-monotonic be-
haviour, with a linear increase at low temperature, a maximum and then
a linear decrease at high temperature, something that can not be observed
experimentally. This phenomenon is a result of two competing effects. One
is at the high-viscous regime at low temperatures where CV increases due to
high anharmonicity and second is at the low-viscous regime at high tempera-
tures where CV decreases due to decrease of transverse waves with frequency.
Overall this theory has a good predictive power for systems of any complexity
or structure.
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7 Summary and conclusions
In previous chapters I try to explain and define the main objective of this
thesis, the connection of dynamics in the solid and liquid state. Information
on the structure and dynamics of a material help to predict its properties
and its behaviour. The problem that still remains nowadays is the absence
of a universal theory that describes dynamics of materials in all structural
phases. Most of the current theories focus on crystals and they use various
approximations to discuss amorphous and liquid materials. For this reason
the understanding of the correlation of dynamics between the three phases
of a material is very important.
In chapter 2 I provide the general theory that applies to the procedure and
analysis I follow in the rest of the chapters. I discuss the structural properties
of crystalline, amorphous and liquid materials and I give a brief description
of the similarities and distinctions of the three phases. I define basic terms
related to structure and structure analysis. Thereafter I discuss atomic dy-
namics of materials and the current theories and current approximations
that are being used to describe dynamics in a system. This introduction is
essential for better understanding of the results of next chapters.
Moreover I focus on the neutron scattering technique. I discuss the bene-
fits of this technique and I explain the procedure during elastic and inelastic
scattering. The neutron scattering technique is the major technique I use
for experiments and simulations in order to study the collective excitation
spectra and the phonon−roton minimum for barium and other materials.
In chapter 3 I describe the inelastic neutron scattering experiments I
performed with barium. The results I present are for barium in the polycrys-
talline and liquid phase. These results include collective excitation spectra
and DHO fits of phonon frequencies of barium at various temperatures. The
DHO fits represent an average curve of all dispersion curves along the wave
vector in the collective excitation spectra and provide a better understanding
of the phonon frequencies of the system. I evaluate the fits by studying the
damping factor of every fit and by comparing them with the initial data,
showing the good quality of the fitting procedure.
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The results from INS experiments show high similarity of the collective
excitation spectra of the polycrystalline and liquid phase of barium. This is
also observed in the DHO fit graphs of both phases. Furthermore I discuss
the phonon−roton minimum regime of barium that can be observed in the
results, something that I compare later with results from INS simulations
and theoretical calculations.
In chapter 4 I present the computational work of this thesis and the
principles of classical molecular dynamics simulations and how I calculate
phonon frequencies. I calculate phonon frequencies for iron and argon in
their crystalline and amorphous phase and I perform similar analysis as in
the experimental method. I present collective excitation spectra and DHO
fits for iron and argon showing similar results as in the experiments. Both
crystalline and amorphous phase exhibit similar phonon frequencies and they
exhibit the phonon−roton minimum at similar wave vector. Results from
DHO experiments and simulations verify the connection of dynamics of solids
and the corresponding liquids.
In chapters 3 and 4 I present results from INS calculations for both solid
and liquid phases. As we can see from the collective excitation spectra and
the DHO fits, the solid and the corresponding liquid structure exhibit re-
markable similarities. The spectra of the solid and liquid follow the same
pattern and they exhibit the characteristic regimes of phonon−maxon and
phonon−roton at the same wave vector. From this observation in my re-
sults and also in results in literature, I can conclude that the high-frequency
atomic dynamics of a solid are very similar to dynamics of the corresponding
liquid.
Moreover in chapter 4 I present a detailed analysis of the local structure of
many materials in their crystalline, amorphous and liquid phase. I compare
results from the pair distribution function analysis and the angles between
nearest neighbour atoms analysis in the three phases. Results from the three
phases show that the population of the local structure remains the same
regardless of the structure. The results for the amorphous and liquid phase
of most materials exhibit similar angles between the bonds as those of the
crystalline phase, implying similar local order in the three phases. From the
170
similarities of the three phases in results from both local population and local
order analysis I can conclude that the short-range structure of any state of the
system remains the same, or very similar, to this of the crystalline state. This
is something already discussed in literature but it has not studied extensively.
At the end of chapter 4 I describe the method to produce accurate inter-
atomic potential parameters for barium with the use of DFT calculations.
The modelled potential for barium is in the extended Finnis−Sinclair form
and I use the force-matching method to obtain the parameters. I perform
extensive fitting calculations in order to calculate the 9 parameters of the
potential but without obtaining results that describe accurately the physical
properties of the system. From the angle analysis of barium, based on the
results from angle analysis in other systems, I explain that the structure is
not the predicted one and I identify this as the main reason for not producing
potential parameters that describe accurately barium’s physical properties.
In chapter 5 I focus on interatomic interactions and the origin of the
phonon−roton minimum. I revise the theoretical background of the roton
minimum and the proposed theories of its origin, based on superfluid helium.
I propose a theory that uses as a starting point the hypothesis that the
formation of the phonon−roton minimum is a result of atomic interactions
and not a quantum phenomenon.
I use as study system a monatomic bcc material in order to explain the in-
teratomic interactions in the short-range order. This theory explains that the
local atomic interactions are the strongest in the system and they highly af-
fect it. For the specific case I predict that the formation of the phonon−roton
minimum is related to the nearest interatomic interactions of the third par-
allel neighbour plane of atoms in the longitudinal acoustic mode. I compare
the theoretical results with results from INS experiments and simulations
and I find that this theory has very good predictive power.
Although the theory is based on a crystalline system, it can extend to
amorphous and liquid systems. This is clear from results in chapter 4 where
I exhibit the local structure similarities of the three phases. Moreover, this
theory can be extended to more complicated structures and it is expected
to predict the origin of the phonon−roton minimum. Still this needs to be
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verified by further calculations.
As I explain in chapter 5 the sort-range interactions in a crystal are very
strong and they highly affect the local structure. These interactions highly
constrain the atoms to form a specific structure. This is possibly the mech-
anism that impels the amorphous and liquid state to form structure simi-
lar to this of the corresponding crystalline structure. Moreover, the strong
short-range interactions highly affect the dynamics of the system. This can
be understood from the formation of the phonon−roton minimum at the
same wave vector were the strongest interatomic interaction of the system
minimise. Therefore the local structure of a system affects its dynamics,
regardless of the state of the system.
In chapter 6 I extend the connection of solids and liquids to the macro-
scopic level by studying thermodynamical properties of various simple ma-
terials. I revise existed theories on the prediction of heat capacity of solids
and liquids and I propose a new simple way to calculate heat capacity. This
new theory calculates the heat capacity by using the coefficient of thermal
expansion.
I perform classical MD simulations in order to calculate the heat capacity
of various crystalline and amorphous materials. I test the validity of the
theory by calculating the coefficient of thermal expansion under constant
pressure conditions and under constant volume conditions. This theory has
a good predictive power and it gives correct order of magnitude evaluation
of the anharmonic effects in a material.
Moreover I test the theory for a viscous liquid system and it also pro-
vides good predictive power, as for solids. For this system the heat capacity
exhibits a non-monotonic behaviour, with an initial linear increase at low
temperature and then an almost linear decrease at higher temperature. This
is due to two contradicting effects, initial increase due to high anharmonicity
and then decrease due to the decreasing number of transverse waves. The
good predictive power of the anharmonicity of a system applies to all tested
cases including crystalline, amorphous and liquid simple materials. Since the
theory functions well regardless the state of the system, we can assume that
similar anharmonic effects apply to both solids and liquids.
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Overall I can conclude that atomic dynamics of solids and the corre-
sponding liquids are highly connected. Although I focus in details in the
local-structure atomic dynamics and I prove the high similarity of dynamics
of the solid and liquid phase, results from the calculation of heat capacity
allude the connection of dynamics at the macroscopic level as well. Fur-
ther investigation of the connection of dynamics of the two phases in more
complex materials at both microscopic and macroscopic level will provide
a generalised theory which will fill in the existing lack of theory predicting
dynamics of liquids.
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A Calculation of the angular frequency for
short wave vector
For the linear chain model, which describes a one-dimensional model, the
energy between two atoms is
E =
1
2
J(un − un+1)2 (A.1)
where J is the force constant at the equilibrium position. The strain  for
displacement un of an atom n from its equilibrium position is given as un =
na, where a is the interatomic distance. Then the energy from the strain of
an atom from its equilibrium position is
Estrain =
1
2
J(un − un+1)2
a
=
1
2
J2a (A.2)
From theory we know that if we include the isotropic elastic stiffness (c) the
equation A.2 will be equal to
Estrain =
1
2
c2 (A.3)
The relation between c and the force constant J is c = Ja.
Vibrations with short wave vector, or else long wavelength, correspond
to acoustic waves. The relationship that connects the speed of sound vsound
and the c is
v2sound =
c
ρ
=
Ja2
m
(A.4)
where ρ is the density and is equal to ρ = m/a
Moreover, the speed of sound is related to the angular frequency and
the wave vector as ω = vsoundk. The last equation with combination with
equation A.4 defines the angular frequency for long wavelength as
ω = vsoundk =
(
a
√
J
m
)
k (A.5)
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B Calculation of the angular frequency for
long wave vector
The energy between an atom n and its nearest neighbour atom n+ 1 is
En =
1
2
J(un+1 − un)2 + 1
2
J(un − un−1)2 (B.1)
From Newton’s equation of motion we know that
Fn = −∂En
∂un
= m
∂2un
∂t2
(B.2)
If we replace the equation B.1 in the equation B.2 we get
m
∂2un
∂t2
= −J(2un − un+1 − un−1) (B.3)
The solution that describes the sinusoidal acoustic waves with respect of
displacement is
un,k = Uk exp[i(kxn − ωt)] (B.4)
where Uk is the amplitude of the displacement along the wave vector with
frequency ω. xn is the position of the n-th atom and is defined as xn =
na, where for this case where we calculate distances between the nearest
neighoubor atoms a is the interatomic distance. The general form of the
equation B.4 including the displacement of all atoms in a system is
un,k =
∑
k
Uk exp[i(kna− ωt)] (B.5)
When describing only the nearest neighbour interactions for a monatomic
linear system, the equation B.4 is simplified to
un+1,k = un exp(ika) (B.6)
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If we use equation B.6 to solve equation B.2 we get
m
∂2un
∂t2
= −J(2un − un+1 − un−1)
= −Jun[2− exp(ika)− exp(−ika)]
= −2Jun[1− cos(ka)]
= −4Jun sin2
(
ka
2
) (B.7)
In order to include the angular frequency in our calculations we equate the
mass times acceleration with mass times angular frequency squared times
the displacement
m
∂2un
∂t2
= −mω2kun (B.8)
Thus we can calculate the angular frequency for interactions between neigh-
bour atoms as
ω2k =
(
4J
m
)
sin2
(
ka
2
)
ωk =
√
4J
m
∣∣∣∣sin(ka2
)∣∣∣∣ (B.9)
In order to calculate the angular frequency for the general case where we
calculate all the interactions in the system and not only the nearest neighbour
interactions, the equation B.1 will change to
E = N
∑
p
φp(pa) +
1
2
∑
n,p
Jp(un − un+p)2 (B.10)
where φp(rp) is the energy between the n-th atom and its p-th neighbour,
which are in a distance rp = pa. The force constant Jp between the n-th
atom and its p-th neighbour is defined as
Jp =
∂2φp
∂r2p
(B.11)
Similar to equation B.3 and by including the equation B.6 but not for the
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nearest neighbour atom but for a neighbour atom p, the general solution is
m
∂2un
∂t2
= −
∑
p
J(2un − un+p − un−p)
= un
∑
p
Jp[2− exp(ikpa)− exp(−ikpa)]
(B.12)
As previously, by using equation B.8 we can calculate the general angular
frequency for a system as
ω2k =
∑
p
4
m
Jp sin
2
(
kpa
2
)
ωk =
∑
p
√
4
m
Jp sin
2
(
kpa
2
) (B.13)
This solution refers to monatomic systems. Systems of more than one differ-
ent atoms require different equation for every different atom and the solution
of these equations become very complicated to be solved by hand.
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