Sample-and-Gather: Fast Ruling Set Algorithms in the Low-Memory MPC
  Model by Kothapalli, Kishore et al.
Sample-and-Gather: Fast Ruling Set Algorithms
in the Low-Memory MPC Model
Kishore Kothapalli
IIIT Hyderabad, India
kkishore@iiit.ac.in
Shreyas Pai
The University of Iowa, USA
shreyas-pai@uiowa.edu
Sriram V. Pemmaraju
The University of Iowa, USA
sriram-pemmaraju@uiowa.edu
Abstract
Motivated by recent progress on symmetry breaking problems such as maximal independent set
(MIS) and maximal matching in the low-memory Massively Parallel Computation (MPC) model
(e.g., Behnezhad et al. PODC 2019; Ghaffari-Uitto SODA 2019), we investigate the complexity
of ruling set problems in this model. The MPC model has become very popular as a model for
large-scale distributed computing and it comes with the constraint that the memory-per-machine is
strongly sublinear in the input size. For graph problems, extremely fast MPC algorithms have been
designed assuming Ω˜(n) memory-per-machine, where n is the number of nodes in the graph (e.g.,
the O(log logn) MIS algorithm of Ghaffari et al., PODC 2018). However, it has proven much more
difficult to design fast MPC algorithms for graph problems in the low-memory MPC model, where
the memory-per-machine is restricted to being strongly sublinear in the number of nodes, i.e., O(nε)
for 0 < ε < 1.
In this paper, we present an algorithm for the 2-ruling set problem, running in O˜(log1/6 ∆)
rounds whp, in the low-memory MPC model. We then extend this result to β-ruling sets for
any integer β > 1. Specifically, we show that a β-ruling set can be computed in the low-memory
MPC model with O(nε) memory-per-machine in O˜(β · log1/(2β+1−2) ∆) rounds, whp. From this it
immediately follows that a β-ruling set for β = Ω(log log log ∆)-ruling set can be computed in in
just O(β log logn) rounds whp. The above results assume a total memory of O˜(m + n1+ε). We
also present algorithms for β-ruling sets in the low-memory MPC model assuming that the total
memory over all machines is restricted to O˜(m). These algorithms are all substantially faster than
the Ghaffari-Uitto O˜(
√
log ∆)-round MIS algorithm in the low-memory MPC model.
All our results follow from a Sample-and-Gather Simulation Theorem that shows how random-
sampling-based Congest algorithms can be efficiently simulated in the low-memory MPC model.
We expect this simulation theorem to be of independent interest beyond the ruling set algorithms
derived here.
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1 Introduction
There has been considerable recent progress in the design and study of large-scale distributed
computing models that are closer to reality, yet mathematically tractable. Of these, the
Massively Parallel Computing (MPC) model [38, 55] has gained significant attention due to
its flexibility and its ability to closely model existing distributed computing frameworks used
in practice such as MapReduce [24], Spark [56], Pregel [49], and Giraph [21].
© Kishore Kothapalli, Shreyas Pai, and Sriram V. Pemmaraju;
licensed under Creative Commons License CC-BY
40th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS 2020).
Editors: Nitin Saxena and Sunil Simon; Article No. 12; pp. 12:1–12:26
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
ar
X
iv
:2
00
9.
12
47
7v
1 
 [c
s.D
C]
  2
6 S
ep
 20
20
12:2 Sample-and-Gather: Fast Ruling Set Algorithms in the Low-Memory MPC Model
The MPC model is defined by a set of machines, each having at most S words of
memory. The machines are connected to each other via an all-to-all communication network.
Communication and computation in this model are synchronous. In each round, each machine
receives up to S words from other machines, performs local computation, and sends up to S
words to other machines. The key characteristic of the MPC model is that both the memory
upper bound S and the number of machines used are assumed to be strongly sublinear in the
input size N , i.e., bounded by O(N1−ε) for some constant ε, 0 < ε < 1. This characteristic
models the fact that in modern large-scale computational problems the input is too large to
fit in a single machine and is much larger than the number of available machines.
Even though the MPC model is relatively new, a wide variety of classical graph problems
have been studied in this model. This stream of research includes the design of fast
algorithms [9, 14, 23, 22, 31] as well as lower bound constructions [20, 30, 52]. A particular,
though not exclusive, focus of this research has been on symmetry breaking problems
such as maximal independent set (MIS) [14, 31, 28], maximal matching [16], and (∆ + 1)-
coloring [19, 7], along with related graph optimization problems such as minimum vertex
cover and maximum matching.
For graph problems, the input size is O˜(m + n) where m is the number of edges and
n is the number of nodes of the input graph. Thus, O((m + n)1−ε), for some constant ε,
0 < ε < 1, is an upper bound on both the number of machines that can be used and the size S
of memory per machine. It turns out that the difficulty of graph problems varies significantly
based on how S relates to the number of nodes (n) of the input graph. Specifically, three
regimes for S have been considered in the literature.
Strongly superlinear memory (S = O(n1+ε)): For this regime to make sense in the
MPC model, the input graph needs to be highly dense, i.e., m  S  n such that S
is strongly sublinear in m. Even though the input graph is dense, the fact that each
machine has O(n1+ε) local memory makes this model quite powerful. For example, in
this model, problems such as minimum spanning tree, MIS, and 2-approximate minimum
vertex cover, all have O(1)-round algorithms [38, 33].
Near-linear memory (S = O˜(n)): Problems become harder in this regime, but
symmetry breaking problems such as MIS, vertex cover, and maximal matching can still
be solved in O(log logn) rounds [23, 6, 27, 29]. Furthermore, recently Assadi, Chen, and
Khanna [7] presented an O(1)-round algorithm for (∆ + 1)-vertex coloring.
Strongly sublinear memory (S = O(nε)): Problems seem to get much harder in this
regime and whether there are sublogarithmic-round algorithms for certain graph problems
in this regime is an important research direction. For example, it is conjectured that
the problem of distinguishing if the input graph is a single cycle vs two disjoint cycles of
length n/2 requires Ω(logn) rounds [55, 30]. However, even in this regime, Ghaffari and
Uitto [31] have recently shown that MIS does have a sublogarithmic-round algorithm,
running in O˜(
√
log ∆) rounds, where ∆ is the maximum degree of the input graph. This
particular result serves as a launching point for the results in this paper.
The MIS problem has been called “a central problem in the area of locality in distributed
computing” (2016 Dijkstra award citation). Starting with the elegant, randomized MIS
algorithms from the mid-1980s by Luby [48] and by Alon et al. [2], several decades of
research has now been devoted to designing MIS algorithms in various models of parallel
and distributed computing (e.g., PRAM, Local, Congest, Congested-Clique, and
MPC). A ruling set is a natural relaxation of an MIS and considerable research has been
devoted to solving the ruling set problem in different models of distributed computation
as well [11, 41, 17, 25]. An (α, β)-ruling set of a graph G = (V,E) is a subset S ⊆ V such
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that (i) every pair of nodes in S are at distance at least α from each other and (ii) every
node in V is at distance at most β from some node in S. An MIS is just a (2, 1)-ruling
set. Research on the ruling set problem has focused on the question of how much faster
distributed ruling set algorithms can be relative to MIS algorithms and whether there is
a provable separation in the distributed complexity of these problems in different models
of distributed computing. For example, in the Local model1, Kuhn, Moscibroda, and
Wattenhofer [43, 44] show an Ω
(
min
{
log ∆
log log ∆ ,
log ∆
log log ∆
})
lower bound for MIS, even for
randomized algorithms. However, combining the recursive sparsification procedure of Bisht
et al. [17] with the improved MIS algorithm of Ghaffari [25] and the recent deterministic
network decomposition algorithm of Rozhon and Ghaffari [53], it is possible to compute
β-ruling sets in O(β log1/β ∆ +polyloglog(n)) rounds, thus establishing a separation between
these problems, even for β = 2, in the Local model. In this paper, we are interested only
in (2, β)-ruling sets and so as a short hand, we drop the first parameter “2” and call these
objects β-ruling sets. As a short hand, we will use low-memory MPC model to refer to the
strongly sublinear memory MPC model. As mentioned earlier, Ghaffari and Uitto [31] recently
presented an algorithm that solves MIS in the low-memory MPC model in O˜(
√
log ∆) rounds.
However, nothing more is known about the 2-ruling set problem in this model and the fastest
2-ruling set algorithm in the low-memory MPC model is just the above-mentioned MIS
algorithm. This is in contrast to the situation in the linear-memory MPC model. In this
model, the fastest algorithm for solving MIS runs in O(log logn) rounds [27], whereas the
fastest 2-ruling set algorithm runs in O(log log logn) rounds [35]. This distinction between
the status of MIS and 2-ruling sets in the linear-memory MPC model prompts the following
related questions.
Is it possible to design an o(
√
log ∆)-round, 2-ruling set algorithm in the low-memory
MPC model? Could we in fact design 2-ruling set algorithms in the low-memory MPC
model that run in O(polyloglog(n)) rounds?
1.1 Main Results
We make progress on the above question via the following results proved in this paper.
1. We show (in Theorem 21 part (i)) that a 2-ruling set of a graph G can be computed in
O˜(log1/6 ∆) rounds in the low-memory MPC model. We generalize this result to β-ruling
sets, for β ≥ 2 (in Theorem 25 part (i)), and show that a β-ruling set of a graph G can be
computed in O˜(log1/(2
β+1−2) ∆) rounds in the low-memory MPC model. These algorithms
are substantially faster than the MIS algorithm [31] for the low-memory MPC model. The
inverse exponential dependency on β in the running time of the β-ruling set algorithm is
worth noting. This dependency implies that for any β = Ω(log log log ∆), we can compute
a β-ruling set in only O(β ·polyloglog(n)) rounds. This is in contrast to the situation in the
Local model; using the O(β · log1/β ∆ + polyloglog(n))-round β-ruling set algorithm in
the Local model mentioned earlier, one can obtain an O(polyloglog(n))-round algorithm
only for β = Ω(log log ∆).
2. Even though the above-mentioned results are in the low-memory MPC model, they assume
no restrictions on the total memory used by all the machines put together. Specifically,
we obtain the above results allowing a total of O˜(m+n1+ε) memory. Note that the input
1 The Local model is a synchronous, message passing model of distributed computation [46, 51] with
unbounded messages. See Section 1.3 for definitions of related models of computation.
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uses O˜(m) memory and thus these algorithms make use of O˜(n1+ε) extra total memory.
If we place the restriction that the total memory cannot exceed the input size, i.e., O˜(m),
then we get slightly weaker results. Specifically, we show (in Theorem 21 part (ii)) that a
2-ruling set can be computed in O˜(log1/4 ∆) rounds in the low-memory MPC model using
O˜(m) total memory. Additionally, we show (in Theorem 25 part (ii)) that a β-ruling set,
for any β ≥ 2, can be computed in O˜(log1/2β ∆) rounds in the low-memory MPC model
using O˜(m) total memory. Note that even though these results are weaker than those
we obtain in the setting where total memory is unrestricted, these algorithms are much
faster than the O˜(
√
log ∆)-round, low-memory MPC model algorithm for MIS that uses
O˜(m) total memory [31].
Technical Contributions. We obtain all of these results by applying new Simulation
Theorems (Theorems 9 and 12) that we develop and prove. These Simulation Theorems
provide a general method for deriving fast MPC algorithms from known distributed algorithms
in the Congest model2 and they form the main technical contribution of this paper.
A well-known technique [26, 31, 35, 50] for designing fast algorithms in “all-to-all” com-
munication models such as MPC is the following “ball doubling” technique. Informally
speaking, if for every node v we know the state of the k-neighborhood around node v, then
by exchanging this information, ideally in O(1) rounds, it is possible to learn the state of the
2k-neighborhood around each node. Thus, having learned the state of an `-neighborhood
around each node v in O(log `) rounds, it is possible to simply use local computation at
each node to “fast forward” the algorithm by ` rounds, without any further communication.
In this manner, a phase consisting of ` rounds in the Congest model can be compressed
into O(log `) rounds in the MPC model. This description of the “ball doubling” technique
completely ignores the main obstacle to using this technique: the k-neighborhoods around
nodes may be so large that bandwidth constraints of the communication network may disallow
rapid exchange of these k-neighborhoods.
Our main contribution is to note that in many randomized, distributed algorithms in
the Congest model, there is a natural sparsification that occurs, i.e., in each round a
randomly sampled subset of the nodes are active, and the rest are silent. This implies that
the k-neighborhoods that are exchanged only need to involve sparse subgraphs induced by
the sampled nodes. A technical challenge we need to overcome is that the subgraph induced
by sampled nodes is not just from the next round, but from the ` future rounds; so we need
to be able to estimate which nodes will be sampled in the future. On the basis of this idea,
we introduce the notion of α-sparsity of a randomized Congest algorithm, for a parameter
α; basically smaller the α greater the sparsification induced by random sampling. We present
Sample-and-Gather Simulation Theorems in which, roughly speaking, an R-round Congest
algorithm is simulated in O˜(R/
√
logα n) rounds (respectively, O˜(R/
√
logα ∆) rounds) in the
low-memory MPC model, where the total memory is O˜(m+ n1+ε) (respectively, O˜(m)).
Our Simulations Theorems are inspired by a Simulation Theorem due to Behnehzhad
et al. [14, Lemma 5.5]. Using their Simulation Theorem, an R-round state-congested
algorithm can be simulated in (roughly) R/ log∆ n low-memory MPC rounds. In contrast,
our Simulation Theorem (Theorem 9) yields a running time of (roughly) R/
√
logα n, where
α is a sparsity parameter. When the input graph has high degree, but the state-congested
algorithm samples a very sparse subgraph (i.e., α is small) then our Simulation Theorems
provide a huge advantage over the Behnehzhad et al. Simulation Theorems.
2 The Congest model [51] is similar to the Local model except that in the Congest model there is an
O(logn) bound on the size of each message.
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To obtain our results for ruling sets, we apply the Sample-and-Gather Simulation Theorems
to the sparsification procedure of Kothapalli and Pemmaraju [41] and Bisht et al. [17] and to
the sparsified MIS algorithm of Ghaffari [26]. We note that by applying the Sample-and-
Gather Simulation Theorems to the sparsified MIS algorithm of Ghaffari [26], we recover the
Ghaffari-Uitto low-memory MPC algorithm for MIS [31], built from scratch. We believe that
the Sample-and-Gather Theorems will be of independent interest because they simplify the
design of fast MPC algorithms.
1.2 Other Related Work
The MPC model has received a lot of interest on problems other than the ones mentioned in
the previous section [32, 45, 13, 42, 12, 1, 36, 18]. For example [3, 8, 37] consider clustering
problems and [5, 10, 4, 54] look at distance computation problems like minimum spanning
tree, shortest paths, and spanners.
There has been some progress in recent years in simulating distributed algorithms from
one model of computation to another. Karloff et al. [38] show how to simulate certain
PRAM algorithms in the MPC (or Map-Reduce) model. Hegeman and Pemmaraju [34]
show that algorithms designed in the Congested-clique model can be simulated in the
Map-Reduce model [38]. The upper bounds shown by Klauck et al. [39] also are the result
of converting algorithms designed in the Congest model to algorithms in the k-machine
model. The k-machine model [39] is a recent distributed computing model that consists of
a set of k pairwise interconnected machines with link bandwidth of B per round. Konrad
et al. [40] show that algorithms in the beeping model, a model that is inspired in part by
communication in biological processes, can be simulated to run in the k-machine model.
Behnezhad et al. [15] show that algorithms designed in the Congested-Clique model can
be simulated in the semi-MPC model.
1.3 Technical Preliminaries
Models. In the Congest model [51] a communication network is abstracted as an n-node
graph. In synchronous rounds each node can send a O(logn) bit message to each of its
neighbors. The complexity is the number of rounds until each node has computed its output,
e.g., whether it belongs to an MIS or not. The Congested-Clique model is similar to the
Congest model, but nodes can send O(logn)-bits messages to all other nodes, not only to
its neighbors in the input graph G [47]. The Local model [46] is the same as the Congest
model, except the message sizes can be unbounded.
MPC simulations. In the low-memory MPC model, even a single round of a Congest
algorithm in which every node sends a message to every neighbor, is hard to simulate. This
is because the degree of a node could be larger than the memory volume n of a machine.
To deal with this issue, we first assume that a node v with deg(v) > n is split into copies
that are distributed among different machines and we have a virtual O(1/ε)-depth balanced
tree on these copies of v. The root of this tree coordinates communication between v and
its neighbors in the input graph. By itself, this is insufficient because information from v’s
neighbors cannot travel up v’s tree without running into a memory bottleneck. However, if
computation at each node can be described by a separable function, then this is possible.
The following definition of separable functions captures functions such as max, min, sum,
etc. This issue and the proposed solution have been discussed in [31, 14].
I Definition 1. Let f : 2R → R denote a set function. We call f separable iff for any set of
reals A and for any B ⊆ A, we have f(A) = f(f(B), f(A \B)).
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The following lemma [14] shows that it is possible to compute the value of a separable function
f on each of the nodes in merely O(1/ε) rounds. The bigger implication of this lemma is
that a single round of a Congest algorithm can be simulated in O(1/ε) low-memory MPC
rounds.
I Lemma 2. Suppose that on each node v ∈ V , we have a number xv of size O(logn) bits
and let f be a separable function. There exists an algorithm that in O(1/ε) rounds of MPC,
for every node v, computes f({xu |u ∈ Nbr(v)}) whp in the low-memory MPC model with
O˜(m) total memory.
Graph-theoretic notation. For a node v ∈ V we denote its non-inclusive neighborhood
in G by Nbr(v). Moreover, we define Nbr+(v) = Nbr(v) ∪ {v}, Nbr(S) = ⋃v∈S Nbr(v),
Nbr+(S) =
⋃
v∈S Nbr
+(v).
2 The Sample-and-Gather Simulation
Our simulation theorems apply to a subclass of Congest model algorithms called state-
congested algorithms [14].
I Definition 3. An algorithm in the Congest model is said to be state-congested if
(i) by the end of round r, for any r, at each node v, the algorithm stores a state σr(v) of size
O(deg(v)polylog(n)) bits, i.e., an average of O(polylog(n)) bits per neighbor. The initial
state σ0(v) of each node v is its ID. Furthermore, we can update the state at each node v
in each round r using an additional temporary space of size O(deg(v) · polylog(n)) bits.
(ii) The states of the nodes after the last round of the algorithm are sufficient in determining,
collectively, the output of the algorithm.
A key feature of a state-congested algorithm is that the local state at each node stays bounded
in size throughout the execution of the algorithm.
We inductively design a fast low-memory MPC algorithm that simulates a given state-
congested algorithm. For this purpose, we start by assuming that we have a state-congested,
possibly randomized, algorithm Alg, whose first t rounds have been correctly simulated in
the low-memory MPC model. Our goal now is to simulate a phase consisting of the next `
rounds of Alg, i.e., rounds t+ 1, t+ 2, . . . , t+ `, in just O(log `) low-memory MPC rounds.
We categorize each node u in a round τ , t+ 1 ≤ τ ≤ t+ `, based on its activity in round τ .
Specifically, a node u is a sending node in round τ if sends at least one message in round τ .
Moreover, a node is called a sending-only node if it does not update its state in round τ .
Consider a node u at the start of the phase we want to compress. Since this is immediately
after round t, node u knows its local state σt(u). Let pt+1(u) denote the probability that
node u is a sending node in round t+ 1. We call this the activation probability of node u
in round t+ 1. Also, for any node v, let At+1(v) :=
∑
u∈Nbr(v) pt+1(u) denote the activity
level in v’s neighborhood in round t + 1. Note that pt+1(u) is completely determined by
σt(u) and so node u can locally calculate pt+1(u) after round t. In order to simulate rounds
t + 1, t + 2, . . . , t + ` in a compressed fashion in the MPC model, every node u needs to
know the probability of it being a sending node in each of these rounds. But, rounds
t + 2, t + 3, . . . , t + ` are in the future and so node u, using current knowledge, can only
estimate an upper bound p˜τ (u) on the probability that it will be a sending node in round τ ,
t+ 2 ≤ τ ≤ t+ `.
To do this estimation, node u considers all feasible current global states Π. As a short
hand, we will use round-τ local state (respectively, round-τ global state) to denote a local
K. Kothapalli, S. Pai, and S. V. Pemmaraju 12:7
(respectively, global) state immediately after round τ . Now note that from u’s point of view,
for a global state Π to be a feasible round-t global state, the local state of u in Π should
equal σt(u). Further note that if u knows an upper bound on the number of nodes in the
network, this set of global states is finite. For each such global state Π, let Sτ−1(u,Π) denote
the collection of all round-(τ − 1) local states of node u reachable from the round-t global
state Π. Given that Alg is randomized, its execution induces a probability distribution over
Sτ−1(u,Π). Let Shpτ−1(u,Π) denote an arbitrary high probability subset of Sτ−1(u). Then,
we define p˜τ (u,Π) as the maximum probability of node u being a send-only node in any state
in Shpτ−1(u,Π). Finally, we define p˜τ (u) := maxΠ pτ (u,Π) as the worst case estimate, over all
feasible global states. This definition of p˜τ (u) implies that whp3 in any execution starting in
a round-t global state in which the local state of node u is σt(u), the probability that node u
will be a sending node in round τ is bounded above by p˜τ (u). This definition of p˜τ (u) holds
for all rounds τ = t+ 2, t+ 3, . . . , t+ `. For round τ = t+ 1, we simply set p˜t+1(u) := pt+1(u),
i.e., the estimated activation probability in round t+ 1 is the actual activation probability.
One final remark about these probability estimates p˜τ (u) is that they can all be computed by
node u, using just local knowledge. In theory, this may take super-polynomial time, which is
allowed in the Congest model. But in practice, as can be seen from the applications in
Section 3.1, estimating these probabilities is a polynomial-time computation.
Let p˜t+1(u) = pt+1(u) for any node u. For any τ , t+ 1 ≤ τ ≤ t+ `, for any node v, let
A˜τ (v) :=
∑
u∈Nbr(v) p˜τ (u) denote the estimated activity level in node v’s neighborhood in
round τ . Note that for the first round round in the phase, τ = t+ 1, the estimated and actual
activity levels are identical. Finally, let A˜τ be the maximum A˜τ (v), where the maximum is
taken over all nodes v that are not sending-only nodes.
I Lemma 4. Suppose ` is such that(
t+∑`
τ=t+1
A˜τ logn
)`
≤ O(nε/2). (1)
Then the next phase of the algorithm Alg consisting of rounds t+ 1, t+ 2, . . . , t+ ` can be
simulated in O(log `) rounds in the low-memory MPC model with O˜(m+n1+ε) total memory.
Proof. Simulating rounds t+ 1, t+ 2, . . . , t+ ` of algorithm Alg is equivalent to computing
the state σt+`(v) for every node v ∈ V . We use the 2-step algorithm below to do this
computation. First, we introduce some notation. Let BG(v, `) denote the labeled subgraph
of G, induced by nodes that are at most ` hops from v in G and in which each node u is
labeled with its local state σt(u) after round t.
Step 1: For each node v ∈ V , designate a distinct machineMv at which we gather a “sampled”
subgraph SG(v, `) of BG(v, `). The definition of SG(v, `) is provided below.
Step 2: Using the subgraph SG(v, `), machineMv locally simulates rounds t+1, t+2, . . . , t+`
of Alg and computes σt+`(v).
In the rest of the proof, we will first define the subgraph SG(v, `). We will then show in
Claim 5 that using this subgraph, it is possible for machine Mv to locally simulate rounds
t+ 1, t+ 2, . . . , t+ ` of Alg. We then show in Claim 6 that assuming ` satisfies (1), the size
of SG(v, `) is O(nε) whp. Finally, in Claim 7, we show that the subgraph SG(v, `) can be
3 We use “whp” as short for “with high probability” which refers to the probability that is at least 1−1/nc
for c ≥ 1.
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gathered at each machine Mv in parallel in O(log `) rounds. These claims together complete
the proof of the lemma.
Each node u ∈ V generates a sequence of uniformly distributed random bits r1τ (u),
r2τ (u), . . ., rc·lognτ (u) for a large enough constant c. These bits are designated for round τ ,
t+ 1 ≤ τ ≤ t+ ` and they serve two purposes: (i) they are used to randomly sample u based
on the estimate p˜τ (u) that u will be a sending node in round τ , and (ii) they are used to
simulate u’s actions in round τ . It is important that the same bits be used for both purposes
so that there is consistency in u’s random actions. Specifically, u constructs a real number
Rτ (u) that is uniformly distributed over {i/2c logn | 0 ≤ i < c logn} using these bits. Node
u adds these O(` · logn) bits to its local state after round t, σt(u). Node u then marks itself
for round τ if Rτ (u) ≤ pτ (u). If a node u marks itself for a round τ it means that in u’s
estimate after round t, u will be a sending node in round τ . Further, node u is marked if it
is marked for round τ for any τ , t+ 1 ≤ τ ≤ t+ `. The “sampled” subgraph SG(v, `) is the
subgraph of BG(v, `) induced by v along with all nodes u in BG(v, `) that are marked.
B Claim 5. For any node v ∈ V , information in SG(v, `) is enough to locally compute
σt+`(v).
Proof. We prove this claim inductively. Specifically, we prove the following:
For any i, 0 < i ≤ `, in addition to knowing SG(v, `), if we know the states σt+`−i(u)
for all u ∈ SG(v, i) then we can compute the states σt+`−i+1(u) for all u ∈ SG(v, i−1).
The premise of this statement is true for i = ` because SG(v, `) contains the round-t local
states σt(u) for all u ∈ SG(v, `). For i = 1 this claim is equivalent to saying that in addition
to SG(v, `), if we know σt+`−1(u) for all neighbors of v in SG(v, `) then we can compute
σt+`(v). This is what we need to show.
To be able to compute σt+`−i+1(u) for any u in SG(v, i− 1), we need to know the round-
(t + ` − i) local states σt+`−i(w) for all neighbors w of u that are sending nodes in round
t+ `− i. With high probability, the probability pw that a neighbor w of u sends messages in
round t+ `− i is upper bounded by the estimate p˜t+`−i(w) that w computed after round
t. Node w sends messages in round t+ `− i if Rt+`−i(w) ≤ pw. Since pw ≤ p˜t+`−i(w), we
know that Rt+`−i(w) ≤ p˜t+`−i(w) and therefore w is marked and included in SG(v, `). Also
note that since u ∈ SG(v, i − 1) and w is a neighbor of u, we see that w ∈ SG(v, i). Thus
any node w that sends a message to node u in round t + ` − i belongs to SG(v, i) and by
the hypothesis of the inductive claim we know σt+`−i(w). With the knowledge of σt+`−i(w),
we can simulate round t + ` − i + 1 at each node w, using the random real Rt+`−i+1(w)
to execute any random actions w may take. Then using the message received by u from
all such neighbors w in round t+ `− i+ 1, we can update u’s local state, thus computing
σt+`−i+1(u). J
B Claim 6. For any node v ∈ V , the size of SG(v, `) is at most
(∑t+`
τ=t+1 A˜τ logn
)`
whp.
Proof. Consider an arbitrary v ∈ V and u ∈ BG(v, `) and a round t+ 1 ≤ τ ≤ t+ `. Node
u is marked for round τ with probability pτ (u). Recalling that Nbr(u) denotes the set
of neighbors of u in G, we see that expected number of neighbors of u marked for round
t+ 1 ≤ τ ≤ t+ ` is at most ∑
w∈Nbr(u)
pτ (w) ≤ A˜τ (u) ≤ A˜τ .
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Furthermore, since neighbors of u are marked for round τ independently, by Chernoff bounds
we see that the number of neighbors that u has in SG(v, `) that are marked for round τ
is A˜τ logn whp. By the union bound this means that the number of neighbors that u
has in SG(v, `) is
∑t+`
τ=t+1 A˜τ logn whp. From this it follows that the size of SG(v, `) is(∑t+`
τ=t+1 A˜τ logn
)`
. J
B Claim 7. For every node v ∈ V , the graph SG(v, `) can be gathered at Mv in at most
O(log `) rounds.
Proof. Here we use the “ball doubling” technique that appears in a number of papers on
algorithms in “all-to-all” communication models (e.g., [26, 31, 35, 50]). Suppose that each
machine Mv knows SG(v, i) for some 0 ≤ i ≤ `/2. Each machine Mv then sends SG(v, i)
to machine Mu for every node u in SG(v, i). After this communication is completed, each
machine Mv can construct SG(v, 2i) from the information it has received because SG(v, 2i)
is contained in the union of SG(u, i) for all u in SG(v, i).
We now argue that this communication can be performed in O(1) rounds. First, note
that the size of SG(v, i) is bounded above by O(nε/2). This also means that SG(v, i) contains
O(nε/2) nodes. Therefore, Mv needs to send a total of O(nε/2) × O(nε/2) = O(nε) words.
A symmetric argument shows an O(nε) bound on the number of words Mv receives. Since
O(nε) words can be sent and received in each communication round, this communication
can be completed in O(1) rounds. J
J
The biggest benefit from using this “sample-and-gather” simulation approach is for state-
congested algorithms that sample a sparse subgraph and all activity occurs on this subgraph.
We formalize this sparse sampling property as follows.
I Definition 8. Consider a state-congested algorithm Alg that completes in R rounds. For
a parameter α ≥ 2, we say that Alg is α-sparse if for all positive integers, t and ` satisfying
t+ ` ≤ R, for a length-` phase of Alg starting at round t+ 1 the following two properties
hold.
(a) Bounded activity level: The activity level in the first round of the phase, At+1, satisfies
the property: At+1 = O(α` · logn).
(b) Bounded growth of estimated activity level: The estimated activity level A˜τ , t+1 ≤
τ ≤ t+`, shows bounded growth. Specifically, A˜τ+1 ≤ αA˜τ for for all t+1 ≤ τ ≤ t+`−1.
Together these properties require the activity level in each neighborhood to be low (Property
(a)), but also that the estimated activity level of each node does not grow too fast in future
rounds (Property (b)). When these two properties hold, the Lemma 4 can be applied
inductively to obtain the following theorem. The fact that we use a single parameter α as an
upper bound for both Properties (a) and (b) is just a matter of convenience and leads to an
easy-to-state bound on number of rounds in this theorem.
I Theorem 9. (Sample-and-Gather Theorem v1) Let Alg be an α-sparse state-congested
algorithm that completes in R rounds. Then Alg can be simulated in the low-memory MPC
model with O˜(m+ n1+ε) total memory, for 0 < ε < 1, in O
(
R log logn/
√
ε · logα n
)
rounds.
Proof. Let ` = b√ ε8 · logα nc. Partition the R rounds of Alg into dR/`e phases, where Phase
i, 1 ≤ i < dR/`e, consists of the ` rounds (i − 1) · ` + 1, (i − 1) · ` + 2, . . . , i · ` and Phase
dR/`e consists of at most ` rounds (dR/`e − 1) · `+ 1, (dR/`e − 1) · `+ 2, . . . , R.
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We now use the fact that Alg is α-sparse to show, via series of inequalities, that ` satisfies
Inequality (1).
(
t+∑`
τ=t+1
A˜τ · logn
)`
≤
(
A˜t+1 · logn ·
`−1∑
i=0
αi
)`
(by Property (b) of being α-sparse)
≤
(
At+1 · logn ·
`−1∑
i=0
αi
)`
(by A˜t+1 = At+1)
≤
(
α` · log2 n ·
`−1∑
i=0
αi
)`
(by Property (a) of being α-sparse)
=
(
α` · log2 n · α
` − 1
α− 1
)`
(by geometric series)
≤ α2`2 · (log2 n)` (by ` ≥ 1, α ≥ 2)
≤ nε/4 · no(1) (by ` =
⌊√
ε
8 · logα n
⌋
)
≤ nε/2.
By using Lemma 4, this implies that each phase can be simulated in the MPC models with
O(nε) memory per machine in O(log `) = O(log logn) rounds. Given that the R rounds of
Alg are partitioned into dR/`e phases, we see that Alg can be implemented in the MPC
model with O(nε) memory per machine in O(R log logn/
√
ε logα n) rounds. J
Theorem 9 provides a Simulation Theorem for the MPC model in which machines use
O(nε) memory per machine. However, the total memory used by MPC algorithms that result
from this theorem is O˜(m+ n1+ε). We now show that under fairly general circumstances, it
is possible to obtain a Simulation Theorem yielding low-memory MPC algorithms that use
only O˜(m) total memory, while taking slightly more time.
I Definition 10. A Congest algorithm Alg is said to be degree-ordered if it satisfies two
properties.
(a) The execution of Alg can be partitioned into Stages 1, 2, . . . such that in Stage i the only
active nodes are those whose degree is greater than ∆1/2i and other nodes that are within
O(1) hops of these “high degree” nodes.
(b) Let Ri be the number of rounds in Stage i. Then Ri ≤ Ri−1/2.
A lot of symmetry breaking algorithms are either inherently degree-ordered or can be made
so with small modifications – this can be seen in the applications of the Sample-and-Gather
Theorems in Section 3.1. The fact that it is not just the “high degree” nodes, but even other
nodes that are within O(1) hops of high degree nodes that provides extra flexibility in this
definition. For algorithms that are degree-ordered, we can grow balls whose volume is at most
the degree threshold for the current stage. This allows us to use a simple charging scheme
to charge the sizes of the balls to the memory already allocated for node-neighborhoods.
This in turn yields the O˜(m) total memory bound. Property (b) holds for algorithms whose
running time is dominated by O(log ∆). Given that the degree threshold in Property (a)
falls as ∆1/2i , the running time of each stage falls by a factor of 2.
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I Lemma 11. Suppose that Alg is a state-congested, degree-ordered algorithm. Consider a
phase of `− 1 rounds t+ 1, t+ 2, . . . , t+ `− 1 with a Stage i. If ` satisfies(
t+∑`
τ=t+1
A˜τ logn
)`
≤ min
{
nε/2,∆1/2
i
}
, (2)
then this phase can be simulated in O(log `) rounds in the low-memory MPC model with a
total of O˜(m) memory over all the machines.
Proof. The proof of this lemma is similar to the proof of Lemma 4. Here we point out the
differences. First, in order to use the total memory more judiciously, we allow a machine
to host multiple nodes, i.e., for distinct nodes v and v′, the machines Mv and Mv′ hosting
these nodes may be identical. Second, we only gather balls for “high degree” nodes, i.e., a
machine Mv gathers SG(v, `) iff deg(v) > ∆1/2
i . With these modifications, Claims 5, 6, and
7 from the proof of Lemma 4 hold, as before. But, we need to additionally prove that a total
of O˜(m) memory is used by all the machines.
If a node v is active in Stage i, then either (i) deg(v) > ∆1/2i or (ii) v has an active
neighbor u with deg(u) > ∆1/2i . We deal with these two cases separately.
Case (i): By Claim 6, the size of SG(v, `) is at most
(∑t+`
τ=t+1 A˜τ logn
)`
. Therefore, by
Inequality (2) the size of SG(v, `) is at most min
{
nε/2,∆1/2i
}
. Machine Mv has at
least min {nε,deg(v)} words of memory allocated to store the neighborhood of v. Since
deg(v) > ∆1/2i (because we are in Case (i)) the size of SG(v, `) can be charged to the
memory allocated at machine Mv to store neighbors of v. Thus the total size of all the
gathered balls is at most (
∑
v∈V deg(v)) · polylog(n) = O˜(m).
Case (ii) In this case, the ball SG(u, `) gathered by machineMu contains the ball SG(v, `−1).
As a result, Mu can figure out node v’s local state after `− 1 rounds, σt+`−1(v).
J
Finally, if Alg is a state-congested algorithm that is α-sparse and degree-ordered, we obtain
the following Simulation Theorem that guarantees an O˜(m) total memory usage.
I Theorem 12. (Sample-and-Gather Theorem v2) Let Alg be a state-congested, α-
sparse, degree-ordered algorithm that completes in R rounds. Let α′ = α · log2 n. Then Alg
can be simulated in the MPC model with O(nε) memory per machine, for 0 < ε < 1 and
O˜(m) total memory, in O
(
R log log ∆/
√
logα′ ∆
)
rounds.
Proof. Consider a Stage i for some positive integer i and suppose that Alg runs for Ri rounds
in this stage. Let `i be a positive integer to be determined later. Partition the Ri rounds
in Stage i into dRi/`ie phases, where Phases j = 1, 2, . . . , dRi/`ie − 1 consist of exactly `i
rounds, whereas Phase dRi/`ie consist of at most `i rounds. We will now show that each
Phase j in Stage i can be compressed into O(log `i) low-memory MPC rounds.
We consider two cases depending on how nε/2 compares with ∆1/2i : (i) ∆1/2i ≥ nε/2 and
(ii) ∆1/2i < nε/2.
Case (i): In this case, we set `i := b
√
ε
8 · logα nc as in the proof of Theorem 9. Continuing
as in the proof of this theorem, we conclude that the `i rounds in Phase j in Stage i can
be compressed into O(log `i) low-memory MPC rounds using O˜(m) total memory.
Case (ii): Set `i := b
√
logα′ ∆1/2
i+1/2c. Suppose that t+ 1 is the index of the first round in
Phase j in Stage i. Then, by calculations very similar to those in the proof of Theorem 9,
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we can show that(
t+`i∑
τ=t+1
A˜τ · logn
)`i
≤ α2`2i · (log2 n)`i ≤ ∆1/2i+1 ·
(
∆1/2
i
)o(1)
≤ ∆1/2i .
Therefore, by Lemma 11, each Phase j in Stage i can be simulated in O(log `i) rounds in
the low-memory MPC model using O˜(m) total memory.
If it is the case that ∆1/2 ≥ nε/2, then at least one of the initial stages of the algorithm
will fall into Case (i). Theorem 9 applies to each of these Case (i) stages and we see that all
of these initial stages can be simulated in the low-memory MPC models with O˜(m) total
memory in
O
(
R log logn√
ε · logα n
)
= O
(
R log log ∆√
ε · log′α ∆
)
rounds. The upper bound above follows from the fact that ∆1/2 ≥ nε/2, ∆ ≤ n, and α ≤ α′.
We now argue about the later stages, that fall into Case (ii) as follows. Each Stage i that
is covered by Case (ii) can be simulated in
O
(
Ri log `i
`i
)
= O
(√
2i+1 · Ri log log ∆√
logα′ ∆
)
.
Therefore, the total running time of the Case (ii) stages of the simulated algorithm is
O
∑
i≥1
√
2i+1 · Ri log log ∆√
logα′ ∆
 = O
 log log ∆√
logα′ ∆
·
∑
i≥1
√
2i+1 ·Ri
 .
Finally, using Property (b) of a degree-ordered algorithm, i.e., the fact that Ri ≤ R1/2i−1,
for all i ≥ 1, we get that
O
 log log ∆√
logα′ ∆
·
∑
i≥1
√
2i+1 · R12i−1
 = O
 log log ∆√
logα′ ∆
·
∑
i≥1
· R12(i−3)/2
 = O(R · log log ∆√
logα′ ∆
)
.
Hence the total number of rounds is bounded as claimed in the theorem. J
3 Fast 2-Ruling Set Algorithms
Our 2-ruling set algorithms consist of 3 parts. In Part 1, we sparsify the input graph, in Part
2 we “shatter” the graph still active after Part 1, and in Part 3 we deterministically finish off
the computation. Part 1 is a modification of Sparsify, a Congest model algorithm due to
Kothapalli and Pemmaraju [41]; Part 2 is a sparsified MIS algorithm, also in the Congest
model, due to Ghaffari [25, 26]. Our main contribution in this section is to show that these
algorithms are state-congested, α-sparse for small α, and degree-ordered. As a result, we can
apply the Sample-and-Gather Simulation Theorems (Theorems 9 and 12) to these algorithms
to obtain fast low-memory MPC algorithms. Part 3 – in which we finish off the computation
– is easy to directly implement in the MPC model.
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3.1 Simulating Sparsify in low-memory MPC
Algorithm 1 is a modified version of the Sparsify algorithm of Kothapalli and Pemmaraju [41].
The algorithm computes a “sparse” set of vertices U that dominates all the vertices in the
graph (i.e. Nbr+(U) = V , see Lemma 13). In each iteration, “high degree” nodes and their
neighbors are sampled and the sampled nodes are added to U . In successive iterations, the
threshold for being a high degree node falls by a factor f and the sampling probability grows
by a factor f . The neighbors of the nodes that successfully join U are deactivated.
Algorithm 1 DegOrderedSparsify(G, f)
1 U ← ∅
2 V0 ← V // Initially all nodes are active
3 for i = 1 to dlogf ∆e do
4 Let Hi be the nodes in Vi−1 with degree at least ∆/f i in G[Vi−1]
5 Each node in Nbr+(Hi) ∩ Vi−1 joins Ui with probability f i · c lnn/∆, where c is a
fixed constant
6 Vi ← Vi−1 \Nbr+(Ui) // Nodes with at least one neighbor in Ui
deactivate themselves
7 U ← U ∪ Ui
8 end
9 return U
DegOrderedSparsify fits nicely within the framework of the Sample-and-Gather
Simulation Theorems from Section 2. The state of each vertex stays small throughout the
algorithm (just ID plus O(1) bits), making DegOrderedSparsify state-congested. The
activity level in any iteration is bounded by O(f logn), because we show in Lemma 13 that in
any neighborhood only O(f logn) vertices are sampled whp and only these sampled vertices
need be active in that iteration. Furthermore, since the sampling probability grows by a
factor f in each iteration, the estimated neighborhood activity levels also grow by a factor
f , as we consider future iterations of DegOrderedSparsify. As shown in Lemma 13,
this makes DegOrderedSparsify f -sparse. In the Sparsify algorithm [41] all nodes,
independent of their degrees, sample themselves (as in Line 5). Here, in order to make
DegOrderedSparsify degree-ordered, we make a small modification and permit only high
degree nodes and their neighbors to sample themselves. As we show in Lemma 13, the
algorithm continues to behave as before, but is now degree-ordered.
I Lemma 13. Given a graph G = (V,E) and a parameter f > 3, a subset U ⊆ V can be
computed in O(logf ∆) rounds such that for every v ∈ V , N+(v) ∩ U 6= ∅, and for every
v ∈ U , degU (v) ≤ 2cf lnn, with probability at least 1− n−c+2.
Proof. Consider an execution of DegOrderedSparsify(G, f). Assume, inductively, that
just before the ith iteration the maximum degrees in the graphs induced by Vi−1 and Ui−1
are at most ∆/f i−1 and f · 2c lnn respectively. These bounds hold trivially when i = 1.
Each v ∈ N+(Hi) is included in Ui independently with probability c lnnf i/∆, so
the probability that a v ∈ Vi−1 with degVi−1(v) > ∆/f i is not in N+(Ui) is less than
(1− c lnnf i/∆)∆/f
i
< n−c.
Furthermore, if v ∈ Ui,
E[degUi(v)] = degVi−1(v) · f i · c lnn/∆ ≤ (∆/f i−1) · f i · c lnn/∆ ≤ cf lnn.
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Here, the second inequality follows from the inductive hypothesis. Using the standard
Chernoff bound, the probability that degUi(v) ≥ 2cf lnn is at most e(−fc lnn/3) < n−c
(because f ≥ 3). Note that since v and its neighborhood are permanently removed from
consideration, it never acquires new neighbors in U , so degUi(v) = degU (v). Thus, by the
union bound, the induction hypothesis does not hold for the next iteration with probability
at most n−c+1. And since there are at most logf ∆ ≤ n iterations, the probability that there
exists a node v ∈ U with degU (v) ≥ 2cf lnn is at most n−c+2 by the union bound. J
It is easy to see that the algorithm DegOrderedSparsify(G, f) can be implemented
in the Congest model in O(logf ∆) rounds because each iteration of the for-loop takes
O(1) rounds in Congest. Furthermore, since each node can update its state by simply
knowing if it or a neighbor has joined set Ui, the update function at each node is separable
(see Definition 1). Therefore, DegOrderedSparsify(G, f) can be faithfully simulated in
the low-memory MPC model in O(ε−1 logf ∆) rounds.
I Theorem 14. The algorithm DegOrderedSparsify(G, f) can be simulated in O(ε−1 logf ∆)
rounds whp in the low-memory MPC model with O˜(m) total memory.
Proof. There are O(logf ∆) iterations of the for loop. In the ith iteration, the nodes need to
know their degree in the acitve subgraph, and whether it has a neighbor in Ui or not. These
operations can be encoded as separable functions, and therefore can be performed in O(ε−1)
rounds using Lemma 2. The rest of the steps for a node can be done locally at the host
machine and only requires this information. This means that the host machine of each node
knows whether or not it has joined Ui or Vi or neither. Therefore, each iteration requires
O(ε−1) rounds which proves the lemma. J
We now show that DegOrderedSparsify has the three properties needed for round
compression via our Simulation Theorems and this leads to a substantial speedup.
I Lemma 15. The algorithm DegOrderedSparsify(G, f) is a state-congested, f-sparse,
degree-ordered algorithm.
Proof. We first show that DegOrderedSparsify (Algorithm 1) can be implemented in
the Congest model in a state congested fashion. We have aleady shown that it is easy to
implement DegOrderedSparsify(G, f) in the Congest model using a constant number
of rounds per iteration. Therefore, it suffices to ensure that the state of each node v can
always be represented using O(deg(v) logn) bits. Initially, the state of each node consists of
its ID and the ID’s of all its neighbors, and the maximum degree and number of vertices in
the graph. This information can be stored using O(deg(v) logn) bits at each node v. In each
iteration i of the for loop, the nodes just need to keep track of whether they are in Vi−1 or
not, and if v joins Ui or not. This only adds a constant number of bits to the state of each
node.
Consider a round t corresponding to iteration i in the state-congested implementation of
DegOrderedSparsify. In iteration i, a node v becomes a sending node with activation
probability pt(v) ≤ f i lnn/∆. Moreover, only nodes with degree at least ∆i = ∆/f i and
their neighbors sample themselves into joining Ui. The graph induced by the active nodes
G[Vi−1] has maximum degree ≤ ∆i−1 = ∆/f i−1 with high probability due to Lemma 13.
Now for a node v, we have At(v) :=
∑
u∈Nbr(v) pt(u) ≤ f lnn. Therefore, the maximum over
all fully-active nodes is At = f lnn.
Further, we can find an appropriate number of rounds ri that satisfies ∆1/2
i−1
/fri ≤ ∆1/2i ,
i = 1, 2, . . . , O(log log ∆). One can think of these ri consecutive rounds of Algorithm
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DegOrderedSparsify as a logical stage in which nodes that participate in that stage all
have a degree at least ∆1/2i . Since the maximum degree of a node across these logical stages
falls by a factor of ∆1/2i , the number of rounds needed across two consecutive logical stages
falls by a factor of 2. In this view, Algorithm DegOrderedSparsify satisfies both the
conditions required of a degree-ordered algorithm.
J
Using Theorem 9 and Theorem 12, we obtain the following theorem.
I Theorem 16. The algorithm DegOrderedSparsify(G, f) can be implemented in the
low-memory MPC model in (i) O
(
ε−1/2 logf ∆√logf n log logn
)
rounds whp using O˜(m+ n1+ε)
total memory and (ii)
(
logf ∆√
logf n
log log ∆
)
rounds whp using O˜(m) total memory.
Proof. We appeal to Theorem 9 with α = f and R = logf ∆ to obtain (i). For part (ii),
we appeal to Theorem 12 with α′ = α · log2 n, R = logf ∆, and α = f . These values for
the parameters allow Algorithm DegOrderedSparsify(G, f) to be simulated in the low-
memory MPC model with O˜(m) total memory in O
(
logf ∆·log log ∆√
logα′ n
)
rounds which simplifies
to O(
√
logf ∆ · log log ∆). J
3.2 Simulating Sparsified Graph Shattering in low-memory MPC
Distributed graph shattering has become an important algorithmic technique for symmetry
breaking problems [11, 26, 30]. In this section, we use a sparsified graph shattering algorithm
due to Ghaffari [26] to process the graph G[U ] returned by DegOrderedSparsify. The
output of the shattering algorithm consists of an independent set I ⊆ U such that the graph
induced by the remaining set of vertices S = U \Nbr+(I)
contains only small connected components.
Ghaffari’s sparsified shattering algorithm [26] is shown in Algorithm 2. At the start of
each round t, each node v has a desire-level pt(v) for joining the independent set I, and
initially this is set to p1(v) = 1/2. The independent set I is also initialized to the empty set.
The algorithm runs in phases, with each phase having ` :=
√
δ logn/10 rounds for a small
constant δ.
Several aspects of the algorithm make it nicely fit the Sample-and-Gather framework
from Section 2. We now point these out. (i) The desire-level pτ (u) for t+ 1 ≤ τ ≤ t+ ` can
be viewed the probability of sampling u; after the initial communication amongst neighbors
(Line 1), only sampled nodes send messages (beeps) and all other nodes remain silent. (ii)
The quantity dt+1(u) is identical to the activity level At+1(u) in u’s neighborhood, defined
in Section 2. (iii) Nodes with a high activity level, i.e., dt+1(u) ≥ 2
√
logn/5 (aka super-heavy
nodes), are send-only nodes and are therefore excluded in the definition of At+1. As a result
At+1 ≤ 2
√
logn/5. (iv) In each iteration in a phase, the sampling probability grows by a
factor of at most 2 (Line 8). This implies that the estimated activity levels grow by a factor
of 2 in future rounds.
The first four steps of Algorithm 2 do not fit into the Sample-and-Gather framework since
each node needs to send its pt+1 value to its neighbors. But the nodes are computing dt+1(u) =∑
v∈Nbr(u) pt+1(v) which is a separable function (sum). Therefore, we can implement the
first two steps in O(1/ε) rounds using Lemma 2, and use the Sample-and-Gather framework
to simulate the for-loop of the algorithm. These observations are formalized in the lemma
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Algorithm 2 Shatter(G): (one phase, starting at iteration t+ 1)
1 Each node u sends its current desire-level pt+1(u) to all its neighbors
2 Each node u computes dt+1(u) =
∑
v∈Nbr(u) pt+1(v)
3 If node u has dt+1(u) ≥ 2
√
logn/5 then u is called a super-heavy node
4 ` =
√
δ logn/10 ; // δ is a small constant
5 for τ = t+ 1, t+ 2, . . . , t+ ` iterations do
// Round 1
6 Each node u beeps with probability pτ (u) and remains silent otherwise.
7 Node u is added to I if it is not super-heavy, it beeps, and none of its neighbors
beep
8 Node u sets pτ+1(u) as follows:
pτ+1(u) =
{
pτ (u)/2 if u is super-heavy, or a neighbor of u beeps
min{1/2, 2 · pτ (u)} otherwise
// Round 2
9 Node u beeps if it joins I in this iteration.
10 Neighbors of node u that are not in I become inactive on hearing the beep from u
11 end
below to show that Shatter is 2-sparse. Additionally, the lemma shows that the algorithm
is state-congested.
I Lemma 17. Algorithm 2 is a state-congested algorithm whose for-loop is 2-sparse.
Proof. We first note that Algorithm 2 can be implemented in the Congest model using
O(1) rounds per iteration. The state of each node is also very small, it consists of the ID
and pτ (·) value plus O(1) bits for additional bookkeeping. The pτ (·) values require O(logn)
bits of precision since we won’t run the algorithm for more than O(logn) rounds.
From the discussion above, the initial activity level around a node at the beginning of
the phase At = O(2
√
logn logn) and the activity level at each node can increase by a factor
of at most 2 in each iteration. Therefore, the for-loop of Algorithm 2 becomes 2-sparse. J
A total of O(log ∆/
√
logn) repeated applications of Shatter (i.e. a total of O(log ∆)
iterations) suffice to shatter the graph into small-sized components [26, 31]. Specifically, the
following theorem is proved.
I Theorem 18. Suppose that we execute a total O(log ∆) iterations of Shatter (partitioned
into phases, each with
√
δ logn/10 iterations each). The set I of vertices is independent.
Furthermore, the set S = U \Nbr+(I) of nodes that remain in the graph satisfy the following
three properties whp: (i) Each connected component of the graph induced by S has O(∆4 ·
log∆ n) nodes, (ii) |S| ≤ n/∆10, and (iii) If ∆ > nα/4 then the set S is empty.
Using Lemma 17 and Theorem 9, we obtain the following lemma that shows that Shatter
can be simulated efficiently in the low-memory MPC model.
I Lemma 19. We can simulate a total O(log ∆) iterations of Algorithm Shatter in the
low-memory MPC model with O˜(m+ n1+ε) total memory in O
(
log ∆·log logn
ε
√
logn
)
rounds whp.
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Proof. We partition the O(log ∆) iterations into phases, each with
√
δ logn/10 iterations
each. In each phase we run Algorithm 2.
As stated earlier, the first four steps of Algorithm 2 do not fit into the Sample-and-Gather
framework since each node needs to send its pt+1 value to its neighbors. But the nodes are
computing dt+1(u) =
∑
v∈Nbr(u) pt+1(v) which is a separable function (sum). Therefore, we
can implement the first two steps in O(1/ε) rounds using Lemma 2.
Based on Lemma 17, the
√
δ logn/10 the iterations of Algorithm Shatter form a 2-sparse
state congested algorithm. So, we can appeal to Theorem 9 (with α = 2 and R =
√
δ logn/10
and simulate the for loop of Algorithm Shatter in O (log logn/
√
ε) rounds in the low-
memory MPC model with O˜(m+ n1+ε) total memory.
So a single phase can be simulated in O (1/ε+ log logn/
√
ε) rounds. Over all the phases,
we get the number of rounds for simulation is O
(
log ∆·log logn
ε
√
logn
)
. J
Ghaffari and Uitto [31] present a variant of Algorithm Shatter and show (in Theorem 3.7)
that this variant can be simulated in O(
√
log ∆ · log log ∆) rounds in the low-memory MPC
model, while using only O˜(m) total memory. While they describe their MPC implementation
from scratch, this MPC implementation can also be obtained by applying our Sample-
and-Gather Theorem (specifically, Theorem 12). It can be shown that this variant is
state-congested and has the same sparsity property as Algorithm Shatter, i.e., it is 2-sparse.
Furthermore, it can also be made degree-ordered by simply processing nodes in degree buckets
(∆1/2i ,∆1/2i−1 ], in the order i = 1, 2, . . . , O(log log ∆).
I Lemma 20 (Ghaffari-Uitto [31]). There is a variant of Algorithm Shatter can be simulated
in the low-memory MPC model with O˜(m) total memory in O(
√
log ∆ · log log ∆) rounds
whp.
3.3 Finishing off the 2-ruling set computation
After applying DegOrderedSparsify to the input graph G = (V,E) and then Shatter
to the subgraph G[U ], induced by the subset U ⊆ V output by DegOrderedSparsify, we
are left with a number of small-sized components, as shown in Theorem 18. Ghaffari and
Uitto [31, Theorem 3.7] show that given the properties that the remaining graph has after
Shatter, it is possible to simply (and deterministically) gather each component at a machine
and find an MIS of the component locally in O(
√
log logn) rounds in the low-memory MPC
model using O˜(m) memory. Applying this “finishing off” computation completes our 2-ruling
set algorithm. The output of the algorithm is the union of the independent set output by
Shatter and the independent set output by the “finishing off” computation.
I Theorem 21. A 2-ruling set can be computed whp in the low-memory MPC model in
(i) O(ε−1(log ∆)1/6 log logn) rounds using O˜(m+ n1+ε) total memory and in
(ii) O((log ∆)1/4 log log ∆ +
√
log logn log log ∆) rounds using O˜(m) total memory.
Proof. We first prove Part (i). In order to get a 2-ruling set algorithm, we first run
DegOrderedSparsify with a parameter f to get a set U . We then run Shatter on
the induced subgraph G[U ] to get an independent set I. Finally, we run the “finishing
off” computation on the subgraph G[U \ Nbr+(I)] to get an independent set I ′. Since U
dominates all vertices in V (by Lemma 13) and I ∪ I ′ is an MIS of G[U ], we see that I ∪ I ′
is a 2-ruling set of G.
We now bound the running time of the algorithm as follows. Using the running time
of DegOrderedSparsify from Theorem 16 part (i), the running time of Shatter from
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Lemma 19, and the fact that the “finishing off” computation runs in O(
√
log logn) rounds,
we get a total running time of
O
(
ε−1
(
log ∆√
log f logn
+ log(f logn)√
logn
)
log logn+
√
log logn
)
.
The log(f logn) term in numerator of the second term above is due to the fact that the
maximum degree in G[U ] is bounded above by O(f logn), as shown in Lemma 13. This
expression is minimized at f = 2(log ∆)2/3 . Plugging this value and simplifying yields a
running time of
O
(
ε−1
(log ∆)2/3√
logn
log logn
)
= O
(
ε−1(log ∆)1/6 log logn
)
.
We now prove Part (ii). The correctness of our 3-part algorithm has already been estab-
lished. To bound the running time, we use the running time bound for DegOrderedSpar-
sify from Theorem 16 part (ii), the running time bound on Shatter from Lemma 20, and
the fact that the “finishing off” computation runs in O(
√
log logn) rounds to get a running
time of
O
(√
log ∆
log f log log ∆ +
√
log(f logn) · log log ∆ +
√
log logn
)
.
This expression is minimized at f = 2(log ∆)1/2 . Plugging this value of f and simplifying
yields a total running time of O((log ∆)1/4 log log ∆ +
√
log logn log log ∆). J
Remark: We note that by just running Shatter on an input graph followed by the
“finishing off” computation, we get an MIS of the input graph. So our approach yields MIS
algorithms in the low-memory MPC model via the Sample-and-Gather Simulation Theorems.
I Theorem 22. An MIS of a graph G can be found in the low-memory MPC model in:
(i) O
(
log ∆·log logn
ε
√
logn
+
√
log logn
)
rounds whp using O˜(m + n1+ε) total memory and (ii)
O(
√
log ∆ log log ∆ +
√
log logn) rounds whp using O˜(m) total memory.
As far as we know, the MIS result for the O˜(m+ n1+) total memory setting is new, but the
result for the O˜(m) total memory setting simply recovers the result from [31].
4 Fast β-ruling Set Algorithms
We now extend the 2-ruling set low-memory MPC algorithm in the previous section to obtain
a β-ruling set low-memory MPC algorithm for any integer β ≥ 2. The overall idea is to
repeatedly use an DegOrderedSparsify, as in [17]. We start by running a low-memory
MPC implementation of DegOrderedSparsify with a parameter f1; this call returns
a set of nodes S1. Once this phase ends, the remaining graph G[S1] has degree at most
O(f1 · logn), by Lemma 13. We then run DegOrderedSparsify on the graph G[S1] with
a parameter f2 and this yields a set of nodes S2. This process continues for β − 1 phases
at the end of which the graph G[Sβ−1] has a maximum degree O(fβ−1 · logn). We now
proceed to run a low-memory MPC implementation of an MIS algorithm on G[Sβ−1]. This
returns a set of nodes C, that turns out to be a β-ruling set of the input graph G. A
pseudo-code of this algorithm is shown below as Algorithm 3. At this point, we leave the
parameters f1, f2, . . . , fβ−1 unspecified. Later, we instantiate values for these parameters so
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Algorithm 3 β-RulingSet(G, f1, f2, . . . , fβ−1)
1 S0 ← V
2 for i = 1 to β − 1 do
3 Si ← DegOrderedSparsify(G[Si−1], fi)
4 end
5 Nodes in Sβ−1 compute an MIS C of G[Sβ−1]
6 return C
as to minimize the overall running time in two different settings: (i) when the total memory
is bounded by O˜(m+ n1+ε) and (ii) when the total memory is bounded by O˜(m).
The correctness of Algorithm 3 can be noted from Lemma 13. The set Si covers all the
nodes in Si−1 which means that all the nodes in S0 = V are at most β − 1 hops away from
the nodes in Sβ−1. Therefore all the nodes of V are at most β hops away from the MIS C of
G[Sβ−1]. This means that the set C that Algorithm 3 returns is a β-ruling set of G. In the
following, we analyze the round complexity of Algorithm 3 in the low-memory MPC model.
I Lemma 23. Let f0 = ∆. Algorithm 3 runs in
O
(
ε−1
(
β−1∑
i=1
log(fi−1 logn)√
log fi · logn
+ log(fβ−1 logn)√
logn
)
log logn
)
(3)
rounds whp in the low-memory MPC model with O˜(m+ n1+ε) total memory.
Proof. Consider an arbitrary iteration i, where 1 ≤ i ≤ β − 1. The set Si−1 is the output of
running DegOrderedSparsify with parameter fi−1. Therefore, by Lemma 13, we can say
that the subgraph G[Si−1] has maximum degree at most O(fi−1 logn) whp. Therefore the
running time of DegOrderedSparsify(G[Si−1], fi) will be
O
(
ε−1/2
log(fi−1 logn)√
log fi · logn
log logn
)
rounds in the low-memory MPC model by Theorem 16 part (i) with O˜(m + n1+ε) total
memory.
After the β−1 calls toDegOrderedSparsify are completed, in Line 5 of Algorithm 3, we
call the MIS algorithm referred to in Theorem 22 part (i). Since the max. degree of the graph
that is input to this call is O(fβ−1 ·logn), this call runs in O
(
ε−1
(
log(fβ−1 logn)√
logn
)
· log logn
)
rounds for obtaining an MIS of G[Sβ−1]. The lemma follows. J
I Lemma 24. Let f0 = ∆. Algorithm 3 runs in
O
((
β−1∑
i=1
√
log(fi−1 logn)
log fi
+
√
log(fβ−1 logn)
)
log log ∆ +
√
log logn
)
(4)
rounds whp in the low-memory MPC model with O˜(m) total memory.
Proof. Consider an arbitrary iteration i, where 1 ≤ i ≤ β − 1. The set Si−1 is the output of
running DegOrderedSparsify with parameter fi−1. Therefore, by Lemma 13, we can say
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that the subgraph G[Si−1] has maximum degree at most O(fi−1 logn) whp. Therefore the
running time of DegOrderedSparsify(G[Si−1], fi) will be
O
(√
log(fi−1 logn)
log fi
log log ∆
)
rounds in the low-memory MPC model by Theorem 16 part (ii) with O˜(m) total memory.
After the β − 1 calls to DegOrderedSparsify are completed, in Line 5 of Algo-
rithm 3, we call the MIS algorithm referred to in Theorem 22 part (ii). Since the maximum
degree of the graph that is input to this call is O(fβ−1 · logn) whp, this call runs in
O
((√
log(fβ−1 logn)
)
· log log ∆ +√log logn
)
rounds for obtaining an MIS of G[Sβ−1].
The lemma follows. J
We now instantiate the parameters f1, f2, . . . , fβ−1 so as to minimize the running times
in Lemmas 23 and 24. This leads to the following corollaries.
I Theorem 25. A β-ruling set of a graph G can be found whp in the low-memory MPC model
in (i) O
(
ε−1β · log1/(2β+1−2) ∆ · log logn
)
rounds with O˜(m + n1+ε) total memory and in
(ii) O
(
β ·
(
log1/2β ∆ · log log ∆ +√log logn
)
· log log ∆
)
rounds with O˜(m) total memory.
Proof. For part (i), we set fi := 2log
δi ∆ for all i, 1 ≤ i ≤ β − 1. We then set
δi−1 =
{
1
2 +
1
2β+1−2 if i = β
1
2 +
1
2β+1−2 +
δi
2 if 1 < i < β.
With this setting of the parameters, the term in (3) after the summation evaluates to
O
(
ε−1
(√
log ∆ · log1/(2β+1−2) ∆ + log logn√
logn
)
· log logn
)
= O
(
ε−1 log1/(2
β+1−2) ∆ · log logn
)
.
The term in the summation in (3) indexed by i for 1 ≤ i ≤ β − 1 evaluates to
O
(
ε−1
(√
log ∆ · log1/(2β+1−2) ∆ · logδi/2 ∆ + log logn
logδi/2 ∆ · √logn
)
· log logn
)
= O
(
ε−1 log1/(2
β+1−2) ∆ · log logn
)
.
This yields the claimed running time because each of the β terms in the expression for the
running time in (3) is equal to O
(
ε−1 log1/(2
β+1−2) ∆ · log logn
)
.
For part (ii), we set fi := 2log
1− i
β ∆ for all i, 1 ≤ i ≤ β − 1. With this setting of the
parameters, the term in (4) after the summation evaluates to
O
(√
log1/β ∆ + log logn · log log ∆
)
= O
((
log1/2β ∆ · log log ∆ +
√
log logn
)
· log log ∆
)
.
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The term in the summation in (4) indexed by i for 1 ≤ i ≤ β − 1 evaluates to
O
√ log1−(i−1)/β ∆ + log logn
log1−i/β ∆
· log log ∆

= O
((
log1/2β ∆ · log log ∆ +
√
log logn
)
· log log ∆
)
.
This yields the claimed running time because each of the β terms in the expression for
the running time in (4) is equal to O
((
log1/2β ∆ · log log ∆ +√log logn
)
· log log ∆
)
. J
4.1 β-ruling sets in O(polyloglog(n)) rounds
As mentioned in the Introduction, this research is partly motivated by the question of whether
ruling set problems can be solved in the low-memory MPC model in O(polyloglog(n)) rounds.
Using our results we identify two interesting circumstances under which β-ruling sets can be
computed in the low-memory MPC model in O(polyloglog(n)) rounds. First, because the
running time in Theorem 25 part (i) has an inverse exponential dependency on β, we get the
following corollary.
I Corollary 26. For β ∈ Ω(log log log ∆), a β-ruling set of a graph G can be computed in
O(β log logn) rounds whp in the low-memory MPC model with O˜(m+ n1+ε) total memory.
Second, we can also show that for graphs with bounded ∆, we can compute a β-ruling set
in O(β log logn) rounds, however this bound increases quickly with β, giving us the following
corollary.
I Corollary 27. If we have that ∆ = O
(
2log
1− 1
2β n
)
, then a β-ruling set can be computed in
O(β log logn) rounds whp in the low-memory MPC model with O˜(m+ n1+ε) total memory.
Proof. We set fi := 2log
δi ∆, δi = 1 − 12β−i for all i, 0 ≤ i ≤ β − 1 in Theorem 25 part
(i). Note that in this case we set f0 = ∆ = O(2log
1− 1
2β n), therefore each of the β terms
it the running time containing fi’s becomes a constant. This leads to a running time of
O(β log logn). J
5 Conclusions and Future Work
The results we developed in this paper show that 2-ruling sets can be computed much faster
than an MIS in the low-memory MPC model. In the absence of explicit lower bounds for
this problem in the low-memory MPC model, it is an open question if we can improve on the
round complexity of O(log1/6 ∆) for computing a 2-ruling set in the low-memory MPC model.
Another aspect to note is the vast difference in the runtime of the β-ruling set algorithms
in the two settings we consider with respect to the total memory. It is not clear if this
divergence is natural due to the restriction in the model, or indicates a scope for improving
Theorem 12.
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