Partial Isometries are important constructs that help give nontrivial solutions once a simple solution is known. We generalize this notion to Extended Partial Isometries and include operators which have right inverses but no left inverses (or vice versa). We find a large class of such operators and show the moduli space to contain the Hilbert Scheme of Points. Further, we apply this technique to find instanton solutions of a noncommutative N = 1 supersymmetric gauge theory in six dimensions and show that this construction yields nontrivial solutions for other noncommutative gauge theories.
Introduction
do solve the instanton equation of the noncommutative field theory discussed earlier.
Section 6 contains a discussion of higher dimensional generalization in which we show that things generalize in a fairly straightforward manner. Finally, Section 7 shows that these solutions trivially yield solutions for some other well-known field theories.
The Model and its Noncommutative solution
The twisted N = 1 U(1) gauge theory under consideration was discovered in [4, 5, 6, 7, 8] .
The bosonic part of the theory consists of A -a U(1) gauge field, φ -an untwisted complex scalar field, ϕ -the twisted complex scalar field.
The equations of motion are given by 
where k 0 is the Kähler form on the manifold. where θ is assumed to be of maximal rank. Without loss of generality, we can always bring θ to the canonical form involving 2 × 2 antisymmetric block matrices.
Typically, it is more convenient to work with a linear combination of the gauge field and the coordinate. So define
There are then natural complex objects we can work with. Define
where θ i is the (positive) (1, 2)-th entry in the ith block.
For the gauge theory, (roughly speaking) we will simply replace covariant derivatives by commutators with Z's or Z † 's and the Kähler form will be the standard symplectic form on R 6 .
where S is a partial isometry satisfying SS † = 1 and N = a † i a i is the number operator. f (N) is the function to be determined from imposing the second equation in (3.1) . Note that the first two equations get automatically solved because of the ansatz. Therefore such an ansatz is not generically feasible when different directions (i.e. Z's and Z † 's) do not commute.
In principle, it is entirely possible that we may find partial isometries which do not solve the above equations. That is to say, it is not possible to find a consistent function.
For simplicity, we'll initially solve this problem in one complex dimension. The ansatz remains exactly the same in higher dimensions too. We label the states in the Hilbert space as |i where i ∈ Z + denotes the occupation number. The vacuum is |0 .
The simplest partial isometry one could postulate [11, 12, 13] , sometimes called the 'shift' isometry, is simply the following The way the solution is interpreted is the following. One looks at the image of the operator S † . Generically, this will be a subspace generated by an ideal of the ring of polynomials C[a † ] acting on the vacuum. One looks at the zero set of the ideal. That is where the instantons are said to be located. More precisely, the number of instantons is precisely the codimension of the ideal.
In this case, this is an ideal of the ring of polynomials C[a † ] generated by monomials of the form (a † ) k where k ≥ m. One looks at the zero set of the ideal. Thus, m instantons are located at the origin in C. Our convention is that an n-instanton denotes n different locations for the instantons and not the number of instantons. So the shift isometry corresponds to a 1-instanton localized at the origin.
Moduli space of Instantons
We generalize this solution to two explicit cases, where the 1-instanton is located away from the origin and where 2-instantons are located away from the origin. It is here that we need to generalize the nature of the partial isometry. We call an operator S an
Extended Partial Isometry if ∃ T ∋ ST S = S. Then again, just as before, both ST and T S are projections and if both are the identity that is just the special case that S is invertible.
Our ansatz is very close to the earlier one. We simply replace S † by T . We expect the function f (N) to be unmodified for the first case simply because of the translation symmetry of C. That is,
This might not seem satisfactory because now Z † = (Z) † does not hold any more.
(CHECK) One case where this might be useful is when we are dealing with complex spacetime. In that case, X i 's are complex and then Z i is not required to be the conjugate of Z † i any more.
where a −1 , T −1 and S −1 are to be interpreted as the only possible inverses (left or right as the case may be) -a † , S and T respectively. This is of course, very rough. One hopes to make this correspondence mathematically more rigorous.
We show that the space of Extended Partial Isometries contains the Hilbert Scheme of Points Hilb n in C [x] . Recall that it is defined by
By definition, it is a smooth variety of complex dimension 2n.
1-instanton away from the origin
For the first case, we want the ideal to be of the form (x + p) m where p ∈ C, m > 0 ∈ Z.
This forces T to have the form
where the notation in the first equation is simply a mnemonic and the rigorous expression is the second one. Here, i k is the usual combinatorial factor. Then we need to determine the appropriate S. It is given by
Note that there are no contributions to the summation if k > i − m. However, it will turn out to be important to include this range. This is because if T acts after S, then we will also need terms from the region k > i − m.
The fact that ST = I is just the simple combinatorial identity
Note that the solution above reduces to the previous case in the limit p → 0. The next thing is to solve the instanton equations with this ansatz. After reducing the upper limits, the equation which comes out is the following nontrivial equation.
We prove that the only function that satisfies the above equation is the one given in (3.6) in the Section 4.4.
2-instantons, with one point as the origin
As a warm up to the case of 2-instantons anywhere, we consider 2-instantons with one point the origin. Thus, the ideal is of the form x m (x + p) n where, as before, p ∈ C, 0 < m, n ∈ Z. This gives
Again, the tricky part is to postulate the action of S. Here it works exactly the same way as before
The proof that ST = I again follows exactly in the same way as before. Again, we could repeat the same exercise as before. Namely, calculate Z|i and Z † |i and then evaluate [Z, Z † ]|i . Rather than doing it here, we'll show this result in the next section where we look at the general 2-instanton case. We just mention that the function involved is again very simple, namely
where we use initial conditions similar to the previous case. Namely, we set f (0) =
The solution corresponds to m instantons at the origin and n instantons at the point −p.
Again, let us look at special cases. In the limit p → 0, this reduces to the m + n instantons at the origin. Note that the function is also of the same form. Putting m = 0 we get the previous solution. However, we do not get the shift isometry directly when we set n = 0. We expect to see the shift isometry, and this is because with n = 0, the extended partial isometry acts as follows
and thus, the ideal is the same as that generated by (a † ) m . The fact that these two ideals are the same leads to a highly nontrivial similarity transformation in the Hilbert space. The similarity matrix is a generalization of the so-called Stirling Numbers. The construction is given along with the proof in Appendix A.
However, this raises a question. Is it possible that our 1-instanton solution away from the origin also has a similarity transformation that takes it to the shift isometry? 
General 2-instanton case
For the 2-instanton case, things get considerably more tricky. The binomial coefficients no longer have natural limits (that is, the summand does not go over exactly the part where the binomial coefficients are non-zero) and the proof that ST = I is more involved.
The ideals are of the form (x + p 1 ) m (x + p 2 ) n with both 0 = p 1 , p 2 ∈ C and m, n ∈ Z.
This time, postulating the extended partial isometry is highly nontrivial, especially for S. They are as follows
where, by definition,
and the upper limit of k is set by the fact that
we simplify the expression for the S action.
Then we see that ST acts in the following way
The expression for the nontrivial part of (3.1) is even more involved than before. We write it down for completeness. Here is the expression. It is a difference of two terms each having eight summation terms. i3 + n k2
where
We know that there is a term proportional to |i when all the summands are zero. What we have to show is that the sum is zero for all terms with fixed i − k − l − p − k2 − l2 − p2 < i. As you can see things are getting pretty complicated. We prove the n-instanton identity in full generality in Section 4.4.
As before, this corresponds to m instantons at −p 1 and n instantons at −p 2 . The fact that T is not symmetric in both the polynomials might seem strange. The expressions boil down to the previous cases when we set m = 0 or p 1 = 0. If we set m = 0, the solution reduces to the 1-instanton away from the origin at p 2 . T reduces in an obvious way and to show that S reduces, one notes that
is zero unless p = q in which case it is 1. In case of p 1 = 0, it again reduces to the same case but with m+n instantons located at p 2 . But they do not reduce to the previous case by setting p 2 = 0 or n = 0.
It would be an interesting exercise to analyze this limit and also to show that, as before, there is a similarity transformation taking this solution to the 1-instanton solution.
Notice also that we might as well have defined
and then this choice would again define an extended partial isometry. And would also solve the instanton equation. To prove this, all we need to do is to interchange the role of p 1 and p 2 as well as m and n.
This will be a separate solution if p 1 = p 2 . If p 1 = p 2 , then we anyway reduce to a 1-instanton configuration. Thus, for a 2-instanton, we have two distinct ideals both giving rise to extended partial isometries and solving the instanton equation. We will see how this generalizes in the Section 5.
The Algorithm
We describe the algorithm for finding generic extended partial isometries with minstantons. The trick is to think of the basis consisting of {|i |i ∈ Z ≥0 } as the basis of the polynomial ring {x i |i ∈ Z ≥0 }. Then the actions of S and T described before are just the action on monomials in the ring.
For example, in the 1-instanton case,
from which one can clearly see that ST = I. Thus, the action on an arbitrary polynomial
where we remind the reader that these operations are to be seen as formal and make sense only when the exponent on x is non-negative. x −m , m > 0 is to be interpreted as 0. One way of looking at this is to consider the ring of rational functions and tensor these operators with the projection operator on the ring of polynomials. In the 2-instanton case, things are trickier but manageable. This time we get polynomials in the denominator
where one is forced to break the symmetry between (p 1 , m) and (p 2 , n) in constructing T .
Further, the −m in the exponent is well-defined using the formula
S is constructed by pure observation. Thus, on general polynomials,
This gives us the prescription for higher n-instantons. Without further ado, here it is. Suppose our ideal of interest is generated by (
We now prove the algorithm works by induction. Before that, we write down the action of T |i and S|i and deduce the identity to be proved for the n-instanton from the claim ST |i = |i .
From the above construction, one can see that
where, for the purposes of this section, the sum denotes summing over the entire range of the variable being summed over. The upper limit on the l j 's is established simply
(−1)
Since this is supposed to equal |i for all possible values of p 1 , . . . , p n , we fix the exponents of these variables. So, for j = 1, . . . , n − 1, set α j = k j + l j − q j and set
We use this to fix the values of l n and q 1 , . . . , q n−1 . Then the identity to be proved is
To prove this by induction, we first prove this is true for A 1 = δ α 1 ,0 . We then prove
A n = δ αn,0 A n−1 . This would prove the identity for all n.
For n = 1,
terminates at α 1 . But now,
Now consider A n . The way we are going to reduce it is by explicitly doing the l n−1 sum and then the k n−1 sum. So consider the terms involving l n−1 in (4.33). Using the definition of −m k given before and
we have only two terms in the l n−1 -sum
Since α n−1 − k n−1 > 0, the lower limit of the l n−1 -sum is forced to begin with
This sum can now be solved using the Chu-Vandermonde identity. We finally get (−1)
Note that there is no k n−1 factor in the expression. Therefore, there are only two binomial factors involving k n−1 and there is hope that it can be solved. However, note that in (4.33), the remaining l j -sums are to be done before we do the k n−1 -sum. So we must find a way of switching the sums. To avoid cluttering the issue, let us call a := k n−1 and b := l 1 + · · · + l n−2 . So we want to switch the a, b sums in an expression of the form
Now, there are two possibilities. If N > M, the b-sum forces the a-sum to go upto M only. Then we can switch easily and
On the other hand, if M > N, we have to split the sum for b upto M − N and separately beyond it. Then, we get
Before we analyze both these cases, let us look at the summand. It is (−1)
The natural limits of the sum are from 0 to either of m n−1 or α n−1 . If the sum goes beyond any of these values, that is also fine because the coefficients will cut off the sum automatically. Then we can simplify the sum immediately using the Chu-Vandermonde convolution.
In the case N > M, the upper limit of the
But this is equal to k n−1 + l n−1 + l n by definition. Since k n−1 + l n−1 > α n−1 and l n > 0, the upper limit is definitely greater than or equal to α n−1 .
In the other case, then M > N, the upper limit of the first term is N = m n−1
which is exactly what we want. For the other case, it is once again M − b and the same argument given in the previous paragraph goes through.
Thus, in all the cases, we can solve the sum immediately to get (−1) α n−1 δ α n−1 ,0 . For the first case, the upper limit is M. For the second case, the two terms add up to give the same upper limit.
One can now assemble the remaining terms to see that one gets exactly δ α n−1 ,0 A n−1
where one has to simply exchange the notation for anything with an n subscript and an n − 1 subscript. This completes the induction argument and hence the proof.
Proof of the Instanton Equation
Having constructed and proved the existence of these extended partial isometries, one could wonder whether all of them yield solutions to the instanton equation [Z,
In this section, we prove that they do and moreover, they all satisfy the above equation
with the same function as for the 1-instanton and the 2-instanton and that the function is unique.
To begin with, we rewrite explicitly the forms of S and T for the n-instanton extended partial isometry.
Notice that the expression for T has n summations whereas S has 2n − 1 when we expand all the (p j − p n ) l j terms. We start off simplifying this expression. First off, S is given by
Make the following change of variables: l j → l ′ j = l j − q j for j = 1, . . . , n − 1. Then, the upper limit of the q summations will change. Since l 1 , . . . , l n−1 sums are treated together, this will force the q 1 , . . . , q n−1 sums to also be treated together and we will have the following expression
Now notice, that for all j = 1, . . . , n − 1, we can replace
Then each of the q j 's appear in exactly two binomial coefficients and they can be summed over using the Chu-Vandermonde identity. Notice that the limits are exactly what we want in the identity. Since the q j 's appear together, one has to choose a particular ordering of the way the sum is done, but the final answer is independent of the order. So we finally have (after removing the primes)
Using the ansatz in (4.1), we construct Z, Z † with this formula for S to get
where g(N) = √ Nf (N). We now look at ZZ † and Z † Z separately with the following convention. We use the letter k for the first T , l for the first S, r for the second T and s for the second S. Then we have
Since the identity is supposed to hold for any values of the p j 's, we can fix their exponents. Let
We use this to fix the values of r 1 , . . . , r n in the usual way to get
Now, the idea is that with some change of variables we will be able to do all the l sums. To that end change l n → l ′ n = l n − l 1 − · · · − l n−1 and move the l ′ n sum inside the other l sums and move all of them inside the s n sum. One can then show
(5.12) using the fact that α j ≤ i+ m j +1. Now l ′ n appears in only two binomial coefficients and we can evaluate the sum to be
where we have used the fact that (α j − k j ) − s n − l 1 − · · · − l n−1 > α n − k n − s n + s 1 + · · · + s n−1 and hence the above sum can be evaluated using the Chu-Vandermonde identity.
Now, we attempt the other l j sums. Notice that they too appear in only two binomial coefficients. We first separate the sum as follows
(5.14)
We then have
as can be verified by substituting the value of α n and cancelling terms.
Similarly, one can sum each of the l j sums in precisely the same way and the verification process goes through each time by substituting the other α j 's. Using all these Kronecker δ's, we can substitute the s j 's to yield a sum that depends only on the various k j 's. Then, one notices that k j = α j − s n . Thus we get a factor of
. Now, let us stop at this stage for a moment and evaluate the other term Z † Z|i .
Now we follow exactly the same procedure as for the other term. We fix the exponents of the p j 's and call them α j 's. We then change l n → l ′ n as before and change the order of the sums. We still have exactly the same sums as above because
holds unless all the m j 's are zero, in which case the extended partial isometry becomes the identity operator and which we do not allow. So we have
exactly as before. At this point, we have almost the same sum as before except that the arguments for the g-functions are slightly different. The factors are g (i + (m j − k j ))
All the binomial coefficients are exactly the same and so, we can perform the l j sums in exactly the same way we did before. Now, we combine both terms to get
. We expand h in a Taylor series but instead of using monomials in k j 's, we use falling factorials.
. The reason for doing that is that we can then evaluate each of the k j sums simply. For example,
we can do each of the k j sums. This will force α j = t j and will thus be a monomial in Just as for the 2-instanton case, notice that the proof of the extended partial isometry in the previous section and the proof of the instanton equation in this section would have gone through if we had clubbed i with any of the m j , j = 0, . . . , n − 1 instead of m n . Therefore, the same m-instanton is described in exactly m ways. One can thus see that the moduli space of extended partial isometries is larger than the Hilbert Scheme of Points.
Generalizing to Higher Dimensions
One could also conjecture that the moduli space of extended partial isometries in higher dimensions is atleast Hilb n [C m ]. We write down the extended partial isometries in any dimension for an m-instanton. We do not, however, either prove that they do satisfy the isometry condition or that they satisfy the instanton equation in general. The reason is that it is quite tedious, although it is straightforward. We give the proof for the 1-instanton first to highlight the salient points and point out changes from the one dimensional case.
We will work with the case of two complex dimensions for simplicity. The generalization to higher dimensions will be evident. As in the one dimensional case, we would like to start with the shift isometry. Thus, we would like S, S † such that
Then postulating the same ansatz as in (3.2) and using the methods of [9] , it is not too hard to see that the function
does the job. For our purpose, however, we need to know the exact form of S, S † . One could do this is multiple ways. We label the vectors not by |i, j which is the usual choice but by |i + j, i . Then
with the understanding that if i + j < 0, then |i + j, i = 0 and if i + j < i, then |i + j, i = |i + j, i + j . Then going through the exercise, we get the difference equation
for which the previous function is indeed the unique solution. As before, this corresponds to the 1-instanton at the origin. Now, we would like to generalize this to the 1-instanton at the point (x, y). Again, we generalize to the notation of T, S where T raises and S lowers and T = S † . The solution is then
where we have taken the ideal to be of the form (p − 
Then the action of T, S for the r-instanton labelled by positive integers m 1 , . . . , m r on the points (p
d )) can be described as follows
Note that this forces each of the m k ≥ d. Therefore one cannot construct solutions with the number of actual instantons being less than the dimension this way. This is rather strange because one can get a true partial isometry with the codimension of the ideal being 1 in any dimension whatsoever. Since, at any dimension, there are only a finite number of these cases, it is also possible that they are handled separately. Now, using the same ansatz for Z i , Z † i , we could try to solve the instanton equation for an arbitrary function. We first demonstrate how this works for the 1-instanton in two dimensions. Now using the ansatz, (4.1), we write down expressions for Z 1,2 and Z † 1,2 .
The function turns out to be entirely determined by the equation [Z i , Z † i ] = 2 because of the nature of the ansatz as explained before. We start out by writing down the expressions for the four terms. They are as follows: 
where the function g(N) is to be determined.
Consider the first term (6.14). We perform all manipulations on it and claim the same go through for all the others. Define α = k + p + k2 + p2, β = l + q + l2 + q2.
Substituting for k2, l2, we get
By definition α ≤ j and β ≤ i. So we can replace the upper index in the p and q summations by α −k and β −l respectively. Now we swap the p, p2 and the q, q2 indices.
Then we can do the p, q sums using the Chu-Vandermonde convolution as follows
So this forces p2 = α − k, q2 = β − l, k2 = l2 = 0. So we are left with
Exactly the same operations go through for the other three terms also. Adding them up, we get
Call the function within square brackets h(k, l). We now follow the procedure in Section 5. Expanding h(k, l) = r,t≥0 h r,t (k) r (l) t in terms of falling factorials, we see that there will be polynomial contributions in x, y if h r,t = 0 for r, t > 0. Since we want the right hand side to be equal to 2|i+j, i , the only contribution must come from h 0,0 and it must be 2. Thus we have the same difference equation (N +2)g 2 (N +1)−Ng 2 (N) = 2 with the same initial condition g(m) = 0 as for the shift isometry. This ensures that we get the same solution as before. And that this is the unique solution.
Note that the solutions here are more general than the shift isometries. That is because it is no longer true that [
. Some extra terms naturally occur which cancel only upon the inclusion of the other term.
Notice how the proof worked. Once we defined the exponent of x, y, the p and q sums conveniently split. Both the arguments of the function g as well as the square roots did not depend on either of them and so after switching summation indices, we reduce directly to a Chu-Vandermonde identity. This is exactly what happened for the 1-instanton in one dimension. In other words, the 1-instanton identity in two dimensions reduced, after fixing the exponents of the unknown quantities parametrizing the instanton locations, to two 1-instanton identities in one dimension. 
Conclusions
The ideas so far only scratch the surface of what appears to be a very rich field of study in computational combinatorics. We have proved the moduli space of extended partial isometries is atleast the Hilbert Scheme of Points and show that it is definitely much larger. Because of the noncommutative ABS construction, the space of extended partial isometries contains as a subset the Hilbert Scheme of true partial isometries. It would be very interesting to study how this subspace is embedded within the larger space of extended partial isometries.
Further, we showed that all these extended partial isometries yield valid solutions to a particular instanton equation with the same function. It would be interesting to see if this goes through for instanton equations for other noncommutative gauge theories as well.
If that is not enough, there is sufficient cause to believe that these statements go through in higher dimensions too. One would like to extend both the above-mentioned ideas to higher dimensions.
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