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Abstract† 
We propose an incremental learning for end-to-end Automatic Speech Recognition (ASR) to extend the model’s capacity on a new task while retaining the performance on existing ones. The proposed method is effective without accessing to the old dataset to address the issues of high training cost and old dataset unavailability. To achieve this, knowledge distillation is applied as a guidance to retain the recognition ability from the previous model, which is then combined with the new ASR task for model optimization. With an ASR model pre-trained on 12,000h Mandarin speech, we test our proposed method on 300h new scenario task and 1h new named entities task. Experiments show that our method yields 3.25% and 0.88% absolute Character Error Rate (CER) reduction on the new scenario, when compared with the pre-trained model and the full-data retraining baseline, respectively. It even yields a surprising 0.37% absolute CER reduction on the new scenario than the fine-tuning. For the new named entities task, our method significantly improves the accuracy compared with the pre-trained model, i.e. 16.95% absolute CER reduction. For both of the new task adaptions, the new models still maintain a same accuracy with the baseline on the old tasks.  
Index Terms: automatic speech recognition, end-to-end, incremental learning, knowledge distillation 
1. Introduction 
End-to-end Deep Neural Network (DNN) has become an emerging trend in the area of Automatic Speech Recognition (ASR), which enables an easier model building and training than traditional pipeline [1, 2]. In many real applications, the end-to-end ASR model is always required to recognize speech for a new task while maintaining performance on existing ones. For example, an ASR model is well trained on the past dataset, while new specific named entities of the application need to be added into the model’s capability. Or for cold start of a new ASR scenario, the model is required to be adapted to a new domain based on a small new dataset while inheriting the recognition ability from the old ASR model. Since the new named entities or the new scenario might be out the scope of the past training dataset, the performance is probably to be poor when directly using the old model on the new task. 
To solve this problem, a simple but cumbersome method is to retrain the ASR model with a mixture of the new dataset and the past dataset. However, the method might suffer from a data imbalance problem as the new dataset is usually much smaller than the past dataset [3, 4]. As new tasks continue to increase, repeated retraining on the cumbersome dataset becomes infeasible. In addition, the past dataset may be 
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unavailable due to data security, privacy, etc. [5]. Despite the shortcomings, the performance of retraining can be regarded as a baseline of our proposed method. An alternative method is to apply a specific-designed language model for a refined decoding or a post correction, but the essential problem arising from the acoustic model is still unsolved [6, 7]. 
Ideally, the new task could be learned with sharing parameters of the existing model, without degrading performance on the old tasks. Fine-tuning is usually applied to adjust to the new task by modifying the parameters of the pre-trained model [8]. Jiang et al. proposed an unsupervised method called masked predictive coding to obtain a pre-trained model for ASR fine-tuning [9]. Chuang et al. presented SpeechBERT for end-to-end spoken question answering tasks [10]. Although efficient for new task adaptation, fine-tuning dramatically degrades on the previous task since the shared parameters is modified with a stand-alone attention on the new task but lacking the guidance from the previous task-specific prediction. 
Alternatively, incremental learning gains more attention to optimize models for new task without sacrificing model accuracy on old ones [11]. The existing incremental learning methods with DNN are mainly divided into three categories, i.e. without using old data, using synthetic data, and using exemplars from old data [12]. Although the latter two categories might improve the performance by introducing old data information, much workload on synthesis algorithm and sampling strategy is required. Also, they would not work if the dataset for previously learned tasks is unavailable. Without using old data, knowledge distillation could be applied to guide the new task learning, which provides promising potential on maintaining the performance on old tasks [13]. 
The aim of our work is to obtain a new end-to-end ASR model with incremental capability on the new task while without catastrophic forgetting, based on the old pre-trained model and the new dataset with a small size. First, we build a twin of DNNs, whose two network architectures are the same with the old pre-trained ASR model. Then, knowledge distillation [14] is applied to obtain the knowledge of the frozen old model in the twin networks. It is used as guidance for maintaining performance on the old dataset. Finally, the new model in the twin networks is fine-tuned to fit the new dataset with a combination of the distilling and the recognition task. To verify the performance of our proposed method, an end-to-end Connectionist Temporal Classification (CTC) ASR model based on self-attention structures is presented [15]. Experiments show that our proposed method performs excellent in new scenario task and new named entities task while maintaining previous knowledge. 
To the best of our knowledge, our method is the first work that uses incremental learning for end-to-end ASR. The main contributions of our work are shown as follows. 
  
1. We present an incremental learning algorithm for end-to-end ASR, which can extend the model’s capacity on a new task while maintaining the performance on existing ones. 
2. Using the small new dataset, our method is efficient in training computation and simple in implement. It can also solve the situation when the old dataset is unavailable. 
3. The accuracy of the proposed method outperforms the cumbersome retraining and even the fine-tuning on the new task. And it achieves an approximate accuracy on the old task, when compared with the retraining and the pre-training. 
The remainder of this paper is organized as follows. The details of the proposed incremental learning for end-to-end ASR are presented in section 2. Section 3 is the experimental results. Finally, the conclusions are given in Section 4. 
2. Incremental Learning for ASR 
2.1. Problem Statement 
Denote the training dataset for incremental learning ASR as { , | [1, ]}i in n n nD i N x y , where {1,2}n  indicates the new dataset and the old dataset, respectively. The dataset 
sample { , }i in nx y  consists of a sequence audio feature vector 
inx  with a unified dimensional, and the corresponding label 
sequence iny [16]. nN  is the number of samples in the training dataset. Usually the size of the new dataset is much 
smaller than the old one, i.e. 1 2N N . 
Denote the end-to-end ASR model as a nonlinear function( | , )i if y x θ  , where θ  is the model parameters to be 
determined. Using the old dataset 2D , the pre-trained model 
can be obtained as 2( | , )i if y x θ , which is trained to fit 
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new end-to-end ASR model based on the new dataset 1D  and 
the previous pre-trained model 2( | , )i if y x θ  without 
accessing to the old dataset 2D . The model is trained to fit the new task and maintain the performance on the old dataset, i.e. 
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where 2 2 2ˆ  θ θ θ  is obtained by modifying the 
parameters of the pre-trained model 2θ . A key property of the proposed incremental learning for end-to-end ASR is Equation (3), which means that the new model has an approximate performance on the old dataset, when compared with the old pre-trained model. Without Equation (3), the method is degenerated to fine-tuning. Although the fine-tuning may perform well in the new task, it suffers from performance degrading on the old dataset. 
For the retraining baseline, the new dataset 1D  and the old 
dataset 2D  is mixed to be 0 1 2=D D D  to obtain a model 
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2.2. Deep Incremental Learning 
We apply a modified version of the existing CTC based end-to-end ASR model as an example to verify the performance of our approach. In reality, our approach can be easily extended to other end-to-end ASR frameworks, such as Recurrent Neural Network Transducer (RNN-T) [17], Listen Attend and Spell (LAS) [18]. Considering the advantages in sequence feature extraction and parallel-in-time computation of the transformer structures [19], we use Self-Attention Blocks (SABs) replacing the RNN cells of the existing CTC based ASR model as done in [20]. The model architecture is successively stacked with 3 Convolutional Neural Networks (CNNs), 10 SABs and 2 Fully Connected (FC) layers. The schematic representation of incremental learning for end-to-end ASR in this work is shown in Figure 1. 
 
Figure 1: A schematic representation of incremental learning for end-to-end ASR. 
Due to the missing of the old dataset in our method, we can only use the parameters of the pre-trained model to guide the training process retaining the recognition ability of the previous model. To achieve this, we build a twin of DNNs, whose two architectures are the same with the old end-to-end ASR model. And the parameters of the twin networks are initialized from the pre-trained network. One of the networks represents to the new model to be fine-tuned for the new task, and the other is frozen during training to obtain the knowledge of the old model, as shown in Figure 1. The new model is fine-tuned using new dataset with a combination of the CTC loss [21] and the distilling loss [14]. The CTC loss is used to train the model fitting to the new dataset, and the distilling loss is applied to guide the new model obtaining the same outputs with the old pre-trained model.  
Given an input 1 1i Dx , the sequence outputs of the new model and the old model of the twin networks are denote as 
1( )inΨ x , which consist of a time sequence output vectors 
1( )k i Mn π x R , where [1, ]k K  and K is the length of the 
  
output sequence, M  is the number of modeling unit class plus a special symbol blank for ASR task.  
We denote the CTC loss of the new model as [21] 
 1 1 1 1
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The distilling loss of 1ix  is calculated by Kullback-Leibler divergence, as 
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As the old model is frozen during new model training, the Equation (6) can be simplified to 
2 1 1 1 2, 1,1 1
( ( ), ( )) log( )K Mi i k kKL m mk ml   Ψ x Ψ x p p       (7) Since there are many elements with small value in the output of a converged CTC model [21], Equation (7) is modified to improve the numerical stability for incremental learning, we have 
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Then the distilling loss for the new dataset is obtained as  
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1 ( ( ), ( ))N i id KLiL lN   Ψ x Ψ x             (9) Finally, the overall loss for our proposed incremental learning for end-to-end ASR combines the CTC loss and the distilling loss as follows: 
(1 )CTC dL L L                         (10) where the parameter   is used to balance between the two 
terms. If =1 , the training process is degenerated to fine-tuning, which only pays attention on the new dataset and lacks the guidance from the previous task-specific prediction. If =0 , the model will only retain the characteristics of the old pre-trained model without learning for the new task. The scalar  is used to ensure that the two terms are in an order of magnitude. In our work, we fix =0.5 while change around 0.02 to test the effect of parameters on performance. 
3. Results and Discussions 
3.1. Dataset 
The overall training dataset is 12,301 hours of Mandarin speech, which consists of 301 hours new dataset and 12000 hours old dataset. Two new datasets of JD Digits are separately collected as 300 hours for a new scenario task and 1 hour for a new named entities task, and the old dataset covers 
internal speech dataset in the old business scopes of JD Digits and public speech dataset, AISHELL-1 [22], AISHELL-2 [23], THCHS-30 [24], Primewords [25], ST-CMDS [26], etc. To test the effectiveness of our method, Chinese character is used as the ASR modeling unit in our experiments [27]. In the dataset, the number of tokens on the modeling unit is 7228. 
3.2. Experimental Setup 
We use 80-dimension Mel-filter bank (fbank) features computed on 20ms window with 10ms shift [28]. The model architecture is composed of 3 CNNs, with filter dimension and channels (41,11,31), (21,11,32), (21,11,96) and the strides is (2,2), (2,1), (2,1) [15], which are followed by 10 SABs with 8 multi-head and 256 dimension. The output dimension of the penultimate FC and the last FC is 1024 and 7229, respectively. 
The model is pre-trained based on the old dataset using the CTC loss, which is optimized in the same method as [20]. And we set warm up steps to 8000 and the parameter of learning rate to 0.5. All of our experiments are performed with a mini batch of 128 on 4 NVIDIA V100 GPUs. For Mandarin speech recognition, a 4-gram language model with pruning is trained on about 30GB cleaned text using the KenLM toolkit [29]. 
3.3. Compared Methods 
Our proposed incremental learning for end-to-end ASR is compared with three commonly used methods, i.e. pre-training, retraining, and fine-tuning. As shown in Table 1, our method has a low training cost without accessing to the old dataset. Experiments show that our method performance excellently on the new task with few degrades on the old ones. 
Table 1: Comparison between our method and others. 
Methods Pre-training Retraining Fine-tuning Our Method 
Dataset D2 D1 D2 D1 D1 
Data Size 12,000h 12,300h 300h/1h 300h/1h 
Training Cost High High Low Low 
Old Task Good Good Bad Good 
New Task Bad Good Good Good 
3.4. Results on New Scenario and New Named Entities 
Our proposed incremental learning for end-to-end ASR with different parameters and the commonly used methods are evaluated on the old dataset and the new dataset, as summarized in Table 2 (new scenario) and Table 3 (new named entities). More in details, we use Character Error Rate (CER) for evaluation. The performance of the retrained model is regarded as a baseline of our proposed method. 
Pre-training: As shown in Table 2, due to the missing of the new scenario dataset, the old pre-trained model achieves the worst performance on the new scenario, i.e. 2.37% absolute CER increment, when compared with the retraining baseline. 
Fine-tuning: As shown in Table 2, although fine-tuning achieves -0.51% absolute CER reduction on the new scenario, it suffers from a dramatically degrading on the previous task since the shared parameters is modified with single attention on the new dataset but little guidance from the previous ability. 
Our method: First, setting the temperature scalar T=1, we change the scalar   in loss balance around 0.02 to test the 
  
parameters effecting. As shown in Table 2, as   decreases, the performance of our method on the new scenario improves, while the performance on the old test set gradually decreases. Experiments show that  =0.02 performs the best on new task fitting and old task performacne maintaining. 
Then, we change the temperature scalar range from 1 to 5, and the results show robustness if T >1. As referred in [14], T >1 is suggested to increase the weight of smaller logits values and encourage the network to better encode similarities among classes. In our experiments, as T increases, the performance of our method on the new scenario improves slightly, while the performance on the old test set (more obvious on THCHS-30) slightly decreases. The performance on different test dataset with different temperature scalar is illustraceted in Figure 2. Our results show that T=3 achieves the most excellent performance with a balance consideration of accuracy on the old dataset and the new dataset. It yields 0.88% and 3.25% absolute CER reduction, when compared with the retraining baseline and the pre-training, respectively. It even yields a surprise 0.37% absolute CER reduction, when compared with the fine-tuning. Moreover, the performance of our method on the old task achieves a very approximate performance with the retraining baseline in a small absolute CER difference from -0.18% to +0.37%. 
Finally, unlike the new scenario with 300h training data, 1 hour of low-resource training dataset with new named entities is used to valid the performance of our approach. As shown in 
Table 3, the pre-training achieves a very low accuracy on the new named entities. Although fine-tuning decreases 17.98% absolute CER on the new task, it suffers catastrophic forgetting. Similar with fine-tuning, our proposed method can also significantly improve the accuracy on the new named entities, i.e. 16.95% absolute CER reduction. Distinctively, our method achieves a very approximate performance with the pre-training baseline in a small absolute CER difference from +0.11% to +0.41%. 
 
Figure 2: Performance on various test dataset with different temperature scalar. 
Table 2: Results on the new scenario (values in bold font is the maximum difference with the retraining baseline). 
CER/CER difference (%) 
Old Task New Task 
AISHELL-1 AISHELL-2 Primewords ST-CMDS THCHS-30 Old Scenario of JD Digits New Scenario of JD Digits 
Retraining (baseline) 1.13 4.98 4.10 2.26 11.48 5.53 7.70 
Pre-training -0.13 -0.39 -0.57 -0.18 -0.45 -0.11 +2.37 
T=1 
=0 (Fine-tuning) +0.54 +1.10 +1.85 +1.33 +1.33 +0.60 -0.51 
=0.02 -0.03 +0.15 +0.12 +0.11 +0.99 -0.07 -0.23 
=0.05 -0.07 -0.01 -0.24 -0.05 +0.28 -0.07 +0.59 
=0.02 
T=2 -0.09 -0.10 -0.14 +0.03 +0.31 -0.12 -0.75 
T=3 -0.08 -0.18 -0.15 -0.01 +0.37 -0.10 -0.88 
T=4 -0.02 -0.01 +0.04 +0.13 +0.87 -0.04 -1.08 
T=5 +0.00 +0.00 -0.01 +0.13 +0.83 -0.01 -1.30 
Table 3: Results on the new named entities (values in bold font is the maximum difference with the pre-training baseline). 
CER/CER difference (%) 
Old Task New Task 
AISHELL-1 AISHELL-2 Primewords ST-CMDS THCHS-30 Old Scenario of JD Digits New Named Entities 
Pre-training (baseline) 1.00 4.59 3.53 2.08 11.03 5.42 18.47 
Fine-tuning +1.40 +2.49 +5.75 +2.51 +4.08 +0.35 -17.98 
Our Method(=0.02, T=3) +0.11 +0.18 +0.41 +0.18 +0.38 +0.18 -16.95 
 
4. Conclusions 
The aim of incremental learning for end-to-end ASR is for the training model to adapt to the new speech recognition task without forgetting its existing knowledge. To achieve this, the new model is trained combining the task classification performance and the knowledge distillation of the old model without accessing to the old dataset. Besides low training 
computation, our proposed method achieves the best performance with a significant absolute CER reduction on the new task when compared with other methods, while maintaining the performance on the old tasks. To valid the performance, we use 300h dataset and 1h dataset for the new scenario task and the new named entities task, respectively. In our future work, incremental learning for ASR with one shot will be investigated. 
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