We consider the problem of estimating how well a model class is capable of fitting a distribution of labeled data. We show that it is often possible to accurately estimate this "learnability" even when given an amount of data that is too small to reliably learn any accurate model. Our first result applies to the setting where the data is drawn from a d-dimensional distribution with isotropic covariance (or known covariance), and the label of each datapoint is an arbitrary noisy function of the datapoint. In this setting, we show that with O( √ d) samples, one can accurately estimate the fraction of the variance of the label that can be explained via the best linear function of the data. In contrast to this sublinear sample size, finding an approximation of the best-fit linear function requires on the order of d samples. Our sublinear sample results and approach also extend to the non-isotropic setting, where the data distribution has an (unknown) arbitrary covariance matrix: we show that, if the label y of point x is a linear function with independent noise, y = x, β + noise with β bounded, the variance of the noise can be estimated to error with n = O(d 1−1/ log 1/ ) samples if the covariance matrix has bounded condition number, or
Introduction
Given too little labeled data to learn a model or classifier, is it possible to determine whether an accurate classifier or predictor exists? For example, consider a setting where you are given n datapoints with real-valued labels drawn from some distribution of interest, D. Suppose you are in the regime in which n is too small to learn an accurate prediction model; might it still be possible to estimate the performance that would likely be obtained if, hypothetically, you were to gather more data, say a dataset of size n n and train a model on that data? We answer this question affirmatively, and show that in the settings of linear regression and binary classification via linear (or logistic) classifiers, it is possible to estimate the likely performance of a (hypothetical) predictor trained on a larger hypothetical dataset, even given an amount of data that is sublinear in the amount that would be required to learn such a predictor.
For concreteness, we begin by describing the flavor of our results in a very basic setting: learning a noisy linear function of high-dimensional data. Suppose we are given access to independent samples from a d-dimensional isotropic Gaussian, and each sample, x ∈ R d is labeled according to a noisy linear function y = x, β + η, where β is the true model and the noise η is drawn (independently) from a distribution E of (unknown) variance δ 2 . One natural goal is to estimate the signal to noise ratio, 1 − , namely estimating how much of the variation in the label we could hope to explain. Even in the noiseless setting (δ = 0), it is information theoretically impossible to learn any function that has even a small constant correlation with the labels unless we are given an amount of data that is linear in the dimension, d. Nevertheless, as was recently shown by Dicker [27] in this Gaussian setting with independent noise, it is possible to estimate the magnitude of the noise, δ, and variance of the label, given only O( √ d) samples.
Our results (summarized in Section 1.2), explore this striking ability to estimate the "learnability" of a distribution over labeled data based on relatively little data. Our results significantly extend previous results and the results of Dicker in the following senses: 1) We present a unified approach that yields accurate estimation of this learnability when n = o(d) which applies even when the x portion of the datapoints are drawn from a distribution with arbitrary (unknown) covariance. This is surprising-and was conjectured to be impossible [55] -because the best linear model can not be approximated with o(d) data, nor can the covariance be consistently estimated with o(d) datapoints. 2) Agnostic setting: Our techniques do not require any distributional assumptions on the label, y, in contrast to most previous work that assumed y is a linear function plus independent noise (which is not a realistic assumption for many of the practical settings of interest). Instead, our approach directly estimates the fraction of the variance in the label that can be explained via a linear function of x. 3) Binary classification setting: Our techniques naturally extend to the setting of binary classification, provided a strong distributional assumption is made-namely that the data is drawn according to the logistic model (see Section 1.2 for a formal description of this model).
Throughout, we focus on linear models and classifiers, and our assumptions on the data generating distribution are very specific for our binary classification results. Because some of our results apply when the covariance matrix of the distribution is non-isotropic (and non-Gaussian), the results extend to the many non-linear models that can be represented as a linear function applied to a non-linear embedding of the data, for example settings where the label is a noisy polynomial function of the features.
Still, our estimation algorithms do not apply to all relevant settings; for example, they do not encompass binary classification settings where the two classes do not occur with equal probabilities. We are optimistic that our techniques may be extended to address that setting, and other practically relevant settings that are not encompassed by the models we consider. We discuss some of these possibilities, and several other shortcomings of this work and potential directions for future work, in Section 1.4.
Motivating Application: Estimating the value of data and dataset selection
In some data-analysis settings, the ultimate goal is to quantify the signal and noise-namely understand how much of the variation in the quantity of interest can be explained via some set of explanatory variables. For example, in some medical settings, the goal is to understand how much disease risk is associated with genomic factors (versus random luck, or environmental factors, etc.). In other settings, the goal is to accurately predict a quantity of interest. The key question then becomes "what data should we collect-what features or variables should we try to measure?" The traditional pipeline is to collect a lot of data, train a model, and then evaluate the value of the data based on the performance (or improvement in performance) of the model.
Our results demonstrate the possibility of evaluating the explanatory utility of additional features, even in the regime in which too few data points have been collected to leverage these data points to learn a model. For example, suppose we wish to build a predictor for whether or not someone will get a certain disease. We could begin by collecting a modest amount of genetic data (e.g. for a few hundred patients, record the presence of genetic abnormalities for each of the 20k genes), and a modest amount of epigenetic data. Even if we have data for too few patients to learn a good predictor, we can at least evaluate how much the model would improve if we were to collect more genetic data, versus collecting more epigenetic data.
This ability to explore the potential of different features with less data than would be required to exploit those features seems extremely relevant to the many industry and research settings where it is expensive or difficult to gather data.
Alternately, these techniques could be leveraged by data providers in the context of a "verify then buy" model: Suppose I have a large dataset of customer behaviors that I think will be useful for your goal of predicting customer clicks/purchases. Before you purchase access to my dataset, I could give you a tiny sample of the data-too little to be useful to you, but sufficient for you to verify the utility of the dataset.
Summary of Results
Our first result applies to the setting where the data is drawn according to a d dimensional distribution with identity covariance (or, equivalently, a known covariance matrix), and the labels are noisy linear functions. This result generalizes the results of Dicker [27] and Verzelen and Gassiat [55] beyond the Gaussian setting. Provided there are more than O( √ d) datapoints, the magnitude of the noise can be accurately determined:
[Slight generalization of Lemma 2 in [27] and Corollary 2.2 in [55] ] Suppose we are given n labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i drawn independently from a d-dimension distribution of mean zero, identity covariance, and fourth moments bounded by C. Assuming that each label y i = x i β + η, where the noise η is drawn independently from an (unknown) distribution E with mean 0 variance δ 2 , and the labels have been normalized to have unit variance. There is an estimatorδ 2 , that with probability 1 − τ , approximates δ 2 with additive error O(C √ d+n τ n ). The fourth moment condition of the above proposition is formally defined as follows: for all vectors
In the case that the data distribution is an isotropic Gaussian, this fourth moment bound is satisfied with C = 3.
We stress that in the above setting, it is information theoretically impossible to approximate β, or accurately predict the y i 's without a sample size that is linear in the dimension, d. The above result is also optimal, to constant factors, in the constant-error regime. No algorithm can distinguish the case that the label is pure noise, from the case that the label has a significant signal, using o( √ d) datapoints (see e.g. Proposition 4.2 in [56] ): Proposition 2. [Corollary of Proposition 4.2 in [56] ] In the setting of Proposition 1, there is a constant c such that no algorithm can distinguish the case that the signal is pure noise (i.e. β = 0 and δ = 1) versus almost no noise (i.e. δ = 0.01 and β is chosen to be a random vector s.t. β = √ 0.99), using fewer than c √ d datapoints with probability of success greater than 2/3.
Our estimation machinery extends beyond the isotropic setting, and we provide an analog of Proposition 1 to the setting where the datapoints, x i are drawn from a d dimensional distribution with (unknown) nonisotropic covariance. This setting is considerably more challenging than the isotropic setting, since a significant portion of the signal could be accounted for by directions in which the distribution has extremely small variance. Though our results are weaker than in the isotropic setting, we still establish accurate estimation of the unexplained variance in the sublinear regime, though require a sample size O (d
1− √
) to obtain an estimate within error O( ). In the case where the covariance matrix is well conditioned, the sample size can be reduced to n = O (d 1− 1 log 1/ ). We show that both of these sample complexities are optimal. Our results in the non-isotropic setting apply to the following standard model of non-isotropic distributions: the distribution is specified by an arbitrary d × d real-valued matrix, S, and a univariate random variable Z with mean 0, variance 1, and bounded fourth moment. Each sample x ∈ R d is then obtained by computing x = Sz where z ∈ R d has entries drawn independently according to Z. In this model, the covariance of x will be SS T . This model is fairly general (by taking Z to be a standard Gaussian this model can represent any d-dimensional Gaussian distribution, and it can also represent any rotated and scaled hypercube, etc), and is widely considered in the statistics literature (see e.g. [60, 6] ). While our theoretical results rely on this modeling assumption, our algorithm is not tailored to this specific model, and likely performs well in more general settings. Theorem 1. Suppose we are given n < d labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i = Sz i where S is an unknown arbitrary d × d real matrix and each entry of z i is drawn independently from a one dimensional distribution with mean zero, variance 1, and constant fourth moment. Assuming that each label y i = x i β + η, where the noise η is drawn independently from an unknown distribution E with mean 0 and variance δ 2 , and the labels have been normalized to have unit variance. There is an algorithm that takes n labeled samples, parameter k, σ max ,σ min which satisfies σ max I S T S σ min I, and with probability 1 − τ , outputs an estimateδ 2 with additive error
Setting k = 1/ √ in the σ min = 0 case and k = log(1/ ) in the σ min > 0 case yields the following corollary:
In the setting of Theorem 1, with constant β and σ max , the noise can be approximated to error O( ) with n = O(poly(1/ )d
Theorem 2. The sample complexities of Corollary 1 are optimal. Specifically, given samples (x, y) with x drawn from a d-dimensional Gaussian with mean 0 and covariance Σ, and y = xβ + η, for a vector β satisfying β ≤ 1, and independent noise η with mean 0 and variance δ 2 , then the following lower bounds apply, in the respective settings where Σ is well-conditioned, and where Σ is not well-conditioned. In both settings, we assume that E[y 2 ] = β T Σβ + δ 2 = 1, and the goal is to estimate the unexplained variance, δ 2 .
• If I Σ 1 2 I, there exist a function f of 1/ only, such that given f (1/ )d y 1 ) , . . . , (x n , y n ), no algorithm can estimate δ 2 with error less than with probability better than 3/5.
• If Σ ≤ 1, there exist a function f of 1/ only and a constant c 2 such that given f (1/ )d 1− √ samples no algorithm can estimate δ 2 with error less than c 2 with probability better than 3/5.
Finally, we establish the following lower bound, demonstrating that, without any assumptions on Σ or β , no sublinear sample estimation is possible.
Theorem 3. Without any assumptions on the covariance of the data distribution, or bound on Σ · β , it is impossible to distinguish the case that the labels are linear functions of the data (zero noise) from the case that the labels are pure noise with probability better than 2/3 using c · d samples, for some constant c.
Estimating Unexplained Variance in the Agnostic Setting
Our algorithms and techniques do not rely on the assumption that the labels consist of a linear function plus independent noise, and our results partially extend to the agnostic setting. Formally, assuming that the label, y, can have any joint distribution with x, we show that our algorithms will accurately estimate the fraction of the variance in y that can be explained via (the best) linear function of x, namely the quantity
. The analog of Proposition 1 in the agnostic setting is the following:
Theorem 4. Suppose we are given n labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with (x i , y i ) drawn independently from a d + 1-dimensional distribution where x i has mean zero and identity covariance, and y i has mean zero and variance 1, and the fourth moments of the joint distribution (x, y) is bounded by C. There is an estimator δ 2 , that with probability 1 − τ , approximates
The fourth moment condition of the above theorem is analogous to that of Proposition 1: namely, the fourth moments of the joint distribution are bounded by a constant C if, for all vectors
. As in Proposition 1, in the case that the data distribution is an isotropic Gaussian, and the label is a linear function of the data plus independent noise, this fourth moment bound is satisfied with C = 3.
If the covariance of x is close to isotropic, i.e. (1 − )I E[xx T ] (1 + )I, the algorithm still applies, and performs analogously to the isotropic case described by Theorem 4, except with an additional O( ) error term, as outlined in Corollary 2, below. Hence, if one has a sufficient amount of unlabeled data to generate an estimateΣ for the covariance of x, which has spectral error , namely (1 − )Σ Σ (1 + )Σ, then by scaling x byΣ −1/2 the resulting distribution will be at most far from isotropic and our result on estimating learnability will apply. If x is drawn from a sub-gaussian distribution, then O(d/ 2 ) unlabeled examples suffice for the empirical covarianceΣ to be an accurate spectral approximation of Σ. If x satisfies the weaker condition of bounded fourth moments, then O(d log d/ 2 ) unlabeled examples suffice (see Corollary 5.50, Corollary 5.52 of [54] ).
Corollary 2. Suppose we are given n labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with (x i , y i ) drawn independently from a d + 1-dimensional distribution where x i has mean zero and covariance Σ which satisfies (1 − )I Σ (1 + )I, and y i has mean zero and variance 1, and the fourth moments of the joint distribution (x, y) is bounded by C. There is an estimatorδ 2 , that with probability 1 − τ , approximates min β E[(β T x − y) 2 ] with additive error O(C √ d+n τ n + ). In the setting where the distribution of x is non-isotropic (and the covariance is unknown), the algorithm to which Theorem 1 applies still extends to this agnostic setting. While the estimate of the unexplained variance is still accurate in expectation, some additional assumptions on the (joint) distribution of (x, y) would be required to bound the variance of the estimator in the agnostic and non-isotropic setting. Such conditions are likely to be satisfied in many practical settings, though a fully general agnostic and non-isotropic analog of Theorem 1 likely does not hold.
The Binary Classification Setting
Our approaches and techniques for the linear regression setting also can be applied to the important setting of binary classification-namely estimating the performance of the best linear classifier, in the regime in which there is insufficient data to learn any accurate classifier. As an initial step along these lines, we obtain strong results in a restricted model of Gaussian data with labels corresponding to the latent variable interpretation of logistic regression. Specifically, we consider labeled data pairs (x, y) where x ∈ R d is drawn from a Gaussian distribution, with arbitrary unknown covariance, and y ∈ {−1, 1} is a label that takes value 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ) where g(x) = 1 1+e −x is the sigmoid function, and β ∈ R d is the unknown model parameter.
Theorem 5. Suppose we are given n < d labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i drawn independently from a Gaussian distribution with mean 0 and covariance Σ where Σ is an unknown arbitrary d by d real matrix. Assuming that each label y i takes value 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ), where g(x) = 1 1+e −x is the sigmoid function. There is an algorithm that takes n labeled samples, parameter k, σ max and σ min which satisfies σ max I S T S σ min I, and with probability 1 − τ , outputs an estimate err opt with additive error | err opt − err opt | ≤ c min(
where err opt is the classification error of the best linear classifier, f (k) = k O(k) and c is an absolute constant.
As in the regression setting, when β is constant, the above theorem shows that the error of the estimate satisfies | err opt − err opt | ≤ O( ) with n = poly(1/ )d 1− samples when σ min = 0, and
samples when σ min > 0. In the setting where the distribution of x is an isotropic Gaussian, we obtain the simpler result that the classification error of the best linear classifier can be accurately estimated with O( √ d) samples. This is information theoretically optimal, as we show in Section E in the appendix.
Corollary 3. Suppose we are given n labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i drawn independently from a d-dimension isotropic Gaussian distribution N (0, I). Assuming that each label y i takes value 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ), where g(x) = 1 1+e −x is the sigmoid function. There is an algorithm that takes n labeled samples, and with probability 1 − τ , outputs an estimate err opt with additive error | err opt − err opt | ≤ c(
, where err opt is the classification error of the best linear classifier and c is an absolute constant.
Despite the strong assumptions on the data-generating distribution in the above theorem and corollary, the algorithm to which they apply seems to perform quite well on real-world data, and is capable of accurately estimating the classification error of the best linear predictor, even in the data regime where it is impossible to learn any good predictor. One partial explanation is that our approach can be easily adapted to a wide class of "link functions," beyond just the sigmoid function addressed by the above results. Additionally, for many smooth, monotonic functions, the resulting algorithm is almost identical to the algorithm corresponding to the sigmoid link function.
Related Work
There is a huge body of work, spanning information theory, statistics, and computer science, devoted to understanding what can be accurately inferred about a distribution, given access to relatively few samplestoo few samples to learn the distribution in question. This area was launched with the early work of R.A. Fisher [33] and Alan Turing and I.J. Good [36] to estimate properties of the unobserved portion of a distribution (e.g. estimating the "missing mass", namely the probability that a new sample will be a previously unobserved domain element). More recently, there has been a surge of results establishing that many distribution properties, including support size, entropy, distances between distributions, and general classes of functionals of distributions, can be estimated in the sublinear sample regime in which most of the support of the distribution is unobserved (see e.g. [8, 9, 3, 52, 53, 1, 2, 21, 58, 42] ). The majority of work in this vein has focused on properties of distributions that are supported on some discrete (and unstructured) alphabet, or structured (e.g. unimodal) distributions over R (e.g. [15, 16, 10, 11, 24] ).
There is also a line of relevant work, mainly from the statistics community, investigating properties of high-dimensional distributions (over R d ). One of the fundamental questions in this domain is to estimate properties of the spectrum (i.e. singular values) of the covariance matrix of a distribution, in the regime in which the covariance cannot be accurately estimated [30, 5, 45, 29, 46, 47] . This line of work includes the very recent work [44] demonstrating that the full spectrum can be estimated given a sample size that is sublinear in the dimensionality of the data-given too little data to accurately estimate any principal components, you can accurately estimate how many directions have large variance, small variance, etc. We leverage some techniques from this work in our analysis of our estimator for the non-isotropic setting.
For the specific question of estimating the signal to variance ratio (or signal to noise), also referred to as the "unexplained variance", there are many classic and more recent estimators that perform well in the linear and super-linear data regime. These estimators apply to the most restrictive setting we consider, where each label y = β T x + η is given as a linear function of x plus independent noise η of variance δ 2 . Two common estimators for δ 2 involve first computing the parameter vectorβ that minimizes the squared error on the n datapoints. These estimators are 1) the "naive estimator" or the "maximum likelihood" estimator: (y − Xβ)
T (y − Xβ)/n, and 2) the "unbiased" estimator (y − Xβ)
, where y refers to the vector of n labels, and X is the n × d matrix whose rows represent the n datapoints. Verifying that the latter estimator is unbiased is a straightforward exercise. Of course, both of these estimators are zero (or undefined) in the regime where n ≤ d, as the prediction error (y − Xβ) is identically zero in this regime. Additionally, the variance of the unbiased estimator increases as n approaches d, as is evident in our empirical experiments where we compare our estimators with this unbiased estimator.
In the regime where n < d, variants of these estimators might still be applied but whereβ is computed as the solution to a regularized regression (see, e.g. [57] ); however, such approaches seem unlikely to apply in the sublinear regime where n = o(d), as the recovered parameter vectorβ is not significantly correlated with the true β in this regime, unless strong assumptions are made on β.
Indeed, there has been a line of work on estimating the noise level δ 2 assuming that β is sparse [37, 31, 51, 50, 12] . These works give consistent estimates of δ 2 even in the regime where n = o(d). More generally, there is an enormous body of work on the related problem of feature selection.The basis dependent nature of this question (i.e. identifying which features are relevant) and the setting of sparse β, are quite different from the setting we consider where the signal may be a dense vector.
There have been recent results on estimating the variance of the noise, without assumptions on β, in the n < d regime. In the case where n < d but n/d approaches a constant c ≤ 1, Janson et al. proposed the EigenPrism [41] to estimate the noise level. Their results rely on the assumptions that the data x is drawn from an isotropic Gaussian distribution, and that the label is a linear function plus independent noise, and the performance bounds become trivial if n/d → 0.
Perhaps the most similar work to our paper is the work of Dicker [27], which proposed an estimator of δ 2 with error rate O(
n ) in the setting where the data x is drawn from an isotropic Gaussian distribution, and the label is a linear function plus independent Gaussian. Their estimator is fairly similar to ours in the identity covariances setting and gives the same error rate. However, our result is more general in the following senses: 1) Our estimator and analysis do not rely on Gaussianity assumptions; 2) Our results apply beyond the setting where label y is a linear function of x plus independent noise, and estimates the fraction of the variance that can be explained via a linear function (the "agnostic" setting); and 3) our approach extends to the unknown non-isotropic covariance setting.
In case the sparsity of β is unknown, Verzelen and Gassiat [55] introduced a hybrid approach which combines Dicker's result in the dense regime and Lasso in the sparse regime to achieve consistent estimation of δ 2 using min(k log(d), d log(d)) samples in the isotropic covariance setting where k is the unknown sparsity of β, and they showed the optimality of the algorithm. In the unknown covariance, dense β setting, they conjectured consistent estimation of δ 2 is not possible with o(d) samples; our Theorem 1 shows that this conjecture is false.
This problem of estimating the signal-noise ratio has been considered in the random effect model with the assumption that y = β T x+η where β is drawn from N (0, σ 2 I d ) with some unknown σ. The classical maximum likelihood estimator of δ 2 in this setting is widely used in many practical applications, particularly genomics. For example, genome-based restricted maximum likelihood (GREML) in genome-wide complex trait analysis (GCTA) [59] utilizes this estimator to quantify the total additive contribution of a particular subset of genetic variants to a trait's heritability. On the method of moments side, the classical Haseman-Elston regression [39] is a method for estimating the signal-to-noise ratio in the random effect model, which is generalized in [34] for the heritability estimation problem. Our algorithm in the isotropic covariance setting is essentially equivalent to Haseman-Elston regression, after an appropriate scaling. Though practically popular, very little is known about the theoretical guarantee of these estimators when applied to the fixed-effect model that we consider, where no distributional assumptions are made on β. Dicker and Erdogdu [28] showed that the maximum likelihood estimator for the random effect model is consistent and asymptotically normal in the fixed effect model assuming that x ∼ N (0, I), η ∼ N (0, δ 2 ) and each label y is a linear function of x plus independent Gaussian noise:
Finally, there is a body of work from the theoretical computer science community on "testing" whether a function belongs to a certain class, including work on testing linearity [13, 14] generally over finite fields rather than R d , and testing monotonicity of functions over the Boolean hypercube [35, 22] . Most of this work is in the "query model" where the algorithm can (adaptively) choose a point, x, and obtain its label (x). The goal is determine whether the labeling function belongs to the desired class using as few queries as possible. This ability to query points seems to significantly alter the problem, although it corresponds to the setting of "active learning" in the setting where there is an exponential amount of unlabeled data. More recent works on "active testing" [7, 18] considers this problem of distinguishing whether a labeling function belongs in a specified class, versus is "far" from the class, given a modest amount of unlabeled data, and the ability to query labels for a subset of that data. These works consider several function classes, including unions of intervals (over the domain [0, 1]), and linear threshold functions. In [7] , they show that for isotropic d-dimensional Gaussian data, given O( √ d log d) samples, one can distinguish the case that the data is linearly separable, versus the case that all linear classifiers have constant error (bounded away from 0). We note that for this restrictive setting, a trivial modification of our approach yields the tighter bound of O(
From the standpoint of computational hardness, in the binary classification setting, without any assumption on the distribution of X, the best linear classifier (also known as halfspace) is PAC-learnable in the presence of random classification noise [17] . However, with adversarial classification noise, or equivalently, when the binary label y is an arbitrary noisy function of the datapoint X, it is NP-hard even to distinguish between the case where the best linear classifier has accuracy 99% versus no linear classifier is able to achieve accuracy 51% [32, 38] . Regarding the problem of estimating learnability, this rules out the possibility of obtaining results in the classification setting of similar strength to the regression setting. Given the hardness result, there has been a line of work [43, 4] studying the agnostic linear classification problem in the setting where X is drawn from some "nice" distribution (e.g., Gaussian, log-concave etc.), and where the goal is to learn a prediction model that achieves close to optimal classification accuracy.
Future Directions and Shortcomings of Present Work
This work demonstrates-both theoretically and empirically-a surprising ability to estimate the performance of the best model in basic model classes (linear functions, and linear classifiers) in the regime in which there is too little data to learn any such model. That said, there are several significant caveats to the applicability of these results, which we now discuss. Some of these shortcomings seem intrinsically necessary, while others can likely be tackled via extensions of our approaches. More General Model Classes, and Loss Functions: Perhaps the most obvious direction for future work is to tackle more general model classes, under more general classes of loss function, in more general settings. While our results on linear regression extend to function classes (such as polynomials) that can be obtained via a linear function applied to a nonlinear embedding of the data, the results are all in terms of estimating unexplained variance, namely estimating ( 2 error). Our techniques do leverage the geometry of the 2 loss, and it is not immediately clear how they could be extended to more general loss functions.
Our results for binary classification are restricted to the specific model of Gaussian data (with arbitrary covariance) and with label assigned to be ±1 with probabilities according to the latent variable interpretation of logistic regression, namely 1 with probability g(β T x) and −1 with probability 1 − g(β T x), where β is the vector of hidden parameters, and the function g is the sigmoid function. Our techniques are not specific to the sigmoid function, and can yield analogous results for other monotonic "link" functions. Similarly, the Gaussian assumption can likely be relaxed. Still, it seems that any strong theoretical results for the binary classification setting would need to rely on fairly stringent assumptions on the structure of the data and labels in question.
Heavy-tailed covariance spectra: One of the practical limitations of our techniques is that they are unable to accurately capture portions of the signal that depend on directions in which the underlying distribution has extremely small variance. As our lowerbounds show, this is unavoidable. That said, many real-world distributions exhibit a power-law like spectrum, with a large number of directions having variance that is orders of magnitude smaller than the directions of larger variance, and a significant amount of signal is often contained in these directions.
From a practical perspective, this issue can be addressed by partially "whitening" the data so as to make the covariance more isotropic. Such a re-projection requires an estimate of the covariance of the distribution, which would require either specialized domain knowledge, or a (unlabeled) dataset of size at least linear in the dimension. In some settings it might be possible to easily collect a surrogate (unlabeled) dataset from which the re-projection matrix could be computed. For example, for NLP settings, a generic language dataset such as the Wikipedia corpus could be used to compute the reprojection.
Data aggregation, federated learning, and secure "proofs of value": There are many tantalizing directions (both theoretical and empirical) for future work on downstream applications of the approaches explored in this work. The approaches of this work could be re-purposed to explore the extent to which two or more labeled datasets have the same (or similar) labeling function, even in the regime in which there is too little data to learn such a function-for example, by applying these techniques to the aggregate of the datasets versus individually and seeing whether the signal to noise ratio degrades upon aggregation. Such a primitive might have fruitful applications in realm of "federated learning", and other settings where there are a large number of heterogeneous entities, each supplying a modest amount of data that might be too small to train an accurate model in isolation. One of the key questions in such settings is how to decide which entities have similar models, and hence which subsets of entities might benefit from training a model on their combined data.
Finally, a more speculative line of future work might explore the possibility of creating secure or privacy preserving "proofs of value" of a dataset. The idea would be to publicly release either a portion of a dataset, or some object derived from the dataset, that would "prove" the value of the dataset while preventing others from exploiting the dataset, or while preserving various notions of security or privacy of the database). The approaches of this work might be a first step towards those directions, though such directions would need to begin with a formal specification of the desired security/privacy notions, etc.
The Estimators, Regression Setting
Before describing our estimators, we first provide an intuition for why it is possible to estimate the "learnability" in the sublinear data regime.
Intuition for Sublinear Estimation
We begin by describing one intuition for why it is possible to estimate the magnitude of the noise using only O( √ d) samples, in the isotropic setting. Suppose we are given data x 1 , . . . , x n drawn i.i.d. from N (0, I d ), and let y 1 , . . . , y n represent the labels, with y i = β T x i + η for a random vector β ∈ R d and η drawn independently from N (0, δ 2 ). Fix β, and consider partitioning the datapoints into two sets, according to whether the label is positive or negative. In the case where the labels are complete noise (δ 2 = 1), the expected value of a positively labeled point is the same as that of a negatively labeled point and is − → 0 . In the case where there is little noise, the expected value µ + of a positive point will be different than that of a negative point, µ − , and the distance between these points corresponds to the distance between the mean of the 'top' half of a Gaussian and the 'bottom' half of a Gaussian. Furthermore, this distance between the expected means will smoothly vary between 0 and 2 2/π as the variance of the noise, δ 2 , varies between 1 and 0.
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The crux of the intuition for the ability to estimate δ 2 in the regime where n = O( √ d) is the following observation: while the empirical means of the positive and negative points have high variance in the n = o(d) regime, it is possible to accurately estimate the distance between µ + and µ − from these empirical means! At a high level, this is because the empirical means consists of d coordinates, each of which has a significant amount of noise. However, their squared distance is just a single number which is a sum of d quantities, and we can leverage concentration in the amount of noise contributed by these d summands to save a √ d factor. This closely mirrors the folklore result that it requires O(d) samples to accurately estimate the mean of an identity covariance Gaussian with unknown mean, N (µ, I d ), though the norm of the mean µ can be estimated to error using only n = O( √ d/ ). Our actual estimators, even in the isotropic case, do not directly correspond to the intuitive argument sketched in this section. In particular, there is no partitioning of the data according to the sign of the label, and the unbiased estimator that we construct does not rely on any Gaussianity assumption.
The Estimators
The basic idea of our proposed estimator is as follows. Given a joint distribution over (x, y) where x has mean 0 and variance Σ, the classical least square estimator which minimizes the unexplained variance takes the form
, and the corresponding value of the unexplained variance is
Notice that the least square estimator is exactly the model parameter β in the linear model setting, and we use the same notation to denote them. The variance of the labels, y can be estimated up to 1/ √ n error with n samples, after which the problem reduces to estimating β T Σβ. While we do not have an unbiased estimator of β T Σβ, as we show, we can construct an unbiased estimator for
To see the utility of estimating these "higher moments", assume for simplicity that Σ is a diagonal matrix. Consider the distribution over R consisting of d point masses with the ith point mass located at Σ i,i with probability mass β 2 i / β 2 . The problem of estimating β T Σβ is now precisely the problem of approximating the first moment of this distribution, and we are claiming that we can compute unbiased (and low variance) estimates of β T Σ k β for k = 2, 3, . . ., which exactly correspond to the 2nd, 3rd, etc. moments of this distribution of point masses. Our main theorem follows from the following two components: 1) There is an unbiased estimator that can estimate the kth (k ≥ 2) moment of the distribution using only O(d 1−1/k ) samples. 2) Given accurate estimates of the 2nd, 3rd,. . . ,kth moments, one can approximate the first moment with error O(1/k 2 ), and the error can be improved to O(e −k if the covariance matrix Σ is well conditioned. The main technical challenge is the first component-constructing and analyzing the unbiased estimators for the higher moments; the second component of our approach amounts to showing that the function f (x) = x can be accurately approximated via the polynomials f 2 (x) = x 2 , f 3 (x) = x 3 , . . . , f k (x) = x k , and is a straightforward exercise in real analysis. The final estimator for β T Σβ in the non-identity covariance setting will be the linear combination of the unbiased estimates of β T Σ 2 β, β T Σ 3 β, . . ., where the coefficients correspond to those of the polynomial approximation of f (x) = x via f 2 , f 3 , . . . . The following proposition (proved in the supplementary material) summarizes the quality of this polynomial interpolation: Proposition 3. For any integer k and real value 1 ≥ b ≥ 0, there is a degree k polynomial p k (x) with no linear or constant terms, satisfying |p k (x) − x| < min(2/k 2 , 2e
The above proposition follows easily from Theorem 5.5 in [25] and Theorem 7.8 in [48] , and we include the short proof in the appendix (see Proposition 8).
Identity Covariance Setting:
In the setting where the data distribution has identity covariance, β T Σ 2 β = β T Σβ simply because 1 2 = 1, and hence we do have a simple unbiased estimator, summarized in the following algorithm for the isotropic setting, to which Proposition 1 applies: Algorithm 1 Estimating Linearity, Identity covariance
• Set A = XX T , and let G = A up be the matrix A with the diagonal and lower triangular entries set to zero.
Output:
To see why the second term of the output corresponds to an unbiased estimator for β T Σ 2 β (and hence for β T Σβ in the isotropic case), consider drawing two independent samples (x 1 , y 1 ), (x 2 , y 2 ). Indeed, y 1 y 2 x Algorithm 2 Estimating Linearity, General covariance
, where σ min and σ max are the minimum and maximum singular values of the covariance of the distribution from which the x i 's are drawn.
The general form of the unbiased estimators of β T Σ k β for k ≥ 2 closely mirrors the case discussed for k = 2, and the proof that these are unbiased is analogous to that for the k = 2 setting explained above. The analysis of the variance, however, becomes quite complicated, as a significant amount of machinery needs to be developed to deal with the combinatorial number of "cases" that are analogous to the 3 cases discussed in the variance bound for the k = 2 setting of Proposition 4. Fortunately, we are able to borrow some of the approaches of the work [44] , which also bounds similar looking moments (with the rather different goal of recovering the covariance spectrum).
The proof of correctness of Algorithm 2, establishing Theorem 1 is given in a self-contained form in the appendix.
The Binary Classification Setting
In the binary classification setting, we assume that we have n independent labeled samples (x 1 , y 1 ), . . . , (x n , y n ) where each x i is drawn from a Gaussian distribution x i ∼ N (0, Σ). There is an underlying link function g : R → [0, 1] which is monotonically increasing and satisfies g(0) = 1/2, and an underlying weight vector β, such that each label y i takes value 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ). Under this assumption, the goal of our algorithm is to predict the classification error of the best linear classifier. In this setting, the best linear classifier is simply the linear threshold function sgn(β T x) whose classification error is
The core of the estimators in the binary classification setting is the following observation: given two independent samples (x 1 , y 1 ), (x 2 , y 2 ) drawn from the linear classification model described above,
is an unbiased estimator of
]Σβ, as we show below in Proposition 5. We argue that such an estimator is sufficient for the setting where Σ = I and the function g(x) is known. To see that, taking the square root of the estimator yields an estimate of E[(g(β
, which is monotonically increasing in β , and hence can be used to determine β . The classification error,
can then be calculated as a function of the estimate of β . The following proposition proves the unbiasedness property of our estimator.
Proof. First we decompose x into the sum of two parts:
Σβ, where the second part
For the setting where x is drawn from a non-isotropic Gaussian with unknown covariance Σ, we apply a similar approach as in the linear regression case. First, we obtain a series of unbiased estimators for E[(g(β
k β with k = 2, 3, . . .. Then, we find a linear combination of those estimates to yield an estimate
This latter expression can then be used to determine β T Σ 1/2 , after which the value of
Our general covariance algorithm for estimating the classification error of the best linear predictor, to which Theorem 5 applies, is the following:
, where σ min and σ max are the minimum and maximum singular values of the covariance of the distribution from which the x i 's are drawn, and function F g which maps Figure 1 for a plot of such a function in the case that g is the sigmoid function.)
• Set A = XX T , and let G = A up be the matrix A with the diagonal and lower triangular entries set to zero. 
2 )x](x axis) which we estimate directly, and the quantity
2 )](y axis) which is the classification error of the best linear classifier. As we show in Proposition 11, an -accurate approximation of the former can be mapped to a √ -accurate approximation of the latter. As is evident from the figure, the derivative is bounded in magnitude provided the optimal error (y axis) is bounded away from 0, and hence in this regime the dependence improves from
For convenience, we restate our main theorem for estimating the classification error of the best linear model:
Theorem 5. Suppose we are given n < d labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i drawn independently from a Gaussian distribution with mean 0 and covariance Σ where Σ is an unknown arbitrary d by d real matrix. Assuming that each label y i takes value 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ), where g(x) = where err opt is the classification error of the best linear classifier, f (k) = k O(k) and c is an absolute constant.
We provide the proof of Theorem 5 in Appendix C. As in the linear regression setting, the main technical challenge is bounding the variance of our estimators for each of the "higher moments", in this case for the estimators for the expressions E[(g(β
Our proof that these quantities can be accurately estimated in the sublinear data regime does leverage the Gaussianity assumption on x, though does not rely on the assumption that the "link function" g is the sigmoid. The only portion of our algorithm and proof that leverages the assumption that g is the sigmoid function is in the definition and analysis of the function F g (of Algorithm 3), which provides the invertible mapping between the quantity we estimate directly,
, and the classification error of the best predictor,
. Analogous results to Theorem 5 can likely be obtained easily for other choices of link function, by characterizing the corresponding mapping F g .
Empirical Results
We evaluated the performance of our estimators on several synthetic datasets, and on a natural language processing regression task. In both cases, we explored the performance across a large range of dimensionalities. In both the synthetic and NLP setting, we compared our estimators with the "naive" unbiased estimator, (y − Xβ)
T (y − Xβ)/(n − d), discussed in Section 1.3, which is only applicable in the regime where the sample size is at least the dimension. In general, the results seem quite promising, with the estimators of Algorithms 1 and 2 yielding consistently accurate estimates of the proportion of the variance in the label that cannot be explained via a linear model. As expected, the performance becomes more impressive as the dimension of the data increases. All experiments were run in Matlab v2016b running on a MacBook Pro laptop, and the code will be available from our websites.
Implementation Details
Algorithms 1 and 2 were implemented as described in Section 2. The only hitherto unspecified portion of the estimators is the choice of the coefficients a 0 , a 1 , . . . , a k in the polynomial interpolation portion of Algorithm 2, which is necessary for our "moment"-based approach to the non-isotropic setting. Recall that the algorithm takes, as input, an upper and lower bound, s l , s r on the singular values of the data distribution, and then approximates the linear function f (x) = x in the interval [s l , s r ] via a polynomial of the form a 0 x 2 + a 1 x 3 + . . . + a k x k+2 . The ∞ error of this polynomial approximation corresponds to an upper bound on the bias of the resulting estimator, and the variance of the estimator will increase according to the magnitudes of the coefficients a i . To compute these coefficients, we proceed via two small linear programs. The variables of the LPs correspond to the k coefficients, and the objective function of the first LP corresponds to minimizing the ∞ error of approximation, estimated based on a fine discretization of the range [s l , s r ] into 1000 evenly spaced points. Specifically, the function f (x) = x is represented as a vector (x 1 , . . . , x 1000 ) with x 1 = s l and x 1000 = s r as are the basis functions x 2 , x 3 , . . . , x k . The first LP computes the optimal ∞ approximation error given s l , s r and the number of moments, k. The second LP then computes coefficients that minimize the sum of the magnitudes of the coefficients (with the magnitude of the ith coefficient weighted by 2 i to account for the higher variance of these moments), subject to incurring an ∞ error that is not too much larger (at most a factor of 3/2 larger) than the optimal one computed via the first LP. We did not explore alternate weightings, and the results are similar if the factor of 3/2 is replaced by any value in the range [1.1, 2].
Synthetic Data Experiments
Isotropic Covariance: Our first experiments evaluate Algorithm 1 on data drawn from an isotropic Gaussian distribution. In this experiment, n datapoints x 1 , . . . , x n ∈ R d are drawn from an isotropic Gaussian, N (0, I d ). The labels y 1 , . . . , y n are computed by first selecting a uniformly random vector, β, with norm β = √ 1 − δ 2 , and then setting each y i = β T x i + η where η is drawn independently from N (0, δ 2 ). The y i 's are then scaled according to their empirical variance (simulating the setting where we do not know, a priori, that the labels have variance 1), and the magnitude of the fraction of this (unit) variance that is unexplained via a linear model is computed via Algorithm 1. Figure 2 depicts the mean and standard deviation (over 50 trials) of the estimated value of unexplainable variance, δ 2 , for three choices of the dimension, d =1,000, d =10,000, and d =50,000, and a range of choices of n for each d. We compare our estimator with the classic "unbiased" estimator in the settings when n > d. We also include the test and training performance of the Bayes-optimal linear predictor, which corresponds to solving the 2 regularized regression with optimal regularization parameter chosen as a function of the true variance of the noise. As expected our estimator demonstrates an ability to accurately recover δ 2 even in the sublinear data regime in which it is not possible to learn an accurate model, and the "unbiased" estimator has a variance that increases when n is not much larger than d. Figure 2 Figure 3 depicts the mean and standard deviation (over 50 trials) of the recovered estimates of δ 2 for the same parameter settings as in the isotropic case (d =1,000, d =10,000, and d =50,000, evaluated for a range of sample sizes, n). For clarity, we only plot the results corresponding to using 2 and 3 moments; as expected, 2-moment estimator is significantly biased, whereas the for 3 (and higher) moments, the bias is negligible compared to the variance. Again, the results are more impressive for larger n, and demonstrate the ability of Algorithm 2 to perform well in the sublinear sample setting where n < d. 
NLP Experiments
We also evaluated our approach on an amusing natural language processing dataset: predicting the "point score" of a wine (the scale used by Wine Spectator to quantify the quality of a wine), based on a description of the tasting notes of the wine. This data is from Kaggle's Wine-Reviews dataset, originally scraped from Wine Spectator. The dataset contained data on 150,000 highly-rated wines, each of which had an integral point score in the range Figure 3 : Evaluation of Algorithm 2 (using 2 and 3 moments) and the classic "unbiased" estimator (tradition) on synthetic data with covariance spectrum uniformly distributed between 0 and 1. Plots depict mean and standard deviation (based on 50 trials). As expected, the 2-moment estimator has a significant bias. See Section 4.2 for a complete description of the experimental setting. The test and training performance of the Bayes-optimal predictor are also shown, for comparison.
Our goal was to estimate the ability of a linear model (over various featurizations of the tasting notes) to predict the corresponding point value of the wine. This dataset was well-suited for our setting because 1) the NLP setting presents a variety of natural high-dimensional featurizations, and 2) the 150k datapoints were sufficient to accurately estimate a "ground truth" prediction error, allowing us to approximate the residual variance in the point value that cannot be captured via a linear model over the specified features.
We considered two featurizations of the tasting notes, both based on the publicly available 100-dimensional GloVe word vectors [49] . The first, very naive featurization, consisted of concatenating the vectors corresponding to the first 20 words of each tasting note (this was capable of explaining ≈ 30% of the variance of held-out points-for comparison, using the average of all the word vectors of each note explained ≈ 34% of the variance). We also considered a much higher-dimensional embedding, yielded by computing the 100 2 -dimensional outerproduct of vectors corresponding to each pair of words appearing in a tasting note, and then averaging these. This was capable of explaining ≈ 53% of the variance in the point scores. In both settings, we leveraged the (unlabeled) large dataset to partially "whiten" the covariance, by reprojecting the data so as to have covariance with singular values in the range [1/2, 1], and removing the 5% or 10% of dimensions with smallest variance, yielding datasets with dimension 1,950 and 9,000, respectively. The results of applying Algorithm 2 to these datasets are depicted in Figure 4 . The results are promising, and are consistent with the synthetic experiments. We also note that the classic "unbiased" estimator is significantly biased when n is close to d-this is likely due to the lack of independence between the "noise" in the point score, and the tasting note, and would be explained by the presence of sets of datapoints with similar point values and similar tasting notes. Perhaps surprisingly, our estimator did not seem to suffer this bias.
Binary Classification Experiments
We evaluated our estimator for the prediction accuracy of the best linear classifier on 1) synthetic data (with non-isotropic covariance) that was drawn according to the specific model to which our theoretical results apply, and 2) the MNIST hand-written digit image classification dataset. Our algorithm performed well in both settings-perhaps suggesting that the theoretical performance characterization of our algorithm might continue to hold in significantly more general settings beyond those assumed in Theorem 5.
Synthetic Data Experiments
We evaluated Algorithm 3 on synthetic data with non-isotropic covariance. In this experiment, n datapoints x 1 , . . . , x n ∈ R d are drawn from a uniformly randomly rotated Gaussian G with covariance with singular values 1/d, 2/d, 3/d, . . . , 1. Model parameter β is a d-dimensional vector with β = 2 that points in an uniformly random direction. Each label y 1 , . . . , y n is assigned by setting y i to be 1 with probability g(β T x i ) and −1 with probability 1 − g(β T x i ), where g(x) is the sigmoid function. We then applied Algorithm 3 with 
Estimating Quality of Concatated Word Vectors (d=1,950)
2-moment-est 3-moment-est traditional apprx ground truth Figure 4 : Evaluation of Algorithm 2 (using 2 and 3 moments) and the classic "unbiased" estimator (tradition) to predict the "point value' of a wine, based on a ≈ 40 word "tasting note". Ground truth is estimated based on 150k datapoints. All data is from the Kaggle "Wine Reviews" dataset. The left plot depicts a naive featurization with d =1,950, and the right plot depicts a quadratic embedding of pairs of words, with d =9,000, which can explain more of the variance in the point scores. See Section 4.3 for a further discussion of these results. k = 3 moments. Figure 5 depicts the mean and standard deviation (over 50 trials) of the recovered estimates of the classification error of the best linear classifier. We considered dimension d =1,000, and d =10,000, and evaluated each setting for a range of sample sizes, n. For context, we also plotted the test and training accuracy of the logistic regression algorithm with 2 regularization parameter 1/n. Again, the performance of our algorithm seems more impressive for larger d, and demonstrates the ability of Algorithm 3 to perform well in the sublinear sample setting where n < d and the (regularized) logistic regression algorithm can not recover an accurate classifier.
MNIST Image Classification
We also evaluated our algorithm for predicting the classification error on the MNIST dataset. The MNIST dataset of handwritten digits has a training set with 60,000 grey-scale images. Each image is a handwritten digit with 28 × 28 resolution, and each grey-scale pixel is represented as an integer between 0 and 255. Our goal is to estimate the ability of a linear classifier to predict the label (digit) given the image. Since we are only considering binary linear classifier in this work, we take digits "0","1","2","3","4" as positive examples and "5","6","7","8","9" as negative examples, and the task is to determine which group an image belongs to. Since our algorithm requires the dataset to be balanced in terms of positive and negative examples, we subsample from the majority class to obtain a balanced dataset with 58808 total training examples (20404 each class). Each image is unrolled to a 28 2 = 784 dimensional real vector (d = 784). All the data are 0 centered and scaled so the largest singular value of the sample covariance matrix is 1. For comparison, we implemented logistic regression with no regularization and with 2 regularization with parameter λ = 1/n. We also use the simpler (and more robust) function F g (t) = 0.5 − t, which is the linear approximation to the F g that corresponds to the sigmoid under the Gaussian distribution. Algorithm 3 is applied with k = 3 and k = 8 moments. For each sample size n, we randomly select n samples from the set of size 58,808. To evaluate the test performance of logistic regression, we use the remaining examples as a "test" set. For each algorith, we repeat 50 times, reselecting the n samples, etc. Figure 6 depicts the mean and standard deviation (over 50 trials) of the recovered estimate of the classification error of the best linear classifier.
As shown in the plot, even with 1, 500 ≈ 2d samples, the training error of the unregularized logistic regression is still 0, meaning the data is perfectly separable, and the learned classifier does not generalize. Although the conditions of Theorem 5 obviously do not hold for the MNIST dataset, our algorithm still provides a reasonable estimate even with less than 400 ≈ d/2 samples. One interesting phenomenon in the MNIST experiment compared to the synthetic dataset is that the high order moments are smaller both in terms of the value and standard deviation, hence using more moments does not introduce significantly more variance, and still decreases the bias. In the experiments we found that the estimates computed with Algorithm 3 are stable even with 12 moments. [20] Yar Carmon and John C Duchi. [37] Zijian Guo, Wanjie Wang, T Tony Cai, and Hongzhe Li. Optimal estimation of genetic relatedness in high-dimensional linear models. Journal of the American Statistical Association, (just-accepted), 2017.
In this appendix, we give self-contained proofs of the theoretical results.
A Identity Covariance
Suppose we are given n labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with (x i , y i ) drawn independently from a d + 1-dimension distribution where x i has mean zero and identity covariance, and y i has mean zero and variance 1, and the fourth moments of the joint distribution are bounded by a constant C, namely for all
. We have the following theorem which guarantees the accuracy of the estimate provided by Algorithm 1.
Theorem 4. With probability 1−τ , Algorithm 1 outputsδ 2 , which is an estimate of
τ n ) The proof will follow from combining the fact that 
) and
Through a simple Chebyshev's inequality argument, we achieve the desired error bound.
Proof of Theorem 4. By Proposition 4, Var[
). Hence by Chebyshev's inequality, with
Again by Chebyshev's inequality, with probability at least
with probability 1 − τ .
In case where the covariance of x is close to identity, the estimation error of Algorithm 1 is formalized in the following corollary.
Corollary 2. Suppose we are given n labeled examples, (x 1 , y 1 ) , . . . , (x n , y n ), with (x i , y i ) drawn independently from a d + 1-dimensional distribution where x i has mean zero and covariance Σ which satisfies (1 − )I Σ (1 + )I, and y i has mean zero and variance 1, and the fourth moments of the joint distribution (x, y) is bounded by C. There is an estimatorδ 2 , that with probability 1 − τ , approximates
Proof. For arbitrary Σ,
is an unbiased estimator of βΣ 2 β with variance O(
). In the setting
Following the same argument of Theorem 4,
τ n + with probability 1 − τ .
B General Covariance
Recall that in the general covariance setting, each sample (x, y) is drawn independently as follows: First x = Sz is drawn where S is a d × d real matrix and z is a d-dimensional vector whose entries are i.
Then let y = β T x + η where η is draw from a distribution E with mean 0 and variance δ 2 . The covariance of x is Σ = SS T and the variance of y is β T Σβ + δ 2 which is assumed to be 1 for the rest of the section. Notation SS T is always equivalent to Σ, and both are used throughout this section.
We restate the main theorem of this section for convenience.
Theorem 1. Suppose we are given n < d labeled examples, (x 1 , y 1 ), . . . , (x n , y n ), with x i = Sz i where S is an unknown arbitrary d × d real matrix and each entry of z i is drawn independently from a one dimensional distribution with mean zero, variance 1, and constant fourth moment. Assuming that each label y i = x i β + η, where the noise η is drawn independently from an unknown distribution E with mean 0 and variance δ 2 , and the labels have been normalized to have unit variance. There is an algorithm that takes n labeled samples, parameter k, σ max ,σ min which satisfies σ max I S T S σ min I, and with probability 1 − τ , outputs an estimateδ 2 with additive error
Recall that the variance of y is β T Σβ + δ 2 and can be estimated up to error
. Hence the only missing part for estimating δ 2 is an estimator of β T Σβ. The proof of our main theorem relies on Propositions 6, 7, and 8. Proposition 6 shows that there is a series of unbiased estimators of β T Σ k β for each k ≥ 2. Proposition 7 gives a variance bound for the series estimators, which yields accuracy guarantees when combined with Chebyshev's inequality. Finally, Proposition 8 provides a series of polynomials that approximates f (x) = x. Combining these estimates of β T Σ k β for k = 1, 2, . . . and the coefficients provided by Proposition 8, we obtain an accurate estimate of β T Σβ.
Proof. Expanding y T G k y we get the following summation:
Because G is a strictly upper triangular matrix, this is equivalent to:
By the definition of G, the formula is further equal to
Finally, taking the expectation we get β T Σ k+1 β.
The proof of this proposition is quite involved, and Section B.1 is devoted to this proof.
Proposition 8. For any integer i ≥ 2, there is a degree i polynomial p i (x) with no linear or constant terms,
For any integer i ≥ 2, there is a degree i polynomial p i (x) with no linear or constant terms, satisfying |p(x) − x| ≤ 2e
Proof. To prove the first statement of the proposition, we use Muntz polynomials to approximate the monomial x. Applying Theorem 5.5 in [25] with λ 1 = 2, λ 2 = 3, . . . , λ i−1 = i yields that there exists a polynomial
The second statement of the proposition (inverse exponential error) is a restatement of Lemma 7.8 in [48] after multiplying by x on the both sides of the inequality.
We now complete the proof of Theorem 1.
Proof of Theorem 1. We first divide the each sample x i by σ max and run Algorithm 2 with parameter k and the polynomial constructed from Proposition 8. We denote the weight vector and covariance matrix after scaling as β and Σ which are simply √ σ max β and Σ σmax (i.e. S T S σmax ). Notice that this step does not change the signal ratio. Observe that by using the polynomial coefficient from Proposition 8, we have
σ min σmax )σ max β 2 . By Proposition 6, we have a series of unbiased estimator of β T Σ k β for all k ≥ 2. Further, by Chebyshev's inequality and Proposition 7, we have that with probability 1 − τ , we have an estimate for each β T Σ k β with additive error less than
). Note that we use f (k) to denote various functions that only depends on k. It is not hard to verify that all the coefficients of the degree k polynomial provided in Proposition 8 are less than k O(k) . Thus, altogether, we obtain an estimate of β T Σβ with additive error less than
n i/2 , which gives the claimed estimation accuracy.
B.1 Proof of Proposition 7
Recall that in the proof of Proposition 4, which can be viewed as a special case of Proposition 7 when k = 1 and Σ = I, we expressed the variance as the summation of the product terms where each product is classified into one of the 3 different cases according to the configuration of i, j. As a higher order analogy, it is natural to consider the same strategy. However, naive categorization will result in a combinatorial number of cases for large k. Hence we will need to develop a graph theoretical categorization mechanism to simplify the analysis of the cases.
The remainder of this section is devoted to the proof. To begin, observe that the term Var[
] can be expressed as:
For ease of notation, we use π to denote the set of indices π 1 , π 2 , . . . , π k+1 and similarly for π . First we bound the expectation of the sum of the products that does not involve η. Pick a term with index π 1 < π 2 < . . . < π k+1 , π 1 < π 2 < . . . < π k+1 in the summation and pull out the terms that does not involve η, we get
Notice that the only random variables here are the z's, hence a natural idea is to group the terms together according to the expectation of the z variables (i.e. E[
before carrying out the summation. π 1 , π 2 , . . . , π k+1 , π 1 , π 2 , . . . , π k+1 naturally defines a partition P which groups the variables that take the same value together. Notice that each set of P has size at most 2. A partition P of variables π 1 , π 2 , . . . , π k+1 , π 1 , π 2 , . . . , π k+1 defines a partition P * as follows: for each set {π i , π j } ∈ P , create a set {δ i , γ i , δ i , γ i } in P * . Given a realization of variables δ 1 , γ 1 , δ 1 , γ 1 , . . . , δ k+1 , γ k+1 , δ k+1 , γ k+1 , we can define a refinement of P * , called Q, by further partitioning each set in P * according to the values these variables take. Through this construction procedure, each realization of variables π, π , δ, γ, δ , γ uniquely defines a pair of partitions (P, Q). We say that the variables π, π , δ, δ , γ, γ respects (P, Q) (we denote this as π, π , δ, δ , γ, γ |P, Q for shorthand). With the above definition, we claim that any two variable realizations that respect the same (P, Q) has the same expectation of zs:
is the same for all realizations that respect P, Q.
Notice that if a set in Q has cardinality 1, the expectation E[ k+1 i=1 z πi,δi z πi,γi z π i ,δ i z π i ,γ i ] will be 0, hence we can restrict our attention to assume that the cardinality of all the sets in Q are either 2 or 4.
To facilitate the computation of the summation of
over all variable realizations that respects P, Q, we define P Q − Graph as follows: Definition 1. Given P = {P 1 , . . . , P m } and Q = {Q 1 , . . . , Q w }, the corresponding multigraph P Q-Graph is created as follows. We create a P -node for each set P i ∈ P and create a Q-node for each set Q i ∈ Q. For each i, an Q-edge is created between the two Q-node that contains δ i and γ i+1 respectively. For each i, an P Q-edge is created between a P node and a Q node that contains π i , δ i respectively or contains π i , γ i respectively. We create edges for π , δ , γ analogously.
Notice that since each Q i has cardinality 2 or 4, every node has degree 2 or 4 in the subgraph induced by the Q-nodes which we called Q-Graph. On the subgraph induced by the Q-nodes, a free cycle is defined to be a cycle that only contains nodes with degree 2. An arc is defined to be a simple path that connects nodes with degree 2 except that the starting node and ending node have degree 4. The induced graph can be uniquely decomposed into disjoint sets of free cycles and arcs. We have the following lemma regarding the maximum number of free cycles and arcs an induced subgraph can have.
respecting P, Q: the number of arcs ξ and the number of free cycles η satisfies ξ/2 + η ≤ 2(k + 1) − m, which is the number of degree 4 P-nodes in the PQ-graph.
Proof. We prove the lemma by a counting argument. Observe that the P Q-graph consists of two closed walks, one corresponds to π, δ, γ and one corresponds to π , δ , γ . The following operation will be done in the Q-Graph. For each P node with degree 2, we remove the Q node that is incident to it and connect the two neighboring Q nodes. We argue that if a node Q has degree 2, it must not be incident to a self-loop. Suppose the Q-node is only incident to a selp-loop, the two PQ-edges of Q must belong to the same closed walk, since otherwise the walk can not be closed. If that is the case, the two closed walks have no parallel edges, which implies the two products are independent and hence yields a contradiction. Notice that this operation does not change the number of arcs or free cycles. After removing these Q nodes, we are left with two kinds of Q nodes, the first kind has degree 2 and belongs to a free cycle, the second kind has degree 4 and belongs to 4 arcs. Suppose there are l 1 Q nodes of the first kind, and l 2 of the second kind. There will be at most l 1 /2 free cycles and 2l 2 arcs. Notice that we are left with 2(k + 1) − m P-nodes and each P-node is connected to either 2 Q-nodes of the first kind or 1 Q-nodes of the second kinds which implies l 1 /2 + l 2 = 2(k + 1) − m. Finally we have ξ/2 + η ≤ l 2 + l 1 /2 = 2(k + 1) − m, as desired. Proof. There must be a Q-node in the arc that has degree 2 and is not removed in the procedure described in the proof of Lemma 1. This Q-node is a first kind Q-node and does not belong to a free cycle. Hence we need to subtract 1/2 free cycle from our counting argument, thus the Corollary is proved.
Recall that we say that a realization of δ, γ, δ , γ respects Q (δ, γ, δ , γ |Q for shorthand) if for each set Q i ∈ Q, the variables in the set take the same value. The following key fact establish an upperbound for the summation of (
Fact 2. Remove all the arcs and free cycles that contains edge (Q(γ k+1 ), Q(δ 1 )) or (Q(γ k+1 ), Q(δ 1 )) from the Q-graph and denote the number of removed edges as l. Suppose we are left with ξ arcs with lengths l 1 , . . . , l ξ and η free cycles with lengths p 1 , . . . , p η . We have δ,δ ,γ,γ
where σ 1 denotes the largest eigenvalue of S T S or equivalently of SS T .
Proof. The proof is very similar to the proof of Lemma 1 of [44] , we only need a special treatment of the arcs or free cycles that contains γ k+1 , δ 1 and γ k+1 , δ 1 . If δ k+1 , γ 1 is the ith edge of an arc with length l, the corresponding summation becomes tr(β
. If δ k+1 , γ 1 belongs to a free cycle of length l, the corresponding trace term tr(T l ) becomes tr(β
. Since for any t we have tr((S T S) t ) ≤ dσ t 1 . By Lemma 1 and Corollary 4 and the assumption that β T SS T β ≤ 1, the upperbound holds.
Finally we are ready to conclude the proof of this case.
Proof.
where we have applied Lemma 5 of [44] . This quantity is monotically decreasing for m when n < d. Since m ≥ k + 1, we conclude that 2 2k σ
is an upperbound. In the setting where
n is an upperbound. Now what remains is to bound the expectation of the product of z's and count the number of distinct (P, Q). By the 4th moment condition, E[
The number of distinct P, Q is bounded by 2(k + 1) 2(k+1) 4(k + 1) 4(k+1) . Hence we conclude the proof.
Next, we classify the products that involve η. 
For the convenience of the analysis, we redefine π = {π 1 , π 2 , . . . , π k+1 , π k+1 , π k , . . . , π 2 }. With the new definition, the above formula can be expressed as
Again we can define PQ-graph based on a realization of the variables π, δ, γ. We have the following Lemma regarding the maximum number of free cycles and arcs of the Q-Graph.
Lemma 3. For π, δ, γ respects P, Q. The number of arcs ξ and the number of free cycles η satisfies: if
Proof. Similarly to the proof of Lemma 1, we prove the lemma by a counting argument. The following operation will be done in the PQ-graph. First, for each P-node with degree 2, we remove the P-node, it's neighboring Q-node, called Q i and connect the Q-nodes neighboring Q i . Notice that if we ever encounter a case where Q i is incident to a self-loop, that means the Q-Graph has only 1 free cycle and nothing else. In this case, the original PQ-graph has no degree 4 P-node and hence m = 2k + 1 which satisfies the lemma statement. Otherwise we are left with a PQ-graph whose P-nodes are all degree 4. For each P-node who is connected to two Q-nodes, Q 1 ,Q 2 , if one of the Q-nodes, say Q 1 , is incident to a self-loop, we remove the P-node and Q 1 , Q 2 and connect the two neighbors of Q 2 . Every time this procedure is done, the number of free cycles and the number of P-nodes each decreases by 1. Notice that if Q 2 is also incident to a self-loop, that means the PQ-graph consists of two free cycles and nothing else. If this is the case, the original PQ-graph has η − 1 P-nodes with degree 4 which means m = 2k + 2 − ξ and satisfies the lemma statement. Otherwise we are left with arcs only, whose total number satisfies ξ equals 2 times the remains number of degree 4 P nodes. Hence we have that ξ/2 + η is equal to the total number of degree 4 P nodes which is equal to 2k + 1 − m which also satisfies the lemma statement.
Fact 3. Remove all the arcs and free cycles that contains edge (Q(γ k+1 ), Q(δ k+2 )) from the Q-graph and denote the number of removed edges as l. Suppose we are left with ξ arcs with length l 1 , . . . , l ξ and η free cycles with length p 1 , . . . , p η . We have δ,γ|Q (S The proof is analogous to that of Fact 2. Now we are ready to conclude the proof of this case.
Lemma 4.
where we have applied inclusion-exclusion principle(see Lemma 5 of [44] ). This quantity is monotonically decreasing for m when n < d. Since m ≥ k + 2, we conclude that 2 2k σ 2k 1
n k is an upperbound. In the setting where
n is an upperbound. Now what remains is to bound the expectation of the product of zs and count the number of distinct (P, Q). By the 4th moment condition, E[
The number of distinct P, Q is bounded by
. Hence we conclude the proof.
3. If π 1 , π k+1 , π 1 , π k+1 takes 2 different values. All the terms may have non-zero expectation. Pick π, π , the contribution to the variance (omitting the δ 4 term) is expressed as:
For the convenience of the analysis, we redefine π = {π 1 , π 2 , . . . , π k+1 , π k , . . . , π 2 }. With the new definition, the above formula can be expressed as
Again we can define the PQ-graph based on a realization of the variables π, δ, γ. We have the following lemma regarding the maximum number of free cycles and arcs of the Q-Graph.
Lemma 5. For π, δ, γ respecting P, Q, the number of arcs ξ and the number of free cycles η satisfies:
The proof is analogous to the proof of Lemma 3. The following fact is the analog of Facts 2 and 3.
n 2(k+1)−m , where we have applied the inclusion-exclusion principle (see Lemma 5 of [44] ). This quantity is monotonically decreasing for m when n < d. Since m ≥ k + 1, we conclude that 2 2k σ n . Now what remains is to bound the expectation of the product of the z's and count the number of distinct (P, Q). By the 4th moment condition, E[
Combing these three cases concludes the proof of Proposition 7.
C Proof of Theorem 5, the Linear Classification Model
In this section, we prove the main theorem in the linear classification model. We restate the theorem:
, where err opt is the classification error of the best linear classifier, f (k) = k O(k) and c is an absolute constant.
We list the ingredients necessary for the proof of Theorem 5 here. Recall that the success of our algorithm relies on a series of "moment" estimators. Proposition 9 and Proposition 10 establish accuracy guarantees for these estimators. Given these estimated "high order moments", our algorithm computes a linear combination of them to approximate the quantity
, and such an approximation is accurate via the polynomial approximation bound proved in Proposition 8. Finally our algorithm applies the mapping F to the estimate of Proof of Theorem 5. We first divide each sample x i by σ max and run Algorithm 3 with parameter k and the polynomial constructed from Proposition 8. We denote the model parameter vector and covariance matrix after scaling as β and Σ which are simply √ σ max β and Σ σmax (i.e. S T S σmax ). Notice that β T Σβ = β T Σβ , and this step does not change the classification error.
By Proposition 9, we have a series of unbiased estimators of
Further, by Chebyshev's inequality, Proposition 10 and the fact that
we have that with probability 1 − τ , there is an estimate for
with additive error less than
). Note that we use f (k) to denote different functions that only depends on k. Hence
Observe that by using the polynomial coefficients from Proposition 8, we have |β
by Proposition 12. Thus we combine Equation 1, 3 and get
To simplify notation, similarly to the definition in the proof of Proposition 11, we define
. Under this notation, we can apply Proposition 11 and get |p 
, it is easy to verify that q 1 +q 2 > 1/3 (which can be seen from Figure 1 
(q 1 +q 2 ) < 1/10, it's easy to very that p 1 +p 2 > 1/3 as well, hence
. Finally we conclude that the output of Algorithm 3 satisfies
The proof is analogous to that of Proposition 6.
This is the main technical core of the proof, and its involved proof is similar to that of the analogous variance bound in the linear regression setting (Proposition 7). We devote Section C.1 to this proof.
The following proposition establishes the Lipschitz property of the mapping F g used in Algorithm 3, namely
Proposition 11. In the case that g is the sigmoid function g(x) = 1 1+e −x , for any real numbers b ≥ b ≥ 0,
Proof. Let p(b) = 
By the lower and upper bound on the complementary error function,
The above three bounds together imply that
. Because (
and we will show that
and thus complete the proof. The following sequence of equivalent inequalities implies the above inequality: 
Applying the upper bound of the Complementary Error Function, erfc(
, we get
Since q(0) = 0, the derivative bound implies q ≤ 
C.1 Proof of the Variance Bound, Proposition 10
Here we bound the variance of our estimates of the "higher moments", which is the main technical core of Theorem 5. We restate the key proposition:
Proof. As in the proof of Proposition 7, the term Var[
] can be expressed as: In the setting of Proposition 1, there is a constant c such that no algorithm can distinguish the case that the signal is pure noise (i.e. β = 0 and δ = 1) versus almost no noise (i.e. δ = 0.01 and β is chosen to be a random vector s.t. β = √ 0.99, using fewer than c √ d datapoints with probability of success greater than 2/3. We show our lowerbound by upperbounding the total variational distance between the following two cases:
1. Draw n independent samples (x 1 , y 1 ), . . . , (x n , y n ) where x i ∼ N (0, I), y i ∼ N (0, 1).
2. First pick a uniformly random unit vector v, then draw n independent samples (x 1 , y 1 ), . . . , (x n , y n ) where x i ∼ N (0, I), y i = bv T x i + η i , where η i ∼ N (0, 1 − b 2 ).
The claim then is that no algorithm can distinguish the two cases with probability more than 2/3. Let Q n denote the joint distribution of (x 1 , y 1 ), . . . , (x n , y n ) in case 2. Our goal is to bound the total variance D T V (Q n , N (0, I) ⊗n ) which is smaller than by the properties of chi-square divergence. In case 2, for a fixed v, the conditional distribution x|y ∼ N (ybv, I − b 2 vv T ). Let P y,v denote such a conditional distribution. The chi-square divergence can be expressed as:
. . .
xn,yn
. . . To see why that fact implies the claimed lowerbound, note that in the former case, the first coefficient of each sample is "pure noise", whereas in the second case, with probability 1 over the random rotation, the first coordinate is a linear function of the remaining d − 1 coordinates, as the distribution only spans a d − 1 dimensional subspace of R d .
E Lowerbounds on Estimating the Classification Error E.1 Identity Covariance Lowerbound
The next theorem establishes the lowerbound for the binary classification setting where the covariance of the data generating distribution is the identity.
2 samples, no algorithm can distinguish the case that the label is pure noise, meaning the label of each data point is uniformly randomly drawn from {+1, −1}, independent from the data, versus no noise, where there is an underlying hyperplane represented as vector β such that the label is sgn(β T x) with probability greater than 0.77. We show our lowerbound by upperbounding the total variational distance between the following two cases 1. Draw n independent samples (x 1 , y 1 ), . . . , (x n , y n ) where x i ∼ N (0, I), and y i ∼ {−1, +1}.
2. First uniformly random pick a unit vector v, the draw n independent samples (x 1 , y 1 ), . . . , (x n , y n ) where x i ∼ N (0, I), y i = sgn(v T x i ).
The claim then is that no algorithm can distinguish the two cases with probability more than 0.77. Let Q n be the joint distribution of (x 1 , y 1 ), . . . , (x n , y n ) in case 2. Our goal is to bound the total variance D T V (Q n , N (0, I) ⊗n ) which is smaller than √ χ 2 (Qn,N (0,I) ⊗n ) 2
. In case 2, for a fixed v, the conditional distribution P (x|y) = I(sgn(v T x) = y)G(x) where I is the indicator function. Let P y,v denote such a conditional distribution. The chi-square divergence can be expressed as:
. . . 
√
d, we have that there is no algorithm that can distinguish the two cases with probability greater than 0.77.
E.2 General Covariance Lowerbound
Proposition 19. Without any assumptions on the covariance of the data distribution, it is impossible to distinguish the case that the label is pure noise, meaning the label of each data point is uniformly randomly drawn from {+1, −1}, independent from the data, versus no noise, where there is an underlying hyperplane represented as vector β such that the label is sgn(β T x), with probability better than 2/3 using c · d samples, for some constant c.
Proof. We prove the proposition by reducing the problem of distinguishing pure noise versus no noise in the linear regression setting (Theorem 3) to the problem in the binary classification setting. Recall that in the proof of Theorem 3, each label y i is drawn from standard Gaussian distribution N (0, 1) in the pure noise case, and each label y i = β T x i in the pure signal case. Given samples from the linear regression setting, we can create binary labels for each sample i with y i = sgn(y i ) where sgn(x) is the sign function which takes value 1 for x > 0 and −1 for x ≤ 0. The distribution of y i constructed from the pure noise case of linear regression will exactly be the distribution of the label in the pure noise case of the binary classification setting stated in the proposition, and this holds analogously for the pure signal case. Hence if there is an algorithm that can distinguish the case that the label is pure noise versus pure signal in the binary classification setting, that would also yield an algorithm for the linear regression setting, which is prohibited by Theorem 3. Thus the proof is complete.
