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Evolution frequently plays out over ecological timescales. Local adaptation
under the joint action of evolutionary and ecological processes frequently leads to
novel outcomes, as is evidenced by the theoretical work on adaptation at species’
borders. However, to date this body of work does not have a theory for the effect
of stochastic processes on local adaptation.
The primary goal of this thesis is to show that demographic and genetic
fluctuations can significantly impact upon local adaptation. In addition, the
effect of polygenic evolution is also analysed. Specifically, three types of models
are considered.
First a deterministic mainland-island, subject to hard directional selection,
maladaptive gene flow and density regulation is solved for two different trait
architectures: an explicit multilocus trait and a quantitative trait. The
maladaptive and adaptive steady states can be bistable. This depends on the
underlying architecture of the trait, as well as locus number and ploidy. Source-
sink structure can emerge, accompanied by a novel, upper critical threshold above
which maladaptation occurs. The most favourable condition for local adaptation
occurs for few loci and low migration.
Second, a stochastic version of the mainland-island model is analysed as a
diffusion process. This is the central premise of the thesis and is explored by
examining properties of the stationary distributions of both trait architectures,
and the first-passage properties of the single locus case. It is found that across a
range of migration rates that depend on locus number and migrant polymorphism,
local adaptation may be reversed or escape from maladaptation becomes possible
at varying transition rates. The diffusion model is compared to a similar discrete
model. The continuous model is in good qualitative agreement with the discrete
model.
Third, the stochastic model is generalised to the infinite island model, which
evolves deterministically. Under deterministic dynamics a range of equilibria
are possible, depending on whether habitat size varies or is fixed. Multilocus
dynamics restrict the conditions for polymorphism. Stochastic dynamics can have
potentially detrimental consequences for the persistence of the island population
when drift is strong.
The relevance of the stochastic model to border populations is discussed.
Although the diffusion process imposes severe constraints on the permissible
parameter ranges, it is still able to provide a good qualitative understanding
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additive genetic variance The total variance due to the additive effect of each
gene contributing to trait. (Note that the term ‘additive’ has been used to
mean different quantities in the literature. In reference to a particular gene
(locus), we will take it to mean the contribution of that gene to the total
additive genetic variance.
asymmetric loci Loci that have different allelic effects on the trait and/or
experience different migrant pressure.
demographic stochasticity The random variation in population size caused
by the (independent) random birth and death of individuals.
density-dependent population regulation The population increases or de-
creases by an amount that depends on its current size.
diploid Carries two copies of each chromosome.
fitness The number of offspring an organism produces after one generation e.g. it
is the value of the fitness function.
gene flow The transfer of genes between different interbreeding populations.
genetic drift The random change in genotypic (or allele) frequency caused by
random variation in organism reproduction.
genetic polymorphism See polymorphism.
genotype The set of alleles carried by an individual.
haploid Carries one copy of each chromosome.
haplotype A particular combination of alleles found in a haploid, i.e. a haploid
genotype.
heterogeneous environment Environmental conditions and/or selective pres-
sures vary (discretely or continuously) across the range of the environment.
heterozygote An organism with different alleles at a genetic locus.
homozygote An organism with identical alleles at a genetic locus.
ix
linkage disequilibrium Nonrandom associations between alleles at two or more
genetic loci.
linkage equilibrium Alleles at different loci are combined at random. Geno-
typic frequencies are then the product of the frequencies of constituent
alleles.
locus A location on the genome, often taken to be synonymous with a gene.
maladaptation Inadequate adaptation or the failure of adaptation altogether.
maladaptive That which prevents adaptation i.e. causes maladaptation to
occur.
Malthusian fitness The fitness of an organism that reproduces randomly
throughout time (continuous time).
migration The movement of organisms between different populations.
migration load The decrease in average fitness relative to the maximum fitness
due to migrants carrying disadvantageous alleles.
natural selection The process which causes genotypes that confer a higher
fitness to organisms to increase in frequency.
niche The set of conditions favourable to survival of the species.
random drift The collective term for genetic drift and demographic stochastic-
ity, that is, the random variation in population number and allele frequency
due to the random variation in organism reproduction.
recombination The breakdown of combinations of genes and the consequent
generation of new combinations.
symmetric loci Loci that are identical; they contribute the same additive
amount to trait and experience the same migrant pressure.




Nu Population size (or population density, since the areal extent of an island
is kept constant).
pj Frequency of the ’+’ allele at locus j on the island.
p Frequency of ‘+’ when only one locus contributes to trait or when loci are
symmetric.
n Number of loci.
su Selection coefficient.
r0 Intrinsic population growth rate per capita, i.e. the growth rate per capita
in the absence of selection and migration.
K The intrinsic carrying capacity or maximum (equilibrium) population size
in the absence of selection and migration.
ru Average Malthusian fitness or average growth rate per capita (continuous
time).
W u Average Wrightian fitness (discrete time).
p̂j Frequency of the ‘+’ allele at locus j in the mainland population.
p̂ Migrant allele frequency of the ‘+’ allele when only one locus contributes
to trait or when loci are symmetric.
Mu Number of migrants per generation from the mainland.
m Rate of gene flow (= Mu/Nu = M/N).
r̂ Average Malthusian fitness or average growth rate of mainland migrants.
η Ploidy parameter that has the value 1 for diploids and 1/2 for haploids.
ζ Scaling parameter (= r0/K), also called the large system size parameter.
N Scaled population size (= Nu/K).
s Scaled selection coefficient (= su/r0) for one locus or symmetric loci.
r Scaled average Malthusian fitness or scaled average growth rate (= ru/r0).
xi
M Scaled number of migrants per generation from the mainland (= Mu/ζ),




ẑ Trait mean on the mainland.
Z Scaled trait mean (= z√
vz
).
Ẑ Scaled migrant trait mean (= ẑ√
vz
).
αj Allelic contribution of locus j to the trait.
S Scaled selection coefficient in trait-demographic dynamics (= s
√
vz).
α Allelic contribution of a locus when only one locus contributes to trait or
when loci are symmetric.
β Selection gradient; the slope of the graph of fitness against trait.
Ml Lower critical migration rate defined by migration-selection balance.
Mh Upper critical migration rate defined by growth-selection balance.
4M Bistable range or width determined by the deterministic mainland-island
dynamics (= Mh −Ml).
Jij Jacobian matrix of the deterministic dynamics (= ∂xj ẋi).
vj Additive genetic variance at locus j (= pj(1− pj)/2η).
A (Ai) Deterministic field vector of a diffusion process.
B (Bij) Diffusion matrix of a diffusion process.
U Potential U of the deterministic dynamics.
Ψn(x) Stationary probability distribution (for n loci).
Φn Unnormalised stationary probability distribution (for n loci).
φN,n Marginal distribution of N (for n loci).
φp,n Marginal distribution of p (for n loci).
Ψ̃j Approximation of the stationary probability distribution (subscript j labels
the type of local peak approximation used, e.g. Gaussian).
Z0 Normalisation constant.
xii
P (k) Probability of being near peak (or zone) k.
Mmax Migration rate at which the stochastic population is equally likely to be
well-adapted or not.
4ζM Bimodal range i.e. range of migration rates for which the stationary
probability distribution is bimodel (= Mmax ± δM).
Tmet(N0) Mean extinction time under neutrality or for a single selected locus
given initial population size N0.
πs(p0, N0) Fixation probability for one locus, given initial allele frequency p0 and
initial population size N0.
π0(p0) Fixation probability for one locus under neutrality, given initial allele
frequency p0.
N ′e Estimated effective population size from the fixation probability.
Ne Effective population size.
Γi0 Transition rate from zone i to the saddle 0.
τi Mean first passage time out of zone i.
ρi Fractional size or frequency of habitat i, where i ∈ {1, 2}.
Ni Scaled population size of demes in habitat i.
pik Frequency of ‘+’ allele at locus k in habitat i.
si Selective coefficient of ‘+’ allele in habitat i.
γ Relative selective disadvantage of the ‘+’ allele in the foreign habitat (i.e. =
s2/s1).
ri Average Malthusian fitness of habitat i.
x̂ e.g. the average population size of the migrant pool N̂ .
Ψi Stationary probability distribution of demes in habitat i (for one locus).
ρH Upper critical fractional habitat size, above which the ‘+’ allele spreads
throughout the metapopulation.






Natural populations are dynamic entities; they grow, adapt, invade new habitats,
and ultimately go extinct. Historically, evolution was thought to mostly
take place over timescales much greater than those of ecological processes.
Consequently the study of adaptation has largely ignored population dynamics.
Likewise, ecologists have been content to ignore that organisms are genetically
different. The central theme of this thesis is the theoretical study of how
population fluctuations affect local adaptation (adaptation in subdivided pop-
ulations). This effort is justified by a burgeoning body of evidence that points
to evolution occurring over the short timescale of several hundred years, known
as contemporary evolution. Furthermore, theoretical studies of adaptation at
species’ borders model ecological and evolutionary processes over commensurate
timescales. However, a theoretical treatment of fluctuating populations is absent
from this modest but growing literature. Finally, population fluctuations can
cause extinction. Maintaining adaptation, genetic variation and preventing the
extinction of endangered populations are some of the goals of conservation and
conservation biology.
In this thesis I will show that demographic stochasticity, together with genetic
fluctuations, can have a significant impact on local adaptation, in particular when
genetic multilocus evolution is coupled to population dynamics. To do this I
will explore three different but related theoretical models of local adaptation in
heterogeneous environments.
In Chapter 2, I review literature relevant to my thesis. I focus on theoretical
eco-evolutionary studies of species’ ranges, whilst also providing a more general
background, covering island models and population fluctuations in theoretical
population genetics.
1
In Chapter 3 I examine the first of the three models. This is a simple deter-
ministic mainland-island model, in which population size and allele frequencies
jointly evolve under gene flow and directional selection. I choose directional
selection because it is ubiquitous in nature, and is the simplest form of selection
to analyse. This model is the foundation for the other two models. I solve
the model for one locus, Sec. 3.3, and multiple loci, Sec. 3.4, under degrees
of maladaptive gene flow and assesses the conditions most favourable for local
adaptation and persistence of the population at large sizes. To further assess
the impact of multilocus evolution on local adaptation, in Sec. 3.5 I contrast
the genetic model with a quantitative trait model, for which the genetic details
are unknown. Multilocus evolution does indeed give rise to markedly different
outcomes from the quantitative trait model. I will show that the number of genes
that contribute to the trait and the contribution of each gene to trait are key
factors in determining favourable conditions for local adaptation; they can drive
the emergence of source-sink dynamics. Furthermore, the nontrivial interaction
between demography, density regulation, migration and selection gives rise to a
second critical threshold rate, in contrast to classical models that assume constant
population sizes, for which there is only one critical threshold.
The second model is the main focus of my thesis and is examined in
Chapter 4. I explore a stochastic version of the deterministic mainland-island
model that includes demographic and genetic fluctuations. I use the theory
of diffusion processes to explore this model and the corresponding quantitative
trait model from the previous chapter. By exploring the various stationary and
transient properties of the single locus genetic model in Sec. 4.3, I will show that
demographic and genetic fluctuations give rise to a very different picture of local
adaptation to one without demographic fluctuations. The results are extended to
the multilocus case in Sec. 4.4. Again, multilocus evolution has a nontrivial effect
on local adaptation. In Sec. 4.5 I explore the stochastic quantitative trait model
and find that, analogous to the deterministic model, the absence of the underlying
genetic dynamics alters the outcomes for local adaptation. I will also consider
how well the diffusion model approximates more realistic discrete models. It may
be that the diffusion process requires unrealistic biological parameter values.
The third and final model is an extension of the stochastic mainland-island
model to a population with an infinite number of islands in Chapter 5. For
this model, I focus on the single locus and multilocus cases. By examining
both the deterministic version of the infinite island model in Sec. 5.3, I will
again show that multilocus evolution dynamics can significantly impact upon
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the favourable conditions for local adaptation. Finally, I will consider the
infinite island model under stochastic dynamics and show that the inclusion of
demographic fluctuations can cause extinction, in contrast to previous models.
Lastly, in Chapter 6 I discuss the overall approach used to model demographic
and genetic stochasticity, in addition to discussing the specific results from each






In this chapter I first introduce the basic model that I explore and develop in
chapters 3, 4 and 5 of the thesis. I then review the background literature relevant
to my work.
2.1 Introduction
Adaptation is driven by natural selection and is the process by which organisms
become “better-suited” to their environment. Local adaptation occurs in an
heterogeneous environment, where there are selective differences between habitats
(known as divergent selection); it is the process by which different populations
of a single species, that may be connected by migration and gene flow, become
“better-suited” to their local environment (i.e. habitat) (Kawecki & Ebert 2004).
For example, the snail Capaea nemoralis has different shell banding-patterns and
colour ratios appropriate for camouflage within its particular habitat (Cain &
Sheppard 1950). Evolution under (divergent) selection, however, is rarely a solo
act, and crucially depends on other evolutionary and ecological processes, which
may hinder or promote local adaptation (Kawecki & Ebert 2004). The failure
of local adaptation is important in species’ range studies. Small, fragmented
and fluctuating populations at the edge of a species’ range may experience high
migration from central populations that have adapted to a different environment
(Kawecki 2008). This migration from central populations may prevent local
adaptation in peripheral populations and therefore may prevent the species’ from
expanding into habitable territory. My work extends the current theoretical
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understanding of the failure of adaptation in the species’ range literature. I do this
by studying three related models of local adaptation in a (discrete) heterogeneous
environment, as described next.
2.1.1 The basic model
The first model of local adaptation is considered in Chapter 3. It is based on
the mainland-island model introduced by Haldane (1931), which is reviewed in
§2.2.1. The basic model is depicted in Fig. 2.1 and is as follows.
− − −+ − + + + ...+ ...+
−+ − − −+ + + + −... ...








Figure 2.1 The basic mainland-island model that is developed in the next three
chapters of the thesis.
Consider an environment that consists of an island and a mainland. At any
given point in time, the island population (of constant areal extent) consists of Nu
individuals. Each individual has a particular value of a trait, z′, for example body
weight. The trait is made up of k loci (genes), where each locus has one of two
alleles, either a ‘+’ or ‘−’ allele. Selection acts on the population such that the
locally favoured allele, say the ‘+’ allele, confers a higher fitness to the individual
carrying it. Therefore an individual with ‘+’ alleles at all loci will have maximum
fitness. The allele frequency of the advantageous ‘+’ allele is pj at locus j. The
population size changes according to the average growth rate of the population.
In continuous time models, the average growth rate is also known as the average
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Malthusian fitness of the population (Crow & Kimura 1970). Therefore, the
higher the average fitness, the greater the average growth rate and the larger
the population size will be. However, the population cannot grow indefinitely,
hence we introduce density-dependent population regulation: population growth
is limited by a factor that is proportional to its current size. Therefore the larger
the population, the greater the penalty on its growth rate. This may occur
in natural populations, for example, due to overcrowding or a lack of resources.
This is known as density-dependent population regulation (Andrewartha & Birch
1954, Murray 1989). Migrants arrive on the island at a rate Mu from a mainland
population that is fixed in size and genetic composition. Because migrants are
foreign to the local environment, they introduce disadvantageous genes to the
island population. Therefore, migrants mostly carry the ‘−’ allele (which may
confer a high fitness to migrants on the mainland, but not on the island). The
frequency of the ‘+’ allele at locus j amongst immigrants is p̂j. Throughout the
thesis, all migrant quantities are denoted with a hat, unless otherwise stated.
The greater the number of disadvantageous alleles carried by migrants (the lower
frequency p̂j at a given locus), the more each migrant hinders adaptation.
We can follow the dynamics of individual allele frequencies explicitly, or we
can follow the average trait dynamics, ignoring the dynamics of the underlying
genetics. We are interested in both scenarios and consider how Nu and pj,
or Nu and the average trait, vary in time under the processes of selection,
growth, density-dependent population regulation, migration (the movement of
individuals) and gene flow (the movement of genes). (There is a distinction
between migration and gene flow because even if individuals migrate between
populations, gene flow only occurs if migrants mate with native individuals so
that migrant genes enter the native gene pool.) Ultimately, we wish to determine
the conditions (for example, high migration or low maladaptive gene flow) under
which the locally favoured ‘+’ allele, (or similarly the average trait), can exist on
the island at high frequency. In other words, we wish to determine the conditions
which favour local adaptation.
In Chapter 3 the basic mainland-island model described above is explored,
assuming that the population size and allele frequencies (or average trait)
vary deterministically over time. This is appropriate in the limit of infinite
populations (i.e. very large populations), in which the stochastic effects of random
births and deaths are negligible (Lande et al. 2003). The model reduces to
Haldane’s mainland-island model if only one locus contributes to trait and the
population remains constant. Extensions of Haldane’s mainland-island model
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which explicitly include deterministic population dynamics, have been explored
relatively recently in a subset of the species’ range literature. This literature is
reviewed in detail in §2.3.1. We build on this work by considering multilocus
evolution, directional selection (selection which favours one allele over another).
We also contrast the results from modelling the underlying genetics explicitly
(i.e. allowing allele frequencies to evolve) with results from following the model
with approximate dynamics of the average trait.
The main theme of the thesis is developed in Chapter 4, where we build
on the basic mainland-island model by including stochastic effects that result
in the population size and allele frequencies (or average trait) fluctuating in
time. The stochastic effect on population size is calleddemographic stochasticity
(Lande et al. 2003), and that on the gene frequencies is known as genetic
drift (Crow & Kimura 1970); the source of both is simply random births and
deaths of individuals over time. Since marginal populations are characterised
by being small, fragmented and prone to extinction (Kawecki 2008), the effect
of stochasticity is crucial to understanding local adaptation. Little work has
been done on the effect of stochasticity on local adaptation at the edge of the
species’ range, see §2.3.1. Outside the species’ range literature, Wright quite
early on considered fluctuating gene frequencies in his island model but whilst
assuming the population size remains constant, see §2.2.2. Wright’s assumption
is typical of most of the theoretical work on local adaptation carried out in
population genetics. Therefore, the work developed in this chapter is relevant
more broadly, at the intersection of population genetics and population biology.
The assumption of constant population size that is almost exclusively made in
population genetics is unrealistic. Similarly, population biology models do not
account for the role of genetics in shaping ecology. The stochastic mainland-
island model relaxes these assumptions and therefore is a more realistic model
of eco-evolutionary interactions than has been considered previously. The role of
fluctuating population size in population genetics is briefly considered in §2.4.
Finally, in Chapter 5 the mainland-island is replaced by an infinite number
of similar islands. Each island experiences migration from all other demes as
if all other demes constitute a mainland population. This seems the most
straight forward way to relax the assumption of a fixed mainland (since all demes
vary in size and genetic composition), whilst keeping the analytics tractable.
Furthermore, migration is no longer unidirectional and is the same between all
islands (i.e. it is uniform and symmetric; the distance between islands does not
affect the rate of migration). We again only consider two alleles at each locus.
8
In some demes the ‘+’ allele will be locally favourable, and in others the ‘−’
allele will be favoured. In the case of two alleles, the population of demes
(metapopulation), reduces to two distinct habitats, each favouring a different
allele. We consider both deterministic and stochastic local dynamics. The
island model and two habitat model has a long and extensive legacy. Levene
(1953) and others considered the infinite island model and its two habitat variant
under deterministic dynamics, see §2.2.1. Even a non-constant population size
was taken into account, but only to determine the conditions that favoured
the maintenance of both alleles in the metapopulation i.e. the maintenance of
genetic polymorphism; the reciprocal effect of adaptation on the population
dynamics was ignored. Local adaptation and growth under the joint dynamics of
population size and average trait in two habitats under deterministic dynamics
was considered more recently; the literature is reviewed in §2.3.1. As for stochastic
dynamics, aside from Wright’s island model work, to the best of our knowledge,
no theoretical work has yet been done to incorporate demographic stochasticity
and genetic drift.
2.1.2 Overview of background literature
My work draws from two main themes within the expansive theoretical literature
on local adaptation: broadly, the preservation of genetic polymorphism or genetic
variation in subdivided populations (Felsenstein 1976, Hedrick et al. 1976, Hedrick
1986), and specifically, adaptation at the edge of the species’ range (Pease et al.
1989, Kirkpatrick & Barton 1997, Holt & Gomulkiewicz 1997, Holt et al. 2003,
Bridle & Vines 2006, Polechová et al. 2009, Bridle et al. 2010). An important
distinction between these focal themes is one of timescales: most studies on
local adaptation treat population sizes as fixed, which implicitly assumes that
population dynamics equilibrate on a faster timescale than evolutionary processes.
Most of the early work on genetic polymorphism and adaptation in subdivided
populations makes this assumption. Though this may be justified in certain
biological contexts, there is now abundant evidence that evolution can and does
occur over ecological timescales (Hendry & Kinnison 1999, Kinnison & Hendry
2001, Saccheri & Hanski 2006, Carroll et al. 2007), for example, the rapid
evolution of beak sizes in Darwin’s finches on the Galapagos islands (Grant &
Grant 2006). Ecological and evolutionary processes can create complex feedback
interactions that must be studied in consort in light of the reality of rapid
evolution.
A structured population is a subdivided population that has the potential
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to experience migration and interbreeding between its subdivisions. The
‘subdivisions’ have various synonyms: subpopulations, local populations, regions,
habitats, islands or demes. If selection on differential fitness does not affect
the population density, selection is referred to as ‘soft’ (Wallace 1975). By
‘stable’, I simply mean structured populations that do not experience extinctions
or recolonizations and that undergo ‘soft’ selection. Soft selection is selection that
does not affect the local population size and so the local population is assumed
to remain constant (unless otherwise stated). I concentrate on discrete habitats,
in particular island models, and only briefly consider similar work on continuous
habitats.
The rest of the chapter is organised as follows. In §2.2, I present an overview
of local adaptation in subdivided population when the population size is assumed
constant, that is, a ‘static’ structured population. I focus on the work that was
done to determine conditions that maintain genetic polymorphism and genetic
variation in the mainland-island setting. These studies characterise the basic
interaction between natural selection, gene flow (the movement of genes) and
genetic drift (random fluctuation in gene frequencies due to finite sampling),
the results of which carry over to more complex models and therefore form the
foundation of my work.
I next present a more narrowly focussed review of ‘dynamic’ subdivided
populations in §2.3. By ‘dynamic’ I mean there may be repeated extinctions
and recolonizations, and selection is ‘hard’ i.e. selection can affect changes in
population number (e.g. we would expect a population with high average fitness
to have a greater average growth rate than a less fit population). These studies
form the specific background to my work. This excludes the extensive literature
on the effect of extinctions and recolonizations on genetic variation and fixation
probabilities in subdivided populations. The relevant studies are largely drawn
from the body of work on adaptation at species’ borders, and models of two
habitats in which selection is hard (i.e. it directly affects population size). Again,
I focus on discrete habitats, and only briefly review the important studies on
continuous habitats of species’ ranges. This literature is relevant to the work of
Chapter 3 and Chapter 5. Importantly, I review what work has been done on
demographic and genetic fluctuations; these studies are central to the main theme
of my work, developed in Chapter 4.
As mentioned earlier, my work also has relevance beyond species’ borders
and adaptation in marginal habitats. The drive toward biological realism in
evolutionary studies is reflected in the increasing ecological content of models on
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local adaptation and the growing evidence of contemporary evolution (Thompson
1998). In §2.4, I briefly review how variation in population size has been
treated in population genetics, focussing on what work has been done on random
population fluctuations to date. Aside from a small body of work that studies
the effect of random population fluctuations on genetic variation and fixation
probabilities, little work has been done in population genetics to study models
with demographic and genetic drift.
Finally I briefly discuss the implications of my work for conservation biology
in §2.5. Note that I do not consider density-dependent selection, which is
when genotypic fitnesses depend on population density. This is an important
theme in evolutionary ecology and came about from one of the earliest attempts
at integrating population genetics and population biology. For more details
see MacArthur (1962), MacArthur & Wilson (1967), Roughgarden (1971),
Charlesworth (1971), Anderson (1971), Levin (1978), Roughgarden (1979),
Slatkin & Maynard Smith (1979), Roughgarden (1979), Christiansen (2004) for
more detail. Lastly, this review is meant as an overview only. A more detailed
review of the key studies relevant to a particular chapter is given at the start of
that chapter.
2.2 Local adaptation in stable structured
populations
In stable structured populations, the interaction between natural selection, gene
flow and genetic drift, determines the degree to which local adaptation is possible.
Here I briefly discuss the role of gene flow in evolution, before moving on
to review genetic polymorphism as a result of natural selection and gene flow
in deterministic island models. There is evidence for genetic polymorphism at
one locus, as in the well-known case of industrial melanism in cryptic moths
(Kettlewell 1973), and most of the literature reviewed deals with one locus only.
However, genetic polymorphism in several genes has also been identified, the most
well-known example being plants growing on mined soil that have a greater heavy
metal tolerance than plants growing on uncontaminated soil closeby (MacNair
1987). Far fewer studies deal with polygenic variation under soft selection, which
I also review.
I move on to consider genetic drift and discuss the maintenance of genetic
variation in Wright’s infinite island model subject to gene flow, genetic drift and
selection, reviewing other infinite island models. To conclude the section on
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stable population structure, I briefly consider spatially explicit models of clinal
variation.
2.2.1 Gene flow and natural selection
Gene flow occurs when migrant alleles that are foreign to the recipient population
become part of the local gene pool through mating (Ehrlich & Raven 1969,
Lenormand 2002). Gene flow can occur via passive (e.g. the movement of seeds by
wind) and active (e.g. migratory birds) dispersal between demes, or by extinction
and colonization of entire populations (Slatkin 1985). The importance of its role
in adaptation has been controversial (Ehrlich & Raven 1969, Spieth 1974, Endler
1977, Slatkin 1985, 1987). Gene flow can bring genetic variation into demes or
spread superior genes between demes, thus facilitating local adaptation (Wright
1931, 1968-78). It can also create a ‘migration load’ on recipient populations:
this is the relative amount by which the average fitness is less than the maximum
fitness due to the influx of deleterious migrant alleles. In the extreme case,
the migration load is so high that migrant genes ‘swamp’ the local population
(Haldane 1931, Mayr 1963, Slatkin 1985, 1987, Lenormand 2002). Ultimately, the
role of gene flow in adaptation is dictated by population structure (the pattern of
migration), the mechanism behind gene flow and its relative strength compared to
other evolutionary forces. For example, when migrants disperse randomly and the
rate of migration is independent of the distance between populations (spatially
independent migration), high gene flow is a homogenizing force that reduces
genetic variation between demes (Slatkin 1985). However, under varying levels
of directed gene flow with a distance-dependent rate, large genetic differentiation
can be maintained, as it is for example between Western and Eastern wild great
tits, Parus major, on the island of Vlieland (Coltman 2005).
Generally, gene flow can overcome natural selection above a certain threshold
rate, thus impeding local adaptation. This is maladaptation, which we define to
have occurred (at a given locus) if either the favoured allele is lost or it persists
at low frequencies. This is a fundamental feature of many of the mathematical
models reviewed in this Chapter. Next, the various island models are reviewed.
Haldane’s mainland-island model
The simplest deterministic model of selection (hence local adaptation) in a
discrete heterogeneous environment is Haldane’s mainland-island model, as
mentioned earlier (Haldane 1931); it is a simpler version of the basic model
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described in §2.1.1. In Haldane’s model however, the population size is fixed.
Also, only one locus contributes to trait. As before, the ‘+’ allele is locally
favoured on the island and has frequency p there. It has a selective advantage
s on the island. The fitness of individuals carrying the favoured allele is 1 + s,
otherwise it is 1. The population receives immigrants at a rate m from the
mainland population, which is fixed for the deleterious allele, ‘−’, i.e. p̂ = 0.
Note that in this model, since the population size is fixed, m is actually the rate
of gene flow; to keep the population size constant, every generation a fraction m




= sp(1− p)−mp. (2.1)
The first term on the right is due to selection: the selection pressure s is multiplied
by the additive genetic variance, p(1 − p) for haploids (Crow & Kimura 1970).
The second term is due to migration (Crow & Kimura 1970). Solving this for
dp/dt = 0, Haldane found that the locally favoured allele could persist in the
population at a frequency p = 1 − m/s, provided migration is below a critical
rate ml = s. That is, adaptation occurs below this rate, albeit at a suboptimal
frequency due to the incoming deleterious alleles (i.e. due to the term m/s, which
is proportional to the migration load). If m > ml, maladaptation occurs and the
favoured allele is lost, p = 0. This is the threshold rate between adaptation and
maladaptation mentioned earlier, and is a feature of all models of gene flow and
selection.
The island model
The island model, a generalisation of Haldane’s model, consists of d similar
islands connected by migration between all demes (Levene 1953). In his original
conception of the model, Levene assumed that diploids from each island are
randomly distributed to all other habitats after selection (Levene 1953) i.e. there
is maximal mixing between populations. Using a two habitat model, Maynard
Smith (1966) proposed that only a fraction m of each population should emigrate
each generation (as in Haldane’s mainland-island model). The conditions for
polymorphism in Levene’s island model have been studied by several authors
under increasingly general conditions, for example for haploids (Gliddon &
Strobeck 1975) and temporal and spatial variations in fitness and selection
(Gillespie 1974, 1975). The two habitat model has been studied extensively
(Moran 1962, Maynard Smith 1970, Deakin 1966, 1968, Bulmer 1972, Pollak 1972,
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Christiansen 1974, Pollak 1974), even under general migration patterns (Karlin
1976). Hoekstra et al. (1985) considered two habitat models with different types of
selection and found that the conditions for polymorphism at weak and moderate
selection improved, if migration is restricted between demes and selection differs
in direction between habitats (Maynard Smith 1970). Heterogeneity also increases
chances of an allele persisting (Karlin 1976). Intermediate migration rates may
favour polymorphism when selection varies in time and space (Gillespie 1974).
Barton & Whitlock (1997) considered an island model in which an allele has
selective advantage s in a fraction (or size) ρ of the entire population and a
disadvantage −γs in the remainder. The two fractional groups of demes represent
two different habitats. This is similar to the infinite island model described in
§2.1.1. Barton & Whitlock found that the allele can be established (persist at
high frequencies) below a critical migration rate or for habitat sizes greater than
a critical fractional size ρc. A similar condition in terms of the ratio of selective
differences, γ, was first derived for two habitats by Bulmer (1972).
These models examine genetic polymorphism at one locus. There are far fewer
studies of polygenic variation in the island model. Crow et al. (1990) studied
a two habitat model with two-way migration and several loci contributing to
fitness. Barton (1992) considered a similar model in which multiple loci with
identical effects on fitness (such loci are often referred to as being “symmetric”).
(These models were motivated by questions other than the preservation of genetic
variation in the island model.) In both models a critical rate could be found above
which one habitat is swamped by migration irrespective of the selection model,
whether migration is symmetric or the number of loci and the fitness of migrants.
Barton (1992) found that in the “symmetric” model, where recombination rates
are high so that associations between loci (linkage disequilibrium) are negligible, if
selection is weak the critical migration rate can be much smaller than the selection
coefficient and is fact inversely proportional to the number of loci contributing
to fitness. This holds irrespective of whether migrants are more fit (Crow et al.
1990) or less fit (Barton 1992) than the recipient population.
Spichtig & Kawecki (2004) also consider polygenic variation in a two habitat
model in which a polygenic trait is selected in each habitat in opposite directions,
but migration is symmetric and time is discrete. The trait consists of a finite
number of loci and the fitness function can be convex, linear or concave. They
find that at equilibrium either one or other allele fixes and no genetic variance
remains, one locus is polymorphic and the genetic variance is low, or all loci
are equally polymorphic and the genetic variance is maximal. In contrast to the
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single locus models, if selection favours heterozygote haplotypes, polymorphism
will be lost. Genetic polymorphism is not maintained for high dispersal, weak
selection or loci with unequal effects. This is because in their model, the trait
mean and variance can evolve separately so that even when the trait mean has
an intermediate value, the genetic variance can be low. However, if selection is
strong and migration is weak, genetic polymorphism is maintained, similar to the
single locus models.
Nonrandom associations between loci strengthen the effect of spatially varying
selection so that simultaneous genetic variation at linked loci is more likely
(Christiansen & Feldman 1975). Barton (1992) found that linkage disequilibrium
had little effect on the threshold migration rate; however the time between
introduction and establishment of the selected combination of genes is reduced
(see the “hypergeometric”model; also Shpak & Kondrashov (1999)).
Several key points can be drawn from these studies. First, limited migration
favours polymorphism, because the migration load in each deme is small enough
for the locally favoured allele to persist. Second, the balance between migration
and selection gives rise to a critical migration below which adaptation occurs.
Third, the greater the heterogeneity between habitats (e.g. the greater the
difference between selective pressures between habitats), the more favourable the
conditions for genetic polymorphism (see Felsenstein 1976, Hedrick et al. 1976,
Slatkin 1985, Hedrick 1986 for detailed reviews of these models; see also Hedrick
2006). Genetic polymorphism has been studied for a wide range of ecological and
genetic effects, see Hedrick 1986.
2.2.2 Genetic drift and Wright’s island model
The results of the last section are appropriate for very large populations. However,
finite populations are subject to genetic drift due to finite random sampling
(Ewens 1979, Crow & Kimura 1970, Barton et al. 2007). In an isolated
population, genetic drift eliminates all genetic variation from a population at a
rate proportional to the inverse population size, until one allele is fixed. However,
in a subdivided population with low gene flow between demes, genetic drift
prolongs the maintenance of genetic variation (Wright 1931, 1932).
Wright considered an infinite island model, where each deme of fixed size N
receives a fraction m of immigrants randomly sourced from all other demes per
generation. This is basically Haldane’s mainland-island model with genetic drift:
the infinite population size assumption means that averages across all demes
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remain constant so that each deme experiences migration as if from a fixed,
mainland source (Wright 1931, 1932, 1968-78). Each deme is a Wright-Fisher
population: mating is random, generations are nonoverlapping and offspring are
generated by fitness-weighted binomial sampling (Wright 1931, 1932).
In the absence of selection, when m is small and N is large, if p is the
allele frequency, Wright’s measure for genetic variation between demes, is the





(Wright 1931), where 〈p〉 and
var(p) are the allele frequency average and variance across demes respectively
(the angle brackets denote an average across demes; 〈q〉 = 1 − 〈p〉). It is a
measure of the proportion of genetic variation between subpopulations (subscript
‘S’ for ‘subpopulation’) relative to the genetic variation across the total population
(subscript ‘T’ for ‘total’; see Whitlock & McCauley (1999) for review of FST ).
Two general results have been determined for Wright’s island model. First, there
is little genetic differentiation between islands if 4Nm 1 (assuming symmetric
gene flow between demes). Second, at equilibrium the average homozygosity (the
total frequency of homozygotes) of a random sample of genes in the subdivided
population is independent of the migration pattern and depends on the population
size only (Bodmer & Cavalli-Sforza 1968, Crow & Maruyama 1971, Maruyama
1974). See Charlesworth et al. (2003) for a review on the effect of geographic
structure on neutral variation.
With selection included, if one locus contributes to trait, the stationary allele
frequency distribution φ(p) can be found by approximating the discrete Wright-
Fisher model as a diffusion process (Ewens 1979) in the limit of large population
size, when the fluctuations in gene frequencies are small. The use of diffusion
processes is discussed in greater detail in Chapter 4, where it is used to describe
the coupled dynamics of n loci and population size (see §2.1.1). The basic idea
is to formulate a forward Fokker-Planck equation (Gardiner 1985, Van Kampen
2007), which describes the time evolution of the time-dependent allele frequency
distribution, from the average dynamics of the allele frequency and the source of
noise i.e. genetic drift. The average dynamics of the allele frequency is simply










where p̂ is the allele frequency of migrants at the jth locus and W is the Wrightian
fitness (i.e. defined as the fitness of individuals in discrete time; in this case the
fitness defined in the Wright-Fisher model). The term ∂p lnW gives the selection
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pressure on p (Barton et al. 2007, see Ch. 15). We denote the deterministic
contribution by A(p) = dp/dt. The contribution of genetic drift can be found by
considering the Wright-Fisher model: it is the variance of the allele frequency due
to binomial sampling with replacement, given the allele frequency in the parental
generation (Ewens 1979) and is given by B(p) = p(1− p)/2N for diploids. (Note
this is the additive genetic variance for diploids divided by the population size,
cf. §2.2.1. The factor 2 appears in the denominator because diploids carry two
copies of each gene and therefore the gene pool is twice as large as the number
of diploid individuals, whereas haploids only carry one copy of each gene). The
one-dimensional Fokker-Planck equation of the time-dependent allele frequency
distribution (conditional on the initial frequency p0 at time t0), φ(p, t)












The stationary allele frequency distribution φ(p) can be found by setting Eq. 2.3







is zero (Gardiner 1985). This gives a generic form for






, provided B(p) > 0
for all p (excluding the boundaries p = 0, 1 in this case). Wright found (Wright
1986) the allele frequency distribution (for diploids) to be
φ(p)W ∝ W 2Np4Nmp̂q4Nmq̂, (2.4)
where p̂ = 1− q̂. Unfortunately, it is difficult to generalise this distribution to a
finite number of demes and there are no general results (Felsenstein 1976, Hedrick
1986).
Barton & Whitlock (1997) extend Wright’s mainland-island model to two
habitats subject to directional selection and genetic drift. This is similar to the
deterministic island model discussed in the previous section: an allele is favoured
in a fraction of demes and is deleterious in the remainder. They found that
genetic polymorphism will always be maintained provided m < s, irrespective of
how low Nm is. However, with genetic drift, if Nm  1, the range of critical
fractional sizes for which polymorphism can exist also decreases.
From these studies we find that genetic drift promotes genetic variation if
migration is restricted in Wright’s island model. However, strong genetic drift
restricts polymorphism if one allele is favoured in a fraction of demes.
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The stepping stone model
The spatial range of migration is limited in nature and populations are likely to
exchange migrants only with nearby subpopulations. A more realistic model is the
stepping-stone model (Kimura & Weiss 1964), in which migrants are exchanged
between adjacent populations distributed linearly or in a planar array. Because
migration is spatially limited, high gene flow does not prevent extensive genetic
differentiation in the one-dimensional stepping stone model, as it does in the
island model (see Maruyama 1971, 1972, Felsenstein 1976 for more details).
2.2.3 Continuously varying selection
Real populations sampled over space for one or more loci show clinal variation
(i.e. a continuous gradient) in the gene frequency (Hedrick et al. 1976). For
example, allele frequencies for the genes controlling enzyme alcohol dehydrogenase
in Drosophila melanogaster show clinal variation that increases (decreases) with
distances from the equator (Oakeshott et al. 1982).
Haldane (1958) first considered divergent selection in a geographic continuum
(but see (Fisher 1937) for uniform selection): an allele is selectively favoured in
one half of the range and is deleterious in the other half. Gene flow and selection
cause the gene frequency to assume a clinal profile between the boundary of
the two regions. Fisher and others considered models in which selection varies
smoothly along the continuum (Fisher 1950, Endler 1973). The size of the region
in which the allele is favoured is critical to its establishment. For example, if
an allele has selective advantage s, then it can be established if this region is
greater than a characteristic lengthscale l = σ/
√
2s (Slatkin 1973), where σ is
the dispersal range (variance of migration displacement). Similar expressions
are found for models of linearly varying selection (e.g. Nagylaki 1975), and
quantitative polygenic traits (e.g. Slatkin 1978). Furthermore persistence of the
allele at high frequencies becomes less likely outside this region, see e.g. Barton
(1987). More details on clinal selection can be found elsewhere, (Felsenstein 1976,
Endler 1977, Barton 1999). Similar to the island models, the key result is that,
generally, if a critical migration rate is exceeded, the allele cannot be maintained.
In the case of spatially distributed populations, this means that local pockets of
adaptation may collapse (Felsenstein 1976).
We have discussed soft selection models of heterogeneous environments and
the effect of selection, gene flow and genetic drift on genetic variation and the
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conditions necessary for genetic polymorphism. In general, migration should be
limited between demes, but populations should be large, otherwise genetic drift
may restrict polymorphism. Linkage and a highly heterogeneous environment
also promote genetic polymorphism.
We next look at how local adaptation under hard selection and variations in
population size differs from the soft selection paradigm.
2.3 Local adaptation in dynamic structured
populations
Structured populations dynamically vary due to local processes and exogenous
factors such as environmental disasters that cause extinction. Hard selection
in a heterogeneous environment can have apparently contradictory effects on
local adaptation. For example, a hard selection version of Levene’s island model
was examined by Christiansen (1975), who found that the conditions for genetic
polymorphism are restricted compared to the soft selection results. On the other
hand, Walsh (1984) showed that the conditions for the invasion of one allele when
rare could be less stringent under hard selection, where the number of emigrants
from a deme is a function of the deme’s fitness. However, these models pay scant
attention to the ecological consequences of local adaptation.
In species’ range studies, ecological and evolutionary processes are modelled
on the same timescale. This goes beyond simply modelling hard selection because
the ecological consequences of adaptation are taken into account. We next briefly
introduce the species’ range problem and the demographic effect of migration,
before discussing the different population structures and the key results of local
adaptation in dynamic populations structures.
2.3.1 Adaptation at species’ borders
Species’ ranges exhibit a rich variety of geometries, from interconnected patches,
to large, contiguous areas with gaps and multiple peaks of abundance and
depletion (Andrewartha & Birch 1954, Brown & Lomolino 1998, MacArthur
& Wilson 1967, Hanski & Gilpin 1997, Hanski 1999). Typically, a species
distribution is characterised by an abundant interior region with a fragmented,
less dense boundary consisting of smaller, fluctuating populations (Lawton &
Woodroffe 1991, Lawton 1993, Brown 1995, Thomas & Kunin 1999, Fortin et al.
2005).
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The failure of a species to expand into available territory (Brown & Lomolino
1998) may be due to the the failure of border populations to adapt to local
conditions (Kawecki & Ebert 2004, Bridle & Vines 2006). There are several
possible explanations for this. Border populations, being small and therefore
subject to inbreeding, genetic drift, environmental and demographic stochasticity
(Bradshaw 1991, Willi et al. 2006), may lack enough genetic variation to respond
to selection (Blows & Hoffman 2005). However, even if genetic variation is
abundant, adaptation at the edge of the species’ range can still fail (Kawecki
2008). Asymmetric gene flow from central populations that have adapted
to different conditions can swamp peripheral populations, preventing local
adaptation (Mayr 1963, Antonovics 1976, Kawecki & Holt 2002, Polechová et al.
2009, Kawecki & Ebert 2004). Empirical evidence for maladaptation due to gene
flow has been found in local populations of patchy habitats (Camin & Ehrlich
1958, McNeilly 1968, Endler 1977, Macnair 1981, Dhondt et al. 1990, Dias 1996)
and in particular source-sink habitats, for example in blue tit and mosquito fish
populations (Stearns & Sage 1980, Blondel et al. 1992).
Under eco-evolutionary dynamics, gene flow can still swamp an island popula-
tion. However, once demography is coupled to evolution through migration, the
mainland-island can turn into source-sink structures (Harrison & Taylor 1997,
Pulliam 1988, 2000). Source populations are typically large and well-adapted.
They lie within the species’ niche (Hutchinson 1958, Wiens & Graham 2005, Holt
1996a, Holt & Gomulkiewicz 2002, Holt 2009), which is the set of conditions
favourable to the species’ survival. Simply, it is the habitat within which the
population has positive growth rate. In contrast, sink populations are poorly
adapted with negative growth rates and therefore lie outside the species’ niche.
They depend on immigration from the source population. Absolute sinks will
deterministically go extinct with immigration (Pulliam 2000), whereas pseudo-
sinks will persist but at low sizes without migration (Watkinson & Sutherland
1995). Other sink types have been defined: “black-hole” sinks do not send out
emigrants, where as “leaky” sinks do (Holt & Gomulkiewicz 1997, Gomulkiewicz
et al. 1999).
As we will see, one of the key distinguishing features of the eco-evolutionary
models reviewed, in contrast to the soft selection models, is that the rate of gene
flow is not constant: it is the ratio of migrants to the recipient population size.
Migration couples population dynamics to genetic evolution, creating positive
feedback between population size and allele frequency, which leads to results
markedly different from the soft selection models discussed in the previous section.
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With density-dependent regulation, this can lead to indirect positive feedback
between migration and population sizes. For example, “migrational meltdown”,
when the rate of maladaptive gene flow increases as the population size decreases,
further increasing the rate of gene flow, eventually leading to extinction (Ronce
& Kirkpatrick 2001).
The demographic effect of immigration has a positive aspect to it. It boosts
populations that would otherwise be at risk of extinction. This is known as
the “rescue effect” (Brown & Kodric-Brown 1977, Stacey et al. 1997, Hanski
1999). However, the positive role of gene flow does not always accompany its
negative role, as for example in the stream populations of three-spine stickleback,
Gasterosteus aculeatus L., (Moore & Hendry 2009)
The feedback between demography and selection can have a profound effect on
both the ecological and evolutionary future of the species. Evolutionarily, novel
adaptation may arise in sink populations, being outside the species’ niche. This
could be important for future adaptability of the species. Ecologically speaking,
if sinks can evolve despite maladaptive gene flow, then the species’ niche will have
expanded. Therefore sink populations are important to niche evolution and niche
conservatism (when sinks remain maladaptive) (Kawecki 1995, Holt 1996a,b).
It is clear that eco-evolutionary dynamics lead to complex interactions. In
the remainder of this section I review theoretical work on adaptation at species’
borders. Again, I concentrate on discrete habitats, parallelling the review of soft
selection models in the previous section. I start with deterministic environments,
moving on to briefly consider continuously varying environments. Finally, I will
review what work has been carried out on the inclusion of demographic and
genetic drift.
One-way migration in source-sink systems
Haldane was the first to identify that positive feedback between gene flow and
population density could cause maladaptation in marginal habitats, thus limiting
a species’ geographic range (Haldane 1956). Several authors have explored this
idea by examining the joint, deterministic evolution of population size and allele
frequency in source-sink environments in the mainland-island model, as described
in §2.1.1 Holt (1983b,a), Holt & Gomulkiewicz (1997), Gomulkiewicz et al. (1999),
Holt & Gomulkiewicz (2002). In these models, a single, diallelic locus undergoes
directional selection. The constant mainland population sends out a number of
immigrants to the sink per generation; however, unlike the basic model described
earlier in §2.1.1, the sink population would go extinct (i.e. the sink is an absolute
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or “black-hole” sink (Pulliam 1988, Gomulkiewicz et al. 1999)). Migrant genes
are deleterious in the sink population and therefore the environment is maximally
heterogeneous.
These models show that adaptation in the sink is possible when the
favoured allele is rare, provided its absolute fitness is greater than one (Holt
& Gomulkiewicz 1997). Without density-dependent regulation, this criterion is
the only one that ensures adaptation; in contrast to the soft selection results,
the rate of migration (gene flow) does not matter (Holt & Gomulkiewicz 1997).
With density-dependent population regulation, large population sizes depress the
average fitness in the sink (Gomulkiewicz et al. 1999). As in soft selection models,
low migration rates, below a critical threshold, are favourable for adaptation. In
contrast to soft selection models, at intermediate migration rates more than one
steady state is stable, which can lead to genetic polymorphism (Gomulkiewicz
et al. 1999). Adaptation in the sink can lead to niche evolution, whereby the sink
can survive independent of migration from the source (Gomulkiewicz et al. 1999,
Holt 1996a, Holt et al. 2003). This is an example of niche evolution (Holt 1996a,
Holt et al. 2003, Wiens & Graham 2005, Holt et al. 2005, Holt 2009). Lastly,
unstable population dynamics can severely hamper adaptation (Holt 1983b,a).
These results carry over to polygenic evolution in source-sink environments
(Tufto 2001, Holt, Gomulkiewicz & Barfield 2003). For example, Tufto (2001)
considered the joint evolution of population size and the average of a polygenic
trait under hard stabilising selection (e.g. fitness is a Gaussian-type function of
trait) and density-dependent regulation. The authors also found that multiple
stable equilibria exist at intermediate migration rates. Holt et al. (2003) found
that without density-dependent regulation, adaptation occurs below a critical
value of initial maladaptation between source and sink. This contrasts with the
single locus result that the absolute fitness of the favoured allele is the only
criterion for spread.
Explicit multilocus evolution in source-sink (or mainland-island) models has
yet to be explored (though see Tufto 2001 for simulation results). In Chapter
3, we extend the work discussed in this section by modelling explicit multilocus
evolution in the basic model described in §2.1.1, as well as a similar quantitative
trait version of the same model.
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Two habitat models
Adaptation in two habitat environments under hard selection (selection that
causes the population size to vary) has been approached in several different
ways. For instance, given a set of environmental and genetic constraints, the
optimal phenotypic value is sought (Via & Lande 1985, 1987, Van Tienderen
1991, Kawecki & Stearns 1993) or the optimal evolutionary stable strategy
(Brown & Pavlovic 1992) and costs associated with adaptation are analogous
to the cost of maladaptive gene flow. Another approach is the assessment of
habitat performance using only the total fitness averaged across habitats (Holt
& Gaines 1992, Kawecki 1995, Holt 1996a,b). More recently, the conditions for
the success of an invading allele using explicit eco-evolutionary dynamics have
been investigated (Kawecki & Holt 2002, Kawecki 2000), as well as the evolution
of specialists and generalist under joint evolution of an (polygenic) trait and
population density (Ronce & Kirkpatrick 2001, Kawecki & Holt 2002, Filin et al.
2008). Evolutionarily, a specialist is a species that is proficient in very few
habitats, and is often associated with monomorphism (fixation of the favoured
allele). In contrast, an “ecological” specialist is abundant over a narrow range
of habitats. Similarly, an “evolutionary” generalist is well adapted across several
habitats. Ecologically, a generalist occupies a wide range of habitats.
Similar to the single locus soft selection models (models with constant
population size; cf. §2.2), increasing isolation can favour local adaptation within
each habitat (which is known as extreme habitat specialisation, Brown & Pavlovic
1992). With source-sink dynamics however, large migration rates are necessary for
adaptation to occur in sink habitats, because evolution is biased towards source
habitats (Holt & Gaines 1992, Kawecki 1995, Holt 1996a,b). This is an example
of niche conservatism (Holt & Gomulkiewicz 1997, Wiens & Graham 2005, Holt
2009). Kawecki & Holt (2002) bridge the bap between these two seemingly
contradictory results by showing that low migration rates are favourable for
invasion of a rare allele if the sink habitat is a pseudo sink and can persist without
immigration (Watkinson & Sutherland 1995), otherwise large migration rates are
favourable. This is the case when source-sink structure emerges due to habitat
quality or simply due to asymmetric migration rates (Kawecki & Holt 2002).
Effectively the same result was found by Kawecki (2000), who found that a foreign
allele with a small selective advantage can invade a sink if migration is large, but if
the source-sink structure can switch (which is similar to the condition of a pseudo
sink in Kawecki & Holt (2002)), alleles with large selective advantages can invade
the sink at relatively low migration rates. If migration is too large however,
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positive feedback between demography and evolution can lead to “migrational
meltdown” and eventual extinction of the sink habitat (Ronce & Kirkpatrick
2001). Finally, if density dependence is strong at low densities, a generalist
species’ is likely to evolve (Filin et al. 2008, Kawecki & Holt 2002, Spichtig &
Kawecki 2004).
These models show that multiple stable equilibria can appear due to density-
dependent regulation of population numbers, similar to the source-sink models
discussed earlier. However, these models suggest that intermediate migrations
are unfavourable for local adaptation, in contrast to the models discussed in the
previous section.
Once again, explicit multilocus genetics have not been considered in two
habitat models with eco-evolutionary dynamics. Furthermore, the infinite island
model has also not featured in this literature. We explore multilocus evolution in
the two habitat model with variable habitat sizes in Chapter 5; this is done using
the deterministic island model described in §2.1.1. We also consider the infinite
island model with stochastic local dynamics, which has not been done before. We
discuss stochastic models after the next section on spatially varying models.
Continuously varying species’ range
Pease et al. (1989) were the first to consider the spatial distribution of a species
under maladaptive gene flow and hard selection. They investigated how a species’
range tracks a moving environmental gradient along which stabilising selection
on a quantitative trait varies linearly. They found that either the range expands
uniformly or the population goes extinct. Extensions of this basic model include:
static environments (Kirkpatrick & Barton 1997, Garćıas-Ramos & Kirkpatrick
1997), invasion (Garćıas-Ramos & Rodŕıguez 2002), competition (Case & Taper
2000), evolving genetic variance (including explicit multilocus evolution, Barton
2001) and two habitats Filin et al. (2008). Environments that vary in both space
and time have recently been considered (Polechová et al. 2009). From these
studies we learn that ranges can disappear, extend uniformly across space or be
limited depending on the steepness of the gradient, the dispersal range and/or
the speed with which the environmental optimum moves across space. Just as
for discrete habitats, peripheral populations can switch between being sinks and
sources (Kirkpatrick & Barton 1997, Polechová et al. 2009).
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The effect of demographic and genetic drift
We come to the studies that form the basis of the central theme of the thesis,
developed in Chapter 4. The models we have considered so far are deterministic
and hence implicitly assume very large (or infinite) population sizes. However,
real populations do not evolve deterministically, nor are they infinite in extent.
As a result, gene frequencies and population sizes randomly fluctuate both in
time and space. Ecologists identify two main sources of stochasticity (May
1974). Demographic stochasticity arises from the random birth and death of
individuals (Lande et al. 2003). Since this depends on population size, smaller
populations are more prone to experiencing demographic stochasticity (Willi et al.
2006). Environmental stochasticity, on the other hand, will affect a population
irrespective of its population size (May 1974, Lande et al. 2003). For example,
fluctuations in annual rainfall, or catastrophes that may cause whole populations
to go extinct.
Peripheral populations are often small and highly vulnerable to extinction
(Brown & Lomolino 1998). However, the impact of demographic stochasticity
and genetic drift on local adaptation under joint eco-evolutionary dynamics has
largely been ignored until recently.
The effect of genetic drift in a sink habitat was first examined by Gomulkiewicz
et al. (1999). They found that the probability of the favoured allele persisting in
the population for a long time was highest at intermediate migration rates.
A key work that examines the effect of demographic and genetic drift on
local adaptation was carried out by Holt et al. (2003). They investigated
local adaptation of a quantitative trait in a sink-source system subject to
migration, stabilising selection, density-dependent regulation and stochasticity
using individual-based simulations. Their main result was that for a range of
intermediate migration rates, the population fluctuates about either a maladapted
or well-adapted state for long periods, before rapidly shifting to the alternate
state. Crucially, stochasticity provides an opportunity for the sink population to
escape maladaptation.
Other studies that take genetic and/or demographic drift into account are
models of adaptation along an environmental gradient. For example, Alleaume-
Benharira et al. (2006) studied the effect of genetic drift in a stepping stone
model along an environmental gradient. They found that local adaptation
under gene flow was best possible under intermediate migration rates. This is
similar to the result found by Gomulkiewicz et al. (1999). Bridle et al. (2010)
examined adaptation along a linear environmental gradient in a quantitative
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trait model with stabilising selection, density-dependent regulation and stochastic
events through varying offspring numbers, mutation and random dispersal. They
concluded that the carrying capacity and the dispersal rate were key factors in
determining how well the population adapted to the ecological gradient.
Demographic and genetic drift can have a dramatic effect on local adaptation.
Although simulation studies have been carried out to investigate the joint effect
of these two sources of randomness, the role of demographic stochasticity and
genetic drift needs a theoretical basis upon which future investigations can be
built. We provide this theoretical treatment in Chapter 4. In particular, we
explore multilocus as well as phenotypic (i.e. trait) evolution.
2.4 Fluctuating population size in population
genetics
Evolutionary studies usually make the assumption that demographic processes
act over a faster timescale than evolutionary forces and therefore a separation
of timescales can be employed (Carroll et al. 2007, Pelletier et al. 2009). In
other words, population structure is assumed to have equilibrated and therefore
the population size can be treated as constant. A more realistic treatment of
population variations is afforded by the use of an ‘effective population size’, Ne.
This is the number of breeding individuals in a population. It can be found, for
example, as the size of a randomly mating, idealised population under genetic
drift that would give the same variance of allele frequencies as the population
under consideration (Crow & Kimura 1970, Ewens 1979). In general, the effective
population is smaller than the actual population size, given that random mating
is unrealistic assumption, see Whitlock & Barton 1997.
Population fluctuations can cause extinction. A metapopulation is a struc-
tured population which experiences frequent local extinctions and recolonizations
(Hanski 1999). Fluctuating population structure has a profound effect on the
genetic architecture of metapopulations and has been studied extensively in the
literature with the use of the effective population size, see for example Slatkin
1977, Maruyama & Kimura 1980, Slatkin 1981, Lande 1984, Wade & McCauley
1988, Whitlock & McCauley 1990, McCauley 1991, Lande 1992, Barton 1993,
Barton & Whitlock 1997, Charlesworth et al. 2003, Pannell 2003. This large
body of work assumes that local population dynamics act on a faster scale than
metapopulation dynamics. For example, Barton & Whitlock (1997) extend the
island model to include genetic drift and extinction. For low population sizes
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(strong genetic drift) and high extinction rates (weak selection), polymorphism
is excluded for a narrow range of habitat frequencies. This has yet to be verified
with explicit stochastic demographic dynamics.
Investigation of the effect of (stochastic) population fluctuations on adaptation
has mainly focussed on fixation probabilities (see Lande et al. 2009 for an
alternative to fixation probabilities). Early work assumed that demographic
changes were independent of the underlying genetics (Karlin 1968, Heyde &
Seneta 1975, Donelly & Weber 1985). More recently, birth-death processes have
been used to determine fixation under demographic stochasticity and density
regulation (Parsons & Quince 2007a,b, Parsons et al. 2008), and environmental
stochasticity (Engen et al. 2009). Kaitala et al. (2006) did simulation studies
on the spatial genetic differentiation of a single locus in metapopulation with
spatially limited migration, genetic drift, demographic stochasticity and density
regulation. However, theoretical work that fully explores the evolutionary and
ecological consequences of demographic stochasticity has yet to be carried out.
2.5 Summary
We have reviewed island model studies in which the population size remains
constant (soft selection models); these form the general background to my
work. This classic body of work characterises the basic interaction between gene
flow, selection and genetic drift from a static structural point of view. Once
demography is properly accounted for by including explicit population dynamics
(and not simply modelling hard selection), we see that coupled eco-evolutionary
dynamics give rise to nontrivial interactions that are largely specific to the details
of the models used, but which have a few universal features such as the critical
threshold between adaptation and maladaptation.
The work of my thesis is specifically based on the models reviewed in §2.3.
A theoretical treatment of demographic and genetic fluctuations goes beyond
extending species’ range studies. It contributes to the steady drive towards
a more interdisciplinary approach to studying biological processes. Moreover,
it may have implications for conservation biology, the discipline that relies
heavily on evolutionary theory but also deals with extinction. With the myth of
incommensurate timescales thoroughly debunked, contemporary evolution is very
relevant to conservation biology (Carroll et al. 2007, Pelletier et al. 2009, Kinnison
et al. 2007, Kinnison & Jr. 2007, Stockwell et al. 2003), as is the integration of
ecological and evolutionary processes for the management of endangered species
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In this chapter I examine in detail the basic mainland-island model described
in §2.1.1, subject to deterministic biological processes that couple population
dynamics with evolutionary dynamics. In this model, migrants from a mainland
population carry disadvantageous genes (maladaptive gene flow) to an island
population every generation. However, migrants also boost the island population
size. As mentioned in §2.1.1, population numbers are kept in check by introducing
a cost to the growth rate as the population becomes large (density-dependent
population regulation). I investigate the conditions that promote (hinder) local
adaptation, as well as what conditions give rise to large (small) population sizes.
I do this by considering two different approaches to the evolutionary dynamics.
In the first approach, the dynamics of the individual gene (single locus) or genes
(multilocus) that contribute to trait are coupled to the population dynamics
and solved for explicitly. In the second approach, if it is assumed that the
genetic dynamics are unknown, the evolutionary dynamics are described by the
approximate dynamics of the average trait (phenotype). I show that in the genetic
model, in addition to the classic migration threshold due to migration-selection
balance, as found by Haldane (see §2.2.1), the coupling between growth and
evolution gives rise to a second threshold migration rate for local adaptation. I
also show that whether all loci contribute identically to trait (loci are symmetric)
or not (loci are asymmetric), can have a strong effect on population numbers
and adaptation. These results depend sensitively on the evolutionary dynamics
assumed. In the quantitative trait (phenotypic) model, the second migration
threshold does not exist, demonstrating the fact that different assumptions made
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about the evolutionary dynamics can lead to markedly different behaviour of the
model. First, I briefly review the literature my work builds upon and extends.
3.1 Short review of previous models
Gomulkiewicz et al. (1999) analysed a discrete-time, source-sink model subject
to density-dependent regulation and hard (directional) selection for a diploid
locus (see Holt (1983b,a), Holt & Gomulkiewicz (1997) for earlier work). The
authors examined the conditions for spread of the favoured allele in the sink
population when it is initially rare. Several key results came out of their work.
First, they found that a necessary criterion for the spread of the local allele is
that its absolute fitness, or equivalently the absolute fitness of its heterozygote,
has to be greater than one. This contrasts with the usual assumption made in
population genetics, that only the relative genotypic fitnesses matter. Second,
if fitness is negatively dependent on population size, there are three equilibrium
scenarios. At low migration rates the sink is polymorphic and is larger than the
intrinsic carrying capacity. When migration is high, the sink is monomorphic for
the deleterious allele at low population numbers. If individuals are diploid, both
these states are bistable at intermediate migration rates. Third, if the favoured
allele is established in the sink, the sink may evolve such that it can persist
without immigration from the source, an example of niche evolution (Holt et al.
2005, see Ch. 2).
Trait-population dynamics under stabilising selection have also been studied
(Tufto 2001, Holt et al. 2003, Holt & Gomulkiewicz 2002). Multiple loci contribute
additively to the trait and recombination rates between loci are taken to be
high (acting at a faster rate than selection). Only the dynamics of the average
trait are followed: this requires the restrictive assumption of constant genetic
variance (Falconer & MacKay 1996). Nonlinear feedback between adaptation and
demography gives rise to multiple equilibria provided the initial conditions are
such that gene flow is maladapted. With density-dependent fitness, migration
must not exceed a critical rate if the sink (or pseudo-sink, see Tufto 2001)
population is to locally adapt.
I extend the single-locus model introduced by Holt & Gomulkiewicz (1997),
Gomulkiewicz et al. (1999) to multiple loci, for diploids and haploids in continuous
time without imposing sink dynamics on the island. I also investigate a
quantitative trait version of the model and contrast the results with the explicit
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genetic case. As I will show, both models predict markedly different outcomes
for local adaptation: with genetic dynamics, local adaptation and the emergence
of source-sink structure is dependent on locus numbers, as well as the relative
strengths of migration, selection and growth. Local adaptation may also depend
on the initial state of the population and the deviation of allelic effects from
symmetry. In contrast, for the quantitative trait model, adaptation is more likely
with increasing isolation. However, the average trait and population size can
‘blow up’ at small migration rates.
The chapter is laid out as follows. In Sec. 3.2, I describe the general model.
Starting with the genetic model, I describe the general multilocus dynamics. I
then analyse the single locus model in §3.3 for the special case when the local
allele is lost on the mainland (§3.3.4). I will go into some detail here, since this
case is the ‘worst-case’ scenario for local adaptation. I will show that a second
critical migration rate above which local adaptation is not possible emerges:
bistability between an adaptive and maladaptive state and source-sink structure
are the hallmarks of positive feedback between selection and population dynamics.
Strikingly, this means that adaptation can be different for diploids and haploids.
I then consider polymorphic gene flow before moving onto the multilocus model
in Sec. 3.4. A similar analysis to the single locus case follows for the symmetric
multilocus case (loci are identical) in §3.4.2. I will show that the number of
loci has a significant impact on the conditions for bistability and hence local
adaptation. To conclude my examination of the genetic model, in Sec. 3.4.3, I
consider asymmetric loci. By treating the asymmetric equilibria as perturbed
symmetric equilibria, I show that large perturbations in the migrant frequency or
allelic effects can affect the conditions favourable for local adaptation by either
altering or destroying bistability. In Sec. 3.5, I examine the quantitative trait
model and show that in contrast to the genetic model, source-sink structure
does not emerge (i.e. no bistable equilibrium). This model is more like soft
selection models in which the population size is constant. I end the chapter with
a discussion of my findings, placing them in the context of previous work.
3.2 The general model
As described and depicted in §2.1.1, consider an island with Nu individuals (the
subscript ‘u’ is for ‘unscaled’, anticipating the parameter scaling that is to come).
We assume the island resides within a constant environment. Furthermore, the
areal extent of the island is kept constant, therefore population number and
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population density are exchangeable terms. Individuals are characterised by a
trait and this trait is subject to selection. Every generation, the local population
receives Mu migrant individuals from a large mainland source. The mainland
population is assumed to have reached demographic and genetic equilibrium and
therefore does not change over time. Also, there is no backward migration from
the island to the mainland. We describe further biological details in the next
section, where we present the population dynamics and the evolutionary dynamics
of the genetic model.
3.2.1 Population dynamics and the genetic model
We assume the trait consists of a number of finite diallelic loci with ‘+’, ‘−’ alleles
(see Fig. 2.1 for a depiction of the trait). Each locus contributes a small amount
to the trait, the value of which depends on the allelic state of the locus (Bulmer
1980). The sum of these contributions gives the total value of the trait. In
the genetic model, the evolutionary dynamics are the dynamics of the individual
genes. Let the ‘+’ (‘−’) allele be selectively advantageous (disadvantageous) and
its frequency at locus j be pj (qj = 1 − pj). We assume n loci contribute to
trait, where n ≥ 1, as depicted in Fig. 2.1. To follow the genetic dynamics of the
trait we would need to track the evolution of each locus and all the associations
between pairs of loci, three loci, four loci and so on. For more than a few loci
this quickly becomes intractable. However, we can simplify the dynamics by
neglecting the nonrandom associations between loci (linkage disequilibrium), if we
assume that combinations of genes get broken down at a rate faster then selection
(recombination is faster than selection) (Falconer & MacKay 1996). Loci can then
be treated as evolving independently of each other in linkage equilibrium, and we
can write down an equation for the deterministic rate of change for the jth allele
frequency.
The dynamical equations for population size Nu and allele frequency pj are,
dNu
dtu





= pj(1− pj)∂pjru +
Mu
Nu
(p̂j − pj) (3.1b)
where ru is the average (Malthusian) fitness or average growth rate, p̂j is the
allele frequency of the jth migrant locus, r0 and K are respectively the intrinsic
growth rate per capita and intrinsic carrying capacity (or maximum size) of the
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population in the absence of selection and migration.
These equations need some qualifying. Let us first look at the population
dynamics, Eq. 3.1a. The first term on the right-hand side is the contribution
of evolution (selection) to the growth of the population; the greater the average
fitness of the population, the higher the average growth rate per capita. This term
couples evolutionary dynamics with population dynamics. Since selection affects
the population size it is ‘hard’ (Wallace 1975). Generally, the average fitness
function, ru, depends on the underlying genetic or phenotypic assumptions of
the model and on the type of selection acting on the population. In the genetic
model, ru = ru({pj}) is a function of all the allele frequencies and the selection
pressure at each locus. Its specific form will be detailed in the relevant sections
later in the chapter. Without some form of population regulation, the population
would grow exponentially large. Therefore we introduce a density-dependent
term, the second term in Eq. 3.1a. The quadratic dependence on Nu ensures
that at small sizes, the population can grow almost unrestrainedly. For example,
when few individuals are around, there is no competition for resources and the
population will grow rapidly. However, at large sizes, resources may becomes
scarce and the population will not be able to sustain a high growth rate. This
is known as logistic regulation (Murray 1989, Ch. 2). The fraction r0/K sets
the strength of density-dependent regulation (if large, population regulation is
severe). In the absence of selection or migration, if ru = r0, then Eq. 3.1a is the
classic logistic equation (Balakrishna 1991). Many forms of density-dependent
regulation have been proposed and studied in the literature (Henle et al. 2004).
Indeed, we need not choose logistic regulation, any form of density-dependent
population regulation will do, provided it is an increasing function of population
size. However, we opt for logistic regulation because it is the simplest. The final
term in Eq. 3.1a is due to migration.
The dynamical equation for pj is similar to the equation Haldane derived in
the original mainland-island model, see 2.1. The first term on the right-hand side
is due to selection (Crow & Kimura 1970). The gradient ∂pjru gives the selection
pressure on locus j (in terms of Haldane’s model, this would be the selection
coefficient s in Eq. 2.1). We assume that selection is directional, and therefore ru
is a linear function of the trait i.e. all n allele frequencies (this is a generalisation
of Haldane’s model). However, Eq. 3.1b is quite general and can be used for any
type of selection (which will dictate the form of ru), provided it does not depend
on the population size or the allele frequencies. The second term in Eq. 3.1b is due
to gene flow (Crow & Kimura 1970). Immigration introduces foreign genes to the
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island gene pool. In Haldane’s model, the rate of gene flow is m and is fixed. The
rate of gene flow in our model is m = Mu/Nu, which varies as the population size
varies; migration couples selection with population dynamics. Assuming migrants
have perfectly adapted to the mainland environment, the degree to which migrant
genes are ‘foreign’ to the demic gene pool is characterised by p̂j: if p̂j = 0, the
mainland and island are maximally (genetically) divergent (at locus j). Note that
all loci couple to population size through the average growth rate, ru; therefore
although loci are treated as independent of each other, they are indirectly coupled
through the response of Nu to average fitness.
With the multilocus dynamics specified, we now wish to find the conditions
under which the favoured allele can remain frequent on the island and the
population can attain large sizes. We start by investigating a single locus, moving
on to the multilocus case, focussing on two distinct migrant regimes: when gene
flow is (i) totally maladaptive, p̂ = 0, and (ii) when it is polymorphic (partially
adaptive), 0 < p̂ 1
2
. As we will show, the single-locus results qualitatively carry
over to the multilocus case, which is expected since loci evolve independently.
However, there are important differences due to the indirect coupling of loci to
population size.
3.3 Single locus case
In this section we examine the model when fitness differences are caused by a
single locus. To find the criteria for spread of the local allele, we will solve
the dynamics and examine the the equilibria for totally maladaptive gene flow,
p̂ = 0. In the latter case, we will go into some detail and show that the
equilibrium is bistable for diploid individuals only. We will analytically determine
the critical migration rates between which bistability occurs. To conclude the
single locus section, we consider polymorphic gene flow. We will show that
bistability disappears in this case unless the local allele is rare on the mainland,
p̂ ∼ 0.
But first, we derive the functional form of ru for a single locus.
3.3.1 Average fitness ru
Suppose the ‘+’ allele has selective advantage 1
2
su (su is the unscaled selection
coefficient), and that it occurs in the island with frequency p. We can derive
an expression for the average fitness ru by considering the equivalent discrete
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population with nonoverlapping generations and noting that W u ≈ eru = 1 + ru
when ru is small (Crow & Kimura 1970), where W u is the average Wrightian
fitness in the discrete population. Specifically, in a diploid discrete population,
genotypes ++ : +− : −− have Wrightian fitnesses (1 + r0 + su) : (1 + r0) :
(1 + r0− su) at Hardy-Weinberg frequencies p2 : 2pq : q2 (Crow & Kimura 1970),
where q = 1− p is the frequency of the deleterious allele. We choose these fitness
values to ensure that in the absence of selection, the average growth rate will still
be positive and nonzero (1+r0). Similarly, the Wrightian fitnesses for haplotypes
+ : − are (1 + r0 + su2 ) : (1 + r0− su2 ) at frequencies p : q. Provided we can ignore
terms of order r20, s
2
u and r0su (selection is weak), the average Wrightian fitness
is
W u = 1 + r0 + suη(p− q) (3.2)
≈ er0+suη(p−q),
where η is the ‘ploidy parameter’: η = 1
2
for haploids, η = 1 for diploids.
Therefore the average fitness is
ru(p) ≈ r0 + suη(2p− 1), (3.3)
using q = 1−p. How sensitive growth is to selection is set by an ‘effective selection
coefficient’ sη. Note that we have assigned the Wrightian fitnesses to diploids and
haploids in such a way that the selective value of homozygotes ++ : −− is double
that of the equivalent haplotypes + : −. This emphasises the additive selective
value of the favoured allele. In classical population genetics, it is usual to assign
the same selective value to the homozygote and haplotype, so that if one allele is
dominant, the homozygotes would have the same selective value as the equivalent
haplotypes.
3.3.2 Scaling parameters
Through judicious rescaling of the variables, the number of free parameters can





= N(r(p)−N) +M, (3.4a)
dp
dt
= p(1− p)s+ M
N
(p̂− p) (3.4b)
where N = Nu/K, M = Mu/r0K, s = su/r0, t = tur0 and r(p) = 1 + s(2p − 1)
(note ∂pr = s).
3.3.3 Solving the dynamics
We wish to solve the (scaled) dynamics and find the equilibrium states. The
coupled, nonlinear dynamical equations admit at most four unique equilibria.
The stability, degeneracy and biological validity of each steady state is controlled
by the parameters M , s, p̂ and η. If we assume N has reached equilibrium, its
solution, found from Eq. 3.1a by setting Ṅ = 0, can be substituted into Eq. 3.1b,
forming a quartic polynomial, Qp(p, p̂), in p only. A similar quartic, QN(N, p̂),
can be formed for N using the equilibrium solution of p from ṗ = 0. The roots
of these two quartics are the four equilibrium values of N and p that form the
equilibria {N, p}. These quartics are,
QN(N, p̂) =N
4 − 2ηN3 + (1− 2M + 2ηM − η2s2)N2 (3.5a)
+ 2M(1− η + η2s− 2η2p̂s− η2s2)N +M2(1− 2η).
Qp(p, p̂) =4Ms
2p4 + 4Ms(1 + 2s− 3sη − 2p̂s)p3 (3.5b)
+ 4M(M − 1− p̂s− s2 + ηs2 + 3ηp̂s)p2
+ 4Mp̂(s− ηs2 − 2M)p+ 4M2p̂2.
The roots of the quartics can be found exactly. However the expressions are
impenetrable. Instead, we assess the special case of totally maladaptive gene flow
(maximal environmental heterogeneity), before considering partially maladaptive
gene flow.
3.3.4 Totally maladaptive gene flow
How does the island population adapt when the local allele is lost from the
mainland p̂ = 0. This is the ‘worst case’ scenario: if the island can adapt
under totally maladaptive gene flow (all foreign genes are locally unfavourable),
it should certainly fare better when the local allele is rare. We first determine
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simple analytical expressions for the equilibria, moving on to characterise the
bistability that arises for intermediate migration rates. The critical migration
rates that delimit this range are important for understanding local adaptation.
The dynamical equations in Eq. 3.4 are easily solved for p̂ = 0 to give the
following equilibrium solutions for the allele frequency (dropping the asterisk),
ph = 1− M
Nhs
, (3.6a)
pl = 0, (3.6b)















where rmin = r(0) and rmax = r(1). Substituting N
(±)
h into Eq. 3.6a uniquely
determines ph.
The relative strengths of migration and selection dictate whether the island
population is polymorphic, ph, or monomorphic for the unfavourable allele, pl,
at equilibrium. This is a classic result and goes back to Haldane’s work on gene
flow and selection for soft selection (Haldane 1931), as discussed in §2.2. When
selection is stronger than migration, a balance is struck between the degrading
force of maladaptive gene flow and adaptation. The small migration load results
in a genetically polymorphic island and the favoured allele is able to reach
potentially high frequencies, ph. We will also refer to the polymorphic state
as the ‘high’ or ‘adaptive’ state. If instead migration is stronger than selection,
the island is overrun by maladapted migrants and it becomes monomorphic and
the favourable allele is lost, pl = 0. The monomorphic state will also be referred
to as the ‘low’ or ‘maladaptive’ states.
The four steady states are: {N (±)h , ph} and {N (±)l , pl}. We can immediately
discount state {N−l , pl}, because N−l is negative or complex for all parameter
values. The stability and biological validity of the remaining three states,
{N+h , ph}, {N−h , ph} and {N+l , pl}, depend on ploidy and the relative strength
of selection and growth.
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The effect of ploidy
Ploidy (characterised by η) makes a significant difference to the equilibrium
behaviour of the population through its effect on the equilibrium population size,
see Eq. 3.7a: for every immigrant, diploids experience twice the cost of deleterious
migrant alleles as haploids do, since they carry twice as many homologous genes
per locus and the cost is the same per gene (cf. §3.3). In other words, diploids are
more vulnerable to the degrading effect of maladapted gene flow than haploids.
This genetic cost translates into a demographic cost through the average fitness
r, specifically the effective selection coefficient, sη. Consequently, there are only
two biologically valid haploid states (recall that for haploids η = 1
2
). Therefore
the state {N−h , ph} is unbiological, because since N−h = 0, p−h is indeterminate.
Of the remaining two states, {N+l , pl} and {N+h , ph}, only one can be stable
for a given set of parameters. Therefore, we have the interesting result that a
haploid population is always monostable at equilibrium for a single locus. On the
other hand, for diploids, η = 1 and state {N−h , ph} is well-defined. Therefore a
diploid population can be bistable as well as monostable at equilibrium; the final
equilibrium state depends on the initial conditions of the population.
The effect of ploidy on the stability of the equilibrium states, and consequently
its effect on local adaptation and demography, depends on the relative strengths
of growth and selection. We therefore next take a closer look at the steady
states {N+h , ph}, {N−h , ph} and {N+l , pl} when growth dominates selection, and
vice versa.
Growth dominates selection
When the effective selection strength satisfies sη ≤ 1, selection is weak relative
to growth.
The stable equilibrium population size, allele frequency and average fitness for
high growth are shown in Fig. 3.1. As the figures show, at a critical migration
rate Ml (Ml,η) the equilibria are discontinuous. This is the threshold rate found
by Haldane, determined by the balance between selection and gene flow, at
which the local allele is lost. For migration rates below Ml, selection dominates
migration and the polymorphic state {N+h , ph} is stable. That is, the island
population adapts and the locally favoured allele persists at high frequencies. As
migration increases, the allele frequency (hence average growth rate) decreases
monotonically, until the critical threshold Ml, when the migration load becomes





































Figure 3.1 Single locus deterministic equilibria when growth dominates
selection: the equilibrium (a) population size, (b) allele frequency and (c) average
fitness r are shown for diploids (solid lines, s = 2) and haploids (with circles,
s = 1) for p̂ = 0. The neutral equilibria are also shown for comparison (dashed
lines). The critical rates Ml,η (indicated in the figures) are Ml,D for diploids,
Ml,H = 4 for haploids. Critical migration rates M∗ (not indicated), below which
the favoured allele is more common, are M∗ = 34 for diploids and M
∗ = 2 for
haploids.
Above Ml, selection is weaker than migration and the maladaptive, low state
{N+l , pl} is stable. The local allele is lost as migrants swamp the island, just as in
Haldane’s mainland-island model (see §2.2.1). Additionally, the average growth
rate becomes zero. Setting Nl = Ml/s and rearranging, the critical rate is,
Ml =
s η = 1,s(1
2




The critical rate Ml is lower for diploids than it is for haploids. This is because
diploids are more susceptible to maladaptation than haploids, as discussed earlier.
The ploidy effect is also the reason that, for migration rates below Ml, the haploid
population size remains constant despite the increasing migration load and the
steady depletion of the favoured allele, see Fig. 3.1a; the increase in selective
deaths (decrease in r) due to gene swamping is balanced by the number of
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incoming migrants, see Eq. 3.7a. In a diploid population, incoming migrants
cannot compensate for the greater loss in average fitness. Once the island ceases
to experience gene flow, ploidy no longer affects demography, as can be seen for
migration rates above Ml, when the monomorphic steady state is stable.
An important consequence of strong growth is that despite maladapted gene
flow the average growth rate does not fall below zero, see Fig. 3.1c. For the





Since p cannot be negative, this is satisfied only if selection is stronger than
growth, i.e. sη > 1.
The neutral equilibria are also shown in Fig. 3.1. Whilst the island population
is polymorphic, as migration increases the allele frequency falls below 1
2
; neither
allele is more common than the other on the island and the average growth rate
is the same as the neutral average growth rate, r = 1. The migration rate at







(2 + s), (3.9)
which is ploidy-independent. Therefore, a high degree of adaptation occurs for
low migration rates, M < M∗ < Ml, when the local allele is more frequent on
the island than the deleterious allele and the average growth is higher then the
neutral value.
Once migration dominates selection, the island is completely maladapted.
Despite this genetic cost, there is no associated demographic cost as such as; the
population remains at least as large as the intrinsic carrying capacity, irrespective
of ploidy or the strength of migration relative to selection. Above the threshold
rate Ml, the population stops growing, but the population size continues to
increase due to high migration.
The results of this section follow simple intuition: if growth is a relatively
stronger force than selection the population will be saved from low average growth
rates despite maladaptation, which occurs once migrant genes dominate the gene
pool, for migration rates below M∗. In the next section we consider the opposite
case, when selection dominates growth.
Selection dominates growth
If selection is stronger than growth, sη > 1, the main difference with the previous
scenario is that the average growth rate can become negative and hence the local
population can become a sink; it collapses to small sizes and requires migration
to increases its size. In Haldane’s model, the population size was constant,
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and therefore it could not become a sink. In our model, migration couples
the dynamics of population size and genetic change, creating positive feedback
between the two. The more maladaptive the migrant genes (i.e. the smaller p̂),
the greater the reduction in the population’s average fitness. The population
size then reduces because adaptation influences the population size through the
average fitness. A smaller population size increases the rate of maladaptive gene
flow into the deme, which further diminishes the population size, completing the
feedback. This positive feedback is a type of “migrational meltdown” (Ronce &
Kirkpatrick 2001). Migration also increases the population size, which is known
as the “rescue effect” (Hanski 1999, Ch. 4).
Figure 3.2 shows the equilibrium population size, allele frequency and average
fitness for haploids and diploids. Haploid equilibria are similar to the weak
selection case discussed in the previous section: the adaptive and maladaptive
states are separated by a critical rate Ml, just as in Haldane’s mainland-island
model, see figures 3.2a and 3.2b. The key difference is demographic: the average
fitness becomes negative for migration rates above rate M∗∗ and the population




(2 + s)2. (3.10)
If the population is polymorphic, it can still become maladapted for migration
rates above M∗, given by Eq. 3.9
The diploid equilibria, however, are markedly different. An upper threshold
migration rate, Mh, appears in addition to Haldane’s critical rate Ml. The latter
arises due to the balance between migration and selection that is maintained
at equilibrium; similarly, the former is due to the balance between growth and
selection (more precisely selective deaths i.e. the elimination of deleterious alleles)
that must also be balanced at equilibrium. For an intermediate range of migration
rates above rate Ml and below the upper critical rate Mh, the high and low
states are simultaneously stable, see figures 3.2a and 3.2b. In this case, the final
equilibrium depends on the initial state of the population. For high migration
rates aboveMh, only the monomorphic (maladapted) state is stable. Additionally,
the average growth rate associated with the monomorphic state is negative and
the population is a sink, similar to the haploid case above, see Fig. 3.2c.
Diploid bistability arises because of the ploidy effect discussed earlier: a
diploid locus carries a greater migration load than a haploid locus and therefore
the population size reduces to the carrying capacity and the growth rate becomes






























































 2 Ml Mh  6  8
M
(c) Average fitness
Figure 3.2 Single locus deterministic equilibria when selection dominates
growth, one locus: equilibrium (a) population size, (b) allele frequency and average
fitness for haploids (left) and diploids (right) with s = 3 and p̂ = 0. The stable
polymorphic (upper curves) and monomorphic equilibria (lower curves) are shown.
The critical migration rates are: Ml = 7.5 for haploids, Ml = 3, Mh = 4 for
diploids. For M < M∗ = 3.75 adaptation occurs, and for M > M∗∗ = 6.25
haploid fitness becomes negative. Neutral equilibria are also shown (dashed lines).
and population sizes at or below the intrinsic carrying capacity seem to be
requisites for bistability. In contrast to the weak selection case, the high steady
state remains stable for migration rates higher than the critical rate Ml; the
local allele persists under relatively larger migration loads than when growth
is stronger than selection. However, this depends on the initial state of the
population: if initially the population lies within the domain of attraction of the
42
polymorphic (monomorphic) state then the local population will be polymorphic
(monomorphic) at equilibrium for migration rates M < Mh (M > Ml)
(Thompson & Stewart 1986, Strogatz 2004). A linear stability analysis of both
states is presented in App. A. The bistability is characterised in greater detail in
the next section, where we also determine the critical rate Mh.
Irrespective of ploidy and migration, the population size is at least as large
as the intrinsic carrying capacity, even when the island turns into a demographic
sink. Therefore, once again, maladaptation does not incur a demographic penalty.
Once the local allele is lost, migration sustains population numbers. Note that
the population is actually a pseudo sink (Watkinson & Sutherland 1995), since
without migration it would maximise fitness and attain large population numbers,
as per Fisher’s Fundamental Theorem of Natural Selection (Fisher 1958).
We have considered the effect of relatively strong and weak growth when gene
flow is totally maladaptive. We have found that source-sink structure emerges
and, for diploids, bistability for an intermediate range of rates, when growth is
weak relative to selection. Next we take a closer look at the diploid bistability,
before moving on to consider polymorphic gene flow.
Bistability and critical migration rates
Bistability occurs when the average fitness falls below zero. We define the
‘bistable range’ as the range of rates bounded by critical rates Ml and Mh.
Bistability implies that historical events have a bearing on the population’s
fate; in addition to the relative strengths of migration, selection and growth,
the population’s initial state prior to receiving immigrants also matters.
Rate Ml separates weak/strong migration (relative to selection) when growth
is strong and is determined by the balance between selection and gene flow. The
upper critical rate Mh emerges when growth is weak relative to selection. An
analytical expression for Mh is found using quartics Fx = Qx(x, p̂) + x, where
Qx(x, p̂) is given by Eq. 3.5. When M = Mh, curves y = FN(N) and y = Fp(p)
are tangential to lines y = N and y = p respectively. This gives two conditions
that rate Mh must satisfy, namely Fx(x) = x and F
′
x(x) = 1, (see App. A for
details). The diploid critical rates are,






Both rates depend on selection. The stronger selection is, the greater the ‘width’
of the bistable range, which we define to be 4M = Mh −Ml. For s ≤ 1, the






























Figure 3.3 Single locus critical migration rates and corresponding equilibria:
(a) Mh (solid line) and Ml (with circles) for varying s. Above Mh the low state
is stable, below Ml the low state is stable. Bistability occurs for points (s, M)
that lie within the shaded region between the curves. For s < 1 diploid bistability
disappears. (b) equilibrium population size (left) and allele frequency (right) for
critical migration rates Ml (solid line) and Mh (dashed line).
The bifurcation curve in Fig. 3.3a shows the changing bistable width (shaded
region) for increasing selection. In Fig. 3.3b the equilibrium population size and
allele frequency for critical ratesMl andMh are shown. At rateMl, the population
size is N = rmax and the allele frequency is p = 1− 1/rmax. The population size
reduces to N = rmax/2 at migration rate Mh, with p = 0. The high state
population size for M just below Mh is the largest size attainable by the local
population whilst the favoured allele persists. This is local adaptation under
the largest migration load experienced by the population for a given selection
strength s. Furthermore, for s ≥ 2, the island population is biased towards the






The importance of historical events
Characteristic of nonlinear dynamical systems with multiple stable states, there is
hysteresis: the population ‘jumps’ between the adaptive and maladaptive states



















Figure 3.4 Hysteresis in the average diploid fitness r for varying migration with
s = 2.5, p̂ = 0. The population ‘jumps’ between states at critical rates Ml and Mh.
The arrows indicate two different paths: (1) the island is initially polymorphic
and migration is increased from a low to a high rate and (2) the island is initially
monomorphic and migration is reduced from a high rate.
In Fig. 3.4 the average diploid fitness is shown. Suppose the population is
initially polymorphic and migration is low, M < Ml (path 1, top arrow in figure).
Migration begins to increase. The population remains polymorphic until rate Mh,
when the migration load becomes too large, the local the allele is suddenly lost and
the island becomes monomorphic. Now, suppose the migration rate is reduced
(path 2, bottom arrow in figure). The population remains monomorphic until
rate Ml, when it suddenly becomes polymorphic. If the local allele is lost from
the mainland, p̂ = 0, hysteresis makes little biological sense: once the allele is lost
from the island it cannot spontaneously reappear (without mutation). However,
as we show in the next section, if the local allele is rare on the mainland, p̂ ∼ 0,
the island can become polymorphic once again at Ml and hysteresis is biologically
interesting.
We have investigated the effect of total maladaptation on the island population
and found that local adaptation depends not only on the relative strengths of
selection, migration and growth, but on ploidy also. For migration rates that
lie within the bistable range, local adaptation may also depend on the state of
the population prior to the onset of gene flow. Next we examine equilibria for
polymorphic gene flow, in particular, for when the local allele is rare, p ∼ 0.
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3.3.5 Polymorphic gene flow
Suppose the migrant gene pool is polymorphic. Exact steady state solutions can
be obtained from the quartics in Eq. 3.5 but the expressions are unwieldy. Instead
we determine equilibria by numerically solving the dynamics using mathematica











Figure 3.5 shows the equilibrium diploid population size and allele frequency for
different degrees of migrant polymorphism. When the local allele is rare on the
mainland, p̂ ∼ 0, for example p̂ = 0.002, the situation is similar to the case of

















































Figure 3.5 Single locus equilibria for polymorphic gene flow: diploid equilibrium
population size (left) and allele frequency (right) are shown. Top row, p̂ is varied
with s = 2.5 and M = 3. Bottom row, migration rate M is varied with s = 1 and
p̂ = 0.1. When the local allele is rare, p̂ ∼ 0, bistable equilibria emerge (top row,
inset).
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As p̂ increases, bistability disappears and the population size and allele
frequency smoothly decrease with increasing migration. Once migration is high
enough to compensate for maladaptation, the population size begins to increase,
see figures 3.5c and 3.5d. Notice that the population turnaround occurs for
p > p̂, before the island is completely swamped by migrant genes. The greater
the migrant polymorphism, or the more common the local allele is on the island,
the smaller the migration load since the smaller the initial heterogeneity between
mainland and island. As would be expected under less maladaptive gene flow,
the population size is larger and the allele frequency is higher.
We have come to the end of our examination of the single-locus model.
We have found that when the local allele is rare or lost on the mainland,
local adaptation requires either weak selection and migration relative to strong
growth, or for weak growth, strong selection and low to intermediate migration.
Furthermore, the feedback between demography, adaptation and migration can
turn the mainland-island system into a source-sink system when selection is
stronger than growth and introduces an upper critical threshold above which
adaptation is not possible.
We now turn to polygenic evolution and first investigate the multilocus model,
before moving on to the quantitative trait model.
3.4 Multilocus case
In this section we investigate the consequences for local adaptation when
multilocus evolution is coupled to population dynamics. We first determine the
average fitness, which is a simple extension of the single locus average fitness.
We then examine two distinct cases: when loci are symmetric (they have the
same effect on trait), and when they are asymmetric. The former is known as the
‘symmetric model’ (Barton 1992). It is a simple extension of the single locus case
and can be solved analytically. The asymmetric model, on the other hand, quickly
becomes difficult to analyse exactly for more than a few loci. We will therefore
treat the asymmetric case as a perturbation from the corresponding symmetric
case. We again consider total maladaptive gene flow and polymorphic gene flow.
We will find that though the multilocus results are qualitatively similar to the
single locus case, important differences arise. Furthermore, asymmetries across
loci can dramatically disturb bistability at equilibrium.
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3.4.1 Trait average and variance
As outlined in §3.2.1, we assume n loci contribute to the trait and that loci evolve
independently according to the dynamical equation Eq. 3.1b. Suppose the small
contribution of locus j to the trait is 1
2
αj (−12αj) for each gene that expresses the
favoured (deleterious) allele. The sum of contributions over loci equals the final
value of the trait. For n diploid (η = 1) or haploid (η = 1
2
) loci, we define the




j=1 αj(Ij1 + Ij2 − 1) η = 1,∑n
j=1 αj(Ij1 − 12) η = 12 ,
(3.13)
where indicator variable Ijk is ‘1’ if the k
th copy of the gene at the jth locus










To determine the average fitness r, we follow the procedure in §3.3 (but using
scaled variables). In the equivalent discrete population, we take the fitness to
be an exponential function since selection is directional; therefore the Wrightian
fitness is W (z′) = eβz
′
, where β is the selection gradient (the slope of the graph of
fitness against trait; Barton et al. 2007, Ch. 15). The average Wrightian fitness
is then approximately
W = eβz′ (3.15)
≈ 1 + βz,
where z is the trait mean. Since ln(eβf(x)) ≈ βf(x) when β is small, the average
fitness is
r = 1 + βz. (3.16)





= pj(1− pj)βαj + M
N
(p̂j − pj), (3.17)
which is just Eq. 3.1b with Eq. 3.16 and Eq. 3.14a substituted in. The equilibrium
behaviour of the population is described by the simultaneous solution of n + 1
dynamical equations. In general, exact analytical solutions are not possible. Note
that the specific form of the trait does not matter. To determine the selection
pressure on each locus, we need only specify how the average fitness varies with
average trait, i.e. the selective gradient given by ∂zr = β, and the contribution of
the jth locus to the trait, αj. However, for the sake of clarity we have specified a
particular form for the trait.
However, if loci are identical, exact analysis is possible in the limit of total
maladaptive gene flow, p̂j = 0. Under symmetry, the number of degrees
of freedom reduce to just two, the population size and the symmetric allele
frequency. As we will show in the next section, the qualitative results are therefore
similar to the one locus case. However, important differences arise due to the
coupling between selection and growth through the effective selection coefficient.
3.4.2 Symmetric loci
The allelic effect, α, and migrant frequency, p̂, are identical across symmetric loci,
and each locus has the same equilibrium allele frequency (by definition). The
multilocus model can therefore be reduced to an equivalent single locus model.
Setting αj = 1 and s = β in Eq. 3.17, the symmetric multilocus model has the
same dynamics as the single locus case in Eq. 3.4, except that the average fitness
in Eq. 3.4a now depends on n loci,
r = 1 + nsη(2p− 1). (3.18)
The effect of n loci is to increase the sensitivity of growth to adaptation by
‘inflating’ the effective selection coefficient, which is now nsη. In fact, the single
locus model is a special case of the symmetric model. The selection strength per
locus is still s.
We analyse the symmetric case in much the same way as the single locus
model; the hard work has already been done, and the single-locus results are easily
extended to account for n loci. We again consider and contrast the equilibrium
behaviour of the island in the case of totally maladaptive gene flow (p̂ = 0) and
polymorphic gene flow (p̂ > 0).
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Totally maladaptive gene flow revisited
What effect do symmetric loci have on local adaptation and demography when
the local allele is lost on the mainland? The equilibrium states of N and p were
given in §3.3.4. These are Eq. 3.7 and Eq. 3.6 respectively, but now with the






















Figure 3.6 Deterministic equilibria for 5 symmetric haploid loci: equilibrium
population size (left) and allele frequency (right) with s = 34 and p̂ = 0. The upper
critical migration rate is Mh = 5291024 . There is no biologically valid lower limit to
the bistable range (i.e. Ml < 0). Neutral results are also shown (dashed lines).
In Fig. 3.6 the equilibrium population size and symmetric allele frequency are
shown for five haploid loci. Similar to the single-locus results (see Fig. 3.2), the
island is either polymorphic with a positive average growth rate, or it is fixed for
the deleterious allele and becomes a (pseudo) sink. The states are bistable for a
range of migration rates. Above an upper critical rate Mh, the favoured allele is
lost and the local population is maladapted.
Aside from these common features, the equilibria in Fig. 3.6 also highlight
the differences between the single-locus and symmetric results. These differences
arise solely because of the ‘inflated’ effective selection coefficient, nsη: growth
becomes increasingly sensitive to adaptation with large loci numbers. It takes
fewer deleterious alleles, hence a lower migration rate, for the average fitness to
fall below zero and hence for the local population to become a sink.
Weak selection
In the single locus case, the polymorphic and monomorphic states are bistable
for a diploid locus when the effective selection coefficient satisfies sη > 1. For
diploids, there is no distinction between the effective selection coefficient and the
selection coefficient per locus, so s has to be greater than 1. For symmetric loci,
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the more general condition for bistability is snη > 1. What this means is that
the selection strength per locus, s, can be weaker than the intrinsic growth rate
and bistability will still exist, provided locus number n satisfies n > b 1
sη
c, where
bxc is the floor of x. Since the effective strength of selection is spread across n
loci, s ≈ 1
n
, a relatively small selective advantage could have a large effect on
demography if many loci experience the same selective advantage.
The importance of ploidy
In the single locus case, because a diploid locus experiences a greater migration
load per locus than a haploid locus, bistability only exists for diploids. In the
symmetric case, haploid loci can also be bistable, provided snη > 1. It would
seem the ploidy parameter has been rendered obsolete, since it features in the
dynamics only as one part of the product nη. There is indeed an equivalence
now between diploids and haploids: for a given selection strength per locus s, n
diploid loci are indistinguishable from 2n haploid loci in our model. However,
for an odd number of haploid loci, there is no diploid equivalent. Note that this
equivalence is merely a mathematical observation and has no biological relevance
since ploidy is generally preserved throughout an individual’s life history (with
the exception of meiosis).
Extreme population sizes
The equilibrium population size is at least as large as the carrying capacity size,
irrespective of the parameters, in the single locus case. In the symmetric case
however, since the effective selection coefficient can be large if n is large, even
if selection is weak, the difference between the maximum and minimum average
fitnesses increases, thus increasing the difference between the high and low state
population sizes. As a result, population size in the maladapted state can fall far
below the intrinsic carrying capacity, (N < 1). For this to happen, the inequality
sη(1 − n)(sη + 1) < 0 must be satisfied. This is only possible if more than one
locus contributes to trait, n > 1. If loci numbers are large, say n > 20, the high
and low state population sizes become ‘polarised’, taking on extremely large and
extremely small values respectively.
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Critical migration rates
We can determine the critical migration rates Ml and Mh for n symmetric loci
in the same we did for one locus, see Eq. 3.8 and §3.3.4. Rate Ml is found by
rearranging Nl = Ml/s. To find Mh, we form quartics Qx(x, p̂) (where x = N
or p) similar to those in Eq. 3.5 (see §3.3.3) but using the symmetric dynamics.
We then form the functions Fx(x) = Qx(x, p̂) − x and use the fact that when
M = Mh, the conditions Fx(x) = 0 and F
′
x(x) = 1 are satisfied. The critical
migration rates for the symmetric model are
Ml = s(rmin + s), (3.19a)
Mh =
r2max
4(2nη − 1) . (3.19b)
where rmin = 1− snη and rmax = 1 + snη. We recover the one locus expressions
with n = 1, cf. Eq. 3.11. Unlike in the single locus case, Ml can be negative
if s > 1/nη + 1. That is, if n is large or s is sufficiently weak, the lower limit
of the bistable range becomes unbiological and hence disappears; the high and
low states are bistable for almost zero migration. What this means is that if
the population lies initially within the domain of the low state, i.e. it is initially
maladapted, it will have little chance of adapting, even under weak migration.
The critical migration rates are shown in figures 3.7a and 3.7b for two and four
loci respectively.
The bistable width increases for large locus numbers and/or strong selection.
If the population is initially within the domain of polymorphic state, it can
withstand maladaptive gene flow for high migration rates when selection is
relatively weak, due to the cumulative effect of selection on many loci.
The population sizes and allele frequencies at the critical migration rates are
shown in figures 3.7c and 3.7d respectively. AtMl, the population size is ‘inflated’,
many times the carrying capacity, whereas at Mh it remains close to zero for large
s, i.e. it effectively collapses and is close to extinction. This ‘collapse’ is not seen
in the single locus case, where the population size always remains at least as large
as the intrinsic carrying capacity, i.e. N ≥ 1. These ‘polarised’ population sizes
can be seen clearly in the figures. As the number of loci that contribute to trait
increase, changes in the population size become more sensitive to changes in the
genetic make-up of the population due to the effective selection coefficient, nsη.









































Figure 3.7 Critical migration rates and equilibria for symmetric diploid loci: Mh
and Ml (top row) and the critical population size and symmetric allele frequency
(bottom row) for totally maladaptive gene flow. Top row, bifurcation curves
showing Ml (lower curve) and Mh (upper curve) for (a) n = 2 and (b) n = 4.
Where indicated, the high and low states are stable. Notice that the lower bound
Ml almost disappears for s < 1 in (b). Bottom row, (c) the critical population size
and (d) critical allele frequency at Ml (dashed curves) and Mh (solid curves) are
shown for n = 10. The difference between the critical population sizes increases
for increasing s, and the polymorphic allele frequency does not fall below 1/2.
high enough to cause the population size to collapse. The critical allele frequencies
also appear ‘polarised’: the local allele is either lost or close to fixation. The larger
the number of loci, the more polarised the critical states become. Again, local
adaptation is possible under the greatest migration load for M just below rate
Mh, that is, just before bistability collapses. Note that in contrast to the single
locus case, in the high state, if n is large, the population is always well-adapted
since the favoured allele is always the common allele, ph  1/2 (threshold M∗
does not exist since rate Ml can ‘disappear’).
We have examined the symmetric model under totally maladaptive gene
flow and found that the larger the number of loci the greater the difference
between the high and low states. The penalty of maladaptation increases with
increasing loci number, but local adaption is more robust against gene flow:
however, this requires the local population to be in an adaptive state before
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the onset of migration. The ‘inflated’ selection coefficient produces another
important difference between the single locus case and symmetric case to do
with polymorphic gene flow. We next explore the effect of symmetric loci on
local adaptation when migrant gene flow is polymorphic.
Polymorphic gene flow revisited
In the single locus case, polymorphic gene flow destroys bistability for any
amount of migrant polymorphism except when the local allele is rare. The
analytical results are the same as the single locus case in Eq. 3.12, but with
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(d) p̂ = 0.3
Figure 3.8 Equilibrium population size for 5 symmetric, diploid loci for
different migrant allele frequencies p̂ with s = 1.
Figure 3.8 shows the equilibria of different migrant frequencies p̂ for five diploid
loci. The steady states are bistable for polymorphic gene flow, in contrast to the
single locus case, even when the local allele is not rare on the mainland, see
Fig. 3.5. As gene flow becomes less maladaptive (p̂ increases), the difference
between the high and low state decreases, see figures 3.8b and 3.8c. Furthermore,
the bistable width shrinks and both critical migration rates increase. This
is because increasing migrant polymorphism decreases the migration load and
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so the local population is less maladaptive. This is opposite to the effect of
increasing loci number or selection strength. The local population can persist
in the adaptive state for higher migration rates. However, p̂ can still be high
enough to destroy bistability for modest loci numbers and the population steadily
becomes maladapted as migration increases, see Fig. 3.8d.
This concludes our discussion of the symmetric model. What happens when
loci deviate from the simplifying assumptions of the symmetric case? In the
next section we explore the how local adaptation is affected by asymmetric loci
under joint demographic and adaptive evolution. In particular, we focus on when
bistability exists between the high and low states.
3.4.3 Asymmetric loci
We have looked at the case where loci contribute identically to trait, αj = α,
and experience the same migrant frequency, p̂j = p̂. Asymmetry across loci
can arise in two ways. First, each locus can contribute a different amount to
trait, that is, the allelic effect αj is different for each locus. For example, for
five loci the allelic effects may be α = {0.01, 0.5, 0.2, 0.1, 0.3}. Different allelic
effects result in some loci being more important to local adaptation than others
with a smaller allelic effect on trait. Second, asymmetry may arise amongst loci
if the migrant frequency at each locus is different, p̂j. Each asymmetric locus
gives rise to a different steady state allele frequency (see Eq. 3.1b), in contrast
to the symmetric loci case where loci have the same steady state frequency.
Therefore, asymmetric equilibria consist of n equilibrium allele frequencies and
the equilibrium population size. Exact analysis of asymmetric equilibria is
intractable, since they depend on the simultaneous solution of n + 1 nonlinear,
coupled equations. Numerical solutions, on the other hand, are easily obtainable
using mathematica (Wolfram 1999).
Depending on the parameters, individual loci can have either one or two
stable equilibrium allele frequencies, as in the single locus case. Each ‘bistable
locus’ will have a different adaptive (high) and maladaptive (low) equilibrium
allele frequency depending on the value of αj and p̂j. Since loci are coupled
to population size, for a given ‘high’ or ‘low’ population size the asymmetric
equilibrium is stable only if all bistable loci are simultaneously at their respective
high or low equilibrium allele frequency. Any mixture of high and low allele
frequencies amongst bistable loci results in an unstable asymmetric equilibrium.
Therefore, for asymmetric loci, as for symmetric loci, there can be at most two
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stable equilibria, one adaptive and one maladaptive. In general, some loci will be
fixed for the local allele, others will be lost and, depending on the initial state of
the population, others will have either high or low levels of polymorphism.
A qualitative understanding of the asymmetric model is possible if we treat
the asymmetric steady state equilibria as a perturbation from a symmetric
equilibrium. We next examine the effect of small and large deviations in p̂
and α on a symmetric equilibrium. In particular, we determine when these
perturbations preserve bistability.
Perturbations from symmetry
Consider the n-locus symmetric equilibrium {N0, p0} with symmetric migrant
frequency p̂0 and symmetric additive effect α0. Suppose that either p̂j or αj (but
not both) is perturbed by an amount δj at locus j such that
∑n
j=1 δj = 0 (all
other parameters are kept constant). The latter constraint is always true since
for an arbitrary pattern of deviations in either p̂ or α, the symmetric migrant




j p̂j, and similarly the symmetric average




j αj. If εj is the deviation of asymmetric allele frequency
p′j from the symmetric allele frequency p0 at locus j, then
∑
j εj = 0. For small
εj, ε
2
j ≈ 0, which means that the variance of deviations is approximately zero,
σ2ε = ε
2 − (ε)2 ≈ 0. Taylor expanding p′j about p0 is
p′j = p0 + a1(N
′)εj + a2(N ′)ε2j + a3(N
′)ε3j + . . . , (3.20)
where coefficients ai(N
′) are functions of p̂o, α0, η, M , s and the N ′ is the
perturbed (asymmetric) equilibrium population size. But N ′ is dependent on
the asymmetric average fitness. Substituting Eq. 3.20 into the average fitness
Eq. 3.16 gives







j + . . . (3.21)
where r0 = 1 + snη(2p0 − 1) is the symmetric average fitness and coefficients
Ai depend on functions ai(N
′). Since the deviations εi sum to zero, the
asymmetric average fitness only depends on second order (and higher) effects.
If deviations are small, then r′ ≈ r. Therefore, the asymmetric equilibrium
does not deviate significantly from the symmetric equilibrium when deviations
εj are small enough that the variance of deviations σ
2
ε is approximately zero.
However, if σ2ε > 0, then second order (and higher) deviations become important.
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In this case, it is difficult to predict what will happen, since the resultant
asymmetric equilibrium depends crucially on the pattern of deviations across loci.
However, only three outcomes are of interest: either the bistable width shrinks,
expands or disappears altogether. Asymmetric equilibria cannot be bistable if
the corresponding symmetric equilibrium is not bistable, since we have assumed
that deviations sum to zero.
Below we provide numerical examples to illustrate the asymmetric equilibria
that arise from small and large perturbations in the migrant frequency p̂, followed
by perturbations in the additive effects α.
Migrant frequency
Figure 3.9 shows the equilibrium average fitness for small and large perturbations
in p̂ (α = 1 for all loci). What the expansion in Eq. 3.21 suggests, and what
Fig. 3.9a clearly shows, is that symmetric equilibria are robust against small
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Figure 3.9 Equilibrium average fitness r′ for ten asymmetric diploid loci, with
asymmetric migrant frequencies. (a) perturbations are small with variance σ2εi =
0.006. The asymmetric average fitness (solid line) is barely distinguishable from
the symmetric result (dashed line). (b) deviations are larger with a higher variance,
σ2p̂ = 0.070. The symmetric parameters are α0 = 1.11, s = 0.800, p̂0 = 0.260.
As shown in Fig. 3.9b, for relatively large deviations with higher variance, the
asymmetric equilibrium differs significantly from the corresponding symmetric
equilibrium. The bistable width increases because deviations in p̂ are such that
the overall migration load increases. Only a few large deviations are necessary
to depress the average fitness of the population such that it is vulnerable to
maladaptation at lower migration rates. Numerical investigations suggest that
bistability is always preserved: if the symmetric equilibrium is bistable, then
57
the asymmetric equilibrium will also be bistable, albeit over a different range of
migration rates.
Allelic effect
Deviations in α mean that selection varies across loci (s = βα and β is fixed).
Again, if the variance of deviations is small, then the asymmetric equilibrium
is barely distinguishable from the symmetric equilibrium, see Fig. 3.10a. Large
deviations can the cause collapse of bistability, as shown in Fig. 3.10b. Notice
that this increases the migration rate at which the island becomes a sink (r′ <



































Figure 3.10 Equilibrium average fitness r′ for ten, diploid loci with asymmetric
additive effects αj. (a) small deviations from the symmetric values, with variance
σ2ε = 0.005. (b) relatively large deviations with a higher variance, σ
2
ε = 0.940.
The symmetric average fitness (dashed line) has parameters s = 0.800, α0 = 1.11,
p̂0 = 0.260.
This can be understood by the fact that bistable loci behave in consort: either all
occupy their respective adaptive states or all occupy their respective maladaptive
states. If selection at one locus is large enough to destroy bistability at that locus,
all other loci adjust to maintain stability. If the deviation at one locus is too large,
stability cannot be maintained. Variations in p̂ or α, by affecting bistability, can
improve or diminish the possibility of local adaptation and persistence of the local
allele, when compared to the corresponding symmetric case.
We have come to the end of our examination of the genetic model. We
next investigate the joint evolution of population size and average trait under
directional selection. We study this model to contrast the results with the genetic
model, since both models experience the same dynamics and have the same trait.
58
Only, in the genetic model the allele frequencies are explicitly tracked, whereas
in the trait-demographic model, only the trait mean matters. This leads to an
entirely different picture of local adaptation, as we show next.
3.5 The quantitative trait model
Traits, such as body size or wing span, are the “foodstuff of evolution” (Lewontin
2004). In the explicit genetic model above, we modelled the selected trait as being
expressed by either a single locus or multiple loci and followed the dynamics of
individual allele frequencies together with the population size. However, the
genetic basis of a trait, such as allelic effects or indeed the number of loci, are
generally unknown. Understanding local adaptation in terms of the dynamics of
the quantitative trait without recourse to the dynamics of the underlying genetics
would therefore be ideal. This requires knowledge of the long-term dynamics of
the trait, which in turn depends on making some assumption about the genetic
architecture of the trait (Barton & Turelli 1989). The standard approach is to
assume normality: the phenotypic distribution of many traits is approximately
normal, or it can be made so in principle, by transforming to an appropriate
scale (Lande 1976, 1979, Falconer & MacKay 1996, Wright 1968-78). Moreover,
the transformation can be such that the trait variance is independent of the
mean (Lande 1976). This observation together with the fact that little has been
verified about what causes the underlying genetic variance (Barton & Turelli
1989), has led to the prevalent practice in evolutionary ecology of treating the
additive genetic variance as approximately constant.
Normality should hold under Fisher’s gene action model (Fisher 1918), in
which it is assumed that many unlinked loci of small effect contribute to the trait
(though a few loci can produce approximate phenotypic normality (Thoday &
Thompson 1976). The Central Limit Theorem is invoked to justify normality
when many loci segregate independently for the trait, though this is questionable
in some cases (Turelli & Barton 1990). If the relation between genes and
phenotype is assumed to be continuous and additive effects are small (βα is small),
a Taylor expansion shows that this leads to normality (Barton & Turelli 1989).
Therefore, we still make some assumptions about the underlying genotypic-
phenotypic relationship. However, the key idea is that we assume that we cannot
know the details of the underlying genetic dynamics of the trait, and/or that it
is analytically intractable to solve for the dynamics of all the many loci and their
nonrandom associations.
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In the quantitative trait model, we consider the same mainland-island model
as outlined in §3.2, but now under the joint dynamics of population size and the
average trait, z, instead of the individual allele frequencies. We will show that
under the constant variance assumption, the trait-demographic dynamics lead to
entirely different results to the genetic model. This highlights the sensitivity of
theoretical studies to the assumptions they rest upon.
3.5.1 Trait-demographic dynamics
We will now discuss the average trait dynamics. The dynamical equations for
population size and the average trait are




(ẑ − z). (3.22b)
where ẑ is the migrant trait mean. Equation 3.22a is the same equation for
population size that appears in the genetic model (see Eq. 3.1a, Eq. 3.4a), save
that r does not depend on the underlying frequencies, {pj}, but instead on the
value of z. Equation 3.22b can be understood as follows. The first term on the
right-hand side is due to selection and is the selection pressure multiplied by the
the trait variance (Bulmer 1980, Barton et al. 2007). Without any variation in the
trait, selection would have no effect on the trait. We assume directional selection
as before, so that the Wrightian fitness is an exponential function of the trait
average, as discussed in 3.4.1. Therefore, the average fitness is r = 1 + sz, and so
the selection pressure is ∂zr = s. Although we have been able to derive r using the
genetic dynamics, it is a valid fitness function for a trait under directional selection
(Barton et al. 2007). The second term is due to gene flow and is therefore similar
to the gene flow term in the allele frequency equation (see Eq. 3.1b, Eq. 3.17).
The dynamics do not form a closed set of equations: the rate of change of z
depends on vz, the dynamics of which depend on higher moments. To terminate
this dependence and obtain a closed set of equations we assume the variance
is constant (but see Turelli & Barton 1990). This is a key difference between
the genetic model and the quantitative trait model. In the genetic model, the
genetic variance, proportional to pj(1−pj), evolves as pj evolves. However, in the
quantitative trait model we need make an approximation about vz because we do
not know what dynamics for vz are likely to be, and moreover, we need to form
a closed set of equations. By assuming vz is constant, it can be eliminated from
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the dynamics by rescaling selection and the trait mean: Z = z√
vz
and Ẑ = ẑ√
vz




The dynamics admit two equilibria,
N± =
Mr̂ ±M√(r̂)2 + 4(M − S2)
2(M − S2) , (3.23a)





S + Ẑ(2M − S2)± S√(r̂)2 + 4(M − S2)
2(M − S2) ,
where here r̂ = 1 + sẑ is the average fitness of the migrants and is invariant
under the variable transformation. How to interpret when local adaptation has
occurred? Again, we use the genetic model to aid us. Suppose n loci contribute
to the trait. Using the multilocus expression for the trait mean, Eq. 3.14a, we
see that if Z is positive, then the allele frequency satisfies p > 1/2 at all loci
(assuming all loci are identical); though the favoured allele is the more frequent
allele on the mainland, gene flow is still imposes a large migrational load on
the population. Conversely, if Z is negative, p < 1/2 at all loci, and therefore
migrants are maladapted. Therefore, a positive average trait means adaptation
has occurred.
There two types of equilibria, {N+, Z+} and {N−, Z−}. At a critical
migration rate Mdiv = S
2 all equilibria are indeterminate. Both equilibria become
complex below a critical rate Mcom = S
2 − 1
4
(r̂)2. Linear stability analysis shows
that state {N+, Z+} is always stable when migration rate M is greater than Mdiv,
otherwise it is a saddle node (Thompson & Stewart 1986). State {N−, Z−} is
always unstable.
The equilibrium population size and trait average of state {N+, Z+} are shown
in Fig. 3.11. If the favoured allele is the more frequent allele on the mainland,
Ẑ > 0, the average growth rate never falls below zero, irrespective of migration
and the migration load. At very small migration rates the population size
diverges, with a correspondingly divergent trait average. As migration increases,
the population size steadily reduces, in parallel with the diminishing average
fitness, see Fig. 3.11a. This is a type of “migrational meltdown”; the population
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(b) Ẑ < 0
Figure 3.11 Deterministic trait-demographic equilibria. Equilibrium population
size (solid lines) and average trait (dashed lines) of stable state {N+, Z+} with
S = 1.2 and (a) Ẑ = 2 and (b) Ẑ = −2. The critical migration rates are Mcom < 0
for (a) and Mdiv = 1.44 Mcom = 0.95 for (b).
different from the original definition (Ronce & Kirkpatrick 2001), which critically
depends on positive feedback between demography and evolution. Since the
population size and average trait are unbounded at low migration rates, it is
questionable whether this state has biological credibility.
For the more interesting case of maladapted migrants, Ẑ < 0, the island
population is unable to adapt optimally and the average trait is always negative
for nonzero migration. As migration increases, the island population decreases
in size together with the average fitness. This is similar to the high state in the
genetic model. This continues until the critical rate Ml = S (Haldane 1931). At
this rate, migration dominates and the population becomes a sink, similar to the
low state in the genetic model. The population size begins to increase despite
the falling average fitness due to the “rescue effect” of migration (Hanski 1999),
see Fig. 3.11b. The critical migration rate Ml results from the balance between
selection and migration and is the same critical migration rate found in in the
single locus genetic model and soft selection models (see §2.2).
3.6 Summary and discussion
In this chapter we have investigated two deterministic models of local adaptation
in a mainland-island metapopulation subject to (hard) directional selection,
logistic density regulation and migration. In the first model, population size
and n freely recombining loci evolve in consort. The second model is a trait-
demographic model, in which genetic details are ignored and only the trait mean
evolves alongside the population size.
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The genetic model: we have solved the genetic model for a single locus and
multiple symmetric loci. The basic interaction between selection and migration
does not change with the inclusion of population dynamics: migration still
‘swamps’ the local population above a critical rate Ml = s (for one diploid locus),
in the ‘low’, maladaptive state. This is a classic result in population genetics
Haldane (1931) (see Ch. 2). However, local adaptation is no longer guaranteed for
migration rates below this threshold, and the threshold may disappear altogether.
This is because the number of loci contributing to the trait matter: the strength
of selection is spread across many loci which makes it easier for migration to
overcome selection (Barton 1992).
Bistability: the inclusion of population dynamics means the constant
population size varies in time, which extends the classical picture. The main
results are: the appearance of a second critical rate, Mh, and the emergence of
source-sink structure. Adaptation becomes possible for migration rates that are
greater than Ml, that remain below Mh i.e. the population is able to withstand
greater rates of maladaptive gene flow. In the multilocus case, it is possible for
the critical rate Ml to disappear entirely, depriving the population of any chance
of adapting in the face of migration, if it is not already well-adapted. If migrants
are polymorphic, but the deleterious allele is the more frequent allele on the
mainland, then the transition between the high and low states is smooth. In this
case, neither critical rate is important. We have also derived critical rates for n
symmetric loci. These rates are inversely proportional to the number of loci and
proportional to selection, similar to the equivalent soft selection model (Barton
1992).
Once the average growth becomes zero or negative, the population becomes a
(pseudo) sink and is dependent on migration to sustain its numbers (“rescue
effect”, Hanski 1999). Whether or not the local population achieves sink
status depends on its state before the onset of migration: an initially small,
poorly adapted population is more susceptible to sink status than if it were
initially thriving and well-adapted. This could have implications for conservation:
decreasing maladaptive gene flow may have little effect on a population due to
its history.
Bistable range: we have shown that bistability can occur for a wide range
of migration rates if selection is strong (for one locus) or alternatively selection
is weak, in the multilocus case and the local allele is rare on the mainland.The
transition between bistability and loss of the favoured allele becomes sharper
as the number of loci increase. Furthermore, bistability is robust against small
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perturbations from symmetry, but can be destroyed if the additive effects across
loci are highly variable, for example polygenic traits with a few loci of large effect.
It has been shown that the effect of loci can have different consequences on the
conditions for genetic polymorphism (Kawecki 1995).
The scaled selection (per locus) has to be greater than the intrinsic growth
rate, i.e. s > 1, for bistability to occur in the single locus case. The intrinsic
growth rate is proportional to the strength of density dependence. In other
words, density dependence must be weak for bistable equilibria to occur, as has
been observed elsewhere (Tufto 2001). We expect that similar forms of density
dependence, for example substituting logistic regulation with a hard population
size cut-off, will produce qualitatively similar results. Since the intrinsic growth
rate r0 is scaled out, increasing the strength of density dependence does not
change the results. However, the value of r0 does affect the unscaled parameters:
although the scaled values of selection may seem large, e.g. s > 1, the unscaled
values, su = sr0, will be small provided r0 is small. We will discuss the biological
plausibility of the parameter values in the next chapter and in the concluding
chapter of the thesis, Ch. 6.
Bistability between the monomorphic and polymorphic states has been
observed in similar single-locus studies (Holt & Gomulkiewicz 1997, Gomulkiewicz
et al. 1999, Holt & Gomulkiewicz 2002). Our work is more general however:
sink status is not imposed upon the local population and the local allele is not
necessarily lost from the mainland. Furthermore, a detailed analysis of the critical
rates Ml and Mh and the effect of multilocus evolution has not been carried out
until now (see Barton (2001) for multilocus evolution in a spatial context).
In treating both haploid and diploid individuals in the same model, we have
provided an explanation for why equilibrium bistability is absent from the haploid
single locus model in Gomulkiewicz et al. (1999), which was not fully appreciated
by the authors. Furthermore, the single locus haploid model can also be viewed
as a diploid model of dominance. We appreciate, however, that in the genetic
model it is more useful to view the ploidy parameter as controlling the sensitivity
of population size to genetic evolution, since the distinction between haploids and
diploids becomes unimportant in the multilocus case.
The phenotypic model: we have solved a simple quantitative trait model
under the naive assumption of constant phenotypic variance. We have found
that the basic condition for local adaptation under maladaptive gene flow
holds: selection must exceed the rate of migration, as has been observed in
the quantitative trait model studied by Tufto (2001). The model lacks the
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more complex equilibrium structure of the genetic model because the dynamical
equation for the average trait is linear as opposed to quadratic and therefore
admits only one stable state. This explains why multiple stable equilibria have
been observed in similar quantitative trait models with stabilising selection,
which is quadratic in the trait mean (Kirkpatrick & Barton 1997, Barton 2001,
Polechová et al. 2009, Tufto 2001, Holt et al. 2003). The markedly different
outcomes of the phenotypic and genetic model could be explained as the difference
between trait architecture: in the former, the trait consists of a large number of
loci with small effects, but in the latter a (small) finite number of loci with large
effects contribute to trait. Kawecki (1995) proposes a similar explanation for the
apparent contradictory results regarding favourable conditions for polymorphism
in fitness-sensitive models and single locus, multi-niche models.
Issues and future work: we have made the unrealistic assumption
that associations between loci (linkage disequilibrium) are negligible (provided
selection and migration are weak relative to recombination rates). However,
migration introduces positive associations into the demic gene pool. If selection is
strong, associations between loci will build up. Though nonrandom associations
may be less likely in a growing population if growth is fast (Slatkin 1994).
Since strong selection, migration and weak growth are likely to induce positive
associations between loci, assuming linkage equilibrium is the ‘worst case’ scenario
for adaptation under polygenic evolution. Little work has been done on linkage
in genetic models with explicit population dynamics (see Barton 2001). This is
an important issue in multilocus evolution and one that should be explored in
future work, for example, by the study of a two-locus model in which linkage
disequilibrium is allowed.
As both models have shown, the positive feedback between polygenic evolution
and demography can lead to exceedingly small population sizes and low genetic
variation. (We have equated population density with population number since
we have assumed that the areal extent of the deme is constant. Though it has
been argued that sink populations may contain more individuals than source
populations despite lower population densities, if the areal extent of the sink
is larger (Pulliam 1988).) Even if the population equilibrates to a large size,
as it evolves it may evolve through a series of small sizes (see for example
Gomulkiewicz & Holt 1995). Real populations may be vulnerable to extinction
from, for example, (demographic) Allee effects, such as the inability to find a
mate (Stephens et al. 1999, Keitt et al. 2000). Furthermore, the risk of inbreeding
depression increases for small populations, which in turn could lead to elevated
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extinction risk (Frankham & Ralls 1998, Saccheri et al. 1998, Nieminen et al. 2001,
O’Grady et al. 2006). One way to incorporate extinction into the deterministic
models would be to impose a low population size cut-off, below which extinction
occurs. Alternatively, stochastic effects can lead to extinction (Lande et al. 2003).
We explore this in the next chapter.
In summary, the deterministic models support conventional wisdom, whilst
extending the classical picture of migration-selection balance and local adapta-
tion: maladaptive gene flow can ‘swamp’ the demic population, but this is no
longer a straight-forward case of the relative strengths of migration and selection.
What these model have shown is that the relationship between the genetic and
demographic dynamics of a population can be subtle, and ecological consequences
can be significant when population growth is dependent on genetic parameters.





I now develop the central theme of the thesis and explore the stochastic effects
of finite-sized populations, as described in §2.1.1. I do this by examining two
continuous diffusion processes, one for each of the deterministic genetic and
phenotypic models of the last chapter. I show that in the stochastic genetic model,
when the local allele is rare and stochastic fluctuations are weak, the population
can shift between two ‘ecological zones’: an adaptive zone and a maladaptive
zone. The rate at which the populations escapes maladaptation is the rate of
local adaptation; transition rates between these zones vary dramatically over a
limited range of migration rates that critically depend on the number of loci. In
contrast, the stochastic phenotypic model suggests that adaptation is not feasible
under maladaptive gene flow, though population numbers may be high.
4.1 Previous studies
As discussed in §2.3.1, little work has been done on the effect of stochasticity
on local adaptation in the species’ range literature. Holt et al. (2005) studied
quantitative trait evolution in a source-sink metapopulation subject to migration
and stochastic events. The authors carried out individual-based simulations
of a discrete, absolute sink population with nonoverlapping generations that
received immigrants from a source population in mutation-selection balance.
Individual loci were tracked in their simulations and free recombination was
assumed. They found that under stabilising selection (quadratic dependence of
average fitness on trait), maladaptive gene flow and density-dependent population
regulation, a ‘punctuated’ pattern of niche evolution emerges in the sink: the
population fluctuates about either a maladapted or well-adapted state during
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long periods of stasis, between which the population rapidly transitions to the
alternate state. The authors concluded that the addition of demographic and
genetic stochasticity does not alter the basic, qualitative results drawn from
corresponding deterministic models; demography constrains adaptation in sink
environments and immigration can have positive and negative effects on niche
evolution (Holt 2009).
Other studies of genetic and/or demographic drift are similarly simulation-
based and have been discussed in Ch. 2, see §2.3.
These studies lack an accompanying theoretical treatment of the models they
simulate. This is in part due to the difficulty in modelling stochastic eco-
evolutionary dynamics. Moreover, species’ range studies lack a general theory
of local adaptation under stochastic evolution and growth when multiple loci
contribute to trait. Here I develop such a theory by examining two distinct
continuous stochastic models based on the deterministic models of the last chapter
i.e. a multilocus genetic model and a quantitative trait-demographic model.
To develop a theoretical understanding of stochastic local adaptation, building
on the deterministic mainland-island models of the previous chapter is a straight-
forward and obvious approach. The models I consider are the simplest that
capture the essential deterministic and stochastic biological processes. They are
also a natural continuation of earlier work; for example, the stochastic genetic
model I develop extends Wright’s island model (see §2.2.2), by explicitly including
stochastic population dynamics. however, the models differ from earlier studies:
I consider directional selection and multilocus evolution, as well as phenotypic
evolution.
I employ the mathematical theory of diffusion processes and treat population
size and allele frequencies as continuous Markov variables. As in the last chapter,
I focus on the case where the local allele is rare on the mainland. I will
show that in the limit of weak fluctuations, the population shows the same
‘punctuated’ pattern of adaptation and maladaptation as was observed by Holt
et al. (2003) and that this is a feature of bimodality in the stationary distribution
of states. The population is able to stochastically shift between two ecological
‘zones’, the species’ niche and a maladaptive zone. My approach will be to
treat the continuous models as “toy” models; the aim is to explore essential,
qualitative features. Most of the chapter is dedicated to examining the genetic
model, since it is the more complex model. I determine the parameters and
special cases for which local adaptation is most likely, exploring the stationary
and transient dynamics of the genetic model. There is no one result to single
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out. Locus numbers and the relative strength of drift play a significant role in
local adaptation. The stochastic phenotypic model behaves markedly different.
However, the behaviour of the two models can be reconciled in the limit of
large numbers. Finally, the continuous models can be viewed as diffusion
approximations of a family of similar discrete models. I simulate a discrete model
to test how well the genetic model approximates the discrete dynamics. As I show,
the continuous theory is generally in good qualitative agreement with the discrete
results.
The remainder of the chapter is structured as follows. In the first part of the
chapter, Sec. 4.2, I outline the stochastic multilocus dynamics, before deriving
the multilocus stationary distribution. I then examine the genetic model, first
for one locus (§4.3) and then for multiple loci (§4.4). Concentrating on the rare
allele case, I examine the probability of finding the population in an adaptive
or maladaptive state and the stationary moments of the distribution for a single
locus, analysing both the neutral and nonneutral cases, §4.3.2. Next, I define
the ‘bimodal range’, which is analogous to the bistable width defined in the
last chapter, and is the range of rates for which the stationary distribution has
two ecological zones. I briefly consider polymorphic gene flow, before moving
on to biologically relevant first-passage properties: the mean extinction time,
fixation probability and the rate of transition between ecological zones, §4.3.4.
To approximate the exact theoretical results, which in most cases can only be
calculated numerically, I develop the local peak approximation scheme in §4.3.2.
The multilocus analysis follows in a similar fashion, however I do not consider
first-passage properties. In Sec. 4.4.4, I discuss the discrete model and simulation
results and examine the validity of the continuous model as an approximation of
the discrete model. Finally, in Sec. 4.5, I investigate the stochastic phenotypic
model, before summarising the results of the chapter in the final discussion in
§4.6.
4.2 The genetic model and dynamics
Consider the multilocus genetic mainland-island model from the previous chapter,
except now the island population is finite-sized. All the assumptions and
conditions of the deterministic model apply, except now the deme experiences
genetic drift, which causes gene frequencies to fluctuate, and demographic
stochasticity, which causes population sizes to fluctuate. We will refer to genetic
drift and demographic stochasticity collectively as ‘random drift’ or just ‘drift’.
69
By assuming the average generational changes are small, we can use a multivariate
diffusion process to model the evolution of the population (Karlin & Taylor 1975b,
Ewens 1979). Population size and allele frequency are now continuous Markov
variables (their future states only depend on the current state of the population,
Feller 1960). The stochastic dynamics can be written as stochastic differential
equations (SDEs) of the Itô kind (Gardiner 1985, Karlin & Taylor 1975b).
Let xu = {Nu, p} (unscaled variables, see §3.2.1). Fluctuations only
contribute to the conditional variance of generational change, V[δxi,u|xu], and
not to the average dynamics, where xu is the current state of the population and
δxi,u is the change over one generation in variable xi (Karlin & Taylor 1975b).
As was discussed in §2.2.2, the contribution from genetic drift is found from the
dynamics of the Wright-Fisher model (Wright 1931, Crow & Kimura 1970). In
the unscaled variables, this gives the conditional variance of generational change




the additive genetic variance at locus j and η is the ploidy parameter (η = 1
2
for
haploids, η = 1 for diploids). For population size, assuming the random birth and
death of individuals follows a Poisson process (Murray 1989), then the conditional
variance of generational change is V[δNu|xu] = Nu (Lande et al. 2003, Murray
1989). Notice that migration does not contribute to fluctuations in Nu. This
will be justified when we discuss the validity of treating the continuous model as
the diffusion limit of discrete models (see §4.4.4). By once again rescaling the
variables (see §3.3.2), a scaling parameter ζ = Kr0 arises due to the inclusion of

























where r = 1 + β
∑n
j=1 αj(2pj − 1). The differential dWxi is the increment
of an independent Wiener process Wxi with the properties 〈Wxi(t)〉 = 0,
〈Wxi(t)Wxj(t0)〉 = (t − t0)δij and (dWxi)2 = dt, where t0 is some initial time
(Karlin & Taylor 1975b). The terms multiplying dt represent the deterministic
or average behaviour of the population; these are just the deterministic rate
equations for N and pj from the last Chapter (see Eq. 3.4a and Eq. 3.17). The
terms multiplying dWxi represent the stochastic part of the dynamics. In Eq. 4.1a,
this is just the square root of V[δN |x], the variance of generational change in the
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scaled population sizeN . Similarly, in Eq. 4.1b, the second term on the right is the
variance of generational change of the allele frequency pj in the scaled variables.
Notice that the scaling parameter ζ only appears in the stochastic terms; in
the deterministic dynamics the scaling parameter dropped out of the equations
altogether (see §3.3.2), whereas it remains in the stochastic terms because of
the square-root dependence of dWxi on dt. The scaling parameter ‘tunes’ the
relative size of fluctuations. Therefore ζ takes on the role of the ‘system size’
or the ‘large parameter’ in the system (Van Kampen 2007). A large ζ means
either the intrinsic carrying capacity K is large or the intrinsic growth rate is
high (or both) and demographic stochasticity becomes negligible for very large
populations. The diffusion process lies within the phase space domain defined
by the intervals N ∈ [0, ∞) and pj ∈ [0, 1]. To define a unique diffusion process
and a sensible stationary probability distribution, boundary conditions must be
specified. This is discussed in the next section.
4.2.1 Stochastic equilibrium
The conditional, time-dependent probability distribution, Ψn(x, t|x0, t0), is
governed by a multivariate forward Fokker-Planck equation (FFPE) (Risken
1996). The one-dimensional FFPE was introduced in §2.2.2, when deriving the
allele frequency distribution for Wright’s island model. Using the shorthand
Ψn(x, t) = Ψn(x, t|x0, t0), this is









= −∇ ·J(x, t), (4.2)
where J(x, t) is the multivariate probability current, A is the deterministic field
vector and B is the diffusion matrix (Gardiner 1985, Ch. 5). Vector A contains
the directed ‘forces’ of growth and evolution and matrix B contains all the random
contributions.
There is a correspondence between the SDEs and the FFPE that relates the
coefficients of the ‘dt’ terms in Eq. 4.1 to the components Ai of A, and similarly
the coefficients of the ‘dW ’ terms in Eq. 4.1 to the elements Bij of B (Gardiner
1985, Ch. 4). It turns out that it is possible to write the deterministic dynamics
in terms of a potential U , the components of A and B are
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if i = j > 1 ,
= 0 otherwise.
where the potential U is found to be,
U = rN − 1
2




p̂j ln(pj) + q̂j ln(qj)
)
(4.5)
with qj = 1 − pj. The potential U will used to determine the stationary
distribution and its definition will become clear below. In general, such a potential
can only be defined under highly restrictive assumptions, such as assuming
constant genotypic fitnesses.
The multilocus stationary distribution Ψn(x) is found by setting Eq. 4.2 to
zero and solving. The one-dimensional FFPE has been extensively studied and
the methods to find its solution are numerous (Risken 1996). In higher dimensions
however, finding the stationary distribution is often non-trivial. This is because
it is possible to have circulating probability currents or limit cycles in higher
dimensions. However, we can write down a solution to the homogeneous FFPE
in terms of the potential U if we assume the probability current J(∞) vanishes
at equilibrium, provided the matrix Bij has an inverse for all x (excluding the
boundaries of the multidimensional diffusion interval). When this is the case, a
set of potential conditions, {Li}, related to the stationary distribution, can be






















From Eq. 4.6, we see that the potential condition Li must be a gradient,
which is true if ∂xjLi = ∂xiLj (i.e. the curl of vector L = {L1, L2, L3, . . .}
vanishes). We also see that the potential U is defined as the function that
satisfies ∂xiU = Ai/Bii for all xi. The stationary distribution then takes the form
Ψn(x) = exp
∫ x
L(x′) · dx′, similar to Wright’s one-dimensional case discussed in






























j vj and Z0 =
∫
Ψn(x) dx is the normalisation constant. The
potential dynamics impose the condition that the probability current J(∞) must
be zero at stochastic equilibrium, which in turn implies the diffusion process obeys
detailed balance (the property that transitions between any two states a and b
satisfy
Ψn(xa)Γab = Ψn(xb)Γba, (4.8)
where Γab is the transition rate from state a to state b, Gardiner 1985). Since
every solution of the FFPE converges to the same distribution in the long time
limit (provided the diffusion matrix B is positive definite and does not contain
any singularities, Risken 1996), Eq. 4.7 is the unique stationary solution, once
the boundary conditions have been accounted for.
The stationary density can be separated into a product of three contributions:
a ‘demographic’ term, H(N), a ‘genetic’ term Fn(p), and sandwiched between
these two terms, a functional coupling between N and all pj, e
2Nζr. For constant
population size H(N) = 1, Ψn(x) reduces to Wright’s multilocus allele frequency
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distribution for the island model under fixed migration (gene flow) and directional
selection (Wright 1931, cf. §2.4 in Ch. 2).
Provided migration is nonzero and p̂ > 0, the boundaries N = 0 and pj =
0, 1 become reflecting so that if reached, the diffusing population is immediately
‘reflected’ to a state within the interior of the diffusion domain. The boundary
at N =∞ is never reached; it is a natural boundary (for boundary classifications
see Karlin & Taylor (1975b), Gardiner (1985)). We denote the unnormalised
stationary distribution as Φn = Z0Ψn.
For Ψn(x) to be a bona fide stationary probability density, the normalisation
constant Z0 must be finite and Ψn(x) ≥ 0 for all x within the phase space
domain. This requires that the migration rate and migrant frequency p̂j satisfy
M ≥ 1
2
and 4Mηp̂j ≥ 1, which prevents Ψn(x) from diverging at the boundaries.
These boundary constraints necessarily restrict the behaviour of the population.
If we regard the continuous model as an approximation of a family of discrete
models, we expect it to become an accurate approximation for discrete states
away from the boundaries. This is because the diffusion description breaks down
when the population consists of only a few individuals or a few copies of either
allele (Ewens 1979). Nevertheless we will consider values of M and p̂j for which
Ψn(x) diverges at the boundaries in order to assess how poorly the continuous
theory approximates the behaviour of corresponding discrete models.
The multilocus stationary distribution has a rich variety of forms controlled
by the relative strengths of selection, growth, migration and random drift.
The potential U describes a multi-peaked, hyperdimensional surface that the
population moves across as it evolves. Peaks in the ‘potential landscape’
coincide with peaks in the stationary probability distribution when fluctuations
are small; peak maxima then correspond to stable deterministic states when
fluctuations are removed. Potential ‘valleys’ connect neighbouring peaks. If
fluctuations are large however, peaks in the potential U will not coincide with
peaks in the stationary distribution; fluctuations move peak maxima in the
stationary distribution away from the corresponding deterministic values. When
demography and migration are ignored, this ‘potential landscape’ coincides with
Wright’s ‘adaptive topography’. If the population size is large and kept constant,
peaks Wright’s ‘adaptive topography’ correspond to peaks in mean fitness. In
this case, to reach a new adaptive peak the population would have to cross a
valley of lower fitness before ascending the new peak (Wright 1931, 1932). In
general however, mean fitness is not maximised when the population ascends a
peak in the potential landscape (see e.g. Barton 1989).
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With the stationary distribution in hand, before considering multilocus
adaptation, we examine the single locus case. We first consider the stationary
behaviour of the population under strong random drift, strong migration and
strong selection, moving on to the main case of interest, local adaptation when
the local allele is rare on the mainland.
4.3 Single locus
In this section we explore the effect of random drift on the population when
fitness differences are caused by a single locus. Particularly, we wish to know the
conditions under which the locally favoured allele can spread and the population
can persist when the local allele is rare on the mainland, p̂ ∼ 0, and when it is
more common, p̂  0. We do this by finding the stationary properties of the
population, by which we mean the average and variance of N and p, and the
probability of finding the population near a particular state. We also look at the
transient behaviour of the population, in particular the transition rates between
alternate states. We will compare numerical calculations of exact results with
theoretical approximations and simulation results from a discrete model. We
consider a discrete model similar to the classic Wright-Fisher model but which
includes fluctuating population size, the Modified Wright-Fisher Model (MWFM)
(see Gomulkiewicz et al. (1999) for a similar model). The discrete model and
simulation results are discussed in detail in §4.4.4.
First, we consider how the relative strengths of drift, migration and selection
affect the stationary behaviour of the population. To do this we examine
marginal stationary distributions of population size, φN,1, and allele frequency,
φp,1, together with the bivariate single-locus stationary distribution, Ψ1(N, p).
4.3.1 Random drift, migration and selection
We take the (scaled) selection coefficient to be s = β, setting αj = 1 in r (see
§4.1b). The joint single-locus stationary distribution Ψ1 has the same potential
form as Eq. 4.7a, but without the product over n loci in F or the sum over loci
in the mean growth rate r.
The merit of the marginal stationary distributions of N , φN,1 and p, φp,1,
is of course that they are easier to compare with empirical data than the joint
distribution Ψ1. The marginal distributions φN,1, and φp,1 can be found from Ψ1
































Figure 4.1 Single-locus (unnormalised) stationary distribution Φ1 with p̂ = 0.5,
η = 1. (a) High drift with M = 0.001, s = 0.00001, (b) high migration with






Using the definition of a confluent hypergeometric function (of the first kind,
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is the Gamma function (Abramowitz & Stegun 1972), and noting
that rmin = (1 − sη) for one locus, the exact expression (up to a normalisation













Using integration by parts to solve the integral, the final result is
φp ∝ p4Mζηp̂−1q4Mηζq̂−1Q(ζr, ζM), (4.13)



































Figure 4.1 shows the unnormalised stationary distribution Φ1 when random
drift, migration and selection separately dominate the dynamics.
High random drift, ζM, ζs 1
Figure 4.1a shows Φ1 when drift dominates selection and migration. High drift
causes frequent extinctions; it diminishes the relative effect of selection and
migration (see Ch. 2). Furthermore, density regulation, produced by the e−ζN
2
term in Eq. 4.7b, becomes severe. This explains the accumulation of probability
mass at the extinction boundary N = 0. Drift also removes genetic variation
from the population and the allele frequency distribution assumes the typical
U -shaped form. Since selection is effectively absent under high drift, the local
allele is likely to be lost due to extinction before selection has a chance to drive
it to high frequencies. A high extinction rate also increases the probability mass







































(d) s = 0, M = 0.6, p̂ = 0.5
Figure 4.2 Single-locus marginal distributions φN,1 (left) and φp,1 (right) for
ζ = 1 (diploids). Top, p̂ = 0.01, s = 3 and M = 0.4. Bottom, p̂ = 0.5, s = 0 and
M = 0.6. The bars indicate simulation data (K = 100, r0 = 1/K).
(Wright 1931, 1932).
High migration, ζM  1
High migration has two important effects. First, its demographic effect is to
boost population size, which pulls the distribution away from the extinction
boundary. Second, migration pulls the allele frequency distribution towards that
of the migrant pool, homogenizing the metapopulation. If the local allele is
almost fixed or lost on the mainland, Φ1 becomes highly skewed towards either
the p = 1 or p = 0 boundary respectively. Otherwise Ψ1 has a single bivariate,
Gaussian-type peak. This is shown in Fig. 4.1b. The power of migration is clearly
illustrated by its effect on φN,1 in the absence of selection, see Fig. 4.2c. Provided
the migration rate satisfies M > 1
2
, migration need not be relatively high for the
probability of extinction to be significantly reduced. Large migration rates are
needed, however, to pull the allele frequency distribution towards the migrant
average, p̂, see Fig. 4.2d.
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Strong selection, ζs 1
Figure 4.1c shows Φ1 when selection dominates. Strong selection drives the
population towards maximum mean fitness, hence high allele frequencies. Even
when drift is stronger than selection and the local allele is rare, the effect of
selection is felt through φp,1, which becomes skewed towards p = 1, see Fig. 4.2b.
The demographic effect of selection is tied up with growth: a higher mean fitness
results in larger population sizes. However, strong selection cannot save the
population from low numbers, or indeed extinction, if migration is too low, see
Fig. 4.2a.
To summarise, migration and low random drift are key for the demic
population’s existence. The fate of the favoured allele is primarily dependent
on the strength of these forces, since without persistence there is no population
within which the favoured allele can be established. Selection counteracts drift
and maladapted gene flow by increasing mean fitness and hence population size.
Strong selection boosts the chances of survival, making it more likely the local
allele will spread. We next investigate adaptation when the allele is rare on the
mainland, p̂ ∼ 0. We make the important assumption of weak random drift.
By ‘weak’ we mean ζs, ζM  1. There are two reasons for this. First, weak
random drift is synonymous with ‘small’ or ‘weak noise’. In the limit of weak
noise the stochastic behaviour of the population closely follows its deterministic
behaviour (Van Kampen 2007), greatly simplifying the analysis. Second, when
random drift is high, a diffusion description cannot adequately approximate the
corresponding discrete models: the diffusion process is accurate only for small
generational changes, whereas discrete generational changes are likely to be large
for high drift.
4.3.2 Rare allele case
In the last chapter it was found that when the local allele is rare on the mainland,
for a single, diploid locus under high migration, strong selection relative to growth
(s > 1), there are two possible deterministic equilibria: a polymorphic state with
a large population size (high state), due to migration-selection-death balance,
and a maladapted state with a smaller population size (low state), due to the
swamping effect of migration, see §3.3.4. For an intermediate range of migration
rates both states are bistable. If the favoured allele is completely lost (p̂ = 0),
this range is defined exactly by the critical rates Ml and Mh.
The stochastic equivalent of these results is bimodality in the stationary
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Figure 4.3 Bimodality in in the single-locus stationary distributions. (a) the
(unnormalised) stationary distribution Φ1 for parameters p̂ = 0.002, s = 8, M =
17, ζ = 1 (diploid).(b) a contour plot of Φ1. Bottom row, the marginal distributions
of φN for (c) M = 16. and (d) M = 18 (right). The bars indicate simulation data
(K = 500).
distribution Ψ1. For ζs  1 and ζM  1, Ψ1 clusters about a low allele
frequency, low population density ‘maladaptive peak’ (‘-’) and a high allele
frequency, large population density ‘well-adapted’ peak (‘+’). An example of
bimodality is shown in Fig. 4.3a. Because p̂ is low, the maladapted ‘peak’ actually
appears as a divergence at boundary p = 0. We will regard such a divergence
as a ‘boundary peak’. In contrast, the well-adapted peak which results from
migration-selection-drift balance is an ‘interior peak’, far from any boundaries.
When fluctuations are small, we expect the stationary results to closely
parallel the deterministic behaviour of the population. For a given selection
strength and for migration rates that approximately lie within the deterministic
bistable range, Ψ1 should be bimodal. Each deterministic attractor delineates a
different ‘ecological’ (or ‘adaptive’) zone (see the contour plot, Fig. 4.3b). Within
the domain of the high state attractor, the population is within its ecological
niche (Hutchinson 1958). We define ‘niche’ (Hutchinson 1958) here to mean a
habitat in which the population experiences a positive growth rate on average
together with other conditions that are conducive to its survival; for example a
low extinction probability and high allele frequency. This is the ‘well-adapted’
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ecological zone. Within the domain of the low state attractor however, the
population is vulnerable to extinction due to low population numbers and is
poorly adapted with low mean fitness. This is the ‘maladaptive’ ecological zone.
Fluctuations can send the mean fitness below zero whilst the population occupies
the maladaptive zone; thus the maladaptive zone is outside the species’ niche
(Holt 2009).
The location of the peak maxima should be close to its corresponding





















When ζs and ζM are large, fluctuations are small, and from Eq. 4.15 we can
see that the peak maxima do indeed coincide with the deterministic equilibria
for low drift, cf. Eq. 3.1. However, bimodality also exists when random drift is
moderately strong, ζs, ζM ≈ 1. If selection and migration are strong, ζs, ζM 
1, bimodality can also exist for haploids; recall that in the deterministic case,
the haploid equilibrium is monostable. In this case, the correspondence with
the deterministic states from the previous chapter disappears. This is because
boundary peaks form when p̂ is small or M is small (recall that there are no
absorbing states when p̂ > 0 and M > 0). We refer to such boundary peaks
as ‘ghost peaks’. A ‘ghost peak’ does not have a deterministic state associated
with it, since stochasticity can shift the peak maximum beyond biologically valid
limits. For example, p∗ may be negative, which clearly has no valid deterministic
counterpart. In such a case, the maxima of the peak can be crudely approximated
as the closest corresponding deterministic state when fluctuations are small.
The relative degree of stability of the two peaks is defined by their relative
densities (Gardiner 1985). This changes over the range of migration rates for
which Ψ1 is bimodal. As shown in figures 4.3c and 4.3d, the peak densities of
marginal distribution φN,1 varies considerably over a small change in rate M . As
migration varies, the domain of one attractor grows as the domain of the alternate
attractor shrinks. Similarly, the stochastic peak densities grow and shrink with
varying M . Therefore the probability of occupying each zone will also increase
and diminish with rate M . We consider an ecological zone to ‘exist’ if there is a
non-negligible probability of it being occupied by the population.
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We proceed by looking at the stationary probability that a particular zone will
be occupied by the population, i.e. the ‘peak probability’. We then calculate the
stationary moments of N and p. We will use them to characterise the ‘bimodal
range’, defined as the range of migration rates for which both ecological zones
exist. With these stationary quantities we can find the conditions necessary for
local adaptation.
Exact calculations using distribution Ψ1 are intractable. However, by
assuming that random drift is low, it is possible to approximate Ψ1 using the
local peak approximations and this is what we discuss next.
Local peak approximations
The basic premise is as follows: any general multi-peaked, multivariate distri-
bution described by a potential can also be approximated as a sum of distinct
peaks, provided the peaks are narrow and well-separated. Each peak k can then
be approximated by a local Taylor expansion of the potential about the peak’s
maximum xk. For central or interior peaks, such as the adaptive peak, this is
usually equivalent to a saddle-point or local Gaussian approximation (Bender &
Orszag 1991). Boundary peaks, being distinctly non-Gaussian, require delicate
treatment. Details can be found in App. B, §B.0.3. This approximation scheme
has been applied to one-dimensional (Lande 1985a) and multidimensional genetic
distributions (Barton & Rouhani 1987a).
We set the maximum of each peak to be located at the corresponding
deterministic equilibrium, which is a reasonable approximation in the limit of
small fluctuations. Furthermore, we divide peaks along the deterministic unstable
equilibrium between the peaks. These approximations are accurate to leading
order in ζ−1, but do surprisingly well even for ζ = 1.






where Φ1,k = Φ1(xk) and wk is the ‘weight’ of the k
th peak, wk =
∫
∼xk Φ1 dx.
Function Ψ̃1,k is the approximate (unweighted) form of peak k and depends on
the Taylor expansion about the local maximum.
We try three different approximations. For two of them, the high state peak
is approximated as a bivariate Gaussian. The low state peak requires more care
and we try: 1) a bivariate Gaussian (the ‘Gaussian’ approximation) and 2) the
product of two Gamma distributions, since the coupling between N and p is
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s should be weak when M  Ns (the ‘Gamma’ approximation). The use of
Gamma distributions to approximate multidimensional boundary peaks was first
discussed in Barton & Rouhani (1987a) for a multilocus model with constant
population size. Because the spread of each peak is negligibly small relative
to the distance between the two maxima in the limit of low drift, the third
approximation is to treat each peak as a delta function, δ(x − xk) (the ‘zero-
width’ approximation).






















Φ1,+δ(x− x+) + Φ1,−δ(x− x−)
)
(4.17c)
where δkx = x− xk and











gN(N) = g(N ; 2ζ|rmin|, 2Mζ) (4.21)




h(2ζ|rmin|, 2Mζ)h(4Mζη, 4Mζηp̂) (4.23)
h(a, b) = a−bΓ(b). (4.24)
Note that x+ (x−) is the value of x at the maximum of the ‘+’ (‘-’) peak. Also,
wk = 1 ∀ k in the zero-width approximation. Note that matrix Ωij is related to
the Jacobian of the deterministic dynamics (see §B.0.3).
Next we consider the likelihood of finding the population within a particular
ecological zone at equilibrium. Numerical results of the exact probabilities are
compared with approximate expressions derived from each of the three different
peak approximations. We then move on to calculate the stationary moments of
N and p.
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Probability of occupying an ecological zone
What is the stationary probability that the population is well-adapted? This
‘zone occupation’ probability is the same as the probability of finding the
population near the well-adapted peak. Assuming peaks are well-separated,
for peak k, this is just P (k) =
∫
∼xk Ψ1 dx = wk/Z0. The approximate peak











































Figure 4.4 Single-locus zone probabilities P (+) (decreasing curves) and P (−)
(increasing curves) for varying migration rate M . a) s = 8 and p̂ = 0.002 with the
zero-width approximation (dashed lines), exact (continuous) results (solid lines),
and simulation results (with open circles) for K = 500. Note the error bars are
too small to be visible. b) exact results for p̂ = 10−4 and s = 4 (solid lines),
and s = 8 (with circles). c) P (+) for s = 8 with exact results (solid lines) and
zero-width (dashed lines), Gaussian (with crosses) and Gamma (with filled circles)
approximations.
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The exact results, approximations and simulation results are shown in Fig. 4.4.
By ‘exact’ we mean exact in the continuous model only. The exact probabilities
were calculated by numerical integration and all numerical computations were
carried out using mathematica (Wolfram 1999). The distribution was separated
into two peaks along the unstable deterministic equilibrium. The results were
insensitive to the small differences between the deterministic unstable equilibria
over the range of migration rates shown.
From Fig. 4.4a we see that the probability P (+) of adaptedness decreases
steadily for increasing migration rates, until it rapidly decays over a small range
of rates, the ‘bimodal range’, as maladaptation becomes more probable. The
maladaptive zone begins to make an appearance as Ψ1 becomes bimodal. The
transition to bimodality is not sharp, in contrast to the abrupt onset of bistability
in the deterministic model. The population is equally likely to be found in
a well-adapted or maladapted state at a critical migration rate Mmax. The
migration rate just below Mmax is the largest rate at which the population can
still experience a bias towards being found within its niche. Above Mmax the
population’s chances of being found within its ecological niche disappear and
Ψ1 is singly-peaked. Note that despite the certainty of maladaptation and sink-
status, the stationary probability of extinction is population is zero, see Fig. 4.3d:
migration saves the population from extinction, the “rescue effect” (Hanski 1999).
In Fig. 4.4b the peak probabilities are shown for different selective strengths
s. The stronger selection is, the higher the value of rate Mmax and the stronger
migration has to be for the population to be in a state of maladaptation.
The zero-width approximation is shown in Fig. 4.4a. Agreement between the
exact result and the zero-width approximation does reasonably well considering
the shape of the peaks are not taken into account. In Fig. 4.4c, the exact result
and results from all three approximation schemes for P (+) are shown. The
Gaussian approximation does less well, but this is expected since the low peak
is not locally Gaussian. For decreasing fluctuations these two approximations
appear to converge. This is because the width of the peaks become narrower,
relative to the peak heights and the distance between the peaks. The Gamma
approximation does poorly. This is because the low peak cannot be reduced to
a product of two Gamma distributions. (Note that the Gamma approximation
worked in Barton & Rouhani (1987a) precisely because there was no coupling
between the allele frequencies in their constant population size model).
Finally, the discrete results from MWFM are in reasonable agreement with
theory; the systematic ‘error’ of both curves being shifted to the left is due to
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an inherent difference between the discrete and continuous models, see §4.4.4.
Essentially, in the discrete model, selection is less robust against migration and
occupation of the maladaptive zone becomes likely for lower rates than predicted
by the continuous theory.
Stationary moments
We wish to find the stationary average, 〈xi〉 =
∫




(xi − 〈xi〉)2Ψ1 dx of N and p. The stationary moments are important because,
for example, they tell us when the population experiences the greatest genetic
or demographic variation. Moreover, they are, in principle at least, empirically
measurable quantities. They also are good indicators of bimodality, as we shall
see.
Exact analytical expressions for the moments can only be found for the neutral
case (s = 0), provided p̂ > 0. The latter condition prevents divergence of the
integrals over N and p. Using the marginal distributions in Eq. 4.11 and Eq. 4.13,
the first two moments are










































































































Expressions for higher moments can also be found exactly, but these expressions
quickly become unwieldy.
Adaptation cannot happen without selection. However, it is still instructive
to inspect the neutral case as a basis of comparison once selection is taken into
account. It also allows us to isolate the effect of migration. With selection,
approximate expressions for the stationary moments can be found using the
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where σ2xk can be found from matrix Ω evaluated at xk (see App. B for details).
Explicit expressions for the first two raw moments of N and p are





































where 4∩f = 12(f+ + f−), 4∪ = (f+ − f−) and Yxi = σ2xi + x2i , where fk
denotes evaluation of f at xk. From these moments the variances can of course
be calculated.
Figure 4.5 shows the stationary moments for the neutral case when the
favoured allele is rare (p̂ = 0.01). The average population size increases with
increasing migration, and the average allele frequency remains approximately
constant at p̂, see figures 4.5a and 4.5c. Demographic and genetic variation
steadily decrease with increasing migration, see figures 4.5b and 4.5d. Simulation
data from the MWFM are also shown and agreement with the continuous model
is good for the averages. On the other hand, the variances are in good agreement
with theory only for large carrying capacities, for example K = 100 compared
with K = 20 in figures 4.5b and 4.5d. The reasons for this will be discussed in
§4.4.4.
In Wright’s island model, with constant effective population size Ne and gene
flow rate m, the expected allele frequency is 〈p〉W = p̂ and the variance is σ2p,W =
p̂(1−p̂)
4Nem+1





































Figure 4.5 Neutral stationary moments for one locus for N (top row) and p
(bottom) with p̂ = 0.01, ζ = 1. Exact results (solid line) are compared with
simulation data from the MWFM (circles) for K = 100 (filled symbols) and K = 20
(open symbols) with r0 = 1K . In (d) theory (dotted line) exactly matches σ
2
p,W
(Wright’s variance for constant N , dashed line).
compared with our theory in figures 4.5c and 4.5d. The perfect match between
the moments is not surprising when we recall that N does not feature at all in the
marginal allele frequency distribution, φp,1 Eq. 4.13, and is identical to Wright’s
distribution (if M = Nem).
The stationary moments under selection are markedly different from the
neutral case, as shown in Fig. 4.6. Over a small range of migration rates, the
average population size and allele frequency smoothly vary from large values,
corresponding to probable occupation of the ecological niche, to low values,
corresponding to maladaptation (see figures 4.6a and 4.6c).
These curves are similar to the high and low deterministic equilibria, also
included in the figures. Fluctuations smooth out the transition between an
average state of adaptedness and an average state of maladaptedness, in contrast
to the corresponding transition in the deterministic case. The population is most











































Figure 4.6 Single-locus stationary moments for s = 8, p̂ = 0.002: N (top
row) and p (bottom row) with ζ = 1. Numerical results (solid lines), approximate
results from Ψ̃0 (with crosses) and simulation data (with open circles) for K = 500.
Deterministic equilibria (long-dashed lines) and the neutral moments (short-dashed
lines) are also shown.
ecological niche only just disappears and before migration raises the average
population size, see Fig. 4.7a.
Comparing the genetic moments with their neutral counterparts, the pop-
ulation fares better under selection, even though gene flow is maladaptive, for
migration rates at the lower end of the bimodal range. The average population
size however, falls below the neutral population size once the maladapted zone is
more likely to be occupied. This is a direct consequence of hard selection.
Both variances peak at approximately rate M = Mmax, see figures 4.7b and
4.7d; local adaptation is possible when migration rates are either below or within
this range. Genetic and demographic variation is greatest in the population
when there is no bias towards occupation of either ecological zone (i.e. the zone
probabilities are P (+) = P (−) = 1
2
). An abundance of genetic variation means
the population can in principle adapt to unexpected changes in its environment
or circumstances. Therefore the population has its greatest chance of adapting
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in the face of maladaptive gene flow and drift at migration rate Mmax.
Agreement between theory, the discrete model and approximations using the
zero-width scheme is good. For migration rates much below or above Mmax,
the averages are indistinguishable from the deterministic equilibria. It is not
so surprising that the deterministic equilibria and the approximations based on
them are in good agreement; for ζs = 8 and ζM > 14, selection and migration




































Figure 4.7 Single-locus stationary moments for s = 3, p̂ = 0.05 and ζ = 1.
Numerical results (solid lines) and simulation data from the MWFM for K = 100
(with open circles), K = 30 (with filled circles) and K = 20 (with open triangles)
are shown. Deterministic equilibria (long-dashed lines) and the neutral moments
(short-dashed lines) are also shown.
Contrast these stationary moments with moments for weaker selection and
migration, shown in Fig. 4.7. The population is obviously more vulnerable to
maladaptation and at low migration rates (ζs > ζM), the averages rapidly
decline. We cannot approximate the stationary moments in this case because
the deterministic equilibria are significantly different from the maxima of Ψ1; in
the deterministic model, bistability does not exist for these parameter values.














Figure 4.8 Migration rate Mmax for one locus when zone occupation is
equiprobable and the variances of N and p are at a maximum.
capacity K = 100. This seems to be the carrying capacity at which the discrete
nature of the simulated population can be approximated as smoothly varying.
Despite the quantitative discrepancies, data for smaller carrying capacities still
capture the qualitative features of the stationary moments.
We next use the peak probabilities and the stationary moments to define the
‘bimodal range’, that is, the range of migration rates for which occupation of
either ecological zones is non-negligible.
Defining the bimodal range
The bimodal nature of Ψ1 is appreciable only for a narrow range of migration
rates. In this narrow range, the averages deviate markedly from the deterministic
equilibria and the variances are large. This occurs for migration rates close to
Mmax, the migration rate for which the population is equally likely to be found
in either zone.
In the last chapter, bistability existed for migration rates between the critical
values Ml and Mh. The ‘bistable width’ of the range was defined as 4M = Mu−
Mh (see §3.3.4). A similar range is applicable to the stochastic case when drift
is low. To leading order in 1
ζ
, within this range, occupation of either ecological
zone is possible. However, for much of this range, the occupation probability of
one zone is much greater than the other zone. Therefore the bimodal width, is
much smaller than the corresponding bistable width, see for example Fig. 4.6a.
We could define the bimodal range to be 4ζM = Mmax± δM , where Mmax± δM
can be arbitrarily defined as the rates at which the variances are at full-width-
half-maximum values, or when one of the two peak probabilities falls below a
cutoff.
To find Mmax exactly we would need to invert the ratio of peak densities when
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the peak densities are equal; if R = Ψ1,+/Ψ1,−, we would need to invert R = 1.
This can only be done numerically and is rather cumbersome. Alternatively, we
can use the peak probabilities to find Mmax by fitting the functions g±(x) =
1
2
[1 ± tanh(x − Mtry)] to the probability curves P (+), P (−) and determining
the ordinate Mtry, where the curves intersect, i.e. where g±(Mtry) = P (+) =
P (−) = 1
2
. In Figure 4.8 the results from this fitting is shown. Rate Mmax has
the expected trend of increasing for strong selection.
We have considered the case when the local allele is rare on the mainland,
p̂ ∼ 0. We end discussion of the single-locus stationary properties by considering
migration when migrants are polymorphic and the local allele is more frequent
on the mainland, 0 p̂ < 1
2
.
4.3.3 Polymorphic gene flow
As shown in Fig. 4.9, when the local allele is not rare on the mainland, though
still not common, p̂  1
2
, bimodality disappears and so does the distinction
between the two ecological zones. There is a gradual degradation of the demic
state from a highly fit population on average, to a state of maladaptation, see
Fig. 4.9c. This is unlike the smooth but rapid transition between the well-adapted
and maladapted zones when the local allele is rare. The demographic average
increases, however, and the population is saved from extinction at low numbers,
see Fig. 4.9a. Genetic variation also increases with high migration, which again
has implications for future adaptability, see Fig. 4.9d.
Once again, simulation results for K = 100 are in better agreement with
numerical results than data for K = 20. However, the results for the smaller
carrying capacity are in better agreement with theory than they are for the neutral
moments with a lower migrant frequency, see Fig. 4.5. The stationary moments
appear to be converging towards the deterministic equilibria together with the
neutral moments. The exception is the average allele frequency, which requires
very large migration rates to show appreciable convergence.
The stationary results show that under highly maladaptive gene flow, for
migration rates within a narrow range of rates, the population can be found in
one of two ecological zones. Across a range of rates, the bimodal range, the chance
of finding the population within a particular zone varies considerably, as do the
stationary moments of N and p.








































Figure 4.9 Stationary moments for one locus with s = 0.5, p̂ = 0.2 and ζ = 1.
Numerical results (solid lines), approximate results from Ψ̃0 (with crosses) and
simulation data for K = 100 (open circles) and K = 20 (open triangles).
4.3.4 Stochastic trajectories
The stationary properties of the previous section describe the characteristics of an
ensemble of identically evolving demes under similar conditions, or equivalently
the behaviour of a single population that persists indefinitely. In nature,
however, there are no such ensembles and a population may not persist long
enough to reach stochastic equilibrium. Therefore properties of the stochastic
trajectories are important for understanding adaptation and survival. First
passage properties characterise the first time an event occurs. In this section we
consider the mean extinction time for the neutral and non-neutral case. We then
consider the probability of fixation. These first passage properties are important
when migration and selection are weak relative to drift. When selection and
migration are strong, within the appropriate bimodal range of migration rates,
the population is able to transition between the ecological niche and maladaptive




All populations eventually become extinct. The important question is then not
whether but when. In this section, we briefly investigate the mean time until
extinction (MET), the average time it takes for extinction to occur (Redner
2001) when the population is isolated and subject to both demographic and
genetic processes. Specifically, we look at continuous approximations of the mean
extinction time in the discrete Modified Wright-Fisher model. We will reproduce
the standard calculation of the MET for the neutral case, when only demographic
processes cause extinction; this result is then compared to simulation data. We
then use simulations to gain insight into the effect of selection on the MET.
Clearly, being able to predict the mean time until a population falls extinct
given its initial size and additive genetic variance, has potential applications in
conservations studies.
The MET is a popular quantifier of extinction risk in population biology
and conservation studies (Soulé & Simberloff 1986, Scahffer 1987, Lande 1988,
Mangel & Tier 1993b, Lande et al. 2003) and is particularly important for small
populations, which experience strong demographic stochasticity (Lande et al.
2003, Gabriel & Bürger 1992). Extensive work has been carried out on the
MET in genetically monomorphic populations subject to solely demographic
processes. For example, it has been calculated for single populations under
density independent (MacArthur & Wilson 1967, Richter-Dyn & Goel 1972) and
density dependent growth (Ludwig 1976, Tier & Hanson 1981, Leigh 1981), with
sex ratios (Gabriel & Bürger 1992), Allee effects (Brassil 2001), environmental
stochasticity and random catastrophes (Mangel & Tier 1993a, Lande 1993, Halley
& Iwasa 1998). The effect of migration on the MET has been studied in
unstructured populations (Mangel & Tier 1993a), as well as metapopulation
models (Hill et al. 2002, Lande et al. 1998).
In comparison, little work has been done to explore extinction in an evolution-
ary context. The accumulation of deleterious mutations can lead to extinction
through mutational meltdown (Lynch & Gabriel 1990). In a temporally varying
environment, beyond a critical rate of long-term environmental change, extinction
is certain for a population under stabilising selection and density dependent
growth (Lynch et al. 1991, Lynch & Lande 1993, Bürger & Lynch 1995). The
interplay between ecological and evolutionary processes can dramatically reduce
the mean extinction time below values predicted by considering any single process
in isolation (Bürger & Lynch 1995).
We investigate how the strength of selection and the initial genetic variation
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in the population affects the average extinction time. But first we derive the
neutral MET result.
For convenience we will revert to the unscaled variables (see §3.2.1). In the
neutral case, the MET for a population of initial size N0, Tmet(N0), can be found
exactly for the continuous model; the dynamics of Nu and p decouple and the
problem reduces to one dimension. This has been found for a stochastic logistic
model by Leigh (1981). The population size follows a diffusion process with
infinitesimal mean and variance, A(N0) = r0N0(1 − N0K ) and B(N0) = N0, (see
Eq. 4.3 and Eq. 4.4 with ζ = 1) defined on the interval N0 ∈ [0, ∞]. Tmet(N0)
satisfies the inhomogeneous Backward Fokker-Planck equation (BFPE) (Karlin
& Taylor 1975b)







Two boundary conditions are needed to fully specify the diffusion. The extinction
boundary can be defined to occur at a low value of Nu, say at Nu = C0; this is an
absorbing boundary, once reached it cannot be exited. Since the population never
reaches the boundary Nu = ∞, it is strictly a natural boundary. However, we
can treat it as a reflecting boundary. The boundary conditions are Tmet(C0) = 0




G(Nu, N0) dNu, (4.32)














for Nu > N0
(4.33)
where s(x) = e−2
R x A(y)
B(y)









(K − x)) (Erf (iz) is
the error function with an imaginary argument, Abramowitz & Stegun 1972).
Simulation results for the mean extinction time measured in discrete genera-
tions, are shown in Fig. 4.10. (Note the figures actually show ln(Tmet).) Above a
critical size Nc, the population typically spends a long time fluctuating about the
discrete quasi-stationary population size, N∗, (Lande et al. 2003, Lande 1993).
Within this time, the population may become monomorphic, see figures 4.10a to
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Figure 4.10 Mean extinction times (in the unscaled variables) for: top row,
sample paths of N (solid line) and p (dashed line) for N0 = K, s = 0.5 with (a)
p0 = 0.2, (b) p0 = 0.5 and (c) p0 = 0.8. Middle row, neural MET results for
(d) K = 20, 50, 100, for varying N0, (e) r0 = 0.01, 0.05, 0.1 (bottom curve to
top curve) for varying K. Continuous model results (dashed lines) and discrete
simulation results (points) are shown. Bottom row, nonneutral MET results, (g)
K = 20, s = 0.5 and initial frequencies p0 = 0.1, 0.2, 0.4, 0.6, 0.8, 1.0 (bottom
curve to top curve) for varying N0. (f) N0 = K, K = 20, 50, 100 (bottom curve
to top curve) for varying s. Unless otherwise stated r0 = 1K . All error bars are
too small to be visible.
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are more likely to fall to zero before reaching N∗. This explains the rapid decline
in the MET for increasingly small initial sizes in all the MET curves shown.
In the absence of selection, if K is large, the quasi-stationary population size
is approximately the stable deterministic state, N∗ ∼ K. Crudely speaking,
we expect that if the quasi-stationary population increases, it will take longer
for extinction to occur. Clearly this holds the larger the carrying capacity, see
Fig. 4.10d. However, the intrinsic growth rate will also influence the MET.
At small carrying capacities, the MET appears to be unaffected by r0, see
Fig. 4.10e. However, for larger K, a larger intrinsic growth rate significantly
delays extinction.
The analytical expression for the neutral MET in Eq. 4.32 is calculated
numerically and is in excellent agreement with the simulation data. Notice
however that for the largest value of r0 in Fig. 4.10e, there is a slight discrepancy
between theory and the data. This is because large r0 violate the diffusion
constraint r0 ∼ O( 1K ), as explained in §4.4.4.
Once selection is included, the extinction time is sensitive to the strength of
selection and the initial genetic variation in the population. In Fig. 4.10f the MET
for different selective strengths is shown. The population is initially maximally
polymorphic and at the intrinsic carrying capacity, po = 0.5, N0 = K. Selection
increases the extinction time, as shown in Fig. 4.10f. However, this critically
depends on the initial state of the population. As shown in Fig. 4.10g, if initially
there is not enough genetic variation in the population, that is p0 is below a
critical allele frequency pc, the population is doomed to a speedy decline. This is
clear from the two curves, for p0 = 0.1 and 0.2, that fall below the neutral MET
prediction in Fig. 4.10g.
Fixation probability
We now consider the fixation probability of the favoured allele using simulation
data and results from previous studies.
In a population with initial size N0, let πs(p0, N0) be the fixation probability
of the favoured allele with selective advantage s and initial frequency p0. For
a constant effective population size Ne, the classic result for a neutral allele is
(Crow & Kimura 1970)
π0(p0) = p0. (4.34)
If the selective advantage su is small, the fixation probability is (Kimura 1962,
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Kimura & Ohta 1968),
πs(p0, Ne) =
1− e−4Nesup0
1− e−4Nesu . (4.35)
If only one ‘+’ allele is initially present in the local population and selection is
weak, then the classic result for the fixation probability is πs ≈ 2su (Haldane
1932, Fisher 1958), which was found using a branching process (Cox & Miller
1980).
Many studies have investigated fixation when the population size can change.
For example, the population size is treated as cyclically varying or subject to
a single, discontinuous change (Ewens 1967, Kimura & Ohta 1974, Otto &
Whitlock 1997, Pollak 2000). In these studies, an effective population size
that encapsulates the effect of these demographic variations on the fixation
probability is determined. The effect of extinction and recolonization is the focus
of metapopulation studies of fixation (Slatkin 1981, Lande 1985b, Barton 1993,
Whitlock 2003, Vuilleumier et al. 2008, Aguileé et al. 2009). Recently, fixation
in a population under environmental and demographic stochasticity (Lambert
2006, Parsons & Quince 2007a,b, Parsons et al. 2008, Engen et al. 2009) has
been investigated (see also Karlin 1968, Heyde & Seneta 1975, Donelly & Weber
1985). The general observation is that the fixation probability of an advantageous
allele increases with an expanding population, and decreases with a shrinking
population size. This is confirmed analytically by Parsons et. al, who examine a
two-dimensional logistic birth-death process in which two types of individuals
with differential birth and death rates (hence different fitnesses) compete to
survive (Parsons & Quince 2007a,b, Parsons et al. 2008).
Simulation data for the fixation probability in the MWFM are shown in
Fig. 4.11 for different initial allele frequencies. The initial population size of
the intrinsic carrying capacity is K (and ζ = 1, so r0 =
1
K
). If the local allele is
selectively neutral, the fixation probability is identical to the constant population
size result, π0(p0, N0) = p0, see Fig. 4.11a. This is expected, since in the neutral
case, the stationary allele frequency distribution is identical to Wright’s allele
frequency distribution for constant population size, see Eq. 2.4. This makes
sense because in the neutral case, the effect of demographic stochasticity is to
simply enhance genetic drift. Hence, it is easy to see that the chance for a single
mutant to fix is still 1/N0, which is the initial frequency of the mutant. Parsons
et al. (2008) have demonstrated this result analytically for a density dependent
birth-death process.
























































(d) K = 10, 20, 100
Figure 4.11 Fixation probability π(p0, N0) with initial size N0 = K, (r0 = 1K ).
Simulation data (various symbols) have been fit to: (a) the neutral constant
population size fixation probability, π0(p0), for K = 500, 100, 50, 20 against.
All symbols lie on the line. (b) the nonneutral constant population size fixation
probability,πs(p0), for K = 20 and su/r0 = 0.2, 0.5, 0.75, 1 (from bottom curve
above the straight line, to top curve). (c) the estimated effective population sizes
N ′e scaled by K for K = 20, 50, 100 (from the bottom curve to the top). (d)
fixation probability for s = 0.5 (bottom curve set) and su/r0 = 1 (top curve set)
for K = 10, 20, 100 (bottom to top) in each set of curves.
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population size result, Eq. 4.34, see Fig. 4.11b and an effective population is
determined for each fixation probability curve. The effective population sizes
that give the best fit are shown in Fig. 4.11c. As we saw in the last section, a
typical stochastic trajectory the population spends an exponentially long time (in
the system size ζ) fluctuating about the quasi-stationary population size, N∗. To
zeroth order in ζ−1, this will be close to the deterministic stable population size,
Nd = K
2r. Typically, the population becomes monomorphic before extinction
occurs (Parsons & Quince 2007a). Therefore, the long-time, average effect of
demographic stochasticity is to augment genetic drift and this is captured by the
effective population size Ne. Since the quasi-stationary population size increases
with increasing selection, the fixation probability increases with selection. Figure
4.11c shows the fixation probability curves for different K for two different values
of s. Notice that for each s, the larger the carrying capacity, the greater the
fixation probability.
The fit between simulations and πs(p0) is surprisingly good even for carrying
capacities as low as K = 10, see Fig. 4.11c; though the intrinsic carrying capacity
is low, the quasi-stationary population size may be large enough to suppress
fluctuations in N .
The estimated effective population sizes, N ′e, that give the best fit to the data
for different carrying capacities are shown in Fig. 4.11d. The effective population
size is on the order of K and varies with s. The estimated sizes appear to
converge to a fixed value as the initial frequency approaches 1. Negative values
of N ′e indicate that the local allele behaves as if it is deleterious. This occurs for
low initial frequencies, when the ‘-’ allele is common.
Transition rates
In this section we determine the rate at which the population transitions
between the two ecological zones. Transitions between alternate states can
drive adaptation (Haldane 1932, Wright 1940, 1968-78). Wright was one of
the first to recognise this: his “shifting balance” theory describes transitions
between adaptive states as a means for complex adaptation (Wright 1968-78).
Wright believed that genetic drift could cause a population to stochastically shift
between adaptive peaks (Wright 1931, 1932). Stochastic peak shifts have been
widely studied in the literature. For example, under different forms of selection
and trait structures (Lande 1986, Barton & Rouhani 1987a,a, Lande 1985c),
large populations (Goodnight 2005), spatially distributed populations (Barton &
Rouhani 1987b, Burton & Travis 2008; see also Barton & Charlesworth 1984,
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Newman et al. 1985) and deterministically expanding populations (Rouhani &
Barton 1987). Peak shifts can also be caused by mechanisms other than genetic
drift, such as changes to the adaptive landscape (Fisher 1958, Whitlock 1997,
Hadany 2002).
Peak or zone shifts due to demographic and genetic drift have not previously
been considered. Whilst both zones “exist”, the population can shift out of its
ecological niche into a state of maladaptation. The frequency with which the
population does this (and the reverse) sets the rate of local adaptation. Here we
determine an upper bound for the rate of transitions between zones, comparing
these bounds with simulation data.
In the limit of weak noise, the stochastic dynamics can be separated into
two timescales. On the short timescale, the population is trapped within the
domain of attraction of one of the two zones, fluctuating about its corresponding
peak. What can happen on longer timescales is escape from that zone: after
an exponentially long time, stochastic perturbations will eventually carry the
population across the unstable saddle connecting the two zones, to the alternative
ecological zone. Such “jumps” between states are rare. However, though the time
between shifts is exponentially long, the shifts themselves happen rapidly (Van
Kampen 2007, Lande 1985a), as can be seen in Fig. 4.12a; the time series show a
striking “punctuational” pattern, which has been previously observed by several
authors (Newman et al. 1985, Lande 1985a, Holt et al. 2003) .
The transition rate can be defined and calculated in several different ways
(Caroli et al. 1980, Hänggi 1986, Hänggi et al. 1990, Risken 1996). It can be
defined as the number of trajectories that reach the neighbouring domain for
the first time, normalized by the total number of trajectories leaving the domain
of origin (see Kramer’s rate and flux-over-population in (Hänggi et al. 1990)).
Alternatively, it could also be defined as an average transition rate, which is
the inverse of the average time to shift from one zone to the other. The latter
definition invites use of the mean first passage time (MFPT) as the inverse
transition rate (Gardiner 1985, Van Kampen 2007, Talkner 1987, Hänggi et al.
1990). Since we only seek an approximate upper bound to the transition rate,
and because of its elegant simplicity, the latter is our method of choice (see also
Risken 1996, Ch. 5). In the limit of weak noise, and after long times the two
approaches should give equivalent results (Boilley et al. 2004, Reimann et al.
1999).
Let Γjk denote the transition rate from zone j to zone k. We need to know









Figure 4.12 Sample paths of stochastic trajectories for population size N (upper
curve) and allele frequency p (lower curve). The paths are sampled every 100
generations, with s = 8, p̂ = 0.002, M = 16, K = 500 and ζ = 1. The
(scaled) population size has been halved for comparison with the allele frequency
path. Notice that N and p shift at approximately the same time.
on the saddle geometry and the dynamics. We know that there is only one
(simple) saddle near the separatrix. Moreover, we know from detailed balance
that the most likely path from zone j to domain k is the precise opposite of the
reverse transition (Barton & Rouhani 1987a). This eliminates the possibility of
more complicated paths arising from limit cycles or chaotic attractors. A typical
population trajectory may be as follows. Initially the population fluctuates within
domain j, spending a long time there. Eventually the population will reach the
boundary of domain j, the separatrix, and cross into the saddle (we assume the
boundaries of the saddle and separatrix approximately coincide. This will be
accurate for low drift: compare Eq. 4.15 in the limit ζ → 0 with Eq. 3.12). The
average time it takes for this to happen is the mean first passage time, τj. Once
at the saddle the population will either (i) return to domain j or (ii) dither for
some time at the saddle. If the former happens then this trajectory will not
count towards the Γjk. If, however, the population moves on from the saddle to
domain k, this trajectory will count towards the transition rate. The longer the
trajectory takes to reach domain k, the smaller the transition rate. Hence an
upper bound on Γjk would be the transition rate from domain i to the saddle
(‘0’), Γi0. The upper bound will be close to the actual transition rate if there
are few return trajectories from the saddle bask to domain j, and also if the
population spends little time at the saddle. For systems with potential dynamics
and weak noise, a simple saddle geometry usually implies that the time spent
traversing the saddle is orders of magnitude smaller than the MFPT and hence
can be neglected (e.g. Lande 1985a; see also Boilley et al. 2004).
With these conditions in place, the upper bound on the rate of transitions
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from the ecological niche to the maladaptive zone, Γ+−, is equivalent to the rate
of escape from ecological zone to the saddle, Γ+0, conditional on absorption at
the separatrix,
Γ+− ≤ Γ+0. (4.36)
To determine the upper bound we need only find the MFPT. Generally,
multidimensional mean exit times are too difficult to solve exactly and asymptotic
methods must be used. Under weak noise we can use the result derived by Talkner
(1987) for τ+, which is also reviewed in Hänggi et al. (1990). The derivation of this
result is reproduced in App. B. Strictly, the MFPT is dependent on the initial
location of the population within the zone of origin. For weak noise however,
provided the initial location is far from the immediate neighbourhood of the
saddle, the MFPT is constant across the entire domain (Gardiner 1985). Then
rate Γ+0 is simply the inverse of τ+. Once at the saddle, the probability of crossing





Taking the probability at the saddle to be 1
2
also greatly overestimates the flux
across the saddle, since the population may stall at the saddle, crossing and
recrossing multiple times (Barton & Rouhani 1987a). Talkner found that for
a general multidimensional diffusion process with a sharply-peaked stationary
distribution, the escape rate from a domain j to the absorbing separatrix is








where P (k) is the equilibrium peak probability for zone k. Variable ν0 is the
leading eigenvalue of the Jacobian of the deterministic dynamics evaluated at the
saddle. Evaluating the Jacobian at the saddle (to find ν0) is approximately the
same as evaluating the Jacobian at the unstable deterministic state in the limit
of low drift (i.e. at the separatrix, see App. B for details). Using the zero-width
peak approximation and noting that ν0 can be found from matrix Ω (which is



































































Figure 4.13 The logarithm of the mean exit times ln(τj) and transition rates
ln(Γj0) for s = 8, p̂ = 0.002, ζ = 1 (and K = 500 in simulations). Solid lines are
numerical results. Two types of simulations were carried out: dots represent direct
simulation of the transition rate, where the final transition rate was calculated as
the average transition rate per run. The dashed lines represent simulation results
of the inverse mean exit time. (a) ln(τ+) (increasing curves), ln(τ−) (decreasing










. (c) ln(Γ+0) (increasing curves),






We expect this to be accurate when the potential difference |U0−Uk| is large and
drift is weak. The dominating factor in the rate calculation is the exponential
factor involving the potential barrier; this is the barrier the population must
overcome in order to reach the alternate zone. This compares with the exponential
dependence of the mean time to shift on the product of the population size in
constant population size models (Barton & Charlesworth 1984, Lande 1985a).
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The rates are proportional to the leading eigenvalue at the saddle ν0, which
characterises the degree of instability at the saddle. The standard form for rate
expressions usually involve an ‘entropy’ factor (Weiss 1986, Hänggi 1986, Barton
& Rouhani 1987a), that is, the ratio of the determinant at the saddle to the
determinant at the stable domain. It is in fact the ratio between the number
of states at the ecological zone to the number of states at the saddle: a wider
saddle would increase the frequency of shifts because it would contain more states.
The term arises from assuming the stationary peaks are Gaussian. Had we used





would multiply the rate
expressions.
In Fig. 4.13 the theoretical mean exit times and transition rates are compared
to simulation data. Note that the logarithm of the rates and mean exit times
are shown. We compare two different discrete rates, the average “per run rate”
and the inverse of the mean exit time. The former was obtained as follows.
The population was set to be initially far from the saddle. The per run rate
was defined as the inverse of the number of generations it took the population to
reach the saddle. The final transition rates shown here are averages of the per run
rate. The mean exit time was found by counting the number of times a domain
was visited. The time spent within each domain was added to a total ‘domain
time’ count. The final mean exit times were calculated as the total domain time
divided by the number of domain visits. Simulation runs were on the order of
105 runs. The saddle was set to be the deterministic unstable state. Treating
the saddle as a single threshold instead of a range of states introduces a slight
error into the simulation data, which is a negligible contribution to the large
discrepancy between theory and simulations. Moreover, in using the zero-width
approximation, the shape of the saddle does not feature in the expression for the
rates.
The discrete mean exit times qualitatively agree with the theoretical expres-
sion for τj, from Eq. 4.37: as migration increases, the average time to leave the
maladaptive zone increases and vice versa for the ecological niche, see Fig. 4.13a.
This is because the probability of finding the population in the maladaptive zone
increases with M . The qualitative agreement may be attributed to the that
fact the peak probabilities feature in the theoretical expression and is evident
from taking the ratio of the inverse mean exit times, see Fig. 4.13b. As was
shown in §4.3.2, the peak probabilities from simulations agree qualitatively with
theory, (once we take into account the inherent error between the theoretical and
discrete dynamics, see §4.4.4). However, the theory fails to predict the correct
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mean exit times, which are least one order of magnitude out. Since theoretical
mean exit times are not upper bounds, the quantitative agreement is quite poor.
The main source of error for this discrepancy is most likely due to the saddle and
in particular the exponential potential term. The peaks are not well separated
for M > 18 and though the saddle is visible, the potential depth between the
high state peak and the saddle is small: the asymptotic result is expected to do
poorly when the potential depth is small.
Similarly, the discrete transition rates qualitatively agree with theory: as
migration increases, the transitions out of the maladaptive zone become less
frequent, see Fig. 4.13c. The converse is true for the ecological niche. Comparing
theory with the average per rate run, the latter is several orders of magnitude
smaller. We expect the quantitative agreement to be better than this since we
simulated the transition rate up until the saddle and not the transition between
domains. Since the discrepancy between theory and simulation is smaller for the
logarithm of ratio R = Γ+0
Γ−0
(see Fig. 4.13d), it seems either the assumptions that
the calculation are based upon are invalid for our model, and/or the continuous
model is not the correct diffusion limit of the discrete model. We suspect that
some error will arise from the latter, as we have already seen when comparing
the zone probabilities and stationary moments in §4.3.2 and §4.3.2. However,
this error cannot account for the orders of magnitude discrepancy since the
stationary properties of the discrete model are reasonably well approximated by
the continuous theory, e.g. ratio R. Therefore, perhaps the error is due to the
assumptions we have based the transition rate calculation on. In any case, the
transition rates need further investigation (we continue this discussion in §4.4.4,
where we discuss the overall success of the continuous theory with respect to the
discrete simulation results).
This concludes our investigation of the single locus model. We have shown
that for a given range of parameters, when gene flow is highly maladaptive,
the population fluctuates for long times in a state of maladaptation or between
adaptive states within its ecological niche. We have investigated the mean time
until extinction, fixation probability and shift rates. Further work on these first-
passageproperties would be worthwhile.
We now consider the multilocus model.
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4.4 Multiple loci
What difference do multiple loci make to local adaptation and persistence once
random drift is taken into account? Can the population still be found in one of
two ecological zones? To answer these question we concentrate on the stationary
properties of the multilocus model, carrying out a similar analysis to the single
locus case. We then briefly consider the rate of transitions between zones.
4.4.1 Stochastic equilibrium
The behaviour of the population at stochastic equilibrium is qualitatively similar
to the single locus case. In the last chapter, it was found that at equilibrium,
bistable loci simultaneously occupy their respective high states or their respective
low states. Therefore, there can be at most two stable attractors. Moreover, if
loci are symmetric and bistable, there is only one unstable (biologically valid)
state, since loci have the same equilibrium frequency (see §3.4).
In the stochastic model, when selection and migration dominate drift, the
multilocus stationary distribution, Ψn(x), also becomes bimodal; the population
can find itself fluctuating within a well-adapted or maladapted ecological zone.
The multilocus distribution Ψn has already been derived in §4.2.1 and is given in
Eq. 4.7. The distribution may be multi-peaked for certain parameter values that
cause ‘ghost peaks’ to appear at the boundaries. However, we are only interested
in the bimodality of Ψn, the conditions for which the two ecological zones exist
and how these contrast with the single locus case. Unless otherwise stated, all
loci are symmetric, i.e. allelic effects αj = 1 and migrant frequency p̂j = p̂ for all
loci. This is a restrictive assumption, but one that simplifies calculations. The
effect of small asymmetries in α and p̂ will be hard to distinguish from the effect
of fluctuations.
Marginal distributions
We use the marginal distributions of population size, φN,n, and allele frequency,
φp,n, to illustrate bimodality in Ψn. These distributions can be determined by
integrating out the unwanted variables from Ψn, as was done for the single locus
case in §4.3.1. For φN,n, we integrate Ψn over all allele frequencies, similar to the










(a) φN,n with M = 0.43
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(c) φp,n with M = 0.43
φ p
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(d) φp,n with M = 0.48
Figure 4.14 Marginal distributions φN,n (top) and φp,n (bottom) for 10
symmetric loci with s = 0.5, p̂ = 0.2 and ζ = 2 for M = 0.43 (left) and M = 0.48
(right). Solid curves are theoretical results, bars are simulation data.

















The normalisation constants and integral I can be calculated numerically.
The main differences between the single locus and multilocus case in the
deterministic model carry over to the stochastic model. These are highlighted by
the marginal distributions shown in Fig. 4.14 for two different migration rates.
The two ecological zones can now make an appearance for weak selection, low
migration and polymorphic migrants when more than one locus contributes to
fitness. This is because though the selection coefficient per locus is small, the
‘effective’ selection coefficient, nsη, which contributes to the average growth rate,
can be large, (see §3.4). Notice the boundary peak of the maladapted zone in
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φp,n and its corresponding ‘interior’ peak in φN,n.
Bimodality in haploid stationary distributions (η = 1
2
, not shown) is not
simply a consequence of ‘ghost peaks’ as it is for the single locus case, but is now
due to the underlying deterministic dynamics. Because of fluctuations, gene flow
also acquires an ‘effective’ rate Mη; ploidy now makes a nontrivial difference to
the stochastic population and we cannot simply treat haploid results as ‘scaled’
diploid results, as is possible in the deterministic model.
We next determine the probability of finding the population within a given
zone, followed by the stationary moments of N and p, under the assumption of
low drift.
4.4.2 Zone probabilities
The probability P (k) of finding the population within zone k is the integral
over Ψn about the k
th peak. Using the local peak approximation (§4.3.2)
to approximate the multilocus stationary distribution, the approximate peak
probabilities are given by Eq. 4.25, once the single locus distributions and weights
are replaced with the appropriate multilocus distributions and weights. We
use the Gaussian approximation throughout, Ψ̃G,n, unless otherwise stated (see
App. B for details). Note that the population is within an ecological zone when
the allele frequency of all loci fluctuate within the domain.
In Fig. 4.15, probabilities P (+) and P (−) are shown. As the number of loci
increases, higher migration is required for maladaptation to be probable. This
is clear from Fig. 4.15a; rate Mmax for which P (+) = P (−) = 12 , increases.
Notice that the range of migration rates over which the peak probabilities
transition decreases and the transition becomes sharp; that is, the bimodal range
decreases the greater the number of loci. The more common the local allele
is on the mainland, p̂  0, the larger migration has to be for maladaptation
to be probable, see Fig. 4.15b. Additionally, the bimodal range increases; even
though maladaptation requires high migration rates, once maladaptation becomes
possible, the population remains vulnerable over a greater range of rates. These
features mirror the underlying deterministic behaviour of the population.
In Fig. 4.15c, the peak probabilities for ten loci are shown, with moderately
weak selection, (s = 0.5, ζs = 1), and migration is low, (ζM ∼ 1). The agreement
between simulation data from the MFWM and the Gaussian approximation is
reasonable, though the latter once again estimates a slightly higher Mmax; this is
not due to a numerical error but is due to the discrete dynamics (see §4.4.4). The







































(c) s = 0.5, p̂ = 0.2, ζ = 2
Figure 4.15 Multilocus zone probabilities P (+), P (−) for (a) 4 loci (solid lines),
10 loci (with crosses), (b) 10 loci with migrant frequencies from left to right,
p̂ = 0.001, 0.1, 0.2 and 0.25 and (c) ten loci with s = 0.5, p̂ = 0.2 and ζ = 2.
Approximations using Ψ̃G,n (solid lines), simulation data (with open circles) from
the MWFM for K = 200, r0 = 0.01 and approximations using Ψ̃0,n (dashed lines)
are shown. Unless otherwise stated, s = 1, p̂ = 10−4 and ζ = 1 for diploids.
of Ψ̃n.
4.4.3 Stationary moments
The stationary moments approximated by Eq. 4.26, derived in §4.3.2, are
applicable to the multilocus case by once again replacing the appropriate single
locus quantities with their multilocus counterparts.
Figure 4.16 shows numerical calculations of the exact demographic and genetic
stationary moments when ten loci contribute to fitness. We saw in the last section
that the transition between niche-dominance and maladaptation requires higher
migration rates the more polymorphic immigrants are or the stronger selection
is. The same trends are seen in the averages of N and p, see figures 4.16a, 4.16c,
4.16e and 4.16g. The more common the local allele, the smaller the drop in the






















































































Figure 4.16 Stationary moments for ten loci with varying s,p̂ (e)-(h). In figures
(a)-(d), s varies: from the leftmost curve moving rightwards, s = 0.5, 0.75, 1.
In figures (e)-(h) p̂ varies: from the leftmost curve p̂ = 0.1, 0.2. Unless stated









































Figure 4.17 Stationary moments of N (top) and p (bottom) for 5 loci (solid
lines) and 10 loci (dashed lines) with s = 0.5, p̂ = 0.2 and ζ = 2.
true for stronger selection; the drop in average population size becomes larger for
higher migration rates.
All variances peak at a critical rate Mmax. For strong selection, demographic
variation increases with increasing s, because the selective strength is tied up with
growth (hard selection), see Fig. 4.16b. Additionally, strong selection eliminates
genetic variation from the local population, as can be seen by the decreasing
peak height of σ2p. The curiously large forward tail in σ
2
p suggests a slow but
steady decline in the genetic variation once the population is in the maladapted
state, because selection is strong, see Fig. 4.16c. The less rare the local allele,
the smaller the variation in population size and allele frequency, see figures 4.16f
and 4.16h.
In Fig. 4.17, the stationary moments for different loci numbers are contrasted.
The drop in values of the averages is steeper over the bimodal migration rates
the larger the number of loci, see figures 4.17a and 4.17c. Moreover, the average
population is proportional to the number of loci, because, all else being equal, the
population’s response to selection is greater (i.e. the effective selection coefficient
















































Figure 4.18 Stationary moments of N (top) and p (bottom) for ten diploid loci
with s = 0.5, p̂ = 0.2 and ζ = 2. Numerical results (solid lines), simulation data
(with open circles) for K = 200 , r0 = 0.01, and approximations using Ψ̃G,n (with
crosses) are shown.
the demographic and genetic variances are higher for larger n, variation is spread
across a smaller range of migration rates than a smaller number of loci, see figures
4.17b and 4.17d.
Numerical calculations of the exact stationary moments are compared with
simulation data and approximations in Fig. 4.18. The agreement between the
three different types of results is reasonable. Notice that the averages are very
close to the deterministic equilibria for migration rates above and below the
bimodal range, see figures 4.18a and 4.18c. However the Gaussian approximation
predicts a higher variance than is the case for either the numerical or discrete
results.
We have examined the zone probabilities and stationary moments for the
multilocus case. We next summarise what these results imply for the bimodal
range, before moving on to the transient dynamics.
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Significance of the bimodal range
There is no easy way to predict what the bimodal range, Mmax± δM , will be for
a given set of parameters. Nevertheless we can infer some simple trends from the
results of the previous sections.
The stronger selection is per locus, the greater the number of loci and the
higher the migrant polymorphism, the higher the critical migration rate Mmax
will be. Migration then needs to be high, M ∼ Mmax for maladaptation to be
more probable than adaptation. However, there is a trade-off, because strong
selection and large loci numbers also reduce δM , and with it the population’s
chance to escape maladaptation; the transition between zones becomes sharp
and their coexistence is fleeting. This may or may not be compensated for by
higher migrant polymorphism, for which δM increases.
We have found that the stationary properties of the multilocus case are
qualitatively similar to the single locus case, and that differences that arise are
primarily due to the underlying deterministic dynamics. The multilocus mean
exit times and transition rates can in principle be determined in the same way
they were for the single locus case. However, we refrain from delving into these
calculations here because of the discrepancies encountered in the single locus case.
Before moving on to examine the quantitative trait model, we discuss the
discrete models, simulation results, and in particular how well the continuous
theory approximates the discrete models.
4.4.4 Simulations
The multivariate diffusion process we have investigated is of interest in its own
right, as a continuous model of a population undergoing gradual growth and
evolution. We can also view the model as an approximation of an infinite
number of similar discrete models in the limit of a large, or ‘system size’,
parameter. Discrete models are more realistic than their continuous counterparts;
the diffusion limit is also often taken as a means to circumvent mathematical
difficulties (Ewens 1979). It is important, therefore, to check the validity of
theoretical results against results derived from discrete models.
In this section we first describe the two discrete models we investigated for
the single locus and multilocus cases: a Markov chain (MC) for population size
under neutrality and the Modified Wright-Fisher model (MWFM) model. The
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MFWM reduces to the MC under neutrality. We then discuss how well our
theory approximates the discrete models. Note the models are described below
in terms of the unscaled parameters (see §3.2.1). This should be obvious from
the presence of r0 and K in the expressions below, therefore for convenience we
drop the subscript ‘u’. The agreement between the discrete models and theory is
discussed towards the end of this section.
The Markov chain (MC)
Under neutrality, for a single locus, the dynamics of population size decouple from
genetic evolution and a Markov chain (Karlin & Taylor 1975a, Cox & Miller 1980)
can be constructed for N : every generation a Poisson number of offspring are
produced by equally fit parents. The mean of an individual’s offspring distribution
is r0(1 − NtK ), where Nt is the size of the tth generation. After reproduction,
a Poisson number of migrants with mean M join the local population. The






where θi = i + r0i(1− iK ) + M . Note that r0i(1− iK ) is the logistic map, which
can become chaotic if r0 ≥ 2 (May 1974, 1976, May & Oster 1976). We denote a
Poisson random number from a Poisson distribution with mean θ as Poisson(θ).
Exact results for the stationary distribution or stationary moments are not
obtainable. However, we know the stationary distribution p(∞) satisfies p(∞) =
Pp(∞), which can be found numerically by iterating forwards in time from an
initial state vector p(0) using the transition matrix P
p(t) = Ptp(0) (4.45)
since limt→∞ p(t) = p(∞) (Karlin & Taylor 1975b, Ewens 1979).
The discrete chain can be approximated as a continuous diffusion process
of transformed variables X (scaled population size) and T (scaled time), with









To find these moments, the variables are transformed to a scale where changes in
N and t are small enough so that higher infinitesimal moments of X are negligible





h|X] = 0 h > 2. (4.48)
The discrete variables are rescaled relative to the intrinsic carrying capacity K,
the ‘large’ parameter in the system, X = N
K
and 4T = 1
K
. In the limit K →∞,
the diffusion approximation becomes accurate (the limit 4T → 0 is equivalent
to K →∞). The infinitesimal moments are
Amc = r0X(1−X) +M, and (4.49)
Bmc = X, (4.50)
provided r0 ∼ O( 1K ) and M = O(1). This is equivalent to setting scaling
parameter ζ = 1. These moments describe the diffusion that best approximates
the MC and is exactly equivalent to the continuous model under neutrality.
Therefore we can be confident our theory will do well in the neutral case, provided
K is large and the diffusion constraints on r0 and M are not violated.
The Markov chain is easily simulated as follows: each generation, a Poisson
distribution with mean θi, where i is the current population size, is sampled
to produce the size of the next generation. This continues until a steady state
distribution is reached. (To check stationarity, we compute the relative error
between stationary distributions generated from longer run lengths (total number
of generations); if the relative error is below a certain error threshold, say 10−6,
we assume stationarity has occurred).
A Modified Wright-Fisher Model (MWFM)
In the Markov chain model, selection was not included and the island population
was subject only to migration from the fixed mainland and density-dependent
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regulation to ensure the population does not grow indefinitely. We wish to
simulate a discrete version (i.e. non-overlapping generations) of the full continuous
stochastic mainland-island model: individuals on the island carry a trait made up
of many biallelic loci that is now subject to selection (one allele being selectively
advantageous over the other on the island), and migrants, carrying a fixed number
of deleterious alleles join the island every generation (see §4.2 and §2.1.1). The
island population is still subject to density-dependent regulation. To do this, we
simulate a modified version of the Wright-Fisher model. In the original Wright-
Fisher model, the population size is kept constant, individuals mate randomly
to produce the next generation and receive migrants from the a fixed mainland
source (see §2.2.2). We modify the Wright-Fisher model to include growth and
density-dependence regulation so that the population size is no longer constant
and varies randomly. Below we describe the We deal with diploids here, but
the model can easily be applied to haploids. The model is similar for the single
locus and multilocus case except for an important difference between the average
Wrightian fitness of the population, W g, and the average Wrightian fitness of a
locus, W , which we discuss below.
Consider a population with constant (effective) size N with (a single) allele
frequency p = n+
2N
, where n+ is the number of favoured alleles. In the classic
Wright-Fisher model, if the population is subject to genetic drift only, the
current generation is binomially sampled (with replacement) to produce the
next generation. The number of favoured alleles in the next generation is




, where Binom(N, p) is
a Binomial random number. Including selection and migration modifies p before
sampling takes place (Ewens 1979).
In Fig. 4.19, the flow diagram of one life cycle in the MFWM is shown. The
first half of each cycle deals with demographic changes, the second half with
genetic changes.
Demographic stochasticity
Demographic stochasticity is included by Poisson sampling the local and migrant
populations. Growth, (hard) selection and density-regulation are taken into
account in one fell swoop to produce N ′′ = Poisson(θN) offspring where θN =
NW g − r0KN2. Note that we have not assumed anything about how many loci
contribute to fitness. To the offspring population, I = Poisson(M) are added and
the final size of the next generation is N ′ = N ′′ + I.
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N ′′ = Poisson(θN )
gene flow
new generation
n′+ = Binom(I, p̂)
If N ′ > 0, p′ =
n′+
N ′
else p′ = 0
No
n′+ = Binom(N
′, ps + MN (p̂− ps))
θN = W gN − r0K N2
N ′ offspring
Figure 4.19 Flow diagram of one life cycle in the Modified Wright-Fisher model.
Genetic evolution
Suppose a single locus controls fitness. The allele frequency in the next
generation, p′, is found as follows. If there is at least one offspring (N ′′ > 0),
then n′+ alleles are generated by selection and migration. Selection acts on the
local population and parents are chosen by their fitness. The allele frequency in




/W 1, where Wij is the Wrightian
fitnesses of genotype ij and W = p2W++ + 2pqW+− + q2W−− is the average
fitness of the locus (q = 1 − p). During migration, gene flow ‘replaces’ a
selected ‘+’ allele by a migrant ‘+’ allele at a rate mp̂ = I
N
p̂, and by a
migrant ‘−’ allele at a complementary rate I
N
q̂. Combining both processes,
there are n′+ = Binom(2N
′, p′′) favoured allele in the next generation, where
p′′ = I
N
(p̂− ps) + ps.
If no offspring are produced by the local population, n′+ will depend solely
on the migrant population, n′+ = Binom(2I, q̂). If N
′ = 0, the population goes
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extinct in the next generation and of course n′+ = 0. Finally, the allele frequency
in the next generation is p′ =
n′+
N ′ if N
′ > 0 and 0 otherwise.
Multiple loci and the average growth rate
We define two fitnesses per genotype, one that contributes to the dynamics of p,
W ij, and one that contributes to the average growth rate, r, W
′
ij. The former
is just the usual (Wrightian) genotypic fitness defined in §3.3. These determine
the rate at which selection acts on the allele frequencies. The latter is defined
so that the intrinsic growth rate in the MWFM (1 + r0) is correctly scaled by
the number of loci: the W ′ij are (
1
n
(1 + r0) + s) : (
1
n
(1 + r0)) : (
1
n
(1 + r0) − s)
for genotypes ++ : +− : −− respectively. This guarantees that, on average, the
average growth rate is W g ≈ 1 + r0 + nsη(p − q) for n loci, which agrees with
the continuous model. Note that for a single locus, the two types of genotypic
fitnesses are the same (i.e. there is no need to scale r0).
Simulation results
The simulation results from the Markov chain and MWFM have been presented
throughout the thesis, in comparison with predictions from the continuous theory.
For the neutral results, we simulated the MWFM setting selection to zero. The
neutral demographic results were checked against results from the Markov chain.
The results were indistinguishable between these discrete models, as expected
(see figures 4.2c, 4.2d and 4.5).
To check the nonneutral model we only simulated the MWFM. Overall, we
found that the continuous model is qualitatively, and in some cases quantitatively,
a reasonable approximation of the discrete Modified Wright-Fisher model. This
is not surprising given the MWFM satisfied many of the restrictive assumptions
upon which the continuous theory is based, such as linkage equilibrium. The
approximation becomes more accurate the greater the intrinsic carrying capacity
K; surprisingly it does well for seemingly small values too, e.g. K = 10, as the
MET and fixation probability results show. This is because even for a small
carrying capacity the population can attain sizes many orders of magnitude
higher.
Nevertheless, there are several issues. First, though the average stationary
population size and allele frequency are in good agreement for the parameter
values shown, the continuous and discrete variance are not. For example, in
Fig. 4.9, the discrete variance σ2N is higher for K = 20 than the continuous
theory predicts. Similarly, for p̂ = 0.01, in Fig. 4.5, both demographic and
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genetic variances are in poor agreement with the continuous theory for K = 20.
This is because for the migration rates shown, the continuous theory violates the
diffusion constraint: the fraction of migrants entering the population, relative
to the intrinsic carrying capacity, is too high. Recall that migration does not
contribute to fluctuations directly in the continuous dynamics, whereas in the
discrete model this is approximately the case in the limit of large K and M ∼
O(1). Furthermore, allele frequencies in the discrete models can change typically
at most by ∼ 1
K
. Therefore if p̂ < 1
K
, migrant alleles will not be adequately
represented. Hence K is chosen so that this is not the case. Note however that
in general we expect the diffusion approximation to break down when there are
few copies of the local allele in the population or when there are few individuals
(Ewens 1979).
Second, the continuous theory consistently predicts a higher migration rate
Mmax, the rate at which the genetic and demographic variance is a maximum.
This can be seen in the ‘shifted’ peak probabilities, figures 4.4 and 4.15, and
also in the marginal distributions, e.g. Fig. 4.14. In the latter, the maladaptive
peak is consistently higher than the theoretical distribution. This suggests that
in the MWFM the population does not visit the high state peak as often as the
continuous dynamics predict, even for a population with an intrinsic carrying
capacity as large as K = 200. This is most likely because in the discrete model
migration contributes to demographic stochasticity, whereas it does not in the
continuous model.
Third, the single locus transition rates and mean exit times were orders of
magnitude off the continuous predictions. This is perhaps due to the assumptions
the theoretical calculations were based upon, rather than failure of the continuous
theory as a whole, especially since the discrepancy between the continuous and
discrete ratios R were in better agreement. This requires further investigation.
Finally, we have used large values for the unscaled selection coefficient in our
theoretical predictions. However, in the discrete simulations, the unscaled values
are used, and these large values are scaled by r0. Therefore, provided r0 is small,
the unscaled selection coefficients will be small. We discuss this issue in more
detail in §4.6.
We next consider how genetic and stochastic drift affect phenotypic evolution
under the assumption of constant variance.
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4.5 Phenotypic evolution
In the last chapter, we investigated a deterministic quantitative trait model with
population dynamics, see §3.5. The crucial assumption of constant variance
simplified the trait dynamics and resulted in a qualitatively different picture of
local adaptation under maladapted gene flow from the explicit genetic models.
Here we build upon this model to investigate the effect that genetic and
demographic drift have on trait evolution under directional selection. We
can expect the variance to be reduced by genetic drift at a rate inversely
proportional to the effective population size (Crow & Kimura 1970). Demographic
stochasticity will further reduce the additive genetic variance. If migration
is high enough to prevent frequent extinction, this may counteract the effect
of demographic stochasticity, inflating the genetic variance. However, high
migration rates will introduce positive linkage disequilibrium into the population.
As we will see however, quite low values of migration and selection significantly
reduce the risk of extinction at stochastic equilibrium; weak migration and
selection relative to high recombination rates will break down nonrandom
associations between loci.
Next we derive the joint stationary distribution of trait mean and population
size. We will find that the stochastic model closely mirrors the deterministic
behaviour, as expected when drift is weak. For certain parameter values however,
the stationary distribution is unbounded.
4.5.1 Stochastic equilibrium
To derive the stationary distribution for population size and the trait mean, ΨN,z,
we follow the usual route of solving a bivariate forward Fokker-Planck equation
with the appropriate infinitesimal moments (Gardiner 1985).
Recall the deterministic equation for the trait mean z assuming a constant






















As in the genetic stochastic model, the bracketed terms multiplying ‘dt’ are just
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the deterministic dynamics, see Eq. 3.22; the square-root terms represent the
stochastic contribution to the dynamics. Note that this term in Eq. 4.51b has
the same origin as the stochastic term in Eq. 4.1b. The infinitesimal moments
for the FFPE equation are therefore













where potential U is
U = rN − 1
2
N2 +M lnN +
M
2vz
(ẑ − z)2 (4.56)






























where as usual Z0 is the normalisation constant. The distribution is determined
by three different terms. The contribution of each term to ΨN,Z is shown in
Fig. 4.20 for parameter values S = 1, M = 0.8 and Ẑ = −2.
The first bracketed term in Eq. 4.57 is due to migration. If migration
dominates, the Gaussian factor pulls the stationary distribution towards the
average of the migrant population, Ẑ. In the N −Z plane, these terms produce a
line of Gaussians centered about Ẑ, see Fig. 4.20a. The height of the Gaussians are
modified by the demographic factor multiplying the exponential; it will dominate
when N is small and migration is low, i.e. M < 1
2
. The second term is also a
demographic Gaussian, but due to growth, density regulation and hard selection.
This dominates when selection is stronger than migration and drift, pulling the
distribution towards the average fitness of the population. It produces a line of
Gaussians, each one centered about a point on the line 1+sz, see Fig. 4.20b. The
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(a) Migration (b) Growth
(c) ΦN,Z (d) Restricted
(e) Ẑ < 0 (f) Ẑ > 0
Figure 4.20 Phenotypic distribution ΦN,Z (unnormalised) for S = 1, M = 0.8
and Ẑ = −2, unless otherwise stated. (a) Migration term, (b) growth term and
(c) distribution ΨN,Z , in which the selection term dominates. (d) ΦN,Z appears
bimodal if we restrict the range of the distribution. The interior peak maximum is
approximately at the equilibrium state {1.106, −0.618}. Examples of ΦN,Z when:
(e) migration dominates selection, S = 0.4, M = 0.7, Ẑ = −2 with corresponding
deterministic equilibrium {1.091, −1.377}, (f) the local allele is common: Ẑ = 0.2,
S = 0.7 and M = 0.5, with corresponding deterministic state {57.435, 80.609}.
final term is a pure exponential due to selection on the trait mean. It will easily
be the dominating factor when migration is weak relative to selection. This is
evident from Fig. 4.20c, which shows the product of all three terms, giving the
unnormalised stationary distribution, ΦN,Z .
If we zoom in to a smaller range of N and Z, the small, interior peak
centered approximately about the deterministic state is visible, see Fig. 4.20d.
This distribution is unbounded and cannot be normalised, since the exponential
term is dominant. This happens under maladaptive gene flow, when selection is
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stronger than migration i.e. when the migration rate is below critical rate Mdiv,
the rate at which the deterministic equilibria diverge and are indeterminate; see
§3.5.2.
For migration rates above Mdiv, the distribution is bounded and centers about
the corresponding deterministic equilibrium state, see Fig. 4.20e. This is similar
to the maladaptive peak seen in the genetic models: the trait mean fluctuates
about a narrow range of values, which may or may not lead to negative growth
rates. In contrast to the genetic models, the population can be maladapted, and
still attain population sizes several times the intrinsic carrying capacity.
If the favoured allele is the more common allele on the mainland, Ẑ > 0,
the distribution is centered about the deterministic state, which has a large
population size and high trait mean, see Fig. 4.20f. The domain of the peak
represents the population’s ecological niche. Notice that only a narrow range of
states are probable however.
The stochastic trait model is a viable alternative to the genetic model only
when migration dominates selection under maladaptive gene flow, or when the
favoured allele is common on the mainland. Otherwise the stationary distribution
is unbounded, due to exponential selection. The fact that the phenotypic
distribution is never bimodal can be reconciled with the fact that bimodality
in the multilocus stationary distribution is fleeting when loci numbers are large,
which is a key assumption for the phenotypic model. However, in the latter this
marks a transition between adaptation and maladaptation, whereas in the former
there is no such transition. In this limited sense then, both types of models give a
qualitatively similar picture of local adaptation under maladapted gene flow and
stochastic effects.
4.6 Summary and discussion
In this chapter we have explored the central theme of the thesis, namely the
effect of genetic and demographic drift on local adaptation. We have investigated
two different continuous models based on the deterministic models of the last
chapters: a multilocus genetic model in which n independently evolving loci
contribute additively to trait, and its phenotypic equivalent, in which only the
trait mean evolves alongside population size. We have explored the stationary
properties of both models, and properties of the stochastic trajectories in the
former. Continuous models can be treated as diffusion approximations of an
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infinite number of discrete models. Since we focussed mostly on the genetic
model, we also tested its validity as an approximation of discrete models by
comparing it to a modified version of Wright-Fisher model, in which population
sizes can fluctuate.
Adaptive and maladaptive ecological zones: the basic observation that
local adaptation is possible, albeit at the cost of a migration load, when selection
is strong relative to migration remains true, provided drift is weak. Conversely,
high migration will result in maladaptation. Demographic stochasticity produces
a third possibility however. The genetic model predicts that for a certain range of
parameter values, when the favoured allele is less common on the mainland than
the deleterious allele, the population can shift between two ‘ecological zones’: an
adaptive zone and a maladaptive zone. The adaptive zone is the population’s
ecological niche: the favoured allele is established at high frequencies and the
population is many times the intrinsic carrying capacity in size. Within the
maladaptive zone, the favoured allele cannot spread and the population becomes
a pseudo-sink (Pulliam 1988). The population is particularly vulnerable in the
maladaptive zone because not only is it genetically depauperate, which can limit
future adaptability (Willi et al. 2006), small population numbers may lead to
extinction from inbreeding depression (O’Grady et al. 2006) or from Allee effects
(Keitt et al. 2000), as discussed in the previous chapter, §3.6.
Bimodal range: we found that transitions between states was possible for
a limited range of migration rates, the ‘bimodal range’. The population is less
likely to be found within its ecological niche as migration increases across this
range i.e. the ecological niche becomes less dominant and vice versa for the
maladaptive zone. At migration rate Mmax, defined to be the center of the
bimodal range, genetic and demographic variation are maximal. Since genetic
variation is necessary for future adaptability, the population has the best chance
of adapting to a sudden change in the local environment at rate Mmax. We
demonstrated the basic dependence of the bimodal range on parameters s, n, p̂
and ζ. Analogous to the deterministic model from the last chapter, we found
that as the number of loci n increases, bimodality exists for weaker selection and
migration. Crucially, for a given selective strength, the bimodal range becomes
narrow as the number of loci increases; the bimodal range becomes a sharp
threshold above which adaptation is not possible and bimodality disappears. This
suggests that the genetic model behaves more like soft selection models in the
limit of large n. Clearly the number of loci matter. In contrast Holt et al. (2003)
found that for n ≥ 5, the number of loci do not affect the results. This can be
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reconciled with our results, since for a large number of loci, bimodality will be
fleeting, irrespective of the number of loci. But loci numbers will still affect where
this threshold lies, as in the deterministic models.
Transitions between zones: drift provides a means of escape from
maladaptation. The accumulation of small fluctuations can shift the population
out of a maladaptive state and into a niche state. This can be likened to niche
evolution (Holt 1997, Holt & Gomulkiewicz 2002, Kawecki 2000, Holt 2009). We
determined an asymptotic upper bound for the rate of shifts between zones using
the mean time it takes for the population to exit a zone. We found that the
shift rates are exponentially distributed across the bimodal range, as expected;
transitions to the ecological niche become less likely as migration increases. The
depth of the potential well (i.e. the barrier that must be surmounted by the
population) is the dominant factor in the rate transitions, as it is for many
rate calculations (see references in §4.3.4). Our calculations are in qualitative
agreement with results obtained from simulations. It would be interesting to
compare the discrete results with more accurate shift rates. One approach would
be to determine the inverse of the dominant eigenvalue of the backward Fokker-
Planck operator Eq. 4.2, as was carried out by Barton & Rouhani (1987a) for a soft
selection model of multilocus evolution. Since many traits are polygenic (Bulmer
1980) and under weak directional selection (Kingslover et al. 2001), transitions
between zones may be unlikely to occur in real populations under maladaptive
gene flow.
When drift is strong: demographic drift causes the population to go
extinct. We have used the discrete models to investigate the mean time until
extinction in the case of a single locus. Simple intuition would suggest that, in
general, the mean extinction time should increase the larger the carrying capacity
and/or the intrinsic growth rate. We found, however, that the initial genetic
composition affects the mean extinction time so that it may be reduced should
the initial allele frequency be low enough.
It has been argued that the mean extinction time is not a good quantifier of
extinction risk, and that the probability of extinction is better (Ludwig 1996).
Furthermore, use of diffusion to approximate these quantities has been criticised
(Grasman & Ludwig 1983). Nevertheless, the mean extinction time remains an
important quantity in conservation studies (see Ch. 2, §??) and as our simulations
have shown, diffusion approximations can be accurate for populations with small
intrinsic carrying capacities, e.g. K = 10. Furthermore, empirical studies show
that genetic factors impact upon extinction risk and cannot be ignored (O’Grady
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et al. 2006, Spielman et al. 2004). We therefore believe it would be fruitful to
develop theoretical results to support our simulations. The most obvious way
to do this would be to solve the appropriate inhomogeneous two-dimensional
backward Fokker-Planck equation (see Eq. B-17, App. B).
The diffusion approximation: to assess the validity of the genetic model,
we compared it to a discrete model, the Modified Wright-Fisher model. We
found that for the parameter values explored, the continuous theory was in good
qualitative agreement with the stationary properties of the MWFM for weak
to moderate drift, moderate to large carrying capacities, K ≥ 20, and small
migration rates, relative to the carrying capacity, M/K  1. (Failure of the
continuous model to correctly predict the transition rates in the single locus
case has been discussed in §4.4.4). This is unsurprising given the discrete model
satisfies many of the restrictive assumptions underlying the continuous model,
such as the guarantee of linkage equilibrium. The analytical approximations
we developed for the continuous theory also agree reasonably well with the
discrete model, provided drift is moderate to weak. However, if the local allele is
sufficiently rare or drift is only moderately weak, ‘ghost peaks’ may form at the
boundaries of the stationary distribution. Then, bimodality has no deterministic
counterpart and our approximations cannot be used.
We expect the diffusion approximation to break down once the expectation
of the third (or higher) raw moment of generational changes in N and pj are
non-zero, see Eq. 4.48 (Ewens 1979, Karlin & Taylor 1975b). In the single locus
case, we found that for seemingly large values of the scaled parameters, e.g. s = 8
and M = 17, the diffusion approximation holds. This is because despite the large
values of the scaled parameters, the simulations were run using the unscaled
parameters, and these did not violate the diffusion constraints given in §4.4.4.
Realistic parameter values: it has not been our aim to develop models
that can be directly related to empirical studies. Nevertheless, we wish to say
something about the order of magnitude of the parameters and whether they
fall within realistic bounds. Unfortunately this question has no straight-forward
answer, not least because reliable estimates of genetic and ecological parameters
are hard to obtain. Also data on the genetic basis of traits is sparse. However,
we can use the empirical estimates of selective strength and gene flow for the
water snake Nerodia sipedon (King & Lawson 1995), which shows variation in
banding at a single locus (Hedrick 2006), to obtain a crude order-of-magnitude
estimate of the parameters. The water snake lives in Lake Erie on several islands.
The unbanded form of the snake is commonly thought to be an adaptation for
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camouflage against the limestone background of the island this form is commonly
found on. The mainland consists of the banded forms. The selective advantage
of the unbanded form was found to lie between s = 0.11 and s = 0.28 (King
& Lawson 1995). Gene flow was estimated at m = 0.01. Suppose Kr0 = 1
and that Mu = M = mK. In the single-locus simulations we used M ≈ 17.
To reproduce such a high migration rate, given gene flow rate m, the intrinsic
carrying capacity would beK = 1700. We can use the estimate forK to determine
the unscaled selection coefficient, since su = r0s, where r0 = 1/K. This gives
su ≈ 0.005, which is too small for the water snake. It is orders of magnitude
smaller than the estimate s = 0.16 averaged across species (Kingslover et al.
2001). Where the single locus model may fail to use parameters within realistic
ranges, the multilocus model will fare better, though there may be other issues,
such as linkage disequilibria and epistatic interactions. More worryingly, however,
is the estimate for r0. Empirical data on the intrinsic growth rate is confused by
different definitions and empirical methods, but is typically greater than r0 ≥ 0.02
(e.g. see Fagane et al. 2010). This suggests that the diffusion model requires
smaller growth rates than are likely to be found in nature.
Trait evolution: we found that the quantitative trait model for directional
selection, assuming the additive genetic variance is constant, behaved markedly
differently from the genetic model. Under maladaptive gene flow, the model
cannot adequately describe local adaptation: if selection exceeds migration, the
stationary distribution is unbounded. For large migration rates that exceed
Mdiv, the stationary distribution is bounded and the population will most likely
be maladapted, though the population size may be large due to migration,
depending on the average migrant trait. In other words, adaptation is severely
limited under demographic and genetic drift, if we make the usual assumption of
constant phenotypic variance. Clearly, assuming the genetic variance is constant
is inappropriate and this assumption must be made with caution.
Comparison with previous studies: simulation studies of stabilising
selection under genetic and demographic drift have been studied by Holt et al.
(2003). Our results are qualitatively similar to theirs, in that they also observed
bimodality and determined a probability of adaptation similar to our peak
probability P (+). This is because free recombination between loci was also
assumed in their model.
Issues and future work: genetic drift causes random associations between
loci, which may or may not attenuate the effect of selection. Again, high
recombination will break down associations between loci. However, little
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is understood about the build up of nonrandom associations under both
demographic and genetic drift, and density regulation. As is clear from the
quantitative trait model, assumptions made about the underlying genetics and
associations between loci can greatly alter the results. We therefore believe it
would be fruitful to investigate linkage disequilibrium in, say, a two-locus model
under genetic and demographic drift.
The order of selection and migration are unimportant in the continuous model
(this is imposed by the diffusion constraints). For more realistic discrete models,
however, this is not the case (Holt et al. 2003). Furthermore, the assumption of
freely recombining loci does not take into account proper sexual reproduction.
More light could be shed on both the issue of life history events and the effect of
sex (and therefore nonrandom associations) with an individual-based model that
incorporates proper sex into the eco-evolutionary dynamics.
Despite its shortcomings, we believe the continuous description framework
is a valuable one. For example, it would be relatively straight-forward to
investigate other models of selection, such as stabilising or disruptive selection.
The assumption of a constant environment was necessary as a first step towards
understanding the effect of stochastic events on local adaptation under eco-
evolutionary dynamics. However, future work could involve relaxation of this
assumption, in addition to all the others mentioned above.
Next, I generalise the mainland-island model to the infinite island model and






In this chapter I extend the mainland-island model to a metapopulation of an
infinite number of islands. Each island is loosely coupled to all others by migration
and evolves according to either the deterministic or stochastic dynamics of the
previous chapters. In the case of two alleles per locus, the metapopulation reduces
to two habitats: one habitat, a fraction ρ of the metapopulation, favours the ‘+’
allele, the other habitat, of size 1 − ρ, favours the ‘−’ allele. Islands within
a given habitat experience identical local dynamics, and each habitat behaves
as one contiguous island. Therefore the metapopulation effectively behaves as
a two-island model in which there is migration between the islands, unlike the
mainland-island model. With local stochastic dynamics, the assumption of an
infinite island number of islands simplifies analysis and ensures the distribution
is a smoothly varying function across demes.
I show that the infinite island model under deterministic local dynamics
behaves similarly to the two habitat models discussed in §2.3.1; under certain
conditions either specialists or generalists evolve. I also show that the inclusion
of multilocus dynamics can severely constrain the range of conditions for which
adaptation within a given habitat is possible. If the metapopulation suffers a
catastrophe, this can invert any source-sink structure that may emerge through
the coupled dynamics of population size and allele frequency. Finally, I show that
stochastic effects can reduce demic sizes and increase mixing between habitats
with increasing isolation. This, however, comes at the costs of low average
population sizes, increasing the risk of extinction. Before introducing the model,
I review previous work.
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5.1 Previous relevant work
Wright’s infinite island model has been modelled in a heterogeneous environment
(see Ch. 2). Under deterministic dynamics however, Wright’s island model in a
heterogeneous environment collapses to the two habitat models discussed in §2.2.
Barton & Whitlock (1997) found that in an infinite island model with fixed
deme size Ne, an allele with selective advantage s in a fraction ρ of the entire
population and a disadvantage −γs in the remainder, can be established below a
critical rate mL = γs/(γ(1−ρ)−ρ). Alternatively, the allele can invade the island
population for fractional habitat sizes greater than ρL = (1 − s/m)/(1 + 1/γ),
wherem = M/Ne. A similar condition in terms of the ratio of selective differences,
γ, was first derived by Bulmer (1972) for two habitats. The allele is always
established if m < s. This is because selection only varies in direction and
not in strength between the two habitats. The alternative allele is established
if ρ is at most as large as a critical fraction ρH . Barton and Whitlock also
considered the effect of genetic drift and extinctions on establishment of the
allele. If extinctions occur at a rate λ, with recolonization occurring immediately
after extinction events and relatively weak migration (m  s), the critical
fraction becomes ρL = (1 − s/(m + λ))/(1 + 1/γ) in the deterministic limit.
Migration and extinction increase the rate of gene flow, having a similar effect on
local adaptation. Again, the allele can always be established provided selection
dominates (s > (λ+m)). They found that polymorphism becomes less likely as
the extinction rate increases. Furthermore, if drift is strong (i.e. Nem 1) and
the two habitats are roughly equal, ρ ≈ 0.5, polymorphism cannot be established
in the metapopulation; depending on initial conditions, one of the two alleles is
fixed.
Ronce & Kirkpatrick (2001) study the evolution of a quantitative trait in
a model of two discrete habitats with explicit population dynamics including
logistic regulation. Habitat heterogeneity is set by the relative difference between
the optimum average trait of each habitat. They find that for high habitat
heterogeneity (large variation in selection or habitat quality) and intermediate
to high migration rates a source-sink structure emerges: the source habitat has a
high population density and will be close to perfect adaptation, whereas the
maladapted sink habitat depends on migration from the source. Since most
individuals are found in the source habitat, a specialist species evolves. If
migration is too high, it is possible for “migrational meltdown” to occur and
the sink habitat goes extinct. With less heterogeneity, habitats become equally
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populated with identical trait averages, forming a generalist species. Both
equilibria are stable for very small migration rates and high habitat heterogeneity.
Furthermore, the authors compared a discrete version of their trait model with an
explicit multilocus model using simulations and found the qualitative behaviour
of both models to be in agreement.
Filin et al. (2008) extend this model and investigate the effect that different
forms of density regulation has on the evolution of generalists and specialists.
They find that the specific form and strength of density regulation strongly
influences the conditions for a generalist or specialist outcome; increasingly
concave density regulation functions (stronger dependence at high densities,
weaker dependence at low densities) improves conditions for a generalist species.
This is similar to the equilibrium results of Kawecki & Holt (2002), Spichtig &
Kawecki (2004) models.
Barton & Rouhani (1993a,b) examine an infinite island model, in which
a quantitative trait evolves under stabilising selection, migration and genetic
drift with soft (Barton & Rouhani 1993a) and hard (Barton & Rouhani 1993b)
disruptive selection, (in the latter, changes in population size are implicitly
accounted for). They investigate the third phase of Wright’s “shifting balance”,
which concerns the spread of a fitter combination of genes from one deme to
all others. Wright’s “shifting balance” (Wright 1931, 1932, Coyne et al. 1997,
Peck et al. 1998, Turelli et al. 2001, Singh & Morton 2004) was postulated for
structured populations in a homogeneous environment (uniform selection across
habitats). Although they study a different mechanism for evolution, the method
they employ to analyse the infinite island model is applicable to the infinite island
models I consider.
The infinite island model I examine in this chapter is an extension of the
mainland-island work of the last two chapters. It also bridges the gap between the
above studies by including habitat size (fraction or frequency) ρ, genetic dynamics
and genetic drift. Furthermore, I consider genetic and demographic stochasticity
as well as explicit multilocus dynamics, which is novel. To treat the stochastic
case, we follow the method used by Barton & Rouhani (1993b,a). I will show that
the under single-locus dynamics, the deterministic island model agrees with soft
selection models (Levene 1953, Maynard Smith 1966) in that increased isolation
promotes polymorphism. I also show that, as expected, an allele can invade either
if its habitat is more frequent or if it has a greater (absolute) selective advantage.
When habitats are equally frequent, the ‘hard demographic’ advantage of a larger
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habitat size disappears. In this case, the species evolves into either a generalist or
specialist species’, depending on the initial state of each habitat and the relative
strength of migration and selection. Crucially, under (symmetric) multilocus
dynamics, the conditions for genetic polymorphism are greatly reduced and the
species switches between specialist states as migration increases. If one habitat
suffers a catastrophe, the source-sink structure that emerges when one habitat
is rare can be reversed. Finally, I show that demographic and genetic drift can
reduce average demic sizes. At small migration rates, if selection is weak and
drift is strong, habitats become more mixed on average despite increased isolation.
This could lead to extinction of the entire metapopulation due to severe migration
loads in each habitat, high demographic stochasticity and reduced colonization.
The rest of the chapter is set out as follows. In Sec. 5.2 I define the general
stochastic model for multiple loci. I then solve the deterministic mode for a
single locus, first for varying habitat frequency and a fixed migration constant,
and then vice versa, §5.3.1. I also calculate the habitat range of frequencies
for which genetic polymorphism is guaranteed. Next, I consider the effect of
a catastrophe on the population. If the catastrophe is severe enough, the sink
population has a chance of evolving. After examining the multilocus case, I move
on to examine the stochastic model in Sec. 5.4.1. In Sec. 5.5, I summarise and
discuss the results.
5.2 Model and dynamics
The island model consists of an infinite number demes that are connected by
migration (which we discuss in detail below). Each deme experiences similar
conditions to the island population of the last two chapters. On each island,
diploid (we ignore haploidy) individuals carry a trait expressed by one or
many biallelic loci (‘+’/‘−’ alleles). Selection (specifically directional selection
i.e. fitness is an exponential function of trait) acts on the trait. The ‘+’ allele
is favoured in some demes, whereas the ‘−’ allele is favoured in others; this
leads to our definition of a habitat, which we discuss in more detail a bit later.
If we assume that loci evolve independently of each other, that is, nonrandom
associations between loci are broken down at a much faster rate than selection,
then we can follow the dynamics of individual loci, just as in the genetic mainland-
island models of the last two chapters. In this chapter, we focus exclusively on the
explicit genetic dynamics of individual loci and do not investigate the phenotypic
model, which follows the average trait dynamics instead (see §3.5 and §4.5). To
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ensure population numbers are regulated on each island, we once again include
density-dependent regulation in the local dynamics. The stochastic effects of
finite-sized populations can be taken into account in much the same way they
were in Ch. 4.
Migration
The key difference between this model and the mainland-island model of the
last two chapters is migration. In the mainland-island model, migration was
unidirectional (from mainland to island only) and occurred at a fixed rate M .
Furthermore, the migrant pool was assumed to be so large that its average size
and genetic structure could be treated as fixed and constant in time. In this
model we relax both these assumptions.
Every generation, each deme receives migrants from a common migrant pool
that is randomly sourced from all demes without preference. Since the migrant
pool is a property of all demes, it evolves alongside the metapopulation until
stochastic equilibrium is reached. Let x̂ be the average of x in the migrant
pool at a given instant. Following Barton & Rouhani (1993a,b), averages taken
across the metapopulation, denoted 〈x〉, determine the (instantaneous) state of
the migrant pool, 〈x〉 = x̂. As in their work, we distinguish between these two
averages: metapopulation averages 〈x〉 determine the migrant pool, which in
turn has average properties x̂. The rate of migration into a deme is therefore
proportional to the average size of the migrant pool, MN̂ , where M is a fixed
constant that tunes the strength of migration relative to selection and random
drift.
In contrast to the mainland-island model, each island sends out emigrants at
a rate proportional to its size: the larger a deme is, the greater the number of
individuals it sends out to all other demes and hence the greater its influence on
other demes via the migrant pool.
Habitat definition and dynamics
Selection can vary in direction and in strength from deme to deme i.e. one allele
is advantageous and disadvantageous in different demes. We define a habitat i as
the fraction of demes ρi that experience the same selection pressure for the same
allele.
Within a habitat, each deme evolves according to the same local dynamics.
The most general dynamics include stochastic effects due to random births and
deaths on each island. Under local stochastic dynamics, the demic population
sizes and allele frequencies within a habitat are distributed about averages taken
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across the habitat. If the metapopulation is divided into L habitats, so that∑L
l=1 ρl = 1, the contribution of habitat l to the migrant pool is weighted by ρi,
x̂ =
∑L
l=1 ρl〈xl〉, where 〈xi〉 is the average across habitat i.
For a deme within habitat i, we can write down the coupled stochastic dynamics
of the population size, Ni, and the allele frequency (of the ‘+’ allele) at locus
k, pik, when selection, growth, migration and finite-size effects act upon the
deme. These dynamics are similar to the coupled equations for N and pj in
the deterministic (see §3.2.1) and stochastic (see §4.2) mainland-island models,
since the processes of selection, growth, immigration, gene flow and population
regulation are similar. However, as explained earlier, the key difference in the
dynamics is that an island in this model experiences emigration.
The dynamics can be written as stochastic differential equations, similar to
the dynamics of the stochastic mainland-island model, see Eq. 4.1. Using the
























where r′i = 1 + βi
∑
k αik(2pik − 1) is the average fitness of a deme, βi is the
selection pressure, αik is the contribution of the k
th locus on the trait, ζ = r0K
is the scaling parameter (cf. 4.2), and r0 and K are the intrinsic growth rate
and maximum population size in the absence of selection and migration. Let
us take a closer look at the dynamics. The first term in Eq. (5.1a), is due to
logistic regulation (Murray 1989), as explained in §3.2.1: the population grows at
a rate set by its average fitness, r′ (this is the same as r from previous chapters,
when many loci contribute to trait). To ensure the population does not get large
indefinitely, the quadratic term in Ni imposes a penalty on the overall growth rate,
r′i −Ni, as the population becomes too large. The second term accounts for the
net movement of migrants between the deme and the rest of the metapopulation
per generation; MN̂ migrants come into a deme and MNi migrants leave a deme.
The final term is due to demographic stochasticity; random births and deaths in
a finite population are modelled as a Poisson process (Karlin & Taylor 1975a)
(see also §4.2).
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The first term in Eq. (5.1b) accounts for selection acting on locus k (Ewens
1979). The unusual second term in Eq. (5.1a) is due to gene flow (note the ratio
M/Ni) from all other demes. To see this, suppose the metapopulation consists of











In contrast to constant population size models and the models of the last two
chapters, the (net) rate of gene flow depends on the difference in (mal)adaptedness
between demes and the ratio of population sizes between pairs of demes.
Abundant populations contribute more to the gene pools of smaller populations
than the reverse (Kawecki & Holt 2002). Of course, migrants only contribute to
gene pools that have adapted differently from their deme of origin (i.e. pj 6= pi).
We will consider only two habitats. Habitat 1 consists of a fraction ρ1 = ρ
of demes in which the ‘+’ allele has a selective advantage s1 = s (s > 0). The
rest of the metapopulation is habitat 2, where the favoured allele is deleterious
with selective disadvantage s2 = −γs and γ > 0. An allele is considered to have
invaded a habitat if it can be found there, even at low frequencies. If it is more
frequent than the resident allele, it has ‘successfully’ invaded or ‘spread’ through
the habitat. Of course, successful invasion is meant only in the genetic sense;
demographic benefits are unlikely to follow genetic invasion. For simplicity, we
set αik = 1, so that si = βi. We will use the terms ‘frequency’, ‘size’ and ‘fraction’
interchangeably to refer to ρ.
How large does ρ have to be to ensure the ‘+’ allele can invade habitat
2? Alternatively, how weak does selection for the resident allele have to be
for invasion to be possible? What effect does genetic invasion or genetic
polymorphism have on the distribution of individuals between habitats i.e. do
generalists or specialists evolve? Do stochastic fluctuations significantly affect the
conditions for invasion? We will answer these questions as we explore the model.
We next investigate the deterministic model, focusing on a single locus. We
examine two complementary cases: (i) habitat frequency ρ varies and migration
constant M is kept fixed, and (ii) the converse, where ρ is fixed and M varies.




In the absence of stochasticity, there is no longer a distribution of population sizes
or allele frequencies within each habitat; the demes within a habitat are identical
in size and genetic composition. The deterministic dynamics are,
dNi
dt
= Ni(ri −Ni) +MρjNj, (5.3a)
dpik
dt
= pik(1− pik)si + MρjNj
Ni
(pjk − pik), (5.3b)




5.3.1 Single locus results
In principle, exact expressions for the general solution of the single-locus equilibria
can be found. However the results are impenetrable and provide little insight.
Instead, we analyse the equilibria by solving the dynamics either exactly for
particular cases or, for more general cases, numerically using Mathematica
(Wolfram 1999).
Varying habitat frequency ρ
If M is fixed and the habitat frequency varies, two distinct equilibria emerge:
either the metapopulation is monomorphic when one habitat is significantly
more frequent than the other and its resident allele fixes in all demes, or
neither habitat is dominant and the metapopulation is polymorphic. We
define a species to be an “evolutionary specialist” when only one allele persists
throughout the metapopulation, hence the species succesfully adapts in only one
habitat (monomorphic equilibria). If both alleles persist in the metapopulation
(polymorphic equilibria), then the species fails to adapt well to either habitat and
it is an “evolutionary generalist”. We can also define the species as specialists and
generalists in an ecological sense (Rosenzweig 1987). If the species has a relatively
greater abundance in one habitat (e.g. monomorphic equilibria), we define it to
be an “ecological specialist”. But if the species is approximately equally divided
between both habitats, or neither habitat is dignificantly greater than the other,
it is an “ecological generalist” (e.g. polymorphic equilibria).
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The monomorphic equilibria represent states in which the species is simultane-
ously an ecological as well as evolutionary specialist. However, in the polymorphic
case, since the population is not approximately equally divided between habitats,
the species is only an evolutionary generalist, and not an ecological generalist (see
Ronce & Kirkpatrick 2001 for an alternate definition of an ecological generalist
species).
The equilibrium population size and allele frequencies of each habitat are
functions of ρ and γ and as such are shown as equilibrium solution surfaces in
Fig. 5.1. Equilibrium solution curves for fixed γ are also shown.
The equilibrium surfaces change discontinuously along two curves. For the
parameter values shown, one curve cuts across the γ − ρ plane, whilst the other
just clips the corner of the plane for ρ < 0.5. These critical curves delineate
the parameter values for which the monomorphic and polymorphic equilibria are
stable. We obtain a clearer picture of when the metapopulation switches between
the two different equilibria by examining the equilibrium curves that result from
setting the ratio γ to one, so that the magnitude of selection in both habitats is
identical. These curves are the leftmost figures in Fig. 5.1b.
When fraction ρ is below a critical fraction ρL, the ‘−’ allele, local to habitat 2,
invades habitat 1 and fixes: habitat 2 is perfectly adapted and deme sizes within
the habitat are well above the intrinsic carrying capacity (N > 1). Habitat
1 is maladapted and therefore has a negative growth rate; it is a pseudo sink
(Watkinson & Sutherland 1995, Pulliam 2000). The low demic size in habitat 1
is maintained by migration from the source population, habitat 2. As ρ increases,
population sizes in both habitats decline. This is due to the combined effect of
demography and selection. The average fitness in habitat 2 is depressed whilst
the immigration of unfavourable alleles into the habitat increases. Though the
average fitness in habitat 1 increases, immigration diminishes due to the shrinking
size of demes in habitat 2 and the increased emigration out of habitat 2. Since
habitat 1 is a sink and depends on migrants to sustain population numbers,
the demic sizes in habitat 1 decrease in parallel. This continues until ρ = ρL,
when the ‘+’ allele is able to invade habitat 2. This discontinuous change
signals polymorphism in both habitats and a dramatic increase in the demic
sizes of habitat 1 with an accompanying decline in demic sizes in habitat 2. The
source-sink structure disappears until greater ρ, when the source-sink structure
is inverted, see leftmost figures in Fig. 5.1b (Pulliam 1988, Dias 1996). Above
a critical frequency ρH , the ‘−’ allele cannot invade habitat 1 and in a reversal
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Figure 5.1 Deterministic equilibria of habitat 1 and 2 for varying ρ and fixed
M . (a) Equilibrium surfaces of N (top row) and p (bottom row) for habitat 1
(left) and habitat 2 (right) with M = 0.5, s = 1 and γ = 1 (note the ρ axis is
different between the two sets of figures). (b) Equilibrium curves of N (top row)
and p (bottom row) for habitat 1 (dashed lines) and habitat 2 (solid lines) with
s = 1, γ = 1 and migration constants M = 0.5 (left column), M = 0.25, (middle
column) and M = 0.75 (right column). The leftmost column figures represent two
dimensional slices through the equilibrium surfaces in (a). Source-sink structure
emerges when the average fitness falls below zero, ri < 0: above the upper dotted
line, habitat 2 is a sink and below the lower dotted line habitat 1 is a sink ((a),
bottom row, leftmost figure). Critical fractions ρL and ρH are indicated.
specialist state).
Source-sink structure in the metapopulation exists provided one of the two
habitats has zero or negative average fitness. The criterion for this is 2sipi ≤
mρi + si − 1 and is indicated in the leftmost, bottom figure in Fig. 5.1b.
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Irrespective of the fractional size of either habitat, conditions for polymor-
phism are favourable at all fractional sizes, except when ρ ∼ 0 and ρ ∼ 1 see
Fig. 5.1b (middle figures). In contrast, under strong migration, though both
populations are well-mixed, one allele fixes in the metapopulation. This is because
the larger habitat has a greater bias, no matter how slight, in the migrant pool:
adaptation is facilitated by an ecological factor, the habitat size.
As expected, for the special case γ = 1, the equilibria are symmetrical about
ρ = 1/2 in the sense that N1(ρ) = N1(1−ρ) and p1(ρ) = p2(1−ρ). The symmetry
is broken when γ 6= 1, as we shall see when we examine the critical fractions ρH
and ρL below.
Polymorphic equilibrium
For habitat frequencies between the critical values, ρL < ρ < ρH , exact solutions










(Nisi −MρjNj)2 + 4NMsiρjNj
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.
Only when the metapopulation is equally divided between both habitats and
selection is equally strong, γ = 1, is there no bias in the migrant pool towards
either allele.
Monomorphic equilibria









pi = 0, 1 (5.5b)
= pj.
If ρ is at least as large as ρL, the ‘+’ allele can invade habitat 2. Similarly, if ρ is
at most as great as ρH , the ‘−’ allele can invade habitat 1.
The critical habitat frequencies can be found from the Jacobian J of the
dynamics, Jlk∂yk∂yl ẏk (Strogatz 2004). At these fractional sizes, the equilibrium
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curves are discontinuous and at least one of the eigenvalues of J is zero. Since
the determinant of a matrix is a product of eigenvalues, at the critical fractions,
the determinant of J is zero. This gives the following equation for the critical







where p = 0, 1 for ρc = ρL and ρc = ρH habitat fractions respectively. By
substituting the expression for N1 and N2 from Eq. 5.7a, both of which depend









































Figure 5.2 Critical habitat frequencies ρH , ρL. Top row, ρH (upper curves) and
ρL (lower curves) for different values of M . (a) s = 0.5 (solid lines), s = 0.75
(dashed lines) and s = 1 (with circles). (b) γ = 0.5 (solid), γ = 1 (dashed) and
γ = 1.5 (with circles). (c & d) The equilibrium curve for p against ρ is also shown
for habitat 1 (dashed lines) and habitat 2 (solid lines). Either (c) the critical
fractions collapse to one value for high migration (s = 0.01, M = 10), or (d) they
disappear entirely for strong selection (s = 1, M = 0.05). Unless otherwise stated,
γ = 1, s = 1.
Using (5.4) in (5.6), critical frequencies ρL and ρH can be calculated
numerically. The results are shown in Fig. 5.2. Above the lower curves (ρL),
below the upper curves (ρH) and for low migration rates where neither curve
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exists, the metapopulation is polymorphic.
If γ = 1, the critical fractions satisfy ρL = 1− ρH and are symmetrical about
ρ = 1/2, see Fig 5.2a. As selection increases, for a given migration constant M ,
the critical fractions diverge and the range of habitat frequencies for which the
metapopulation is polymorphic increases.
If one allele is (relatively) weakly selected within its favourable habitat so that
γ 6= 1, one of the two critical fractions may disappear and only one of the two
alleles can invade, see Fig. 5.2b. Polymorphism is guaranteed at any habitat size
if both critical frequencies disappear (and 0 < ρ < 1). Notice that the curves are
no longer symmetric about ρ = 1/2.
For large migration rates M , the difference between ρH and ρL decreases until
both fractions collapse to one value. In this case, polymorphism is no longer
possible as both alleles successfully invade the respective foreign habitat and the
species switches between specialist states, see Fig. 5.2c. For strong selection (or
increased isolation) both alleles persist in the metapopulation and each habitat
is well adapted, suffering only small migration loads, see Fig. 5.2d.
We have considered equilibria for the case where the migration constant is
fixed and habitat frequency ρ and ratio γ vary. Next, we keep ρ fixed and examine
equilibria for vary migration constant M .
Varying migration constant M
For fixed habitat sizes, the metapopulation is polymorphic for migration constants
below critical value M∗, and monomorphic otherwise. This is the familiar
threshold between adaptation and the ‘swamping’ effect of migration (see Ch. 2).
We can further divide the equilibria according to whether the habitats are of
equal size (ρ = 1/2) or not.
The equilibrium population size and allele frequency for fixed ρ are shown
in Fig. 5.3. A critical curve marks a discontinuous change in the equilibrium
surfaces. This critical curve corresponds to the critical rate M∗ as a function of
γ, see Fig. 5.3a.
For the special case of ρ = 1/2 and γ = 1, the habitats are symmetrical for
migration rates below M∗, see leftmost figures in Fig. 5.3b. By symmetrical we
mean that the population sizes in each habitat are equal and pi = 1 − pj: the
population adapts successfully to both habitats and is equally abundant in both
habitats (though since there is some migration between the two habitats, the
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Figure 5.3 Deterministic equilibria of habitat 1 and 2 for varying M and fixed
ρ.(a) Equilibrium surfaces of N (top row) and p (bottom row) for habitat 1 (left)
and habitat 2 (right) with ρ = 0.5 s = 1, γ = 1 and initial conditions N0 = 1,
p0 = 0.9 (the M -axis is different between the two sets of figures). (b) Equilibrium
curves of N (top row) and p (bottom row). Left and middle columns: stable
equilibria of habitat 1 (dashed lines) and habitat 2 (solid lines) are shown for
ρ = 0.5, and initial conditions N0 = 1, p0 = 0.9 (left column), p0 = 0.1 (middle
column). Dotted curves indicate unstable equilibria. Right column, ρ = 0.25.
Unless otherwise stated, s = 1 and γ = 1.
in both the ecological and evolutionary sense of the term. The equilibrium
population sizes and allele frequencies are
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For migration constants above M∗, a specialist equilibrium emerges. In the
specialist state, similar to the monomorphic equilibria described in the previous
section, one allele fixes throughout the metapopulation. This habitat is the more
abundant habitat and once again a source-sink structure emerges: the invaded
habitat is maladapted and the demic size is correspondingly small. Furthermore,
the specialist equilibrium is bistable: the initial state of the metapopulation








. Note this is proportional to s, as expected from soft
selection models (see §2.2).
When the habitats are unequal in fractional size, ρ 6= 1, the generalist/spe-
cialist description is no longer appropriate, since the habitats are not equally
abundant. Furthermore, only at very low migration rates can the species evolve
to be generalist: even for migration rates below M∗ρ, one habitat rapidly becomes
maladapted as M increases. This habitat is the less frequent habitat. In other
words, (metapopulation) demography constrains evolution. Which allele fixes at
high migration rates simply depends on which habitat is more frequent or which
allele has the stronger selective advantage i.e. the ‘+’ allele fixes if ρ > 1
2
or
γ < 1, and conversely for the alternate allele, see Fig. 5.3b. The demic sizes are
still symmetric about ρ = 1/2, in the sense that the demic size in habitat 1 for
ρa is the same as the demic size for habitat 2 if ρb = 1− ρa i.e. N1(ρa) = N2(ρb).
Irrespective of the value of ρ, as the migration constant increases above rate
M∗, the demic sizes within both habitats appear to converge to the same value.
This is because the rate of emigration increases with M ; the source habitat incurs
a demographic cost, even though is ‘perfectly’ adapted.
We have examined the different equilibria that arise when either the migration
constant M or habitat fraction ρ is varied. We have found that genetic
polymorphism is favoured when either M is small, s is large, one allele has a
greater absolute advantage i.e. γ 6= 1, and habitat sizes are intermediate. Local
adaptation in both habitats is possible if habitats are almost completely isolated
(M  1) or there is no bias toward either allele in the metapopulation and γ = 1.
Then the species evolves to be an all-round generalist species.
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We next consider the effect of a catastrophe on the metapopulation, before
investigating multilocus evolution.
The effect of a catastrophe
What happens if a habitat is subject to a catastrophe, such as a reduction in
size? To investigate the effect of a catastrophe, we follow the procedure outlined
in Ronce & Kirkpatrick (2001). The habitats evolve for 100 generations, with
habitat 1 initially as a source population, and habitat 2 as the sink population.
After 100 generations, habitat 1 suffers a reduction in size i.e. ρ decreases.
The results are shown in Fig. 5.4. We decreased the fractional size of habitat
1 from ρ = 0.9 to two different sizes, ρ = 0.4 and ρ = 0.1. The consequent
reduction of immigration into habitat 2 enables the habitat to evolve. If habitat
1 suffers a mild catastrophe, that is, a small decrease in size, adaptation occurs
in both habitats to some degree and the source-sink structure disappears, see
Fig. 5.4a. This is an example of niche evolution (Holt 2009). On the other hand,
if the catastrophe is severe enough and ρ is drastically reduced, the ‘−’ allele
successfully invades the metapopulation. Furthermore, habitat 1 becomes a sink
and the initial source-sink structure is inverted, see Fig. 5.4b.
Notice that immediately after the catastrophe the population size in habitat 2
is temporarily depressed even further, before rebounding to higher values (N > 1).
During this transitional period, habitat 2 is more vulnerable after the catastrophe
than before the catastrophe occurred.
We come to the end of the single locus results and to conclude the deterministic
section, next examine the effect that multiple loci have on the evolution of the
two habitats. The multilocus case is a simple extension of the single locus
model, therefore we expect the results to be qualitatively similar. However, the
conditions for genetic polymorphism critically depend on locus numbers.
5.4 Multiple loci
We can easily generalise the single locus results to multiple loci. We assume
loci are symmetric and independent and so the average fitness of habitat i is now
ri = 1−Mρj+nsi(2pi−1), where n is the number of loci contributing to the trait
(j refers to the other habitat). Aside from this small difference, the dynamics are















































Figure 5.4 The effect of a catastrophe (reduction in ρ) on demic size N (left)
and allele frequency p (right) when initially ρ = 0.9, N0 = 1 and p0 = 0.5 with
s = 1, γ = 1 and M = 0.5. The fractional size of habitat 1 (with circles) is reduced
to (a) ρ = 0.4, and (b) ρ = 0.1. Initially, habitat 2 is a sink. Habitat 1 is a sink
if p1 is below the thick dashed line. Habitat 2 (solid lines) is a sink if p2 is above
the light dashed line.
As discussed in Ch. 3, under the assumption of symmetry, the number of loci
n simply features as a multiplicative factor in the average fitness. This means
that selection per locus, si, can be weaker the greater the number of loci are
involved whilst the effective selection coefficient, nsi, remains fixed.
The equilibrium multilocus results are shown in Fig. 5.5 for varying ρ. As
expected, the equilibrium population size and allele frequency curves for fixed
migration rate M are qualitatively similar to the single locus results: there are
two monomorphic regimes for small and large ρ and a polymorphic phase for
intermediate ρ, see Fig. 5.5a. However, as locus numbers increase, the range of
ρ for which polymorphism can exist in the metapopulation decreases, and the
transition between monomorphic states becomes sharp. This means that the
source-sink structure is inverted over a smaller migration range as n increases.
This can occur for modest loci numbers, for example n > 5. The sharp transition
is similar to the sharp collapse of the high state (i.e. collapse of bistability) at

































Figure 5.5 Deterministic multilocus results for locus numbers n = 1 (dotted
lines), n = 2 (dashed lines) and n = 5 (solid lines).(a) equilibrium population size
(left) and allele frequency (right).(b) Critical fractions ρL (lower curves) and ρH
(upper curves). Unless otherwise stated, s = 1, γ = 1 and M = 0.5.
The critical fractions ρL and ρH are shown in Fig. 5.5b. It is clear from the
figures that as locus numbers increase, the critical fractions approach ρ = 1/2,
and the conditions for polymorphism become restricted. Large locus numbers
have a similar effect on the metapopulation as high migration (cf. Fig. 5.2c).
When a large number of symmetric loci contribute to fitness, the maximum
and minimum average fitnesses become polarised. Therefore a habitat is either
close to perfect adaptation or close to total maladaptation. In contrast to the
single locus case, habitat 2 is in a sense buffered from the degrading effect of
maladaptive gene flow, whereas habitat 1 becomes highly maladapted. This is
true so long as ρ is small enough that the bias in the migrant pool is towards
habitat 2 (i.e. for γ = 1, ρ < 1
2
). Once ρ is large enough (habitat 2 is rare) habitat
2 is overwhelmed by maladaptive immigrants and the metapopulation switches
between monomorphic states. Therefore the evolutionary effect of multiple loci
is overcome by demography and migration (since Mρ is the true migration rate).
We have examined the deterministic dynamics of the island model and
considered the effect of a single locus and multiple (symmetric) loci. We have
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found that above or below a critical fraction (for fixed migration rates) or a critical
migration rate (for fixed habitat frequencies), one allele is guaranteed to invade
the rest of the metapopulation, provided migration is intermediate and assuming
selection is relatively weak. Whether polymorphism exists in the metapopulation
depends crucially the number of loci contributing to trait and the relative strength
of migration and selection (per locus).
We now investigate the effect of genetic and demographic drift on the
metapopulations.
5.4.1 Stochastic demes
We examine how stochastic fluctuations alter the deterministic results of the
previous section. We focus on a single locus; extending the formalism below to
multiple loci is straight-forward. Moreover, the qualitative results of the single
locus case will carry over the the symmetric multilocus case.
When demes follow stochastic dynamics, the population size and allele fre-
quency of habitat i are distributed about mean values 〈Ni〉 and 〈pi〉 respectively.
Averages taken across a group of demes, denoted 〈x〉, vary discontinuously,
making large jumps from one generation to the next, if the number of demes
is small. On the other hand, in the limit of an infinite number of demes these
averages vary smoothly and a diffusion description is applicable. We therefore
make the important assumption that the metapopulation consists of an infinite
number of demes (Wright 1931, Barton & Rouhani 1993a). We also assume
that changes within a deme are much faster than changes on the scale of the
whole metapopulation. At a given instant, habitat i can then be described by
a distribution of states Ψi(xi|ŷ), conditional on the instantaneous state of the
migrant pool (determined by the set of migrant averages ŷ). Since all demes
contribute to the migrant pool, as explained in §5.2, ŷ = 〈y〉, where the latter
is an average across the entire metapopulation. Again, we consider only two
habitats. Though individual demes fluctuate, distribution Ψi(x, t|ŷ, t′) evolves
deterministically until the migrant/metapopulation averages converge to fixed
equilibrium values, ŷ = 〈y〉 = 〈y〉∗. Barton & Rouhani (1993a) have proved that
this convergence occurs for an infinite number of demes under soft selection.





















At any given instant, to habitat i the rest of the metapopulation will appear
fixed and the instantaneous migrant averages can be treated as constant. The
stochastic dynamics are such that they can be written in potential form. Using
the Fokker-Planck formulation, the instantaneous distribution of states across
habitat i, Ψi(x|ŷ) given migrant averages ŷ is



















Ui = riNi− 1
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N2i +M〈N〉 lnNi + 2Mη
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and Z0,i is the normalisation. This is similar to the single locus stationary
distribution of the stochastic mainland-island model from the last chapter, see
§4.3; the stationary probability distribution of one island evolving under the
same stochastic dynamics is equivalent to the distribution of states across a
large ensemble of demes. In the limit of weak drift, high selection ζs  1 and
high migration ζMρ  1, 〈Np〉 = 〈N〉〈p〉, the covariance between N and p
across all demes tends to zero and the stochastic dynamics will closely mirror the
deterministic dynamics to leading order in ζ−1
















NipiΨi(xi | N̂ , N̂p) dxi
)
. (5.12b)
The stationary averages are found by the following numerical procedure. First,
averages 〈y〉 are numerically calculated for each habitat. Second, these averages
are then substituted back into the distribution of states of each habitat, Ψi(xi|ŷ)
using ŷ = 〈y〉. These steps are repeated until the migrant/metapopulation
averages converge to equilibrium values.
If either habitat is rare, ρ ∼ 0, 1, the metapopulation is similar to the
stochastic mainland-island model from the last chapter (emigration from the
smaller habitat would have a negligible effect on the rest of the metapopulation).
We therefore focus on the case where both habitats are equally frequent and
selection is opposite but equal (ρ = 1/2, γ = 1).
Since the metapopulation evolves deterministically, in principle we should be
able to determine the equilibrium fixed points of (5.12). For some function F (x),




|x=x′ = 1. Noting that ρ = 1/2, if we
therefore take the derivative of 〈N〉 (5.12a) with respect to ŷ, where ŷ ∈ {N̂ , N̂p},














∂ŷUi and Cov(a, b) is the covariance of a and b. There is no simple
interpretation of this condition or the potential derivative, hi. However, it does
suggest that the covariance of Ni and hi within each habitat tends to zero the
weaker drift is or the stronger migration is (ζM increases), as asserted earlier.
Numerical results
Numerical results are shown in Fig. 5.6 for ρ = 1/2 and moderate (ζs, 2ζM < 1)
to weak (ζs, 2ζM ≥ 1) drift. The figures show the stationary average demic
size and average allele frequency in each habitat. From the figures we see that,
as expected, for high migration and weak drift the average demic sizes and
allele frequencies are qualitatively similar to the deterministic results in §5.3.1,


























































































(c) s = 0.5, i3
Figure 5.6 Equilibria for stochastic demes for fixed ρ: equilibrium average
demic size (left) and allele frequency (right) in each habitat for the symmetric
case with ρ = 12 , γ = 1 for s = 0.5, 1, various ζ and number of iterations (shown
as subscripts on ζ in figures). Where there are two sets of the same symbols,
the upper set is for habitat 1, otherwise the results are identical for both habitats.
The deterministic equilibria were used as initial conditions. The initial conditions
for the deterministic equilibria are identical for both habitats. Set i2 is N0 = 1,
p0 = 0.5, set i3 is N0 = 1, p = 0.1. Deterministic equilibria are also shown
(dashed lines), cf. Fig. 5.3. (In Mathematica, the precision goal was set to 5,
the working precision 15, max recursion 20. At best, the error in data y will be
approximately |y| × 10−5 (Wolfram 1999).)
allele frequencies, when ζ = 2 in Fig. 5.6a. We suspect that this is because
convergence to equilibrium may not have occurred.) We expect the stochastic
results to converge to the deterministic results to leading order in ζ−1.
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However, the demic sizes are much lower than the deterministic predictions,
especially for weak selection. This is due to demographic stochasticity; a certain
fraction of demes in each habitat will either be extinct or have low demic sizes.
This is not an artifact of convergence, since we have checked certain data points
for significantly longer iteration runs and found the result to be indistinguishable,
e.g. see ζ1000 = 1 and ζ4000 = 1 in Fig. 5.6a, where the subscripts indicate the
number of iterations.
For low migration and selection, when drift dominates (ζs  1, ζM  1),
just over half the demes will fix for the favoured allele in each habitat and just
under half will not. The average allele frequency in each habitat tends to 1/2
and the average demic size is correspondingly low (due to high migration loads)
as selection and migration decrease, see Fig. 5.6b. This could lead to extinction,
even though maladaptive gene flow between habitats is reduced. Ironically, as
demes become increasingly isolated, on average the species is increasingly more
generalist, since both alleles tend to be equally present in each habitat. This
is not because of a well-mixed metapopulation, but because habitat sizes are
equal and the strength of selection does not vary between habitats. If habitat
sizes were unequal, at low migration rates the more favoured allele of the more
frequent habitat would be fixed in more demes. Similarly for the (absolute)
selective advantage of an allele.
The results suggest that the critical migration rate above which one allele
fixes throughout the metapopulation is very similar to the deterministic value,
see Fig. 5.6b. This is somewhat surprising, since we would expect the discrepancy
between the stochastic and deterministic critical rate to be at least to leading
order in ζ−1. In fact, we would expect the critical rate to be lower in the stochastic
case, since extinction and small population sizes should make the conditions for
polymorphism less favourable than the deterministic case, as has been found for
soft selection models (Barton & Whitlock 1997). A more thorough numerical
treatment of the stochastic model is required.
Figure 5.7 shows the habitat distributions, Ψ1 and Ψ2, see (5.9). At low
migration and weak selection, both distributions have the characteristic U-shape
of drift-dominated distributions. As migration increases, the distributions peaks
approximately about the corresponding deterministic equilibria, see Fig. 5.7a. As
migration increases further, one allele spreads throughout the metapopulation,
depending on the initial state of the metapopulation. In Fig. 5.7b, this is the ‘−’
allele. Notice that Ψ2 is centered about a larger demic size than Ψ1, since demes
within habitat 2 are fitter.
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(a) M = 1
(b) M = 1.5
Figure 5.7 Distributions Ψ1 (left) and Ψ2 (right) for s = 0.5, ζ = 2, using
deterministic values for 〈N〉, 〈Np〉.
5.5 Summary and discussion
We have examined an infinite island model and determined the conditions
favourable for local adaptation or genetic polymorphism under both deterministic
and stochastic dynamics, for one locus and many loci. The basic result from the
classic multi-niche models (see Ch. 2) hold: for one locus, if the habitat frequency
(or quality, see Dias (1996)) can vary, then local adaptation and specialisation is
likely the more frequent the habitat, ρi  1/2, or the more strongly selected the
local allele, |si| ≥ 1. For fixed ρ, isolation promotes genetic polymorphism and
hence adaptation to local conditions. This is a classic result, which is unaltered
by the inclusion of population dynamics. We find that the distinction between
“ecological” and “evolutionary” generalists (specialists) becomes important.
Generalists and specialists: the only case for which the species’ is an
eco-evolutionary specialist or generalist is in the highly symmetric case of equal
habitat sizes when selection only varies in direction between the two habitats.
This case is similar to Ronce & Kirkpatrick (2001) model, in which trait
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evolution under stabilising selection was studied. They find that both generalist
and specialist equilibria are stable at very low migration rates, otherwise the
population is a specialist at intermediate migration rates. However, at very high
migration rates, the population becomes a generalist. In contrast, we find that at
low migration rates the species is a generalist and is able to adapt to some degree.
At greater migration rates, specialism evolves and source-sink structure emerges.
Isolation is favourable to genetic polymorphism, as has been shown by single-locus
soft selection models (see Ch. 2). Which allele spreads in the metapopulation is
a matter of history and depends on the initial state of the metapopulation before
migration between habitats begins. We have found that the ‘hard demographic’
cost of two-way migration is such that even if a habitat is optimally adapted,
its demic size can be reduced due to high emigration. Crucially however, the
interaction between selection and gene flow gives rise to a critical migration
threshold, M∗, below which adaptation in both habitats is possible. The inclusion
of population dynamics does not alter this basic feature of classical population
genetic models.
Habitat size: if habitat frequencies can vary, genetic polymorphism is
possible between critical fractional sizes ρL and ρH . If selection varies only in
direction, these critical fractions are symmetric about ρ = 1/2, similar to the
multi-niche models discussed in Ch. 2. However, if the strength of selection
varies between habitats, one critical fraction may be lost and the conditions for
polymorphism increase (Bulmer 1972).
Interestingly, Van Tienderen (1991) finds that in a quantitative genetic model
of trait evolution, as the frequency of one habitat is gradually reduced, say due to
environmental change, the population shifts between specialising on that habitat,
being a generalist, to specialising on the remaining more frequent habitat. Van
Tienderen notes that this is similar to periods of stasis between which there
is a transitional period of rapid change and high phenotypic variation. This
is strikingly similar to what happens in the deterministic island model as ρ is
increased: the species moves between monomorphic states via a generalist phase.
Catastrophes: a catastrophe may not only change the size of a habitat
but it may affect the quality of the habitat in other ways. This may be
reflected by a sudden change in habitat frequency or by the relative selective
advantage of each allele. We have shown that source-sink inversion can occur
should the metapopulation suffer a severe catastrophe. A decrease in γ will
have a qualitatively similar effect as the reduction in ρ, because both affect
the average fitness of each habitat. Similarly, Ronce & Kirkpatrick (2001) have
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considered the effect of habitat disturbances on the metapopulation and found
that extinction can occur. This has important consequences for conservation
management, especially in the light of habitat destruction due to anthropogenic
disturbances (Hanski 1999).
Multilocus evolution: similar to the mainland-island model in Ch. 3, a
large number of loci constrain polymorphism, polarising the population sizes.
This happens for low locus numbers. Local adaptation is favoured by multilocus
evolution in the sense of habitat specialisation, but at the cost of losing genetic
variation, which may impair the species’ ability to adapt in the future.
Stochastic effects: demographic and genetic drift do not alter the qualitative
results of the deterministic model if drift is weak and selection and migration
are relatively moderate to strong. However, the expected demic sizes in each
habitat are greatly reduced by drift. What is surprising however, is that drift
does not appear to alter the critical migration rate above which adaptation to
both habitats is no longer possible. Barton & Whitlock (1997) however found that
genetic drift and frequent extinctions greatly reduces the conditions for genetic
polymorphism. For low migration and selection, the demic sizes in both habitats
are much less than the intrinsic carrying capacity. Furthermore, both habitats
become increasingly maladapted as migration decreases. This is because drift
dominates the dynamics at such low migration values and an approximately equal
number of demes are divided between fixation of either allele.
Barton & Rouhani (1993a) considered polygenic trait evolution under soft,
disruptive selection in an island model (see also Barton & Rouhani (1993b)).
Our stochastic results are in qualitative agreement with their results, in that
above a critical migration rate one adaptive state dominates the metapopulation.
This is not surprising: disruptive selection across a homogeneous environment
is similar to directional selection across two environments, except it does
not have the associated cost of habitat specialisation. Demographic and
genetic drift can reduce the average population size of local demes, although
their genetic evolution may remain relatively unperturbed surprisingly. Once
drift dominates migration and selection, the habitats become increasingly
homogeneous through repeated extinction, infrequent colonizations and the
depletion of genetic variation. Although the species’ appears to become
increasingly generalist, in the evolutionary sense, the average demes are severely
reduced. It may be that the entire island population could go extinct under
demographic fluctuations without frequent recolonization.
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Issues and future work: the island model suffers from the same unrealistic
assumptions as the deterministic and stochastic mainland-island models and
therefore we do not discuss them here. In addition to these idealised assumptions,
migration between demes is treated as random, which is unrealistic. In nature,
migration is spatially limited. Therefore an obvious extension of the model would
be to investigate the effect of limited migration on local adaptation. For example,
instead of an infinite number of demes, a finite number of demes with adjacent
migration between demes is one possibility (stepping stone model). Abandoning
the assumption of a large number of demes will complicate the dynamics however,
since this assumption enabled us to utilise the stationary distribution of states
from the one-island model of the last chapter.
Barton & Rouhani (1993b) investigated the effect of hard selection in the third
phase of Wright’s shifting balance theory (Wright 1931, 1932, Turelli et al. 2001;
see also Ch. 2). However, they only implicitly accounted for changes in population
size. One possible avenue for further work would be to extend their model
by including explicit population dynamics (as suggested in Barton & Rouhani
1993b). This would lead to considerations about speciation, which is beyond the
scope of this thesis.
There are other possible extensions. For example, what would happen if
the density dependence in each habitat were different or if ecological parameters
(other than ρ) varied between habitats? What would happen if the environment
were to affect evolution and vice versa? How important would linkage disequilib-
ria be? What if selection varied in time also? Clearly the scope for future work
is immense.
Finally, in the next chapter I summarise the results of the last three chapters






We have explored three related models of local adaptation under eco-evolutionary
dynamics in a heterogeneous environment with the ultimate aim of understanding
how demographic and genetic stochasticity affect local adaptation.
Chapter 3 examines the foundational deterministic model in which an island
receives maladapted migrants from a mainland source, whilst undergoing hard,
directional selection and density regulation. We find that local adaptation
depends sensitively on past events, the strength of selection relative to growth,
the initial maladaptedness between locals and migrants and the number of loci.
Crucially, we find that the coupling between population dynamics and population
genetics gives rise to a second migration threshold. However, the significance of
this threshold depends sensitively on trait architecture.
Chapter 4 explores the main premise of the thesis, namely that demographic
and genetic stochasticity can have a striking effect on local adaptation. We build
on the the deterministic model to include fluctuations in population size and
allele frequencies (or trait average). Using the theory of diffusion processes, we
model both a multilocus genetic model and a phenotypic model. Demographic
drift causes extinction which impedes local adaptation. However, it also provides
a means of escape: a maladapted population can shift to a better adapted state.
Such transitions becomes less likely as the number of loci contributing to trait
increase. We also consider phenotypic evolution under demographic and genetic
drift. Our results depend on the assumption of a constant phenotypic variance.
Under demographic drift, this assumption is essentially questionable, though it
does make the dynamics more tractable.
The basic mainland-island model is extended in Chapter 5, where we consider
an infinite island model with both deterministic and stochastic dynamics. In
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short, multilocus evolution constrains conditions for generalism/polymorphism.
Otherwise the single locus hard selection model is similar to the soft selection
island models, in that polymorphism is possible between limited habitat frequen-
cies. However, again, the genetic architecture of trait matters, since our results
contrast strongly with trait models (though see Van Tienderen 1991). We have
shown that demographic and genetic drift can reduce deme sizes, due to extinction
and maladaptation. The effect of fluctuations is felt at very low migration rates
with weak selection and strong drift. Then, extinction dominates and demes fix
for one or other allele due to drift.
Issues: my work has focussed primarily on qualitative exploration of the
models. I do not expect the results to be experimentally verifiable, especially
because obtaining reliable estimates of biological parameters is notoriously
difficult. Furthermore, changes in the details of the models will result in
slightly different quantitative results. However, the overall qualitative results will
remain largely unchanged, so long as the key elements of population regulation,
directional selection and the coupling between population dynamics and evolution
through migration remain unchanged.
Of course, as we have argued, should the trait architecture be considerably
different or the form of selection, we expect different outcomes).
The primary motivation for this thesis was to consider local adaptation in
the context of border populations subject to demographic and genetic drift. The
question remains whether the continuous models are reasonable approximations
of border populations. However, at the edge of the species’ range, populations
are small, fluctuate wildly and experience high migration (Hanski 1999). The
diffusion approximation of Chapter 4 requires unrealistically low values for the
intrinsic growth rate.
However, we believe that the continuous models are important in providing
a qualitative understanding of the effect of demographic and genetic drift, as
well as being easier to analyse than their discrete counterparts. In light of
the ‘irreducible uncertainty about mechanisms’ (Coulson et al. 2006), perhaps a
qualitative understanding is all we can hope for as models become more complex.
The aim then should be to find generic and universal features, as I have tried to
do. It is necessary to develop continuous models and discrete models in tandem,
just as it is necessary to develop and compare genetic and trait models. There
is a steady drive toward integrating ecological and evolutionary processes in a
bid to introduce more realism into the highly idealised realm of theoretical work.
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This thesis is a step in the right direction, and provides a possible foundation
for future work. The models explored were deliberately kept relatively simple
in order not to obfuscate the effect of demographic and genetic drift on local
adaptation. However, there are many possible extensions and avenues for future
work. A few are listed below.
6.1 Future work
Different types of selection: directional selection was modelled since it is the
most prevalent form of selection in nature. It is also the simplest to model.
However, different forms of selection, i.e. different fitness functions, can be
examined quite easily in the diffusion framework of Chapter 4. For example,
stabilising selection selects for intermediate values of the trait range, as opposed
to the extreme values of the trait range (as in directional selection). This results
in a fitness function that has a quadratic dependence on the allele frequencies
(as opposed to a linear dependence on the allele frequencies due to directional
selection) (Barton et al. 2007).
Fluctuating environment: the environment is clearly not constant and
interacts with populations in a nontrivial way (Lande et al. 2009). This is an
important potential theme for future work, to combine environmental interactions
in models with demographic and genetic drift. This includes fluctuating selection,
since contemporary evolution involves rapid changes in environmental conditions
and temporal changes in selection due to anthropogenic disturbances (Hendry &
Kinnison 1999). The potential dynamics of the stochastic model greatly simplifies
the analysis of multivariate diffusion processes. However, the dependence on
potential dynamics severely restricts the dynamics and hence how much realism
can be incorporated into the diffusion formalism.
Linkage disequilibria: little work has been done on how population
dynamics affects nonrandom associations between loci, let alone the effect of
demographic stochasticity on linkage. We believe this is an important area of
research that requires further exploration. One suggestion is to investigate a
two-locus model which explicitly accounts for linkage disequilibria between loci.
Multilocus evolution with linkage disequilibria and demographic drift can be
studied with individual-based models that include realistic mating and density
regulation.
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Migration: the process of migration is not deterministic. Migrants can die
along the way, so that migration and immigration rates between pairs of islands
do not balance. Moreover, migration is often directed. Exploration of different
forms of migration, which would invariably lead to population structures other
than the infinite island model in Chapter 5.
Speciation: the stochastic infinite island model could be used to model
quantitative traits under disruptive selection, as was done by (Barton & Rouhani
1993a,b). Models of Wright’s shifting balance (Wright 1931, 1932) and speciation
have not been studied with explicit population dynamics to the best of our
knowledge.
In summary, for a qualitative understanding of how local adaptation is affected
by the interaction between stochastic ecological and evolutionary processes,
we believe the diffusion approximation is a sound approach. In particular,
the stochastic models developed in this thesis provide a good foundation for




A.1 General linear stability analysis
The Jacobian matrix Jij is given by ∂(∂xi/∂t)/∂xj. Assuming we can linearise
about the fixed points (Thompson & Stewart 1986), for the dynamics given in
§3.2.1 (but using the scaled parameters), J has components
J1,1 = r − 2N
Ji,1 = −M
N2
(p̂i − pi) for i > 1, (A-1)







if i = j and i, j > 1
= 0 otherwise,
where ∂pjr = 2sjη In the general case this is an arrowhead matrix

J11 J12 J13 J14 J15 . . .
J21 J22 0 0 0 . . .
J31 0 J33 0 0 . . .








The eigenvalues of J are the roots of the characteristic polynomial D = det(J−
λI) = 0, where I is a unit matrix of n+ 1 dimensions. Fortunately, the Laplacian
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(Jk,k − λ). (A-2)
where
∏h
k=h = 1. In principle it is possible to find exact expressions for λ.
However, for n > 3 the expressions obtained are unwieldy and uninformative.
On the other hand, numerical solution of D is fast.
If M = 0 or s = 0, J reduces to a triangular or diagonal matrix respectively,
in which case the determinant is easily calculated as the product of diagonal
elements. A nonlinear stability analysis is needed to determine the stability of
the bifurcation points (Strogatz 2004).
A.1.1 Single locus stability analysis
The real parts of all eigenvalues of D must be negative for stability (Strogatz












p, J22 = s(1− 2p)− M
N
.
Eigenvalue λ+ is shown in Figure A.1. It determines the stability of the single
locus states, since λ− is always negative. For Ml < M < Mh, λ+ is negative
for both states, as expected. However this is not true for all s: when s ≤ 1 the
bistable regime disappears, see Fig. A.1b.
A.1.2 Graphical depiction of bistability
In Ch. 3, §3.3.4, we discuss diploid bistability. Emergence of the bistable regime
and the changing stability of the steady states is depicted graphically in Fig. A.2.
We define quartics Fx = Qx(0) + x, where x ∈ {N, p}. Fixed points of Fx
satisfy Fx = x, and these are just the steady state solutions (Strogatz 2004). For
M  Ml, only the high state is stable. A qualitative change in the dynamics




















Figure A.1 Eigenvalue λ+ for the single locus states.(a) s = 2.5, bistability
occurs when curves for both states are negative. (b) s = 1, the two states are
never simultaneously negative.
coalescence of two or more fixed points (Thompson & Stewart 1986). These are
indicated by inverted triangles, see Figs. A.2a, A.2c and A.2g. The bifurcation in
N is a saddle-node or fold bifurcation since the fixed point exists only for M = Ml.
The bifurcation at p = 0 is transcritical—the fixed point exists for all values of M
(Strogatz 2004). The presence of two stable nodes with an intermediate unstable
node in both quartics is the signature of bistability, see Figs. A.2b and A.2f. The
unstable state is {N−l , pl} (cf. 3.3.4). At M = Mh, where Mh is the upper bound
of the bistability, pl = ph and another qualitative change in the dynamics occurs;
the bistability collapses (both bifurcations are saddle-nodes). Above rate Mh only
the low state is stable.
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Ml < M < Mh
(b)


























Ml < M < Mh
(f)














Figure A.2 Fixed points of (a-d) Ṅ = 0 and (e-h) ṗ = 0 for s = 2.5 and
increasing M (left to right). From far left, i) M = Ml, the lower limit of the
bistable regime. The only stable state (filled circle) state is the high state. Here
the derivative of both curves at their respective maxima is 1. ii) Ml < M < Mh,
the appearance of an unstable state (empty circle) in between two stable states is
the hall mark of bistability. iii) M = Mh, bistability collapses. iv) Mh < M , there
is only one stable state, the low state.
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Appendix B
Local peak approximation and
the mean escape time
B.0.3 Local peak approximation
We outline the scheme for approximating the multilocus stationary distribution
Ψn when its peaks are well-separated and sharply defined. The distribution can
then be approximated as a sum of k peaks Ψ̃n ≈ 1Z0
∑
k Ψ̃k. Strictly, the peaks
should be divided along the boundaries of their respective domains of attraction,
the separatrices. Interior peaks and boundary peaks are treated separately.
However the method of approximation is essentially the same in both cases; it is
simply the Taylor expansion of potential U at peak k about a point xk.
We set the deterministic states as the location of the maxima i.e. we expand
about the deterministic equilibria. This will be a good approximation to leading
order in O(1
ζ
). It also avoids any problems arising from fluctuations taking the
actual maximum of a boundary peak to unbiological values, such as negative p.
Interior peak
Assume Ψn has only interior peaks. An interior peak k that is clear of any
boundaries can be approximated as a Gaussian Ψ̃G,k by applying the saddle-point
approximation (Bender & Orszag 1991). Assuming the peak is narrowly spread
about its maximum, xk, the potential is expanded about the peak maximum xk
so that




















where the subscript k indicates evaluation at xk and δkxi = xi−xi,k, where xi,k is
the ith component of xk. The first order term is trivially zero since the expansion
is taken about a stationary point.









where δkx = x − xk and Φn,k = e2ζUkNk Qj vj,k . Matrix Ω has elements Ωij =
−2ζ∂xj∂xiU and is known as the precision or concentration matrix of a mul-
tivariate Gaussian. Its inverse is the covariance matrix Σ, defined by Σij =
〈(xi − xi)(xj − xj)〉.
Normalisation of Ψ̃k
To normalise Ψ̃G,n we utilise the fact that for small fluctuations the k
th peak
probability is P (k) =
∫
∼k Ψn dx =
1
Z
wk, where wk is defined as the ‘weight’
of the peak and of course
∑
k P (k) = 1. Therefore Z =
∑
k wk. Integration is
across a small volume around the peak. Strictly speaking, this volume should
be the domain of attraction of the equilibrium. However, dividing peaks along
the unstable equilibria between peaks does not significantly affect the accuracy
of the approximation. Using the expression for P (k) together with
∫
Ψn dx = 1,















and Dk is the determinant of Ω evaluated at xk.
For the ‘zero-width’ approximation discussed in §4.3.2, we simply let the width






where wk = Φn,k and δ(x − xk) is the Dirac delta function (not to be confused
with δkx).
Average and maxima location
Under the local peak approximation, the average of each approximate Gaussian
peak of Ψ̃G,k is just the maximum of that (normalised) peak. Now, the extrema
of the exact distribution Ψn satisfy ∇Ψn = 0,
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0 = Ṅ − 1
2ζ
(B-5a)




where we have used the potential form of the deterministic dynamics to replace
the derivatives of U . Assuming all loci are symmetric (and α = 1), implicit
















)2 − 2Ns(2Mp̂j − 12ζη )
2Ns
. (B-6b)
In the limit of large ζ, the exact maxima can be approximated by an expansion
in powers of ζ−1, xk ≈ y0,k + ζ−1y1,k + 12!ζ−2y2,k + . . ., where y0,k is the kth
deterministic equilibrium. To zeroth order in ζ−1 then, the maxima of the
Gaussian peaks Ψ̃G,k coincide with the deterministic equilibria. For all local peak
approximations we set the maxima in this way. Also, dividing each peak along
the deterministic unstable equilibria between peaks instead of the separatrices
between domains of attraction will be accurate to leading order in ζ−1.
Matrices Ω and Σ




, where Bi = Bii, the infinitesimal variance of xi (see Eq. (4.4) in
§4.2.1). Strictly speaking ∂xj∂xiU = 1Bi∂xj ẋi + ẋi∂xj 1Bi and must be evaluated
at the maximum xk. If however we set the maximum of each peak to be the
corresponding deterministic state yk, then ∂xj∂xiU =
1
Bi
∂xj ẋi, which is related to
the Jacobian matrix Jij = ∂xj∂xiẋi (see App. A).
Matrix Ω is positive definite and symmetric. Furthermore, it is an arrowhead
matrix and for n (symmetric) loci it has the following the pleasing form
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
a b b b . . .
b c 0 0 . . .
b 0 c 0 . . .



























The covariance matrix is found by inverting the matrix Ω and evaluating it at
xk. Therefore the elements of matrix Σ are
Σ11 = cQn,













ac−nb2 . For a one-dimensional distribution, the inverse of the
curvature of the peak would approximately be the variance of the peak. For
higher dimensions, the curvature of a peak has no simple relation to the moments
of the distribution. By determining Σ we can determine, for example, σ2xi,k, the
variance of xi at peak k, which is simply Σii evaluated at xk.
Stationary variance using Ψ̃k
Using the Gaussian approximation Ψ̃G,n in (B-3), the stationary variance of
xi, can be calculated from the first two raw moments, σ
2
xi
= 〈x2i 〉 − (〈xi〉)2. The







where xi,k is the i






















Putting (B-9) and (B-11) together gives σ2xi .
Boundary peaks
For boundary peaks, essentially all we do is replace the Gaussian distribution in
the above analysis with a Gamma distribution. However, there are some subtleties
involved.
Consider a single boundary peak k of Ψn, for which N  1 and pj  1.
Discarding terms of order p2 and N2, the deterministic dynamics can be rewritten
as
Ṅ ≈ rN +M (B-12a)
ṗj ≈ spj + M
N
(p̂j − pj). (B-12b)
With Bpj ≈ pj2ηN and BN = N , the potential function is U = Nr + M ln(N) +
2Mη
∑
j p̂j ln(pj)− pj. The potential is Taylor expanded about xk as before, but
this time we discard second order terms, such as N2, p2, Nsp,























for the kth boundary peak approximation (constant terms have been included in
the normalisation, Z0). Potential U separates into n+1 independent components
when the coupling term between N and pj, e
2Nζr, is weak and can be set to 1
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i.e. if Nsζpj  1 (note that selection can be weak if n is large). For a number of





hN(2ζ|rmin|, 2Mζ − 1)gNk(Nk; 2ζ|rmin|, 2Mζ − 1)× (B-15)∏
j
hpj(4Mζη, 4Mζηp̂j − 1)gpj,k(pj,k; 4Mζη, 4Mζηp̂j − 1), (B-16)
where g(x; a, b) = e−axxb, h(a, b) = a−bΓ(b) and wl = hN
∏
j hpj , as given in §4.3.2
for a single locus.
B.0.4 Multivariate mean first passage time
Here we derive the mean exit time result, τk, from (4.37), which is essentially
Talkner’s multivariate mean exit time result, see Talkner 1987, Eq. 4.26. We
follow the more accessible derivation in Hänggi et al. (1990, pp. 295-97).
Consider the first passage time t(x) (FPT) out of the domain of attraction Λ,
with boundary ∂Λ. The FPT satisfies














is the backward Fokker-Planck equation for the model, with the usual interpre-
tation for Ai(x) and Bi(x). Noise parameter 1/2ζ is equivalent to ε in Talkner
(1987) and Hänggi et al. (1990). The mean first passage time t(x) (MFPT) can
be written as
t(x) = tmfpt(x)g(x), (B-19)
where function g(x) satisfies
g(x) ≈ 1 inside the interior of Λ, (B-20)
= 0 x ∈ ∂Λ, (B-21)
and varies only within a small boundary layer at ∂Λ. Taking t−1mfpt as negligibly
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small at the boundary, the form function satisfies LBFP (g(x)) ≈ 0. The boundary
∂Λ is the separatrix of the deterministic drift field A(x). The MFPT, tmfpt, can











that obeys LFFPΨ(x) = 0. By multiplying Eq. (B-17) by Ψ, integrating over











where dS is the oriented surface element on ∂Λ. Suppose the domain in question
is the ecological niche (adaptive peak). Assuming low drift, the numerator will be
dominated by peak density of the adaptive peak attractor. Therefore, to leading
order in 1/ζ, P (+) ≡ ∫
Λ
Ψ(x) dx, where P (+) is the stationary probability of
finding the population near the adaptive peak and can be approximated using
the local Gaussian approximation discussed earlier, see Eq. B-2. The denominator
in Eq. B-23 is dominated by the saddle point on the separatrix. The stationary
probability distribution at the saddle point can be locally expanded about the
saddle point, in much the same way as the local expansion of the adaptive peak.
The key difference is that the matrix Ω evaluated at the saddle point will have
one (and only one) negative eigenvalue, corresponding to the unstable direction
at the saddle point due to the unstable state of the deterministic field.








where k(x) is zero at the separatrix and increases as x leaves the separatrix.
Substituting this into in LBFP (g(x)) ≈ 0, a first-order homogeneous differential






ς is the unstable direction of the deterministic field at the saddle point and Bςς
is the diffusion matrix element in this direction. Using the results for k(x), g(x),
and the local expansions of the probability distribution at the adaptive peak and











where λ0 is the positive eigenvalue at the saddle and P (0) is the probability of







which leads to the expression for the rate in (4.38), if we identify τk = tmfpt.
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