The lack of a method for developing programs from Z specifications is a widely recognized difficulty. In response to this problem, different approaches to the integration of Z with a refinement calculus have been proposed. These programming techniques are promising, but as far as we know, have not been formalized. Since they are based on refinement calculi formalized in terms of weakest preconditions, the definition of a weakest precondition semantics for Z is a significant contribution to the solution of this problem. In this paper, we actually construct a weakest precondition semantics from a relational semantics proposed by the Z standards panel. The construction provides reassurance as to the adequacy of the resulting semantics definition and additionally establishes an isomorphism between weakest preconditions and relations. Compositional formulations for the weakest precondition of some schema calculus expressions are provided.
INTRODUCTION
Z [1, 2] is a well-established formal specification language that has a distinguishing mechanism of modularization: the schema calculus. Its success is evident: many case studies [3, 4] have already been developed, some of which involve industrial applications; a wide range of tools [5, 6, 7] that support several aspects of its use have been implemented; and several courses and textbooks are at our disposal [8, 9, 10] .
A drawback that has, however, been recognized in the use of Z is the absence of a well-defined and provably correct method of moving from the specification phase to the later stages of program development. Proposals for solving this problem include methods of prototyping Z specifications [11, 12, 13] , different approaches to the integration of Z with a refinement calculus [10, 14, 15, 16] and works that present characteristics of both prototyping methods and of refinement calculi, or just some characteristics of one of these approaches [17, 18] .
The objectives of producing efficient programs and of applying a development method that has a mathematically sound basis and allows the use of calculational techniques are certainly best served by the approaches in [10, 14, 15, 16] . Nonetheless, they involve a translation, from Z to the language of a refinement calculus, which has not yet been formalized. The present work aims at making this issue a simple matter by defining a weakest precondition semantics for Z.
The refinement calculi considered in [10, 14, 15, 16] are similar to that in [19] , which is formalized with the use of weakest preconditions (wp) [20] . The semantics of its language and the refinement relation are both defined in terms of weakest preconditions. These definitions are the basis for the derivation of the refinement laws that are the quintessence of the programming technique proposed in [19] . With the semantics of Z also defined by means of weakest preconditions, we can define a wp semantics for a language similar to those in [10, 14, 15, 16] , which integrate Z and other constructs found in [19] . In this context, Z can be seen as part of a more complete programming notation, and the translation laws as just any other refinement laws.
The development of Z has given rise to different presentations of this language. At the moment, there is an effort to standardize Z, and a fairly complete account of this language has been given in [2] . We assume familiarity with Z as presented in this document, which we use as a basis for our work. A conformant and more accessible presentation can be found in [10] .
In the next section we reproduce part of the Z relational semantics; this work, which is presented in [2] , is the responsibility of Brien. In Section 3 we provide an equivalent wp semantics for Z. As a matter of fact, we construct this semantics definition from the relational semantics with basis on an isomorphism between weakest preconditions and relations. The wp semantics consists of a unique definition that considers schemas that specify operations. In order to facilitate its application, in Section 4 we derive compositional formulations of wp for some schema calculus expressions. Finally, Section 5 discusses some aspects of the wp semantics and examines some related works. In the Appendix we explain the mathematical notation used in Sections 2 and 3.
THE RELATIONAL SEMANTICS OF Z
The part of the Z relational semantics presented in this section is that concerned with the definition of schemas. As a The syntactic categories VarName, Pred and Exp correspond to the Z variable names, predicates and expressions, respectively. The notation VarName, VarName, . . . , VarName is used to denote a comma-separated list of variable names with at least one element. Any set-valued expression can be regarded as a type in Z. The syntactic category Exp is used in the definition of SimpleDecl where a type definition is expected. In the Z Standard BNF there is no syntactic category corresponding to types only.
Semantic universe
The semantic universe is based on ZF set theory. It comprises denotations for names, types, values and specifications as a whole.
Names and types
The paragraphs of a Z specification introduce names and associate with each of them a type. We can distinguish different sorts of names: schema, variable and constant names. The set Name contains all names that can be used in a specification; the subset of Name containing all valid variable names is called Variable.
The set of all power set types is named Ptype. A power set type is constructed by the function (type constructor) powerT from its base type. Each type is associated with a set of values, which is called its carrier set. This association is established by a function named Carrier.
Elements
A pair formed by a type and a value of its carrier set is called an element. The set Elm, which contains all these pairs, is defined as a relation between types and values.
The membership relation for elements ( ) associates an element whose value is a set with elements whose values belong to this set. The type of a set-valued element is a power set.
An association of variable names with elements is called a situation. The set Situation contains all finite partial mappings from Variable to Elm.
The typing and value constraints in a generic definition (schema or constant) may be specified in terms of its parameters. As a consequence, generic elements have to be considered.
Generics
A generic element is either an element itself or a function. The type and value of a generic schema or constant is a function which defines the (ordinary) element corresponding to each of the schema or constant instantiations. These are determined by the sets the instantiations ascribe to the parameters.
The set containing all set-valued elements is Pelm. In its definition, Elm is viewed as a relation.
The set of generic elements is GenElm.
The relation [D | P]
M associates an environment ρ with each of its enrichments that includes the variables declared in D and satisfies the restrictions in D and P. The composition
⊇ relates ρ to all subsets of these enrichments. The intersection rules out the subsets that are not situations that assign values to precisely the variables declared in D.
The semantics of declarations The function ([ ] )
M establishes the meaning of declarations.
For a declaration D, ([D] )
M S is the relation that associates an environment with all situations that assign values to exactly those variables declared in D in accordance with its restrictions.
The definition of ([ ] )
M is given by recursion over Decl. The base case is a simple declaration of the form n 1 , . . . , n m : s.
defines the meaning of the set expression s: a function that associates to each environment the element that represents the type and the value of s in that environment.
This element is related by n 1
• , , . . . , n m • , to every m-tuple of pairs of the form (n i , x), where i is the position of the pair in the tuple and x, an element of s. Finally, {. . . } associates each of these tuples with the corresponding situation (set of pairs).
M relates an environment to all situations that associate any value of s to each n i .
A compound declaration has its meaning specified as follows.
The relation
associates an environment ρ with the pairs of situations that relate elements to the variables declared in D 1 and D 2 in a way that respects their definitions. The pairs that are compatible as functions (in the sense that variables that belong to the domain of both of them are associated with the same value) are related to their union by .
The set of names introduced by a declaration is known as its alphabet. This set is specified by the function α, which is defined as follows. Application of this particular function to a declaration D is represented simply by juxtaposition: αD.
The alphabet of a simple declaration contains exactly the variable names n 1 , . . . , n m that it introduces. In the case of a compound declaration, its alphabet is the union of the alphabets of its components. [
The semantics of schema texts
M associates an environment ρ with each of the environments that can be obtained by enriching ρ with a situation that is related to it in ([D] )
M . The semantics of a compound schema text is defined as follows. This relational semantics is, as pointed out before, a subset of that specified in [2] . In the next section we present an equivalent weakest precondition semantics for Z.
A WEAKEST PRECONDITION SEMANTICS FOR Z
In [20] , where weakest preconditions were first introduced, they are used to define the semantics of a programming In this section we derive a wp semantics for Z or, more precisely, based on the relational semantics presented in Section 2, we determine the result of applying wp to a schema that specifies an operation. This is a predicate transformer: a function from predicates to predicates. We establish a correspondence between relations and predicate transformers and use ([ ] ) M S , the semantic function that defines the relational model of a schema, to construct its weakest precondition. The wp function so defined specifies a weakest precondition semantics for Z that is equivalent to its relational semantics in the sense precisely defined by the correspondence between relations and predicate transformers.
Firstly, we consider an alternative relational model where initial states and inputs are related to final states and outputs. The correspondence between this model and predicate transformers is examined in a general setting rather than in the particular context of Z. Secondly, we present a way of expressing the relational model defined by
M S for schemas that specify operations in terms of the alternative relational model. Finally, we derive a definition for wp.
Predicate transformers and relations
Weakest precondition semantics is based on the principle that the meaning of a program is properly characterized only if, for any postcondition ψ, the preconditions that guarantee termination in a state that satisfies ψ can be identified. In other words, wp is supposed to be well-defined for all postconditions and, for this reason, we impose no restriction over their sets of free variables. These may include the variables that represent the final state and the outputs, and also the variables representing the initial state and the inputs.
At this stage, we represent predicates as sets. We consider a set I of all possible initial states, and a set F of all final states. Inputs are regarded as part of the initial states, and outputs, as part of the final states. Predicates over initial states (and inputs) are elements of P I, with ∅ representing false and I, true, for instance. In this context, as usual, the set operators ∪ and ∩, for instance, correspond to disjunction and conjunction, respectively. Postconditions, which are predicates over the initial and final states, are represented as elements of P(I × F) or rather, as relations between initial and final states. Altogether, the domain of predicate transformers that we consider is the set of total functions
For a predicate transformer pt and a relation S between initial and final states, the set pt.S includes the initial states at which pt is miraculous and the initial states i in which execution of pt is guaranteed to lead to a final state f such that (i, f ) ∈ S. An operation is miraculous at a state i if it can achieve whatever postcondition is required, including false, when executed from i [23] .
We identify two healthiness conditions and consider only the predicate transformers that satisfy them. The first of these healthiness conditions is positive conjunctivity. A predicate transformer pt is positively conjunctive if it distributes over non-empty intersections:
Except when traditional mathematical notation is used, function application is represented by a period, so that,
is the application of pt to the postcondition ∩ {i • S i }. Positively conjunctive predicate transformers correspond to operations that do not present angelic nondeterminism [21] . Monotonicity with respect to ⊆ is a consequence of positive conjunctivity [22] .
The second healthiness condition, which we call initial state consistency, is concerned with the specification of initial states in postconditions:
, we can conclude that pt is either miraculous at i or, when executed in i, is guaranteed to lead to a final state in F 1 . In both cases, i must belong to pt.({i} × F 1 ). Monotonicity implies that, since {i} × F 1 ⊆ ({i} × F 1 ) ∪ S, we can actually strengthen (2) to an equivalence.
The lemma below identifies a property of predicate transformers that are both positively conjunctive and initial state consistent. This result is used later on in this section.
LEMMA 3.1. For a predicate transformer pt that is positively conjunctive and initial state consistent, an initial state i ∈ I, and a set of final states F
The relational model that we consider at this point is I ⊥ ↔ F ⊥ , the set of relations between I ⊥ and F ⊥ , where I ⊥ is the set I ∪ {⊥} and, likewise, F ⊥ is F ∪ {⊥}. In this model, a relation associates an initial state i with a final state f when the execution of the operation that it represents may lead to state f from state i. The distinguished state ⊥ represents nontermination: it is the state that results from an operation that fails to terminate. A partial relation represents an operation that is miraculous at the states that are not in its domain.
An operation that (for a particular initial state) always fails to terminate is not regarded as being any worse than another one that may fail to terminate just sometimes. Consequently, there is no interest in distinguishing these cases and we THE COMPUTER JOURNAL, Vol. 41, No. 1, 1998
A WEAKEST PRECONDITION SEMANTICS FOR Z 5 further restrict our model by assuming that, when an operation may fail to terminate, it may also terminate and establish any arbitrary result. Formally, we assume that the relations R of our model satisfy the healthiness condition presented below, to which we refer as ⊥-chaos.
In words, if, when executed in a state i, R may lead to ⊥, then it may lead to any final state whatsoever.
When an operation fails to terminate, it is not possible to execute another operation and obtain a well-defined behaviour. Therefore we impose yet another restriction on the relations of our model:
This healthiness condition, which we call strictness, guarantees that, whenever an operation is executed after some other operation has failed to terminate, it may also lead to nontermination. Due to ⊥-chaos, it may also finish in an arbitrary state.
The domain of predicate transformers and the relational model we have just presented are isomorphic. In order to prove this result, we define the weakest precondition of a relation, define a function that gives a relational semantics for predicate transformers, and show that these functions are each other's inverse.
The function r2wp can be applied to a relation R and to a postcondition S to determine the weakest precondition that guarantees that R establishes S. Its definition is as follows. 
r2wp.R.S = dom (R \ S).
By considering R \ S, we identify all possible ways in which R may fail to establish S. Therefore, the complement of the domain of this relation contains exactly those initial states in which the execution of R is guaranteed to achieve S. Whatever postcondition S is considered, the states that are not in the domain of R are always included in dom(R \ S). This is in accordance with our previous observation that R is miraculous at these states and therefore can achieve any postcondition required.
By way of illustration, we consider
Indeed, if executed from ⊥, R is not even guaranteed to terminate, and from i 1 , it may achieve f 1 as well as f 2 . On the other hand, R is miraculous at i 2 and, if executed from i 3 , it is guaranteed to reach f 3 . The theorem presented below states that the predicate transformers defined by r2wp satisfy the healthiness conditions we proposed above.
THEOREM 3.1. For any relation R, rw2p.R is both positively conjunctive and initial state consistent.
A proof for this theorem, based on the definition of r2wp and on a few simple properties of sets and relations, can be found in [24] .
The relation corresponding to a predicate transformer is determined by wp2r. The definition of this function is presented in the sequel. DEFINITION 3.2. For a predicate transformer pt, wp2r.pt = {i :
The postcondition I × {f , ⊥} simply specifies all final states different from f , since no particular initial state is determined. The predicate pt.(I × {f , ⊥}) characterizes the initial states in which execution of pt is not guaranteed not to achieve f or, to put it more simply, the initial states in which execution of pt may lead to f .
For any monotonic predicate transformer pt, the relation wp2r.pt is both ⊥-chaotic and strict. This can easily be proved by relying on the definition of wp2r and by observing that ⊥ is not in F and is not in the range of predicate transformers. For brevity, we do not present the details here.
The theorems that follow state that r2wp and wp2r are each other's inverse, and therefore establish an isomorphism between the relational and the predicate transformer model. We present a proof for Theorem 3.3 in [24] and, for the sake of conciseness, we omit it here. Basically, this proof follows from the definitions of wp2r and r2wp and from the fact that R is ⊥-chaotic and strict. Also of relevance is the observation that, for any i in
In the next section, we show that the model used for schemas that specify operations in the relational semantics of Z is isomorphic to a model defined in terms of an instance of the relational model we have previously presented.
The different relational models
The Z relational semantics models schemas as relations between environments and situations. In particular, schemas that specify operations are modelled by relations M R that have the following property:
A relation between environments and situations models a schema Op by associating, with each environment ρ, the situations that represent possible assignments of types and values to the components of Op, according to its own = dom({i :
[by definition of wp2r]
[by a property of sets]
[by a property of sets] The alternative model that we propose for these schemas consists of functions from environments to relations. In this model, the function that represents a schema Op associates, with each environment ρ, the relation that models the operation defined by Op in ρ. The relational model used is an instance of that presented in Subsection 3.1. The particular sets of initial and final states that we consider are IStInp and FStOut, which we define below.
Altogether, the model that we suggest is a subset of Env → (IStInp ⊥ ↔ FStOut ⊥ ), where Env is the set of environments defined in Subsection 2.2. The functions that we consider have only ⊥-chaotic and strict relations in their range. Moreover, since miraculous operations cannot be specified in Z [25] , these relations are total (have IstInp ⊥ as their domain) as well.
In what follows, we show that this model is isomorphic to that used in the relational semantics of Z. Firstly, we define a function r2f that transforms a relation between environments and situations into a corresponding function from environments to relations between situations. Secondly, we define f 2r, which transforms a function from environments to relations back into a relation between environments and situations. Finally, we establish that r2f and f 2r are inverse to each other, if applied to relations or functions that satisfy the previously mentioned restrictions.
The definition of r2f is presented below. 
The domain of r2f .M R is that of M R . For every environment ρ in the domain of M R , the relation r2f .M R .ρ is defined by considering the situations related to ρ in M R . Each of them assigns types and values to the before and after-state, input and output variables, and describes a possible behaviour of the operation, when executed in the initial state and with the inputs defined. All pairs of situations from IStInp and FStOut that can be obtained by splitting these situations are associated in r2f .M R .ρ -disjunct (4) The relation r2f .M R .ρ is total since, for any situation isi of IStInp ⊥ , either it is included in a situation of M R (| {ρ} |) -disjunct (4) -or it is not -disjunct (5). If it is included, it is related in r2f .M R .ρ to situations fso that are also included in situations of M R (| {ρ} |). Therefore, isi cannot possibly be related to ⊥. On the other hand, if isi is not included in any situation of M R (| {ρ} |), then, as already remarked, it is related to all situations of FStOut ⊥ . In conclusion, r2f .M R .ρ is ⊥-chaotic. Finally, since ⊥ is not included in any situation of M R (| {ρ} |), we conclude that it is related to ⊥ in r2f .M R .ρ, and so, this relation is strict as well.
The function f 2r is defined in the sequel.
DEFINITION 3.4. For a function M F from environments to relations, an environment ρ and a situation s,
An environment ρ in the domain of M F is related by f 2r.M F to a situation s only if the initial state and inputs defined by s are not related to ⊥ in M F .ρ or, to put it another way, the operation is guaranteed to terminate when executed in this state and with these inputs -conjunct (6) The theorems below establish that r2f and f 2r are each other's inverse; they are proved in [24] .
THEOREM 3.4. For a function M F from environments to total, ⊥-chaotic and strict relations between situations of IStInp ⊥ and FStOut
⊥ , r2f .(f 2r.M F ) = M F .
THEOREM 3.5. For a relation M R between environments and situations, f 2r.(r2f .M R ) = M R , provided M R satisfies (3).
Although long, the proofs of these theorems that are presented in [24] follow in a reasonably direct way from the definitions of r2f and f 2r and from the healthiness conditions.
As an example, we consider the operation Inc which increases an integer by 1 provided it is positive.
As this schema does not contain global references, it is welldefined in any environment. Its model in the standard Z semantics is the relation below.
In our alternative model, the set of initial states is xS = { s : Situation | dom s = {x} }; the set of final states is x S = { s : Situation | dom s = {x } }; finally, the total function that represents Inc can be defined as follows.
In this context, it is not difficult to show, using the definitions of r2f and f 2r, that, for an arbitrary environment ρ and situation s,
In the next section, we use r2f and r2wp to construct the weakest precondition of a schema that specifies an operation in an arbitrary environment ρ. 
The definition of wp
In this case, p is represented by a set of situations instead of a set of pairs of situations. The set representations of conjunctions and implications involving predicates over the variables in ρ and those in the alphabet of d; d ; di?; do! can be expressed compositionally in the usual way. This is established by the lemma below.
LEMMA 3.2. For all predicates p and q over the variables in the domain of ρ and those in α(d; d ; di?; do!),
The next lemma provides a compositional formulation for the set representation of existential quantifications of the form ∃ d ; do! • p and universal quantifications of the form 
The two lemmas above, which are proved in [24] , are used in the sequel in the proof of Theorem 3.6.
Below we consider a postcondition ψ expressed as a Z predicate and define (the set representation of) wp.Op.ψ, for an arbitrary schema Op that specifies an operation. 
ρ).[[ψ]].
The environment is an implicit parameter of wp. As a consequence of Definition 3.5, for any environment ρ, the predicate transformer that wp associates with a schema Op that specifies an operation is equivalent, in the sense precisely defined by r2wp and r2f , to the relational model of this schema specified in the relational semantics of Z. 
See page 9 for the proof of this lemma.
; do! is welldefined in ρ and s assigns types and values to the components
M then the predicate p is welldefined and satisfied in ρ ⊕ s. Lemma 3.4 establishes that the environments and situations that satisfy these properties are exactly those that are related by
; do! | p is guaranteed to terminate exactly when there is a final state and outputs that satisfy p. Furthermore, it is guaranteed to establish ψ upon termination if, whenever p holds, so does ψ. In the theorem below, termination is captured by
Correctness or, more precisely, the establishment of ψ, is captured by 
See pages 10 and 11 for the proof of this theorem.
In order to rule out the possibility of scope conflict, we assume that the before and after-state variables and the input and output variables are not free in the declarations. The free variables of a declaration are those that occur in the type definitions.
In the next section we consider a few healthiness conditions that are satisfied by wp.
Healthiness conditions
In [20] four properties of wp that reflect characteristics of programming languages are pointed out: law of excluded miracle, monotonicity, ∧-distributivity and continuity. From these, just continuity is not satisfied by the wp function that we have defined. The law of excluded miracle holds because miraculous operations cannot be specified in Z, and ∧-distributivity, because angelic operations cannot be specified either. On the other hand, continuity does not necessarily hold because operations of unbounded nondeterminism can be defined. The law of excluded miracle is proved in [24] . Monotonicity and ∧-distributive are a direct consequence of Theorem 3.1, since wp is defined in terms of r2wp.
A predicate transformer pt is continuous if, for any indexed family {i :
An example that shows that wp is not continuous can be provided if we consider the operation that chooses an arbitrary positive integer and the family of predicates {i : N • p i (x )} where p i (x ) ≡ x < i. This operation can be specified by the schema below. In the next section we introduce a number of theorems that help in calculating the weakest precondition of some schema expressions.
SCHEMA EXPRESSIONS FOR OPERATIONS
A Z schema can be specified by an expression of the schema calculus and, although we can calculate the weakest precondition of any schema that specifies an operation by first expanding it to the form d; d ; di?; do! | p , ideally we should be able to express and calculate the weakest precondition of a schema calculus expression compositionally. Unfortunately, wp does not distribute nicely through most schema operators. In what follows, we present a number of results that can be applied in some particular cases.
A compositional definition for wp can be formulated in the case of a schema disjunction if the disjuncts are operations over the same state and with the same inputs and outputs. [24] . In these proofs, firstly the schema calculus expressions involved are expanded an then Theorem 3.6 is applied.
As implication can be expressed in terms of disjunction, we can, based on Theorem 4.1, formulate the weakest precondition of a schema implication compositionally. If we rename the components of a schema, we can calculate its weakest precondition with respect to a postcondition ψ by expressing ψ in terms of the original component names and calculating the weakest precondition of the original schema with respect to this postcondition. The resulting predicate is expressed in terms of the original state and input variables, which then have to be renamed.
CONCLUSIONS
With the objective of supporting the formalization of a refinement calculus for Z, we have presented a weakest precondition semantics for this language consistent with the relational semantics defined in [2] , which is an official document of the Z standardization committee. Actually, we have constructed a wp semantics for Z based on this relational semantics.
The resulting definition is neither complex nor surprising, but its construction provides evidence for its suitability and is itself of interest.
An isomorphism between a relational model and weakest preconditions has been established. This relational model is along the lines of that presented in [26] and is used in [10] to formalize the data refinement rules of Z. A connection between it and the relational model assigned to schemas that specify operations in [2] has been presented as well. This is the link to the standard Z semantics that is missing in [10] .
In [27] , an isomorphism between a relational model and a predicate transformer model based on weakest preconditions and weakest liberal preconditions (wlp) is established. In this work, the behaviour of operations in states where they may fail to terminate is of interest, hence the use of weakest liberal preconditions. Correspondingly, the relations considered there are not ⊥-chaotic. Moreover, ⊥ (or ∞, as it is called in [27] ) is not in the domain of these relations and so strictness is not a concern in [27] . As far as predicate transformers are concerned, the healthiness conditions imposed in [27] restrict the model to universally conjunctive weakest liberal preconditions, and relate wp and wlp. Together, these healthiness conditions imply that wp is positively conjunctive. Since the postconditions of [27] specify states, as opposed to state transitions, initial state consistency is not an issue there.
In both [28, 29] , wp is defined as a schema operator: for a schema Op that specifies an operation over a state defined by a schema S, and for a schema R that specifies a postcondition, wp S (Op, R) is a schema that specifies the weakest precondition that guarantees that Op terminates in a state that satisfies R. This approach is not convenient for our purposes, because we want to regard wp as a function that defines a semantics for Z. Had we introduced wp as a schema operator, we would have defined a metacircular semantics whose validity could be questioned. In spite of this, our characterization of wp in Theorem 3.6 is very similar to those in [28, 29] . In these works, however, operations with input and output are not treated.
The calculation of the weakest precondition of a schema that is defined by an expression of the schema calculus can be very laborious. We have introduced theorems that can be of help, as they give compositional formulations for the weakest precondition of some schema calculus expressions. Our impression is that by introducing strongest postconditions and weakest liberal preconditions we can derive more properties of the Z semantics. We have not made, however, any further investigation in this direction, as this would be a deviation from our objectives.
The wp semantics of Z, together with the wp semantics of a language of a particular refinement calculus, characterize a unified language that serves the purpose of writing specifications, designs and programs. Unified languages are the basis of several refinement calculi. What we have gained here is the possibility of using schemas (and the schema calculus) when writing specifications. Based on such a language and its weakest precondition semantics, the formalization of a method of refining Z specifications like those in [10, 14, 15, 16] can follow the lines of the formalizations of more traditional refinement calculi [23, 30, 31] .
Another approach is suggested in [32] , where generalizations of the Z conjunction and disjunction schema operators are introduced in the language of a refinement calculus so that specification statements can be combined and the Z incremental style of building specifications can be used. However, the other Z schema operators, which also contribute to the success of the Z style, are not considered and it is not clear how they can be added to the refinement calculus. Moreover, the conjunction and disjunction operators introduced are not monotonic with respect to the refinement relation, and the suggested technique for refining programs built as conjunctions or disjunctions consists of using either the wp definitions directly or refinement laws similar to the rules presented in [14] for translating schema expressions.
An innovative aspect of our work is to formalize using wp the Oxford-style of specifying operations. The only other formalization that we are aware of is the relational work in [10] . Since this is the most widely used convention for using Z, it is important that it has a formal meaning, and it is pleasing to be able to give it using wp, a method traditionally used to give meaning to computing mechanisms.
On the other hand, as opposed to the relational semantics, the wp semantics of Z does not completely define it: while the former ascribes a meaning to all its syntactic structures, the latter is restricted to a subset of the syntactic category Schema. The motivation for the definition of a wp semantics for Z, however, was not the provision of an alternative account of its semantics. In a companion paper [33] , we present ZRC, a refinement calculus for Z which is based on [19] and builds upon the results presented in [10, 14, 16] . Its formalization, which is also discussed in [33] , relies on the wp semantics of Z we have presented here.
APPENDIX A. MATHEMATICAL NOTATION
In Sections 2 and 3 we have used the semantic metalanguage introduced in [2] . In this appendix, which is partially extracted from [2] , we summarize the less familiar symbols of this language that we have actually employed. 
. Other symbols
This Section is partially extracted from [2] . We enumerate, briefly explain and define the symbols that are not part of the Z notation.
1 A Identity relation
Choice relation: associates a set with each of its elements. It is the inverse of the element relation. Compatible union: this function forms the union of compatible functions or, in other words, functions whose union is still a function. 
