













































This  report  summarizes  and  presents  the  results  of  the  studies  conducted  in  the 
frame  of  European Network  on  Use  of  Probabilistic  Safety  Assessment  (PSA)  for 
Evaluation of Ageing Effects  to  the Safety of Energy Facilities  (EC JRC  IE Ageing 
PSA Network). The Network was initiated and will be operated within the framework 
of  the  JRC  FP­6/7  Institutional  Action  "Analysis  and  Management  of  Nuclear 
Accidents" (AMA). 
Report is focussed on the reliability models and data could be used for assessing the 
ageing  of  systems,  structures  and  components  including  statistical  and  physical 
ones.  The  results  of  the  case  study  on  demonstration  of  possible  application  of 































components,  systems  and  structures  ("equipment")  gradually  change  with  time  or 
use, eventually leads to degradation of materials subjected to service conditions and 
could cause a reduction in component and systems safety margins. 
Ageing  affects  all  materials  in  nuclear  power  plants  (NPPs)  to  some  degree  and 
therefore  may  lead  to  degradation  of  safety  state  /i.e.  integrity  and  functional 
capability/ of plant components. 
Ageing  as  cumulative  degradation occurs  with  the  passage  of  time.  However,  the 
amount  of  degradation  within  given  period  of  time  depends  on  the  spectrum  of 
degrading  conditions  present.  These  conditions  are  created  by  the  operational 
environment,  which  includes  the  effects  of  operational  procedures,  policies  and 
maintenance, etc. 
The amount of degradation and  the  rate at which degradation accumulates can be 
mitigated  /change/  by  maintenance  activities.  If  maintenance  results  in  complete 
renewal /replacement of all degraded parts, then the component may be considered 
as  good  as  new.  If  it  results  in  the  renewal  /replacement  of  only  subset  of  the 
degraded  parts,  the  component  may  be  considered  better  than  old.  If  the  activity 
results in the return of the component to a condition nearly equivalent to that before 
/repair or replacement of single part/ then the component may be considered as good 
as old. The component may be even better  than new  if parts which were  replaced 
with better than original ones or worse than old as a result of faulty parts or improper 
maintenance /Wolford  (1992)/. 






· Irradiation, primary  and  secondary  chemistry,  vibration  loads are  the typical 
stressors  for operating environment, Freezing, brackish water and humidity 
are typical examples of stressors for external environment. 
· Accumulation  of  fatigue  damage  due  to  plant  operational  cycling,  wear  of 




· Improper  installation,  application  or  maintenance  –  investigations 
indicates significant contribution of improper maintenance 
Also operating experience shows that age related component failures have occurred 
because  of  degradation  processes  such  as  general  and  local  corrosion,  erosion, 
erosion­corrosion,  radiation and  thermally  induced embrittlement,  fatigue,  corrosion 
fatigue, creep, binding and wear.
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Examples  of  some  significant  ageing  related  component  failures  include  /IAEA 
(1992)/: 
· Carbon steel feedwater line rupture caused by single phase erosion­corrosion 
· Wall  thinning  (metal  loss of 1­9 mm/a) of carbon steel bodies of boiler  feed 
pumps and valves caused by single phase erosion­corrosion, 
· Zircaloy pressure tube rupture caused by hydride blistering 
· Failures of  primary  pump motors  due  to  degradation  of high  voltage  epoxy 





· Failure of cables, attributable  to  temperature  induced accelerated aging and 
degradation of cable insulation, resulting in loss of off­site power. 
· Failure of  inverters due  to  thermal degradation of capacitors,  fuse and solid 
state device 
· Degradation  of  bodies  of  motor  operated  valves  due  to  cavitation  induced 
erosion 
· Thimble tube thinning due to flow induced vibration and wear. 
· Boric  acid  induced  corrosion  of  the  high  pressure  injection  nozzle  of  the 
reactor coolant system 
· Fatigue cracks in pressurized surge lines induced by thermal stratification. 
· Failure  of  steam  generator  tubes  due  to  intergranular  stress  corrosion 
cracking, pitting, denting, fretting and wastage. 





· Rupture of  the carbon steel  feedwater  line caused by single phase erosion­ 
corrosion. 
Such  ageing  related  failures  may  significantly  reduce  plant  safety  since  they  may 
impair  one  or more  of  the multiple  levels  of  protection  provided  by  the  defence  in 
depth concept. Ageing may lead to a large scale degradation of physical barriers and 
redundant  components  resulting  in  an  increased  probability  of  common  cause 
failures.  This  could  cause  a  reduction  in  component  safety  margins  below  limits 






could  lead  to  failure  or  even  multiple  common  cause  failures  of  redundant 












mainly  based  on  the  operating experience  including  both  failure  and maintenance 
information. The quantitative analyses can be based either on  the modelling of  the 
physical degradation process or on the statistical analyses of failure data. The short­ 
term  ageing  models  include  renewal  processes  and  non­homogeneous  Poisson 
processes. 
Passive  components  are  also  of  ageing  analysis  concern  because  they  may  be 
weakening,  and  yet  the  deterioration  may  not  be  recognized  until  a  catastrophic 
failure  occurs.  Most  passive  components  do  not  provide  adequate  numbers  of 
failures  to  analyse  statistically.  Long  term  ageing  models  include  random  crack 
growth models, strength­time models, and Markov modelling for cumulative damage.
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The  relevant  data  for  statistical  analysis  would  consist  of  condition  monitoring 
(Simola  1992). As  the  collection  of data  relevant  in­situ measurements for  passive 
components  can  be  very  costly,  passive  components  are  sometimes  studied  by 
simulations. 
There  are  many  references  where  ageing  of  particular  type  of  components  and 
related  ageing  degraded  mechanisms  are  described  and  discussed  in  detail,  for 
example  IAEA  (1990,  1992, 2003),    EPRI  (1980),  NUREG/CRs  5632  (Smith  et  al. 
2001) and 6157  (1994), EUR 19843 EN  (2001), OTA­E­575  (1993), HSE Health & 
Safety Executive (2001), etc./ 
Taking  into  account  the  fact  that  in  each  NPP  are  thousands  of  components,  the 




impact  to  plant  risk  level.  This  could  help  to  assure  analysis  efficiency  and 
reasonable resources could be used. 
Outcome  from  components  selection  process,  based  for  example  on  safety 
importance measures and evaluation of potential for significant degradation, could be 
used here also as  a  base  for  scope definition  of  data  extraction  and analysis  and 




In  general,  we  could  say  that  data  needs  and  the  attributes  of  appropriate  data 






· Identification  and  evaluation  of  degradation,  failures  and  malfunctions  of 
components  and  systems  caused  by  ageing  effects  /also  plant  risk  level 
assessment/ 
· Optimization  of  operating  conditions  and  practices  to  reduce  ageing 
degradation 
· Identification of new emerging ageing effects 




effects  into  PSA  applications.  Existing  plant  database  systems  and  data  could  be 
used,  together  with  public  international  failure  databases,  e.g.  NUREG/CR­5750 
(Poloski et al. 1999) and SKI database (2000). The main problem here could be lack 
of data for particular components and observed period of time. 
Usually  the  databases  used  in  life  and  ageing  management  programmes  include 
three categories of data: 
· Base information data 
ID,  population,  expected  degradation  mechanisms,  data  of  installation, 
qualification data, design modification, etc. 
· Operating experience data 





What  kind  of  data  are  really  needed  to  extract  from  databases  and  use  for 
incorporating  ageing  effects  into  PSA  for  evaluation  of  ageing  impact  and  other 












(3) Infrequent  data  collection,  such  as  non­destructive  testing  of  materials.    The 
analysis can have two purposes.  It may be  intended  to characterize  the current 
state  of  the  material,  or,  as  in  setting  (1),  the  analysis  may  be  intended  to 
discover and quantify the existence of a trend. 
The  discussion  here  emphasizes  the  first  setting  because  some  general  analysis 
methods can be given. For the second setting, every type of ageing requires a major 
















to  the need for frequent  reassessment of  the  initiating event  frequencies 
and basic event probabilities. 
2.1  Data for frequently tested components 






3.  Perform  very  simple  investigations,  such  as  creating  graphs  and/or  performing 
simple tests of hypotheses, to see if there is evidence of a trend. 
4.  If the evidence justifies further work, either 
(a) Choose a  recent  time  period  in which  the  trend  is  apparently minimal,  and 





5.  Estimate  the  unknown  constants  in  the  chosen  model.    Also,  quantify  the 
uncertainties  in  the  unknown  constants,  and  obtain  a  Bayesian  uncertainty 
distribution for the parameter of interest.  This distribution can be used in a PSA. 
6.  Perform  checks  on  the  validity  of  the  model,  such  as  goodness  of  fit  checks. 
Perform checks on the sensitivity of the results to the choice of the model.  If the 











Parameter  Estimation  for  Probabilistic  Risk  Assessment  (Atwood  et  al.  2003), 
denoted HOPE in this document. The main point of the discussion below is that the 
random number  of  failures  in  an extended period  can be  treated as approximately 
Poisson, whichever of the above two models is used. 
Consider the first bullet above,  in which a component  that is normally  in successful 




or  Cox  and  Isham  1980  for  more  information.)  The  random  number  of  failures  in 
some fixed time s is Poisson(λs). If the component is only known to be failed when a 
demand occurs, then failures are not discovered immediately. However, if demands 
are  frequent  (in  practice,  if  there  are many more  demands  than  failures),  then  the 
random  number  of  failures  in  time  s  can  be  treated  as  approximately  Poisson(λs). 
The  time  s  is  called  the  exposure  time,  i.e.  the  elapsed  time when  failures  could 
occur. The parameter λ is called the failure rate or the Poisson intensity. 
Now  suppose  that  the  failure  rate  λ  is  a  function  of  component  age,  λ(t),  where  t 
denotes component age. Then, under simple assumptions given in Section 7.2.2.1 of 
HOPE or in Thompson (1981), the model is a non­homogeneous Poisson process 





dt t λ  ) (  .  (1) 
If λ is constant and b − a = s, this integral reduces to λs, and the NHPP is an HPP. 
Consider  now  the  second  bullet  above,  the  failure­on­demand  model,  with  p 
constant.  The random number of failures in n demands is binomial(n, p).  However,
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when  the  number  of  demands  during  exposure  time  s  is  large,  the  binomial 
distribution  is  approximated  by  a  Poisson  distribution  with  λs  =  np  (HOPE,  Sec. 
A.6.2).    Therefore,  most  of  the  discussion  below  treats  the  number  of  failures  in 




proportional to  the number of demands, not  to the exposure time.   If  the data come 
from  components  with  very  different  demand  counts  per  unit  time,  or  from  a  time 
history  in which  the frequency of demands changed greatly,  then we should model 
the  failure  counts  as  binomial,  and  construct  a  fictitious  exposure  time  s  that  is 
proportional  to  n,  the number  of  demands.  If we  set  s =  n,  then  the  binomial(n, p) 





If  the number of demands is  large and each p(ti)  is small,  it  can be shown  that  the 
random number of failures is approximately Poisson distributed, with mean given by 
Expression (2). Finally, if the demands are equally spaced between ages a and b at 











Sometimes such detailed  information has not been recorded.  Instead,  the ages are 
grouped  into  ranges, or bins.  In  this case,  the data must state  the  total number of 

























can  be  suggested.  One  is  that  maintenance  is  successful,  removing  degraded 
components  before  they  reveal  ageing  in  a  statistically  significant  way.    Another 
possibility  is  that  for  many  years  the  data  were  not  adequate  for  an  analysis  of 
ageing. The discussion in Chapter 3.4 mentions a few studies that have been carried 
out, and then lists a few data sets that may be useful in future ageing studies. 
For  binned  data,  the  failure  and  component  counts  must  be  given  for  each 
homogeneous subset of the components. 
When constructing the bins, it is usually desirable for them all to have approximately 
the  same  exposure  time.  For  crude analyses,  it may  be enough  to  have  only  two 
bins. For more sophisticated analyses, it is generally desirable to have more bins, so 
that  λ(t)  does  not  curve  much  within  any  bin.    However,  for  the  goodness­of­fit 
investigations that accompany any analysis, the expected number of failures in a bin 







































only  one  “component”,  the  entire  plant,  and  a  “failure”  is  an  initiating  event.    The 
scatter plot can be mentally  interpolated to form a  line. The slope of any portion of 
the  line  is  defined  as  the  change  in  height  divided  by  the  change  in  horizontal 
distance. The slope, therefore, is the number of failures divided by number of years, 
so  the  slope  estimates  λ,  the  failure  rate.  The  slope  can  be  approximated  in  any 
region of the graph. 
In  this example,  the  line  rises to about height 19  in  the first year, so  the slope,  the 
estimate of λ, is 19 events per year. In  the second year the line rises much less, so 
the  slope,  the  estimate  of  λ,  is  much  smaller.  This  graph  shows  that  λ  was 
decreasing ­ the plant was in the burn­in stage of its life, not ageing and approaching 
the end of life. If, instead, the slope had been small on the left and larger on the right, 
the  graph  would  have  shown  evidence  of  deterioration,  presumably  caused  by 
ageing. 
Now  consider  a more  complicated  situation,  with  several  components  that  are  not 
necessarily  all  observed over  the  same age  range.    For  example,  suppose  that  8 
components  are  observed  for  five  years,  starting  when  they  are  five  years  old. 











between ages 4  and 5.   Between age  5 and  age  6, each point should be 1/8 unit 
higher  than the previous point, because  there are 8 components  in  that age  range.
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And between ages 6 and 10, each point should be 1/7 higher than the previous point. 
In  this  way,  the  slope  in  any  period  estimates  the  rate,  with  units  of  failures  per 
component­year. 





constant  within  the  bin.    The  simplest  such  estimate  is  the  maximum  likelihood 
estimate (MLE), which is the number of failures divided by total exposure time for the 










Bin  Age  Events  Exposure time 
87  0.5  19  0.7094 
88  1.5  3  0.7517 
89  2.5  6  0.7949 
90  3.5  0  0.8960 
91  4.5  1  0.8153 
92  5.5  3  0.7513 
93  6.5  0  0.9961 
94  7.5  0  0.8274 
95  8.5  2  0.8376 
Table 1. Binned Data for Initiating Events. 
Figure 4  shows  the  data from Table  1.  In  this  graph 90% confidence  intervals  are 
used.  For this graph, the horizontal axis is labelled as age rather than calendar year.
17 





















Figure  4.  Plot  of  side­by­side  confidence  intervals  for  λ,  using  data  from  Figure  3. 
(adapted from HOPE). 
The  simple  plot of  the estimates and  confidence  intervals  shows  that  the  first  year 
had  a  much  higher  failure  rate  than  did  the  later  years.  Also,  if  we  restrict 
consideration to ages 3.5 through 8.5, there is no evidence of a trend in those years ­ 
in spite of minor variation, the confidence intervals overlap a lot. 
In  addition  to  looking  for  trends,  one  should  in  general  look  for  other  sources  of 
variation.  If  the  components  are  constructed  differently,  or  if  they  are  in  different 
systems  (with  different  environments),  or  if  they  are  operated  under  different  test­ 
and­maintenance procedures,  these differences might  lead to different failure rates. 
In this case, one can group the components into separate classes, or categories. For 
each  class,  construct  the  estimate  and  confidence  interval  for  λ.  Then  plot  these 
estimates and confidence intervals side by side, and look for marked differences.  At 
this  preliminary  stage  of  the  investigation,  one  can  probably  ignore  the  possible 
ageing within each class.   The purpose right now is only to see if  the data must be 
split  into  subsets  that  must  be  analyzed  separately.  If  substantial  differences  are 
seen between classes, this fact must be kept in mind during the rest of the analysis, 




by  measuring  the  strength  of  the  evidence  against  the  hypothesis  H0:  no  ageing 
occurs. 




A simple  test  for ageing when  the  individual failure  times are given  is  the so­called 
Laplace  test,  presented  in Section  6.2.3.2.2  of HOPE,  and  also  discussed  by Cox 
and Lewis  (1978, p. 47).   Ascher and Feingold  (1984) attribute  the test  to Laplace.
18 
Consider first a single component, with n failures reported in some age range (a, b). 

























































has  a  mean  of  0  and  a  variance  of  1,  and  by  the  Law  of  Large  Numbers  it  is 
approximately normally distributed. Denote Expression  (3b) by TLaplace.   The normal 
approximation  is  very  good when  the  Tij’s  are  uniform  and  there  are  6  or more  of 




The above  results  assume  that  no  ageing  occurs.  If,  on  the  other hand,  ageing  is 








early  and  late  portions  of  the  component  histories,  with  approximately  half  of  the 
exposure time (component­years, say) in the early segment and the other half in the 
late segment. Denote these early and  late exposure times by sE  and sL, and  let  the 
total exposure time be sT = sE + sL. Denote the number of failures in  the late period 
by XL.  If  no ageing  is  occurring,  a  failure  is  equally  likely  at  any  time.    Therefore, 
conditional on the total number of failures n, XL  is a binomial(nT, p) random variable, 
where  p  =  sL/sT.  If,  on  the  other  hand,  ageing  is occurring,  then  XL  will  tend  to  be 
larger. This leads us to reject the hypothesis of no ageing, in favour of the alternative 
hypothesis of ageing, if XL  is large. In particular, if n is large a value of 




The above use of XL  assumes implicitly  that all  the components are observed over 
the  same age  range,  or  if  not,  that  all  the  components  have  the  same  failure  rate 
function  λ(t). We might  not wish  to make  this  assumption.  For  example,  we might 
believe that some components inherently  fail more frequently than others, and then 





å = i L L  X X  ,  . 
If each component has a constant failure rate, failures are equally  likely to be early 
and late. Therefore, conditional on the total number of failures n, XL has a binomial(n, 
0.5) distribution.  If  instead  the failure  rates are  increasing, XL  will  tend  to be larger. 
Therefore,  a  large  value  of  XL  causes  us  to  reject  the null  hypothesis  of  constant 























come  from a Poisson process, with  a  failure  rate  λ  that may be a  function of age. 
Several functional forms have been assumed in the literature for λ(t). 





At  the end of 1995, one could  reasonably use an estimate based on that  restricted 
range of data to forecast performance in 1996. 
Clarotti et al. (2004) is a recent reference that uses a piecewise constant failure rate. 







portion  resulting from ageing.   Wolford et al  (1992) and Atwood  (1992)  rewrite  the 
formula as 
λ(t) = λ0(1 + βt),  (5) 
with  β = b/λ0. The  reason for  this change of notation  is  to make  the analysis more 
comparable  to  analyses  using  other  functional  forms.  To  keep  λ(t)  non­negative 
throughout the observed data period, β must satisfy the constraint: 
max / t β  1 - ³ 
where tmax  is the maximum time in the observed data set. 
Linear ageing is simple, an obvious natural way to give a first­order approximation to 
changes  in  the  failure  rate.  It  does  seem  to  have  one  practical  disadvantage, 
however. Wolford et al. (1992) analyzed two data sets using several functional forms 
for λ(t); one such analysis is reported by Atwood (1992). They found that a Bayesian 
distribution  for  λ(t)  was  approximately  lognormal  when  a  log­linear  or  power­law
21 
model  was  used  for  λ(t),  but  not  when  a  linear  model  was  used.  Apparently,  the 
approximate  lognormality  required  a much  larger  data  set  when  linear ageing was 
assumed than when power­law or exponential ageing were assumed. 
When  two  parameters  are estimated  from data,  the  estimators may  be  statistically 
correlated.    In  Equation  (5),  if  β  is  overestimated  then  λ0  will  tend  to  be 
underestimated.   To minimize this correlation,  the data can be centred, that is, age 








as  the mean of all  the component ages  in the data.   The exact  formula  is given  in 
Table 1 of Atwood (1992).   The  intuitive  idea is  that it  is relatively easy to estimate 
the failure rate in  the middle of  the data, λ0.   Having done this,  the linear trend line 














In  terms  of  practice,  linear  ageing  and  log­linear  ageing  are  probably 
indistinguishable,  except  for  unrealistically  large  data  sets.  Indeed,  the  first  order 
Taylor approximation of  exp(βt)  is 1 +  βt,  showing  that Equation  (5)  is a  first­order 
approximation  of  Equation  (6).  Linear  and  log­linear  functions  give  different 
extrapolations  into  the  distant  future,  but  no  function  that  is  chosen  purely  on  the 
basis of simplicity and convenience should be used for long­term extrapolation.
22 






















that  one  must  be  careful  in  defining  the  age  that  we  call  0.  Different  results  are 
obtained if age t is measured from the component’s installation or, instead, from the 
start time of the data recording. 



























Thresholds  cause  difficulty  in  classical  statistics,  because  the  assumptions  for  the 
asymptotic theory of maximum likelihood estimation are typically violated.  Therefore, 
it  is  difficult  to  quantify  the  uncertainty  in  the  estimate  of  the  threshold.  Bayesian 
estimation,  using  some  simulation  package  such  as  BUGS®  (Spiegelhalter  et  al. 
2003), is still possible. However, just as with modified Weibull aging, a model with a 
threshold involves three parameters, and it is difficult to find enough data to estimate 









to  obtain  a  simple  parametric  distribution,  such  as  lognormal,  because  then  the 


















is  the  conjugate  prior,  a  gamma  distribution.  In  particular,  the  Jeffreys 
noninformative  prior  is  gamma(0.5,  0).  Then  the  posterior  distribution  of 
λ(t) is also a gamma distribution. These assertions ignore the uncertainty 
in the location of the discontinuities in λ(t). 
· In  the examples of Wolford et al.  (1992) and Atwood  (1992),  for each  t, 











The failure counts  in  the different bins are assumed  to be  independent.   Therefore 





6  yrs,  and  suppose  that  10  components  were  observed  for  the  full  year  and  one 
component  was  removed  from  service  at  age  5.4  yrs.  Then  the  exposure  time  si 
would be 10.4 yrs. Let xi  be the number of component failures between ages 5 yrs 
and 6 yrs, and define  the midpoint  ti  to be 5.5 yrs.  (Section B1.2.3 of Appendix B1 
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where  J  is  “junk”,  a quantity  that  does not depend on  the  unknown parameters.  In 
principle,  this function (ignoring  J) can be programmed explicitly  into a spreadsheet 




situation  is  explained  in  detail  by  Cox  and  Lewis  (1966)  for  the  log­linear  ageing 
model.  Building on that work, Atwood (1992) presents the results for the linear and 






bins  are  not  too  few  and  too  wide,  little  information  is  lost  by  the binning.  (Use  of 
binned  data  approximates  the  Poisson  mean  for  the  bin  by  the  exposure  time 
multiplied by λ(tmid), where tmid  is the midpoint of the bin.  Relevant information is lost 
if  this approximation  is  inaccurate,  for  example  if  λ(t)  is  strongly  curved within  the 
bin.) 
Bayesian analysis.  A simple method  for Bayesian analysis  of  binned data,  using 
any of the functional forms for λ(t), is based on BUGS® (Spiegelhalter et al. 2003), a 
very  flexible  program  that  is  available  for  free  download.  The Windows  version  is 
called  WinBUGS®.  BUGS  uses  a  technique  called  Markov  Chain  Monte  Carlo 
(MCMC)  sampling,  and  approximates  the  posterior  distribution  of  the  unknown 
parameters by a large sample of simulated values from this distribution. A sequence 
of  such  simulated  sample  values  is  called  a  chain  by  WinBUGS.  Successive 











Non­Bayesian  analysis.  Users  who  prefer  to  use  non­Bayesian  software  can 
approximate  the Bayesian posterior  that  would  result  from updating a  diffuse  prior. 




bell  shape,  at  least  approximately  when  the  sample  size  is  large.  The  maximum 
likelihood  estimate  (MLE)  is  the  value  of  the  parameter  at  the  centre,  where  the 




density,  to produce a multiple of  the posterior density.  If  the prior density  is diffuse, 
essentially  constant,  then  the posterior density  would be essentially  proportional  to 
the  likelihood.  Because  the  likelihood  is  approximately  normal,  the  posterior 
distribution  of  the  parameter  is  approximately  normal,  and  (for  example)  a  90% 
credible  interval  for  the  parameter  is  numerically  the  same as  the  frequentist  90% 
confidence interval. 
This  is valid  for  large data  sets, but  “large”  depends on  the details.  In particular,  it 
depends  on  how  the  parameters  are  specified.  For  example,  consider  log­linear 
ageing,  introduced  above.  If  the  parameters  are  specified  as  (a,  β),  approximate 
normality  is  attained  with  a  moderate  sized  sample.    If  the  model  is  instead 
parameterized in terms of (λ0, β), a larger sample is required to achieve approximate 
normality. Also, the linear ageing model seems to require larger samples than do the 









This  programming  is  unnecessary  when  binned  data  are  analyzed  by  a  statistical 
package such as SAS® or S­Plus®, because they have the generalized linear model 






· In  S­Plus  for  Windows,  also  define  a  variable  FperEXPOS  =  (failure 
count)/ (exposure time). 




Both  of  these  packages  also  require  a  link.  Set  it  to  log  if  log­linear  ageing  is 
assumed, and set it to identity if linear ageing is assumed. 
Finally, power­law ageing can be treated by using the relationship between Equation 
(8)  and  Equation  (6′).  Define  a variable  LNAGE,  equal  to  ln(AGE).  In  SAS, model 
FAILURES = LNAGE, and in S­Plus set the independent variable to LNAGE. Here is 
one  place where  the  distinction  between exposure  time and age  is  important.  The 























The  only  requirement  is  that  the  subsets  are  not  based  on  the  failure  data.    The 
components  can be partitioned based on manufacturer,  design,  location, operating 
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should  be  chosen  so  that  the  total  numbers  of  early  failures  and  late  failures  are 
roughly equal.   Construct  a  two way  table  of  the  failures  in  the  various  subsets of 
components: 
Subset 1  Subset 2  …  Subset J  Total 
Early failures  x11  x12  …  x1J  x1+ 
Late failures  x21  x22  …  x2J  x2+ 
Total  x+1  x+2  …  x+J  x++ 






















If all  the subsets have a common value of β and  if  the number of failures is “large”, 
the distribution  of  X 2  is  chi­squared with  J−1  degrees  of  freedom.    A  value  in  the 
upper  tail  of  the  chi­squared  distribution,  such  as  larger  than  the  95th  percentile, 
indicates that β is not the same in all the subsets. 
According to p. 6­24 of HOPE, each cell should have an expected count of at least 1. 









Test  for common  λ0  in all subsets.  Suppose that  the above  test  finds no strong 
evidence of different values of  β,  so  that we are willing  to accept  the model with a 
common β.   The following approach can be used  to test whether all  the subsets of 
the components have a common λ0.  We assume, as before, that all the components 
are observed over a common age range. If the components are not observed during 
portions  of  this  age  range,  such  as  during  plant  outages,  assume  that  these 
unobserved  periods are  about  the  same  for  all  the components.   Form a  one­way 
table as shown here. 
Subset 1  Subset 2  …  Subset J  Total 
Failures  x1  x2  …  xJ  x+ 
No. of components  n1  n2  …  nJ  n+ 
Under  the above  assumptions,  the  number  of  failures  for  a  subset  of  components 




















2  in  the upper tail of  the chi­ 
squared  distribution  is  evidence  of  failure  of  the  assumptions,  most  likely  the 
assumption of a common λ0. 
Checks  of  form  of  the  function  λ(t).  Both  graphical  checks  and  statistical 
hypothesis tests can be performed to investigate whether the assumed form of λ(t) is 























































fitting various models  to  the data, and comparing how well  they  fit.    If may be  that 
some models can be ruled out, as was the case in the above example. Alternatively, 





The  typical  example  is  a  piping  segment  that  is  never  tested  after  its  initial 
installation. If it is discovered to have failed, such as by a leak, the piping segment is 
replaced or repaired so thoroughly that it can be regarded as “new”. Thus, the model 
of a Poisson process, used in such a fundamental way  in Section 2.1,  is no  longer 
appropriate.  Instead,  whenever  a  component  fails,  the  process  ends  for  that 
component. In the reliability literature, the components are called non­repairable. 
For nonrepairable components,  the analogue of a  failure  rate  is  the hazard rate or 
hazard  function.    We  will  again  denote  it  by  λ(t),  but  its  definition  is  somewhat 
different. Let T be the time of failure. The hazard function is defined by: 
) | Pr( ) (  t T t t T t t > D + < » D l 
for small values of Δt. Thus λ(t)Δt is approximately the probability that the component 







is  as  follows.  Consider  the  age  ti  of  each  component  when  it  fails,  sorted  from 
smallest to largest. Begin with t1, the earliest age for a failure, and plot a point at (t1, 
1/n1), where n1  is the number of components of age  t1  in the data set.  If  there were 
many  components  of  age  n1,  then  a  single  failure  is  not  very  surprising,  and  the 
plotted point is not high above zero. On the other hand, if there were few components 
of  that  age  and  one  failed,  the  plotted  point  is  relatively  high  above  zero.    Now 
consider  the  next  age  when  a  failure  occurred,  t2,  and  let  n2  be  the  number  of 
components  in  the data set having age  t2. Plot  the next point at  t2  on the horizontal 
axis, and at height 1/n2  above the previous point.   Continue  this  for all  the failures. 
Now  look  at  the  slope  of  the  plotted  points,  just  as  with  Figure  3.  If  the  slope  is 
increasing,  this  indicates an  increasing hazard  rate, and  thus possible evidence of 
ageing.  If  the  slope  is  constant  or  decreasing,  there  is  no  graphical  evidence  of 
ageing. 
If thousands of components (such as pipe segments) have been observed, and only 
a  few  have  ever  failed,  then  all  the  ni  values  are  virtually  the  same,  and  the 
cumulative  hazard  plot  has  the  same  visual  shape  as  the  cumulative  failure  plot 
discussed  earlier.  Unfortunately,  a  few  failures  are  usually  not  enough  to  show 
curvature, so the simple cumulative plot cannot give much evidence one way or the 
other. 
Lydell  (2000) collected and published  in his work  for Swedish Nuclear  Inspectorate 
(SKI)  the  operating experience data  regarding piping  failures  from many  countries. 
These data represent  the international experience for PWR and BWR reactors. The
32 
Table  2  presents  the  distribution  of  the  number  of  occurred  events  by  failure 
mechanism  and by  failure mode.  Vibration  fatigue,  flow accelerated  corrosion  and 
water hummer are  the major causes  for pipe  line  ruptures. On  the basis of  results 
and  approach  developed  in  SKI,  OCDE  has  opened  a  project  called  Pipe  Failure 




All  Crack  Leak  Rupture  All  Crack  Leak  Rupture 
SC  Stress corrosion  152  20  132  0  794  587  207  0 
TF  Thermal fatigue  36  7  27  2  63  31  32  0 
E/C  Erosion by 
cavitations 
3  0  3  0  7  0  7  0 
C/F  Corrosion­fatigue  9  0  9  0  11  4  7  0 
E/C  Flow accelerated 
corrosion 
208  2  193  13  236  11  180  45 
COR  Corrosion attack  84  1  80  3  80  3  74  3 
VF  Vibration fatigue  670  14  592  65  96  6  85  5 
D&C  Design and 
fabrication failures 
148  2  140  6  68  5  61  2 
WH  Water hammer  71  7  47  17  89  14  31  44 
HE  Human errors  45  0  44  1  16  0  15  1 





53  1369  108  1546  661  782  103 
Table 2. Piping failure distribution [Lydell (2001)]. 
2.2.2 Estimating degradation without data, using models 
Data  for  such  components  are  typically  quite  sparse,  with  only  a  few  failures. 
Therefore,  one  usually  does  not  try  to  estimate  the  hazard  function  from  data. 
Instead,  several  computer  programs  or  calculational  procedures  have  been 




































































































































































































































































































































































































of  evaluation  of  secondary  pipe  failure  rate  due  to  the  flow  accelerated  corrosion  (FAC) 
process.  The  model  takes  into  account  the  material  properties  of  the  piping  steel,  the 
























variety  of  ways.  Techniques  include:  KI  /KIc  overlap,  variance/  covariance,  convolution, 







From a  general point of view  there  is  no need  for  any distinction between PRA/ PSA and 
PFM. The latter method,  dealing with  the particular  phenomenon of  crack growth  initiation 
and propagation, could simply be  regarded as a subclass of  the  former method.  In fact,  if 
crack growth is judged to be an important contributor to the total risk PFM should be applied. 
This follows from the simple fact  that  there  is no better alternative than PFM to assess the 
risks caused by cracks. Since mechanical failures of this type are quite rare in NPPs, it often 
is  not  easy  to  obtain  empirical  failure  data.  Furthermore,  this  way  of  estimating  failure 
probabilities  raises  problems  about  statistical  homogeneity.  Mechanical  failure  depends 
critically  on  local  conditions  such  as  stress  distribution,  material  properties,  loads, 
environment,  etc.  These  factors  are  furthermore  changing  with  time.  Presumably  better 





extrapolated  by  Bayesian  techniques.  It  can  be  said  that  the  primary  data  pertain  to  the 
component level. 
The probability of a mechanical failure of a component, such as for instance for a weld in a 




















Comments:  The  stress­resistance  models  are  widely  used  for  reliability  analyses  of 
structures,  unique  components  with  high  availability  requirements,  materials  defect 




When  assessing  leak/failure  probabilities,  structural  reliability/probabilistic  fracture 
mechanics based methods are often computationally the most laborious ones. However, due 
to  very  likely  scarcity  of  leak/failure  data  that  will  be  available  for  the  analyses,  these 
methods must be at least to some extent resorted to. 
There are still methodological problems to solve and there is no standard format for how to 
perform  PFM  analyses.  This  is  however  a  problem  that  can  be  overcome  through  the 
development  of  computational  procedures.  If  PFM  procedures  are  not  standardised,  any 





knowledge  of  various  degradation  phenomena,  more  accurate  models  of  them  can  be 
formulated.  In  general,  physical  degradation  models  need  development  in  many  areas,
which include scope, range of validity, accuracy and realistic consideration of the underlying 
physical phenomena. One problem  that needs  further  research as well  is  the modelling of 
several degradation phenomena acting simultaneously. This is due to known (or anticipated) 
dependencies  and  synergetic qualities between degradation  phenomena  that  increase  the 
propagation of detrimental effects, e.g. joint action of fatigue and SCC. 
Any  engineering model  that  attempts  to  describe  a  process or mechanism  should  supply 
suitable  documentation  and  evidence  of  its  ability  to  accurately  perform  the  task.  These 






3)  That  the  analytical  assumptions  in  (2)  are  well  grounded  and  based  on  theory  that  is 
accepted as representative of the situations considered by the given SRM. 
4) That the model is capable of reproducing the data on which its analytical assumptions are 
















(2001),  “the  main  sources  of  uncertainties  are  associated  with  the  original  thickness  and 




each  combination of variables. Latin Hypercube Sampling  (LHS) was designed  for  such a 
setting, when each computer run is somewhat costly in terms of run time or of manual effort 
to set up the run. Therefore, LHS might be a useful way to perform the sampling. 




“the code predicts the flow­accelerated corrosion  rates within ±50%.”  It  is not clear how  to 
interpret this statement ­ whether the ±50% spread corresponds to a 90% prediction interval
(i.e.  containing  90%  of  the  predicted  values)  or  to  a  prediction  interval  with  some  other 
confidence  level.  For  the discussion below,  suppose  that  the correct  interpretation  can  be 
found  in  the  code’s  detailed  documentation,  and  that  a  50%  spread  is  a  90%  prediction 
interval. 
Now  the  two  sources of  uncertainty must  be  combined. This  is  accomplished most  easily 
with a simulation, as follows. 
Consider each of  the n CHECWORKS runs. For example, consider the  ith run. Denote  the 
calculated corrosion  rate by xi. Now calculate a  large number, m, of hypothetical values yij 





Thus,  for each  xi  generate a  large number, m, of values yij  from a normal distribution with 
mean  xi  and  standard  deviation  0.5xi/1.645.    Now  combine  all  the  yij  values  into  a  single 
sample of mn numbers. These numbers are a random sample from the overall uncertainty 
distribution  of  the  corrosion  rate.    This  distribution  can  be  used  within  the  PSA.  For 
convenience, we would probably try to fit a common parametric distribution to the mn values, 
and  enter  this  distribution  into  the  PSA.  If  that  turned  out  to  be  too  difficult,  for  example, 
because of weird behaviour of the CHECWORKS output, then it would be necessary to enter 
a discrete distribution into the PSA, based on the histogram of the yij values. 
In  the  above  example,  a  normal  distribution  was  chosen  because  the  CHECWORKS 
prediction interval was stated to be symmetrical around xi.  If the prediction interval had been 
stated  to  be asymmetrical,  a  different  distribution would have been more  appropriate.  For 




probabilistically,  assigning  probability  distributions  to  various  parameters,  including  crack 
aspect  ratio.  These  distributions  are  based  on  data.  The  remainder  of  the  code  is 





periodic  non­destructive  testing  (NDT) or  other  indirect measurements.  The NDT data  are 
often noisy and difficult to interpret.  A probabilistic approach is required, to account for the 




Let d denote  the  thickness of  the material,  such as a pipe wall,  and  let  a  denote  the  size 




assumption that  ) / ˆ ln(  d a is normally distributed, 
) / ˆ ln(  d a ~ normal(β0 + β1ln(a/d), σ 2 )  (12) 
least  squares  fitting  can be  used  to  estimate  the  calibration  parameters  β0,  β1,  and  σ 2 .  If 
some of  the flaws are  large compared  to d,  then a  logit model must be used  instead (see 
Sec. A.7.9 of HOPE),  in which  )] ˆ /( ˆ ln[  ad a - is normally distributed. The logit  formulas are 
analogous  to  those  involving  the  lognormal  distribution,  but  they are more accurate at  the 
price of being somewhat more complicated. For simplicity only Equation (12) is considered in 
the discussion below, but the logit analogue can be worked out in every case. 
Consider  now  the  probability  of  detection  (POD).  Two  approaches  are  presented.    In  the 
first, we assume that a flaw is “detected” whenever  d a / ˆ  is above some decision threshold. 
(Simola and Pulkkinen point out that this assumption may not always be valid, but may still 
be reasonable for some inspection methods.) Then the POD can be expressed in terms of 
the  calibration  parameters,  the  decision  threshold,  and  the  standard  normal  distribution 
function. 
In the second approach, the POD is estimated from “hit/miss” reference data.  Here a set of 
n  flaws  is  studied  by  several  independent  teams  or  independent  measurement methods. 
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c.  Declare  the variables for which  the posterior distributions are desired.   This 
would  include  λ  at  some current  or  near­future  age,  and  it  would  probably 




b.  Drop  the early part of  the chains, when  the  initial values are still  influencing 
the  chains,  before  the  sample  values  have  stabilized  in  the  posterior 
distribution. 
c.  Perform diagnostic tests to see whether enough values have been sampled. 
d.  From  the  program  output,  read  summaries  of  the  sample:  mean,  variance, 
percentiles, density estimates, and others. 
As an example, consider the data from Table 3.1  in  the body of  this report.   Figure A3.3.1 
shows  the  input  to WinBUGS  for  the  above process,  assuming  a  log­linear  trend  in  λ  as 















numerical values.    In a  vector  of  data,  the  individual  numbers  are  combined with  the  c(  ) 
function. This notation  is  borrowed  from  the original versions of S­Plus, which  users of S­ 
Plus for Windows hardly ever see. 






























Finally,  consider  the  initialization  section  of  Figure  A3.1.  If  four  chains  are  used,  four 
initialization  statements  are  needed.  Examination  of  Figure 3.4  shows  that  a  value of  0.5 
would almost certainly be too small for λ0, the value of λ at age 4.5, and a value of 20 would 









3)  Drag  the  cursor  to  highlight  the  model  portion  of  the  text,  or  at  least  the  “m”  in 







the start of  the  line.    In  the example,  this  line  is “list(a=­0.7, b=0)”.   Click  load  inits. 
The number in the window for chain should change from 1 to 2.  Repeat this with the 
next initialization line, until all have been loaded. 











8)  In  the  main WinBUGS  window,  click  on  Model/Update.  A  window  named  Update 
Tool will appear.  Click on the Update button. 
9)  Return to the Sample Monitor Tool, and select one of the nodes that was previously 
defined,  such  as  a.    Clicking  on  history  will  show  a  plot  of  all  the  chains.  If  they 
converge, notice roughly how many iterations it took for them to converge. If they do 
not,  then  longer chains are needed.  If  it  is hard  to decide when  the chains start  to 
overlap, click on bgr diag to produce a diagnostic plot of Brooks, Gelman, and Rubin. 
As described in the WinBUGS manual (Spiegelhalter et al. 2003), the red line should 
converge  to 1 and  the other  two  lines should converge  to stable values.  It  is often 
easier to read this plot than to decide if the chains have started overlapping. 
Do  this  for  all  of  the  fundamental underlying  parameters,  a  and  b  in  this  example. 
When  enough  sampling  has  been  done  so  that  all  the  chains  converge,  drop  the 
early portions of the chains, the portion before convergence; do this by changing the 
number in the beg window from 1 to a larger value. 




the  example,  click  on  Inference  in  the  main  WinBUGS  window,  then  click  on 
Compare.  A  window  named  Comparison  Tool  will  appear.  Type  the  array  name 
where requested, and click on either box plot or caterpillar. 
To see the correlation of two parameters, such as a and b, click on Inference in the 
main WinBUGS  window,  then  click  on  Correlations.  A  window  named  Correlation 
Tool  will  appear.  Type  the  two parameter names  into  the  two blank windows,  and 
click on print for the value of the Pearson correlation coefficient, and on scatter for a 
scatter plot of the two parameters. 
Clicking  on  coda  produces  the  actual  sample  values  for  the  selected  parameter 
(node).    If  these  are  copied  into  a  spreadsheet  for  the  different  nodes,  the  joint 
posterior  distribution  of  the  parameters  can  be  obtained.  The  WinBUGS  manual 
mentions a CODA S­Plus diagnostic package for using the CODA output. 
The guidance in Steps 1­8 form a detailed recipe for using WinBUGS. Step 9, on the other 
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B1.1  The Data of This Study 
This  demonstration  study  uses  a  data  set  provided  by  IRSN.    This  data  set  represents  the 
“virtual”  failure and replacement dates of “virtual” electrical or  instrumentation and control 
(I&C) components.  It is quite close to the real operating experience data collected in French 
nuclear  power  plants  (NPPs).    In  particular,  it  is  a  large  sample  that  represents  one 
technological  group of  continuously  operating  components.    The  data  set  contains  records 
from  two  types  of  reactors,  denoted  “T”  and  “U”, which  have  different  power  levels  but 
which  are  operated  by  a  single  utility  with  a  single  management  philosophy.    The 
components  are  all  of  the  same  type  (design,  manufacturer,  technology,  etc.).    The 





Eleven  years  of  data  were  collected,  from  January  1,  1990  through  December  31,  2000. 
Therefore  the  data  are  censored  by  interval,  that  is,  the  observed  times  in  operation  are 
truncated at the right and left ends.  The components in the sample do not all have the same 
date  of  being  put  into  service,  and  as  a  consequence  do  not  have  the  same  ages  at  the 
beginning  and  end  of  observation.    The  failure  counts  were  taken  from  a  review  of  the 
maintenance data, so any reported date of failure is actually the date of the periodic test.  A 
“critical” failure is one that causes the component to lose its safety function in a PSA model. 

















First,  consider  the  determination  of  the  ages  of  the  components.    The  ages  of  nearly  all  of  the  individual 



















changes  its  number of original components on that date.   Suppose  that  the unit  is  named U, and  that  it  has n 




unit U in the data set, and contain all  the originally installed components.  Finally, add a  third “unit” Ux with 
only the one new component, which enters the data set on date dddddd+1, has age 0 on that day, and leaves the 












data  set  for  the  entire  year,  it  is  usual  to  set  tmid  to  the  midpoint  of  the  bin.    However,  if  the  number  of 
















λ(t) ≈ a + bt  , 
then Expression (B1­1) is approximated by 
a(U − L) + ½ b(U 2 − L 2 )  (B1­3) 
and Expression (B1­2) is approximated by 

































T­A  4158.7  0 – 15.1  160  156  132 
U­A  4928.3  1.8 – 20.3  188  177  152 
T­R  3534.9  0 – 15.1  127  110  76 



















T­A  4158.7  0.038  0.032  15% 
U­A  4928.3  0.036  0.031  14% 
T­R  3534.9  0.031  0.021  31% 





failures)  compared  to  the  R  components.    Recall  that  the  A  components  have  more  stressful  pressure  and 
temperature, and less stressful water chemistry and radiation. 
B1.3.2  Cumulative Plots 







During  age  ranges when many  components  are  in  the  data,  there  are  relatively many  failures,  and  the plot  is 
stable.    During  age  ranges with  few  components  in  the  data  (the  very  oldest  and  youngest  component  ages 
observed), there are relatively few failures among few components, and the plot is unstable. 
Conclusions  from  the  right and  left  ends of  the plot may be questionable, because  they are  too  subject  to  the 











the  ends  of  the  plot  include  several  years  each,  while  the  bins  in  the  middle  consist  of  one­year  intervals. 
Initially,  the value 5 rather  than 3 was chosen.   This  is a conservative rule of thumb for bins that allow a chi­ 
squared  test  of  the  hypothesis  that  λ  is  constant.    However,  that  choice  seemed  overly  conservative  for  the 
purposes of this study, which include a comparison of the various parametric forms for λ(t).  Such a comparison 
works better  if  the bins are not combined too much at  the end of  the range.   Also,  the calculation of expected 
count in a bin was based on the assumption of no ageing.  If ageing occurs, the expected counts in the upper bins











All  four  of  these  plots  show  a  steady  increase  in  λ  as  the  components  age.    This  appears  to  be  a  textbook 
example of ageing behaviour. 


















Figure  B1.1.  Cumulative  failure  plot,  for  T­A  failures  (critical  and  non­critical)  other  than  common­cause 
failures.




















































































plot of confidence  intervals  for  the  same data  set.   Figures B1.7 and B1.8  show  the  same plots with  the data 
restricted to critical failures.  All the plots show a failure rate that increases sharply at about age 12, but which 
drops back  again  to  the average  value  at  about  age  17.   Evidently,  if  ageing  is  affecting  the  failure  rate,  the 
relationship is complicated and other factors are also at work. 
The left side of each plot shows a few burn­in failures.  They are not relevant for an investigation of ageing.




















Figure  B1.5.  Cumulative  failure  plot,  for U­A  failures  (critical  and  non­critical)  other  than  common­cause 
failures. 





























































































Figure  B1.9.  Cumulative  failure  plot,  for  T­R  failures  (critical  and  non­critical)  other  than  common­cause 
failures. 
















































































Figure  B1.13  shows  the  cumulative  plot  for  failures  that  are  not  common­cause  failures.    The  peculiar 
appearance of this plot is largely explained by one outlying component.  This component was installed as a new 
replacement, and had 10  failures  in  the eight months  following  the  replacement, 8 critical  failures and 2 non­ 

























Figure B1.13.  Cumulative  failure  plot,  for U­R  failures  (critical  and  non­critical)  other  than common­cause 
failures. 

















































then did not  leave the data set for up to 2.8 years more.  This  is more obvious in Figure B1.17 than  in Figure 
B1.16. 


















Figure  B1.16.  Cumulative  failure  plot,  for  U­R  critical  failures  other  than  common­cause  failures,  and 
excluding the outlying component.








































T­A  0 – 15.1  ..­15.1  Clear upward curve throughout 
U­A  1.8 – 20.3  12­17  Complex behaviour.  Failure rate drops to average 
value or lower after 17 yrs. 
T­R  0 – 15.1  12­15  Hardly any failures in first 2 years.  Then bathtub 
shape: average on the left, then lower, then high. 


















In  summary, we analyze the critical  failures of  the “A” data,  corresponding  to Figures B1.3 and B1.4 and  to 
Figures B1.7 and B1.8. 
B1.4  Fitting Models to Data 
Early  failures contribute noticeably to some of  the data.   These failures are seen  for  individual components  in 
Figures B1.5, B1.7, and B1.13.   They are also seen for groups of components  in Figures B1.9 through B1.12. 
These are burn­in failures rather than ageing failures.  The simplest parametric models for ageing do not allow 














































The Pearson chi­squared  test  shows  that  only  the  log­linear model  has  an  acceptable  fit, with  p­value  0.123. 
However, even this fit is not wonderful.  This lack of fit is not a result of lack of ingenuity in finding a suitable 













into “young” and “old” periods, with 7  years being defined as  the dividing  line between  young and old.   For 








that  nothing much can be  learned about ageing at  a unit with only 2 observed  failures.   After dropping  those 
units, the contingency table had dimensions 12×2.  The chi­squared statistic was calculated in the usual way, and
was  equal  to  26.1.    The  p­value,  corresponding  to  11  degrees  of  freedom, was  0.006,  indicating  very  strong 





To  further  investigate  the  homogeneity  assumption,  a  cumulative  plot  was  constructed  for  each  unit.    To 
examine  failures at a single unit,  the cumulative plot  is modified slightly.   First,  the points are connected by a 
line,  so  that  plots  from  several  units  can  be  distinguished  if  they  are  displayed  in  the  same  graph.    More 
important,  the components at one unit all  enter and  leave  the data base at  the  same  age  (except  in  those  rare 
cases when a component is replaced by a new component), and these starting and ending ages should be shown. 
To show the beginning and end of the recorded data, a dashed line is drawn from the start of the data­collection 




burn­in might.    In addition, Unit T13 contained a new replacement component that failed several  times.   This 
burn­in outlier was dropped from the data altogether.  A graph showing all these cumulative plots  is complex, 































cause  failures.    At  each  failure,  the  plot  rises  by  (number  of  failures)/(number  of  components  in  the  unit), 
typically 1/20.  The dashed lines indicate the beginning and end of the data­collection periods. 
1  The  reason  for  this peculiar­seeming choice of  slopes  is given here.   The estimated cumulative  failure  rate assigns a 
discrete probability at each observed  failure.   The estimated cumulative failure is  therefore actually a step function, with 






















































T14  10.5 – 11.0  6  5  2 
T14  10.5 – 14.0  12  8  4 
T15  13.5 – 14.5  6  5  2 













replacement  and  failed  four  times.   This outlying component was  removed  from  the analysis below; it  shows 
burn­in failures, but is too new to show ageing.  T14 also had one new replacement component installed, but it 
never  failed and so was left  in  the data;  the decision to keep it or drop it makes virtually no difference  in the 
analysis. 

























increase  is  seen,  as  shown  in Figure B1.22.   The  line with  long  dashes  is  the  fitted  line, based on maximum 
likelihood  estimates  (MLEs)  of  the  two unknown parameters.    The  short  dashed  lines  show 90% confidence 






























Let us now consider nonparametric  tests  for  trend that could also be applied.   When the nonparametric  test of 
Appendix B2 is applied, there are M = 11 point estimates of λ, and A = 15.5 inversions (counting the tie between 
ages  9.5  and  11.5  as  half  an  inversion).    For  example,  the  rightmost  value  of  λ(t)  is  smaller  than  two  other 
values, giving 2 of the 15.5 inversions.  The one­sided test  is significant at the 0.05 level, because 15.5 is less 
that AL = 17.  It is not significant at the 0.025 level, because 15.5 is not less than AL = 14.5. 






cumulative distribution of  the binomial distribution.)   Therefore  the null hypothesis of constant failure rate for 
each component is rejected at the 0.015 significance level. 





The  cumulative  failure  plot  is  shown  in Figure B1.23.   The  gentle  curvature  is  confirmed when  the  data  are 
binned as in Figure B1.24.



















Figure B1.23.  Cumulative  failure plot excluding Units T13  through T16,  for T­A critical  failures other  than 
common­cause failures. 























acceptable, with a p­value of 0.17  for  lack of fit.   The dashed  lines  have  the  same  interpretation as  in Figure 
B1.22.  The fitting equation is 
λ(t) = 7.18E­3×exp(0.134t). 



































In  this  example,  the  inversion  test  finds  significant  evidence  of  a  trend  but  the  test  based  on  late  and  early 
failures  does  not.    The  different  conclusions  of  these  two  nonparametric  tests  is  largely  explained  by  their 
different  assumptions.    The  inversion  test  is  based on  the  null  hypothesis  that  all  components  have  the  same 
constant failure rate, whereas the test based on late failures uses the null hypothesis that each component has a 
constant failure rate, but that different components may have different failure rates.  The fact that the two tests 





B1.5.1.3.3   Summary of Analysis of T­A Data.  The above  investigation of  the  individual units  has 
shown the following for Units T13 through T16. 





-  T14 had a run of frequent failures in the 10th year followed by a decreasing failure frequency. 
-  T13 seems to have a constant failure frequency. 
It  is  not  yet  clear  whether  T15  and  T16  will  continue  to  have  frequent  failures,  indicating  a  long­term 
increased failure rate, or whether they will improve again as T14 did.








more  than  four of  the  failures.   No component  failed  twice  among  these  thirteen  failures.   This  scattering 
suggests  that  the  increasing  failure  frequency  may  be  an  overall  ageing  pattern,  not  just  a  quirk  of  one 
component or unit. 
It  is  unwise  to  trust  extrapolations  from  any model  for more  than  a  year  or  two  into  the  future,  for  several 
reasons:  (a) In both data sets, the evidence for ageing is based heavily on the last few years of data.  (b) At one 









































Similar  statements can be made for  the other units  shown  in Figure B1.26, although  they  have different  ages 
when  λ(t)  jumps  from  small  to  large,  and  the  size  of  the  jumps  is  not necessarily  as dramatic.   All  the  units 
shown in Figure B1.26 were in the data set for the full eleven years. 
Figure  B1.27  shows  selected  other  units,  which  had  periods  of  high  failure  frequency  followed  by  extended 
periods with no failures at all.  They are units that improved in the last years of the data collection. 





















































The  above  three  figures  suggest  that Units  U01  through U04,  which  are  at  a  single  site,  should  be  analyzed 





























































The  ageing  parameter,  estimated as 0.2540,  is  4.9  standard errors  from zero,  and  so  is  statistically  extremely 
significant (at the 5E­7 significance level!). 
















U01  9  5  3 (two such cases) 
U02  10  7  3 or 4 
U03  9  5  3 























Figure  B1.31.  Cumulative  failure  plot  for  all  U­A  units  except  Units  U01  through  U04,  counting  critical 
failures other than common­cause failures, and excluding failure before age 5. 
































The  nonparametric  test  of  Appendix  B2  also  does  not  see  a  trend.    With M  =  14  data  values  and  A  =  38 








B1.5.2.2.3    Summary  of  Analysis  of  U­A  Data.  The  above  investigations  have  shown  that  the 
individual units have great diversity, and in particular the site containing Units U01 through U04 has both more 
failures and more ageing.  At the site with Units U01 through U04, we find 
·  Three  of  the  units  showed  apparent  step  increases  in  their  failure  rates.    Because  the  times  of  the  jumps 
varied,  they  led  to a gradual  rise  in  the overall  site  rate,  as  shown  in Figure B1.29.   Recurrent  failures of 
certain failures contributed to the periods of high failure frequency. 
·  The  four units behave differently enough ¾  indeed,  individual components behave differently  enough ¾ 
that a single estimated failure frequency should not automatically be used for the entire site. 
At the remaining 24 units, we find the following. 
·  Several units showed high  failure rates  in portions of  the range  from ages 12 to 17, but  then they  showed 
hardly any failures for years afterwards.  They showed increasing step changes followed by decreasing step 





The  T­R  data  show  the most  early  failures.    Any  evidence  of  ageing will  be  seen  only  in  the  later  failures. 




















·  Units  U01  through  U04  appear  similar  to  the  other  units.    These  four  units  reported  8  failures,  and  the 
remaining 24 units reported 51 failures.  This consistency differs from what was seen in the U­A data. 
If  the  U­R  data  set  followed  the  pattern  of  the  T­A  data,  some  of  the  units  would  reveal  their  ageing  by 
experiencing more than one failure every few years.  The rarity of failures per unit contributes to the fact that no 
ageing is seen in the U­R data.  It is not clear whether the credit 
for  the  low failure frequency should go to particularly reliable equipment,  to superior maintenance, or to non­ 
reporting of some failures. 
B1.6  Overall Conclusions from Demonstration Study 








·  Some  components  have  had  recurrent  failures,  which  contribute  to  high  observed  failure  rates  for  the 
affected units.  It is not known whether these recurrences represent misdiagnosed root causes. 
·  We  do  not  have  access  to  any  analyses  of  the  failures  from  an  engineering  point  of  view.    Engineering 
insight could be very useful in reaching a decision as to whether ageing is occurring. 







fit a model  to  the data  from units resembling the unit of  interest.   Any of  the proposed models  for ageing 
might be good enough.  Either use Bayesian software such as WinBUGS®, or use a non­Bayesian method, 
as was done in this appendix.  (In Section 3.1.1.5, the beginning of the subsection “Non­Bayesian Analysis” 
gives a  justification  for using  frequentist  calculations  to obtain a Bayesian distribution.)   Based on  the  fit, 
obtain a Bayesian distribution for λ(t) at some representative t, where t is not much larger than observed ages 
in  the  data.    The  approach  in  this  appendix  yields  a  lognormal  distribution  for  λ(t),  but  the  analyst may 
replace this by a more convenient distribution if desired. 
3.  Then  consider  making  the  distribution  more  diffuse,  to  account  for  differences  among  the  units  and 
components.    Also,  if  several  models  are  consistent  with  the  data  but  give  different  extrapolations,  the 
distribution should be widened to account for this model uncertainty. 
4.  It  is  then  tempting  to  treat  the  above  distribution  as  a  prior,  and  to update  it with  the most  recent  unit­ 
specific data.  However, one must beware of double counting of the data.  If the recent data from the unit of 
interest was influential in determining the prior, it should not be used again in a Bayesian update.














Research  Center,  Petten,  NL  in  the  frame  of  the  JRC  purchase  order  B100732  signed 
15/06/05. 
The  report discusses a non­parametric statistical  test  that permit  to  identify an aging  trend 













in  time  of  reliability  and  performance  characteristics  of  System,  Structure  or  Component 
(SSC).  Such  assessment  is  necessary  to  predict  and  avoid  unacceptable  degradations 
related to the aging of SSC. 
In case of large population of the SSCs and well doing operating experience data collection 
the  statistical methods  could be  applied  to  identify  the appearance of  aging effect  to SSC 
reliability. 





The  basic  feature  of  parametrical  methods  is  that  for  their  application  the  law  of  random 
value distribution is assumed. Then the accepted hypothesis is checked on the basis of the 
received data. To make the assumption on the distribution law and to inspect  the accepted 
hypothesis  it  is  necessary  to  have  certain  set  and volume  of  the  initial  data.  But  it  is  not 
always available. 
In  some  cases,  this  difficulty  can  be  bypassed  using  non­parametrical  tests,  which  don’t 
apply any assumptions concerning the type of random value distribution. Bendat and Piersol 












However, some deficiencies  to use a failure statistic considered in PSA could  relate  to  the 
following issues : 
· component  reliability  parameters  usually  estimated on  the  basis  of  recent period  of 
NPP operation (3–5 years) and do not cover component history from the beginning of 
operation, 












To  demonstrate  the method  applicability  and  compare  the  results  with  other  case  studies 
IRSN proposed to use the same data set presented in Annex 1. 
This  statistic  represents  the  "virtual"  failure  and  replacement  dates  of  "virtual"  electrical  or 
I&C  components.  It  is  quite  close  to  the  real  operating  experience  data  collected  on  the 
French NPPs. In particular, it is the large sample that represents one technological group of 
components. The data  is censored by  interval, e.g.  the  times in operation are  truncated by 






· period  of  observation  (data  collection)  given  by  calendar  dates  (  from  1/01/90  to 
31/12/2000), 
· dates  of  the  equipment  commissioning  (age  =  0),  that  are  not  the  same  for  all 
components, 
· list  of  critical  (criticality  factor  >0)  and  non  critical  (criticality  factor  0)  failures 
"occurred" during the observation period (for some components no failures occurred), 








represents  the  case of  Kendall  test  [3],  that  don’t  require  knowledge  of  the  random value 
distribution law. 
The  test could be applied for  the statistical  samples of  identical  from design and operation 
point of view repairable components installed at one or several units. 
It  could  be used  for  investigation  of  particular  failure modes or  to analyze  the  total  failure 
intensity behavior in time. 
It  is supposed  that n observations of variable li  are distributed continuously,  independently 




































































a/2) = 0.95 a/2 = 0.05 a/2 = 0.025 a/2 = 0.01 
10  9  11  13  31  33  35 
12  16  18  21  44  47  49 
14  24  27  30  60  63  66 
16  34  38  41  78  81  85 
18  45  50  54  98  102  107 
20  59  64  69  120  125  130 
30  152  162  171  263  272  282 
40  290  305  319  460  474  489 
50  473  495  514  710  729  751 
60  702  731  756  1013  1038  1067 
70  977  1014  1045  1369  1400  1437 
80  1299  1344  1382  1777  1815  1860 
90  1668  1721  1766  2238  2283  2336
Page 8 
100  2083  2145  2198  2751  2804  2866 
Table 1. 
The case of A < Al corresponds to the increasing trend of failure rate and as a consequence 




















· column  "L_TAIL"  provides  a  estimated  times  between  the  date  of  start  of  observation 
period and date when unit reach first integer number of years in operation after beginning 
of observation, 
· column  "R_TAIL"  provides  a  estimated  times  between  date  when  unit  reach  the  last 
integer number of years in operation and date of the end of observation, 
· column "EQP" gives a number of components per unit, 
· column  "#  of  failures,  n"  contents  the  total  number  of  critical  failures  occurred  at  the 
corresponded unit (row) during the observation period, 
· "age"  rows  (grey,  green,  white  and  blue  cells)  represents  the  observation  period  with 
regards to unit (component) age, 
§ grey­colored cells  represent  the years of operation outside  the observation 
period, 
§white­colored  cells  represent  the  years  of  operation within  the  observation 
period,
Page 9 
§ green­colored  cells  represent  the  left  incomplete  intervals  ∆t  (where 
component were in operation only part of the time ∆t), they correspond to 
the durations "L_TAIL", 





· row  "failure  count,  n"  contents  the    total  number  of  critical  failures  occurred  at  the 
corresponded age interval ∆t, 
· row  "operating  time"  contents  the  information  about  total  cumulated  operating  time  (all 
units, all components) at the corresponded age interval ∆t, 




estimated.  Then,  the  age­intervals,  for  which  the  uncertainties  of  failure  rate  were 
considerably  higher,  were  excluded  from  the  analysis.  As  it  is  shown  on  the  figures  1­6, 
those cases correspond to the beginning and to the end of covered "age window". 
For example, for group A failure statistic is available for the ages from 0 to 21 years. What 




uncertain estimation of lI  corresponds to the 21th age­interval.  (This interval represents the 
components  that were  in  the age  range from 20  to 21 years on  the moment of  the end of 
observation.) So, as a conclusion, this interval was escaped and the following evaluation was 
performed for only M = 1,…, 20. 

























































































1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16 
Figure 6. Distribution of failure rates and their confidence bounds, as a function of 
component age. Group T­R. 
















A  1­21  1­20  300  41  64  125  Increasing 
trend 
R  1­21  1­20  168  106  64  125  No trend 
U­A  2­21  5­20  163  31  38  81  Increasing trend 
U­R  2­21  5­20  72  59  38  81  No trend 
T­A  1­16  1­15  137  15  33  72  Increasing trend 
T­R  1­16  1­15  96  44  33  72  No trend 
Table 2. 








































failures and abnormal  events will  be  registered, and exhaustiveness of data  relates  to  the 
technical, organizational and human aspects. This consideration  is  important  to understand 
the  uncertainty  in  the  final  conclusion  about  the  trend,  which  cannot  be  evaluated  by 
statistical techniques. 





The confidence interval limits of failure rates li were calculated by applying c 2 – distribution. 
The width of the interval depends from assumed confidence level a, number of failures and 
cumulated operating time. 






448 component x years  for 11 th  and 12 th  intervals, and after came down again. Finally,  for 
21 th  interval  it  is  only  12,05  years  of  cumulated  operating  time.  Of  cause,  the  failure  rate 
parameters corresponded  to  the  2 nd , 3 rd ,  4 th  and 21 th  intervals  couldn't be  considered as a 
representative in comparison with all others li  . But, if we will take into account failure rates 
l2, l3, l4  and l21  for inversion criteria test  the conclusion will be different  : in  this case with
Page 16 
confidence  level a = 0,05 the total number of inversions  is A = 77, when AL = 64 and AU = 
125. So, AL< A <AU, and the hypothesis of  increasing trend cannot be accepted. 
Uncertainties of inversion criteria test 









less  than  10  and  in  general  it  is  recommended  to  have  more  then  20  failures.  This 
recommendation  comes  from  experience  of  application  and  common  sense 
considerations ; 
· number  (M)  and  length  (Dt)  of  considered  intervals.  The  table  1  covers  the  range of M 
from 10 to 100. In practice the choice of M depends from the length of interval and period 

































































of  failure  rate  the  method  cannot  provide  the  valuable  results.  For  example,  for  the 
component  X,  see  figure  8,  it  is  concluded  after  the analysis  by  inversion  criteria  that 
there  is no trend (A = 87 when M = 20 and a = 0,1). But, the failure rate distribution for 






· number  of  component  replacements.  Component  replacements  have  to  be  taken  into 
account during the initial data treatment. So, after the replacement a new component with 
age  0  has  to  be  added  to  the  statistic  for  failure  rates  estimation.  But  for  the  reliable 
reparable  components,  in  case  of  only  few  replacements  (less  then  3­5%  from  total 
number of components) their impact to the trend analysis results is negligible ; 
· counting of repeated, critical and non critical failures and CCF. All  these factors relate  to 
the failure  rates estimation and as a consequence could modify a  final conclusion. So, 

























The  case  study  demonstrates  an  application  of  one  non­parametrical  method  to  verify  of 
aging trend. The demonstration  is done by examination of  initial data, which has the same 
structure  and  quality  as  a  component  reliability  data  collected  in  the  frame  of  PSA 
development for the French NPP.  Presented method could be applied for preliminary data 












be  accompanied  with  a  comparison  of  actual  component  or  system  reliability  level  with  a 
















To  demonstrate  the method  applicability  and  compare  the  results  with  other  case  studies 
IRSN proposes to use the same data set. All data in the data set are "virtual". However, the 
statistic, which is provided for the case study is quite close to the real operating experience 
data  collected on  the French NPPs.  In particular,  it  is a  large sample  that  represents  one 






The  sample  of  equipments  for  which  the  failure  data  were  collected  represents  1524 















17  components  operate  in  R  environment.  Correspondently,  there  are  16  and  12 











In  total 468 critical  failures were  registered. The failure data  is presented  in  tables A1.6  to 
A1.9. 
Imprecise information 











































































































































Component  Failure date  Criticity factor  Remplacement 
U01  R  U*R01  15/10/1991  0 
U01  R  U*R02  09/07/1998  1 
U02  R  U*R01  27/09/1993  1 
U02  R  U*R01  13/10/1994  1 
U02  R  U*R08  08/03/1999  1 
U03  R  U*R08  31/05/2000  0 
U04  R  U*R01  25/08/1999  1 
U04  R  U*R01  14/09/1997  1 
U04  R  U*R01  01/09/1998  1 
U04  R  U*R08  08/06/1999  1 
U05  R  U*R01/U*R??  09/05/1994  2 
U05  R  U*R03  13/08/1991  0 
U05  R  U*R03  08/09/1991  0 
U05  R  U*R03  04/10/1991  1 
U07  R  U*R02  17/09/1999  1 
U07  R  U*R08  12/08/1999  1 
U07  R  U*R11  10/07/1999  0 
U07  R  U*R11  30/06/2000  0 
U07  R  U*R11  30/06/2000  0 
U07  R  U*R03  30/09/1993  0 
U07  R  U*R03  30/09/1993  1 
U07  R  U*R05  27/07/1993  1 
U07  R  U*R??  29/06/2000  0 
U08  R  U*R03  27/11/1998  1 
U08  R  U*R05  25/09/1991  1 
U08  R  U*R05  27/07/1993  1 
U09  R  U*R04  08/03/2000  1 
U09  R  U*R02  17/01/1992  1  OUI 
U09  R  U*R02  29/01/1992  0 
U09  R  U*R02  16/02/1992  0 
U09  R  U*R02  11/03/1992  0 
U09  R  U*R02  16/03/1992  0 
U09  R  U*R02  05/04/1992  0 
U09  R  U*R02  14/05/1992  0 
U09  R  U*R02  18/05/1992  0 
U09  R  U*R02  01/06/1992  1 
U09  R  U*R02  30/08/1992  0 
U09  R  U*R02  05/09/1992  1 
U09  R  U*R05  28/04/1993  1 




U11  R  U*R05  26/03/1991  1
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U11  R  U*R05  24/03/1992  1 
U11  R  U*R12  04/04/1990  1 
U12  R  U*R05  12/01/1992  1 
U12  R  U*R12  15/06/1995  1  OUI 
U13  R  U*R01  17/10/1990  1 
U13  R  U*R01  10/11/1990  1 
U13  R  U*R02  23/07/1990  1  OUI 
U13  R  U*R03  11/10/1990  1  OUI 
U14  R  U*R01  23/06/1993  1 
U14  R  U*R05  12/11/1992  1 
U14  R  U*R05  11/11/1994  1 
U15  R  U*R08  21/04/1999  0 
U15  R  U*R05  13/09/1994  1 
U16  R  U*R04  30/09/1998  0 
U16  R  U*R11/U*R04  30/09/1998  2 
U17  R  U*R01  26/06/1994  1 
U17  R  U*R01  26/06/1994  1 
U18  R  U*R03  07/10/1992  1 
U18  R  U*R03  13/11/1992  1 
U19  R  U*R01  16/06/1996  1 
U19  R  U*R08  05/09/1999  0 
U19  R  U*R08  11/10/1999  0 
U19  R  U*R??  10/02/1991  1 
U20  R  U*R08  28/04/1999  1 
U20  R  U*R08  06/05/1998  1 
U20  R  U*R11  05/05/1998  1 
U21  R  U*R03  01/05/2000  1 
U21  R  U*R04  14/12/2000  1 
U21  R  U*R02  14/09/1990  0 
U21  R  U*R03  18/12/1996  1 
U22  R  U*R11  16/09/1998  1 
U23  R  U*R01  01/11/1999  1 
U23  R  U*R01  02/07/1991  1 




U24  R  U*R04  28/07/1999  1 
U24  R  U*R03  07/09/1998  1 
U24  R  U*R11  24/07/1997  1 
U24  R  U*R??  27/08/1998  1 
U25  R  U*R02  06/01/1998  1 
U25  R  U*R03  22/12/1991  0 
U25  R  U*R03  23/05/1998  1 
U25  R  U*R12  06/05/1998  1 
U26  R  U*R02  02/11/1997  1 
U26  R  U*R02  06/01/1998  1 
U27  R  U*R03  05/04/1995  1 
U27  R  U*R08  13/10/2000  0 
U28  R  U*R02  11/08/1997  1 









T10  R  T*R01  22/07/1999  1 
T14  R  T*R02  10/10/2000  0 
T04  R  T*R04  30/11/2000  0 
T13  R  T*R04  15/06/1999  1 
T13  R  T*R04  13/08/1999  1 
T16  R  T*R04  26/10/1999  0 
T16  R  T*R05  30/10/1997  1 
T16  R  T*R05  26/01/2000  1 
T20  R  T*R05  14/06/2000  1 
T20  R  T*R05  21/07/2000  0 
T04  R  T*R08/T*R??  26/09/1995  2 
T12  R  T*R08  13/07/2000  0 
T12  R  T*R08  17/07/2000  1 
T12  R  T*R08  01/08/2000  0 
T01  R  T*R09  29/07/2000  1 
T03  R  T*R09  31/07/2000  0 
T03  R  T*R09  01/11/2000  1 
T20  R  T*R09  13/12/2000  0 
T06  R  T*R11  10/06/1996  1 
T13  R  T*R11  18/01/2000  0 
T14  R  T*R11  22/12/1999  1 
T04  R  T*R??  12/05/1992  1 
T11  R  T*R??  19/06/1992  0 
T20  R  T*R??  23/05/1991  1 
T20  R  T*R??  09/08/1995  1 
T03  R  ?T*R??/?T*R17  22/12/1990  1 
T02  R  117MN  06/08/1991  1 
T16  R  T*R12  02/02/1990  1  OUI 
T02  R  T*R01  26/02/1991  0 
T02  R  T*R01  02/03/1991  1 
T02  R  T*R01  12/09/1991  1 
T02  R  T*R01  21/09/1991  1 
T08  R  T*R01  06/03/1990  0 
T12  R  T*R01  11/10/1993  1 
T13  R  T*R01  23/08/1996  1 
T13  R  T*R01  15/04/1998  1 
T14  R  T*R01  19/12/1990  1 
T16  R  T*R01  17/08/1992  1 




T01  R  T*R02  06/03/1996  1 
T02  R  T*R02  02/12/1995  1 
T02  R  T*R02  14/08/1997  1 
T03  R  T*R02  29/10/1997  1 
T12  R  T*R02  21/12/1990  1 
T12  R  T*R02  17/04/1991  1 
T13  R  T*R02  24/09/1992  1
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T16  R  T*R02/T*R03  06/06/1997  2 
T01  R  T*R03  19/07/1995  1 
T05  R  T*R03  04/08/1994  1 
T14  R  T*R03  02/07/1998  1 
T16  R  T*R03  21/07/1995  1 
T20  R  T*R03  22/08/1995  1 
T20  R  T*R03  09/07/1998  1 
T01  R  T*R04  14/11/1990  0 
T04  R  T*R04  29/04/1996  1 
T07  R  T*R04  22/03/1991  1 
T13  R  T*R04  13/04/1998  1 
T15  R  T*R04  28/06/1998  1 
T16  R  T*R04  13/01/1990  1 
T16  R  T*R04  24/07/1995  1 
T17  R  T*R04  05/04/1993  0 
T20  R  T*R04  12/07/1994  1 
T15  R  T*R05  25/05/1998  1 
T03  R  T*R16  10/05/1999  1 
T06  R  T*R16  22/03/1994  1 
T11  R  T*R16  18/04/2000  1 
T12  R  T*R16  13/11/2000  1 
T13  R  T*R16  02/05/1999  0 
T13  R  T*R16  10/05/1999  1 
T16  R  T*R16  25/01/2000  1 
T19  R  T*R16  10/08/2000  0 
T20  R  T*R16  18/03/1999  1 
T20  R  T*R16  05/12/2000  1 
T20  R  T*R16  26/12/2000  1 
T10  R  T*R16/T*R05  04/07/1997  0 
T10  R  T*R16/T*R05  05/07/1997  2 
T10  R  ?T*R16/?T*R08  03/07/1997  1 
T01  R  T*R08  19/07/1995  0 
T01  R  T*R08  19/10/1995  0 
T01  R  T*R08  27/10/1995  1 
T10  R  T*R08  08/03/1993  0 
T10  R  T*R08  01/06/1995  0 
T10  R  T*R08  05/06/1996  1 
T13  R  T*R08  20/12/1997  1 
T19  R  T*R08  10/06/1996  1 
T05  R  T*R08/T*R10  25/08/1995  2 
T14  R  T*R08/T*R10  16/01/1993  2 
T03  R  T*R09  24/07/1996  1 
T04  R  T*R09  03/10/1994  1 
T08  R  T*R09  02/04/1991  0 
T08  R  T*R09  12/09/1996  1 
T10  R  T*R09  22/04/1993  1 
T10  R  T*R09  11/07/1997  1 
T11  R  T*R09  14/10/1995  1 
T14  R  T*R09  28/01/1993  1 
T15  R  T*R09  03/06/1998  0 
T15  R  T*R09  03/06/1998  1 
T17  R  T*R09  02/05/1994  0
Page 28 
T19  R  T*R09  01/11/1997  0 
T14  R  T*R10  18/11/1996  1  OUI 
T06  R  T*R11  11/05/1995  0 
T07  R  T*R11  01/07/1996  1  OUI 
T13  R  T*R11  06/03/1997  1 
T13  R  T*R11  31/12/1997  1 
T01  R  T*R17  18/03/1993  1 
T02  R  T*R17  03/04/1996  1 
T04  R  T*R17  14/05/1992  1 
T06  R  T*R17  27/11/1991  1 
T02  R  T*R??  20/09/1999  0 
T03  R  T*R??/T*R??  18/08/1996  2 
T04  R  T*R??/T*R??  14/08/1998  2 
T05  R  T*R??  02/09/1995  0 
T12  R  T*R??  23/04/1999  0 
T15  R  T*R??  21/03/1997  0 
T16  R  T*R??  28/09/1998  0 
T18  R  T*R??  10/02/2000  0 
T13  R  T*R??  19/09/1991  0 
T02  R  T*R??  24/05/1991  0 
T11  R  T*R??  19/08/1998  0 
T11  R  T*R??  16/09/1998  0 




Component  Failure date  Criticity factor  Remplacement 
U01  A  U*A08  13/09/1999  1 
U01  A  U*A08  01/09/2000  1 
U01  A  U*A08  16/11/2000  1 
U01  A  U*A12  28/08/1999  1 
U01  A  U*A12  10/01/2000  1 




U01  A  U*A06  20/02/1998  1 
U01  A  U*A11  16/09/1997  1 
U01  A  U*A12  24/11/1990  1 
U01  A  U*A12  11/11/1998  0 
U01  A  U*A13  15/11/1994  0 
U02  A  U*A03  03/10/1999  1 
U02  A  U*A06  14/01/1999  1 
U02  A  U*A09  13/04/2000  1 
U02  A  U*A12  30/01/1999  1 
U02  A  U*A04  24/04/1995  1 
U02  A  U*A05  22/06/1995  1  OUI 
U02  A  U*A06  29/11/1992  0 
U02  A  U*A09  23/10/1992  1 
U02  A  U*A09  05/07/1993  1 
U02  A  ?U*A09/?U*A03  15/05/1998  1 
U02  A  U*A14  15/06/1994  1 
U03  A  U*A02  19/05/1999  1
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U03  A  U*A06  04/05/2000  1 
U03  A  U*A08  20/02/2000  1 
U03  A  U*A09  28/12/1999  1 
U03  A  U*A11  07/01/2000  1 
U03  A  U*A11  17/08/2000  1 
U03  A  U*A02  02/05/1997  1 




U03  A  U*A11  28/10/1997  1 
U04  A  U*A03  29/03/1999  1 
U04  A  U*A03  18/01/2000  1 
U04  A  U*A04  23/03/1999  1 
U04  A  U*A09  18/07/1999  1 
U04  A  U*A10  31/08/1999  1 
U04  A  U*A10  17/11/1999  1 
U04  A  U*A10  29/02/2000  1 
U04  A  U*A10  13/07/2000  1 
U04  A  U*A10  28/09/2000  1 
U04  A  U*A03  31/07/1996  1 
U04  A  U*A03  06/09/1996  1 
U04  A  U*A03  05/02/1997  1 
U04  A  U*A03  01/02/1998  1 
U04  A  ?U*A03/?U*A04  10/07/1996  1 
U04  A  U*A04  05/07/1997  1 
U04  A  U*A04  14/08/1998  1 
U04  A  U*A09  28/11/1996  1 
U04  A  U*A09  05/02/1997  1 
U04  A  U*A09  20/07/1997  1 
U04  A  U*A09/U*A03  05/05/1997  2 
U04  A  U*A10  04/07/1993  1 
U04  A  U*A10  02/11/1998  1 
U04  A  U*A10  13/12/1998  0 
U04  A  U*A??  02/08/1999  2 
U05  A  U*A07  14/08/2000  1 
U05  A  U*A07  01/06/1996  1 
U06  A  U*A01  04/01/1997  1 
U06  A  U*A05  27/08/2000  1 
U06  A  U*A06  06/07/1994  1 
U07  A  U*A05  21/08/1995  1 
U07  A  U*A11  20/12/1995  1 
U07  A  U*A03  13/02/1992  1 
U07  A  U*A15  17/03/1994  0 
U08  A  U*A06  01/09/1994  1 
U08  A  U*A07  27/01/1996  1 
U08  A  U*A07  11/10/1998  1 
U08  A  U*A10  29/12/1998  1 
U08  A  U*A11  10/07/1990  1 
U08  A  U*A13  10/12/1994  1 
U09  A  U*A07  17/05/1994  1 
U10  A  U*A03  20/01/1993  1 
U10  A  U*A03  20/05/1993  1  OUI
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U10  A  U*A03  11/08/1993  1 
U10  A  U*A07  16/10/1996  1 
U11  A  U*A05  01/08/1993  1 
U11  A  U*A05  03/08/1993  0 
U11  A  U*A07  23/08/1994  0 
U11  A  U*A08  29/09/1993  1 
U11  A  U*A08  16/08/1994  1 
U11  A  U*A08  10/10/1997  1 
U11  A  U*A08  06/04/1998  1 
U11  A  U*A08  06/06/1998  1 
U11  A  U*A08  18/10/1998  1 
U12  A  U*A02  20/08/1993  1 
U12  A  U*A06  01/11/1998  1 
U12  A  U*A13  29/10/1992  0 
U12  A  U*A14  09/12/1994  1 
U13  A  U*A03  25/10/2000  1 
U13  A  U*A02  26/10/1996  1  OUI 
U13  A  U*A02  10/05/1997  1 
U13  A  U*A03  13/02/1997  0 
U13  A  U*A08  29/08/1990  1 
U13  A  U*A09  06/10/1994  1 
U13  A  U*A09  09/11/1994  1 
U13  A  U*A11  31/07/1993  1 
U14  A  U*A02  14/12/1991  1 
U14  A  U*A02  08/12/1992  1 
U14  A  U*A03  21/11/1991  1 
U14  A  U*A04  03/03/1997  1 
U14  A  U*A04  26/12/1997  1 
U14  A  U*A09  13/07/1990  1 
U14  A  U*A09  25/07/1990  1 
U15  A  U*A03  26/07/1990  1 
U15  A  U*A07  22/02/1993  1 
U15  A  U*A07  17/11/1994  1 
U15  A  U*A07  02/02/1995  1 
U16  A  U*A06  06/07/1994  1 
U16  A  U*A07  16/08/1994  1 
U16  A  U*A11  18/08/1996  1 
U16  A  U*A12  19/02/1990  1 
U16  A  U*A12  02/08/1995  1 
U17  A  U*A11  21/07/1999  1 
U17  A  U*A14  21/07/1999  1 
U17  A  U*A02  27/09/1998  1 
U17  A  U*A05  08/07/1997  0 
U18  A  U*A04  22/04/1999  1 
U18  A  U*A09  05/06/2000  1 
U18  A  U*A03  19/10/1992  1 
U18  A  U*A03  17/10/1995  1 
U18  A  U*A04  26/06/1994  1 
U18  A  U*A05  25/02/1997  1 
U18  A  U*A06  23/07/1990  1 
U18  A  U*A10  20/07/1995  0 
U19  A  U*A02  30/09/1998  1
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U19  A  ?U*A02/?U*A05  16/10/1995  1 
U19  A  U*A07  04/01/1996  1 
U19  A  U*A08  18/02/1995  1 
U19  A  U*A12  08/07/1992  0 
U19  A  U*A13  12/09/1995  0 
U20  A  U*A13  05/11/1999  1 
U20  A  U*A02  13/05/1997  0 
U21  A  U*A14  24/10/1993  0 
U21  A  U*A15  03/03/1997  1 
U22  A  U*A04  26/11/1993  1 




U22  A  U*A05  21/05/1992  1 
U22  A  U*A08  26/11/1993  1 
U22  A  U*A12  26/11/1993  1 
U22  A  U*A16  10/06/1991  0 
U23  A  U*A06  01/12/1999  1 
U23  A  U*A12  22/04/1999  1 
U23  A  U*A02  23/02/1996  1 
U23  A  U*A02  24/02/1996  0 
U23  A  U*A06  22/02/1996  1 
U23  A  U*A06  29/04/1996  0 
U24  A  U*A06  25/12/1996  1 
U24  A  U*A06  07/07/1997  1 
U24  A  U*A02  08/02/1996  1 
U24  A  U*A03  18/08/1996  1 
U24  A  U*A06  20/06/1996  1 
U24  A  U*A06  20/12/1997  0 
U25  A  U*A11  21/01/1995  1 
U25  A  U*???  23/09/1997  1 
U25  A  U*A04  03/06/1996  1 
U25  A  U*A04  13/11/1996  1 
U25  A  U*A11  28/01/1996  1 
U25  A  U*A11  23/06/1996  1 
U25  A  U*A11  04/08/1996  1 
U26  A  U*A05  14/07/1996  1 
U26  A  U*A02/U*???  28/10/1996  0 
U26  A  U*A03  20/07/1996  1 
U26  A  U*A09  27/12/1996  1 
U26  A  U*A11  18/01/1997  1 
U26  A  U*A13  24/07/1996  1 
U27  A  U*A08  20/12/2000  1 
U27  A  U*???  23/09/1997  0 
U27  A  U*A03  28/09/1993  1 
U27  A  U*???  19/05/1998  0 
U27  A  U*A08  20/05/1994  0  OUI 
U27  A  U*A08  05/08/1996  1 
U27  A  U*A08  10/11/1996  1 
U27  A  U*A11  08/08/1994  1 
U27  A  U*A11  28/09/1994  1 
U28  A  U*A02  20/11/2000  1
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U28  A  U*A08  01/12/2000  1 
U28  A  U*A11  31/12/2000  1 
U28  A  U*A03  28/09/1993  0 




Component  Failure date  Criticity  Remplaceme 
nt 
T01  A  T*A05  21/08/2000  1 
T01  A  T*A06  07/11/1994  1 
T01  A  T*A06  03/01/1995  1 
T01  A  T*A08  03/01/1995  1 
T01  A  T*A10  08/07/1997  1 
T01  A  T*A10  22/12/1998  0 
T01  A  T*A14  13/08/1998  0 
T01  A  T*A20  04/08/1998  0 
T02  A  T*A05  09/07/1998  1 
T02  A  T*A10  27/10/1990  1 
T02  A  T*A10  12/04/1991  1 
T02  A  T*A10  03/09/1995  1 
T02  A  T*A??  11/06/1992  0 
T03  A  T*A19  03/09/1992  1 
T03  A  T*A19  26/07/1993  1 
T04  A  T*A19  13/09/1996  1 
T05  A  T*A09  02/09/1994  1 
T05  A  T*A13  02/08/1999  1 
T07  A  T*A01  30/08/1997  1 
T07  A  T*A02  15/10/1991  1 
T07  A  T*A06  11/10/1999  1 
T07  A  T*A09  30/04/1997  1 
T07  A  T*A10  19/03/1994  0 
T07  A  T*A10  06/01/1997  1 
T07  A  T*A11  28/10/1991  1 
T07  A  T*A11  07/04/1997  1 
T07  A  T*A11  29/12/2000  1 
T07  A  T*A12  19/09/1994  1 
T07  A  T*A16  28/01/1991  1 
T07  A  T*A17  28/01/1991  1 
T07  A  T*A19  21/01/1993  1 
T07  A  T*A19  18/12/2000  1 
T08  A  T*A01  08/12/1999  1 
T08  A  T*A05  07/06/1993  1 
T08  A  T*A06  02/11/1994  1 
T08  A  T*A07  02/11/1994  1 
T08  A  T*A08  02/11/1994  1 
T08  A  T*A08  30/06/1995  1 
T08  A  T*A08  06/06/1997  1 
T08  A  T*A11  28/04/1998  1 
T08  A  T*A12  07/12/2000  1 
T08  A  T*A15  06/05/1998  0 
T08  A  T*A17  07/02/1996  1
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T09  A  T*A02  14/04/1993  1 
T09  A  T*A17  14/04/1993  1 
T09  A  T*A19  03/03/1990  0 
T10  A  T*A10  09/04/1997  0 
T10  A  T*A13  19/11/2000  1 
T10  A  T*A??  23/03/1993  0 
T11  A  T*A05  05/07/2000  1 
T13  A  T*A01  17/11/1996  1 
T13  A  T*A03  29/05/1990  1 
T13  A  T*A06  03/04/1997  1 
T13  A  T*A07  24/12/1995  0 
T13  A  T*A08  15/08/1993  0 
T13  A  T*A08  09/02/1998  1 
T13  A  T*A09  04/09/1999  1 
T13  A  T*A10  04/07/1995  0 
T13  A  T*A10  21/06/1999  1 
T13  A  T*A11  10/08/1994  0 
T13  A  T*A11  27/12/1997  1 
T13  A  T*A11  30/07/2000  1 
T13  A  T*A12  21/09/1990  1 
T13  A  T*A12  14/12/1994  1 
T13  A  T*A13  12/12/1998  1 
T13  A  T*A13  12/10/2000  1 
T13  A  T*A17  02/04/1993  1 
T13  A  T*A17  27/10/1996  1 
T13  A  T*A19  07/12/1993  1  OUI 
T13  A  T*A19  08/05/1994  1 
T13  A  T*A19  23/10/1996  1 
T13  A  T*A19  17/04/1997  1 
T13  A  T*A19  23/04/1998  1 
T13  A  T*A20  05/02/1996  1 
T14  A  T*A03  12/01/1993  1 
T14  A  T*A03  19/11/1996  1 
T14  A  T*A04  04/11/1993  1 
T14  A  T*A04  25/05/1994  1 
T14  A  T*A05  23/09/1996  1 
T14  A  T*A05  06/05/1998  0 
T14  A  T*A05  07/09/1999  1 
T14  A  T*A06  15/06/1996  0 
T14  A  T*A08  15/12/1998  1 
T14  A  T*A09  25/09/1995  1 
T14  A  T*A09  15/08/1996  1 
T14  A  T*A09  20/11/1996  1 
T14  A  T*A09  21/08/1997  1 
T14  A  T*A09  19/11/1997  1 
T14  A  T*A10  17/11/1997  1 
T14  A  T*A10  16/05/1998  0 
T14  A  T*A10  29/06/1998  0 
T14  A  T*A13  27/01/1992  1 
T14  A  T*A13  05/09/1996  1 
T14  A  T*A14  30/04/1994  1  OUI 
T14  A  T*A18  19/11/1996  1
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T14  A  T*A19  29/08/1991  1 
T14  A  T*A19  23/10/1995  1 
T14  A  T*A20  06/02/1999  1 
T15  A  T*A??  02/06/1995  0 
T15  A  T*A02  23/05/2000  1 
T15  A  T*A03  20/10/1993  1 
T15  A  T*A03  16/07/1998  1 
T15  A  T*A03  18/02/1999  0 
T15  A  T*A07  27/07/1991  1 
T15  A  T*A07  23/05/2000  1 
T15  A  T*A08  15/01/2000  1 
T15  A  T*A08  24/05/2000  1 
T15  A  T*A09  07/03/1993  0 
T15  A  T*A11  20/04/1992  1 
T15  A  T*A11  28/12/1999  0 
T15  A  T*A11  23/05/2000  1 
T15  A  T*A12  02/06/1995  1 
T15  A  T*A13  20/01/1996  1 
T15  A  T*A13  15/06/2000  1 
T15  A  T*A14  03/01/1991  0 
T15  A  T*A18  19/08/1994  1 
T15  A  T*A19  03/01/1991  0 
T15  A  T*A19  20/04/1992  1 
T15  A  T*A19  25/08/1993  1 
T15  A  T*A19  27/10/1993  1 
T15  A  T*A??  22/10/2000  0 
T16  A  T*A02  24/02/1993  1 
T16  A  T*A02  19/05/2000  1 
T16  A  T*A03  25/08/1991  1 
T16  A  T*A07  24/02/1993  1 
T16  A  T*A07  22/05/2000  1 
T16  A  T*A09  01/07/2000  1 
T16  A  T*A14  10/10/1999  1 
T16  A  T*A18  20/01/1991  1 
T16  A  T*A18  08/05/2000  1 
T16  A  T*A19  29/05/1991  1 
T16  A  T*A19  19/08/1997  1 
T16  A  T*A19  17/03/2000  1 
T17  A  T*A01  08/09/1996  1 
T17  A  T*A01  17/09/1996  1 
T17  A  T*A12  17/07/1995  1 
T17  A  T*A18  12/07/1995  1 
T18  A  T*A11  04/07/1998  1 
T18  A  T*A11  18/03/1999  1 
T18  A  T*A11  28/05/1999  0 
T18  A  T*A11  28/05/1999  1 
T18  A  T*A14  14/08/1992  1 
T19  A  T*A02  08/11/2000  1 
T19  A  T*A03  30/01/1998  1 
T19  A  T*A06  21/10/1994  1 
T19  A  T*A09  25/10/1991  1 
T19  A  T*A09  05/07/1994  1
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T19  A  T*A11  01/06/1999  1 
T19  A  T*A13  18/07/1996  1 
T19  A  T*A14  03/11/1994  1 
T19  A  T*A18  10/05/1992  1 
T19  A  T*A??  29/09/2000  4 
T20  A  T*A02  20/03/1993  0 
T20  A  T*A02  05/12/2000  1 
T20  A  T*A07  29/06/1994  1 
T20  A  T*A12  14/04/1999  0 
T20  A  T*A12  17/04/1999  1 
T20  A  T*A15  20/12/2000  1 
T20  A  T*A17  30/08/1999  1 
T20  A  T*A19  17/10/1996  1 

























This  report  summarizes and presents  the results of  the studies conducted  in  the  frame of European 
Network  on  Use  of  Probabilistic  Safety  Assessment  (PSA)  for  Evaluation  of  Ageing  Effects  to  the 
Safety of Energy Facilities (EC JRC IE Ageing PSA Network). The Network was initiated and will be 
operated within  the  framework of  the JRC FP­6/7  Institutional Action  "Analysis and Management of 
Nuclear Accidents" (AMA). 
Report  is  focussed  on  the  reliability  models  and  data  could  be  used  for  assessing  the  ageing  of 




for  the conception,  development,  implementation and monitoring of EU policies. As a  service of  the 
European Commission,  the JRC  functions  as  a  reference  centre  of  science  and  technology  for  the 
Union. Close to the policy­making process, it serves the common interest of the Member States, while 
being independent of special interests, whether private or national.
