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Abstract
In this paper we will review the main results concerning the issue of
stability for the determination unknown boundary portion of a thermic
conducting body from Cauchy data for parabolic equations. We give de-
tailed and selfcontained proofs. We prove that such problems are severely
ill-posed in the sense that under a priori regularity assumptions on the
unknown boundaries, up to any finite order of differentiability, the con-
tinuous dependence of unknown boundary from the measured data is, at
best, of logarithmic type.
We review the main results concerning quantitative estimates of
unique continuation for solutions to second order parabolic equations. We
give a detailed proof of a Carleman estimate crucial for the derivation of
the stability estimates.
1 Introduction
In this paper we will review the main results concerning the quantitative esti-
mates of unique continuation for solutions to second order parabolic equations
(with real coefficients) and the issue of the stability for various type of inverse
parabolic problems with unknown boundaries. We want to stress that we are
going to be quite sketchy on the applications and the methods of numerical
reconstruction of the solution of such problems. Such a choice is due to the
wideness of the results on this subject.
Let {Ω (t)}t∈[0,T ] be a family of bounded domains in Rn, where T is a
given positive number. We shall suppose that the boundary of Ω ((0, T )) :=⋃
t∈(0,T )
Ω (t) × {t} is sufficiently smooth, but for every t ∈ (0, T ) a part I (t)
of ∂Ω (t) is not known. In many applications Ω (t) represents (at a fixed time
t) a thermic conducting body or specimen. The portion I (t) can be, for any
∗This work was partially supported by MIUR, PRIN, number 2006014115.
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t ∈ (0, T ), some interior component of ∂Ω (t) or some inaccessible portion of
the exterior component of ∂Ω (t). The inverse problems consist in determining
I (t), for every t ∈ (0, T ), by means of thermal measurements on the accessible
part A (t) := ∂Ω (t) r I (t). Throughout the paper, for the sake of simplicity,
we shall assume that A (t) is not time varying. In order to give a sufficiently
general mathematical formulation of the problems, let us consider a boundary
linear operator B on ⋃
t∈[0,T ]
∂Ω (t)×{t} which we shall specify later and let f be
a nontrivial function, we consider the following initial-boundary value problem
(the direct problem), where we set I ((0, T ]) :=
⋃
t∈(0,T ]
I (t)× {t}.

div (κ∇u)− ∂tu = 0, in Ω ((0, T )) ,
Bu = f , on A× (0, T ] ,
Bu = 0, on I ((0, T ]) ,
u (., 0) = u0, in Ω (0) .
(1.1)
Here κ =
{
κij (x, t, u)
}n
i,j=1
denotes the known symmetric thermal conductivity
tensor which satisfies a hypothesis of uniform ellipticity. The boundary operator
B may be one of the following operators
(a) Bu = u (boundary Dirichlet operator),
(b) Bu = κ∇u · ν (boundary Neumann operator),
(c) Bu = κ∇u · ν + b0u, b0 6≡ 0 (boundary Robin operator),
where ν denotes the unit exterior normal to Ω (t).
Given an open portion Σ of ∂Ω (t) such that Σ ⊂ A, we consider the inverse
problems of determinig I (t), t ∈ (0, T ], from the knowledge, in case (a) of
κ∇u · ν on Σ × [0, T ] and, in case (b) and (c), from the knowledge of u on
Σ×[0, T ]. We shall refer to the inverse problems introduced above as the inverse
Dirichlet problem, the inverse Neumann problem and the inverse Robin problem
respectively (for short: Dirichlet, Neumann or Robin case respectively).
In many applications I (t) represents:
(i) the boundary of a cavity or a corroded part of Ω (t), [21]- [28], [47], [48], [72],
[76], [115], [138], [143]
or
(ii) a privileged isothermal surface, such as a solidification front of Ω (t), that
is not accessible to direct inspection, [13], [19], [20], [39], [55], [71], [117], [129],
[131].
The boundary operator B is, in case (i), either the boundary Neumann
operator [12], [25], [83] or the boundary Robin operator [96], [21], [22]. In case
(ii), B is the boundary Dirichlet operator. Most of the problems of (i) arise
in thermal imaging. In such problems, and in all the mentioned papers of (i),
the unknown boundary is assumed not time varying. Therefore our formulation
with time varying boundary seems a mere, although quite natural, mathematical
generalization of the original problems. On the contrary, the assumption of time
varying boundary, as well as the assumption of dependence of κ on u, seems
particularly appropriate for the problems of case (ii).
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We want to stress that in the present paper we study in details the stability
issue for the Dirichlet case only. The stability issue for problems in the type
(i) (Dirichlet and Neumann case) is studied in [140], [36], [37], [53]. The sta-
bility issue for problems of type (ii) is studied in [20], [117], [139]. We shall
illustrate below extensively the main problems that arise in the stability issue.
Actually, concerning the uniqueness and the stability, the Neumann case, when
the unknown boundary is not time varying, is treated similarly to the Dirichlet
case. In the case of time varying unknown boundaries, uniqueness and stability
for the inverse Neumann problem is an open question. It is quite remarkable
that uniqueness and stability for the Robin case is an open question even if
the unknown boundaries are not time varying. Concerning such a problem we
recall the papers [22], [102]. In [102] the uniqueness for such a case has been
proved under the (essential) hypotheses that κ depends on x only and the un-
known boundary is not time varying. In [22] the uniqueness for the Robin case
is proved in dimension two under the assumption that the unknown boundary
is a small perturbation of a graph. Concerning the methods of reconstruction of
unknown boundaries, we refer to the papers [49], [93], [94], [121], [84]. Here the
so-called probe method and enclosure method seem to be effective and promis-
ing, at least for parabolic equations with constant coefficients, for a constructive
determination of unknown boundaries from boundary measurements. The issue
of numerical reconstruction of the unknown boundaries is studied in [21], [22],
[24], [25], [27], [28], [42], [43].
The inverse problems studied in the present paper are severely ill-posed in
the sense that under a priori smoothness assumptions on the unknown bound-
aries I (t), t ∈ [0, T ], up to any finite order of differentiability, the continuous
dependence of I (t) from the measured data is, at best, of logarithmic type. Such
a severely ill-posed character of the above inverse problems has been proved in
[53], see also [51], when κ is constant, u0 = 0 and the unknown boundary is not
time varying , see Section 5.2 for a sketch of the proof. In the present paper,
(see Section 5.1), we prove the (severely) ill-posedness when, κ is a constant,
u0 = 0 and the unknown boundary is time-varying. It is interesting to observe
that the severely ill-posed character has been proved, in [53] and Section 5.1,
when instead of a single measurement the whole Dirichlet-to-Neumann map is
known.
The first results concerning this type of inverse problems have been obtained
for elliptic equations, see [12], [62], [63], [82], [83], [95], [96], [97], [134], [138],
[143]. We will describe first the main steps of the proofs of stability and unique
continuation in this case because many of these can be extended to the parabolic
case. The mathematical formulation of the inverse elliptic problem is the fol-
lowing one. Let Ω be a domain in Rn with a sufficiently smooth boundary ∂Ω
a part of which I is unknown. Let B be a boundary linear operator on ∂Ω and
let f be a nontrivial function. Let u be the solution to the following boundary
value problem. 
div (σ∇u) = 0, in Ω,
Bu = f , on A,
Bu = 0, on I,
(1.2)
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(with a possible normalization condition, such as
∫
Ω
u = 0, if B is the boundary
Neumann operator). Here σ denotes the known electrical conductivity (sym-
metric) tensor satisfying a hypothesis of uniform ellipticity. Given an open
portion Σ of ∂Ω such that Σ ⊂ A we are interested in determining I from the
knowledge of κ∇u · ν on Σ, in the Dirichlet case, and from the knowledge of
u on Σ, in the Neumann and in the Robin case. The first stability results for
the just mentioned problems (in the Dirichlet and Neumann case) have been
proved, when σ is the identity matrix, in [18] for n = 2 and in [40], [30], [31] for
n = 3. In the last three papers the unknown boundary is a graph. In all the
cited papers the stability results, proved under a priori regularity assumption
on I up to a finite order of differentiability, are of logarithmic type. Such a
type of stability is optimal, [3], [52]. Logarithmic stability estimates for n = 2,
when σ is inhomogeneous, discontinuous and under relaxed a priori assumption
on I, have been proved in [4], [130] and, for n ≥ 3, in [5] (see also [6]). In [17]
a Lipschitz stability estimate has been proved (in Dirichlet case) under the a
priori assumption that I is a polygonal line, σ is homogeneous, n = 2.
In the above mentioned papers [18], [40], [30], [31], [4], [130] the proof of
stability results is based on arguments related to complex analytic methods
which do not carry over the case n ≥ 3. In [5], where the case n ≥ 3 is studied,
the proof of the results is based on some quantitative versions of strong unique
continuation properties of solutions to elliptic equations. The methods in [5] has
been used to prove stability for many inverse problems (not only for second order
ellipic equations [119], [120]) with unknown boundaries. In particular, for the
parabolic inverse problems with unknown boundaries, such arguments have been
used in Section 4 of the present paper for the case of time-varying boundaries
and in papers [36], [37], [53] for the case of not time varying boundaries. In [36],
[37] κ depends on x only, in [53] κ depends on x ad t.
The strong unique continuation property in the interior for elliptic equations
asserts that if u is a solution to div (σ∇u) = 0, in Ω, and u doesn’t vanish in
Ω then, for every x0 ∈ Ω, there exist C > 0 and K ≥ 0 such that for every r
sufficiently small we have ∫
Br(x0)
u2dx ≥ CrK . (1.3)
Likewise, the strong unique continuation property at the boundary asserts that
given a solution u to the equation div (σ∇u) = 0, in Ω, and, for instance, u = 0
on I ⊂ ∂Ω, such that u doesn’t vanish identically in Ω then, for very x0 ∈ I,
there exists C > 0 and K ≥ 0 such that, for any sufficiently small r we have∫
Br(x0)∩Ω
u2dx ≥ CrK . (1.4)
We emphasize that in (1.3) and (1.4) the quantities C and K may depend on
u, but they do not depend on r. In other words, (1.3) and (1.4) tell us that if
u doesn’t vanish in Ω then it cannot have a zero of infinite order in a point of
Ω ∪ I.
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The interior strong unique continuation property for second order elliptic
equations is known since 1956 by Aronzajn and Cordes papers, [14], [45], and
since 1963, with optimal assumption regarding the regularity of σ, by N. Aron-
szajn, A. Krzywicki and J. Szarski paper [15]. Two suitable quantitative versions
of the strong unique continuation property in the interior are the three sphere
inequality, [91], [106], [107] and the doubling inequality [67]. The strong unique
continuation properties at the boundary for second order elliptic equations has
been studied in the 90’s by Adolfsson, Escauriaza, Kenig, Kukavica and Wang,
[1], [2], [86], [92].
Now we sketch a crucial and significant step of the proof of [5] when B in (1.2)
is the boundary Dirichlet operator. Let Ω1, Ω2 be two domains with sufficiently
smooth boundaries. For the sake of simplicity let us assume that Ω1, Ω2 are two
convex domains and |Ωi| ≤ 1, i = 1, 2, where |Ωi| denotes the Lebesgue measure
of Ωi. Assume ∂Ωi = A ∪ Ii, Int∂Ω (Ii)∩Int∂Ω (A) = ∅ , Ii ∩ A = ∂A = ∂Ii
i = 1, 2. Let ui be the solution to (1.2) when Ω = Ωi, i = 1, 2. Assume that
‖σ∇u1 · ν − σ∇u2 · ν‖L2(Σ×(0,T )) ≤ ε.
By standard estimates for the Cauchy problem and propagation smallness esti-
mates we have
‖u1 − u2‖L∞(G) ≤ η (ε) , (1.5)
where G = Ω1 ∩ Ω2 such that Σ ⊂ G and η (ε) is an infinitesimal function as ε
tend to 0, η (ε) depends on ‖f‖H1/2(A) and on the a priori information on Ωi,
i = 1, 2. By the maximum principle and (1.5) we have
‖ui‖L2(Ωi\G) ≤ η (ε) , i = 1, 2. (1.6)
Let d be the Hausdorff distance between Ω1 and Ω2. Without any restriction
we may assume that there exists x0 ∈ I1 such that d = dist (x0,Ω2). Now, by
(1.6) and by using a quantitative version of (1.4) we get
d ≤
(
η (ε)
C
)1/K
. (1.7)
Finally, the quantities C and K which appear in inequality (1.7) can be esti-
mated respectively from below and from above in terms of the quantity
‖f‖
H1/2(A)
‖f‖L2(A) .
In the sequel of the introduction we shall outline the main steps to de-
rive some quantitative estimates of unique continuation for parabolic equations
useful to prove stability results for inverse parabolic problems with unknown
boundaries.
Such estimates can be divided in two large classes:
(i) Stability estimates for noncharacteristic Cauchy problems and quantitative
versions of weak unique continuation properties for solutions to parabolic equa-
tions;
(ii) Quantitative versions of strong unique continuation properties at the interior
and at the boundary, for solutions to parabolic equations.
To make clear the exposition we introduce some notation. First we assume
that the leading coefficients of equations does not depend on u, to emphasize
5
such a condition we replace, in the parabolic operator of (1.1), the matrix κ by a
and we assume that a depends on x and t only, a is a real symmetric matrix and
satisfies a uniform ellipticity condition. We denote by b and c two measurable
functions from Rn+1 with value in Rn and R respectively. We assume that b
and c are bounded. We denote by L the parabolic operator
Lu = div (a (x, t)∇u)− ∂tu+ b (x, t) · ∇u+ c (x, t) u.
Let D be a bounded domain in Rn and let Γ be a sufficiently smooth portion of
the boundary ∂D. Let g1, g2 be given functions defined on Γ×(0, T ). As above,
T is a positive number. The noncharacteristic Cauchy problem for Lu = 0 can
be formulated as follows. Determine u such that
Lu = 0, in D × (0, T ) ,
u = g1, on Γ× (0, T ) ,
a∇u · ν = g2, on Γ× (0, T ) ,
(1.8)
where ν is the exterior unit normal to D.
We say that the Cauchy problem (1.8) enjoies the uniqueness property if u
vanishes whenever g1, g2 do. It is well known, [73], [109], [127], that the non-
characteristic Cauchy problem is a severely ill posed problem, as a small error
on the data g1, g2 may have uncontrollable effects on the solution u of (1.8).
Therefore it is very important for the applications to have a stability estimate
for the solutions of (1.8) whenever such solutions belong to a certain class of
functions. There exists a very large literature, for parabolic and other types
of equations, on the issue of stability, we refer to the books [99] and [109] for
a first introduction on the subject. The uniqueness for the Cauchy problem
(1.8) is equivalent to, [122], the so called weak unique continuation property for
operator L. Such a property asserts that, denoting by ω an open subset of
D, if u is a solution to Lu = 0 in D × (0, T ) such that u = 0 in ω × (0, T )
then u = 0 in D × (0, T ). If Γ is smooth enough, say C1,1, then stability esti-
mates for the Cauchy problem (1.8) can be derived by a quantitative version of
the above mentioned weak unique continuation property, see Section 3.5 of the
present paper for details. In turns, such a weak unique continuation property,
is a consequence of (but not equivalent to) the following spacelike strong unique
continuation property [8] for the operator L. Such a property asserts that, if
u is a solution to Lu = 0 in D × (0, T ), t0 ∈ (0, T ) and u (., t0) doesn’t vanish
identically in D then, for every x0 ∈ D, there exist C > 0 and K ≥ 0 such that
for every r, 0 < r < dist (x0, ∂D), we have∫
Br(x0)
u2 (x, t0) dx ≥ CrK . (1.9)
In other words, if the the operator L enjoies such a spacelike strong unique
continuation property then u (., t0) either vanishes in D or it cannot have a
zero of infinite order in a point of D. We emphasize that in (1.9), C and K
may depend on u. The natural quantitative versions of spacelike strong unique
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continuation property are the doubling inequality for u (., t0), [60], and the two-
sphere one-cylinder inequality. In a rough form the latter (of which we make an
extensive use in this paper) has the following form
‖u (., t0)‖L2(Bρ(x0)) ≤ C ‖u (., t0)‖
θ
L2(Br(x0))
‖u‖1−θL2(BR(x0)×(t0−R2,t0)) , (1.10)
where θ =
(
C log RCr
)−1
, 0 < r < ρ < R, the cylinder BR (x0) ×
(
t0 −R2, t0
)
is contained in D × (0, T ) and C depends neither on u nor on r. See Theorem
3.3.3 for a precise statement.
Before proceeding, we believe of interest to dwell a bit on the regularity of
the leading coefficients of L that guarantees the uniqueness and the stability for
solutions to problem (1.8). Indeed, by some examples of Miller [118] and Pliˇs
[124] in the elliptic case, it is clear that the minimal regularity of a with respect
to the space variables has to be Lipschitz continuity. On the other hand, if a
depends on x and t optimal regularity assumptions (to the author knowledge)
are not known. Even the cases n = 1 or n = 2 present open issues of optimal
regularity for a.
Now we attempt to give a view of the literature and of the main results con-
cerning quantitative estimates of unique continuation for parabolic equations.
To this aim we collect the contributions on the subject in the following way.
(A) Pioneering works,
(B) The case n = 1,
(C) Weak unique continuation property and Cauchy problem for n > 1,
(D) Spacelike strong unique property continuation.
Concerning (A) and (B) we make no claim of bibliographical completeness. A
good source of references on such points is the book [35].
(A) Pioneering works. Such works concern mainly the case where L is the
heat operator ∂t − ∆ and those paper that are related to the investigation on
the regularity properties of solutions to ∂tu −∆u = 0, [68], [77], [128]. In this
group of contributions we have to enclose the classical papers and books in
which the ill posed character of the Cauchy problem for parabolic equation was
investigated for the first time [73], [81], [127].
(B) The case n = 1. This a special, but neverthless interesting case. Of
course much more than in the general case (n ≥ 1), operational transformation,
particular tricks and even resolution formulae are available in the case n =
1, [33], [34], [44], [75]. In such a case the regularity assumption, especially
concerning the leading coefficient, can be releaxed [74], [105], [90].
(C) Weak unique continuation property and Cauchy problem for n > 1. The
most parts of the papers of this group share the Carleman estimates technique
for proving the uniqueness and the stability estimates. The basic idea of such a
technique has been introduced in the paper [38] to prove the uniqueness of solu-
tion of a Cauchy problem for elliptic systems in two variables with nonanalytic
coefficients. Nowadays the general theory of Carleman estimates is presented in
several books and papers [66], [78], [79], [98], [99], [101], [87], [109], [133], [136],
[144]. In particular in [98] a general theory of Carleman estimates for anisotropic
operators (of which L is an example) has been developed. Nirenberg [122] has
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proved, in a very general context, the uniqueness for the Cauchy problem (and
the weak unique continuation property) when the entries of matrix a are con-
stants. It is remarkable that in such a paper Nirenberg has posed the question
whether for a solution u of the equation Lu = 0 in D × (0, T ), D as above, it
is true that u (., t0) = 0 in ω, ω open subset of D, it implies u (., t0) = 0 in
D. In other words, the question posed by Nirenberg is whether a weak form of
the above mentioned spacelike strong unique continuation holds true. John [81]
has proved some stability estimate for the Cauchy problem for the operator L
under the same hypotheses of [122]. Lees and Protter, [110], [126], have proved
uniqueness for the Cauchy problem, when the entries of the matrix a are as-
sumed twice continuously differentiable. To the author’s knowledge a stability
estimate of Ho¨lder type for the Cauchy problem for the operator L, under the
same hypotheses of [110], [126], was proved for the first time in [11], see also
[10]. Many authors have contributed to reduce the regularity assumption on a
in order to obtain the weak unique continuation for operator L, among those
we recall [66], [132], the above mentioned [98] and the references therein. In the
context of a quantitative version of weak unique continuation properties for op-
erator L we mention the so called three cylinder inequalities. Roughly speaking
these are estimates of type
‖u‖L2(Bρ(x0)×(t0,T−t0)) ≤ C ‖u‖
γ
L2(Br(x0)×(0,T )) ‖u‖
1−γ
L2(BR(x0)×(0,T )) (1.11)
where γ ∈ (0, 1), 0 < r < ρ < R, t0 ∈ (0, T/2), the cylinder BR (x0) × (0, T ) is
contained in D× (0, T ) and C depend neither on u nor on r, but it may depend
on t0. Such an estimate has been proved in [69], [137] when a ∈ C3. More
recently, [59], [142], the regularity assumption on a (up to Lipschitz continuity
with respect to x and t) has been reduced and and (1.11) has been proved with an
optimal exponent γ, that is γ =
(
C log RCr
)−1
. Inequality (1.11) and its version
at the boundary has been used in [53] to prove optimal stability estimates for
the inverse parabolic problem (Dirichlet case) with unknown boundary in the
case of not time-varying boundary.
(D) Spacelike strong unique property continuation. Such a property and
the inequality (1.10) have been proved for the first time in 1974 by Landis
and Oleinik [108] in the case where all the coefficients of operator L do not
depend on t. In [108] the authors found out a method, named by the authors
”elliptic continuation tecnique”, to derive unique continuation properties and
their quantitative versions by properties and inequalities which hold true in the
elliptic context. They have employed this method also for parabolic equation
of order higher than two and for systems. The elliptic continuation technique
depends strongly on the time independence of the coefficients of the equation.
Some fundamental ideas of such technique can be traced back to the pioneering
work of Ito and Yamabe [103]. Roughly speaking the above method consists of
the following idea. Let u be a solution to the parabolic equation
div (a (x)∇u)− ∂tu+ b (x) · ∇u+ c (x)u = 0 (1.12)
and let t0 be fixed, then u (., t0) can be continued to a solution U (x, y), y ∈
(−δ, δ), δ > 0, of an elliptic equation in the variables x and y. In this way
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some unique continuation properties (and inequalities) of solutions to elliptic
equations can be transfered to solutions to equation (1.12). In [108] the regu-
larity assumption on the matrix a are very strong, but in 1990 Lin [112] has
employed the same technique to prove the spacelike strong unique continuation
properties for solution to (1.12) assuming a merely Lipschitz continuous. In [36],
[37] the elliptic continuation technique has been used to prove some two-sphere
one-cylinder inequality at the boundary (with Dirichlet or Neumann condition)
for solution to (1.12).
A very important step towards the proof of the spacelike strong unique
continuation property for parabolic equation with time dependent coefficients
consists in proving the following strong unique continuation properties: let u
be a solution of Lu = 0 in D × (0, T ), and (x0, t0) ∈ D × (0, T ) then u (., t0)
vanishes whenever
u (x, t) = O
((
|x− x0|2 + |t− t0|
)N/2)
, for every N ∈ N.
Such a properties has been proved for the first time by Poon [125] when Lu =
∂tu−∆u+b (x, t)·∇u+c (x, t) u,D = Rn and u satisfies some growth condition at
infinity. Hence in [125] the strong unique continuation property has been not yet
proved as a local property. Such a local strong unique continuation property has
been proved, by using Carleman estimates techniques, in [57] for the operator
Lu = ∂tu−div (a (x, t)∇u)+b (x, t)·∇u+c (x, t) u when a is Lipschitz continuous
with respect to the parabolic distance and b, c are bounded. In [8] the spacelike
strong unique continuation has been derived as a consequence of the mentioned
theorem of [57] and of the local behaviour of solutions to parabolic equation
proved in [7]. In [64] the same spacelike strong unique continuation property
has been proved as a consequence of a refined version of the Carleman estimate
proved in [57]. The natural quantitative versions, that is the two-sphere one
cylinder inequality and doubling inequality on characteristic hyperplane, have
been proved in [60]. In the present paper, Subsections 3.1 and 3.2 are devoted
to a complete proof of the two-sphere one-cylinder inequality (at the interior
and at the boundary) and a simplified version of the proof of the Carleman
estimate proved in [57] and [64]. Quite recently the spacelike strong unique
continuation property has been proved in [89] with some improvement on the
regularity assumption on coefficients of operator L.
The two-sphere one-cylinder inequalities are the essential tools to prove the
stability estimate of logarithmic type for the inverse parabolic problems pre-
sented at the beginning of his paper, see Section 4 and, in particular Theorem
4.0.3, for details.
Finally let us give the plan of the paper.
Section 2: Main Notations and Definitions.
Section 3: Quantitative estimate of unique continuation.
Such a Section is subdivided in the following five Subsections.
Subsection 3.1: Parabolic equations with time independent coefficients,
Subsection 3.2: Carleman estimate,
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Subsection 3.3: Two-sphere one-cylinder inequalities,
Subsection 3.4: Smallness propagation estimate,
Subsection 3.5:Stability estimates from Cauchy data.
Section 4: Stability estimates for Dirichlet inverse problem with unknown
time-varying boundaries.
Such a Section is subdivided in the following four Subsections.
Subsection 4.1: Proof of Theorem 4.0.3 (it s the main Theorem of 4),
Subsection 4.2: Proofs of Propositions 4.1.1, 4.1.2, 4.1.3, 4.1.5, 4.1.6 (the state-
ments of such propositions are given in Subsection 4.1),
Subsection 4.3: Some extensions of Theorem 4.0.3,
Section 5: Exponential instability,
such a Section 5 is subdivided in the following two Subsections,
Subsubsection 5.1: Exponential instability of the Dirichlet inverse problem with
time-varying unknown boundary,
Subsubsection 5.1: Stability properties of the Dirichlet inverse problem with
unknown boundary independent on time.
2 Main Notations and Definitions
For every x ∈ Rn, n ≥ 2, x = (x1, ..., xn), we shall set x = (x′, xn), where
x′ = (x1, ..., xn−1) ∈ Rn−1. We shall use X = (x, t) to denote a point in Rn+1,
where x ∈ Rn and t ∈ R. For every x ∈ Rn, X = (x, t) ∈ Rn+1 we shall
set |x| =
(
n∑
i=1
x2i
)1/2
and |X | =
(
|x|2 + |t|
)1/2
. Let r be a positive number.
For every x0 ∈ Rn we shall denote by Br (x0) = {x ∈ Rn : |x− x0| < r} (the n-
dimensional open ball of radius r centered at x0) andB
′
r (x
′
0) =
{
x ∈ Rn−1 : |x′ − x′0| < r
}
(the (n− 1)-dimensional open ball of radius r centered at x′0). We set generally
Br = Br (0) and B
′
r = B
′
r (0). We shall denote by B
+
r = {x ∈ Br : xn > 0}. For
every X0 ∈ Rn+1 we shall set Qr (X0) = Br (x0)×
(
t0 − r2, t0
)
.
Let I be an interval of R and let {D (t)}t∈I be a family of subsets of Rn, we
shall denote D (I) =
⋃
t∈I
D (t)× {t}.
Given a sufficiently smooth function u of x and t, we shall denote ∂iu =
∂u
∂xi
,
∂2iju =
∂2u
∂xi∂xj
, i, j = 1, ..., n and ∂tu =
∂u
∂t
. For a multi-index β = (β1, ..., βn),
βi ∈ N∪ {0}, i = 1, ..., n and k ∈ N∪{0}, we shall denote, as usual, ∂βx∂kt u =
∂|β|+ku
∂xβ11 ...∂x
βn
n ∂tk
, where |β| =
n∑
i=1
βi. Also, we shall write ∇ (.) = ∇x (.), div (.) =
divx (.).
Let D be a subset of Rn+1, f a function defined on D and α ∈ (0, 1], we
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shall set
[f ]α;D = sup
 |f (x, t) − f (y, τ)|(|x− y|2 + |t− τ |)α/2 : (x, t) , (y, τ) ∈ D, (x, t) 6= (y, τ)
 .
If α ∈ (0, 2] we shall set
〈f〉α;D = sup
{
|f (x, t)− f (x, τ)|
|t− τ |α/2
: (x, t) , (x, τ) ∈ D, t 6= τ
}
.
Let k be a positive integer number, D an open subset of Rn+1, f a sufficiently
smooth function and α ∈ (0, 1]. We shall denote by
[f ]k+α;D =
∑
|β|+2j=k
[
∂βx∂
j
t f
]
α;D
,
〈f〉k+α;D =
∑
|β|+2j=k−1
〈
∂βx∂
j
t f
〉
1+α;D
.
If α ∈ (0, 1] and [f ]α;D is finite, we shall say that f is Ho¨lder continuous (Lip-
schitz continuous whenever α = 1) in D or that f belongs to C0,α. Let k be a
positive integer number, α ∈ (0, 1] and let D be an open subset of Rn+1, we shall
say that f belongs to the class Ck,α whenever for every multi-index β and every
nonnegative integer number j such that |β|+ 2j ≤ k there exist the derivatives
∂βx∂
j
t f and the quantities sup
D
∣∣∣∂βx∂jt f ∣∣∣, [f ]k+α;D and 〈f〉k+α;D are finite. If f
is a function which doesn’t depend explicitly on t we shall continue to use the
definition above, more precisely for a function f : Ω → R, where Ω ⊂ Rn, we
shall say that f ∈ Ck,α (Ω) whenever, considering the function f˜ : Ω× R→ R,
f˜ (x, t) = f (x) for every (x, t) ∈ Ω× R, we have f˜ ∈ Ck,α (Ω× R).
Let X0 = (x0, t0), Y0 = (y0, τ0) be two points of R
n+1, we shall say that
S : Rn+1 → Rn+1 is a a rigid transformation of space coordinates under which
we have X0 ≡ Y0 if S (X) = (σ (x) , t− t0 + τ0) where σ is an isometry of Rn
such that σ (x0) = y0.
Definition 2.0.1 Let Ω be a domain in Rn+1. Given a positive integer number
k and α ∈ (0, 1], we shall say that a portion Γ of ∂Ω is of class Ck,α with
constants ρ0, E > 0 if for any X0 ∈ Γ, there exists a rigid tranformation of
space coordinates under which we have X0 ≡ 0 and
Ω ∩ (B′ρ0 (0)× (−ρ20, ρ20)) = {X ∈ B′ρ0 (0)× (−ρ20, ρ20) : xn > ϕ (x′, t)} ,
where ϕ ∈ Ck,α (B′ρ0 (0)× (−ρ20, ρ20)) satisfying
ϕ (0, 0) = |∇x′ϕ (0, 0)| = 0
and
‖ϕ‖Ck,α(B′ρ0 (0)×(−ρ20,ρ20)) ≤ Eρ0.
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Remark 2.0.2 We have chosen to normalize all norms in such a way that their
terms are dimensional homogeneous and coincide with the standard definition
when ρ0 = 1. For instance, for any ϕ ∈ Ck,α
(
B′ρ0 (0)×
(−ρ20, ρ20)) we set
‖ϕ‖Ck,α(B′ρ0 (0)×(−ρ20,ρ20)) =
k∑
l=0
ρk0
∑
|β|+2j=l
∥∥∥∂βx∂jtϕ∥∥∥
L∞(B′ρ0(0)×(−ρ20,ρ20))
+
ρk+α0
(
〈ϕ〉k+α;B′ρ0 (0)×(−ρ20,ρ20) + [ϕ]k+α;B′ρ0 (0)×(−ρ20,ρ20)
)
.
Similarly we shall set
‖u‖L2(Ω) = ρ−(n+1)/20
(∫
Ω
u2dX
)1/2
,
where dX = dxdt.
For any matrix M in G ((0, T )), we shall denote its transposed by M∗ and
its trace by tr(M).
We shall fix the space dimension n ≥ 1 throughout the paper. Therefore we
shall omit the dependence of various quantities on n
We shall use the the letters C, C0, C1 ... to denote constants. The value of
the constants may change from line to line, but we shall specified their depen-
dence everywhere they appear.
3 Quantitative estimate of unique continuation
In Section 3.1 we present the so-called elliptic continuation technique due to
Landis and Oleinik, [108]. In Section 3.2 we state and prove the Carleman
estimate (Theorem 3.2.3 below) for parabolic operators proved in [57], [64], see
also [60]. In order to prove such an inequality we adapt to the case of variable
coefficients the approach used in [58] for the heat operator. In Section 3.3 we
apply the Carleman estimate to prove the two-sphere one-cylinder inequality
at the interior and at the (time varying) boundary. In Section 3.4 we shall
prove a smallness propagation estimates for solutions to parabolic equations on
a characteristic hyperplane up to a time varying portion of a Lipschitz boundary.
Finally, in Section 3.5 we prove some sharp stability estimates for the Cauchy
problem for parabolic equations.
3.1 Parabolic equations with time independent coefficients
In this section we present some quantitative estimates of unique continuation
for solutions to parabolic equations whose coefficients do not depend on t. The
method for deriving such estimates has been introduced in [108] and, concerning
the smoothness assumption on the coefficients, has been improved in [112]. In
what follows we give an outline of the above method and we limit ourselves to
present detailed proofs only of the main points of the method, we omit the most
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technical proofs for which we refer to the quoted literature and especially to
[36]. Throughout this section, for any positive number r, we shall denote by B˜r
the (n+ 1)-dimensional open ball of radius r centered at 0 and we shall denote
by B˜+r =
{
x ∈ B˜r : xn+1 > 0
}
.
In order to simplify the exposition we consider the equation
Lu := div (a (x)∇u)− ∂tu = 0 , in B1 × (0, 1] , (3.1)
where a (x) =
{
aij (x)
}n
i,j=1
is a symmetric n× n matrix whose entries are real
valued functions. When ξ ∈ Rn and x, y ∈ Rn we assume that
λ |ξ|2 ≤
n∑
i,j=1
aij (x) ξiξj ≤ λ−1 |ξ|2 (3.2)
and  n∑
i,j=1
(
aij (x)− aij (y))2
1/2 ≤ Λ |x− y| , (3.3)
where λ and Λ are positive numbers with λ ∈ (0, 1].
Let u ∈ H2,1 (B1 × (0, 1)) be a solution to (3.1).Denoting by u the following
extension of u
u =
{
u (x, t) , if (x, t) ∈ B1 × (0, 1) ,
−3u (x, 2 − t) + 4u (x, 32 − 12 t) , if (x, t) ∈ B1 × [1, 2) , (3.4)
we have u ∈ H2,1 (B1 × (0, 2)) and, [61],
‖u‖H2,1(B1×(0,2)) ≤ C ‖u‖H2,1(B1×(0,1)) , (3.5)
where C is an absolute constant.
Let η ∈ C1 ([0,+∞)) be a function satisfying 0 ≤ η ≤ 1, η = 1 in [0, 1], η = 0
in [2,+∞) and |η′| ≤ c, in [1, 2]. Moreover, denoting by u˜ the trivial extension
of η (t)u (x, t) to (0,+∞) (i.e. u˜ (x, t) = 0 if t ≥ 2), let us denote by u1, u2 the
weak solutions to the following initial-boundary value problems respectively
Lu1 = 0 , in B1 × (0,+∞) ,
u1 = 0 , on ∂B1 × (0,+∞) ,
u1 (., 0) = u (., 0) , in B1
(3.6)
and 
Lu2 = 0 , in B1 × (0,+∞) ,
u2 = u˜ , on ∂B1 × (0,+∞) ,
u2 (., 0) = 0 , in B1 .
(3.7)
Since u1 + u2 = u on ∂B1 × (0, 1] and (u1 + u2) (., 0) = u (., 0) in B1, by
uniqueness theorem for initial-boundary value problem for parabolic equations
we have
u1 (x, 1) + u2 (x, 1) = u (x, 1) , for every x ∈ B1. (3.8)
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In what follows we shall denote by CP the constant appearing in the following
Poincare´ inequality∫
B1
f2 (x) dx ≤ CP
∫
B1
|∇f (x)|2 dx , for every f ∈ H10 (B1) ,
where we recall that CP ≤ 1, [70], and CP = 1k20 , where k0 is the smallest
positive root of the Bessel function of first kind Jn−2
2
, [46]. Let us denote
b1 =
λ
CP
, (3.9)
and
H = sup
t∈[0,1]
‖u (., t)‖H1(B1) . (3.10)
Proposition 3.1.1 Let u and u2 be as above. We have
‖u2 (., t)‖H1(B1) ≤ C1He−b1(t−2)+ , for every t ∈ (0,+∞) , (3.11)
((t− 2)+ is equal to t−2 if t ≥ 2 and it is equal to 0 if t < 2) where C1, C1 > 1,
depends on λ and Λ only.
Proof. Let
v = u2 − u˜ ,
where u˜ is the function defined above. Denoting F = −Lu˜, we have
Lv = F , in B1 × (0,+∞) ,
v = 0 , on ∂B1 × (0,+∞) ,
v (., 0) = −u (., 0) , in B1.
(3.12)
We claim
‖u2 (., t)‖L2(B1) ≤ CH , for every t ∈ [0, 2] , (3.13)
‖∇u2 (., t)‖L2(B1) ≤ CH , for every t ∈ [0, 2] , (3.14)
where C depends on λ and Λ only.
In order to prove (3.13) let us multiply the first equation in (3.12) by v and
integrate over B1 × (0, t). We get, for every t ∈ [0, 2],∫
B1
v2 (x, t) dx ≤ 2 ‖F‖2L2(B1×(0,2)) +
∫
B1
u2 (x, 0) dx+ 2
∫ t
0
dτ
∫
B1
v2 (x, τ) dx.
By applying Gronwall inequality we have∫
B1
v2 (x, t) dx ≤ e4
(
2 ‖F‖2L2(B1×(0,2)) +H2
)
, for every t ∈ [0, 2] . (3.15)
Now by (3.5) and regularity estimate for parabolic equations we have
‖F‖L2(B1×(0,2)) ≤ CH, (3.16)
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where C depends on λ and Λ only. From this inequality and (3.15) we obtain
(3.13).
In order to prove (3.14) let us multiply the first equation in (3.12) by ∂tv and
integrate over B1 × (0, t). We obtain
λ
∫
B1
|∇v (x, t)|2 dx ≤ λ−1
∫
B1
|∇u (x, 0)|2 dx+ 2 ‖F‖2L2(B1×(0,2)) ,
so, by (3.10) and (3.16) we have (3.14). Claims are proved.
Now let us denote by µk, k ∈ N, the decreasing sequence of eigenvalues
associated to the problem{
div (a∇ϕ) = µϕ, in B1,
ϕ = 0, on ∂B1
(3.17)
and by ϕk, k ∈ N, the corresponding eigenfunctions normalized by∫
B1
ϕ2k (x) dx = 1, k ∈ N.
We have
0 > −b1 ≥ µ1 ≥ µ2 ≥ ... ≥ µk ≥ ... . (3.18)
Since u2 = 0 , on ∂B1 × [2,+∞), we have
u2 (x, t) =
∞∑
k=1
βkϕk (x) e
µk(t−2) , for every t ≥ 2, (3.19)
where
βk =
∫
B1
u2 (x, 2)ϕk (x) dx, k ∈ N.
Since u2 (., 2) = v (., 2) in B1, by (3.13), (3.18) and (3.19) we have∫
B1
u22 (x, t) dx =
∞∑
k=1
β2ke
2µk(t−2) (3.20)
≤ e−2b1(t−2)
∫
B1
u22 (x, 2) dx ≤ CH2e−2b1(t−2), for every t ≥ 2,
where C depends on λ and Λ only.
Moreover, for every t ≥ 2, we have∫
B1
a (x)∇u2 (x, t) · ∇u2 (x, t) dx (3.21)
= −
∫
B1
∂tu2 (x, t)u2 (x, t) dx =
∞∑
k=1
|µk|β2ke2µk(t−2).
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By choosing t = 2 in (3.21) and using (3.14) we get
∞∑
k=1
|µk|β2k ≤ CH2, (3.22)
where C depends on λ and Λ only.
By (3.18), (3.21) and (3.22) we derive∫
B1
|∇u2 (x, t)|2 dx ≤ CH2e−2b1(t−2), for every t ≥ 2, (3.23)
where C depends on λ and Λ only.
Finally, from (3.13), (3.14), (3.20) and (3.23) we get (3.11).
Let us still denote by u2 the extension by 0 of u2 to B1 × R and let us
consider the Fourier tranform of u2 with respect to the t variable
û2 (x, µ) =
∫ +∞
−∞
e−iµtu2 (x, t) dt =
∫ +∞
0
e−iµtu2 (x, t) dt , µ ∈ R . (3.24)
We have that û2 satisfies
div (a (x)∇û2 (x, µ))− iµû2 (x, µ) = 0 , if (x, µ) ∈ B1 × R. (3.25)
Proposition 3.1.2 Let û2 be as above. We have, for every µ ∈ R,
‖û2 (., µ)‖L2(B1/2) ≤ cC1λ
−1H
(
2 +
1
b1
)
e−|µ|
1/2δ , (3.26)
where c is an absolute constant, C1 is the constant that appears in (3.11) and δ
is given by
δ =
λ
8πe
. (3.27)
Proof. Let us denote, for every µ, ξ ∈ R, x ∈ B1
v (x, ξ;µ) = ei|µ|
1/2ξû2 (x, µ) .
For every µ ∈ Rr {0}, the function v (., .;µ) solves the uniformly elliptic equa-
tion
div (a (x)∇v (x, ξ;µ)) + isgn (µ) ∂2ξv (x, ξ;µ) = 0, in B1 × R. (3.28)
Let k ∈ N and denote by rm = 1− m2k , for every m ∈ {0, 1, ..., k}. Moreover set
hm (s) =

0, if |s| > rm,
1
2 (1 + cos 2πk (rm+1 − s)) , if rm+1 ≤ |s| ≤ rm,
1, |s| < rm+1,
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ηm (x, ξ) = hm (|x|)hm (|ξ|)
and
vm (x, ξ;µ) = ∂
m
ξ v (x, ξ;µ) , m ∈ {0, 1, ..., k} .
We have that vm (., .;µ) satisfies
div (a (x)∇vm (x, ξ;µ)) + isgn (µ) ∂2ξvm (x, ξ;µ) = 0, in B1 × R. (3.29)
Multiplying equation (3.29) by vm (x, ξ;µ) η
2
m (x, ξ) (here vm denotes the com-
plex conjugate of vm) and integrating over Dm = Brm × (−rm, rm), we obtain∫
Dm
(a∇vm · ∇vm) η2mdxdξ +
∫
Dm
|∂ξvm|2 η2mdxdξ ≤ C2m2
∫
Dm
|vm|2 η2mdxdξ.
where C2 =
8
√
2π2
λ .
Therefore, for every m ∈ {0, 1, ..., k}, we have∫
Dm+1
∣∣∣∂m+1ξ v∣∣∣2 dxdξ ≤ C2m2λ
∫
Dm
∣∣∂mξ v∣∣2 dxdξ . (3.30)
By iteration of (3.30) for m = 0, 1, ..., k − 1, we get∫
B1/2×(−1/2,1/2)
∣∣∂kξ v∣∣2 dxdξ ≤ 2(C2k2λ
)k ∫
B1
|û2 (x, µ)|2 dx . (3.31)
Now, let us estimate the integral at the right-hand side of (3.31). By (3.11) and
Schwarz inequality we have∫
B1
|û2 (x, µ)|2 dx =
∫
B1
∣∣∣∣∫ +∞
0
e−iµtu2 (x, t) dt
∣∣∣∣2 dx
≤
∫
B1
dx
(∫ +∞
0
e−b1(t−2)+dt
)(∫ +∞
0
e−b1(t−2)+u22 (x, t) dt
)
≤ cC21
(
2 +
1
b1
)2
,
where c is an an absolute constant and C1 is the constant that appears in (3.11).
By the just obtained inequality and by (3.31) we get, for every k ∈ N,∫
B1/2×(−1/2,1/2)
∣∣∂kξ v∣∣2 dxdξ ≤ cC21H2(2 + 1b1
)2(
C2k
2
λ
)k
, (3.32)
where c is an absolute constant.
For fixed µ ∈ Rr {0} and ψ ∈ L2 (B1/2,C), let us denote by Ψ the function
Ψ (ξ) =
∫
B1/2
v (x, ξ;µ)ψ (x)dx, ξ ∈
(
−1
2
,
1
2
)
.
Recall now the inequality
‖f‖L∞(J) ≤ c
(
|J | ‖f‖2L2(J) + |J |−1 ‖f ′‖2L2(J)
)1/2
, (3.33)
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where J is a bounded interval of R, |J | is the lenght of J and c is an absolute
constant.
By (3.32) and (3.33), we have that for every k ∈ N ∪ {0} and ξ ∈ (− 12 , 12),∣∣∣Ψ(k) (ξ)∣∣∣ ≤ cC1H ‖ψ‖L2(B1/2)
(
2 +
1
b1
)((
C2λ
−1)1/2 k)k . (3.34)
By using inequality (3.34) and the power series of Ψ at any point ξ0 such that
Re(ξ0) ∈
(− 12 , 12), Re(ξ0) = 0, we have that the function Ψ can be analitically
extended in the rectangle
Q =
{
ξ ∈ C : Re (ξ) ∈
(
−1
2
,
1
2
)
, Im (ξ) ∈ (−2δ, 2δ)
}
,
where δ =
λ
8πe
. Denoting by Ψ˜ such an analitic extension of Ψ to Q we have
∣∣∣Ψ˜ (−iδ)∣∣∣ ≤ cλ−1C1H ‖ψ‖L2(B1/2)
(
2 +
1
b1
)
, (3.35)
where c is an absolute constant.
On the other side, by the definition of v we have
Ψ˜ (−iδ) =
∫
B1/2
e|µ|
1/2δû2 (x, µ)ψ (x) ,
so that, by (3.35), we obtain (3.26).
Estimate (3.26) allows us to define, for every x ∈ B1/2 and y ∈
(−√2δ,√2δ),
the function
w2 (x, y) =
1
2π
∫ +∞
−∞
eiµû2 (x, µ) cosh
(√
−iµy
)
dµ , (3.36)
where √
−iµ = |µ|1/2 e−pi4 isgn(µ).
It turns out that w2 satisfies the following elliptic equation
div (a (x)∇w2 (x, y)) + ∂2yw2 (x, y) = 0, in B1/2 ×
(
−
√
2δ,
√
2δ
)
(3.37)
and the following conditions at y = 0
w2 (x, 0) = u2 (x, 1) , for every x ∈ B1/2 , (3.38)
∂yw2 (x, 0) = 0 , for every x ∈ B1/2. (3.39)
Moreover, notice that w2 is an even function with respect to the variable y.
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Now let us consider the function u1. Since such a function is the solution to
initial-boundary value problem (3.6) we have
u1 (x, t) =
∞∑
k=1
αke
µktϕk (x) , (3.40)
where µk and ϕk (x), for k ∈ N, are respectively the decreasing sequence of
eigenvalues and the corresponding eigenfunctions associated to the problem{
div (a∇ϕ) = µϕ, in B1,
ϕ = 0, on ∂B1
and
αk =
∫
B1
u1 (x, 0)ϕk (x) dx, k ∈ N.
Let us define
w1 (x, y) =
∞∑
k=1
αke
µkϕk (x) cosh
(√
|µk|y
)
, (3.41)
It is easy to check that w1 is a solution to equation (3.37) and satisfies the
following conditions
w1 (x, 0) = u1 (x, 1) , for every x ∈ B1 , (3.42)
∂yw1 (x, 0) = 0 , for every x ∈ B1. (3.43)
Moreover, notice that w1 is an even function with respect to the variable y.
Now, let us define
w = w1 + w2, in B1/2 ×
(
−
√
2δ,
√
2δ
)
, (3.44)
we have that w is again a solution to equation (3.37), it is an even function with
respect to the variable y and, as a consequence of (3.8), (3.38), (3.42), we have
that w (x, 0) = u (x, 1) for every x ∈ B1/2. In addition by (3.39) and (3.43) we
get ∂yw (x, 0) = 0 , for every x ∈ B1/2. Also, observe that by (3.26), (3.36) and
(3.41) we derive
‖w (., y)‖L2(B1/2) ≤ c
C1H
λδ
(
1 +
1
b1
)
, for every y ∈
(
− δ
2
,
δ
2
)
. (3.45)
Indeed, if y ∈ (− δ2 , δ2) then, by Schwarz inequality, we have
‖w2 (., y)‖2L2(B1/2) =
∫
B1/2
dx
∣∣∣∣ 12π
∫ +∞
−∞
eiµû2 (x, µ) cosh
(√
−iµy
)
dµ
∣∣∣∣2
≤ 1
(2π)
2
∫
B1/2
(∫ +∞
−∞
|û2 (x, µ)|2 e2δ|µ|
1/2
dµ
)(∫ +∞
−∞
e−δ(2−
√
2)|µ|1/2dµ
)
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≤ c
(
C1H
λδ
(
1 +
1
b1
))2
,
where c is an absolute constant and C1 is the constant that appears in (3.11).
Moreover, for every y ∈ R we have
‖w1 (., y)‖2L2(B1) =
∞∑
k=1
α2ke
2µk cosh2
(√
|µk|y
)
≤
∞∑
k=1
α2k = ‖u (., 0)‖2L2(B1) ≤ H2.
By the inequalities obtained above we get (3.45).
In the following proposition we summarize the results obtained above
Proposition 3.1.3 Let w be the function defined in (3.44). Then w is a solu-
tion to the equation
div (a (x)∇w (x, y)) + ∂2yw (x, y) = 0, in B1/2 ×
(
−
√
2δ,
√
2δ
)
(3.46)
and w satisfies the following conditions
w (x, 0) = u (x, 1) , for every x ∈ B1 , (3.47)
∂yw (x, 0) = 0 , for every x ∈ B1. (3.48)
Moreover w is an even function with respect to the variable y and w satisfies
inequality (3.45).
The following lemma is nothing else than a stability estimate for the elliptic
Cauchy problem (3.46)-(3.48). A detailed proof of such a lemma can be found
in Lemma 3.1.5 of [36].
Lemma 3.1.4 Let w be the function defined in (3.44). Then there exist con-
stants C, C > 1, γ0, β, γ0, β ∈ (0, 1), depending on λ only such that for every
r ≤ 12γ0 the following estimate holds true∫
eBr
w2dxdy ≤ C
(∫
Bρ/2
w2 (x, 0) dx
)β (∫
eBeρ
w2dxdy
)1−β
, (3.49)
where ρ = 8
√
2eπ
3λ r and ρ˜ = 2
√
2ρ.
Now we recall the three sphere inequality for elliptic equations [91]. In what
follows we denote by a˜ (x, y) =
{
a˜ij (x, y)
}n+1
i,j=1
a symmetric (n+ 1) × (n+ 1)
matrix whose entries are real valued functions. When ξ ∈ Rn+1 and (x, y) ∈
Rn+1 we assume that
λ˜ |ξ|2 ≤
n+1∑
i,j=1
a˜ij (x, y) ξiξj ≤ λ˜−1 |ξ|2 (3.50)
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and, for every (x1, y1) , (x2, y2) ∈ Rn+1, n+1∑
l,j=1
(
a˜ij (x1, y1)− a˜ij (x2, y2)
)21/2 ≤ Λ˜ (|x1 − x2|+ |y1 − y2|) , (3.51)
where λ˜ and Λ˜ are positive numbers with λ˜ ∈ (0, 1].
Lemma 3.1.5 (three sphere inequality for elliptic equations). Let a˜ (x, y) ={
a˜lj (x, y)
}n+1
l,j=1
satisfy (3.50), (3.51). Let w˜ ∈ H1
(
B˜1
)
be a weak solution to
div (a˜∇w˜) = 0 , in B˜1. (3.52)
Then there exist constants γ1, γ1 ∈ (0, 1), C, C > 1, depending on λ˜ and Λ˜ only
such that for every r1, r2, r3 that satisfy 0 < r1 ≤ r2 ≤ λ2 r3 ≤ γ1 we have∫
eBr2
w˜2dxdy ≤ C
(
r3
r2
)C (∫
eBr1
w˜2dxdy
)ϑ0 (∫
eBr3
w˜2dxdy
)1−ϑ0
, (3.53)
where
ϑ0 := ϑ0 (r1, r2, r3) =
log
(
1
2 +
eλr3
2r2
)
log
(
1
2 +
eλr3
2r2
)
+ C log 2r2eλr1
. (3.54)
Theorem 3.1.6 (two-sphere one cylinder inequality for equation (3.1)).
Let u ∈ H2,1 (B1 × (0, 1)) be a solution to equation (3.1) and let (3.2), (3.3) be
satisfied. Then there exist constants γ2, γ2 ∈ (0, 1), C, C > 1, depending on λ
and Λ only such that for every r1, r2, r3 that satisfy 0 < r1 ≤ r2 ≤ γ2r3 ≤ γ22
we have∫
Br2
u2 (x, 1) dx ≤ K (r2, r3)H2(1−βϑ1)
(∫
Br1
u2 (x, 1) dx
)βϑ1
, (3.55)
where
K (r2, r3) = C
r3
r3 − r2
(
r3
r2
)C
,
ϑ1 =
log
(
1
2 +
λr3
2er2
)
log
(
1
2 +
λr3
2er2
)
+ C log 2er2λbr1
, (3.56)
r˜2 = (1− sλ) r2 + sλr3 , sλ = λ
4− λ , b =
3λ
4
√
2eπ
(3.57)
and β is the same exponent that appears in inequality (3.49)
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Proof. Let us consider the function w introduced in (3.44). Recall that w
satisfies (3.46), (3.47) and (3.48). Let r1, r2, r3 satisfy
0 < r1 ≤ r2 ≤
(
4max
{√
2, λ−1
})−1
r3 ≤ γ∗ ,
where γ∗ = min
{
γ0,
γ1λδ√
2
}
, γ0 and γ1 have been defined in Lemma 3.1.4 and
Lemma 3.1.5 respectively, δ is given by (3.27). Let r˜2 and b be defined by (3.57),
we have 0 < br1 < r1 ≤ r2 ≤ r˜2 ≤ λ2 r3 ≤ γ1. By applying Lemma 3.1.5 to the
triplet of radii br1, r˜2, r3 we get∫
eBer2
w2dxdy ≤ C
(
r3
r2
)C (∫
eBbr1
w2dxdy
)ϑ1 (∫
eBr3
w2dxdy
)1−ϑ1
, (3.58)
where ϑ1 = ϑ0 (br1, r
′
2, r3), with ϑ0 defined by (3.56) and C depending on λ and
Λ only.
Now, let us recall the following trace inequality. Given r, ρ, 0 < ρ < r,
f ∈ H1 (B+r ), we have∫
Bρ
f2 (x, 0) dx ≤ c
(
r
r2 − ρ2
∫
eB+r
f2 (x, y) dxdy + r
∫
eB+r
(∂yf (x, y))
2
dxdy
)
,
(3.59)
where c is an absolute constant.
Set r∗2 =
1
2 (r2 + r˜2). By Caccioppoli inequality and (3.59) we have∫
eBer2
w2dxdy =
1
2
∫
eBer2
w2dxdy +
1
2
∫
eBer2
w2dxdy
≥ 1
2
∫
eBr∗2
w2dxdy + C (r2 − r˜2)2
∫
eBr∗2
(
|∇xw|2 + (∂yw)2
)
dxdy
≥ C′ (r3 − r2)
(
r∗2
r∗22 − r22
∫
eBr∗2
w2dxdy + r∗2
∫
eBr∗2
(∂yw)
2
dxdy
)
≥ C′′ (r3 − r2)
∫
Br2
w2 (x, 0) dx = C′′ (r3 − r2)
∫
Br2
u2 (x, 1) dx ,
where C, C′, C′′ depend on λ only.
By the just obtained inequality and recalling (3.44) and (3.58) we obtain (3.55).
Corollary 3.1.7 (Spacelike strong unique continuation for equation
(3.1)). Let u ∈ H2,1 (B1 × (0, 1)) satisfy equation (3.1).
If for every k ∈ N we have∫
Br
u2 (x, 1) dx = O
(
r2k
)
, as r → 0, (3.60)
then
u (., 1) = 0 , in B1 .
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Proof. Let us fix ρ ∈ (0, γ22], where γ2 has been introduced in Theorem
3.1.6. By applying Lemma 3.1.5 to the triplet of radii r1 = r, r2 = ρ and
r3 = γ2, by (3.60) and passing to the limit as r tends to 0, we get∫
Bρ
u2 (x, t0) dx ≤ Ce−C1k , for every k ∈ N, (3.61)
where C depends on λ, Λ and ‖u‖L2(B1×(0,1)) only and C1 depends on λ and
Λ, only. Passing to the limit as k → ∞, (3.61) yields u (., 1) = 0 in Bρ. By
iteration the thesis follows.
3.2 Carleman estimate
In the present section it is convenient to carry out the calculations for the
backward parabolic operator. Since in other parts of the paper we deal with the
forward parabolic operator, for the reader convenience, when we consider the
backward operator, we rename the time variable by s. Thus we denote by
Pu = ∂i
(
gij (x, s) ∂ju
)
+ ∂su, (3.62)
where
{
gij (x, s)
}n
i,j=1
is a symmetric n× n matrix whose entries are real func-
tions. When ξ ∈ Rn and (x, s) , (y, τ) ∈ Rn+1 we assume that
λ |ξ|2 ≤
n∑
i,j=1
gij (x, s) ξiξj ≤ λ−1 |ξ|2 (3.63)
and  n∑
i,j=1
(
gij (x, s)− gij (y, τ))2
1/2 ≤ Λ(|x− y|2 + |s− τ |)1/2 , (3.64)
where λ and Λ are positive numbers with λ ∈ (0, 1].
In order to simplify the exposition and the calculations in the proof of Theo-
rem 3.2.3 below we use some of the standard notations of Riemannian geometry,
but always dropping the corresponding volume element in the definition of the
Laplace-Beltrami operator associated to a Riemannian metric. More precisely,
letting g (x, s) = {gij (x, s)}ni,j=1 to denote the inverse matrix of the matrix of
coefficients of P , we have g−1 (x, s) =
{
gij (x, s)
}n
i,j=1
and we use the following
notation when considering either a function v or two vector fields ξ and η:
1. (ξ | η) = gij (x, s) ξiηj , |ξ|2g = gij (x, s) ξiξj ,
2. ∇xv = (∂1v, ...∂nv) , ∇gv (x, s) = g−1 (x, s)∇xv (x, s) , div (ξ) =
n∑
i=1
∂iξi,
∆g = div (∇g) .
With this notations the following formulae hold true when u, v and w are
smooth functions
Pu = ∆gu+ ∂su , ∆g
(
v2
)
= 2v∆gv + 2 |∇gv|2g (3.65)
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and ∫
v∆gwdx =
∫
w∆gvdx = −
∫
(∇gv | ∇gw) dx . (3.66)
Also, we shall use the following Rellich-Necˇas-Pohozaev identity
2 (β | ∇gv)∆gv = 2div (((β | ∇gv))∇gv)− div
(
β |∇gv|2g
)
+ (3.67)
div (β) |∇gv|2g − 2∂iβkgij∂jv∂kv + βk∂kgij∂iv∂jv ,
where β =
(
β1, ..., βn
)
is a smooth vector field.
Lemma 3.2.1 Assume that θ : (0, 1)→ (0,+∞) satisfies
0 ≤ θ ≤ C0 , |sθ′ (s)| ≤ C0θ (s) ,
∫ 1
0
(
1 + log
1
s
)
θ (s)
s
ds ≤ C0 , (3.68)
for some constant C0. Let γ ≥ 1 and
σ (s) = s exp
(
−
∫ γs
0
(
1− exp
(
−
∫ t
0
θ (η)
η
dη
))
dt
t
)
. (3.69)
Then σ is the solution to the Cauchy problem
d
ds
log
( σ
sσ′
)
=
θ (γs)
s
, σ (0) = 0, σ′ (0) = 1 (3.70)
and satisfies the following properties when 0 ≤ γs ≤ 1
se−C0 ≤ σ (s) ≤ s , (3.71)
e−C0 ≤ σ′ (s) ≤ 1 . (3.72)
Proof. The proof is straightforward.
Lemma 3.2.2 For every positive number µ there exists a constant C such that
for all y ≥ 0 and ε ∈ (0, 1),
yµe−y ≤ C
(
ε+
(
log
1
ε
)µ
e−y
)
. (3.73)
Proof. Consider the function ϕ (y) = y − εey on [0,+∞). Since the maxi-
mum of ϕ is log
1
ε
− 1, y− εey < log 1
ε
and we get (3.73) when µ = 1. If µ > 1,
we use the just proved inequality and the convexity of yµ to get(
y
µ
)µ
≤
(
ε1/µey/µ + log
1
ε1/µ
)µ
≤ 2µ−1
(
εey +
(
1
µ
log
1
ε
)µ)
,
that gives (3.73).
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If 0 < µ < 1 we obtain (3.73) by the inequality for µ = 1 and the inequality
(a+ b)
µ ≤ aµ + bµ.
In the sequel of this section we shall denote by
θ (s) = s1/2
(
log
1
s
)3/2
, s ∈ (0, 1] . (3.74)
It is easy to check that θ satisfies (3.68) of Lemma 3.2.1. We denote by σ
the function defined in (3.69) where θ is given by (3.74) and γ =
α
δ2
with
α ≥ 1, δ ∈ (0, 1). In addition, for a given number a > 0, we shall denote by
σa (s) = σ (s+ a).
Theorem 3.2.3 Let P be the operator defined in (3.62) and assume that (3.63)
and (3.64) are satisfied. Assume that gij (0, 0) = δij , i, j = 1, ..., n. Then
there exist constants C, C ≥ 1, η0 ∈ (0, 1) and δ1 ∈ (0, 1) depending on λ
only Λ only, such that for every α, α ≥ 2, a, 0 < a ≤ δ
2
4α
, δ ∈ (0, δ1] and
u ∈ C∞0 (Rn × [0,+∞)), with suppu ⊂ Bη0 ×
[
0,
δ2
2α
)
, the following inequality
holds true
α
∫
R
n+1
+
σ−2α−2a (s) θ (γ (s+ a))u
2e−
|x|2
4(s+a) dX (3.75)
+
∫
R
n+1
+
(s+ a)σ−2α−2a (s) θ (γ (s+ a)) |∇gu|2g e−
|x|2
4(s+a) dX
≤ C
∫
R
n+1
+
(s+ a)
2
σ−2α−2a (s) |Pu|2 e−
|x|2
4(s+a) dX+Cααα
∫
R
n+1
+
(
u2 + (s+ a) |∇gu|2g
)
dX
+Cασ−2α−1 (a)
∫
Rn
u2 (x, 0) e−
|x|2
4a dx−σ
−2α (a)
C
∫
Rn
|(∇gu) (x, 0)|2g(.,0) e−
|x|2
4a dx.
Proof. We divide the proof into two steps. In the first step we prove
that if the matrix g does not depend on s then there exists δ0 ∈ (0, 1) such
that, for every δ ∈ (0, δ0], inequality (3.75) holds true. In the second step we
prove inequality (3.75), for a suitable δ1, in the general case. For the sake
of brevity in what follows we prove the inequality when the matrix g (x, s)
and the function u (x, s) are replaced by g˜ (x, s) := g (x, s− a) and u˜ (x, s) :=
u (x, s− a) respectively, so that g˜ij (0, a) = δij and u˜ is a function belonging to
C∞0 (R
n × [a,+∞)). Also, the sign ”˜” over g and u will be dropped. Finally,
we shall denote by
∫
(.) dX the integral
∫
Rn×[a,+∞) (.) dX .
STEP 1. Set g (x) = g (x, a) and denote
P0u = ∂i
(
gij (x) ∂ju
)
+ ∂su ,
φ (x, s) = −|x|
2
8s
− (α+ 1) log σ (s) ,
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v = eφu ,
Lv = eφP0
(
e−φv
)
.
Denoting by S and A the symmetric and skew-symmetric part of the operator
sL respectively, we have
Sv = s
(
∆gv +
(
|∇gφ|2g − ∂sφ
)
v
)
− 1
2
v ,
Av =
1
2
(∂s (sv) + s∂sv)− s (v∆gφ+ 2∇gv · ∇gφ)
and
sLv = Sv +Av.
Furthermore, noticing that
∆gφ = − n
4s
+ ψ0 (x, s) ,
where
ψ0 (x, s) =
1
4s
(
n− tr (g−1)− xj∂igij) ,
we write
sLv = Sv +A0v − sψ0v , (3.76)
where
A0v =
1
2
(∂s (sv) + s∂sv)− s
(
− n
4s
v + 2 (∇gv | ∇gφ)
)
.
Noticing that |ψ0| ≤ CΛ |x|
s
, where C is an absolute constant, we have by (3.76)
2
∫
s2 |Lv|2 dX ≥
∫
|Sv +A0v|2 dX − 4
∫
s2ψ20v
2dX (3.77)
≥
∫
|Sv|2 dX +
∫
|A0v|2 dX + 2
∫
SvA0vdX − 4C2Λ2
∫
|x|2 v2dX .
Let us consider the term I := 2
∫
SvA0vdX at the right-hand side of (3.77). We
have
I = −2
∫
s2
(
∆gv +
(
|∇gφ|2g − ∂sφ
)
v
)(
− n
4s
v + 2 (∇gv | ∇gφ)
)
dX (3.78)
+
∫
s
(
∆gv +
(
|∇gφ|2g − ∂sφ
)
v
)
(∂s (sv) + s∂sv) dX
+
∫ {
−1
2
v (∂s (sv) + s∂sv) + sv
(
− n
4s
v + 2 (∇gv | ∇gφ)
)}
dX
:= I1 + I2 + I3 .
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Evaluation of I1.
We have
I1 = −4
∫
s2∆gv (∇gv | ∇gφ) dX − 4
∫
s2
(
|∇gφ|2g − ∂sφ
)
v (∇gv | ∇gφ) dX
(3.79)
+
n
2
∫
sv∆gvdX +
n
2
∫
s
(
|∇gφ|2g − ∂sφ
)
v2dX := I11 + I12 + I13 + I14 .
By using identity (3.67) with the vector field β = ∇gφ we have
I11 =
∫ {
4s2∂i
(
gkj∂jφ
)
gih∂hv∂kv − 2s2∆gφ |∇gv|2g (3.80)
−2s2 (gkj∂jφ) (∂kghl∂hv∂lv)} dX .
Concerning the term I12, by using the identity v∇gv = 12∇g
(
v2
)
and by inte-
gration parts, we get
I12 = 2
∫
s2v2
{
∆gφ
(
|∇gφ|2g − ∂sφ
)
+ gij∂iφ∂j
(
|∇gφ|2g − ∂sφ
)}
dX .
Now we have
gij∂iφ∂j
(
|∇gφ|2g − ∂sφ
)
=
(
2∂2jkφg
kh∂hφ+ ∂jg
hk∂kφ∂hφ
)
gij∂iφ− 1
2
∂s
(
|∇gφ|2g
)
,
hence
I12 = 2
∫
s2v2∆gφ
(
|∇gφ|2g − ∂sφ
)
dX (3.81)
+4
∫
s2v2
(
∂2jkφg
kh∂hφ+
1
2
∂jg
hk∂kφ∂hφ
)
gij∂iφdX−
∫
s2v2∂s
(
|∇gφ|2g
)
dX .
Concerning I13, by the identity v∆gv = div (v∇gv)− |∇gv|2g and by integration
by parts we obtain
I13 = −n
2
∫
s |∇gv|2g dX . (3.82)
Now, let us introduce the notation
ψ1 =
(n
2
s+ 2s2∆gφ
)(
|∇gφ|2g − ∂sφ
)
+ 2s2∂jg
hk∂kφ∂hφg
ij∂iφ ,
Q (∇gv) = −2s2ψ0 |∇gv|2g − 2s2
(
gkj∂jφ
) (
∂kg
hl∂hv∂lv
)
.
By (3.79), (3.80), (3.81), (3.82) we have
I1 = 4
∫
s2
{
∂i
(
gkj∂jφ
)
gih∂hv∂kv + ∂
2
jkφg
kh∂hφg
ij∂iφv
2
}
dX (3.83)
−
∫
s2v2∂s
(
|∇gφ|2g
)
dX +
∫
ψ1v
2dX +
∫
Q (∇gv) dX .
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Evaluation of I2.
We have
I2 =
∫
sv∆gvdX +
∫
2s2∆gv∂svdX (3.84)
+
∫
2s2
(
|∇gφ|2g − ∂sφ
)
v∂svdX +
∫
s
(
|∇gφ|2g − ∂sφ
)
v2dX .
Now, we use the identities v∆gv = div (v∇gv)−|∇gv|2g, 2∂sv∆gv = 2div (∂sv∇gv)−
∂s
(
|∇gv|2g
)
and 2v∂sv = ∂s
(
v2
)
in the first, the second and the third integral
at the right-hand side of (3.84) respectively, then we integrate by parts and we
obtain
I2 =
∫
s |∇gv|2g dX −
∫
s
(
|∇gφ|2g − ∂sφ
)
v2 −
∫
s2∂s
(
|∇gφ|2g − ∂sφ
)
v2(3.85)
+a2
∫
Rn
|∇gv (x, a)|2g dx− a2
∫
Rn
(
|∇gφ (x, a)|2g − ∂sφ (x, a)
)
v2 (x, a) dx .
Evaluation of I3
We have
I3 = −
∫ (
1
2
+
n
4
)
v2dX −
∫
sv∂svdX +
∫
2sv (∇gv | ∇gφ) dX . (3.86)
We use the identities v∂sv =
1
2
∂s
(
v2
)
and 2v (∇gv | ∇gφ) = div
(
v2∇gφ
) −
v2∆gφ respectively in the second and the third integral at the right-hand side
of (3.86) then we integrate by parts and we obtain
I3 = −
∫
sψ0v
2dX +
a
2
∫
Rn
v2 (x, a) dx . (3.87)
Now, denote by
J1 =
∫
4s2∂2jkφg
kh∂hφg
ij∂iφv
2dX (3.88)
−
∫ {
s2∂s
(
2 |∇gφ|2g − ∂sφ
)
v2 + s
(
|∇gφ|2g − ∂sφ
)
v2
}
dX ,
J2 =
∫ {
4s2∂i
(
gkj∂jφ
)
gih∂hv∂kv + s |∇gv|2g +Q (∇gv)
}
dX , (3.89)
J3 =
∫
(ψ1 − sψ0) v2dX , (3.90)
B1 = a2
∫
Rn
|∇gv (x, a)|2g dx+
a
2
∫
Rn
v2 (x, a) dx (3.91)
−a2
∫
Rn
(
|∇gφ (x, a)|2g − ∂sφ (x, a)
)
v2 (x, a) dx.
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By (3.78), (3.83), (3.85), (3.86) we have
I = J1 + J2 + J3 + B1 . (3.92)
Let us now estimate from below the terms Jk, k = 1, 2, 3, at the right-hand
side of (3.92). We easily have
∂iφ = −xi
4s
, ∂2ijφ = −
δij
4s
, |∇gφ|2g = gij (x)
xixj
16s2
, (3.93)
∆gφ = −
tr
(
g−1 (x)
)
+ xj∂ig
ij (x)
4s
, ∂sφ =
|x|2
8s2
− (α+ 1) σ
′ (s)
σ (s)
, (3.94)
∂2sφ = −
|x|2
4s3
− (α+ 1)
(
σ′ (s)
σ (s)
)′
, ∂s
(
|∇gφ|2g
)
= −gij (x) xixj
8s3
. (3.95)
Observing that if gij (x) = δij , i, j = 1, 2, ...n, x ∈ Rn, then the term under the
integral sign at the right-hand side of (3.88) is equal to (α+ 1) v2
σ′
σ
d
ds
(
log
σ
sσ′
)
,
it is easy to check that
J1 ≥ (α+ 1)
∫
s2v2
σ′
σ
d
ds
(
log
σ
sσ′
)
dX − CΛ
∫ |x|3
s
v2dX , (3.96)
where C is an absolute constant.
Likewise, observing that if gij (x) = δij , i, j = 1, 2, ...n, ∈ Rn, then the term
under the integral sign at the right-hand side of (3.89) vanishes, so that the
following inequality holds true
J2 ≥ −CΛ
∫
|x| s |∇gv|2g dX , (3.97)
where C is an absolute constant.
Now, let us consider J3. Let δ ∈ (0, 1) be a number that we shall choose later,
let σ be the function (3.69) where γ =
α
δ2
, α ≥ 1 and θ is given by (3.74). We
have
|ψ1 − sψ0| ≤ |ψ1|+ s |ψ0| ≤ C
(
|x|+ |x|
3
s
+ (α+ 1) s |x| σ
′
σ
)
,
where C depends on λ, Λ only. By (3.71) and (3.72) we have
J3 ≥ −C
∫ ( |x|3
s
+ (α+ 1) |x|
)
v2dX , (3.98)
for every v ∈ C∞0 (Rn × [a,+∞)) such that supp v ⊂ B1 ×
[
a, 1γ
)
, where C
depends on λ and Λ only.
29
Now by Lemma 3.2.1 and by (3.96), (3.97), (3.98) we get
I ≥ (α+ 1)
eC0
∫
θ (γs) v2dX − C
∫ (
(α+ 1) |x|+ |x|
3
s
)
v2dX (3.99)
−C
∫
|x| s |∇gv|2g dX + B1 ,
for every v ∈ C∞0 (Rn × [a,+∞)) such that supp v ⊂ B1 ×
[
a, 1γ
)
, α ≥ 1, where
C0 is defined in Lemma 3.2.1 and C depends on λ and Λ only.
Let ε0 ∈ (0, 1] be a number that we shall choose later. We get∫
|Sv|2 dX ≥ ε0
∫
|Sv|2 dX = ε0
∫
|(Sv + θ (γs) v)− θ (γs) v|2 dX (3.100)
≥ −2ε0
∫
sθ (γs) v∆gvdX−2ε0
∫ (
s
(
|∇gφ|2g − ∂sφ
)
− 1
2
+ θ (γs)
)
θ (γs) v2dX
= 2ε0
∫
sθ (γs)
(
|∇gv|2g + |∇gφ|2g v2
)
dX
−2ε0
∫ (
s
(
2 |∇gφ|2g − ∂sφ
)
− 1
2
+ θ (γs)
)
θ (γs) v2dX .
Now by (3.71), (3.72) and (3.93)-(3.95) we obtain∣∣∣∣(s(2 |∇gφ|2g − ∂sφ)− 12 + θ (γs)
)
θ (γs)
∣∣∣∣ (3.101)
≤ C
(
|x|3
s
+ (α+ 1) θ (γs)
)
, for every 0 < γs ≤ 1
2
, α ≥ 1 ,
where C depends on λ and Λ only.
By (3.100) and (3.101) we have∫
|Sv|2 dX ≥ 2ε0
∫
sθ (γs)
(
|∇gv|2g + |∇gφ|2g v2
)
dX (3.102)
−C1ε0
∫ ( |x|3
s
+ (α+ 1) θ (γs)
)
v2dX ,
for every v ∈ C∞0 (Rn × [a,+∞)) such that supp v ⊂ B1×
[
a, 12γ
)
, α ≥ 1, where
C1 depends on λ and Λ only.
By the just obtained inequality and (3.99) we get
I +
∫
|Sv|2 dX ≥ (α+ 1)
(
1
eC0
− C1ε0
)∫
θ (γs) v2dX (3.103)
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+2ε0
∫
sθ (γs)
(
|∇gv|2g + |∇gφ|2g v2
)
dX − C
∫ (
(α+ 1) |x|+ |x|
3
s
)
v2dX
−C
∫
|x| s
(
|∇gv|2g + |∇gφ|2g v2
)
+ B1 ,
for every v ∈ C∞0 (Rn × [a,+∞)) such that supp v ⊂ B1×
[
a, 12γ
)
, α ≥ 1, where
C depends on λ and Λ only and C1 is the same constant that appears in (3.102).
Now we choose ε0 =
1
2C1eC0
at the right-hand side of (3.103), then, recalling
(3.77) and coming back to the function u, we have∫
s2 |P0u|2 e2φdX ≥ (α+ 1)
C
∫
θ (γs)u2e2φdX (3.104)
+
1
C
∫
sθ (γs) |∇gu|2g e2φdX + B1
−C
∫ (
(α+ 1) |x|+ |x|
3
s
)
u2e2φdX − C
∫
|x| s |∇gu|2g e2φdX ,
for every u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1×
[
a, 12γ
)
, α ≥ 1, where
C, C > 1, depends on λ and Λ only.
Now, we use Lemma 3.2.2 to prove the following estimates∫ (
(1 + α) |x|+ |x|
3
s
)
u2e2φdX ≤ C (eC0γ)2α+ 52 ∫ u2dX (3.105)
+Cαδ
∫
θ (γs)u2e2φdX ,∫
|x| s |∇gu|2g e2φdX ≤ C
(
eC0γ
)2α+ 32 ∫ s |∇gu|2g dX (3.106)
+Cδ
∫
θ (γs) s |∇gu|2g e2φdX ,
where C is an absolute constant.
By applying Lemma 3.2.2 with µ =
1
2
, y = |x|
2
4s , ε = (γs)
3
2+2α and by using
(3.71) we have
|x| e2φ = (4s)1/2
(
|x|2
4s
)1/2
e−
|x|2
4s σ−2(α+1) (3.107)
≤ C
(
(γs)
α+ 32 s1/2σ−2(α+1) + s1/2
((
3
2
+ 2α
)
log
1
γs
)1/2
σ−2(α+1)e−
|x|2
4s
)
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≤ C′
((
eC0γ
)2α+ 52 + δθ (γs) e2φ) ,
hence (3.106) follows.
Likewise, by applying Lemma 3.2.2 with µ =
3
2
, y = |x|
2
4s , ε = (γs)
3
2+2α we have
|x|3
s
e2φ = 4 (4s)1/2
(
|x|2
4s
)3/2
e−
|x|2
4s σ−2(α+1) (3.108)
≤ C
((
eC0γ
)2α+2
+ αδθ (γs) e2φ
)
.
By (3.107) and (3.108) we get (3.105).
Finally, by (3.104), (3.105) and (3.106) we have that there exists δ0 ∈ (0, 1]
such that for every δ ∈ (0, δ0], α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂
B1 ×
[
a, 12γ
)
, the following estimate holds true∫
s2 |P0u|2 e2φdX + C
(
eC0γ
)2α+ 52 ∫ (u2 + s |∇gu|2g) e2φdX(3.109)
≥ α+ 1
C
∫
θ (γs)u2e2φdX +
1
C
∫
θ (γs) s |∇gu|2g e2φdX + B1,
where C ≥ 1 depends on λ and Λ only.
STEP 2. It is simple to check the following identity, for k ∈ {1, ..., n}
P0
(
(∂ku)
2
)
= 2∂k (∂kuP0u)− 2∂i
(
∂ku
(
∂kg
ij (x, a)
)
∂ju
)
−2∂2kkuP0u+ 2
(
∂kg
ij (x, a)
)
∂ju∂
2
iku+ 2g
ij (x, a) ∂2iku∂
2
jku ,
(recall that (P0u) (x, s) = ∂j
(
gij (x, a) ∂iu (x, s)
)
+∂su (x, s)). Now we multiply
both sides of the above inequality by σ1−2αe−
|x|2
4s and we integrate by parts.
We obtain, for any k ∈ {1, ..., n},
2
∫ (
gij (x, a) ∂2iku∂
2
jku
)
σ1−2αe−
|x|2
4s dX (3.110)
≤
∫
(∂ku)
2
∣∣∣∣P ∗0 (σ1−2αe− |x|24s )∣∣∣∣ dX + 2 ∫ |∂kuP0u| ∣∣∣∣∂k (σ1−2αe− |x|24s )∣∣∣∣ dX
+2
∫ ∣∣∂kgij (x, a) ∂ju∂ku∣∣ ∣∣∣∣∂i(σ1−2αe− |x|24s )∣∣∣∣ dX+2 ∫ ∣∣∂2kkuP0u∣∣σ1−2αe− |x|24s dX
+2
∫ ∣∣∂kgij (x, a) ∂ju∂2iku∣∣σ1−2αe− |x|24s dX−∫
Rn
(∂ku (x, a))
2
σ1−2α (a) e−
|x|2
4a dx ,
where P ∗0 = ∂j
(
gij (x, a) ∂iu (x, s)
)− ∂su (x, s).
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We have∣∣∣∣P ∗0 (σ1−2αe− |x|24s )∣∣∣∣ = ∣∣∣∣P ∗0 ((σ1−2αsn/2)(s−n/2e− |x|24s ))∣∣∣∣
≤ C
((
|x|
s
+
|x|3
s2
)
σ1−2α + ασ−2α
)
e−
|x|2
4s
and ∣∣∣∣∇x (σ1−2αe− |x|24s )∣∣∣∣ ≤ C′ |x|s σ1−2αe− |x|24s ,
where C depends on λ and Λ only and C′ is an absolute constant.
By the above inequalities and (3.110) we get∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX ≤ Cα ∫ σ−2α |∇gu|2g e− |x|24s dX (3.111)
+C
∫ ( |x|
s
+
|x|3
s2
)
σ1−2α |∇gu|2g e−
|x|2
4s dX+C
∫ |x|
s
σ1−2α |∇gu|g |P0u| e−
|x|2
4s dX
+C
∫ ∣∣D2u∣∣ |P0u|σ1−2αe− |x|24s dX + C ∫ ∣∣D2u∣∣ |∇gu|g σ1−2αe− |x|24s dX
−
n∑
k=1
∫
Rn
σ1−2α (a) (∂ku (x, a))
2 e−
|x|2
4a dx = I(1) + I(2)+ I(3)+ I(4)+ I(5) −B2 ,
(here
∣∣D2u∣∣2 = n∑
i,j=1
(
∂2iju
)2
) where C depends on λ and Λ only.
By the trivial inequality
θ (s)
s
≥ 1
C
, for every s ∈
(
0,
1
2
]
, C ≥ 1, we have
Cδ2
θ (γs)
s
≥ α, whenever 0 < γs ≤ 1
2
. By the last inequality and (3.71) we
have
I(1) ≤ Cδ2
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX , (3.112)
for every α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1×
[
a, 12γ
)
, where
C depends on λ and Λ only.
To estimate I(2) we observe that (3.69) gives σ (s) ≤ C
γ
, whenever 0 < γs ≤ 1.
By this inequality, (3.71) and Lemma 3.2.2 we have
I(2) ≤ C
γ
∫ (
|x|+ |x|
3
s
)
σ−1−2α |∇gu|2g e−
|x|2
4s dX (3.113)
≤ C
γ
(
eC0γ
)2α+ 32 ∫ s |∇gu|2g dX + Cδ3 ∫ sθ (γs)σ−2−2α |∇gu|2g e− |x|24s dX
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for every α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1×
[
a, 12γ
)
, where
C depends on λ and Λ only.
In order to estimate I(3), I(4) and I(5) we use the inequalities 2ab ≤ a2+ b2,
σ (s) ≤ C
γ
, s ≤ θ (γs), when 0 < γs ≤ 12 , and Lemma 3.2.2 and we obtain, for
every α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1 ×
[
a, 12γ
)
I(3) ≤ C (eC0γ)2α+1 ∫ s |∇gu|2g dX (3.114)
+Cδ2
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX
+Cδ2
∫
s2σ−2−2α |P0u|2 e−
|x|2
4s dX,
I(4) ≤ 1
4
∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX (3.115)
+Cδ2
∫
s2σ−2−2α |P0u|2 e−
|x|2
4s dX ,
I(5) ≤ 1
4
∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX (3.116)
+Cδ2
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX ,
where C depends on λ and Λ only.
By (3.111)-(3.116) we have
1
2δ2
∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX ≤ C
δ2
(
eC0γ
)2α+ 32 ∫ s |∇gu|2g dX (3.117)
+C
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX + C
∫
s2σ−2−2α |P0u|2 e−
|x|2
4s dX ,
for every α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1×
[
a, 12γ
)
, where
C depends on λ and Λ only.
Now, by the inequality
|P0u| ≤ |Pu|+ C |∇gu|g + C
√
s
∣∣D2u∣∣ ,
where C depends on λ and Λ only and by (3.109) and (3.117) we obtain
B1 + 1
Cδ2
∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX (3.118)
+
1
C
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX +
(α+ 1)
C
∫
θ (γs)σ−2−2αu2e−
|x|2
4s dX
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≤ C
δ2
(
eC0γ
)2α+ 52 ∫ (u2 + s |∇gu|2g) dX + C ∫ s2σ−2−2α |Pu|2 e− |x|24s dX
C
∫ ∣∣D2u∣∣2 σ1−2αe− |x|24s dX + C ∫ s2σ−2−2α |∇gu|2g e− |x|24s dX ,
for every α ≥ 1, u ∈ C∞0 (Rn × [a,+∞)) such that supp u ⊂ B1×
[
a, 12γ
)
, where
C, C ≥ 1, depends on λ and Λ only.
Observing that θ (γs) ≥ γs
C
, whenever 0 < γs ≤ 1
2
, we obtain that, if δ is
small enough and α ≥ 1, the third and the fourth term at the right-hand side of
(3.118) are absorbed by the second and the third term at the left-hand side of
(3.118). Therefore there exists δ1 ∈ (0, δ0] such that for every δ ∈ (0, δ1], α ≥ 1
and u ∈ C∞0 (Rn × [a,+∞)) such that suppu ⊂ B1 ×
[
a, 12γ
)
, the following
inequality holds true
1
C
∫
sθ (γs)σ−2−2α |∇gu|2g e−
|x|2
4s dX (3.119)
+
(α+ 1)
C
∫
θ (γs)σ−2−2αu2e−
|x|2
4s dX
≤ C
δ2
(
eC0γ
)2α+2 ∫ (
u2 + s |∇gu|2g
)
dX + C
∫
s2σ−2−2α |Pu|2 e− |x|
2
4s dX − B1 ,
where C ≥ 1 depends on λ and Λ only.
Now for a fixed δ ∈ (0, δ1] and a ∈
(
0,
1
4γ
]
we estimate from above the term
−B1 at the right-hand side of (3.119).
We have
−B1 = −a2
∫
Rn
|(∇gu) (x, a) + (∇gφ) (x, a) u (x, a)|2g(.,a) e2φ(x,a)dx
+a2
∫
Rn
(
|(∇gφ) (x, a)|2g(.,a) − ∂sφ (x, a)−
1
2a
)
u2 (x, a) e2φ(x,a)dx .
Let ε ∈ (0, 1) be a number that we shall choose later. We get
−B1 ≤ −εa2
∫
Rn
|(∇gu) (x, a)|2g(.,a) e2φ(x,a)dx
+a2
∫
Rn
(
1
1− ε |(∇gφ) (x, a)|
2
g(.,a) − ∂sφ (x, a)−
1
2a
)
u2 (x, a) e2φ(x,a)dx.
Denote by η0 = min
{
1, 12Λ
}
. Let us choose ε = 14 , we have, for every x ∈ Bη0 ,
1
1− ε |(∇gφ) (x, a)|
2
g(.,a) − ∂sφ (x, a)−
1
2a
≤ 1
3
(2Λ |x| − 1) |x|
2
8a2
+
(α+ 1)σ′ (a)
σ (a)
≤ (α+ 1)
eC0σ (a)
.
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Therefore
−B1 ≤ −a
2
4
∫
Rn
|(∇g) (x, a)|2g(.,a) e2φ(x,a)dx+
(α+ 1) a2
eC0σ (a)
∫
Rn
u2 (x, a) e2φ(x,a)dx .
for every δ ∈ (0, δ1], a ∈
(
0,
1
4γ
]
, α ≥ 1 and u ∈ C∞0 (Rn × [a,+∞)) such that
suppu ⊂ Bη0 ×
[
a, 12γ
)
. This inequality and (3.119) give (3.75).
3.3 Two-sphere one-cylinder inequalities
In the present section and in the next two sections we shall prove some quanti-
tative estimates of unique continuation for the forward parabolic operator
Lu = ∂i
(
gij (x, t) ∂ju
)− ∂tu . (3.120)
Since such estimates are consequence of Theorem 3.2.3, for the sake of simplicity
it is better to present their proofs in terms of the ”backward” parabolic oper-
ators (3.62). On the contrary, since in the applications to the stability of the
inverse problem of Section 4 we shall use the quantitative estimates of unique
continuation for the ”forward” operator (3.120), we state such estimates with
the forward notation.
In order to prove next lemma we need some properties of the fundamental
solution Γ (x, s; y, τ) of the adjoint operator P ∗ = ∂i
(
gij (x, s) ∂ju
) − ∂su of
operator P appearing in (3.62). We refer to [16] for the definition and the
proofs of the properties of function Γ (x, s; y, τ). In what follows we recall some
properties of Γ (x, s; y, τ) that we shall use later on.
i) For every (y, τ) ∈ Rn+1, the function Γ (., .; y, τ) is a solution to the equation
P ∗ (Γ (., .; y, τ)) = 0 , in Rn × (τ,+∞) . (3.121)
ii) For every (x, s) , (y, τ) ∈ Rn+1 such that (x, s) 6= (y, τ) we have
Γ (x, s; y, τ) ≥ 0 (3.122)
and
Γ (x, s; y, τ) = 0 , for every s < τ . (3.123)
iii) There exists a constant C > 1 depending on λ (and n) only such that, for
every (x, s) , (y, τ) ∈ Rn+1, s > τ we have
C−1
(s− τ)n/2
e−
C|x−y|2
(s−τ) ≤ Γ (x, s; y, τ) ≤ C
(s− τ)n/2
e−
|x−y|2
C(s−τ) . (3.124)
iv) If u0 is a function on R
n continuous at a point y ∈ Rn which satisfies
e−µ|x|
2
u0 ∈ L2
(
R2
)
, for a positive number µ, then
lim
s→0+
∫
Rn
Γ (x, s; y, 0)u0 (x) dx = u0 (y) . (3.125)
Moreover by standard regularity results [104], [111] we have that, by (3.63) and
(3.64), for every (y, τ) ∈ Rn+1 the function Γ (., .; y, τ) belongs toH2,1loc
(
Rn+1 r {(y, τ)}).
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Lemma 3.3.1 Let P be operator (3.62) whose coefficients satisfy (3.63) and
(3.64). Assume that u ∈ H2,1 (B1 × (0, 1)) satisfies the inequality
|Pu| ≤ Λ (|∇u|+ |u|) , in B1 × [0, 1) . (3.126)
Then there exists a constant C, C > 1, depending on λ and Λ only such that
for every ρ0, ρ1, ρ2, T ∈
(
0,
1
2
]
satisfying ρ0 < ρ1 < ρ2 the following inequality
holds true∫
Bρ2
u2 (x, s) dx ≥ 1
C
∫
Bρ0
u2 (x, 0) dx , for every s ∈ [0, s0] , (3.127)
where
s0 = min
{
T,
(ρ1 − ρ0)2
C
[(
log
(
C˜N (u)
))
+
]−1}
, (3.128)
(here x+ = max {x, 0}),
N (u) =
∫
Bρ2×(0,2T ) u
2dX∫
Bρ0
u2 (x, 0) dx
, (3.129)
and
C˜ =
C (ρn2 − ρn1 ) ρn0
T (ρ1 − ρ0)n−1 (ρ2 − ρ1)2
. (3.130)
Proof. Let ρ1, ρ2 satisfy 0 < ρ1 < ρ2 ≤ 1 and let ϕ be a function belonging
to C20 (R
n) and satisfying 0 ≤ ϕ ≤ 1 in Rn, ϕ = 1 in Bρ1 , ϕ = 0 in Rn r Bρ2
and
(ρ2 − ρ1) |∇ϕ|+ (ρ2 − ρ1)2
∣∣D2ϕ∣∣ ≤ C , in Bρ2 rBρ1 , (3.131)
where C is an absolute constant.
Denote
v (x, t) = u (x, t)ϕ (x) .
By (3.63), (3.64), (3.126) and (3.131) we have
|Pv| ≤ C (|∇v|+ |v|+ EχBρ2rBρ1 ) , (3.132)
where
E = (ρ2 − ρ1)−2 ‖u‖L∞(Bρ2×(0,T )) + (ρ2 − ρ1)
−1 ‖∇u‖L∞(Bρ2×(0,T )) , (3.133)
where χBρ2\Bρ1 is the characteristic function of Bρ2 rBρ1 and C depends on λ
and Λ only.
Now, let ρ0 ∈ (0, ρ1) and let y be a fixed point of Bρ0 and denote by
H (s) =
∫
Rn
v2 (x, s) Γ (x, s; y, 0) dx , s > 0 . (3.134)
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By differentiating H we get
dH (s)
ds
= 2
∫
Rn
∂sv (x, s) v (x, s) Γ (x, s; y, 0)dx+
∫
Rn
v2 (x, s) ∂sΓ (x, s; y, 0)dx
(3.135)
= 2
∫
Rn
(Pv (x, s)) v (x, s) Γ (x, s; y, 0)dx+
∫
Rn
v2 (x, s) v (x, s) ∂sΓ (x, s; y, 0) dx
−2
∫
Rn
(∆gv) (x, s) v (x, s) Γ (x, s; y, 0)dx.
By the identity 2 (∆gv) v = ∆g
(
v2
) − 2 |∇gv|2g and integrating by parts we
obtain
2
∫
Rn
(∆gv) (x, s) v (x, s) Γ (x, s; y, 0) dx
=
∫
Rn
v2 (x, s)∆gΓ (x, s; y, 0)dx− 2
∫
Rn
|∇gv (x, s)|2g Γ (x, s; y, 0)dx.
By plugging the just obtained identity at the right-hand side of (3.135) and by
using (3.121) we have
dH (s)
ds
= 2
∫
Rn
(Pv (x, s)) v (x, s) Γ (x, s; y, 0)dx+2
∫
Rn
|∇gv (x, s)|2g Γ (x, s; y, 0)dx .
(3.136)
By using (3.132) in the identity (3.136) we get
dH (s)
ds
≥ +2
∫
Rn
|∇gv (x, s)|2g Γ (x, s; y, 0)dx (3.137)
−C
∫
Rn
|v (x, s)|
(
|∇gv (x, s)|g + |v (x, s)|+ EχBρ2\Bρ1
)
Γ (x, s; y, 0) dx,
where C depends on λ and Λ only.
By using the inequality 2ab ≤ a
2
ε
+ εb2 to estimate from below the right-hand
side of (3.137), we have
dH (s)
ds
≥ −CH (s)− E2
∫
Rn
χBρ2\Bρ1Γ (x, s; y, 0)dx , (3.138)
where C depends on λ and Λ only.
Since y ∈ Bρ0 , by (3.124) and (3.138) we have
dH (s)
ds
≥ −CH (s)− C1E2 (ρn2 − ρn1 )
e
− (ρ1−ρ0)24C1s
sn/2
, (3.139)
where C depends on λ and Λ only and C1 depends on λ only.
Now let us multiply both sides of (3.139) by eCs and integrate the obtained
inequality. We get, for every ε ∈ (0, T ) and s ∈ [ε, T ],
H (s) eCs ≥ H (ε) eCε − C1E2 (ρn2 − ρn1 )
∫ s
ε
eCτ−
(ρ1−ρ0)
2
4C1τ
τn/2
dτ . (3.140)
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By using (3.125) and passing to the limit as ε tends to 0 in the inequality (3.140),
we get
H (s) eCs ≥ u2 (y, 0)− C1E2 (ρn2 − ρn1 )
∫ s
ε
e
Cτ− (ρ1−ρ0)24C1τ
τn/2
dτ (3.141)
≥ u2 (y, 0)− C1E2 (ρ
n
2 − ρn1 )
(ρ1 − ρ0)n−1
e−
(ρ1−ρ0)
2
8C1s , for every s ∈ (0, T0] ,
where T0 = min
{
(ρ1−ρ0)2
16C1
, T
}
and C1 depend on λ only.
Now, integrating over Bρ0 the inequality (3.141) we obtain∫
Bρ0
dy
∫
Rn
v2 (x, s) Γ (x, s; y, 0) dx (3.142)
≥ 1
C
(∫
Bρ0
u2 (y, 0) dy − CE2 (ρ
n
2 − ρn1 ) ρn0
(ρ1 − ρ0)n−1
e−
(ρ1−ρ0)
2
Cs
)
,
where C, C > 1, depends on λ and Λ only.
On the other hand, by (3.124) we have∫
Bρ0
dy
∫
Rn
v2 (x, s) Γ (x, s; y, 0)dx (3.143)
≤
∫
Rn
(
v2 (x, s)
∫
Rn
Ce−
|x−y|2
4Cs
sn/2
dy
)
dx ≤ C′
∫
Bρ2
u2 (x, s) dx
and by standard regularity estimates we have
E2 ≤ C
(ρ2 − ρ1)2
1
ρ2T
∫
Bρ2×(0,2T )
u2dX , (3.144)
where C depends on λ and Λ only.
By (3.142), (3.143) and (3.144) we obtain, for every s ∈ (0, T0],∫
Bρ2
u2 (x, s) dx ≥ 1
C
∫
Bρ0
u2 (x, 0) dx− C3e−
(ρ1−ρ0)
2
Cs
∫
Bρ2×(0,2T )
u2dX ,
(3.145)
where
C3 =
C (ρn2 − ρn1 ) ρn0
T (ρ1 − ρ0)n−1 (ρ2 − ρ1)2
and C, C > 1, depends on λ and Λ only. By (3.145) we get (3.127).
Now let us introduce a notation which we shall use in Lemma 3.3.2 and in
Theorem 3.3.3 below.
Let α ≥ 1, a ≥ 0, k ≥ 0, ρ > 0 be given numbers. Denote
D(a)ρ =
{
(x, s) ∈ Rn × (0,+∞) : |x|
2
4α (s+ a)
+ log (s+ a) ≤ log ρ
2
4α
}
(3.146)
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and, for ρ > (4αa)1/2,
L(a)ρ = sup
{
(s+ a)
−(α+k)
e−
|x|2
4(s+a) : (x, s) ∈ D(a)2ρ rD(a)ρ
}
. (3.147)
Lemma 3.3.2 For any positive numbers α, a, k and ρ > 0 such that α ≥ 1
and ρ > (4αa)1/2 we have
L(a)ρ ≤ ck4α
(
α
ρ2
)α+k
, (3.148)
where ck depends on k only.
Proof. First notice that L
(a)
ρ ≤ L(0)ρ for every a ≥ 0, hence it is enough to
prove (3.148) for a = 0.
Now, for any fixed x ∈ Rn, the function s→ s−α−ke− |x|
2
4s attains the maxi-
mum when s = |x|
2
4(α+k) . Therefore in order to estimate L
(0)
ρ from above we need
to consider the intersction Γ of the paraboloid
{
(x, s) ∈ Rn+1 : s = |x|24(α+k)
}
with
the set D
(a)
2ρ rD
(a)
ρ . It is easy to check that the projection of Γ on the s-axis is
equal to the interval I =
(
ρ2
4αe1+(k/α)
, (2ρ)
2
4αe1+(k/α)
]
. Hence we have
L(0)ρ = sup
{
s−α−ke−α−k : s ∈ I}
≤ ek(k+1) (4αρ−2)α+k .

Theorem 3.3.3 (two-sphere one-cylinder inequality in the interior).
Let λ, Λ and R be positive numbers, with λ ∈ (0, 1] and t0 ∈ R. Let L be the
parabolic operator
L = ∂i
(
gij (x, t) ∂j
)− ∂t ,
where
{
gij (x, t)
}n
i,j=1
is a real symmetric n×n matrix. When ξ ∈ Rn, (x, t) , (y, τ) ∈
Rn+1 assume that
λ |ξ|2 ≤
n∑
i,j=1
gij (x, t) ξiξj ≤ λ−1 |ξ|2 (3.149)
and  n∑
i,j=1
(
gij (x, t)− gij (y, τ))2
1/2 ≤ Λ
R
(
|x− y|2 + |t− τ |
)1/2
. (3.150)
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Let u be a function belonging to H2,1
(
BR ×
(
t0 −R2, t0
))
which satisfies the
inequality
|Lu| ≤ Λ
( |∇u|
R
+
|u|
R2
)
, in BR ×
(
t0 −R2, t0
]
. (3.151)
Then there exist constants η1 ∈ (0, 1) and C, C ≥ 1, depending on λ and Λ only
such that for every r and ρ such that 0 < r ≤ ρ ≤ η1R we have∫
Bρ
u2 (x, t0) dx ≤ CR
ρ
(
R−2
∫
BR×(t0−R2,t0)
u2dX
)1−θ1 (∫
Br
u2 (x, t0) dx
)θ1
,
(3.152)
where
θ1 =
1
C log Rr
. (3.153)
Proof. Denoting u˜ (x, s) = u (x, t0 − s), g˜−1 (x, s) = g−1 (x, t0 − s), P =
∂i
(
g˜ij (x, s) ∂j
)
+∂s, by (3.151) it turns out that u˜ belongs toH
2,1
(
BR ×
(
0, R2
))
and satisfies the differential inequality
|P u˜| ≤ Λ
( |∇u˜|
R
+
|u˜|
R2
)
, in BR ×
[
0, R2
)
.
By scaling we have that inequality (3.152) is equivalent to
∫
Bρ
u˜2 (x, 0) dx ≤ C
ρ
 ∫
B1×(0,1)
u˜2dX

1−θ1 ∫
Br
u˜2 (x, 0) dx
θ1 ,
where θ1 =
1
C log 1r
. In what follows we drop the sign ”˜” over u and the matrix
g−1. First we consider the case gij (0, 0) = δij and we write the Carleman
estimate (3.75) in a slight different form which is more suitable for our purposes.
It is easy to check that, by (3.71) and by Cδ2
θ (γs)
s
≥ α, whenever 0 < γs ≤ 1
2
and by (3.75), we have
α2
∫
R
n+1
+
σ−αa u
2e−
|x|2
4(s+a) dX + α
∫
R
n+1
+
σ−αa |∇gu|2g e−
|x|2
4(s+a) dX (3.154)
≤ C
∫
R
n+1
+
(s+ a)
2
σ1−αa |Pu|2 e−
|x|2
4(s+a) dX+Cααα
∫
R
n+1
+
(
u2 + (s+ a) |∇gu|2g
)
dX
+Cασ−α (a)
∫
Rn
u2 (x, 0) e−
|x|2
4a dx .
for every α ≥ 2, 0 < a ≤ T1
α
and u ∈ C∞0 (Rn × [0,+∞)) such that supp u ⊂
Bη0 ×
[
0,
3T1
α
)
, where T1 =
δ21
3
, and η0, η0 ∈ (0, 1), C, C > 1, depend on λ and
Λ only (recall that η0 is defined in Theorem 3.2.3).
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By using Friedrichs density theorem we can apply Carleman estimate (3.154)
to the function v = uϕ, where ϕ is a function belonging to C∞0
(
Bη0 ×
[
0,
3T1
α
))
that we are going to define.
Let R0 = min
{√
T1,
√
eη0
}
, R1 ∈
(
0, R0
]
. For any α ≥ 2 denote
d1 = log
(R1/2)
2
4α
, d2 = log
R21
4α
.
Let ψ1 be the function which is equal to 0 in Rr [d1, d2] and such that ψ1 (τ) =
exp (d2−d1)
2
(d1−τ)(τ−d2) , if τ ∈ (d1, d2). Denote by ψ2 the function such that
ψ2 (τ) =
∫ d2
τ ψ1 (ξ) dξ∫ d2
d1
ψ1 (ξ) dξ
, if τ ∈ R .
It is easy to check that ψ2 (τ) = 1, for every τ ∈ (−∞, d1), ψ2 (τ) = 0, for every
τ ∈ (d2,+∞) and
|ψ′2 (τ)| ≤
C
d2 − d1 , |ψ
′′
2 (τ)| ≤
C
(d2 − d1)2
, if τ ∈ [d1, d2] , (3.155)
where C is an absolute constant. Notice that the right-hand side of inequalities
does not depend on α and R1.
Now, let us define
ϕ (x, s) = ψ2
(
|x|2
4α (s+ a)
+ log (s+ a)
)
, (3.156)
for every a ∈
(
0,
T1
α
]
and α ≥ 2.
It is easy to check that ϕ ∈ C∞0
(
Bη0 ×
[
0,
3T1
α
))
, ϕ = 1 for every (x, s) ∈
D
(a)
R1/2
and ϕ = 0 for every (x, s) ∈
(
Bη0 ×
[
0,
3T1
α
))
r D
(a)
R1
. Moreover by
(3.151) we have that the function v = uϕ satisfies the inequality
|Pv| ≤ Λ (|∇u|+ |u|)χ
D
(a)
R1
+ C
( |x| |∇gu|g
α (s+ a)
+
|u|
(s+ a)2
)
χ
D
(a)
R1
rD
(a)
R1/2
,
(3.157)
where C depends on λ and Λ only.
Now we apply inequality (3.154) to the function v. By (3.157) we obtain,
for every α ≥ 2,
α2
∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX + α
∫
D
(a)
R1/2
σ−αa |∇gu|2g e−
|x|2
4(s+a) dX (3.158)
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≤ C
∫
D
(a)
R1/2
σ1−αa u
2e−
|x|2
4(s+a) dX + C
∫
D
(a)
R1/2
σ1−αa |∇gu|2g e−
|x|2
4(s+a) dX
+C
∫
D
(a)
R1
rD
(a)
R1/2
σ1−αa
( |x|2 |∇gu|2g
α2 (s+ a)2
+
u2
(s+ a)4
)
e−
|x|2
4(s+a) dX + I ,
where
I = Cααα
∫
D
(a)
R1/2
{(
|x|2
α2 (s+ a)
2 + 1
)
u2 + |∇gu|2g
}
dX (3.159)
+Cα (σ (a))−α
∫
B1
v2 (x, 0) e−
|x|2
4a dx
and C, C > 1, depends on λ and Λ only.
Now, for α large enough, the first and the second integral at the right-hand side
of (3.158) obtained above can be absorbed by the left-hand side of (3.158) and
we have
α2
∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX (3.160)
≤ C
∫
D
(a)
R1
rD
(a)
R1/2
σ1−αa
( |x|2 |∇gu|2g
α2 (s+ a)2
+
u2
(s+ a)4
)
e−
|x|2
4(s+a) dX + I ,
for every α ≥ C, where C depends on λ and Λ only.
In order to estimate from above the first integral at the right-hand side of (3.160)
we use (3.71) and Lemma 3.3.2, so we get∫
D
(a)
R1
rD
(a)
R1/2
σ1−αa
( |x|2 |∇gu|2g
α2 (s+ a)
2 +
u2
(s+ a)
4
)
e−
|x|2
4(s+a) dX (3.161)
≤ Cα
∫
D
(a)
R1
rD
(a)
R1/2
(s+ a)
−α−3
(
|∇gu|2g + u2
)
e−
|x|2
4(s+a) dX
≤ C
′ααα
R
2(α+3)
1
∫
D
(a)
R1
rD
(a)
R1/2
(
|∇gu|2g + u2
)
dX ,
for every α ≥ C and every a ∈
(
0,
R21
16α
)
, where C, C > 1, and C′, C′ > 1,
depend on λ and Λ only.
By the inequality obtained in (3.161) and by (3.160) we have
α2
∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX (3.162)
≤ C
ααα
R
2(α+3)
1
∫
D
(a)
R1
rD
(a)
R1/2
(
|∇gu|2g + u2
)
dX + I ,
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for every α ≥ C and every a ∈
(
0,
R21
16α
)
, where C > 1 depends on λ and Λ
only.
Now we estimate from above the term I (defined in (3.159)) at the right-hand
side of (3.162). Concerning the first integral at the right-hand side of formula
(3.159) it is simple to check that∫
D
(a)
R1
{(
|x|2
α2 (s+ a)
2 + 1
)
u2 + |∇gu|2g
}
dX (3.163)
≤ C ‖u‖2
L∞
“
D
(a)
R1
” +
∫
D
(a)
R1
|∇gu|2g dX ,
for every α ≥ 1 , where C is an absolute constant. Concerning the second
integral at the right-hand side of (3.159) we have∫
B1
v2 (x, 0) e−
|x|2
4a dx ≤
∫
Br(a)
u2 (x, 0) dx , (3.164)
where
r (a) =
(
4αa log
R21
4αa
)1/2
.
By (3.162), (3.163) and (3.164) we have
α2
∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX (3.165)
≤ C
ααα
R
2(α+3)
1
(
‖u‖2
L∞
“
D
(a)
R1
” +
∫
D
(a)
R1
|∇gu|2g dX
)
+
Cα
aα
∫
Br(a)
u2 (x, 0) dx ,
for every α ≥ C and every a ∈
(
0,
R21
16α
)
, where C, C > 1, depends on λ and
Λ only.
Let r be a number in the interval
(
0, e−1/2R1
)
and, for every α ≥ C, let a belong
to
(
0, e−1
R21
4α
)
and such that
r (a) =
(
4αa log
R21
4αa
)1/2
= r . (3.166)
By asymptotic estimates of a we have
1
4eα
r2
(
log
R21
r2
)−1
≤ a ≤ 1
4α
r2
(
log
R21
r2
)−1
. (3.167)
Furthermore, using standard regularity estimates [111] we estimate from above
the first and the second integral at the right-hand side of (3.165) and we get
α2
∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX (3.168)
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≤ C
ααα
R
2(α+5)
1
∫
BR1×(0,R21)
u2dX +
Cα
aα
∫
Br
u2 (x, 0) dx ,
for every α ≥ C, where C, C > 1, depends on λ and Λ only.
Now we estimate from below the left-hand side of (3.168). Let ρ ∈
(
0,
R1
2
)
, by
(3.71) we have ∫
D
(a)
R1/2
σ−αa u
2e−
|x|2
4(s+a) dX (3.169)
≥
∫
D
(a)
ρ
σ−αa u
2e−
|x|2
4(s+a) dX ≥ 1
Cα
(
ρ2
4α
)−α ∫
D
(a)
ρ
u2dX ,
where C, C > 1, depends on λ and Λ only. By the inequalities obtained in
(3.167), (3.168) and (3.169) we have
α2
∫
D
(a)
ρ
u2dX ≤
(
Cρ2
)α
R
2(α+5)
1
∫
BR1×(0,R21)
u2dX (3.170)
+Cαρ2α
(
r2
(
log
R21
r2
)−1)−α ∫
Br
u2 (x, 0) dx ,
for every α ≥ C, where C, C > 1, depends on λ and Λ only.
Denote
t1 =
ρ2e−1
8α
− a , t2 = ρ
2e−1
8α
(
1 + e−1
)− a ,
Q = B ρ
2e1/2
× (t1, t2) ,
E =
(∫
BR1×(0,R21)
u2dX
)1/2
, ε =
(∫
Br
u2 (x, 0) dx
)1/2
.
Observing that for every ρ ∈
(
r
e1/2
,
R1
2
)
we have t2 > t1 > 0 and Q ⊂ D(a)ρ ,
inequality (3.170) gives
α2
∫
Q
u2dX ≤ (Cρ)
2α
R
2(α+5)
1
E2 +
(
Cρ
r (logR21/r
2)
−1/2
)2α
ε2 , (3.171)
for every α ≥ C, where C, C > 1, depends on λ and Λ only.
In order to estimate from below the left-hand side of inequality (3.171) we apply
Lemma 3.3.1. In doing so we choose ρ0 =
e−1/2ρ
4
, ρ1 =
3e−1ρ
8
, ρ2 =
e−1/2ρ
2
and T = ρ22. Let us denote
K =
(∫
Bρ0
u2 (x, 0) dx
)1/2
.
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We have that there exists a constant C0, C0 > 1, depending on λ and Λ only
such that if
α ≥ α0 := C0max
{
1, log
(
ρn−4E2
K2
)}
(3.172)
then∫
Q
u2dX =
∫ t2
t1
dt
∫
Bρ2
u2 (x, t) dx ≥ t2 − t1
C
∫
Bρ0
u2 (x, 0) dx =
ρ2
8αC
K2 .
(3.173)
By inequality (3.171) and (3.173) we get
ρ2K2 ≤ (Cρ)
2α
R
2(α+5)
1
E2 +
(
Cρ
r (logR21/r
2)
−1/2
)2α
ε2 , (3.174)
for every α ≥ α0 and every r, R1, ρ satisfying the relations R1 ∈
(
0, R0
]
, r ∈(
0, e−1/2R1
]
, ρ ∈
(
e1/2r,
R1
2
]
, where C > 1 depends on λ and Λ only.
Denote by
α1 =
log
(
E2ε−2
)
log (R21r
−2 log (R21r−2))
.
the following cases occur: i) α1 ≥ α0, ii) α1 < α0. If case i) occurs then we
choose in (3.174) α = α1 and we have
ρ2K2 ≤ 2
R101
E2(1−θ0)ε2θ0 , (3.175)
where
θ0 =
log
(
E2ρ−2/C
)
log (R21r
−2 log (R2r−2))
, (3.176)
where C, C > 1, depends on λ and Λ only.
Now consider case ii). We have either
α0 = C0 log
(
ρn−4E2
K2
)
≥ C0 , (3.177)
or
α0 = C0 ≤ C0 log
(
ρn−4E2
K2
)
, (3.178)
where C0 is the same constant which appears in (3.172). Let us introduce the
notation
θ˜0 =
1
C0 log (R21r
−2 log (R21r−2))
, θ1 =
1
C0 log
1
r
If (3.177) occurs then, recalling that α1 < α, we have trivially
θ1 log
(
E2
ε2
)
≤ log
(
ρn−4E2
K2
)
,
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hence
K2 ≤ E2(1−eθ0)ε2eθ0 . (3.179)
If (3.178) occurs then we have trivially
θ˜0 log
(
E2
ε2
)
≤ 1 ,
hence
E2θ1 ≤ eε2θ1 . (3.180)
On the other side, by standard regularity estimates for parabolic equations we
have
K2 ≤ C1
R21
E2 , (3.181)
where C1 depends on λ only. Therefore (3.180) and (3.181) yield
K2 ≤ C1
R21
E2 =
C1
R21
E2(1−
eθ0)E2eθ0 ≤ C1
R21
E2(1−
eθ0)ε2eθ0 . (3.182)
Now there exists a constant C, C > 1, depending on λ and Λ only such that if
ρ2 ≤ R21
e1/CC
then we have θ˜0 ≤ θ0. Therefore by (3.175), (3.179), (3.181) and
(3.182) we get
K2 ≤ C2
R51ρ
E2(1−
eθ0)ε2eθ0 , (3.183)
for every R1 ∈
(
0, R0
]
, r ∈ (0, e−1/2R1], ρ ∈ (e1/2r, R1
Ce1/(2C)
]
, where C2,
C2 > 1, depends on λ only.
In the case gij (0, 0) 6= δij we can consider a linear transformation S : Rn →
Rn, Sx =
{
Sijxj
}n
i=1
, such that, denoting g˜ij (y, t) = 1|detS|S
i
kg
kl
(
S−1y, t
)
Sjl
we have g˜ij (0, 0) = δij and
B̺/
√
λ ⊂ S (B̺) ⊂ B√λ̺ , for every ̺ > 0.
Therefore, by a change of variables, by using the inequality (3.183) and the
trivial inequality r2
(
log 1r2
)−1
> r3, for every r ∈ (0, 1) the thesis follows.
Corollary 3.3.4 (Spacelike strong unique continuation). Let u ∈ H2,1 (BR × (t0 −R2, t0))
satisfy inequality (3.151).
If for every k ∈ N we have∫
Br
u2 (x, t0) dx = O
(
r2k
)
, as r → 0, (3.184)
then
u (., t0) = 0 , in BR .
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Proof. Is the same of the proof of Corollary 3.1.7.
In order to state the theorem below we need to introduce some new notations.
Let E and R be positive numbers, t0 ∈ R and let ϕ : Rn−1×R→ R be a function
satisfying the conditions
ϕ (0, t0) = |∇x′ϕ (0, t0)| = 0 , (3.185)
‖ϕ‖
L∞(Qt0′R )
+R ‖∇x′ϕ‖L∞(Qt0′R )+R
2
∥∥D2x′ϕ∥∥L∞(Qt0′R )+R2 ‖∂sϕ‖L∞(Qt0′R ) ≤ ER ,
(3.186)
where Qt0′R = B
′
R ×
(
t0 −R2, t0
]
.
For any numbers ρ ∈ (0, R], τ ∈ (t0 −R2, t0], denote by
Qt0ρ,ϕ =
{
(x, s) ∈ Bρ ×
(
t0 − ρ2, t0
)
: xn > ϕ (x
′, s)
}
,
Qρ,ϕ (τ) = {x ∈ Bρ : xn > ϕ (x′, τ)} ,
Γt0ρ,ϕ =
{
(x, s) ∈ Bρ ×
(
t0 − ρ2, t0
)
: xn = ϕ (x
′, s)
}
.
Theorem 3.3.5 (two-sphere one-cylinder inequality at the boundary).
Let L be a second order parabolic operator as in Theorem 3.3.3. Let ϕ :
R
n−1 × R→ R be a function satisfying (3.185) and (3.186). Assume that
u ∈ H2,1 (QR,ϕ) satisfies the inequality
|Lu| ≤ Λ
( |∇u|
R
+
|u|
R2
)
, in QR,ϕ (3.187)
and
u (x, t) = 0, for every (x, t) ∈ Γt0R,ϕ . (3.188)
Then there exist constants η2 ∈ (0, 1) and C, C > 1, depending on λ, Λ and E
only such that for every r, ρ, 0 < r ≤ ρ ≤ η2R we have∫
Qρ,ϕ(t0)
u2 (x, t0) dx ≤ CR
2
ρ2
(
R−2
∫
Q
t0
R,ϕ
u2dX
)1−θ2 (∫
Qr,ϕ(t0)
u2 (x, t0) dx
)θ2
,
(3.189)
where
θ2 =
1
C log Rr
. (3.190)
For the sake of simplicity, here we give a proof of Theorem 3.3.5 with the
following additional condition on the matrix
{
gij (x, t)
}n
i,j=1
:
 n∑
i,j=1
(
gij (x, t)− gij (x, τ))2
1/2 ≤ Λ
R2
|t− τ | , (3.191)
for every (x, t) , (x, τ) ∈ Rn+1.
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Actually the additional condition (3.191) is really used to prove Theorem 4.0.3
(the stability result for the inverse problem). An outline of the proof of Theorem
3.3.5 (without condition (3.191)) is given in [60].
We need the following proposition proved [142].
Proposition 3.3.6 Let λ0 and Λ0 be positive numbers, with λ0 ∈ (0, 1]. Let
A (t) be a n × n symmetric real matrix whose entries are Lipschitz continuous
in R. Assume that
λ0 |ξ|2 ≤ A (t) ξ · ξ ≤ λ−10 |ξ|2 , for every ξ ∈ Rn and s ∈ R , (3.192)∣∣∣∣ ddsA (t)
∣∣∣∣ ≤ Λ0, a.e. in R. (3.193)
Denote by
√
A (t) the positive square root of A (t). We have∣∣∣∣ dds√A (t)
∣∣∣∣ ≤ 23/2λ−7/20 Λ0, a.e. in R. (3.194)
Proof of Theorem 3.3.5 with condition (3.191). Without loss of gen-
erality we assume that t0 = 0. Let us introduce the following notations. Let
ψ1 : R
n→ Rn and Φ1 : Rn+1→ Rn+1 be respectively the maps ψ1 (y, τ) =
(y′, yn + ϕ (y′, τ)) and Φ1 (y, τ) = (ψ1 (y, τ) , τ). We have Φ1 (y′, 0, τ) = (y′, ϕ (y′, τ) , τ),
for every y′ ∈ Rn−1, τ ∈ R. Furthermore, denoting R1 = R
1 + 2E
, by (3.186) we
have
Φ1
(
B+1 ×
(−R21, 0]) ⊂ Q0R,ϕ . (3.195)
Denote
g−11 (y, τ) =
(
∂ψ1 (y, τ)
∂y
)−1
g−1 (Φ1 (y, τ))
((
∂ψ1 (y, τ)
∂y
)−1)∗
,
(here ∂ψ1(y,τ)∂y is the Jacobian matrix of ψ1),
u1 (y, τ) = u (Φ1 (y, τ))
and
(L1u1) (y, τ) = div
(
g−11 (y, τ)∇yu1
)− ∂τu1.
We have
(Lu) (Φ1 (y, τ)) = (L1u1) (y, τ) +
(
∂ψ1 (y, τ)
∂τ
)∗((
∂ψ1 (y, τ)
∂y
)−1)∗
∇yu1.
By (3.149), (3.150), (3.186), (3.187), (3.191) and (3.195) we have that there
exist λ1 ∈ (0, 1], Λ1 > 0, λ1 depending on λ and E only and Λ1 depending on
λ, Λ and E only, such that, when (y, τ) , (z, s) ∈ Rn+1, ξ ∈ Rn, we have
λ1 |ξ|2 ≤
n∑
i,j=1
gij1 (y, τ) ξiξj ≤ λ−11 |ξ|2 , (3.196)
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 n∑
i,j=1
(
gij1 (y, τ)− gij1 (z, s)
)21/2 ≤ Λ1
R1
(
|y − z|2 + |τ − s|
)1/2
, (3.197)
 n∑
i,j=1
(
gij1 (y, τ)− gij1 (y, s)
)21/2 ≤ Λ1
R21
|τ − s| (3.198)
and
|L1u1| ≤ Λ1
( |∇u1|
R1
+
|u1|
R21
)
, in B+1 ×
(−R21, 0] . (3.199)
Furthermore
u1 (y
′, 0, τ) = 0, for every y′ ∈ B′R1 , τ ∈
(−R21, 0] . (3.200)
Now let H (τ) and S (τ) be respectively the positive square root of g1 (0, τ) and
the Lipschitz continuous rotation of Rn such that S (τ) en = vers (H (τ) en), for
every τ ∈ R. Denote
K (τ) = (H (τ))−1 S (τ) , g−12 (y˜, τ) = (K (τ))
−1 g−11 (K (τ) y˜, τ)
(
(K (τ))−1
)∗
,
u2 (y˜, τ) = u1 (K (τ) y˜, τ) , (L2u2) (y˜, τ) = div
(
g−12 (y˜, τ)∇eyu2
)− ∂τu2 .
We have
g−12 (0, τ) = In , for every τ ∈ R ,
(L1u1) (K (τ) y˜, τ) = (L2u2) (y˜, τ) + (K
′ (τ) y˜)K−1 (τ)∇eyu2 .
By (3.196)-(3.200) and by Proposition 3.3.6 we have that there exist λ2 ∈ (0, 1],
Λ2 > 0 and C > 1, λ2 depending on λ and E only and Λ2, C depending on λ, Λ
and E only such that we have, setting R2 =
R1
C , for every (y˜, τ) , (y˜∗, s) ∈ Rn+1,
ξ ∈ Rn,
λ2 |ξ|2 ≤
n∑
i,j=1
gij2 (y˜, τ) ξiξj ≤ λ−12 |ξ|2 , (3.201)
 n∑
i,j=1
(
gij2 (y˜, τ) − gij2 (y˜∗, s)
)21/2 ≤ Λ2
R2
(
|y˜ − y˜∗|2 + |τ − s|
)1/2
, (3.202)
 n∑
i,j=1
(
gij2 (y˜, τ) − gij2 (y˜∗, s)
)21/2 ≤ Λ2
R22
|τ − s| , (3.203)
|L2u2| ≤ Λ2
( |∇u2|
R2
+
|u2|
R22
)
, in B+2 ×
(−R22, 0] (3.204)
and
u2 (y˜
′, 0, τ) = 0, for every y˜′ ∈ B′R2 , τ ∈
(−R22, 0] . (3.205)
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For the sake of brevity we shall omit the sign ”˜” over y.
Now we adapt ideas in [1] to the case of time varying coefficients. Let ζ
be a function belonging to C∞0
(
Rn−1
)
and such that supp ζ ⊂ B′1, ζ ≥ 0 and∫
Rn−1
ζ (y′) dy′ = 1. Denote by ζ(n) the function y1−nn ζ
(
y′
yn
)
. Denote
β (z′, τ) = −g−12 (z′, 0, τ) en ,
wj (z
′, zn, τ) = zj − zn
(
ζ(n) ∗ βj (., τ)
)
(z′) , j = 1, ..., n− 1 ,
wn (z
′, zn, τ) = −zn
(
ζ(n) ∗ βn (., τ)
)
(z′) .
With ψ2 (., τ) : R
n→ Rn we denote the map whose components are defined as
follows, for each j = 1, ..., n
(ψ2)j (z
′, zn, τ) =
{
wj (z
′, zn, τ) , for zn ≥ 0,
4wj (z
′, zn, τ) − 3wj (z′, zn, τ) , for zn < 0.
It turns out that ψ2 is a C
1,1 function with respect to z and it is a Lipschitz
continuous function with respect to τ ∈ [0, R22). Moreover there exist constants
C1, C2, C3 ∈ [1,+∞) depending on λ, Λ and E only such that, setting ρ1 = R2C1 ,
ρ2 =
R2
C2
, we have, for every τ ∈ (−R22, 0],
i) ψ2 (z, τ) ∈ Bρ1 , for every z ∈ Bρ2 ,
ii) ψ2 (z
′, 0, τ) = (z′, 0), for every z′ ∈ B′ρ2 ,
iii) ψ2 (z, τ) ∈ B+ρ1 , for every z ∈ B+ρ2 ,
iv) C−13 |z − z∗| ≤ |ψ2 (z, τ)− ψ2 (z∗, τ)| ≤ C3 |z − z∗|, for every z, z∗ ∈ Bρ2 ,
v)
∣∣∣∂2ψ2(z,τ)∂zi∂zj ∣∣∣ ≤ C3, for every z ∈ Bρ2 ,
vi) C−13 ≤
∣∣∣det ∂ψ2(z,τ)∂z ∣∣∣ ≤ C3, for every z ∈ Bρ2 .
Let us denote
u3 (z, τ) = u2 (ψ2 (z, τ) , τ) , B (u3) =
(
∂ψ2 (z, τ)
∂τ
)∗((
∂ψ2 (z, τ)
∂z
)−1)∗
∇zu3 ,
g−13 (z, τ) =
(
∂ψ2 (z, τ)
∂y
)−1
g−12 (ψ2 (z, τ) , τ)
((
∂ψ2 (z, τ)
∂z
)−1)∗
, J (z, τ) =
∣∣∣∣det ∂ψ2 (z, τ)∂z
∣∣∣∣ .
We have, for every τ ∈ [0, R22) and z′ ∈ B′ρ2 ,
J (0, τ) g−13 (0, τ) = In ,
gnj3 (z
′, 0, τ) = gjn3 (z
′, 0, τ) = 0 , for j = 1, ..., n− 1.
Moreover by (3.201)-(3.203) we have that there exist λ3 ∈ (0, 1], Λ3 > 0 de-
pending on λ, Λ and E only such that for every (z, τ) , (z∗, s) ∈ B+ρ2 ×
[
0, ρ22
)
and every ξ ∈ Rn we have
λ3 |ξ|2 ≤
n∑
i,j=1
gij3 (z, τ) ξiξj ≤ λ−13 |ξ|2 ,
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 n∑
i,j=1
(
gij3 (z, τ)− gij3 (z∗, s)
)21/2 ≤ Λ3
R3
(
|z − z∗|2 + |τ − s|
)1/2
,
(L2u2) (ψ2 (z, τ) , τ) = (L3u3) (z, τ) +B (u3) , (3.206)
where
(L3u3) (z, τ) =
1
J (z, τ)
div
(
J (z, τ) g−13 (z, τ)∇zu3
)− ∂τu3 .
By (3.204) and (3.206) we have∣∣div (g−13 ∇zu3)− ∂τu3∣∣ ≤ C ( |∇u3|ρ2 + |u3|ρ22
)
, in B+ρ2 ×
[
0, ρ22
)
,
where C depends on λ, Λ and E only.
For every (z, τ) ∈ Bρ2 ×
(−ρ22, 0] , let us denote by g−13 (z, τ) = {gij3 (z, τ)}n
i,j=1
the symmetric matrix whose entries are given by
gij3 (z
′, zn, τ) = g
ij
3 (z
′, |zn| , τ) , if either 1 ≤ i, j ≤ n− 1 or i = j = n,
gnj3 (z
′, zn, τ) = g
jn
3 (z
′, zn, τ) = sgn (zn) g
jn
3 (z
′, |zn| , τ) , if 1 ≤ j ≤ n− 1.
It turns out that g−13 satisfies the same ellipticity condition and Lipschitz con-
dition as g−13 .
Denoting
v (z, τ) = sgn (zn)u3 (z
′, |zn| , τ) , for every (z, τ) ∈ Bρ2 ×
[
0, ρ22
)
,
we have that v belongs to H2,1
(
Bρ2 ×
(−ρ22, 0)) and satisfies the inequality∣∣div (g−13 ∇zu3)− ∂τu3∣∣ ≤ C ( |∇u3|ρ2 + |u3|ρ22
)
, in Bρ2 ×
(−ρ22, 0] ,
where C depends on λ, Λ and E only.
By Theorem 3.3.3 we have there exist constants η2 ∈ (0, 1) and C > 1 depending
on λ, Λ and E only such that for every 0 < r ≤ ρ ≤ η2ρ2 we have∫
Bρ
v2 (x, 0) dx ≤ Cρ
2
2
ρ2
(
ρ−22
∫
Bρ2×(−ρ22,0)
v2dX
)1−θ1 (∫
Br
v2 (x, 0) dx
)θ1
,
(3.207)
where
θ1 =
1
C log ρ2r
.
Now, denoting by ψ3 (z, τ) = ψ1 (Γ (τ)ψ2 (z, τ) , τ), we have for every ρ ∈ (0, ρ2)
and τ ∈ (−ρ22, 0]
QC−1ρ,ϕ (τ) ⊂ (ψ3 (., τ))
(
B+ρ
) ⊂ QCρ,ϕ (τ) , (3.208)
where C, C > 1, depends on λ, Λ and E only. By (3.207) and (3.208), by using
the change of variables x = ψ3 (z, τ), s = τ we obtain (3.189).
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3.4 Smallness propagation estimates
Let us introduce some notations that we shall use in Proposition 3.4.1 below.
Let α, δ and R be positive numbers such that α < π2 and δ ≤ 1. Let η1 ∈ (0, 1)
be defined in Theorem 3.3.3. Given X0 = (x0, t0) ∈ Rn+1 and ζ ∈ Rn, |ζ| = 1,
we denote
C (x0, ζ, α,R) =
{
x ∈ BR (x0) : (x− x0) · ζ|x− x0| > cosα
}
, (3.209)
S (X0, ζ, α, δ, R) =
{
(x, t) ∈ Rn+1 : x ∈ C (x0, ζ, α,R) , − (δ (x− x0) · ζ)2 < t− t0 ≤ 0
}
,
(3.210)
α1 = arcsin (min {sinα, δ (1− sinα)}) ,
µ1 =
R
1 + sinα1
, w1 = x0 + µ1ζ , ρ1 =
1
4
µ1η1 sinα1 ,
a =
1− 14η1 sinα1
1 + 14η1 sinα1
. (3.211)
Proposition 3.4.1 (smallness propagation estimate). Let us take posi-
tive numbers α, γ, δ,H and R such that α < π2 , γ ≤ 1 and δ ≤ 1. Let L be the
parabolic operator of Theorem 3.3.3. Assume that u, u ∈ H2,1loc (S (X0, ζ, α, δ, R)),
satisfies the differential inequality
|Lu| ≤ Λ
( |∇u|
R
+
|u|
R2
)
, in S (X0, ζ, α, δ, R) (3.212)
and
‖u‖L∞(S(X0,ζ,α,δ,R)) +Rγ [u (., t0)]γ,C(x0,ζ,α,R) ≤ H . (3.213)
Then, setting σ1 = ‖u (., t0)‖L∞(Bρ1(w1)) we have
|u (x0, t0)| ≤ CH
∣∣∣log σ1
eH
∣∣∣−B , (3.214)
where C depend on λ,Λ, α and γ only and
B =
|log a|
C1
, (3.215)
where a is given by (3.211) and C1, C1 > 0, depends on λ and Λ only.
Proof. With no loss of generality we can assume x0 = 0, t0 = 0, ζ = en.
Denote
µk = a
k−1µ1 , wk = µken , ρk = ak−1ρ1 , dk = µk−ρk = ak−1µ1 (1− η1 sinβ) ,
where a is defined by (3.211).
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It is simple to check that, for every k ≥ 1, the following inclusions hold true
Bρk+1 (wk+1) ⊂ B3ρk (wk) ⊂ B4η−11 ρk (wk) ⊂ C (0, en, β, R) , (3.216)
B4η−11 ρk
(wk)×
(−4η−11 ρk, 0] ⊂ S (0, en, α, δ, R) . (3.217)
For a number r, r ∈ (0, d1], to be chosen later, let k be the smallest positive
integer such that dk ≤ r. We have
|log (r/d1)|
|log a| ≤ k − 1 ≤
|log (r/d1)|
|log a| + 1. (3.218)
Denote
σj =
(∫
Bρj (wj)
u2 (x, 0) dx
)1/2
, j = 1, 2...k .
By Theorem 3.3.3, (3.216), (3.217) and since
σj+1 ≤
(∫
B3ρj (wj)
u2 (x, 0)dx
)1/2
, j = 1, 2...k − 1 ,
we obtain
σ2j+1 ≤ CH2(1−θ∗)σ2θ∗j , j = 1, 2...k − 1 , (3.219)
where S = S (0, en, α, δ, R),
θ∗ =
1
C0 log
4
η1
and C, C0, depend on λ and Λ only.
By iterating (3.219) we get
σ2
k
≤ C 11−θ∗H2
“
1−θk∗
”
σ
2θk∗
1 . (3.220)
Let us recall the following interpolation inequality
‖v‖L∞(Bρ) ≤ C
(∫
Bρ
v2dx
) γ
2γ+n
[v]
n
2γ+n
γ,Bρ
+
(
ρ−n
∫
Bρ
v2dx
)1/2 , (3.221)
where C is an absolute constant.
By (3.213) and (3.221) we have
‖u (., 0)‖
L∞
“
Bρ
k
(wk)
” ≤ CH n2γ+n σ
2γ
2γ+n
k
, (3.222)
where C depend on λ and Λ only.
Let us consider the point xr = ren. Noticing that x ∈ Bρk
(
wk
)
, by (3.213) and
(3.222) we have
|u (0, 0)| ≤ |u (xr, 0)− u (0, 0)|+ |u (xr , 0)| ≤ CH
((
r
d1
)γ
+
(σk
H
) 2γ
2γ+n
)
,
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where C depend on λ and Λ only.
From the above obtained inequality and by (3.220) we get
|u (0, 0)| ≤ CH
( r
d1
)γ
+
(σ1
H
) 2γθk∗
2γ+n
 , (3.223)
where C depend on λ, Λ and α only.
Let us choose
r = d1
∣∣∣∣log(e−1 (σ1H )
2γ
2γ+n
)∣∣∣∣−
|log a|
2|log θ∗|
.
By (3.218) and (3.223) we have
|u (0, 0)| ≤ CH
∣∣∣log( σ1
eH
)∣∣∣− |log a|2γ|log θ∗|
and we obtain(3.214) with B = |log a|2γ|log θ∗| .
3.5 Stability estimates from Cauchy data
We are given positive numbers R, T , E, λ and Λ such that λ ∈ (0, 1]. Let us
consider the following parabolic operator
Lu = ∂i
(
gij (x, t) ∂ju
)− ∂tu+ bi (x, t) ∂iu+ c (x, t) u , (3.224)
where
{
gij (x, t)
}n
i,j=1
is a real symmetric n×nmatrix. When ξ ∈ Rn (x, t) , (y, τ) ∈
Rn+1 assume that
λ |ξ|2 ≤
n∑
i,j=1
gij (x, t) ξiξj ≤ λ−1 |ξ|2 (3.225)
and  n∑
i,j=1
(
gij (x, t)− gij (y, τ))2
1/2 ≤ Λ
R
(
|x− y|2 + |t− τ |
)1/2
. (3.226)
Concerning bi (x, t), i = 1, ...n and c (x, t) we assume that
R
n∑
i=1
‖bi‖L∞(Rn+1) +R2 ‖c‖L∞(Rn+1) ≤ Λ . (3.227)
Let ϕ : Rn−1 × R→ R be a function satisfying the conditions
ϕ (0) = |∇x′ϕ (0)| = 0 , (3.228)
‖ϕ‖L∞(B′R) +R ‖∇x′ϕ‖L∞(B′R) +R
2
∥∥D2ϕ∥∥
L∞(B′R)
≤ ER . (3.229)
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For any positive numbers ρ and t0 denote by
Dρ,ϕ = {x ∈ Bρ : xn > ϕ (x′)} , Dt0ρ,ϕ = Dρ,ϕ × (0, t0) ,
Γρ,ϕ = {x ∈ Bρ : xn = ϕ (x′)} , Γt0ρ,ϕ = Γρ,ϕ × (0, t0) .
If x = (x′, ϕ (x′)), we denote by ν (x), or simply by ν, the unit vector of Rn−1
ν (x) =
(∇x′ϕ (x′) ,−1)√
1 + |∇x′ϕ (x′)|2
.
Theorem 3.5.1 Let L be the parabolic operator (3.224). Let u ∈ H2,1 (DTR,ϕ)
be a solution to the equation
Lu = 0, in DTR,ϕ . (3.230)
Let
ε := ‖u‖
H
3
2
, 3
4 (ΓTR,ϕ)
+R
∥∥gij∂juνi∥∥
H
1
2
, 1
4 (ΓTR,ϕ)
. (3.231)
We have that there exist constants C, η3 ∈ (0, 1), s1 ∈ (0, 1) depending on λ, Λ
and E only such that for every r ∈
(
0,min
{
R,
√
T
})
we have
‖u‖L2(Dη3r,ϕ×(r2,T )) ≤ C
(
εs1 ‖u‖1−s1
L2(DTR,ϕ)
+ ε
)
. (3.232)
If, in addition, u satisfies
u (x, 0) = 0 , in DR,ϕ , (3.233)
then we have, for every r ∈ (0, R],
‖u‖L2(DTη3r,ϕ) ≤ C
(
εs1 ‖u‖1−s1
L2(DTR,ϕ)
+ ε
)
, (3.234)
where C depends λ, Λ and E only.
Proof. By using the extension theorem in Sobolev spaces, [113], there exists
v ∈ H2,1 (DTR,ϕ) such that
v = u , gij∂jvνi = g
ij∂juνi , on Γ
T
R,ϕ (3.235)
and
‖v‖H2,1(DTR,ϕ) ≤ Cε , (3.236)
where C depends on E only. Let w = u − v. We have that w ∈ H2,1 (DTR,ϕ)
and w satisfies
Lw = −Lv, in DTR,ϕ , (3.237)
w = 0 , gij∂jwνi = 0 , on Γ
T
R,ϕ . (3.238)
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Define
f =
{ −Lv , in DTR,ϕ ,
0 , in (BR × (0, T ))rDTR,ϕ
and
w =
{
w , in DTR,ϕ ,
0 , in (BR × (0, T ))rDTR,ϕ.
Since w = gij∂jwνi = 0 , on Γ
T
R,ϕ, we have w ∈ H2,1 (BR × (0, T )) and w
satisfies
Lw = f , in BR × (0, T ) . (3.239)
Let z ∈ H2,1 (BR × (0, T )) be the solution to the following initial-boundary
value problem {
Lz = f , in BR × (0, T ) ,
z|∂p(BR×(0,T )) = 0 ,
(3.240)
where ∂p (BR × (0, T )) = (∂BR × (0, T ])∪(BR × {0}) is the parabolic boundary
of BR × (0, T ). We have by (3.236) and (3.240)
‖z‖H2,1(BR×(0,T )) ≤ C
∥∥f∥∥
L2(BR×(0,T )) ≤ C
′ε , (3.241)
where C and C′ depend on λ, Λ and E only. Denote by w1 the function w − z,
by (3.239) and (3.240) we have w1 ∈ H2,1 (BR × (0, T )) and
Lw1 = 0 , in BR × (0, T ) . (3.242)
Let r be any number belonging to
(
0,min
{
R,
√
T
}]
. Let us denote by r1 =
rmin
{
1
2 ,
1
E
}
, r2 = η1r1, r3 =
η1r1
4
, where η1 is defined as in Theorem 3.3.3.
Notice that, by (3.228) and (3.229) we have
Br3 (−r3en) ⊂ BR rDR,ϕ . (3.243)
Since Lw1 = 0 , in Br1 (−r3en) × (0, T ), by Theorem 3.3.3 we have, for every
t ∈ [r2, T ],
‖w1 (., t)‖2L2(Br2(−r3en)) (3.244)
≤ C ‖w1 (., t)‖2s1L2(Br3 (−r3en)) ‖w1 (., t)‖
2(1−s1)
L2(Br1(−r3en)×(0,T ))
,
where C and s1, s1 ∈ (0, 1), depend on λ and Λ only. By integrating both sides
of last inequality with respect to t over
(
r2, T
)
and by Ho¨lder inequality, we get
‖w1‖2L2(Br2 (−r3en)×(r2,T )) (3.245)
≤ C′ ‖w‖2s1
L2(Br3 (−r3en)×(r2,T ))
‖w1‖2(1−s1)L2(Br1(−r3en)×(0,T )) ,
where C depends on λ and Λ only.
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By (3.236), (3.241), the triangle inequality and recalling the definition of w we
have
‖w1‖L2(Br1 (−r3en)×(0,T )) ≤ ‖u‖L2(DTR,ϕ) + Cε , (3.246)
where C depends on λ, Λ and E only.
By (3.243) we have w1 = −z in Br3 (−r3en) × (0, T ), so using (3.241) we
have
‖w1‖L2(Br2(−r3en)×(r2,T )) ≤ Cε , (3.247)
where C depends on λ, Λ and E only.
Since D3r3,ϕ ⊂ Br2 (−r3en) ∩ DR,ϕ, using (3.236), (3.241) and the triangle
inequality we have
‖w1‖L2(Br2 (−r3en)×(r2,T )) ≥ ‖w1‖L2(D3r3,ϕ×(r2,T ))
= ‖u− v − z‖L2(D3r3,ϕ×(r2,T )) ≥ ‖u‖L2(D3r3,ϕ×(r2,T )) − Cε ,
therefore
‖u‖L2(D3r3,ϕ×(r2,T )) ≤ ‖w1‖L2(Br2(−r3en)×(r2,T )) + Cε , (3.248)
where C depend on λ, Λ and E only.
By (3.245), (3.246), (3.247) and (3.248) we obtain
‖u‖L2(D3r3,ϕ×(r2,T )) ≤ C
(
εs1 ‖u‖1−s1
L2(DTR,ϕ)
+ ε
)
,
where C depend on λ, Λ and E only, so (3.232) is proved.
To prove (3.234) we only need some slight variations of the previous proof.
Indeed, due to (3.233) we can choose the function v in such a way that, be-
sides (3.246) and (3.247), v satisfies v (., 0) = 0 on DR,ϕ. Therefore w1 ∈
H2,1 (BR × (0, T )) and
w1 (., 0) = 0 , in BR .
Now, considering the trivial extension w˜1 of w1 to BR × (−∞, T )
w˜1 =
{
w1 , in BR × (0, T ) ,
0 , in BR × (−∞, 0) ,
we have that w˜1 ∈ H2,1 (BR × (−∞, T )) and
Lw˜1 = 0, in BR × (−∞, T ) .
Therefore applying Theorem 3.3.3 to the function w˜1 we have that (3.244) holds
true for every t ∈ [0, T ]. Hence we can replace interval (r2, T ) with interval
(0, T ) in (3.245). Finally by definition of w1 we have
‖u‖L2(DT3r3,ϕ) ≤ C
(
εs1 ‖u‖1−s1
L2(DTR,ϕ)
+ ε
)
,
where C depend on λ, Λ and E only, so (3.234) is proved.
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4 Stability estimates for Dirichlet inverse prob-
lem with unknown time-varying boundaries
In this section {Ω (t)}t∈R will be a family of bounded domains in Rn, where T is a
given positive number. We shall suppose that the boundary of Ω ((−∞,+∞)) =⋃
t∈R
Ω (t) × {t} is sufficiently smooth, but for every t ∈ R a part I (t) of ∂Ω (t)
is not known. The inverse problem we are interested in determining I (t), for
every t ∈ (0, T ), by means of thermal measurements on the accessible part
A (t) := ∂Ω (t) r I (t). In what follows, for the sake of simplicity, we shall
assume that A (t) is not time varying, so we set A (t) = A. Given a nontrivial
function f on A× (0, T ), let us consider the following Cauchy-Dirichlet (direct)
problem 
div (κ (x, t, u)∇u)− ∂tu = 0, in Ω ((0, T )) ,
u = f , on A× (0, T ] ,
u = 0, on I ((0, T ]) ,
u (., 0) = u0, in Ω (0) ,
(4.1)
where κ (x, t, u) =
{
κij (x, t, u)
}n
i,j=1
denotes a known symmetric matrix which
satisfies a hypothesis of uniform ellipticity and some smothness conditions that
we shall specify below.
Assume that Ω (0) is known. Given an open portion Σ of ∂Ω (t) such that
Σ ⊂ A, we consider the inverse problems of determinig I (t), t ∈ (0, T ], from the
knowledge of κ (x, t, u)∇u · ν on Σ × [0, T ], where ν denotes the exterior unit
normal to Ω (t), for every t ∈ [0, T ].
i) A priori information on the domains Ω (t).
Given R0, M positive numbers, we assume
|Ω (t)| ≤MRn0 , for every t ∈ [0, T ] , (4.2)
here and below |Ω (t)| denotes the (n-dimensional) Lebesgue measure of Ω (t).
For every t ∈ [0, T ] we shall distinguish two nonempty parts A (t) = A, I (t) in
∂Ω (t) and we assume
I (t) ∪A = ∂Ω (t) , Int (I (t)) ∩ Int (A) = ∅ , I (t) ∩ A = ∂A = ∂I (t) . (4.3)
Here, interior and boundaries are intented in the relative topology in ∂Ω (t).
Concerning the regularity of ∂Ω ([0, T ]) we assume that, for a number β ∈
(0, 1) and a positive number E we have
∂Ω ([0, T ]) is a portion of ∂Ω ((−∞,+∞)) (4.4)
of class C2,β with constants R0, E
and also
A× [0, T ] , I ([0, T ]) are portions of ∂Ω ((−∞,+∞)) (4.5)
of class C2,β with constants R0, E.
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In addition we assume that there exist open portions Σ, Σ˜ within A such that
Σ ⊂ Σ˜ and there exists a point P0 ∈ Σ such that
∂Ω (t) ∩BR0 (P0) ⊂ Σ , for every t ∈ [0, T ] (4.6)
and
Σ˜ ∩ (I (t))R0 = ∅ , for every t ∈ [0, T ] , (4.7)
where (I (t))
R0 = {x ∈ ∂Ω (t) : dist (x, I (t)) < R0}.
Remark 4.0.2 Let t be any number in [0, T ]. Observe that (4.4) automatically
implies a lower bound on the diameter of every connected component of ∂Ω (t).
In addition, by combining (4.2) with (4.4), an upper bound of the diameter of
Ω (t). Note also that (4.2) and (4.4) implicitly comprise an a priori upper bound
on the number of connected components of ∂Ω (t).
ii) Assumptions about the initial and boundary data.
Let F0 be a given positive number and let F1 : [0, T ]→ [0,+∞) be a given
strictly increasing continuous function on [0, T ] such that F1 (0) = 0. We assume
the following conditions on the initial data u0 and the Dirichlet data f appearing
in problem (4.1)
u0 ∈ C2,β (Ω (0)) , u0 = 0 on I (0) , (4.8)
‖u0‖C2,β(Ω(0)) ≤ F0, (4.9)
f ∈ C2,β (A× (0, T )) , (4.10)
f (., 0) = u0 (.) on A, (4.11)
supp f (., t) ⊂ Σ˜, for every t ∈ [0, T ] , (4.12)
‖f‖C2,β(A×(0,T )) ≤ F0, (4.13)
‖f (., t)‖L∞(A) ≥ F1 (t) , for every t ∈ [0, T ] . (4.14)
iii) Assumptions on the thermal conductivity κ.
The thermal conductivity κ is assumed to be a given function from Rn ×
R× R with values n× n matrices satisfying the following conditions. For given
constants λ0, Λ0, λ0 ∈ (0, 1], Λ0 ≥ 0, we have, for every ξ ∈ Rn and (x, t, z) ∈
Rn × R× R,
λ0 |ξ|2 ≤ κ (x, t, z) ξ · ξ ≤ λ−10 |ξ|2 , (4.15)
R0 ‖∇xκ‖L∞(Rn+2) +R20 ‖∂tκ‖L∞(Rn+2) +
∥∥∂2uκ∥∥L∞(Rn+2) ≤ Λ0 . (4.16)
In the sequel we shall refer to the set
{
λ0,Λ0, E,M, F0, β, R
2
0T
−1, F1 (.)
}
as to
the a priori data.
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Theorem 4.0.3 Let {Ω1 (t)}t∈R, {Ω2 (t)}t∈R be two families of domains satis-
fying (4.2), (4.4). For any i = 1, 2 and any t ∈ [0, T ] let Ai (t), Ii (t) satisfying
(4.3) and (4.5), be the accessible and inaccessible part of ∂Ωi (t), respectively.
Assume that for any t ∈ [0, T ] A1 (t) = A2 (t) = A and that Ω1 (t) and Ω2 (t) lie
on the same side of A. Let us take Σ, Σ˜ such that Σ ⊂ Σ˜ ⊂ A satisfying (4.7).
Assume that
Ω1 (0) = Ω2 (0) . (4.17)
Let u0 ∈ C2,β (Ω1 (0)) and f ∈ C2,β (A× (0, T )) satisfy (4.8)-(4.14). Let us
assume that (4.15) and (4.16) are satisfied and let ui ∈ C2,β (Ωi ([0, T ])) be the
solution to (4.1) when Ω ([0, T ]) = Ωi ([0, T ]), i = 1, 2.
If, given ε > 0, we have
R0 ‖κ1∇u1 · ν − κ2∇u2 · ν‖L2(Σ×(0,T )) ≤ ε , (4.18)
where κi = κ (x, t, ui (x, t)), i = 1, 2, then we have
sup
t∈[τ,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0C1 (τ) |log ε|−
1
C2(τ) , (4.19)
for every τ ∈ (0, T ] and ε ∈ (0, 1), where C1 (τ) and C2 (τ) are positive constants
depending on τ, λ0,Λ0, E,M, F0, β, R
2
0T
−1 and F1 (.) only.
Here dH denotes the Hausdorff distance, namely for every t ∈ [0, T ]
dH
(
Ω1 (t),Ω2 (t)
)
= max
{
sup
x∈Ω1(t)
dist
(
x,Ω2 (t)
)
, sup
x∈Ω2(t)
dist
(
x,Ω1 (t)
)}
.
4.1 Proof of Theorem 4.0.3
Here and in the sequel we shall denote, for any t ∈ R, by G (t) the connected
component of Ω1 (t) ∩Ω2 (t) such that Σ˜ ⊂ G (t).
From regularity estimates for solutions to the Cauchy-Dirichlet problem for
parabolic equations [111], we have
‖ui‖C2,β(Ωi([0,T ])) ≤ H , (4.20)
whereH is a positive constant depending on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
The proof of Theorem 4.0.3 is obtained from a sequence of propositions.
In the present section we give the statement of such propositions in the next
section we shall prove them.
Proposition 4.1.1 (Stability estimates of continuation from Cauchy
data). Let the hypotheses of Theorem 4.0.3 be satisfied. We have∫
Ωi(t)rG(t)
u2i (x, t) dx ≤ Rn0H2ω
( ε
H
)
, i = 1, 2, t ∈ [0, T ] , (4.21)
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where ω is an increasing continuous function on [0,+∞) which satisfies
ω (s) ≤ C (log |log s|)− 1n , for every s ∈ (0, e−1) (4.22)
and C depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Proposition 4.1.2 (Improved stability estimate of continuation from
Cauchy data). Let the hypotheses of Proposition 4.1.1 satisfied and, in addi-
tion let us assume that there exist L > 0 and ρ0 ∈ (0, R0] such that, for any
t ∈ [0, T ], ∂G (t) is of Lipschitz class with constants ρ0, L. Then (4.21) holds
with ω satisfying
ω (s) ≤ C |log s|− 1C , for every s ∈ (0, 1) , (4.23)
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Proposition 4.1.3 (Lipschitz stability estimate of continuation from
the interior). Let {Ω (t)}t∈R be a family of domains satisfying (4.2), (4.3),
(4.4) and (4.5). Let u0 ∈ C2,β (Ω (0)) satisfy (4.8) and (4.9). Let f ∈ C2,β (A× (0, T ))
satisfy (4.11)-(4.14). Assume that (4.15) and (4.16) are satisfied and let u ∈
C2,β (Ω ([0, T ])) be the solution to (4.1).
For every ρ > 0, every t ∈ [0, T ] and every z ∈ (Ω (t))2ρ we have∫
Bρ(z)
u2 (x, t) dx (4.24)
≥ H2ρn exp
−e CRn0min{tn/2,ρn} (F1 (t)
H
) CR0
min{t1/2,ρ}
 ,
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
In what follows we need this definition.
Definition 4.1.4 (relative graphs). We shall say that two bounded domains
Ω1 and Ω2 in R
n of class C1,β with constants R0, E are relative graphs if for
any P ∈ ∂Ω1 there exists a rigid transformation of coordinates under which we
have P ≡ 0 and there exist ϕP,1, ϕP,2 ∈ C1,β
(
B′r0 (0)
)
, where
r0
R0
≤ 1 depends
on E and β only, satisfying the following conditions
i) ϕP,1 (0) = 0 , |ϕP,2 (0)| ≤ r0
2
,
ii) ‖ϕP,i‖C1,β(B′r0 (0)) ≤ ER0,
iii) Ωi ∩Br0 (0) = {x ∈ Br0 (0) : xn > ϕP,i (x′)}, i = 1, 2.
We shall denote
γ (Ω1,Ω2) = sup
P∈∂Ω1
‖ϕP,1 − ϕP,2‖L∞(B′r0 (0)) . (4.25)
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Proposition 4.1.5 Let Ω1 and Ω2 be two domains in R
n of class C1,β with
constants R0, E and satisfying |Ωi| ≤ MRn0 . Assume that Ω1 and Ω2 are rela-
tive graphs. Then there exists a C1,β diffeomorphism Φ : Rn → Rn such that
Φ (Ω2) = Ω1 and
‖Φ− Id‖L∞(Rn) ≤ Cγ (Ω1,Ω2) , (4.26)
where C depends on E,M and β only.
Proposition 4.1.6 Let {Ω1 (t)}t∈R and {Ω2 (t)}t∈R be two families of domains
satisfying (4.2), (4.4). We have, for every t, τ ∈ [0, T ],∣∣∣dH (Ω1 (t),Ω2 (t))− dH (Ω1 (τ),Ω2 (τ))∣∣∣ ≤ C |t− τ |
R0
, (4.27)
where C depends on E,M and β only.
Definition 4.1.7 (modified distance). Let Ω1 and Ω2 be bounded domains
in Rn. We call modified distance between Ω1 and Ω2 the number
dm (Ω1,Ω2) = max
{
sup
x∈∂Ω1
dist
(
x,Ω2
)
, sup
x∈∂Ω2
dist
(
x,Ω1
)}
. (4.28)
Notice that
dm (Ω1,Ω2) ≤ dH
(
Ω1,Ω2
)
, (4.29)
but, in general, the reverse inequality does not hold as the following example
makes clear: Ω1 = B1 (0), Ω2 = B1 (0)rB1/2 (0). In this case dm (Ω1,Ω2) = 0,
whereas dH (Ω1,Ω2) =
1
2
. However, the following proposition holds true, [5].
Proposition 4.1.8 Let Ω1 and Ω2 be bounded domains in R
n of class C1,β
with constants R0, E and satisfying |Ωi| ≤ MRn0 . There exist numbers d0,
ρ0 ∈ (0, R0] such that d0
R0
and
ρ0
R0
depend on β and E only, such that if we have
dH
(
Ω1,Ω2
) ≤ d0, (4.30)
then the following facts hold true
i) Ω1 and Ω2 are relative graphs and
γ (Ω1,Ω2) ≤ CdH
(
Ω1,Ω2
)
, (4.31)
where C depends β and E only,
ii) there exists an absolute positive constant c such that
dH
(
Ω1,Ω2
) ≤ cdm (Ω1,Ω2) , (4.32)
iii) any connected component of Ω1 ∩ Ω2 has boundary of Lipschitz class with
constants ρ0, L, where ρ0 is as above and L > 0 depends on E only.
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Proof of Theorem 4.0.3. For the sake of simplicity we denote, for any
t ∈ [0, T ], d (t) = dH
(
Ω1 (t),Ω2 (t)
)
and dm (t) = dm (Ω1 (t) ,Ω2 (t)). We will
prove that denoting
σ = R−n0 max
{
sup
t∈[0,T ]
∫
Ω1(t)rG(t)
u21 (x, t) dx, sup
t∈[0,T ]
∫
Ω2(t)rG(t)
u22 (x, t) dx
}
,
(4.33)
we have
dm (t) ≤ CR
n+1
0
b (t)min
{
tn/2, Rn0
} ( σ
MH2
) 1
log C
b(t) (4.34)
and
d (t) ≤ CR
n+2
0
b (t)min
{
t(n+1)/2, Rn+10
} ( σ
MH2
) 1
log C
b(t) , (4.35)
where
b (t) = exp
−e CRn0min{tn/2,Rn0} (F1 (t)
H
)− CR0
min{t1/2,R0}
 (4.36)
and C is a constant depending on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
First we prove (4.34). Let t ∈ [0, T ] be fixed. Let us assume, without loss
of generality, that there exists x0 ∈ I1 (t) ⊂ ∂Ω1 (t) such that dist (x0,Ω2 (t)) =
dm (t). By (4.33) we have∫
Ω1(t)∩Bdm(t)(x0)
u21 (x, t) dx ≤ Rn0σ . (4.37)
Let η2 ∈ (0, 1) be defined in Theorem 3.3.3, η2 depends on λ0,Λ0, E,M, F0, β
and R20T
−1 only. Let us denote R (t) = min
{
t1/2, R0
}
. We distinguish two
cases. If dm (t) ≥ η2R (t)
2
, let d (t) = η2R(t)
2(1+
√
1+E2)
, x (t) = x0 − νd (t)
√
1 + E2,
where ν denotes the outer unit normal to Ω1 (t) at x0. We have
Bd(t) (x (t)) ⊂ Ω1 (t) ∩B η2R(t)
2
(x0) , dist
(
Bd(t) (x (t)) , ∂Ω1 (t)
)
≥ d (t) .
(4.38)
By Proposition 4.1.3, (4.33) and (4.38) we obtain
σ ≥ R−n0
∫
Ω1(t)∩B η2R(t)
2
(x0)
u21 (x, t) dx ≥
H2Rn (t)
CRn0
b (t) , (4.39)
where b (t) is defined by (4.36) and C, C > 1, depends on λ0,Λ0, E,M, F0, β
and R20T
−1 only. Since it is evident that dm (t) ≤ CR0, where C depends on
E and M only, by (4.39) we have
dm (t) ≤ CR
n+1
0
Rn (t) b (t)
σ
H2
, (4.40)
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where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Otherwise, if dm (t) <
η2R (t)
2
, let us apply Theorem 3.3.5 with r = dm (t),
ρ =
η2R (t)
2
, R = R (t) and by (4.37) we have
∫
Ω1(t)∩B η2R(t)
2
(x0)
u21 (x, t) dx ≤ CH2Rn (t)
(
Rn0σ
Rn (t)H2
) 1
C log
R(t)
dm(t) , (4.41)
and C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
By (4.41) and Proposition 4.1.3, taking into account that σ < MH2, we have
dm (t) ≤MR (t)
(
Rn0σ
MH2Rn0
) 1
C log
R(t)
dm(t) , (4.42)
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. By (4.40) and
(4.42) we have that dm (t) satisfies (4.34).
Now we prove (4.35). Without loss of generality, we may assume that
there exists y0 ∈ Ω1 (t) such that dist
(
y0,Ω2 (t)
)
= d (t). Denoting δ (t) =
dist (y0, ∂Ω1 (t)), let us distinguish the following three cases:
i) δ (t) ≤ 12d (t),
ii) 12d (t) < δ (t) ≤ 12d0,
iii) δ (t) > max
{
1
2d (t) ,
1
2d0
}
,
where d0 is the number introduced in Proposition 4.1.8.
If case i) occurs, let z0 ∈ ∂Ω1 (t) be such that |y0 − z0| = δ (t). We have
dm (t) ≥ dist
(
z0,Ω2 (t)
)
≥ dist
(
y0,Ω2 (t)
)
− |y0 − z0| = d (t)− δ (t) ≥ δ (t) ,
hence δ (t) ≤ dm (t) and d (t) − δ (t) ≤ dm (t). Therefore d (t) ≤ 2dm (t) and by
(4.34) we have (4.35).
If case ii) occurs then d (t) < d0 and Proposition 4.1.8 applies, hence by
(4.32) we have that d (t) ≤ cdm (t), where c is an absolute constant, therefore
d (t) satisfies (4.35).
If case iii) occurs, let us denote R1 (t) = min
{
d0√
2E
, R (t)
}
and d1 (t) =
min
{
d(t)
2 ,
η1R1(t)
2
}
, where η1 ∈ (0, 1) has been introduced in Theorem 3.3.3 and
depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
We have
Bd1(t) (y0) ⊂ Ω1 (t)r Ω2 (t) (4.43)
and
BR1(t) (y0)×
(
t−R21 (t) , t
] ⊂ Ω1 ((0, t]) . (4.44)
Now let us apply Therem 3.3.3 with r = d1 (t), ρ = η1R (t), R = R1 (t). By
(4.37), (4.43) and (4.44) we have∫
Bη1R(t)(y0)
u21 (x, t) dx ≤ CH2Rn1 (t)
(
Rn0σ
Rn1 (t)H
2
) 1
C log
R1(t)
d1(t) , (4.45)
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where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. By (4.45) and
Proposition 4.1.3 we have (4.35).
Let us introduce some notation. Let T0 = min
{
R20, T
}
,
ψ (µ) = exp
(
µ−1/2 log
‖F1‖L∞(0,T )
F (T0µ)
+ µ−n/2 log
(‖F1‖L∞(0,T )
H
+ 2
))
, µ ∈ (0, 1]
and let Ψ0 = inf
(0,1]
ψ, notice Ψ0 ≥ 1.
By (4.35) and Proposition 4.1.6 we have
sup
t∈[0,T ]
d (t) ≤ R0
(
e(ψ(µ))
C1
( σ
MH2
)(ψ(µ))−C1
+ µ
)
, for every µ ∈ (0, 1] ,
(4.46)
where C1, C1 > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Now, if
∣∣log ( σMH2 )∣∣ > (2Ψ0)C1 , then we choose
µ = µ (σ) :=
(
ψ−1
(∣∣∣log( σ
MH2
)∣∣∣)) 14C1
at the right-hand side of (4.46) (here ψ−1 is the inverse of function ψ). Otherwise
the left-hand side of (4.46) can be easily estimated from above as follows
sup
t∈[0,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ sup
t∈[0,T ]
(diam (Ω1 (t)) + diam (Ω2 (t))) ≤ C2e(2Ψ0)C1 σ
MH2
,
(here diam(Ωi (t)) denotes the diameter of Ωi (t), i = 1, 2) where C2 depends on
λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. Therefore, denoting
a = e−(2Ψ0)
C1
MH2 , m0 = 1− (2Ψ0)−
C1
2
and
φ (s) =
{
µ (s) + exp
(
−m0
∣∣log ( sMH2 )∣∣3/4) , if s ∈ (0, a) ,
C2a
−1s , if s ∈ [a,+∞) ,
(4.47)
(notice that m0 > 0) we have
sup
t∈[0,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0φ (σ) . (4.48)
By (4.48) and Proposition 4.1.1 we have, for every ε ∈ (0, He−1),
sup
t∈[0,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0φ
(
1
M
(
log
∣∣∣log ε
H
∣∣∣)−1/n) . (4.49)
Now, let us define
ε˜0 = sup
{
τ ∈ (0, e−1) : φ( 1
M
(log |log τ |)−1/n
)
≤ d0
R0
}
.
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By Proposition 4.1.8 we have that, if ε ∈ (0, ε˜0H ], there exist ρ0 ∈ (0, R0] and
L > 0, ρ0R0 and L depending on E only, such that ∂G (t) is of Lipschitz class of
constants ρ0, L. Therefore by Proposition 4.1.2 and (4.35) we have
d (t) ≤ CR
n+2
0
b (t)min
{
t(n+1)/2, Rn+10
} (C ∣∣∣log ε
H
∣∣∣−1/C) 1log Cb(t) ,
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Otherwise, if ε > ε˜0H , we have trivially
d (t) ≤ C′ ε
ε˜0H
,
where C′ depends on E and M only, and (4.19) follows.
4.2 Proofs of Propositions 4.1.1, 4.1.2, 4.1.3, 4.1.5, 4.1.6
Proof of Proposition 4.1.1. Let us introduce the following notation
u = u1 − u2 , in G ((0, T )) ,
b (x, t) = −∂uκ (x, t, u1 (x, t))∇u2 (x, t) , in G ((0, T )) ,
c (x, t) = −
∫ 1
0
∂2uκ (x, t, u1 (x, t) + τu (x, t))∇u2 (x, t) · ∇u2 (x, t) dτ
−
∫ 1
0
tr
(
∂uκ (x, t, u1 (x, t) + τu (x, t))D
2u2 (x, t)
)
dτ , in G ((0, T )) .
Denoting κ1 (x, t) = κ (x, t, u1 (x, t)), we have that the function u satisfies the
equation
div (κ1 (x, t)∇u)− ∂tu+ b (x, t) · ∇u+ c (x, t)u = 0 , in G ((0, T )) (4.50)
and the following Cauchy conditions
u = 0 , on Σ× (0, T ) , (4.51)
‖κ1∇u · ν‖L2(Σ×(0,T )) ≤
ε
R0
. (4.52)
Moreover
u (., 0) = 0 , on G (0) . (4.53)
Now, let us recall the interpolation inequality
‖g‖
H
1
2
, 1
4 (Σ×(0,T )) ≤ C ‖g‖
µ
L2(Σ×(0,T )) ‖g‖1−µC0,1(Σ×(0,T )) , (4.54)
where µ = 11+n and C depends on E and R
2
0T
−1 only.
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By (4.20), (4.52) and (4.54) we have
‖κ1∇u · ν‖
H
1
2
, 1
4 (Σ×(0,T )) ≤ Cε
µH1−µ , (4.55)
where C depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
In order to apply Theorem 3.5.1 notice that by (4.20) we have
R0 ‖b‖L∞(G((0,T ))) +R20 ‖c‖L∞(G((0,T ))) ≤ C ,
where C depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Let us denote R1 =
η3R0
1+(1+E2)1/2
, P1 = P0 − ν
(
1 + E2
)1/2
R1, where η3 ∈
(0, 1), defined in Theorem 3.5.1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Notice (BR0 (P0)× (0, T )) ∩ G ((0, T )) ⊂ BR1 (P1) × (0, T ). By (3.234), (4.20),
(4.50), (4.51) (4.55) and the local boundedness estimate, [111], we have
‖u‖L∞(BR1/2(P1)×(0,T )) ≤ Cε
µs1H1−µs1 , (4.56)
where s1 ∈ (0, 1), defined in Theorem 3.5.1, and C depends on λ0,Λ0, E,M, F0, β
and R20T
−1 only.
Let τ ∈ (0, T ], let r0 ∈
(
0, R12
]
and denote by
Σ˜ir0 (τ) =
{
x ∈ Ωi (τ) : dist
(
x, Σ˜
)
= dist (x, ∂Ωi (τ)) = r0
}
, i = 1, 2.
Notice that Σ˜1r0 (τ) = Σ˜
2
r0 (τ) and that Σ˜
i
r0 (τ) does not really depend on τ .
Let Vr0 (τ) be the connected component of (Ω1 (τ))r0 ∩ (Ω2 (τ))r0 whose closure
contains Σ˜1r0 (τ), we have BR1 (P1) ⊂ Vr0 (τ). Now it is easy to check that if
r0 ∈ (0, r0], where r0 = min
{
R1
2 ,
R30E
2T ,
2T
ER0
}
, then for every x ∈ Vr0 (τ) we have
Br0/2 (x)×
(
τ −
(r0
2
)2
, τ
]
⊂ Ω1 ((−∞, τ ]) ∩ Ω2 ((−∞, τ ]) . (4.57)
Let r0 ∈ (0, r0] and let x ∈ Vr0 (τ) be such that |u (x, τ)| = max
Vr0(τ)
|u (., τ)|.
Denote by ρ0 =
η1
6 r0, where η1 ∈ (0, 1) is defined in Theorem 3.3.3 and depends
on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. Let γ be an arc in Vr0 (τ) joining x to
P1. Let us define xi, i = 1, ...,m as follows: x1 = P1, xi+1 = γ (ti), where ti =
max {t : |γ (t)− xi| = 2ρ0} if |xi − x| > 2ρ0, otherwise let i = m and stop the
process. By construction the balls Bρ0 (xi) are pairwise disjoint, |xi+1 − xi| =
2ρ0, for i = 1, ...,m− 1, |xm − x| ≤ 2ρ0. Hence we have m ≤ C0
(
R0
r0
)n
, where
C0 depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. By an iterated application
of the two-sphere one-cylinder inequality (3.152) to the trivial extension u˜ of u
(i.e. u˜ (., t) = 0 if t < 0) with R = r02 , ρ = 3ρ0, r = ρ0, over the chain of balls
Bρ0 (xi), and by (4.20), (4.56) and (4.57), we have(
ρ−n0
∫
Bρ0 (x)
u2 (x, τ) dx
)1/2
≤ Cεµs1sm2 H1−µs1sm2 , (4.58)
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where s1, s2 ∈ (0, 1) and C depend on λ0,Λ0, E,M, F0, β and R20T−1 only.
Let us recall the following interpolation inequality
‖v‖L∞(Bρ) ≤ c
(
‖v‖L∞(Bρ) + ρ ‖∇v‖L∞(Bρ)
) n
n+2
(
ρ−n
∫
Bρ
v2
) 2
n+2
, (4.59)
where c is an absolute constant.
By (4.20), (4.56), (4.58) and (4.59) we have
‖u (.τ)‖L∞(Bρ0 (x)) ≤ Cε
es1sm2 H1−es1sm2 , (4.60)
where s˜1 =
2s1µ
n+2 and C depend on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
By (4.60) we obtain
‖u (.τ)‖L∞(Vr0 (τ)) ≤ Cε
es1sm2 H1−es1sm2 , for every τ ∈ [0, T ] , (4.61)
where s˜1, s2 and C are the same of (4.60).
We have, for every τ ∈ [0, T ],
Ω1 (τ) rG (τ) ⊂
((
Ω1 (τ) r (Ω1 (τ))r0
)
rG (τ)
) ∪ ωr0 (τ) ,
where
ωr0 (τ) = (Ω1 (τ))r0 r Vr0 (τ)
and we denote by Γ1,r0 (τ) and Γ2,r0 (τ) subsets of ∂ (Ω1 (τ))r0 and ∂ (Ω2 (τ))r0∩
∂Vr0 (τ) respectively such that we have
∂
(
(Ω1 (τ))r0 r Vr0 (τ)
)
= Γ1,r0 (τ) ∪ Γ2,r0 (τ) .
We prove (4.21) when i = 1, the case i = 2 being analogous.
We have, for every τ ∈ [0, T ],∫
Ω1(τ)rG(τ)
u21 (x, τ) dx (4.62)
≤
∫
(Ω1(τ)r(Ω1(τ))r0)rG(τ)
u21 (x, τ) dx+
∫
ωr0(τ)
u21 (x, τ) dx .
By (4.20) we have∫
(Ω1(τ)r(Ω1(τ))r0)rG(τ)
u21 (x, τ) dx ≤ CH2Rn−10 r0 , (4.63)
where C depends on E and M only.
By the divergence theorem we have
0 =
∫
ωr0 (τ)
(div (κ1 (x, t)∇u1)− ∂tu1)u1dxdt (4.64)
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=∫ τ
0
dt
∫
∂ωr0(t)
(κ1 (x, t)∇u1 · ν)u1ds−
∫
ωr0((0,τ))
κ1 (x, t)∇u1 · ∇u1dxdt
−1
2
∫
ωr0(τ)
u21 (x, τ) dx−
1
2
∫
(∂ωr0)((0,τ))
u21 (N · en+1) dS ,
where, as usual, (∂ωr0) ((0, τ)) =
⋃
t∈(0,τ)
∂ωr0 (t)×{t}, N is the exterior unit nor-
mal to ωr0 ((0, τ)), ds and dS are the (n− 1)-dimensional and the n-dimensional
surface element respectively.
Therefore
1
2
∫
ωr0(τ)
u21 (x, τ) dx (4.65)
≤
∫ τ
0
dt
∫
∂ωr0(t)
(κ1 (x, t)∇u1 · ν) u1ds+ 1
2
∫
(∂ωr0)((0,τ))
u21 (N · en+1) dS.
By (4.65) and (4.20) we have∫
ωr0(τ)
u21 (x, τ) dx ≤
CH
R0
∫ τ
0
dt
∫
∂ωr0(t)
|u1 (x, t)| ds (4.66)
=
CH
R0
(∫ τ
0
dt
∫
Γ1,r0 (t)
|u1 (x, t)| ds+
∫ τ
0
dt
∫
Γ2,r0 (t)
|u1 (x, t)| ds
)
,
where C depends on λ0 and E only.
Now, let us notice that, if t ∈ [0, τ ] and r0 ∈ (0, r0] then dist
(
x, Σ˜
)
≥ R12
for every x ∈ Γ1,r0 (t). Therefore if t ∈ [0, τ ] and x ∈ Γ1,r0 (t) then there exists
y ∈ ∂Ω1 (t)r Σ˜ such that |y − x| = dist (x, ∂Ω1 (t)) = r0. Since suppf (., t) ⊂ Σ˜
we have u1 (y, t) = 0, hence by (4.20) we get, for every x ∈ Γ1,r0 (t), t ∈ [0, τ ],
|u1 (x, t)| = |u1 (x, t)− u1 (y, t)| ≤ ‖∇u1‖L∞(Ω1(t)) |x− y| ≤ H
r0
R0
. (4.67)
Analogously, if t ∈ [0, τ ] and x ∈ Γ2,r0 (t) then there exists y ∈ ∂Ω2 (t)r Σ˜ such
that |y − x| = dist (x, ∂Ω2 (t)) = r0. Since u2 (y, t) = 0, by (4.20) and (4.61) we
obtain, for every x ∈ Γ2,r0 (t), t ∈ [0, τ ],
|u1 (x, t)| ≤ H r0
R0
+ |u (x, t)| ≤ CH
(
r0
R0
+
( ε
H
)es1sm2 )
, (4.68)
where C depend on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only and s˜1, s2 are the same
of (4.61).
By (4.62), (4.63), (4.66), (4.67) and (4.68) we have, for every τ ∈ [0, T ] and
r0 ∈ (0, r0], ∫
Ω1(τ)rG(τ)
u21 (x, τ) dx ≤ CRn0H2
(
r0
R0
+
( ε
H
)es1sm2 )
, (4.69)
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where C depend on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Denote
ε˜ =
( ε
H
)es1
,
ε˜1 = min
{
e−1, exp
(
− exp
(
2C0
(
R0
r0
)n
|log s2|
))}
.
If ε˜ < ε˜1 then we choose
r0 = R0
(
2C0 |log s2|
log |log ε˜|
)1/n
at the right-hand side of (4.69) and we have∫
Ω1(τ)rG(τ)
u21 (x, τ) dx ≤ CRn0H2
(
log
∣∣∣∣log ( εH )es1
∣∣∣∣)− 1n , (4.70)
where C depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Otherwise, if ε˜ ≥ ε˜1 then we have trivially∫
Ω1(τ)rG(τ)
u21 (x, τ) dx ≤MRn0H2 ≤
MRn0H
2
ε˜1
( ε
H
)es1
. (4.71)
By (4.70) and (4.71) we have (4.21).
Proof of Proposition 4.1.2. Let us prove (4.21) and (4.23) when i = 1,
the case i = 2 being analogous. By the divergence theorem we have, for every
τ ∈ [0, T ]
1
2
∫
Ω1(τ)rG(τ)
u21 (x, τ) dx (4.72)
≤
∫ τ
0
dt
∫
∂(Ω1(t)rG(t))
(κ1 (x, t)∇u1 · ν)u1ds+1
2
∫
(∂(Ω1rG))((0,τ))
u21 (N · en+1) dS .
Since, for every t ∈ [0, T ],
∂ (Ω1 (t)rG (t)) ⊂
(
∂Ω1 (t)r Σ˜
)
∪
((
∂Ω2 (t)r Σ˜
)
∩ ∂G (t)
)
and since ui (., t) = 0 on ∂Ωi (t)r Σ˜, , for every t ∈ [0, T ] and i = 1, 2, by (4.20)
and (4.72) we have, for every τ ∈ [0, T ] ,∫
Ω1(τ)rG(τ)
u21 (x, τ) dx ≤ CHRn−20 T ‖u‖L∞((∂G)([0,τ ])) , (4.73)
where u = u1 − u2 and C depends on λ0 and E only.
Now it is simple to check that for any r ∈ (0, R0], any t0 ∈ [0, τ ] and any
x ∈ ∂G (t0) such that dist (x, ∂G (t0)) ≥ r we have
dist (x, ∂Ωi (t)) ≥ r
2
, for every t ∈
(
t0 − r
2
2E + 1
, t0
]
, i = 1, 2,
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hence, since we have ∂G (t) ⊂ ∂Ω1 (t) ∪ ∂Ω2 (t), we obtain
dist (x, ∂G (t)) ≥ r
2
, for every t ∈
(
t0 − r
2
2E + 1
, t0
]
, i = 1, 2,
therefore
Wr (x, t0) := B r2 (x)×
(
t0 − r
2
2E + 1
, t0
]
⊂ G ((−∞, t0]) . (4.74)
Let t0 ∈ [0, τ ] and z ∈ ∂G (t0) be fixed. Since ∂G (t0) is of Lipschitz class with
constants ρ0, L there exists ζ ∈ Rn, |ζ| = 1, such that C (z, ζ, α,R) ⊂ G (t0),
where α =arctan 1L (recall that C (z, ζ, α,R) is defined by (3.209)). Let us denote
µ = ρ01+sinα and, for any µ ∈ (0, µ), zµ = z + µζ. We have
dist (zµ, ∂G (t0)) ≥ µ sinα , for any µ ∈ (0, µ) , (4.75)
Now, denoting with δ = sinα√
2E+1
, ρ = µ cos α2 , by (4.74) and (4.75) we have
S
(
(z, t0) , ζ,
α
2
, δ, ρ
)
⊂
⋃
µ∈(0,µ)
Wµ sinα (zµ, t0) ⊂ G ((−∞, t0]) (4.76)
(recall that S ((z, t0) , ζ, α2 , δ, ρ) is defined by (3.210)).
Let us denote by u˜ the trivial extension of u (i.e. u˜ (., t) = 0 if t < 0), by
(4.20) we have
‖u˜‖L∞(S((z,t0),ζ,α2 ,δ,ρ)) + ρ
β [u˜ (., t0)]β,C(z,ζ,α,ρ) ≤ H . (4.77)
Denote by
α1 = arcsin
(
min
{
sin
α
2
, δ
(
1− sin α
2
)})
,
µ1 =
ρ
1 + sinα1
, w1 = z + µ1ζ , ρ1 =
1
4
µ1η1 sinα1 ,
where η1 ∈ (0, 1) is defined in Theorem 3.3.3 and depends on λ0,Λ0, E,M, F0, β
and R20T
−1 only.
We have
dist (w1, ∂G (t0)) ≥ min {ρ0 − |w1 − z| , |w1 − z| sinα} = ρ0η˜ , (4.78)
where
η˜ = min
{
1− cos
α
2
1 + sinα
1
1 + sinα1
,
sinα
1 + sinα1
cos α2
1 + sinα
}
.
Now (G (t0)) ρ0 eη
2
is connected and, by (4.78) w1 ∈ (G (t0)) ρ0 eη
2
. Therefore arguing
as in the proof of Proposition 4.1.1, we get, by iterated application of the two-
sphere one-cylinder inequality and by (4.56),(
ρ−n1
∫
Bρ1 (x)
u˜2 (x, t0) dx
)1/2
≤ Cεs3H1−s3 , (4.79)
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where s3, s3 ∈ (0, 1), and C depends on λ0,Λ0, E,M, F0, β and R20T−1 only.
By (4.77), (4.79) and (3.214) we obtain
|u (z, t0)| ≤ CH
∣∣∣log( ε
H
)∣∣∣−1C , (4.80)
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Finally (4.73) and (4.80) give (4.23).
Proof of Proposition 4.1.3. Let τ ∈ (0, T ] and P ∈ ∂Ω (τ). There exists
a rigid tranformation of space coordinates under which we have (P, τ) = (0, τ)
and
Ω ((−∞,+∞)) ∩ (BR0 (0)× (τ −R20, τ +R20))
=
{
(x, t) ∈ BR0 (0)×
(
τ −R20, τ +R20
)
: xn > ϕ (x
′, t)
}
,
where ϕ ∈ C2,β (B′R0 (0)× (τ −R20, τ +R20)) satisfying ϕ (0, τ) = 0 and ‖ϕ‖C2,β“B′R0(0)×(τ−R20,τ+R20)” ≤
ER0.
Let us introduce the following notations
ρ0 =
R0
64
√
2 + E2
, y0 = en
R0
4
,
Γ =
{
(x′, ϕ (x′, τ)) : x′ ∈ B′R0 (0)
}
.
We have
B2ρ0 (y0) ⊂ (Ω (τ))ρ0 . (4.81)
For z ∈ (Ω (τ))2ρ denote
ε0 =
(
ρ−n
∫
Bρ(z)
u2 (x, τ) dx
)1/2
(4.82)
and let ρ1 = min {ρ, ρ0}.
Let y ∈ B2ρ0 (y0) and let γ be an arc in (Ω (τ))ρ1 joining z to y. Since
dist (γ, ∂Ω (τ)) ≥ ρ1, denoting σ0 (τ) = min
{√
τ , ρ1√
2E+4
}
, we have
Bσ0(τ) (x) ⊂
(
τ − σ20 (τ) , τ
] ⊂ Ω ((0, τ ]) , for every x ∈ γ. (4.83)
Let us denote σ1 (τ) = η1
σ0(τ)
6 , where η1 ∈ (0, 1) is defined in Theorem 3.3.3
and depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. Arguing as in Proposition
4.1.1 we define xi ∈ γ, i = 1, ...,m, such that x1 = z, |xi+1 − xi| = 2σ1 (τ),
i = 1, ...,m, |xm − y| ≤ 2σ1 (τ). Hence m ≤ m (τ) := c0M
(
R0
2σ1(τ)
)n
, where
c0 depends on n only. By an iterated application of inequality (3.152) with
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r = σ1 (τ), ρ = 3σ1 (τ), R =
1
2σ0 (τ) over the chain of balls Bσ1(τ) (xi) and by
(4.20), (4.82) and (4.83) we obtain(
σ−n1 (τ)
∫
Bσ1(τ)(y)
u2 (x, τ) dx
)1/2
≤ Cεs
m(τ)
2
0 H
1−sm(τ)2 , (4.84)
where s2, s2 ∈ (0, 1), and C, C > 1, depend on λ0,Λ0, E,M, F0, β and R20T−1
only. By the interpolation inequality (4.59) and by (4.84) we get
‖u (., τ)‖L∞(Bσ1(τ)(y)) ≤ C1ε
µ(τ)
0 H
1−µ(τ) , (4.85)
where µ (τ) = 2n+2s
m(τ)
2 and C1, C1 > 1, depends on λ0,Λ0, E,M, F0, β and
R20T
−1 only. Hence
‖u (., τ)‖L∞(B2ρ0 (y0)) ≤ C1ε
µ(τ)
0 H
1−µ(τ) . (4.86)
Now, in order to apply Proposition 3.4.1 let us introduce the following no-
tation
α = arcsin
1
16
√
2 + E2
, δτ =
√
τ
R0
, R1 =
R0
4
cosα.
It is simple to check that
S ((0, τ) , en, α, δτ , R1) ⊂ Ω ((0, τ ]) (4.87)
and
Bρ2 (w1) ⊂ C (0, en, α,R1) , (4.88)
where
w1 =
R1
1 + sinα1 (τ)
en ,
ρ2 =
1
4
η1
R1 sinα1 (τ)
1 + sinα1 (τ)
,
α1 (τ) = arcsin (min {sinα, δτ (1− sinα)}) .
(recall that C (0, en, α,R1) and S ((0, τ) , en, α, δτ , R1) are defined by (3.209) and
(3.210) respectively).
By (3.214), (4.20), (4.86), (4.87) and (4.88) we have, when C1
(
ε0
H
)µ(τ)
< 1,
|u (0, τ)| ≤ C2 (µ (τ))−B(τ)H
∣∣∣log( ε0
eH
)∣∣∣−B(τ) , (4.89)
where
B (τ) =
1
C2
∣∣∣∣log 1− 14η1 sinα1 (τ)1 + 14η1 sinα1 (τ)
∣∣∣∣ , (4.90)
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and C2, C2 > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. Otherwise, if
C1
(
ε0
H
)µ(τ) ≥ 1 then we have trivially
|u (0, τ)| ≤ H ≤ C1H
(ε0
H
)µ(τ)
, (4.91)
By (4.89) and (4.91) we have
‖u (., τ)‖L∞(∂Ω(τ)) ≤ C2H
(
log (eC1)
µ (τ)
)B(τ) ∣∣∣log( ε0
eH
)∣∣∣−B(τ) , (4.92)
By (4.14) and (4.92) we get
F1 (τ) ≤ He
C
R
n−1
0
min{τ(n−1)/2,ρn−1} ∣∣∣log( ε0
eH
)∣∣∣−min{τ1/2,ρ}CR0 , (4.93)
C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. By (4.93) we obtain
(4.24).
Proof of Proposition 4.1.5. The proof of such a Proposition is the same,
with obvious changes, of Corollary 2.3 in [5].
Proof of Proposition 4.1.6. Let t, τ ∈ [0, T ] satisfy |t− τ | ≤ R20min
{
1
2E , 1
}
.
By (4.4) we have that Ω1 (t) and Ω1 (τ), Ω2 (t) and Ω2 (τ) are relative graphs
and
γ (Ωi (t) ,Ωi (τ)) ≤ E |t− τ |
R0
, i = 1, 2 (4.94)
(recall that γ (., .) is defined by (4.25)).
By Proposition 4.1.5 and (4.94) there exists a C1,β diffeomorphisms Φi : R
n →
Rn such that Φi (Ωi (t)) = Ωi (τ), i = 1, 2, and
‖Φi − Id‖L∞(Rn) ,
∥∥Φ−1i − Id∥∥L∞(Rn) ≤ CE |t− τ |R0 , i = 1, 2, (4.95)
where C depends on E,M and β and only.
Now let x ∈ Ω1 (t) be such that
dist (x,Ω2 (τ)) = sup
x∈Ω1(t)
dist (x,Ω2 (τ)) .
By the triangular inequality and by (4.95) we have
dist (x,Ω2 (τ)) ≤ dist (Φ1 (x) ,Ω2 (τ)) + |Φ1 (x)− x|
≤ sup
x∈Ω1(τ)
dist (x,Ω2 (τ)) + CE
|t− τ |
R0
,
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where C depends on E,M and β and only. Hence
sup
x∈Ω1(t)
dist (x,Ω2 (τ)) ≤ sup
x∈Ω1(τ)
dist (x,Ω2 (τ)) + CE
|t− τ |
R0
, (4.96)
where C is the same of above.
Now we will prove that there exists a constant C depending on E,M and β and
only such that
sup
x∈Ω1(t)
dist (x,Ω2 (t)) ≤ sup
x∈Ω1(t)
dist (x,Ω2 (τ)) + CE
|t− τ |
R0
. (4.97)
Let x ∈ Ω1 (t), we distinguish two cases
a) x /∈ Ω2 (τ),
b) x ∈ Ω2 (τ).
If case a) occurs then there exists z ∈ ∂Ω2 (τ) such that
dist (x,Ω2 (τ)) = dist (x, ∂Ω2 (τ)) = |x− z| . (4.98)
Up to a rigid transformation of the space coordinates we have z = (z′, ϕ (z′, τ)),
where ϕ ∈ C2,β (B′R0 (0)× (τ −R20, τ +R20)) and ‖ϕ‖C2,β“B′R0(0)×(τ−R20,τ+R20)” ≤
ER0. Therefore, for any t ∈
(
τ −R20, τ +R20
)
we have
|x− z| ≥ |x− (z′, ϕ (z′, t))| − |ϕ (z′, t)− ϕ (z′, τ)| ≥ dist (x,Ω2 (t))− E |t− τ |
R0
,
hence by (4.98) we get
dist (x,Ω2 (t)) ≤ dist (x,Ω2 (τ)) + E |t− τ |
R0
.
If case b) occurs, by (4.95) we have
dist (x,Ω2 (t)) ≤
∣∣x− Φ−12 (x)∣∣ ≤ CE |t− τ |R0 ,
where C depends on E,M and β and only.
Therefore, for any x ∈ Ω1 (t), we have
dist (x,Ω2 (t)) ≤ dist (x,Ω2 (τ)) + CE |t− τ |
R0
,
where C depends on E,M and β and only and (4.97) follows.
Now by (4.96) and (4.97) we have
sup
x∈Ω1(t)
dist (x,Ω2 (t)) ≤ sup
x∈Ω1(τ)
dist (x,Ω2 (τ)) + CE
|t− τ |
R0
, (4.99)
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where C depends on E,M and β and only. Analogously we have
sup
x∈Ω2(t)
dist (x,Ω1 (t)) ≤ sup
x∈Ω2(τ)
dist (x,Ω1 (τ)) + CE
|t− τ |
R0
, (4.100)
where C is the same of (4.99).
By (4.99) and (4.100) we obtain
dH
(
Ω1 (t),Ω2 (t)
)
≤ dH
(
Ω1 (τ),Ω2 (τ)
)
+ CE
|t− τ |
R0
,
where C is the same of (4.99) and (4.27) follows.
4.3 Some extensions of Theorem 4.0.3
The extensions of Theorem 4.0.3 that we give in the present section can be
proved with slight changes. We shall give short outline of the proofs.
Variant I. Assume that {Ωi (t)}t∈R, {Ai (t)}t∈[0,T ], {Ii (t)}t∈[0,T ], i = 1, 2
satisfy the same hypotheses of Theorem 4.0.3, (in particular Ai (t) = A, t ∈
[0, T ], i = 1, 2) but instead of Ω1 (0) = Ω2 (0) assume that ∂A ∩ ∂Ii (t) = ∅ for
t ∈ [0, T ], i = 1, 2 and
dH
(
Ω1 (0),Ω2 (0)
)
≤ R0ε . (4.101)
Let f ∈ C2,β (A× [0, T ]) satisfy (4.13) and for any t ∈ [0, T ](
1
|A|
∫
A
|f (x, t)− fA (t)|2 ds
)1/2
≥ F1 (t) , (4.102)
where fA (t) =
1
|A|
∫
A f (x, t) ds and F1 is a strictly increasing continuous func-
tion on [0, T ] such that F1 (0) = 0. Let c1, c2 be two numbers satisfying the
conditions
|ci| ≤ F0 , i = 1, 2. (4.103)
Let u0 ∈ C2,β (Rn) satisfy
‖u0‖C2,β(Rn) ≤ F0 , u0 (., 0) = ci, on Ii (0) , i = 1, 2. (4.104)
Let ui ∈ C2,β (Ωi ([0, T ])) be the solution to
div (κ (x, t, ui)∇ui)− ∂tui = 0, in Ωi ((0, T )) ,
ui = f , on A× (0, T ] ,
ui = ci, on Ii ((0, T ]) ,
ui (., 0) = u0, in Ωi (0) ,
(4.105)
If we have
R0 ‖κ1∇u1 · ν − κ2∇u2 · ν‖L2(Σ×(0,T )) ≤ ε , (4.106)
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where κi = κ (x, t, ui (x, t)), i = 1, 2, then we have, for every τ ∈ (0, T ] and
ε ∈ (0, 1),
sup
t∈[τ,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0C1 (τ) |log ε|−
1
C2(τ) , (4.107)
where C1 (τ) and C2 (τ) are positive constants depending on τ, λ0,Λ0, E,M, F0, β, R
2
0T
−1
and F1 (.) only.
Proof of Variant I. If ε ≤ d0R0 , where d0 is defined in Proposition 4.1.8,
then we have easily from (4.31), (4.101) and (4.104)
|c1 − c2| ≤ F0ε. (4.108)
By (4.13), (4.103) and (4.104) we have that (4.20) holds true. Now, arguing
as in the proof of Proposition 4.1.1 and taking into account (4.108) we have,
instead of (4.21),∫
Ωi(t)rG(t)
(ui (x, t)− ci)2 dx ≤ Rn0H2ω
( ε
H
)
, i = 1, 2, t ∈ [0, T ] , (4.109)
where ω is an increasing continuous function on [0,+∞) which satisfies (4.22).
Analogously, arguing as in the proof of Proposition 4.1.2 we have that, if ∂G (t)
is of Lipschitz class with constants ρ0, L then (4.109) holds true with ω satisfying
(4.23). Concerning Proposition 4.1.3, it is enough to observe that the functions
vi := ui − ci are solutions to the equation
div (κ (x, t, vi + ci)∇vi)− ∂tvi = 0, in Ωi ((0, T )) , i = 1, 2,
so we have that (4.24) holds true replacing there u by ui−ci and Ω (t) by Ωi (t),
i = 1, 2, t ∈ [0, T ]. With the changes indicated above and proceeding as in the
prof of Theorem 4.0.3, (4.107) follows.
Variant II. Assume that {Ωi (t)}t∈R, {Ai (t)}t∈[0,T ], {Ii (t)}t∈[0,T ], i = 1, 2
satisfy the same hypotheses of Variant I except for assumption (4.101). Let
f ∈ C2,β (A× [0, T ]) satisfy f ∈ C2,β (A× [0, T ]) satisfy (4.12), (4.13), (4.14)
and f (., 0) = 0 on ∂A. Let ui ∈ C2,β (Ωi ([0, T ])) be the solution to (4.1) and
assume that u0 ≡ 0. If (4.106) is satisfied then we have for any τ ∈ (0, T ] and
ε ∈ (0, 1)
sup
t∈[τ,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0e
“
CH
F1(τ)
”C
|log ε|−
1
C+(F1(τ)/H)
−C , (4.110)
where C is a positive constant depending on τ, λ0,Λ0, E,M, F0, β, R
2
0T
−1 and
F1 (.) only.
Proof of Variant II. Propositions 4.1.1 and 4.1.2 continue to hold in this
case. Concerning Proposition 4.1.3, it is simple to improve inequality (4.24)
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using in its proof instead of u the trivial extension u˜. Thus, setting ρ1 =
min {ρ, ρ0}, σ1 = η1ρ16√2E+4 we have, instead of (4.86) the inequality
‖u (., τ)‖L∞(B2ρ0 (y0)) ≤ C1ε
µH1−µ , (4.111)
where µ = 2n+2s
m
2 , m ≤ c0M
(
R0
2σ1
)n
and s2, s2 ∈ (0, 1), C1 depend on
λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
In order to apply Proposition 3.4.1 to u˜ observe that, with the same notation
used in the proof of Proposition 4.1.3 and setting δ1 =
sinα√
2E+1
, we have
S ((0, τ) , en, α, δ1, R1) ⊂ Ω ((−∞, τ ]) .
Furthermore, denoting by
α1 = arcsin (min {sinα, δ1 (1− sinα)}) ,
B (τ) =
1
C2
∣∣∣∣log 1− 14η1 sinα1 (τ)1 + 14η1 sinα1 (τ)
∣∣∣∣ ,
where C2 depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only, we have, instead of
(4.93) the inequality
F1 (τ) ≤ HeC(
R0
ρ )
n−1 ∣∣∣log( ε0
eH
)∣∣∣− ρCR0 , (4.112)
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. By (4.112) we
have, for every ρ > 0, t ∈ (0, T ], z ∈ (Ω (t))2ρ ,∫
Bρ(z)
u2 (x, t) dx (4.113)
≥ H2ρn exp
−eCRn0ρn (F1 (t)
H
)CR0
ρ
 ,
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
In order to prove (4.110) we argue as in the proof of Theorem 4.0.3, in doing
this we use (4.113) instead of (4.93) with u˜ instead of u. We get, instead of
(4.34) and (4.35) respectively (σ being defined by (4.33))
dm (t) ≤ CR0
b1 (t)
( σ
MH2
) 1
log C
b1(t) , (4.114)
and
d (t) ≤ CR0
b1 (t)
( σ
MH2
) 1
log C
b1(t) , (4.115)
where
b1 (t) = exp
(
−
(
e−1F1 (t)
H
)−C1)
, (4.116)
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and C, C > 1, C1 depend on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
Now, let us denote
ψ˜ (µ) =
(
e−1F1 (T0µ)
)−C1
+ log (Ce) , µ ∈ (0, 1]
and let Ψ˜0 = inf
(0,1]
ψ˜, notice Ψ˜0 ≥ 1.
By (4.115) and Proposition 4.1.6 we have
sup
t∈[0,T ]
d (t) ≤ R0
(
Ce(
eψ(µ)) ( σ
MH2
) 1eψ(µ)
+ µ
)
, for every µ ∈ (0, 1] , (4.117)
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
By (4.117) and Proposition 4.1.1 we have
sup
t∈[0,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0φ˜
(
1
M
(
log
∣∣∣log ε
H
∣∣∣)−1/n) ,
for every ε ∈ (0, e−1H), where
φ˜ (s) =
{ (
ψ˜−1
(∣∣log ( sMH2 )∣∣))1/4 + exp(−m˜0 ∣∣log ( sMH2 )∣∣3/4) , if s ∈ (0, a˜) ,
C2a˜
−1s , if s ∈ [a˜,+∞) ,
a˜ = e−2eΨ0MH2 , m˜0 = 1−
(
2Ψ˜0
)−1/2
and C2 depends on M and E only. Now
let us define
ε˜1 = sup
{
τ ∈ (0, e−1) : φ˜( 1
M
(log |log τ |)−1/n
)
≤ d0
R0
}
,
where d0 is defined in Proposition 4.1.8. From such a Proposition 4.1.8 we have
that if ε ∈ (0, ε˜1H ] then there exist ρ0 ∈ (0, R0] and L > 0, ρ0R0 and L depend
on E only, such that ∂G (t) is of Lipschitz class of constants ρ0, L. Therefore
by Proposition 4.1.2 and (4.35) we have
d (t) ≤ CR0
b1 (t)
(
C
∣∣∣log ε
H
∣∣∣−1/C) 1log Cb1(t) ,
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only. Otherwise, if
ε > ε˜1H we have trivially d (t) ≤ C′ εHeε1 , where C′ depends on E and M only
and (4.110) follows.
Variant III. The stability results stated in Theorem 4.0.3, Variant I and
Variant II continue to hold if the first equation in (4.1) is replaced by the
equation
div (κ (x, t, u)∇u) +B (x, t, u,∇u)− ∂tu = 0, in Ω ((0, T )) , (4.118)
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where the matrix κ (x, t, u) satisfies the same hypotheses of Theorem 4.0.3 and
B : R2n+2 → R satisfies the following conditions
B (x, t, 0, 0) = 0, for every (x, t) ∈ Rn+1 , (4.119)
R20 ‖∇xB‖L∞(R2n+2)+R20 ‖∂uB‖L∞(R2n+2)+R0 ‖∇pB‖L∞(R2n+2) ≤ Λ0 . (4.120)
Proof of Variant III. To obtain the proof of Variant III we need to change
the proof of Theorem 4.0.3 only for what concerns the proofs of inequalities
(4.66) and (4.73). Actually such inequalities can be achieved multiplying the
new equations by u1e
−γt, with γ large enough, and then proceeding in the same
way of Propositions 4.1.1 and 4.1.2 .
Variant IV. If the first equation in (4.1) is replaced by a linear equation
then we can get Theorem 4.0.3 and the stability results of Variant I, II under
relaxed a priori assumptions. In what follows we will discuss in more detail the
case in which the first equation in (4.1) is replaced by the equation
div (κ (x, t)∇u) + b (x, t) · ∇u+ c (x, t) u− ∂tu = 0, in Ω ((0, T )) , (4.121)
where κ (x, t) =
{
κij (x, t)
}n
i,j=1
is a symmetric n×n matrix, b (x, t) and c (x, t)
are a vector valued measurable function and a measurable function respectively.
We assume that κ (x, t) satisfies the following conditions for every ξ ∈ Rn and
every (x, t) , (y, s) ∈ Rn+1,
λ0 |ξ|2 ≤
n∑
i,j=1
κij (x, t) ξiξj ≤ λ−10 |ξ|2 (4.122)
and n∑
i,j=1
(
κij (x, t)− κij (y, τ))2
1/2 ≤ Λ0
R0
(
|x− y|2 + |t− s|
)1/2
. (4.123)
Concerning b (x, t) and c (x, t) we assume that
R0 ‖b‖L∞(Rn+1) +R20 ‖c‖L∞(Rn+1) ≤ Λ0. (4.124)
Assume that {Ωi (t)}t∈R, i = 1, 2, are two families of domains satisfying (4.2)
which (instead of (4.4)), satisfy
∂Ωi ([0, T ]) is a portion of ∂Ωi ((−∞,+∞)) (4.125)
of class C1,1 with constants R0, E.
For i = 1, 2 and for any t ∈ [0, T ] let Ai (t), Ii (t) satisfy (4.3). Assume that, for
any t ∈ [0, T ], A1 (t) = A2 (t) = A and also (instead of 4.5)
A× [0, T ] , I ([0, T ]) are portions of ∂Ω ((−∞,+∞)) (4.126)
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of class C1,1 with constants R0, E.
Let u0 ∈ L∞ (Rn), f ∈ H 12 , 14 (A× (0, T )) satisfy (instead of (4.8)-(4.13))
‖u0‖L∞(Rn) + ‖f‖H 12 , 14 (A×(0,T )) ≤ F0 , (4.127)
suppf ⊂ Σ˜× [0, T ] , (4.128)
F˜1 (τ) ≤
‖f‖L2(A×(τ,T ))
‖u0‖L∞(Rn) + ‖f‖H 12 , 14 (A×(0,T ))
, for τ ∈ [0, T ] , (4.129)
where F˜1 (τ) is a given strictly increasing function on [0, T ] such that F˜1 (0) = 0.
Let ui, i = 1, 2, be the weak solution to
div (κ∇ui) + b · ∇ui + cui − ∂tui = 0, in Ωi ((0, T )) ,
ui = f , on A× (0, T ] ,
ui = ci, on Ii ((0, T ]) ,
ui (., 0) = u0, in Ωi (0) ,
Assume that
R0 ‖κ∇u1 · ν − κ∇u2 · ν‖L2(Σ×(0,T )) ≤ ε ,
and assume that one of the following conditions is satisfied
dH
(
Ω1 (0),Ω2 (0)
)
≤ R0ε
or
u0 ≡ 0, (4.130)
then we have, for any τ ∈ (0, T ] and ε ∈ (0, 1),
sup
t∈[τ,T ]
dH
(
Ω1 (t),Ω2 (t)
)
≤ R0C1 (τ) |log ε|−
1
C2(τ) ,
where C1 (τ) and C2 (τ) are positive constants depending on τ, λ0,Λ0, E,M, F0, β, R
2
0T
−1
and F˜1 (.) only. In addition, if (4.130) is satisfied then
C1 (τ) = exp
C(
F˜1 (τ)
)C , C2 (τ) = C + (F˜1 (τ))−C ,
where C, C > 1, depends on λ0,Λ0, E,M, F0, β and R
2
0T
−1 only.
5 Exponential instability
In the present section we prove that the Dirichlet inverse problem studied above
is exponentially unstable, that is, the stability estimate for such problem cannot
be better than logarithmic. In order to prove this instability property we con-
sider two Dirichlet inverse problems: in the first problem the space dimension
82
n is equal to 1 and the unknown boundary is a curve x = s (t), in the second
problem the unknown boundary is not time varying. Since the second problem
has been studied in [53] and it requires more technical proofs than the first one,
here we give the detailed proofs for the first problem only.
The common tool used to prove the instability character of the above inverse
problems is an abstract theorem of which we give the statement below and refer
for the proof to [52].
Let (X, d) be a metric space and let H be a separable Hilbert space with
scalar product (., .). We denote by H ′ the dual of H and, for any v ∈ H and any
v′ ∈ H ′, we denote by 〈v′, v〉 the duality pairing between v′ and v. We denote
by L (H,H ′) the space of bounded linear operators between H and H ′ with the
usual operator norm. We shall also fix γ : H r {0} → [0,+∞] such that
γ (λv) = γ (v) , for every v ∈ H r {0} and λ ∈ Rr {0} .
Let us remark that the function γ may attain both the values 0 and +∞ and
can be thought of as a suitable Rayleigh quotient.
Let F be a function from X to L (H,H ′), that is for any x ∈ X , F (x)
is a linear and bounded operator between H and H ′. We also fix a reference
operator F0 ∈ L (H,H ′) and a reference point x0 ∈ X (notice that it is not
required any connection between F0 and F (x0)). For any ε > 0 denote Xε =
{x ∈ X : d (x, x0 ≤ ε)}.
Definition 5.0.1 Let (Y, dY ) be a metric space. Let ε be a positive number.
We shall say that a subset W of Y is a ε-discrete set if for any two distinct
points w1, w2 ∈W we have dY (w1, w2) ≥ ε.
Theorem 5.0.2 Let us assume that the following conditions are satisfied.
i) There exist positive constants ε0, C1 and α1 such that for every ε ∈ (0, ε0)
there exists an ε-discrete set Z contained in Xε with at least exp (C1ε
−α1) ele-
ments.
ii) There exist three positive constants p, C2 and α2 and an orthonormal basis
of H, {ψk}k∈N such that the following condition hold.
For any k ∈ N, we have that γ (ψk) < +∞, and for any q ∈ N,
# {k ∈ N :γ (ψk) ≤ q} ≤ C2 (1 + q)p , (5.1)
where # denotes the number of elements.
For any x ∈ X and (k, l) ∈ N× N we have
|〈(F (x)− F0)ψk, ψl〉| ≤ C2 exp (−α2max {γ (ψk) , γ (ψl)}) . (5.2)
Then there exists a positive constant ε1, depending on ε0, C1, C2, α1, α2 and p
only, such that for every ε ∈ (0, ε1) we can find x1 and x2 satisfying
x1, x2 ∈ Xε , d (x1, x2) ≥ ε, (5.3)
‖F (x1)− F (x2)‖L(H,H′) ≤ 2 exp
(
−ε−α1/2(p+1)
)
. (5.4)
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5.1 Exponential instability of the Dirichlet inverse prob-
lem with time-varying unknown boundary
We shall use the following Hilbert space. The space H = H
3
4
((
π
2 ,
3π
2
))
, its
dual H ′ = H1 = H−
3
4
((
π
2 ,
3π
2
))
and H0 = H
1
4
((
π
2 ,
3π
2
))
. We consider the
interpolation spaces between H0 and H1, [113]. For any θ, 0 ≤ θ ≤ 1, we define
Hθ as [H0, H1]θ, where the latter denotes the interpolation at level θ between
H0 and H1. The norm in H0 and H1 will be denoted by ‖.‖θ. Recall that for
any θ ∈ [0, 1] there exists a constant Cθ, depending on θ only, such that the
following interpolation inequality holds true
‖ψ‖θ ≤ Cθ ‖ψ‖1−θ0 ‖ψ‖θ1 , for every ψ ∈ H0. (5.5)
By using the interpolation properties of fractional order Sobolev spaces, see
[113], we can characterize Hθ as follows
Hθ =
{
H
1
4−θ
((
π
2 ,
3π
2
))
, if 0 ≤ θ ≤ 14 ,
H−(
1
4−θ)
((
π
2 ,
3π
2
))
, if 14 ≤ θ ≤ 1, θ 6= 34 .
(5.6)
Let us notice that the interesting case θ = 14 , where we have Hθ = L
2
((
π
2 ,
3π
2
))
and that H 3
4
does not coincide with H−
1
2
((
π
2 ,
3π
2
))
.
Let m be a given positive integer number and let b, δ be positive numbers
as above, we define
Xmbδ =
{
s ∈ Cm ([π2 , 3π2 ]) : ‖s‖Cm([pi2 , 3pi2 ]) ≤ b,
1 ≤ s ≤ 1 + δ, s (π2 ) = s (3π2 ) = 1} .
Let us consider the metric space (X, d) := (Xmbδ, d0) where d0 (s1, s2) = ‖s1 − s2‖L∞([pi2 , 3pi2 ]).
For any s ∈ X we denote
Qs =
{
(x, t) ∈ R2 : t ∈
(
π
2
,
3π
2
)
, 0 < x < s (t)
}
,
if s (t) = s0 (t) = 1 for every t ∈
[
π
2 ,
3π
2
]
we set Q0 = Qs0 . Notice that
there exists a constant C, C ≥ 1, such that for any s1, s2 ∈ X we have
C−1dH
(
Qs1 , Qs2
) ≤ d0 (s1, s2) ≤ C−1dH (Qs1 , Qs2).
For any s ∈ X we consider the linear operator Ds : H → H0 which is defined as
follows. For any ψ ∈ H , let u ∈ H2,1 (Qs) be the solution to
∂tu− ∂2xu = 0, in Qs,
u
(
x, π2
)
= 0, for x ∈ [0, 1] ,
u (s (t) , t) = 0, for t ∈ [π2 , 3π2 ] ,
u (0, t) = ψ (t) , for t ∈ [π2 , 3π2 ] ,
(5.7)
then, for any ψ ∈ H , we set
Dsψ = −∂xu (0, t) , t ∈
(
π
2
,
3π
2
)
. (5.8)
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By the trace theorem we have that the linear operator Ds is bounded. We
can also consider Ds as an operator belonging to L (H,H ′), by setting, for any
ψ, φ ∈ H ,
〈Dsψ, φ〉H′,H = 〈−∂xu (0, .) , φ〉H′,H =
∫ 3pi
2
pi
2
−∂xu (0, t)φ (t) dt, (5.9)
where u solves (5.7) and 〈., .〉H′,H is the duality pairing between H ′ and H . We
refer to the operator Ds to as the Dirichlet-to-Neumann map.
Theorem 5.1.1 Let m ∈ N and b, b > 0, be fixed. Then there exists a positive
constant δ1 depending on m and b only, such that for every δ ∈ (0, δ1) we can
find s1, s2 ∈ X satisfying
d0 (si, s0) ≤ δ, i = 1, 2; d0 (s1, s2) ≥ δ (5.10)
and for any θ ∈ [0, 1]
‖Ds1 −Ds2‖L(H,Hθ) ≤ C exp
(
−θδ− 16m
)
, (5.11)
where C is a constant depending on m, b and θ only.
In order to prove Theorem 5.1.1, we need to introduce some notation. For
any s ∈ X let s˜ be its extension to 1 to [0, 2π] and denote Q˜s =
{
(x, t) ∈ R2 : t ∈ (0, 2π) , 0 < x < s˜ (t)}.
Let us consider the Hilbert space L2 ((0, 2π)) endowed with the scalar product
(ψ, φ)0 =
∫ 2π
0
ψ (t)φ (t) dt, for any ψ, φ ∈ L2 ((0, 2π)) .
We have that the set {
ψn =
1√
π
sin
(n
2
t
)
: n ∈ N
}
, (5.12)
is an orthonormal basis of L2 ((0, 2π)) with respect to the scalar product (., .)0.
For any σ ∈ (0, 1] consider the Sobolev space Hσ,0 ((0, 2π)). We have the
following properties. First, Hσ,0 ((0, 2π)) = H
σ ((0, 2π)) if and only if σ ≤ 1
2
.
Then, for any σ 6= 1
2
we can endowHσ ((0, 2π)) with the following scalar product
(ψ, φ)σ =
∞∑
n=1
(
1 +
(n
2
)2σ)
(ψ, ψn)0 (φ, ψn)0 , for every ψ, φ ∈ Hσ ((0, 2π)) ,
with respect to which the setψ˜n = ψn√
1 +
(
n
2
)2σ : n ∈ N
 , (5.13)
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is an othonormal basis of Hσ,0 ((0, 2π)).We define γ : H˜ r {0} → [0,+∞], such
that
γ
(
ψ˜
)
=
∥∥∥ψ˜∥∥∥ eH∥∥∥ψ˜∥∥∥ eH0 , for every ψ˜ ∈ H˜ r {0} ,
Notice that
γ
(
ψ˜n
)
=
√
n
2
, for every n ∈ N
and let us call for every positive integer q, N1 (q) = #
{
n ∈ N :γ
(
ψ˜n
)
≤ q
}
.
We have
N1 (q) ≤ 2 (1 + q)2 , for every q ∈ N. (5.14)
Let H˜ = H
3
4
,0 ((0, 2π)), H˜
′ = H˜1 = H−
3
4 ((0, 2π)) and H˜0 = H
1
4 ((0, 2π)). For
any s ∈ X , let us define in the same way as before the Dirichlet-to-Neumann
map associated to Q˜s, that is the linear and bounded operator D˜s : H˜ → H˜0
such that ψ˜ ∈ H˜ , we set
D˜sψ˜ = −∂xu˜ (0, t) , t ∈ (0, 2π) ,
where u˜ solves 
∂tu˜− ∂2xu˜ = 0, in Q˜s,
u˜ (x, 0) = 0, for x ∈ [0, 1] ,
u˜ (s˜ (t) , t) = 0, for t ∈ [0, 2π] ,
u˜ (0, t) = ψ˜ (t) , for t ∈ [0, 2π] .
(5.15)
Let us also define the following two linear and bounded operators G˜, G˜∗ : H˜ →
H˜ such that for any ψ˜ ∈ H˜ we have(
G˜ψ˜
)
(t) = ψ˜ (t) e−1/tt−3/2, (5.16)(
G˜∗ψ˜
)
(t) = ψ˜ (t) e−1/(2π−t) (2π − t)−3/2 .
We have that there exists a constant C1 such that∥∥∥G˜∥∥∥
L( eH, eH) ,
∥∥∥G˜∗∥∥∥
L( eH, eH) ≤ C1. (5.17)
For any s ∈ X , we define the following linear and bounded operator D˜1,s : H˜ →
H˜ ′ as follows〈
D˜1,sψ˜, φ˜
〉
eH′, eH =
〈
D˜sG˜ψ˜, G˜∗φ˜
〉
eH′, eH , for any ψ˜, φ˜ ∈ H˜ . (5.18)
The proof of Theorem 5.1.1 is an immediate consequence of the following two
propositions whose proofs we postpone for a while.
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Proposition 5.1.2 There exists a constant C2, depending on m and b only,
such that for any s ∈ X and any ψ˜ ∈ H˜ we have∥∥∥(D˜s − D˜s0) ψ˜∥∥∥ eH0 ≤ C2 ‖u˜0‖H2,1((0,1/2)×(0,2π)) , (5.19)
where u˜0 solves (5.15) with s = s0.
Proposition 5.1.3 There exists a positive constant δ1, depending on m and b
only, such that for any δ ∈ (0, δ1) we can find s1, s2 ∈ X satisfying (5.10) such
that ∥∥∥D˜1,s1 − D˜1,s2∥∥∥L( eH, eH′) ≤ 2 exp
(
−δ− 16m
)
. (5.20)
Proof of Theorem 5.1.1. By the trace inequality and standard estimates
for parabolic equations we have, for any ψ˜ ∈ H˜ ,∥∥∥D˜s0 ψ˜∥∥∥ eH0 ≤ C3
∥∥∥ψ˜∥∥∥ eH , (5.21)
where C3 depends on m and b only.
By Proposition 5.1.2 and by (5.21) we have∥∥∥D˜s∥∥∥L( eH, eH0) ≤ C4, for every s ∈ X , (5.22)
where C4 depends on m and b only.
Now, for any ψ ∈ H , let ψ˜ ≤ H˜ be its extension to 0 to (0, 2π)r (π/2, 3π/2).
We have that J : H → H˜, where J
(
ψ˜
)
= ψ for any ψ ∈ H , is a linear isometry.
Furthermore, we have that the linear operators G,G∗ : H → H such that
G (ψ) = G˜
(
ψ˜
)
|(π/2,3π/2)
, G∗ (ψ) = G˜∗
(
ψ˜
)
|(π/2,3π/2)
,
are invertible and
‖G‖L(H,H) , ‖G∗‖L(H,H) ,
∥∥G−1∥∥L(H,H) , ∥∥∥(G∗)−1∥∥∥L(H,H) ≤ C5, (5.23)
where C5 is a constant.
For any s ∈ X and for any ψ, φ ∈ H , we have
Dsψ = D˜sψ˜|(π/2,3π/2) (5.24)
and
〈Dsψ, φ〉H′,H =
〈
D˜sJψ˜, Jφ˜
〉
eH′, eH =
〈
D˜1,sJG−1ψ˜, J (G∗)−1 φ˜
〉
eH′, eH . (5.25)
By (5.22) and (5.24) we have
‖Ds1 −Ds2‖L(H,H0) ≤ 2C4, for every s1, s2 ∈ X . (5.26)
87
By (5.23) and (5.25) we derive that, for every s1, s2 ∈ X , we have
‖Ds1 −Ds2‖L(H,H′) ≤ C25
∥∥∥D˜1,s1 − D˜1,s2∥∥∥L( eH, eH′) . (5.27)
By Proposition 5.1.3, (5.26), (5.27) and interpolation inequality (5.5) Theorem
5.1.1 follows.
Proof of Proposition 5.1.2. Let χ ∈ C∞ ([0,+∞)) be a function such
that 0 ≤ χ ≤ 1, χ (x) = 0, for x ∈ [0, 14] and χ (x) = 1, for x ∈ [ 12 ,+∞). Let
v = u˜− (1− χ) u˜0, where u˜ is the solution to (5.15). We have
∂tv − ∂2xv = f , in Q˜s,
v (x, 0) = 0, for x ∈ [0, 1] ,
v (s˜ (t) , t) = 0, for t ∈ [0, 2π] ,
v (0, t) = 0, for t ∈ [0, 2π] ,
(5.28)
where f = −χ′′u˜0 − 2χ′u˜′0. Since supp f ⊂
[
1
4 ,
1
2
]
we have, for a constant C6,
‖f‖L2( eQs) ≤ C6 ‖u˜0‖H2,1((0,1/2)×(0,2π)) . (5.29)
Now denote by w, f1 the functions defined as follows
w (ξ, t) = v (ξs˜ (t) , t) , f1 (ξ, t) = f (ξs˜ (t) , t) , for every (ξ, t) ∈ [0, 1]× [0, 2π] .
We have that w solves the following problem
∂tw −
(
1es2(t)∂2ξw + ξes
′(t)es(t) ∂ξw
)
= f1, in (0, 1)× (0, 2π) ,
w (ξ, 0) = 0, for ξ ∈ [0, 1] ,
w (1, t) = 0, for t ∈ [0, 2π] ,
w (0, t) = 0, for t ∈ [0, 2π] ,
Therefore, by standard regularity estimates for parabolic equations, (5.29) and
a simple change of variable we have
‖w‖H2,1((0,1)×(0,2π)) ≤ C8 ‖f‖L2( eQs) , (5.30)
where C8 depends on b and m only.
On the other side, for every t ∈ (0, 2π) we have
∂ξw (0, t) = −s˜ (t) ∂xv (0, t) = −s˜ (t) (∂xu˜− ∂xu0) (0, t) = s˜ (t)
(
D˜sψ˜ − D˜s0 ψ˜
)
(0, t) ,
hence (
D˜sψ˜ − D˜s0 ψ˜
)
(0, t) = − 1
s˜ (t)
∂ξw (0, t) (5.31)
and by the trace theorem there exists a constant C9 such that
‖∂ξw (0, .)‖ eH0 ≤ C9 ‖w‖H2,1((0,1)×(0,2π)) .
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By the just obtained inequality (5.29), (5.30) and (5.31) we get (5.19).
In order to prove Proposition 5.1.3 we need further auxiliary propositions
and new notation. The following proposition has been proved in [116]. Let us
fix m ∈ N and a positive numer b. Let ε be a fixed positive number, we denote
by Xε the set {s ∈ X : d0 (s, s0) ≤ ε}. Notice that Xε = Xmbε.
Proposition 5.1.4 There exists a positive constant ε0, depending on m and b
only, such that for every ε ∈ (0, ε0) there exists W ⊂ Xε satifying the following
properties. W is ε-discrete with respect to the distance d0 and W has at least
exp
(
2−1ε
1
m
0 ε
− 1m
)
elements.
For any n ∈ N denote
yn (t) =
{ 1√
π
e−1/tt−3/2 sin
(
n
2
)
t, if t > 0,
0, if t ≤ 0.
Notice that yn ∈ C∞ (R) and yn ∈ Hm (R) for any n,m ∈ N. Let Un be the
solution to the following boundary value problem
∂tUn − ∂2xUn = 0, in (0, 1)× (0,+∞) ,
Un (x, t) = 0, in [0, 1]× (−∞, 0] ,
Un (1, t) = yn (t) , for t ∈ R,
Un (0, t) = 0, for t ∈ R.
(5.32)
The following decay estimate of exponential type will be crucial.
Proposition 5.1.5 For any fixed n ∈ N, let Un solve (5.32). Let us fix ρ0 ∈
(0, 1). Then there exist positive constants K1 and k1 depending on ρ0 only, such
that
‖Un‖L2(Bρ0×R) ≤ K1 exp
(
−k1γ
(
ψ˜n
))
. (5.33)
Proof. Let us denote
Ûn (x, ξ) =
∫ +∞
−∞
e−iξtUn (x, t) dt ,
ŷn (ξ) =
∫ +∞
−∞
e−iξtyn (t) dt.
By (5.32) we get 
∂2xÛn − iξÛn = 0, in (0, 1)× R,
Ûn (1, ξ) = ŷn (ξ) , for ξ ∈ R,
Ûn (0, ξ) = 0, for ξ ∈ R.
(5.34)
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Therefore
Ûn (x, ξ) = ŷn (ξ)
sinhσ (1− x)
sinhσ
, (5.35)
where σ =
√
|ξ|
2 (i− signξ). Notice that σ2 = iξ. Hence there exists a constant
C such that ∣∣∣Ûn (x, ξ)∣∣∣ = C |ŷn (ξ)| e−xq |ξ|2 (5.36)
By using classical tables of integral transforms, see for instance [56], we have
that, for any ξ ∈ R,
ŷn (ξ) =
e−
√
2|ξ−n/2|
2i
(
cos
(√
2 |ξ − n/2|
)
− sign (ξ − n/2) i sin
(√
2 |ξ − n/2|
))
−e
−
√
2|ξ+n/2|
2i
(
cos
(√
2 |ξ + n/2|
)
− sign (ξ + n/2) i sin
(√
2 |ξ + n/2|
))
,
hence the following estimate holds true
|ŷn (ξ)| ≤ e−
√
2|ξ−n/2| + e−
√
2|ξ+n/2|, for every ξ ∈ R. (5.37)
By Plancherel Theorem, (5.36) and (5.37) we have, for any ρ0 ∈ (0, 1) and for
any n ∈ N,∫
(0,ρ0)×(0,+∞)
|U (x, t)|2 dxdt = 1
2π
∫ ρ0
0
dx
∫ +∞
−∞
∣∣∣Ûn (x, ξ)∣∣∣2 dξ
≤ C
∫ ρ0
0
dx
∫ +∞
−∞
|ŷn (ξ)|2 e
√
2|ξ|xdξ ≤ Cρ0
∫ +∞
−∞
e−2
√
2|ξ−n/2|e
√
2|ξ|ρ0dξ
Cρ0
(∫
|ξ|≤n/4
e−2
√
2|ξ−n/2|e
√
2|ξ|ρ0dξ +
∫
|ξ|≥n/4
e−2
√
2|ξ−n/2|e
√
2|ξ|ρ0dξ
)
≤ K1e−k1
√
n
2 ,
whereK1, k1 depend on ρ0 only. Recalling that γ
(
ψ˜n
)
=
√
n
2 , for every n ∈ N,
by the inequality proved above we get (5.33).
Lemma 5.1.6 There exist positive constants K2 and k2 depending on m and b
only, such that for any n ∈ N and any s ∈ X, we have∥∥∥(D˜1,s − D˜1,s0) ψ˜n∥∥∥ eH′ ≤ K2 exp(−k2γ (ψ˜n)) . (5.38)
Proof. By (5.17) and (5.18) we have∥∥∥(D˜1,s − D˜1,s0) ψ˜n∥∥∥ eH′ ≤ C1
∥∥∥(D˜s − D˜s0) G˜ψ˜n∥∥∥ eH′ . (5.39)
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Let Un solve (5.32). Then the restriction of Un to the time interval (0, 2π) solves
(5.15) with s = s0 and boundary data at x = 0 and x = 1 equal respectively to
G˜ψ˜n and 0. Therefore, by Proposition 5.1.2 and (5.39), we have∥∥∥(D˜1,s − D˜1,s0) ψ˜n∥∥∥ eH′ ≤ K3 ‖Un‖H2,1((0, 12 )×(0,2π)) .
Then the conclusion follows by Proposition 5.1.5 and a Caccioppoli type in-
equality of the form
‖Un‖H2,1((0,ρ1)×(0,2π)) ≤ K4 ‖Un‖L2((0,ρ0)×(0,2π)) ,
where 0 < ρ1 < ρ0 < 1 and K4 depends on ρ0 and ρ1 only. For similar
Caccioppoli type inequalities we refer to Section 6, Chapter III, of [104].
Proof of Proposition 5.1.3. First we introduce the operator which is the
adjoint to D˜1,s. For any s ∈ X , let us define the linear and bounded operator
D˜∗s : H˜ → H˜0 such that for any φ˜ ∈ H˜ , we have
D˜∗s φ˜ = −∂xv˜ (0, t) ,
where v˜ solves 
∂tv˜ + ∂
2
xv˜ = 0, in Q˜s,
v˜ (x, 2π) = 0, for x ∈ [0, 1] ,
v˜ (s˜ (t) , t) = 0, for t ∈ [0, 2π] ,
v˜ (0, t) = φ˜, for t ∈ [0, 2π] .
(5.40)
Then we define D˜∗1,s : H˜ → H˜ ′ so that〈
D˜∗1,sφ˜, ψ˜
〉
eH′, eH =
〈
D˜∗sG˜∗φ˜, G˜ψ˜
〉
eH′, eH , for every φ˜, ψ˜ ∈ H˜ .
By using the weak formulation of (5.15) and (5.40) it is easy to show that the
following adjointness property holds true for any s ∈ X〈
D˜1,sψ˜, φ˜
〉
eH′, eH =
〈
D˜∗1,sφ˜, ψ˜
〉
eH′, eH , for every ψ˜, φ˜ ∈ H˜. (5.41)
It is not difficult to show that, by the change of variable in time, (5.38) holds
true if we replace there D˜1,s with D˜∗1,s. Therefore,using (5.39), we have∣∣∣∣〈(D˜1,s − D˜1,s0) ψ˜n, ψ˜n′〉 eH′, eH
∣∣∣∣ ≤ K5 exp(−k2max{γ (ψ˜n) , γ (ψ˜n′)}) ,
(5.42)
where K5 depends on m and b only.
Finally, recalling Proposition 5.1.4, the inequality (5.14) and the decay esti-
mate (5.42) we notice that we are exactly in the position of applying Theorem
5.0.2 and Proposition 5.1.3 follows.
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5.2 Stability properties of the Dirichlet inverse problem
with unknown boundary independent on time
In this section, for the reader’s convenience, first we present the formulation
of the Dirichlet inverse problem when the unknown boundary is independent
on time and the equation is linear, then we state, without proofs, the stability
properties (i.e. stability estimate and exponential instability) for such a prob-
lem. Such a proof has the same structure of the proof of Theorem 5.1.1 but
it presents additional difficulties with respect to this Theorem. For the more
details we refer to [53].
Referring to the problem formulated at beginning of Section 4, in this section
Ω (t) = Ω and I (t) = I for every t ∈ R, where Ω is a bounded domain in Rn with
a sufficiently smooth boundary ∂Ω and I is an inaccessible part of ∂Ω. Given a
nontrivial function f on A×(0, T ), let us consider the following Cauchy-Dirichlet
(direct) problem
div (κ (x, t)∇u)− ∂tu = 0, in Ω× (0, T ) ,
u = f , on A× (0, T ] ,
u = 0, on I × (0, T ] ,
u (., 0) = 0, in Ω ,
(5.43)
where κ (x, t) =
{
κij (x, t)
}n
i,j=1
denotes a known symmetric matrix which sat-
isfies a hypothesis of uniform ellipticity and some smothness conditions that we
shall specify below.
Given an open portion Σ of ∂Ω such that Σ ⊂ A, we consider the inverse
problem of determinig I, from the knowledge of κ (x, t)∇u · ν on Σ× [0, T ].
Let λ0, Λ0, E,M , R0, F˜ and β be given positive numbers with λ0, β ∈ (0, 1].
i) A priori information on the domain Ω.
We assume
|Ω| ≤MRn0 . (5.44)
Concerning the regularity of ∂Ω we assume that
∂Ω is of C0,1 class a with constants R0, E. (5.45)
In addition we assume that there exist open portions Σ, Σ˜ within A such that
Σ ⊂ Σ˜ and there exists a point P0 ∈ Σ such that
∂Ω ∩BR0 (P0) ⊂ Σ , (5.46)
and
Σ˜ ∩ (I)R0 = ∅ . (5.47)
and
I ∪A = ∂Ω , IntI ∩ Int (A) = ∅ , I ∩A = ∂A = ∂I . (5.48)
Recall that interior and boundaries are intented in the relative topology of ∂Ω.
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ii) A priori information on the unknown part of the boundary. We suppose
that we have
I is of C1,β class with constant R0, E. (5.49)
iii) A priori information about prescribed boundary datum.
We shall assume that
f ∈ H 12 , 14 (A× (0, T )) , (5.50)
suppf ⊂ Σ˜ (5.51)
and ‖f‖H1/2,1/4(A×(0,T ))
‖f‖L2(A×(0,T ))
≤ F˜ . (5.52)
iii) Assumptions about the thermal conductivity κ.
The thermal conductivity κ is assumed to be a given function from Rn × R
with values in n× n matrices satisfying the following conditions. When ξ ∈ Rn
and (x, s) , (y, τ) ∈ Rn+1 we assume that
λ0 |ξ|2 ≤ κ (x, t) ξ · ξ ≤ λ−10 |ξ|2 , (5.53)
|κ (x, t)− κ (y, τ)| ≤ Λ0
( |x− y|
R0
+
|t− s|
R0
)
. (5.54)
In the next theorem we shall use the following notation
W (Ω× (0, T )) = {v : v ∈ L2 ((0, T ) ;H1 (Ω)) , ∂tv ∈ L2 ((0, T ) ;H−1 (Ω))} .
Theorem 5.2.1 Let Ω1, Ω2 be domains satisfying (5.44) (5.45). For any i =
1, 2 let Ai, Ii satisfying (5.48), be the accessible and inaccessible part of ∂Ωi
respectively. Assume that A1 = A2 = A and that Ω1 and Ω2 lie on the same
side of A. Let us take Σ, Σ˜ within A such that Σ ⊂ Σ˜ satisfying (5.46) (5.47).
Finally, we suppose that, for any i = 1, 2, Ii satisfies the a priori information
(5.49).
Let us assume that (5.50), (5.51), (5.52), (5.53) and (5.54) are also satisfied
and let ui ∈ W (Ωi × (0, T )) be the weak solution to (5.43) when Ω = Ωi, i =
1, 2. If, given ε > 0, we have
R0 ‖k∇u1 · ν − k∇u2 · ν‖L2(Σ×(0,T )) ≤ ε , (5.55)
then we have, for every ε ∈ (0, 1),
dH
(
Ω1,Ω2
) ≤ R0C1 |log ε|− 1C2 , (5.56)
where C1, C2 are positive constants depending on λ0, Λ0, E, M , R0, F˜ , β and
R20T
−1 only.
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In order to analyse the instability of the inverse problem we study what
happens in the most favourable situation, that is we suppose to have strong a
priori information on I, A and κ as simple as possible. In addition we take into
account all possible measurements.
More precisely in the instability analysis we deal within the following frame-
work. Let us assume Ω = B1 r D where D is a compact subset of B1 (D
represents an unknown cavity). Let A = ∂B1, I = ∂D. We also set Σ = Σ˜ = A.
We set Q = B1×
(
π
2 ,
3π
2
)
and Γ = A× (π2 , 3π2 ). In addition we assume that κ is
equal to the identity matrix. Let us fix a positive integerm. To each Cm regular
cavity D we associate its Dirichlet-to-Neumann map DD, that is the operator
that maps each prescribed temperature f on A×(π2 , 3π2 ) into the corresponding
heat flux ∂u∂ν |A×(pi2 , 3pi2 )
. We shall give below a formal definition of DD.
We shall use the following Hibert space. The space H = H
3
2 ,
3
4
,0 (Γ), its dual
H ′ = H1 = H−
3
2 ,− 34 (Γ) and H0 = H
1
2 ,
1
4 (Γ). We consider the interpolation
spaces between H0 and H1, [113]. For any θ, 0 ≤ θ ≤ 1, we define Hθ as
[H0, H1]θ, where the latter denotes the interpolation at level θ between H0 and
H1. By using the interpolation properties of fractional order Sobolev spaces,
see [113], we can characterize Hθ as follows
Hθ =
{
H2(
1
4−θ), 14−θ
((
π
2 ,
3π
2
))
, if 0 ≤ θ ≤ 14 ,
H−2(
1
4−θ),−( 14−θ)
((
π
2 ,
3π
2
))
, if 14 ≤ θ ≤ 1, θ 6= 34 .
Let us notice that the interesting case θ = 14 , where we have Hθ = L
2 (Γ) and
that H 3
4
do not coincide with H−1,−
1
2 (Γ).
Let us fix an integer m ≥ 2 and positive constants δ, b and r.
For a strictly positive function g defined on ∂B1 we recall the definition of
its radial subgraph,
subgraphrad (g) = {y ∈ Rn : y = ρω, 0 ≤ ρ ≤ g (rω) , ω ∈ ∂B1} .
Then we define
Xmbδ
(
Br
)
= {subgraphrad (g) : g ∈ C∞ (∂Br) ,
‖g‖Cm(∂Br) ≤ b and r ≤ g ≤ r + δ
}
.
Let us consider the metric space (X, d) =
(
Xmb 14
(
B1/2
)
, dH
)
, where dH de-
notes the Hausdorff distance. Let us notice that every D ∈ X is closed, is
starshaped with respect to the origin and satisfies B1/2 ⊂ D ⊂ B3/4.
For any D ∈ X , we set Q (D) = (B1 rD)×
(
π
2 ,
3π
2
)
, Γ (D) = ∂D× (π2 , 3π2 ).
If D = ∅ then we set Q (D) = Q and Γ (D) = ∅.
For any D ∈ X ∪ {∅}, we consider the operator DD : H → H0 which is
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defined as follows. For any ψ ∈ H , let u ∈ H2,1 (Q (D)) be the solution to
∆u− ∂tu = 0, in Q (D) ,
u = ψ, on Γ,
u = 0, on Γ (D) ,
u
(
., π2
)
= 0, in ΩrD ,
(5.57)
Then, for any ψ ∈ H , we set
DDψ = ∂u
∂ν |Γ
, u solution to (5.57).
We have that Theorems 4.3 and 6.2 in Chapter 4 of [113] imply, respec-
tively, existence and uniqueness of a solution u ∈ H2,1 (Q (D)) to (5.57) and
its continuous dependence from the boundary datum ψ ∈ H . In addition, by
trace theorem (Chapter 4 Theorem 2.1 of [113]) we can conclude that, for any
D ∈ X ∪ {∅} the operator DD : H → H0 is linear and bounded. We can also
consider DD as an operator belonging to L (H,H ′), by setting, for any ψ, φ ∈ H ,
〈DDψ, φ〉H′,H =
〈
∂u
∂ν |Γ
, φ
〉
H′,H
=
∫
Γ
∂u
∂ν
φdS,
where u solves (5.57) and 〈., .〉H′,H is the duality pairing between H ′ and H .
Theorem 5.2.2 Let us fix an integer m ≥ 2 and a positive constant b. Let
(X, d) =
(
Xmb 14
(
B1/2
)
, dH
)
. Then there exists a positive constant δ, depending
on m and b only, such that for every δ ∈ (0, δ) we can find D1, D2 ∈ X satisfying
d
(
Di, B1/2
) ≤ δ, for any i = 1, 2; d (D1, D2) ≥ δ
and for any θ ∈ [0, 1]
‖DD1 −DD2‖L(H,Hθ) ≤ C exp
(
−θδ− 16m
)
,
where C is a constant depending on m, b and θ only.
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