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Abstract. We obtain a global estimate of the transition density pn(0, x) as-
sociated to a nearest neighbor random walk, called here ”simple”, on affine
buildings of type eAr. Then we deduce a global estimate of the Green func-
tion. This is the analogue of a result on Riemannian symmetric spaces of the
noncompact type.
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1. Introduction
This work is meant as a first attempt to understand the full behavior of random
walks on affine buildings of higher rank. Such a study was carried out by Lalley
(see [9], [10] and the report in [19]) for rather general random walks on rank one
buildings i.e. homogeneous trees, and by the first author (in the joint works [2],
[3], [4]) for the heat diffusion on a general Riemannian symmetric space of the
noncompact type, which is a continuous counterpart of the present discrete setting.
Apart from its own interest, this information is pivotal for further study. For
instance, in potential theory, it is used to estimate the Green’s function and to
describe the Martin boundary. It will also be used in [18] to study the asymptotic
behavior of normalized bridges.
Our paper deals with a simple higher rank case. We consider buildings of type
A˜r, which are known to be most simple among affine buildings, and a particular
random walk to the nearest neighbors, that we shall call “simple”. This random
walk, actually its Fourier transform, satisfies a “magic” combinatorial formula,
which is technically very helpful. Our main result is a global upper bound for the
transition density pn(x, y), which is also a lower bound, at least when n − d(x, y)
is large enough. As a consequence, we get the same upper and lower bound for
the Green function, away from the diagonal. In rank one, we recover in a simpler
way the main result of Lalley [9], specialized to the simple random walk (see [5] for
more details).
Our method consists in analyzing carefully the transition density, using the in-
verse Fourier transform. Recall that Fourier analysis was developed in the seven-
ties by Macdonald [11] for p–adic like buildings. It was resumed recently, first by
Cartwright [7] for affine buildings of type A˜r and next by Parkinson ([13], [14])
in the general case. Notice that these authors used it already to study isotropic
random walks ([8], [13], [15]). They obtained in particular local and central limit
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theorem i.e. the asymptotics of the transition densities pn(x, y) when n→ +∞ and
x, y remain fixed.
Our paper is organized as follows. In Section 2, we recall the setting of our study
and specify the basic objects involved: affine buildings (of type A˜r), the (inverse)
Fourier transform and the “simple” random walk on these spaces. Section 3 is
devoted to the rank 2 case, which is typical of the higher rank case and which is
easier to deal with first. In this case, our method works in fact for any isotropic
nearest neighbor random walk. Moreover we obtain the same upper and lower
bound for pn(x, 0) in the full range |x| ≤ n. Section 4 deals with the general case.
The result is similar, except that the lower bound is not shown to hold in the range
n− C ≤ |x| ≤ n, where C is some positive constant (possibly large). In Section 5,
we deduce sharp estimates (same upper and lower bound) for the Green function,
at or above the bottom of the l2 spectrum.
2. Preliminaries
2.1. Root system. Let R be a root system of type Ar in a real vector space a. Let
aC = a+ ia be the complexification of a, equipped with its inner product 〈·, ·〉. We
shall briefly introduce some standard notation (for more details see e.g [6]). First
let R+ be a choice of positive roots. Let {α1, . . . , αr} be the set of simple roots.
We denote by a+ the associated positive Weyl chamber and by a+ its closure. Let
{λ1, . . . , λr} be the set of fundamental weights. Let P =
∑r
i=1 Zλi be the lattice
of weights. Let P+ be the subset of dominant weights, i.e. which lie in a+ and
let P++ be the subset of strictly dominant weights i.e., those which lie in a+. Let
Q =
∑r
i=1 Zαi be the lattice of roots. The lattice P is the set of vertices of a
simplicial complex, which is called the Coxeter complex. We denote by W0 the
Weyl group and by W˜ the extended affine Weyl group (see e.g [13]). For α ∈ R, let
α∨ = 2|α|2α be the coroot associated to α. We have
1
2
∑
α∈R+
α∨ =
r∑
i=1
λi.
Let q ≥ 2 be an integer. We can define qw for all w ∈ W˜ . Then if tλ ∈ W˜ is the
translation by λ, we have (see e.g. [14])
qtλ = q
P
α∈R+ 〈λ,α〉.
If λ ∈ P+, we denote by W0λ the stabilizer of λ under the action of W0. If
λ =
∑r
i=1 niλi, with ni ∈ N for all i, we denote by |λ| =
∑r
i=1 ni the length of λ.
Eventually, the function π is defined on P by
π(λ) =
∏
α∈R+
〈α∨, λ〉 .
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2.2. The symmetric Macdonald polynomials. The Weyl denominator ∆ and
the functions c and b are defined respectively, for z ∈ aC, by
∆(z) =
∏
α∈R+
(e
〈α∨,z〉
2 − e−〈
α∨,z〉
2 ),
c(z) =
∏
α∈R+
1− q−1e−〈α∨,z〉
1− e−〈α∨,z〉 ,
1
c(z)
= ∆(z)b(z)e−
Pr
i=1〈λi,z〉.
In particular, |b(iθ + s)| is bounded above and below by a fixed strictly positive
constant, for (θ, s) ∈ ia×a+. The symmetric Macdonald polynomial is defined (see
[12], [14]) for λ ∈ P+ and z ∈ aC by
(1) Pλ(z) =
q
− 12
tλ
W0(q−1)
∑
w∈W0
c(w · z)e〈λ,w·z〉.
where · denotes the action of W0 on aC. Moreover, for the root systems of type Ar,
we have
(2) Pλi(z) = q
1
2
tλi
1
Nλi
∑
λ∈W0·λi
e〈λ,z〉.
We define the function h for z ∈ aC by
h(z) =
r∑
i=1
∑
λ∈W0·λi
e〈λ,z〉.
2.3. Affine building and averaging operators. An affine building (see [16] or
[13]) of type A˜r is a nonempty simplicial complex containing subcomplexes called
apartments such that:
• Each apartment is isomorphic (see [13]) to the Coxeter complex.
• Given two chambers (simplices of maximal dimension) there is an apart-
ment containing both.
• Given two apartments that contain at least a common chamber, there exists
a unique isomorphism between them, which fixes pointwise their intersec-
tion.
The building will be assumed to be regular. By definition this means that given
any chamber C and any face F (simplex of codimension 1) of C, the cardinality of
the set of chambers different from C and containing F is independent of C and F ,
and is equal to q. We denote by X the set of vertices (simplices of dimension 1) of
the building. Observe for instance, that if r = 1, the building is a tree such that
each vertex has q + 1 neighbors.
We fix a vertex 0 called the origin, an apartment A0 containing 0, and a chamber
C0 of A0 containing 0. We can identify the set of vertices of A0 with the elements
of the weight lattice P . Then we can identify P+ with a subset of A0 containing
the vertices of C0. This subset is denoted by A
+
0 . Now given x ∈ X , there exists
an apartment containing C0 and x. There is also an isomorphism between this
apartment and A0 fixing C0. The image of x by this isomorphism has a unique
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conjugate by the Weyl group W0 which lies in A
+
0 . This conjugate is called the
radial part or coordinate of x and is identified with an element of P+.
For λ ∈ P+, we denote by Vλ(0) the sphere of radius λ around 0, which by
definition is the set of vertices in the building with radial part equal to λ. Its
cardinality is denoted by Nλ = |Vλ(O)|. Then we have (see [7])
Nλ =
W0(q
−1)
W0λ(q−1)
qtλ ,
where V (q−1) =
∑
w∈V q
−1
w , for all subgroups V of W0. For x ∈ Vλ(O) we set
|x| = |λ| and x = λ. We set also xi = 〈αi, λ〉 for all i ≤ r.
By A we denote the algebra of averaging symmetric operators on X . It was
proved in [7] that A is a commutative algebra generated by the operators
△jf(x) = 1
Nλj
∑
y∈Vλj (O)
f(y), j = 1, . . . , r,
where f is a complex-valued function on X . Consider l2(X ) with a natural scalar
product
〈f, g〉 =
∑
x∈X
f(x)g(x).
Then the closure A is a commutative C∗-algebra. Moreover, A is isometrically
isomorphic to the algebra of W0-invariant continuous functions on
U = {θ ∈ a | for all α ∈ R, 〈α, θ〉 ≤ π},
and the Gelfand map is given by
△̂j = Pλj .
We observe here that U is W0-invariant and a fundamental domain for the action
of the lattice 2πQ on a. Eventually, for A ∈ A we have the inversion formula
Aδy(x) =
W0(q
−1)
|W0|
∫
U
Â(θ)△̂j(θ) dθ|c(θ)|2 ,
for x, y ∈ X and y ∈ Vλj (x).
2.4. The simple random walk. This is defined as the Markov chain on X , with
transition probabilities given by
p(x, y) =
{
q
− 12
tλi
ρ if y ∈ Vλi (x)
0 otherwise,
where
ρ =
1∑r
i=1 q
− 12
tλi
Nλi
.
Let also ρ˜ = ρh(0) be the associated spectral radius. For example for the tree, i.e.
the A˜1 case, we have ρ˜ =
2
√
q
q+1 . In the case A˜2 we have
ρ˜ =
3q
q2 + q + 1
,
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and in the case A˜3,
ρ˜ =
14q2
(1 + q2)[(q2 + q + 1) + 2q
1
2 (q + 1)]
.
2.5. The function F0. It is defined on P
+ by
F0(λ) = Pλ(0).
The following Proposition is the analogue of a result obtained in [1] and generalized
in [17].
Proposition 2.1. In P+,
(3) F0(λ) ≍ 1q−
1
2
tλ
∏
α∈R+
(1 + 〈α∨, λ〉).
Moreover,
(4) F0(λ) ∼ 2const · π(λ)q−
1
2
tλ
.
when 〈α, λ〉 → +∞, for all α ∈ R+.
Proof. First we multiply (1) by π(iθ) removing the singularities of the c-function,
and then we apply the operator π(−i∂)|θ=0. Since the left hand side is equal to
F0(λ) up to a constant, we get
q
1
2
tλ
F0(λ) = p(λ),
where p is a polynomial in coordinates of λ with highest order term proportional
to π(λ). This proves (4) and (3) away from the walls. Next we extend our estimate
along the walls by using a local Harnack principle. This is obtained immediately
by using that F0 is an eigenfunction of the averaging operators:∑
y∈Vλi (x)
p(x, y)F0(y) = ρ|W0 · λi|F0(x),
for all x ∈ X and all i ≤ r. 
3. Heat kernel estimates: the case A˜2
Let n ∈ N and x ∈ Vλ(O). Let α0 = α1 + α2. We set δ = 1n+2 (λ+ λ1 + λ2). For
i = 0, 1, 2 we put δi = 〈δ, αi〉. Let
φ(δ) = min{u ∈ a+ | log h(u)− 〈δ, u〉}.
The main goal of this section is to prove
Theorem 3.1. The following estimate
(5) pn(0, x) ≍ 1
n3
ρnenφ(δ)F0(x)
1√
n2(1− δ0)(1 − δ1)(1 − δ2)
,
holds uniformly on the set {|x| ≤ n− 1}.
1we say that f ≍ g, when there exists a constant C > 0 such that, 1
C
g(λ) ≤ f(λ) ≤ Cg(λ) for
all λ.
2we say that f ∼ g, when f
g
→ 1.
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We will see that the function eφ(δ) is bounded. Thus the exponent n in the
theorem can be replaced by n+2, which appears more naturally in the proof. The
next theorem gives a more precise statement of the estimate at the boundary of the
domain. We adopt the following notation for the binomial coefficients:
Cnk =
n!
k!(n− k)! .
Theorem 3.2. Let K > 0. Then
(6) pn(0, x) ≍ nd(ρq−1)nCn−dx1∨x2−d
uniformly in the set {n ≥ |x| ≥ n−K}, where d = n− |x|.
Note 3.1. When n−x1∨x2 ≤ K ′ for some fixed constant K ′ > 0, then the estimate
becomes
pn(0, x) ≍ (ρq−1)nn(n−x1∨x2)+d.
Remark 3.1. Here is the corresponding result for the tree (cf [5]). In this case we
can give an explicit formula of the function φ appearing in the estimate. In fact we
have
pn(0, x) ≍ |x|
n
√
n− |x|ρ
nenφ(δ)q−
|x|
2 ,
where
φ(δ) =
1
2
{(1 + δ) log(1 + δ) + (1 − δ) log(1− δ)}.
3.1. Proof: the beginning. If θ = θ1α1 + θ2α2, we set |θ|∞ = max{|θ1|, |θ2|}.
We say that a weight is away from a wall, when its distance to the wall is larger
than some fixed constant (which will be determined in the proof). We denote by
C a constant whose value may change from line to line.
We begin by some elementary transformations of pn(O, x). First, by using (2),
we get
pn(0, x) = C
∫
U
(
1
2
Pλ1(iθ) +
1
2
Pλ2(iθ)
)n
Pλ(iθ)
dθ
|c(iθ)|2
= Cρn
∫
U
hn(iθ)Pλ(iθ)
dθ
|c(iθ)|2 .
Next by (1) and the W0-invariance of h, we get
(7) pn(0, x) = Cρnq
− 12
tλ
∫
U
hn(iθ)e−i〈θ,λ+λ1+λ2〉∆(iθ)b(iθ)dθ.
Now we make two elementary observations. First
(8) h+ 2 = (1 + eλ1)(1 + e−λ2)(1 + eλ2−λ1).
Moreover, we have the following lemma, whose proof is left to the reader (see also
Section 4 for a more general result).
Lemma 3.1.
π(∂)[hn+3] = (n+ 3)(n+ 2)(n+ 1)
[
n+ 3
n+ 1
h+ 2
]
hn∆.
The idea now is to use Lemma 3.1 and integrate by parts in (7). This will be
done in two different ways, depending on if |x| ≤ n2 or if |x| > n2 . We notice that
the factor 12 plays no role here, and could be replaced by 1− η for any η ∈ (0, 1).
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3.2. The case when |x| ≤ n2 . We consider the function
qn(x) =
n+ 3
(n+ 1)ρ
pn+1(0, x) + 2pn(0, x).
By Lemma 3.1, after an integration by parts we get the expression
qn(x) = C
ρnq
− 12
tλ
(n+ 3)(n+ 2)(n+ 1)
∫
U
hn+3(iθ)π(∂)
[
e−i〈θ,λ+λ1+λ2〉b(iθ)
]
dθ.
Now we make the change of variables iθ → iθ+ s for some s ∈ a+ whose value will
be specified in the sequel, and we find
qn(x) = C
ρnq
− 12
tλ e
−〈λ+λ1+λ2,s〉
(n+ 3)(n+ 2)(n+ 1)
∫
U
hn+3(iθ + s)π(∂)[e−i〈θ,λ+λ1+λ2〉b(iθ + s)]dθ.
Moreover b(iθ+ s) and all its derivatives are bounded functions of (θ, s) ∈ U × a+.
Thus for x or λ sufficiently away from the walls,
qn(x) = C
ρnq
− 1
2
tλ
e−〈λ+λ1+λ2,s〉π(λ+λ1+λ2)
(n+3)(n+2)(n+1)
× ∫
U
hn+3(iθ + s)e−i〈θ,λ+λ1+λ2〉b(iθ + s)dθ + lower order terms.
3.3. The case when |x| > n2 . In this case qn and pn are not anymore comparable.
However, when λ is sufficiently away from the wall {α1 − α2 = 0}, then it results
from (8) and our choice of s in the next subsection (see also Remark 3.2), that at
least for n sufficiently large, the function θ 7→ 1n+3
n+1h(iθ+s)+2
does not vanish on U .
Thus after an integration by parts in (7), we see that for λ away from the walls
{α2 = 0} and {α1 − α2 = 0},
pn(0, x) = C
ρnq
− 12
tλ
e−〈λ+λ1+λ2,s〉π(λ + λ1 + λ2)
(n+ 3)(n+ 2)(n+ 1)
×
∫
U
hn+3(iθ + s)e−i〈θ,λ+λ1+λ2〉(b1 + b2)(iθ + s)dθ,
where b1 =
b
n+3
n+1h+2
and b2 =
ei(λ+λ1+λ2)
π(λ+λ1+λ2)
π(∂)[b1e
−i(λ+λ1+λ2)]− b1 is the remainder.
3.4. Choice of s and the stationary phase method. In the preceding subsec-
tions we have seen that qn(x), in the range |x| ≤ n2 , and pn(0, x), in the range
|x| > n2 , were comparable for λ away from the walls to
(9) C(n, λ)
∫
U
hn+2(iθ + s)
hn+2(s)
e−i〈θ,λ+λ1+λ2〉b˜(iθ + s)dθ,
with
C(n, λ) =
ρnq
− 12
tλ
e−〈λ+λ1+λ2,s〉hn+2(s)π(λ)
n3
,
and b˜ equal to hb or h(b1 + b2) respectively if |x| ≤ n2 or if |x| > n2 . Now we choose
the shift s according to the stationary phase method, i.e. as a solution in a+ of the
equation
(10)
∇h
h
(s) = δ.
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Solving such an equation is classical. We consider the function φδ : u 7→ log h(u)−
〈δ, u〉 on a. Since |δ| < 1 (by hypothesis |x| < n), this function tends to infinity
when |u| → +∞. Moreover, h is W0-invariant, and 〈δ, u〉 is maximal when u ∈ a+.
Thus φδ attains its minimum in a+ at some point s = s(δ), which satisfies equation
(10). Without loss of generality, we will assume in the sequel that 〈λ1, s〉 ≥ 〈λ2, s〉.
The following lemma collects some properties of s.
Lemma 3.2. (1) The condition 〈λ1, s〉 ≥ 〈λ2, s〉 implies δ1 ≥ δ2.
(2) The function φδ is strictly convex, thus s is the unique point where it attains
its minimum, and δ 7→ s is continuous on {|δ| < 1}.
(3) When |δ| → 1, |s| → +∞, where |s| is the Euclidean norm of s. More
precisely, when |δ| → 1,
e〈λ2−λ1,s〉 =
1− δ1
δ1
+O(e−〈λ2,s〉),
e−〈λ2,s〉 ≍ 1− |δ|.
(4) We have s = 0 if, and only if, δ = 0. When δ1 − δ2 → 0, then
〈λ2 − λ1, s〉 ≍ δ1 − δ2.
Proof. Equation (10) is equivalent to the system{
sinh 〈λ1, s〉+ sinh 〈λ1 − λ2, s〉 = δ1h
sinh 〈λ2, s〉 − sinh 〈λ1 − λ2, s〉 = δ2h.(11)
The first statement follows since sinh is increasing and has the same sign than its
argument. The convexity of φδ comes from a more general result: assume that
h =
∑
λ e
λ is a sum of exponentials. Then the second order derivative d2φδu of φ
δ
at some point u ∈ a is given by
d2φδu =
hd2h− |∇h|2
h2
(u) =
1
h2(u)
∑
λ6=λ′
[λ− λ′]2e〈λ+λ′,u〉,
which implies that d2φδu is positive definite. Thus φ
δ is strictly convex. The second
point follows immediately. By adding the both equations of (11), and because
sinh < cosh, we see that |s| → ∞ when |δ| → 1. Multiplying by e−〈λ1,s〉 in both
side of the first equation gives immediately the asymptotic of e〈λ2−λ1,s〉. Doing the
same in the sum of the two equations gives the asymptotic of e−〈λ2,s〉. By doing
now the difference between them, we obtain in the same way the last point. The
assertion that s = 0 if, and only if, δ = 0 is straightforward. This concludes the
proof of the lemma. 
Remark 3.2.
(1) As announced, the estimates of the lemma show that the function eφ(δ) =
h(s)e−〈δ,s〉 in (5) is bounded.
(2) The last point of the lemma implies that (1+ e〈λ2−λ1,iθ+s〉) is larger (up to
a constant) than δ1 − δ2 for any θ ∈ U . Thus, thanks to Formula (8), we
see that for n and 〈α1 − α2, λ〉 large enough, n+3n+1h+ 2 does not vanish in
U . This justifies our assumption of section 3.3.
We consider now the phase function
F δ(θ) = log h(iθ + s)− log h(s)− i 〈δ, θ〉(12)
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which is well defined at least in a small neighborhood of 0, independent of s (or δ).
By our choice of s, F δ(0) = 0 and ∇F δ(0) = 0. The next lemma gives a much more
precise result on the behavior of F δ near 0. Let ℜF δ and ℑF δ denote respectively
the real and imaginary part of F δ.
Lemma 3.3. There exists two constants ǫ > 0 and C > 0 such that,
ℜF δ(θ) ≍ −qδ(θ), and |ℑF δ(θ)| ≤ C|θ|∞qδ(θ),
uniformly for |θ|∞ ≤ ǫ and |δ| < 1, where
qδ(θ) = e
〈λ2−λ1,s〉 〈λ1 − λ2, θ〉2 + e−〈λ2,s〉 〈λ2, θ〉2 .
Proof. Since F δ(0) = 0 and ∇F δ(0) = 0, we see that for all θ ∈ U , there exists
θ′ ∈ U such that |θ′|∞ ≤ |θ|∞ and
F δ(θ) = d2F δθ′(θ),
where d2F δθ′ is the second order derivative of F
δ in θ′. We can compute it, as we
did for φδ in Lemma 3.2:
d2F δθ′(θ) =
−1
h(iθ′ + s)2
∑
λ,λ′
〈λ− λ′, θ〉2 e〈λ+λ′,iθ′+s〉
=
−1
|h(iθ′ + s)|4
∑
λ,λ′,µ,µ′
〈λ− λ′, θ〉2 e〈λ+λ′+µ+µ′,s〉ei〈λ+λ′−µ−µ′,θ′〉.
Next observe that |h(iθ′+s)e−〈λ1,s〉| is bounded above and below by strictly positive
constants, when |θ′|∞ is small. So if we multiply up and down the right member
of the last equality by e−4〈λ1,s〉, and then take successively the real part and the
imaginary part, we get the two assertions of the lemma. 
We denote by J(n, λ) the integral appearing in (9). According to the notation
of the preceding lemma, let ǫ′ < ǫ (taken small in the next proposition). We divide
J(n, λ) into the sum of the integral, let say J1(n, λ), over [−ǫ′, ǫ′]2 and the integral
J2(n, λ) over U r [−ǫ′, ǫ′]2, where [−ǫ′, ǫ′]2 denotes the set {|θ|∞ ≤ ǫ′}.
Proposition 3.1. There exists ǫ′ > 0 (independent of δ and n), such that the
following estimates hold for n large enough and λ away from the walls
|J1(n, λ)| ≍ 1√
n2(1− δ1)(1 − |δ|)
,
|J2(n, λ)| ≤ C√
n(1− δ1)
e−cn(1−|δ|),
where C and c are two strictly positive constants.
Proof. We have
J1(n, λ) =
∫
|θ|∞≤ǫ′
e(n+2)F
δ(iθ+s)b˜(iθ + s)dθ.
Thus essentially the first statement of the proposition is given by Lemma 3.3, and
a change of variable. In fact we just need in addition a control of b˜(iθ+ s) for small
θ’s. In the case where |x| ≤ n2 , this is immediate, since |b| is bounded above and
below by strictly positive constants, and by continuity of δ 7→ s, |h| also, if ǫ′ is
sufficiently small. In the other case, where |x| > n2 , by (8), we see that |h + 2|
stays away from 0 if |θ|∞ is small. Thus for λ sufficiently away from the walls, b2
HEAT KERNEL AND GREEN FUNCTION ESTIMATES 10
becomes negligible in front of b1. Then since (hb1)(s) is real and bounded (above
and below) on a+, this gives the desired estimate of |J1(n, λ)|. The estimate of J2
is more complicated, since |hb2| may become larger than |hb1| and even explode, for
instance when 〈λ2 − λ1, θ〉 = ±π, and δ1 − δ2 tends to 0 (cf. (8)). Fortunately, as
we will see, this is compensated by the exponential decay of e(n+2)ℜF
δ(iθ+s). Indeed
|h(iθ + s)|
h(s)
= e
1
2 log(1−(1− |h(iθ+s)|
2
h2(s)
)) ≤ e− 12 [1−
|h(iθ+s)|2
h2(s)
]
.
But
1− |h(iθ + s)|
2
h2(s)
=
1
h2(s)
∑
λ,λ′
e〈λ+λ′,s〉(1− cos 〈λ− λ′, θ〉).
Multiplying again the numerator and denominator by e−2〈λ1,s〉, we obtain
1− |h(iθ + s)|
2
h2(s)
≥ c
∑
λ,λ′
e〈λ+λ′−2λ1,s〉 〈λ− λ′, θ〉2 ,
for some constant c > 0. Observe now that since s = 0⇔ δ = 0 and s is continuous,
then s stays away from 0 when |x| > n2 . In particular 〈λ1, s〉 and 〈λ2, s〉 stay also
away from 0. Therefore with (8) we see that |b1| or |b2| can explode only when
1+ eλ2−λ1 is small, i.e when 〈λ2 − λ1, θ〉±π and δ1− δ2 are small. But in this case
(n+ 2)e〈λ2−λ1,s〉 〈λ2 − λ1, θ〉2 ≍ (n+ 2)(1− δ1) ≍ n,
since δ1 − δ2 small implies that 1− δ1 is away from 0. As a consequence
e−
c
2 (n+2)
P
λ,λ′ e
〈λ+λ′−2λ1,s〉〈λ−λ′,θ〉2(|hb1(iθ + s)|+ |hb2(iθ + s)|)
is bounded in U . The estimate of |J2(n, λ)| follows with Lemma 3.2 and a change
of variable. 
By the preceding proposition, when n(1−|δ|)→∞, J2 becomes negligible in front
of J1. Thus we can find a constantK > 0 such that C(n, λ)|J(n, λ)| has the estimate
(5) when λ is away from the walls and n(1 − |δ|) ≥ K. Moreover the preceding
proposition implies also that C(n, λ)|J(n, λ)| is bounded by the expression in (5).
Now the rest of the proof can be decomposed into two steps. First we prove the
lower estimate when n(1−|δ|) ≤ K. Then we extend our estimate along the walls by
using a local Harnack principle, and we prove by the way that qn(x) is comparable
to pn(0, x) when |x| ≤ n2 .
3.5. Lower bound when n(1 − |δ|) ≤ K. We present two proofs. The first is
analytical, and the second is purely combinatorial. One advantage of the second
proof is that it is valid in the whole range n(1 − |δ|) ≤ K, whereas the first is
only valid when λ is away from the walls {α2 = 0} and {α1 − α2 = 0}. Another
advantage of the combinatorial approach is that it provides a more elementary proof
of the upper bound.
3.5.1. Analytical proof. We begin by
Lemma 3.4. When (n + 2)(1 − δ1) → +∞ and (n + 2)(δ1 − δ2) → +∞, then
b˜(iθ + s)→ 1, uniformly in U .
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Proof. Two cases may cause problems. Either when δ1− δ2 tends to 0. But in this
case 〈α, λ〉 ≍ n for all α ∈ R+, since the line λ1 = λ2 does not cross walls in the
range n(1− |δ|) ≤ K (at least if n is large enough). Thus when n(δ1 − δ2)→ +∞,
|b2| tends to 0. The other case is when (1 − δ1) → 0, because we are not sure a
priori that the function b tends to 1. But this becomes true if n(1 − δ1) → +∞.
Now the proof of the lemma is straightforward. 
By the preceding lemma there exists a constant K ′ > 0 such that if (n+ 2)(1−
δ1) ≥ K ′ and (n+ 2)(δ1 − δ2) ≥ K ′, then J(n, λ) is comparable to
1
hn+2(s)
∫
U
hn+2(iθ + s)e−i〈λ+λ1+λ2,θ〉dθ.
We denote by I(n, λ) the integral in the last expression. We compute it by devel-
oping hn+2(iθ+ s) and using that the integral of ei〈µ,θ〉 is null whenever µ is a non
zero weight. We get, if |U | denotes the Lebesgue measure of U ,
I(n, λ) = |U |
∑ (n+ 2)!
n1!n2! . . . n6!
,
where the sum is over the family of integers (n1, . . . , n6) such that n1 + · · ·+ n6 =
n+ 2, n1 − n2 + n5 − n6 = x1 + 1 and n3 − n4 − n5 + n6 = x2 + 1. In particular
we can choose n1 = x1 + 1 − d, n3 = x2 + 1 + d, n5 = d, n2 = n4 = n6 = 0, with
d = n− x1 − x2. Thus, by Stirling’s formula, we get
I(n, λ) ≥ c1 (n+ 2)
n+2
xx1+1−d1 x
x2+1+d
2
1√
x2
≥ c2nd(n+ 2
x1
)x1+1−d(
n+ 2
x2
)x2+1+d
1√
n(1− δ1)
≥ c3nd 1
δx1+1−d1
1
(1 − δ1)x2+1+d
1√
n(1− δ1)
,
where c1, c2 and c3 are strictly positive constants. The passage from the second to
the third line is justified by the inequality (n+2)(1−δ1)x2 ≥ 1. On the other side, with
Lemma 3.2 we get
h(s)n+2e−〈λ+λ1+λ2,s〉 ≍ ( δ1
1− δ1 )
x2+1+d(1 +
1− δ1
δ1
)n+2
1
(1− |δ|)(n+2)(1−|δ|) .
Then
h(s)n+2e−〈λ+λ1+λ2,s〉 ≍ ( δ1
1− δ1 )
x2+1+d
1
δn+21
nd.
Thus we have proved the lower bound when (n + 2)(1 − δ1) ≥ K ′ (and λ is away
from the walls).
3.5.2. Combinatorial proof. We have just seen above that
(h(s)e−〈δ,s〉)n
1√
n(1− δ1)
≍ Cn+2−dx1+1−d nd,
for x and n such that (n+ 2)(1 − |δ|) ≤ K. Now observe that in this range
Cn+2−dx1+1−d ≍
n
x2 + 1
Cn−dx1−d,
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and qtλ ≍ q2n. Thus we are lead to prove the estimate of Theorem 3.2. In fact it is
more convenient to prove the corresponding result for the radial random walk. If p
denotes its transition kernel, then by definition pn(0, λ) = pn(0, x)Nλ for all n ∈ N,
all λ ∈ P+, and all x ∈ Vλ(0). Since Nλ is comparable to qtλ we have to prove that
pn(0, λ) ≥ c(qρ)nCn−dx1−d nd,
for some constant c > 0. But for any λ ∈ P+, qρ = p(λ, λ+λ1), and when λ ∈ P++,
we have also qρ = p(λ, λ + λ2). Thus it suffices to prove that, if n + 2 − |λ| ≤ K,
then the number of paths from 0 to λ in P+, is comparable to Cn−dx1−d n
d. This is
elementary, and can be seen as follows. Consider the sequence of increments of the
radial random walk up to time n, (ǫ1, . . . , ǫn), with ǫi ∈ {±λ1,±λ2,±(λ1 − λ2)}
for all i ≤ n. Then choose in arbitrary order, x1 − d terms equal to λ1, x2 + d
terms equal to λ2, and d terms equal to λ1 − λ2. The number of ways to do it is
comparable to Cn−dx1−d n
d, which proves the lower bound.
In fact we can also prove the upper bound by combinatorial arguments. Indeed,
there must be at least x1−d terms equal to λ1 in the sequence, and at most x1+d.
Otherwise the random walk could not reach the point λ at time n. Now if λ1
appears k ∈ {x1 − d, . . . , x1 + d} times, then for the same reason there must be
also at least n − d − k terms equal to λ2. But when k is fixed, the number of
sequences satisfying these conditions is bounded (up to a constant) by Cn−dk n
d.
Moreover, since x1 ≥ n−d2 (and d ≤ K), there exists a constant c > 0 such that
Cn−dk ≤ cCn−dx1−d, for all k ∈ {x1 − d, . . . , x1 + d}. This proves the desired upper
bound.
3.6. Local Harnack principle and estimate along the walls. Let us assume
that the estimate proved until now is valid when x is at distance at least D from
the walls {α2 = 0} and {α1 − α2 = 0}. From the heat equation satisfied by p, we
know that there exists a constant C > 0, such that
(13) pn(O, y) ≤ Cpn+1(O, x),
for all neighbors x and y. Let now x ∈ X be such that x is at distance less than
D of the wall {α2 = 0} for instance. By repeated applications of (13) we see that
there exist vertices y1 and y2 such that y1 = x+D(λ2 − λ1), y2 = x+Dλ2, and
cpn−D(0, y1) ≤ pn(0, x) ≤ Cpn+D(0, y2),
where c > 0 and C > 0 are other constants. Therefore, we only need to show
that our upper estimate of pn+D(0, y2) is comparable to our lower estimate of
pn−D(0, y1). This yields to prove that en[φ(δy2 )−φ(δy1 )] is bounded, where δyi =
yi+λ1+λ2
n+2 . But by an elementary calculus, we see that
∇φ(δ) = −s.
Hence
〈∇φ(δy1), δy2 − δy1〉 ≤ 0.
This implies well that en[φ(δy2)−φ(δy1 )] is bounded. This proves that our estimate
extend near the walls. The only missing part now is to see that qn(x) and pn(0, x)
are comparable when |x| ≤ n2 . This results also from (13). Indeed it implies that
pn(0, x) ≤ qn(x) ≤ Cpn+3(0, x),
and our estimates show that pn+3 is comparable to pn when |x| ≤ n2 .
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The proof of the theorems 3.1 and 3.2 is now finished. The extension of (6) when
|x| = n is straightforward.
Remark 3.3. For the rank 2 case, this proof may in fact be applied for any
isotropic nearest neighbor random walk. Let us detail. Such random walk has
transition density given by p(x, y) = pi if y ∈ Vλi (x), for i = 1, 2, and p(x, y) = 0 if
x and y are not neighbors. Now in rank 2, qtλ1 = qtλ2 and Nλ1 = Nλ2 . Thus we
have the formula similar to (7)
pn(0, x) = Cρnq
− 12
tλ
∫
U
hn(iθ)e−i〈θ,λ+λ1+λ2〉∆(iθ)b(iθ)dθ,
but with ρ−1 = q−
1
2
tλ1
Nλ1 and h = p1
∑
λ∈W0λ1 e
λ + p2
∑
λ∈W0λ2 e
λ. In particular
observe that the spectral radius ρ˜ := ρh(0) is the same for all these random walks.
Now remark that for some constants c, c′ > 0, we have
h+ c+ cc′3 = c(1 + c′eλ1)(1 + c′eλ2−λ1)(1 + c′e−λ2).
Namely c′ = p2/p1 and c = p21/p2. So all the preceding proof can be applied, and
Theorem 3.1 can in fact be deduced for all the isotropic nearest neighbor random
walks.
4. Heat kernel estimate for general buildings of type A˜r
Given x ∈ Vλ(0) and n ≥ 0, we set δ = λ+
Pr
i=1 λi
n+r , and for i ≤ r, let δi := 〈αi, δ〉.
We define again φ by
φ(δ) = min{u ∈ a+ | log h(u)− 〈u, δ〉}.
We have the following result
Theorem 4.1. There exists a constant K > 0, such that the following estimate
holds uniformly in the set {|x| ≤ n−K}
(14) pn(0, x) ≍ 1
n|R+|
ρnenφ(δ)F0(x)
1√
nr
∏
α∈R+(1 − 〈α, δ〉)
.
Moreover, the upper estimate holds in the whole domain {|x| < n}.
Proof. The proof follows exactly the same lines as in rank 2. After elementary
computations we get
pn(0, x) = Cρnq
− 12
tλ
∫
U
hn(iθ)e−〈iθ,λ+
Pr
i=1 λi〉∆(iθ)b(iθ)dθ.
The next result is the analogue of Lemma 3.1
Lemma 4.1. The following formula holds
π(∂)
[
hn+|R
+|
]
= (n+ |R+|) . . . (n+ 1)rn(h)hn∆,
where rn is a polynomial of the form
rn(h) =
|R+|∑
k=r
ck(h+ 2)
k−r h
|R+|−k
(n+ 1) . . . (n+ |R+| − k) ,
with constants ck ∈ R.
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Proof. Let us first show that
(15) h+ 2 =
∏
λ∈W0λ1
(1 + eλ) =
r+1∏
i=1
(1 + eλi−λi−1),
with the convention λ−1 = λr+1 = 0. We prove it by using a well known symbolic
description of the fundamental weights and of their conjugates byW0. We associate
to λ1 the symbol x1, to λ2 the symbol x1 + x2, and so on until λr to which we
associate the symbol x1 + · · ·+ xr, with the rule x1 + · · ·+ xr+1 = 0. For instance
x2 + · · ·+ xr+1 represents the weight −λ1. Then we have a nice description of the
conjugates of a fundamental weight
W0λk = {xi1 + · · ·+ xik | ii 6= i2 · · · 6= ik},
for all k ≤ r. With this notation it is now elementary to see that
h+ 2 =
r∏
i=1
(1 + exi),
which gives (15). Next, for any subset I of R+, we define πI on P+ by
πI(λ) =
∏
α∈I
〈α∨, λ〉 .
We have
π(∂)
[
hn+|R
+|
]
=
|R+|∑
k=1
(n+ |R+|) . . . (n+ |R+| − k + 1)hn+|R+|−kfk,
where
fk =
∑
I1∪I2∪···∪Ik=R+
[
πI1 (∂)(h+ 2)
]
. . .
[
πIk(∂)(h+ 2)
]
,
for all k ≤ |R+|. The polynomials fk are skew-invariant. Thus they are divisible
by ∆. Moreover, fk is of degree less or equal to k. It implies that fk = 0 when
k < r, since ∆ is of degree r. Thus we may assume k ≥ r. Now we observe that
there is only r roots α in R+ such that 〈α, λ1〉 6= 0. The same holds for all the
conjugates of λ1. Therefore, by (15), fk is divisible by all the factors (1+e
wλ1)k−r.
Hence, it is also divisible by (h+2)k−r. Since h is W0-invariant, we obtain that fk
is proportional to (h+ 2)k−r∆. This concludes the proof of the lemma. 
For the rest of the proof we need to divide a+ in a few parts. If {i1, . . . , ir} =
{1, . . . , r}, we set
Λ(i1, . . . , ir) := {s ∈ a+ | 〈λi1 , s〉 ≥ · · · ≥ 〈λir , s〉}.
In fact only a few of these sets are enough to cover a+
Lemma 4.2. The set Λ(i1, . . . , ir) has a non empty intersection with a+ if, and
only if, for all 2 ≤ j ≤ r, there exists k < j, such that ij = ik ± 1.
Proof. Let s = s1α1 + · · · + srαr be the decomposition of s ∈ a+ in the basis of
the simple roots. Assume that the hypothesis on i1, . . . , ir of the lemma does not
hold. It means that for some i, we have either 〈λi, s〉 ≥ 〈λi+2, s〉 ≥ 〈λi+1, s〉, or
〈λi+2, s〉 ≥ 〈λi, s〉 ≥ 〈λi+1, s〉. Assume that we are in the first case (the second is
similar). Then si ≥ si+2 ≥ si+1. But on the other hand, since s ∈ a+,
〈
α∨i+1, s
〉
> 0.
This is absurd because
〈
α∨i+1, s
〉
= si+1 − 12 (si + si+2). 
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Now for the same reason than in rank 2 the equation ∇h(s) = δh(s) has a unique
solution in a+. In the sequel we will assume that it lies in Λ(1, . . . , r). The proof
works the same in the other cases.
Lemma 4.3. (1) For all 1 ≤ i ≤ r,
e〈λi+1−λi,s〉 ≍ (1− 〈α1 + · · ·+ αi, δ〉).
(2) For all 2 ≤ i ≤ r, when 〈λi − λi−1, s〉 → 0,
〈λi − λi−1, s〉 ≍ δi − δi−1.
Proof. Let us prove the first claim by induction on i ≤ r. The equation 〈α1,∇h(s)〉 =
δ1h(s) may be rewritten as∑
µ
sinh 〈λ1 + µ, s〉 = δ1(
∑
µ
cosh 〈λ1 + µ, s〉+ e〈λ2,s〉 +
∑
ν
e〈ν,s〉),
where the last sum is over weights ν such that 〈ν, s〉 ≤ 〈λ2, s〉. Multiplying the left
and right members of the last equality by e−〈λ1,s〉 gives immediately e〈λ2−λ1,s〉 ≍
1− δ1. Let now i ≤ r. We write
〈α1 + · · ·+ αi,∇h(s)〉 = 〈α1 + · · ·+ αi, δ〉h(s).
The exponential eλ1+λi+1−λi appears in the right member of the last equality,
whereas it does not in the left member. Then we conclude by the same argument
as before. The last statement is proved in a similar way, by using the equations
〈αi+1 − αi,∇h(s)〉 = (δi+1 − δi)h(s). This concludes the proof of the lemma. 
The end of the proof of Theorem 4.1 is now completely similar to the rank 2
case, if one avoids Section 3.5. Let us just notice that the quadratic form appearing
in Lemma 3.3 is equal in general to
qδ(θ) =
r∑
i=1
e〈λi+1−λi,s〉 〈λi+1 − λi, θ〉2 .
We leave the other details of the proof to the reader. 
5. Green’s function estimate
5.1. statement of the result. Green’s function is defined for x, y ∈ X by
G(x, y|z) =
∑
n≥|x|
pn(x, y)zn,
for all z ∈ C such that |z| ≤ 1ρ˜ . We set
G(x, z) := G(0, x|z).
We will give a sharp estimate of this function when z is real positive. As usual we
always use the implicit notation x ∈ Vla(0) relating x and λ.
Theorem 5.1. (1) Let z ∈ (0, ρ˜−1). Then
G(x, z) ≍ 1
|λ||R+|+ r−12
e−〈λ,s0〉F0(λ),
where s0 ∈ a+ is uniquely determined by the conditions: h(s0) = (ρz)−1
and ∇h(s0) is proportional to λ.
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(2) We have
G(x, ρ˜−1) ≍ 1|λ|2|R+|+r−2F0(λ).
5.2. Proof.
5.2.1. The case z < ρ˜−1. First we need some preliminary results. We set g =
∇ log h, and for any δ ∈ a+, we define s = s(δ) as the unique point in a+ such that
g(s) = δ. We have the following
Lemma 5.1. The function g is locally invertible. Moreover, its differential dgs at
any point s ∈ a+ satisfies 〈u, dgs(u)〉 > 0, for all u ∈ a.
Proof. We compute the differential of g at some point s
dgs(u) =
1
h2(s)
∑
λ,λ′
[
〈λ, u〉
2
λ+
〈λ′, u〉
2
λ′ − 〈λ, u〉λ′ − 〈λ′, u〉λ]e〈λ+λ′,s〉.
Thus
〈u, dgs(u)〉 = 1
2h2(s)
∑
λ,λ′
[〈λ, u〉 − 〈λ′, u〉]2e〈λ+λ′,s〉 > 0,
for all u ∈ a. In particular dgs is invertible at each point s. We conclude by using
the local inversion theorem. 
For t > |λ| we set δt = λt , and st = g−1(δt). Now we define the function Ψ in
(|λ|,∞) by
Ψ(t) = t[log h(st)− 〈δt, st〉+ log(ρz)].
We have
Ψ′(t) = log h(st) + log(ρz),
and
Ψ′′(t) = −
〈
δt, dg
−1
δt
(
δt
t
)
〉
.
In particular, by Lemma 5.1, Ψ′′(t) < 0 for all t > |λ|. Thus Ψ is strictly concave,
and attains its maximum at a unique point t0, which satisfies the equation h(st0) =
(ρz)−1. For simplify we set s0 := st0 and δ0 = δt0 . Observe that they depend only
on x|x| . We have
Lemma 5.2. There exist constants c > 0 and C > 0 such that for all x ∈ X ,
c ≤ |s0| ≤ C and c ≤ |δ0| ≤ 1− c.
Proof. The proof is straightforward. First h(s0) = (ρz)
−1. Moreover h is continu-
ous, h(0) < (ρz)−1, and h(s)→∞, when |s| → ∞. Eventually s→ 0 when |δ| → 0,
and |s| → ∞ when |δ| → 1. 
In the sequel it will be convenient to introduce also the function Φ defined for
any |δ| < 1 by
Φ(δ) = log h(s)− 〈δ, s〉+ log(ρz).
We have
(16) ∇Φ(δ) = −s,
and for all u ∈ a,
(17) d2Φδ(u) = −
〈
u, dg−1δ (u)
〉
,
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where d2Φδ is the second order differential of Φ at the point δ. Writing the Taylor
development of Φ at order 2, we get
Φ(δ) = −〈δ, s0〉 −
〈
δ − δ0, dg−1δ0 (δ − δ0)
〉
+O(|δ − δ0|2).
Thus there exists ǫ > 0, c > 0 and C > 0 such that
(18) − C|δ − δ0|2 ≤ Φ(δ) + 〈δ, s0〉 ≤ −c|δ − δ0|2,
for all δ such that |δ−δ0| ≤ ǫ. Taking smaller ǫ if necessary, we can also assume that
there exists a constant c > 0 such that for δ in the preceding range, c ≤ |δ| ≤ 1− c.
We can now prove
Lemma 5.3. We have the estimate∑
|δn−δ0|≤ǫ
pn(0, x)zn ≍ 1
|λ||R+|+ r−12
e−〈λ,s0〉F0(λ).
Proof. First by Theorem 4.1, we see that for all n such that |δn − δ0| ≤ ǫ,
pn(0, x)zn ≍ 1|λ||R+|+ r2 e
Ψ(n)F0(λ).
But Ψ(n) = nΦ(δn). Thus by (18)
e−〈λ,s0〉−Cn|δ−δ0|
2 ≤ eΨ(n) ≤ e−〈λ,s0〉−cn|δ−δ0|2 ,
for all n such that |δn − δ0| ≤ ǫ. Now we write∑
|δn−δ0|≤ǫ
eΨ(n) =
+∞∑
p=0
∑
ǫ
2p+1
≤|δn−δ0|≤ ǫ2p
eΨ(n).
Next for all p ≥ 0, ∣∣∣{n | ǫ
2p+1
≤ |δn − δ0| ≤ ǫ
2p
}∣∣∣ ≍ ǫ|λ|
2p
.
Thus ∑
|δn−δ0|≤ǫ
eΨ(n) ≤ const · |λ| 12 e−〈λ,s0〉
+∞∑
p=0
|λ| 12
2p
e−c|λ|/2
2p
.
Moreover it is elementary to see that the last sum is bounded. Therefore we get as
expected ∑
|δn−δ0|≤ǫ
eΨ(n) ≤ C|λ| 12 e−〈λ,s0〉.
for some constant C > 0. By the same argument we can prove the lower estimate∑
|δn−δ0|≤ǫ
eΨ(n) ≥ c|λ| 12 e−〈λ,s0〉,
for some constant c > 0. This concludes the proof of the lemma. 
The proof is now almost finished. Since Ψ is concave, there exists c > 0 such
that
Ψ(n) ≤ −〈λ, s0〉 − cn,
for all n such that |δn − δ0| ≥ ǫ. Thus
(19)
∑
|δn−δ0|≥ǫ, |δn|≥ǫ
eΨ(n) ≤ C|λ|e−〈λ,s0〉−c|λ|.
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In fact in the preceding sum we must assume that n > |x|, because the estimate of
p|x|(0, x) is not contained in Theorem 4.1. But by the Harnack principle (given by
the heat equation), there exists a constant C > 0 such that for all x,
p|x|(0, x) ≤ Cp|x|+2(0, x),
which gives also a control of the term p|x|(0, x). Taking now smaller ǫ if necessary,
we can assume that there exists c > 0 such that,
ρzh(s) ≤ 1− c,
when |δ| ≤ ǫ. Then, by Theorem 4.1,∑
|δn|≤ǫ
eΨ(n) ≤ C
∑
n≥ |λ|
ǫ
(1− c)n ≤ C(1 − c) |λ|ǫ .
Taking again smaller ǫ if necessary, we get
(20)
∑
|δn|≤ǫ
eΨ(n) ≤ Ce−〈λ,s0〉−c|λ|.
Together with Lemma 5.3, and (19), this proves Theorem 5.1 in the case z < ρ˜−1.
5.2.2. The case z = ρ˜−1. First by Lemma 5.1 dg0 is invertible. Thus |s| ≍ |δ| near
0. It implies with (16) that there exists a constant c > 0 such that
Φ(δ) ≤ −c|δ|2,
for all |δ| < 1. Therefore for all ǫ > 0, we get a constant c′ > 0 such that∑
|δn|≥ǫ
pn(0, x)ρ˜−n ≤ e−c′|x|F0(λ).
Moreover, by (16) and (17), ∇Φ(0) = 0 and d2Φ0 is definite negative. Hence we
get
Φ(δ) ≍ −|δ|2,
near 0. It follows that∑
|δn|≤ǫ
pn(0, x)ρ˜−n ≍ F0(λ)
∫ +∞
|x|
ǫ
1
tm
e−
|x|2
t dt,
where m = |R+|+ r2 . Next we do the change of variable t → |x|
2
t and we find the
desired estimate. This concludes the proof of Theorem 5.1.
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