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Resumen
Este trabajo presenta un método de diagnóstico de fallos para sis-
temas de eventos discretos estocásticos, sin modelo previo. Para
lograr el objetivo, el método identifica el comportamiento normal
a partir de las señales de entrada / salida (E/S) del sistema ob-
tenidas on-line. Cada señal es discretizada mediante un generador
de eventos, así el sistema es modelado bajo la teoría de lenguajes.
Además de la generación de eventos, el método también identifica
el tiempo entre eventos, de esta manera el lenguaje del comporta-
miento normal puede ser modelado como una red de Petri, interpre-
tada, temporizada, estocástica; la cual solo representa el lenguaje
observado y evita el no-determinismo. Una vez se ha identificado el
comportamiento normal, el método de diagnóstico propuesto com-
para el lenguaje identificado con el lenguaje observado on-line; si
hay desviación entre los lenguajes, se ha detectado un fallo. Este
trabajo presenta un diagnosticador que es capaz de usar esa infor-
mación para detectar el fallo y aprender el comportamiento fallido.
El sistema es modular y esto incluye herramientas para localizar
el fallo. La información recolectada es una buena base para que un
experto diagnostique totalmente el fallo.
Summary
This work presents a fault diagnosis method for stochastic discre-
te event systems without previous model. To achieve this goal, the
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method identifies the normal behavior from to online input/output
system signals. Each signal is discretized through an event genera-
tor, so the system is modelled from the language theory. Besides
the pure event generation, the method also identifies the time bet-
ween events, so the normal behaviour language can be modeled
with a stochastic, timed, interpreted Petri net which represents
only the observed language and avoids the non-determinism. On-
ce the normal behavior has been identified, the diagnostic method
compares the identified language with on-line observed language.
If there is any deviation, then a fault has been detected. This work
presents a diagnoser that is able to use that information to detect
the fault and to learn the faulty behavior. The system is modular
and it includes tools to locate the fault. The collected information
is a good base for an expert to fully diagnose the fault.
Resum
Aquest treball presenta un mètode de diagnosi de fallades per a sis-
temes de esdeveniments discrets estocàstics sense model anterior.
Per aconseguir aquest objectiu, el mètode identifica el compor-
tament normal observant les senyals de eixida/entrada en línias.
Cada senyal és discretiza amb un generador d’esdeveniment, així
doncs, el sistema es modela amb la teoria de llenguatges. A més
de la generació d’esdeveniment pura, el mètode també identifica
el temps entre esdeveniments, així que el comportament normal
es pot modelar amb una Xarxa de Petri estocàstica, temporitzada
e intrepretada que representa només el llenguatge observat i evi-
ta el no-determinisme. Una vegada que el comportament normal
ha estat identificat, el mètode de diagnòstic compara el llenguatge
identificat amb el observat en línia. Si hi ha qualsevol desviació
llavors una fallada ha estat detectada. El diagnosticador és capaç
8
d’utilitzar aquesta informació per detectar la fallada i per apren-
dre el seu comportament. El sistema és modular i inclou eines per
localitzar la fallada. La informació recollida és una bona base per
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La competitividad hace que las empresas implementen estrategias
para el mejoramiento de la productividad y el aumento de la seguri-
dad de los operarios. Una estrategia importante en este proceso, es
la definición de políticas apropiadas de mantenimiento preventivo
y correctivo de los procesos. El diagnóstico de fallos cobra impor-
tancia en este sentido, puesto que una eficaz detección de fallos es
una herramienta clave para tomar medidas apropiadas para gene-
rar políticas de mantenimiento, que permitan disminuir costos y
aumentar la fiabilidad de los sistemas; por lo tanto, el diagnóstico
de fallos se ha convertido en un importante tema de investigación
tanto en la parte industrial como en la academia.
Un fallo es una desviación del sistema de su comportamiento nor-
mal o requerido, que puede ser causado por la ruptura o mal fun-
cionamiento de un dispositivo o de un componente del sistema. El
diagnóstico de fallos es el proceso de detectar, aislar e identificar
tales desviaciones del sistema, determinando las causas que lo pro-
ducen usando la información disponible de las variables del sistema.
La detección es una funcionalidad que decide si el sistema trabaja
en condiciones normales o si ha ocurrido un fallo; si ha ocurrido
un fallo, el objetivo del aislamiento es localizar el componente(s)
del sistema que causa el fallo y la identificación se relaciona con la
definición de la naturaleza específica del fallo, [4].
El diagnóstico de fallos en sistemas de eventos discretos (SED) ha
sido dirigido por muchos investigadores con el objeto de desarrollar
13
Capítulo 1
nuevos modelos, nuevas propiedades, nuevos algoritmos y eficientes
soluciones para el diagnóstico de SED. Estos métodos se dividen
en tres grupos (de acuerdo a [5]): Los enfoque basados en reglas, (if
then else), los enfoques conducidos por datos (minería de datos o
reconocimiento de patrones) y los enfoques basados en modelos. A
su vez, los basados en modelos, pueden ser divididos en dos grupos:
El primer grupo considera modelos que tienen comportamiento li-
bre de fallo así como modelos con comportamiento de fallo y el
segundo grupo usa solo modelos libres de fallo.
La principal desventaja que tienen los métodos con modelo de fallo,
es que es necesario tener un conocimiento exhaustivo respecto a los
posibles fallos del sistema; por lo tanto, sólo los fallos considerados
explícitamente en el modelo del sistema pueden ser detectados y
localizados; esto conlleva a que los algoritmos propuestos identifi-
quen y diagnostiquen fallos en sistemas de baja complejidad. Los
programas de mantenimiento suelen basarse en fallos predefinidos;
sin embargo, la presencia de errores a nivel industrial no se limita
solo a estos fallos predefinidos; así, algunos fallos no pueden ser
diagnosticados. Este problema aumenta cuando se trata de nue-
vos procesos, modificaciones sobre las líneas de producción o sobre
máquinas.
Los métodos de diagnóstico, sin modelo de fallo, evitan este in-
conveniente. Éstos consisten básicamente en detectar comporta-
mientos no deseados comparando la información observada en los
sistemas de supervisión, control y adquisición de datos (SCADA)
de los procesos automatizados, con lecturas esperadas; si hay di-
ferencia se ha detectado un fallo. Sin embargo, el aislamiento y la
identificación no pueden ser posibles puesto que el modelo no inclu-
ye el comportamiento en fallo; por lo tanto, la diagnosticabilidad
de un fallo dado no se puede garantizar.
La literatura respecto a métodos de diagnóstico sin modelo de fa-
llo es muy escasa, en [6] los autores utilizan plantillas de condición
14
1.1 Motivación y Objetivos
para determinar si el sistema genera eventos en el orden correc-
to o dentro de los plazos de tiempo determinados, se detecta un
fallo cuando hay ausencia o reacciones equivocadas en el proceso.
En estos casos, los eventos relacionados con la plantilla ayudan a
aislar el fallo. En [7] un fallo es detectado por la ocurrencia de un
evento inesperado o por la no ocurrencia de un evento esperado
dentro de intervalos de tiempo predefinidos, la ocurrencia de un
evento inesperado se detecta cuando la condición de habilitación
de este evento no está satisfecha y la no ocurrencia de un evento
esperado se detecta mediante una plantilla. Roth en [8] inicia con
la identificación del modelo libre de fallo del sistema y luego com-
para el comportamiento observado con el nominal y detecta fallos a
partir de la teoría de residuos. Muestra cómo un modelo identifica-
do como un autómata no determinístico, puede ser utilizado para
realizar diagnóstico sin tener en consideración la temporización de
los eventos.
1.1. Motivación y Objetivos
Teniendo en cuenta el incremento de la complejidad de los sistemas
industriales y dadas las restricciones de los métodos de diagnósti-
co basados en modelos tales como: conocimiento exhaustivo del
sistema en comportamiento de fallo, modelos complejos, modelos
no-determinísticos y algunos con costo computacional alto; en este
trabajo se pretende generar un método que diagnostique fallos sin
conocimiento previo del modelo del sistema, ni en funcionamien-
to normal ni en comportamiento de fallo y que a su vez presente
ventajas frente a propuestas con el mismo concepto (sin modelo
de fallo), como es la aplicabilidad a sistemas reales de gran escala
con comportamiento estocástico y que bajo la teoría de lenguajes
permita realizar pruebas de detectabilidad.
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Para solucionar el problema, se deben tener en cuenta varios as-
pectos: Por un lado, para realizar el proceso de detección de un
fallo es necesario obtener un comportamiento normal del sistema;
el principal problema es encontrar este modelo, sobre todo cuan-
do se tratan de grandes sistemas industriales. La idea es obtener
on-line, el modelo del sistema a partir de las señales de entrada -
salida (E/S) de un SED en lazo cerrado y que sea representado en
un generador determinístico de lenguaje, con el objeto que luego
permita comparar el lenguaje observado con el lenguaje normal del
generador. Bajo el supuesto que el modelo identificado es preciso y
completo, una desviación entre el lenguaje observado y el lenguaje
normal implica necesariamente un fallo en el sistema.
Por otro lado, en un método de diagnóstico sin modelo previo, se
puede realizar la detección y en algunas ocasiones la localización,
pero no es posible realizar la identificación; por lo tanto no se puede
cumplir con las tres tareas para completar el diagnóstico; enton-
ces es necesario encontrar un mecanismo que permita extraer la
información necesaria y suficiente de los resultados de obtenidos
para localizar el fallo para que un experto pueda establecer el ta-
maño, criticidad e importancia y de esta forma completar con el
diagnóstico.
Teniendo en cuenta lo anterior, el objetivo principal de la tesis
doctoral es:
Generar un método de identificación y diagnóstico de fallos
sin modelo previo, aplicable a sistemas de eventos discretos
industriales, temporizados, ya sea de naturaleza determinís-
tica o de naturaleza estocástica que trabaje de manera inde-
pendiente al tamaño del sistema.
Ese objetivo puede cumplirse a partir de los siguientes objetivos
específicos:
Representar las señales de entrada - salida de un sistema de
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eventos discretos temporizado en eventos, con el objeto de
definir un lenguaje regular temporizado.
Proponer una estructura que genere un lenguaje regular tem-
porizado para modelar el comportamiento del sistema de
eventos discretos, que solo represente el lenguaje del siste-
ma, posea propiedades de determinismo y observabilidad y
que pueda ser aplicado a problemas de diagnóstico.
Definir y validar un proceso de identificación de sistemas de
eventos discretos de naturaleza determinística y estocástica,
aplicable a sistemas de gran escala.
Definir y validar un proceso de diagnóstico de fallos a partir
de la comparación del lenguaje normal y del lenguaje ob-
servado y una estructura apropiada de diagnosticador que
represente el lenguaje normal y el lenguaje de fallo.
1.2. Contribuciones de la tesis
Los resultados obtenidos parten de un adecuado manejo de las
señales internas y externas, temporizadas de un SED en lazo ce-
rrado, para ser convertidas en eventos y bajo la teoría de lengua-
jes, se ha logrado establecer un generador de lenguaje que modela
sistemas estocásticos de gran tamaño, adecuado para realizar pro-
cesos de diagnóstico; además, evita la explosión de estados y el
no-determinismo y se basa en una estructura temporizada, lo cual
presenta ventajas frente a otras propuestas de diagnóstico.
Se presenta un algoritmo de identificación de SED, capaz de ma-
nejar gran cantidad de variables y obtener un modelo de un SED
estocástico, como una red de Petri interpretada, temporizada, es-
tocástica (st-IPN). Las transiciones de la st-IPN, generan informa-
ción sobre la función de densidad de probabilidad del tiempo entre
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eventos para cada modo de funcionamiento del sistema.
Con base en la estructura propuesta de evento compuesto tem-
porizado, se define la observabilidad y detectabilidad de eventos
inobservables; así como el test de identificabilidad del lenguaje ge-
nerado por la st-IPN.
Con una pequeña adecuación, el modelo identificado representado
como una red de Petri con características particulares, se convierte
en un diagnosticador con estructura variable que puede ser usado
como observador de un proceso, capaz de representar lenguajes con
comportamiento normal y con comportamiento de fallo a partir de
la comparación entre ellos. Dada su estructura variable, aprende
los lenguajes de fallo detectados y actualiza su estructura.
La división en subsistemas permite localizar los fallos y la infor-
mación generada por el algoritmo de diagnóstico caracteriza los
fallos detectados; ya que, define la señal de entrada o de salida
que presenta un comportamiento no deseado en cuanto a valor y/o
tiempo, el instante en el que ocurre, así como el estado en el cual
se encontraba el sistema. Esta información la puede analizar un
experto en el sistema con el objeto de identificar la naturaleza del
fallo y se puedan tomar medidas para corregirlos o prevenirlos. De
esta manera se completa la tarea de diagnóstico.
Se propone un algoritmo de filtrado de fallos, el cual detecta y
elimina fallos de propagación, disminuyendo de esta manera las
falsas alarmas.
1.3. Organización del Documento
El presente documento costa de ocho capítulos; en el capítulo 2,
se presenta una descripción de conceptos teóricos que son la base
para abordar el tema de investigación; el capítulo 3, relaciona el
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estado del arte respecto a las contribuciones realizadas en torno
al modelado, identificación y diagnóstico de fallos en sistemas de
eventos discretos, en el ámbito académico; en el capítulo 4 se forma-
liza la propuesta de modelado bajo una red de Petri interpretada,
temporizada, estocástica (st-IPN) y define sus características par-
ticulares; en el capítulo 5 se presenta el método de identificación
de sistemas de eventos discretos estocásticos, propuesto; en el ca-
pítulo 6 se expone el método de diagnóstico propuesto, se definen
y comprueban sus propiedades y se muestran las ventajas frente
a propuestas existentes; en el capítulo 7, se comprueba la aplica-
bilidad del método de diagnóstico en diferentes procesos reales y
por último, se presentan las conclusiones y se relacionan posibles
trabajos futuros.
1.4. Publicaciones
Identification of Stochastic timed Discrete Event Systems
with st-IPN. Mathematical Problems in Engineering, 2014.
(Publicado)
Fault detection and isolation in a photovoltaic system. Inter-
national Conference on Renewable Energies and Power Qua-
lity (ICREPQ’15), La Coruña (Spain), Renewable Energy
and Power Quality Journal (RE&PQJ) ISSN 2172-038 X,
No.13, April 2015. (Aceptado).
Stochastic DES fault diagnosis with Coloured Interpreted Pe-
tri Nets. Mathematical Problems in Engineering, 2015. (Pu-
blicado).
Generación Determinística de Lenguajes Legales para SED.
Revista Iberoamericana de Automática e Informática Indus-




En esta sección se presentan los conceptos teóricos que se utiliza-
rán a largo de esta investigación relacionados con la definición de
sistemas de eventos discretos (SED), redes de Petri (RdP o PN por
sus siglas en ingles, Petri Nets), lenguajes y técnicas de análisis del
comportamiento estocástico de datos.
2.1. Sistema y tipos de sistemas
Guash et al. [9], definen un sistema como una colección de objetos o
entidades que interactúan entre sí para alcanzar un cierto objetivo
y el estado de un sistema como un conjunto mínimo de variables
necesarias para caracterizar o describir todos aquellos aspectos de
interés del sistema en un cierto instante de tiempo; a estas variables
se les denomina variables de estado.
Según Guash et al., los sistemas se pueden clasificar según su com-
portamiento a lo largo del tiempo en:
Sistemas Continuos: Aquellos en los cuales las variables de
estado evolucionan de un modo continuo a lo largo del tiem-
po.
Sistemas Discretos: Son aquellos en los que las propiedades
de interés del sistema cambian en un cierto instante o se-




Sistemas Orientados a Eventos: Al igual que los sistemas dis-
cretos, se caracterizan porque las propiedades de interés del
sistema cambian únicamente en una secuencia de instantes de
tiempo, permaneciendo constantes el resto del tiempo. La se-
cuencia de instantes en los cuales el estado del sistema puede
presentar un cambio obedece a un patrón aleatorio.
Sistemas Combinados: Son aquellos que combinan subsiste-
mas continuos o discretos respectivamente.
Los sistemas en tiempo continuo se representan mediante ecuacio-
nes diferenciales, en tiempo discreto se suelen representar mediante
ecuaciones en diferencia y si las variables pueden cambiar en cual-
quier momento se denominan de eventos discretos.
Los sistemas de interés en esta investigación son los SED cuyo com-
portamiento se considera: dinámico porque las variables de interés
evolucionan respecto al tiempo; estocástico, pues requieren de una
o más variables aleatorias para formalizar las dinámicas a inves-
tigar y discreto porque las variables de estado cambian de valor
en instantes no periódicos de tiempo. Estos instantes de tiempo
se corresponden con la ocurrencia de un evento. Un evento es una
acción instantánea que puede cambiar el estado del modelo.
El comportamiento de un SED se caracteriza por una secuencia
finita o infinita de estados delimitados por eventos que ocurren
de manera asíncrona o síncrona [10] y se puede describir a través
de la ocurrencia de eventos desde un estado inicial. Un SED es
un sistema dinámico que evoluciona con la aparición, a intervalos
irregulares, de acontecimientos físicos, [11]. Surgen en muchos ám-
bitos, en la fabricación, robótica, tráfico de vehículos, logística y
en las redes informáticas.
Una manera de estudiar el comportamiento de los SED es emplear
la teoría de lenguajes. Un evento es la representación de un cambio
instantáneo en alguna parte del sistema, puede caracterizarse por
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un valor y un instante en el que ocurre, [12]. Un evento constituye
una letra y el conjunto de eventos es el alfabeto, una secuencia
de eventos es una palabra, [10]. Al conjunto de todas las combi-
naciones válidas de eventos que pueden ocurrir en el sistema se le
denomina lenguaje, L. El lenguaje que modela el comportamiento
de un sistema se puede representar por su expresión regular, [13],
que es una síntesis de todas las combinaciones válidas de eventos.
En [11] un SED es modelado como un autómata y su comporta-
miento es representado por su lenguaje; pero este tipo de modelos
pueden presentar inconvenientes en sistemas con gran cantidad de
dispositivos debido a la explosión combinatoria de estados, suele
ser más conveniente emplear formalismos con mayor capacidad de
condensación de estados, como las PNs o las máquinas de estados
finitos.
2.2. Eventos y Lenguaje del sistema
Sea Ω un conjunto de eventos; Ω∗ es un conjunto finito de pala-
bras sobre Ω, un lenguaje L es un subconjunto de Ω∗. El conjunto
de eventos, Ω, también incluye el evento nulo, ε, que modela la
situación en la que no ocurre ningún evento, [14].
Dadas dos palabras s y s′, ss′ es la concatenación de s y s′. |s| es
el tamaño de la palabra s.
Definición 1 (Operación de Proyección). Dados dos conjuntos de
eventos Ω1,Ω tales que Ω1 ⊆ Ω, se define la operación de proyección
de palabras, PΩ1 : Ω∗ → Ω∗1, así PΩ1 (ε) = ε siendo ε un evento
nulo, y para a ∈ Ω, s ∈ Ω∗, PΩ1 (as) = aPΩ1 (s) si a ∈ Ω1 y
PΩ1 (as) = PΩ1 (s) si a /∈ Ω1.[15]
Esta operación permite eliminar palabras en Ω∗ que no pertenecen
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a Ω∗1. Dentro del contexto del presente trabajo es importante definir
un evento compuesto y la proyección sobre lenguajes compuestos.
Definición 2 (Evento Compuesto). Dados dos conjunto de eventos
Ωp,Ωq y dados dos eventos ep y eq, tal que, ep ∈ Ωp y eq ∈ Ωq, un
evento compuesto ω es la concatenación de ep y eq, ω = epeq.
Ω = ΩpΩq es un conjunto de eventos compuestos (Ω sobre ΩpΩq) y
un lenguaje definido sobre Ω será L ⊂ (ΩpΩq)∗.
Ejemplo 1. Dados dos conjunto de eventos Ωp = {p1, p2}, Ωq =
{q1, q2} un conjunto de eventos compuestos será Ω = {(p1q1) ,
(p1q2) , (p2q1) , (p2q2)}.
Definición 3 ( Operación de Proyección sobre conjuntos de
eventos compuestos, Pc). Dado un conjunto de eventos compuestos
Ω sobre ΩpΩq. La operación Pc se define como: Pc : Ω → Ωq, es
PcΩq (ε) = ε; PcΩq (epeq) = PΩq (ep)PΩq (eq).
Para el ejemplo anterior Pc : Ω→ Ωp; PcΩp (p2q2) = p2. Dada una
secuencia de eventos s | s ∈ Ω∗ donde s = (p1q1) (p2q2) (p1q1), Pc
de s sobre Ωp es PcΩp (s) = p1p2p1.




y eventos Ωp ( Ωq) que no pertenecen a Ω∗p (Ω∗q).
Definición 4 (Evento temporizado). Un evento temporizado es
una composición de un evento y el tiempo transcurrido entre los
dos eventos consecutivos. Entonces ei = ev.tev al instante τi donde
tev = |τcurrent_ev| − |τprevious_ev|.
El lenguaje es un conjunto finito de secuencias de símbolos o even-
tos σ = e1e2 · · · en conocidos como palabras; la adición de tiem-
po a una palabra puede hacerse dando a cada símbolo un valor
de tiempo t ∈ N, resultando una secuencia de pares de símbolos
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símbolo-tiempo σ = (e1, t1) (e2, t2) · · · (en, tn). Cada valor de tiem-
po de la palabra temporizada representa el tiempo que ha transcu-
rrido desde la ocurrencia del evento anterior. Un conjunto formado
por palabras temporizadas se llama un lenguaje temporizado,[16].
De acuerdo a [10], el lenguaje generado por un SED puede ser
considerado con tres niveles de abstracción: lenguaje temporizado,
lenguaje temporizado estocástico y lenguaje sin tiempo; es decir, las
palabras generadas tienen o no información del tiempo. El alcance
de este trabajo es el lenguaje estocástico temporizado.
Definición 5 (Lenguaje temporizado y Lenguaje temporizado es-
tocástico). Un lenguaje, L, definido sobre un conjunto de eventos
temporizados Ω, es un conjunto de cadenas de tamaño finito for-
madas a partir de eventos temporizados en Ω, es decir, L ⊂ Ω∗;
L = {s |s ⊂ Ω∗} donde s es una secuencia de eventos temporiza-
dos a instantes τ0 ≤ · · · ≤ τk. En sistemas reales no es posible
que un mismo evento siempre tenga la misma duración de tiem-
po. En tal caso, el tiempo se ajusta a una función de densidad de
probabilidad, tev ∼ f(tev), entonces los eventos se llaman eventos
temporizados estocásticos.
La operación de proyección de eventos temporizados sobre lengua-
jes temporizados se define como:
Definición 6 (Operación de Proyección de secuencias de eventos
temporizados: Pt). Dados dos conjuntos de eventos temporizados
Ω1,Ω, tal que Ω1 ⊆ Ω y sea s = e0 · · · ek una secuencia de eventos
temporizados, con ei = e.tev; Pt : Ω∗ → Ω1, Pt se define como:




, ∀ei ∈ s. La cual es calculada de
la siguiente manera: una variable es inicializada a cero tproy = 0;
entonces, para i = 0 · · · k; PtΩ1 (ei) = e.tev si ei ∈ Ω1 entonces
tproy = tev y la variable regresa a cero, tproy = 0; de lo contrario


























Figura 2.2.1: Ejemplo de Pt.
Ejemplo 2. Dado un conjunto de eventos temporizados Ω1 =
{e1.te1 , e3.te3} y dada una secuencia s = e1.te1e2.te2e3.te3 , basa-
do en la Figura 2.2.1, la Pt : Ω∗ → Ω1; PtΩ1 (s) = PtΩ1 (e1.te1)
PtΩ1 (e2.te2) PtΩ1 (e3.te3); entonces:
para i = 0,e1.te1 ∈ Ω1, entonces tproy = te1,PtΩ1 (e1.te1) =
e1.tproy y tproy = 0;
para i = 1, e2.te2 /∈ Ω1, entonces tproy = tproy + te2 = te2 y
PtΩ1 (e2.te2) = ε;
para i = 2, e3.te3 ∈ Ω1, entonces tproy = tproy + te2 = te3 + te2
y PtΩ1 (e3.te3) = (e3.tproy).
Por lo tanto: PtΩ1 (s) = e1.te1e3. (te3 + te2).
Dado un conjunto de eventos temporizados estocásticos Ω1 = {e1.
f (te1) , e2.f (te2)} y dada una secuencia de eventos temporizados
s = e1. (te1∗) e3. (te3) la Pt de s sobre Ω1 es PtΩ1 (s) = PtΩ1 (e1.te1∗)




f (te1) ≥ (1− α) y [a, b] es el intervalo de confianza de
f (te1).
2.3. Bases sobre Redes de Petri
Las redes de Petri (PN) son modelos capaces de describir el flujo
de información total de un sistema con procesos concurrentes y
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distribuidos.
Las PN son ampliamente usadas para modelar SED, [17, 18]. Pro-
veen modelos compactos y capturan características importantes de
los SED, como concurrencia, sincronismo, relaciones causales, re-
cursos compartidos, etc. La presente propuesta se basa en PN, por
ese motivo se presentan a continuación algunas definiciones.
Definición 7 (PN). Una PN N, es un grafo bipartito representado
por la tuplaN = (P, TR, Pre, Post,M0) [19] donde: P es el conjun-
to de lugares con cardinalidad np y TR es el conjunto de transicio-
nes con cardinalidad ntr, Pre : P × TR→ N, Post : TR×P → N
son la matrices que contienen los arcos que conectan lugares y tran-
siciones. La matriz de incidencia I = Post−Pre es una matriz de
np x ntr. La función de marcado M : P → N representa el número
de marcas en cada lugar, M0 es el marcado inicial, [19, 20].
Los conjuntos de lugares previos y posteriores a una transición, se
denotarán como: •tr = {p ∈ P : Pre (p, tr) > 0} tr• = {p ∈ P :
Post (p, tr) > 0}, [20].
Definición 8 (Conjunto de alcanzabilidad de una PN). Sea N
una PN, la transición trr está habilitada si ∀pq ∈ •trr, m (pq) ≥
I (pq, trr). La transición habilitada trr puede ser disparada alcan-





trr es un vector de ceros de tamaño |TR|, excepto
en la posición r, que es igual a 1. La evolución del marcado de
una PN, dada una secuencia de disparo σ = tr1tr2 · · · trk se deno-
ta como M dσ > Mk . El conjunto de alcanzabilidad de una PN es
el conjunto de todos los posibles marcados alcanzables desde M0,
disparando solo transiciones habilitadas; este conjunto es denotado
por R(N,M0). [21]
Una extensión de las PN son las redes de Petri Interpretadas (IPN,
por sus siglas en inglés, interpreted Petri Nets) que asocian señales
de entrada y salida al modelo, [22].
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Definición 9 (Red de Petri Interpretada (IPN)). Una IPN es una
tupla Q = (N,Σ,Φ, λ, ϕ), donde, N es una PN como la definida
en Definición 7, Σ es el conjunto de símbolos de entrada. Φ es el
conjunto de símbolos de salida. λ : TR → Σ ∪ ε es una función
de etiquetado que asigna un símbolo de entrada a cada transición.
ϕ : R(N) → Φ es una función de salida que asigna un símbolo de
salida a cada marcado alcanzado.
Una trr ∈ TR de una IPN está habilitada si ∀pq ∈ •trr, m (pq) ≥
I (pq, trr). Si λ (trr) 6= ε está presente y si trr está habilitada en-
tonces trr se dispara y se alcanza un nuevo marcado Mk+1, el cual
se calcula mediante la ecuación de estado:
Mk+1 = Mk + I.
−→
trr
yk = ϕ (Mk)
(2.3.1)
donde I.−→trr se definen como en la Definición 8.
Definición 10 (Determinismo). Una IPN es determinística, si
dada una secuencia de transiciones σi = tr1 · · · trk · · · tal que




k implica que Mk = M
′
k. es decir, el
marcado alcanzado después del disparo de una secuencia de tran-
siciones es única, [23].
El lenguaje de disparo de una IPN, se define como:
Definición 11 (Lenguaje de Disparo de una IPN). [24]. Sea Q una
IPN y M0 dσi > Mk . El conjunto de todas secuencias de disparo se
llama lenguaje de disparo. LF (Q) =
{
σ|σ = tr1 · · · trk ∧ M0 tr1→
· · ·Mw
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Por lo tanto, σ, es una secuencia ordenada en una línea de tiempo;
ya que cada transición sucede en un instante τi.
Es de notar que la evolución de una IPN podría ser no-determinista
si ϕ es no isomórfica. Por ejemplo, una evolución no-determinista
ocurriría si existe al menos un lugar con al menos dos transicio-
nes con la misma etiqueta que conducen a dos lugares diferentes.
Sin embargo, el lenguaje generado por muchos sistemas (ver [2]) es
representado por un autómata no-determinístico. Pero para algu-
nas aplicaciones, como el diagnóstico, el no-determinismo es una
característica no deseable.
2.3.1. Red de Petri Coloreada (CPN)
Otra extensión de las PN son las CPN, este tipo de redes son muy
importantes porque permiten construir modelos más compactos y
paramétricos, lo cual facilita el proceso de mantenimiento y actua-
lización de los modelos. Además presentan otro tipo de ventajas,
ya que existe un conjunto de aspectos asociados a las entidades
que fluyen entre los elementos del sistema a modelar, identificar
o diagnosticar. Las CPN permiten formalizar tanto los atributos
o características de los objetos que fluyen en el sistema, como las
propiedades que deben tener para que cierto evento pueda suceder.
Antes de presentar la definición de una CPN, se presentan de ma-
nera formal la definición de Multiconjunto:
Definición 12 (Multiconjunto “bg”). Un bg sobre un conjunto no
vacío A, es una función, tal que: bg : A → N, denotado como∑
a∈A bg (a)× a. Bag (A), es el conjunto de todos los bg sobre A.
Ejemplo 3. SeaA = {a, b, c, d}, un bg sobreA es bg1 = {a, a, b, b, b, d}
o escrito como bg1 = 2× a+ 3× b+ d.
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2.3.1.1. Representación gráfica de una CPN.
Una CPN se representa gráficamente como en la Figura 2.3.1, para
un proceso de maquinado. El proceso consta de dos robots R1 y
R2. R1 recoge y transporta la pieza A, hacia el área de maquinado
de la cual se genera el Producto1; de igual forma para el Producto













= {prod1 , prod2 }











Figura 2.3.1: Ejemplo de representación de una CPN
Como se puede observar en la Figura 2.3.1, existen cuatro conjun-
tos de clases de color; la asignación de los colores a cada lugar es:
cd(p1) = {R1, R2}, cd(p2) = {PA, Pb} y cd(p3) = {prod1, prod2} y
a la transición es: cd(tr1) = {M_1,M_2}, dondeM_1 y M_2
son modos de funcionamiento para la transición. tr1 está habilita-
da en M_1 (tr1 (M_1)); si ∃ (m (p1) = 〈R1〉 ∧m (p2) = 〈PA〉), si
tr1 (M_1) es disparada entonces m (p3) = 〈prod1〉 es alcanzada.
Se puede concluir que las transiciones de una CPN, se habilitan
y/o disparan en una ocurrencia específica que se denotará como
βi, el conjunto de ocurrencias es una clase de color, contemplada
dentro del conjunto de clases de color C; que en el ejemplo de la
Figura 2.3.1 es la clase modos.
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A cada lugar se le asigna una clase de color o un conjunto de clases
de color. Las clases de color asignadas a cada lugar se representan
en letra cursiva cerca al símbolo del lugar. Los arcos son vectores,
con las marcas de color como pesos.
Definición 13 (Red de Petri Coloreada (CPN)). [25]. Una CPN es
una estructura denotada como: CN = (P, TR,C, cd, Pre, Post,M0);
donde: P , TR y M0 se definen como en la Definición 7; C =
{clase1, · · · , clasencc} es el conjunto de clases de color de car-
dinalidad ncc; cd : P ∪TR→ C es la asignación del dominio color;
Pre, Post ∈ β|P |×|TR| son las matrices de Pre y Post de inciden-
cia; Pre [p, tr] : cd (tr) → Bag (cd (p))1 y Post [p, tr] : cd (tr) →
Bag (cd (p)) son asignaciones para cada par (p, t) ∈ P × TR. La
representación de las entradas de las matrices Pre y Post se-
rá por vectores. El marcado de un lugar es un vector, tal que
m [p]→ Bag (cd (p)) para cada p ∈ P ; m0 es el marcado inicial.
Pre [p, tr] : cd (tr) → Bag (cd (p)) define para cada ocurrencia
βi ∈ cd (tr) el multiconjunto Bag (cd (p)) que identifica las mar-
cas a ser removidas de p, cuando se dispara tr bajo la ocurren-
cia βi; es decir, Pre [p, tr] (βi) ∈ Bag (cd (p)). De manera similar
Post [p, tr] : cd (tr) → Bag (cd (p)) define para cada βi ∈ cd (tr)
el multiconjunto Bag (cd (p))que identifica las marcas a ser adi-
cionadas en p cuando dispara tr bajo la ocurrencia βi; es decir,
Post [p, tr] (βi) ∈ Bag (cd (p)).
Una transición tr ∈ TR, está habilitada con respecto a βi, a la mar-
ca M , sii M ≥ Pre [•tr] (βi). La transición habilitada tr puede ser
disparada alcanzando una nueva marcaM ’ = M+Post [•tr] (βi)−
Pre [•tr] (βi), M
′ = M + C [•tr] (βi).
1
cd (tr) define la asignación de colores βi ∈ C a cada transición. cd (p) define




En un proceso industrial interactúan materiales, máquinas, mano
de obra, mediciones, medio ambiente y métodos de producción que
no permanecen constantes de un ciclo de producción a otro. Esto
hace los procesos variables.
La variabilidad interfiere con el proceso de identificación, puesto
que los estados pueden variar de un ciclo a otro; por lo tanto, es
necesario tener un criterio para determinar cuándo el proceso de
identificación se ha estabilizado y se pueda concluir que el modelo
resultante sea el que represente de manera eficiente el sistema.
Para lograr este objetivo es necesario realizar muchas observaciones
al funcionamiento del sistema, con el objeto de tener información
suficiente para aplicar conceptos estadísticos, [26], [27], [28].
Entre estos conceptos se destacan: La estimación de parámetros;
test de bondad de ajuste con el objeto de establecer la distribución
de los datos; tamaño de muestra del estudio, entre otros. Estos
conceptos se explican a continuación:
2.4.1. Estimación Estadística
Para estimar parámetros de una población cualquiera, por ejemplo
su media poblacional, se toma una muestra aleatoria de dicha po-
blación y se estiman los parámetros muestrales, lo cual conlleva a
un error de aproximación.





Una estimación puntual del valor de un parámetro poblacional des-
conocido (como puede ser la media µ, o la desviación estándar σ),
es un número que se utiliza para aproximar el verdadero valor de
dicho parámetro poblacional. A fin de realizar tal estimación, se to-
ma una muestra de la población y se calcula el parámetro muestral
asociado (X para la media, S para la desviación estándar, etc.).
El valor de este parámetro muestral será la estimación puntual del
parámetro poblacional.
Propiedades debe cumplir todo buen estimador:
Insesgado: Un estimador es insesgado cuando la media de su
distribución muestral asociada coincide con la media de la
población. Esto ocurre, por ejemplo, con el estimador X , ya
que µX = µ
De varianza mínima: La variabilidad de un estimador viene
determinada por el cuadrado de su desviación estándar. En
el caso del estimador X , su desviación estándar es σX = σ√n ,
también llamada error estándar de µ.
2.4.1.2. Estimación por intervalo
Dada una población X, que sigue una distribución cualquiera con
media µ y desviación estándar σ, se sabe por el teorema central del
limite, TCL, que, para valores grandes de n, la media muestral X
sigue una distribución aproximadamente normal con media µX = µ
y desviación estándar σX = σ√n .
Por otra parte, el Teorema de Chebyshev dice que en una distribu-
ción normal, aproximadamente un 95% de los datos están situados
a una distancia inferior a 1.96 desviaciones estándar de la media. De
lo anterior se deduce que: P (µ− 1,96σx ≤ x ≤ µ+ 1,96σx) = 0,95.
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Por tanto, ésta última fórmula genera un intervalo de valores, tal
que la probabilidad de que la media de la población µ esté conte-
nida en él, es de 0,95. Este tipo de intervalos se llaman intervalos
de confianza de un parámetro poblacional.
El nivel de confianza (1 − α), del intervalo, es la probabilidad de
que éste contenga al parámetro poblacional.
2.4.2. Intervalos de confianza.
Intervalo de confianza para μ con σv conocida. Dada una po-
blación X, de la cual no se conoce su distribución ni su media;
pero si la desviación estándar poblacional, X ∼ (µ, σ), la media
muestral X, por el TCL, se aproxima a la distribución normal:
X ∼
(
µX = µ, σX = σ√n
)
. Por lo tanto, el intervalo de confianza
del 95% para la media de la población µ es
(
X ± zα/2 ∗ σ√n
)
.
El error máximo de estimación es la mitad de la longitud del in-
tervalo, E = zα/2 ∗ σ√n .
Si se extraen varias muestras del mismo tamaño y se calcula un
intervalo de confianza para cada muestra, el 95% de todos los in-
tervalos van a incluir la media poblacional.
Intervalo de confianza para μ con σv desconocida. Dada una
población X, con su media y su desviación estándar desconocidas,
X ∼ (µ, σ) . Aunque n sea n < 30, la media muestral X , sigue
una distribución normal X ∼
(
µX = µ, SX = S√n
)
.
Para estimar la desviación estándar poblacional σ se utiliza la des-
viación estándar muestral S.
Por lo tanto, el intervalo de confianza del 95% para la media µ,
será:
(
X ± t (n− 1, α/2) ∗ S√
n
)
. Se utiliza la distribución t-Student
porque la desviación estándar poblacional σ, es desconocida.
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2.4.3. Procedimiento para estimación de
parámetros.
Para estimar los parámetros se propone el método de máxima ve-
rosimilitud. Este método es bastante intuitivo pues se basa en su-
poner que siempre ocurre lo más probable, y por ello estima el
parámetro mediante aquel valor que hace más probable la mues-
tra.
Definición 14 (Función de Máxima Verosimilitud). Se define la
función de verosimilitud, para variables continuas, de un muestreo
aleatorio simple, (m.a.s.) de tamaño n, como L (θ,X1 · · ·Xn) =
fθ (X1 · · ·Xn) =
∏n
i=1 fθ (xi), donde θ es un parámetro desconocido
de la variable aleatoria.
Fijados X1 · · ·Xn, valores de la muestra conocidos, la función de
verosimilitud sólo depende de θ.
Definición 15 (Estimador de máxima verosimilitud, EMV). Sea
L (θ,X1 · · ·Xn) la función de verosimilitud para un m.a.s.X1 · · ·Xn,
se define EMV de θ, θ̃MV , al valor de θ que maximiza L (θ,X1 · · ·Xn).
El EMV es aquel valor que hace máxima la probabilidad de que
se dé la muestra obtenida. En la práctica si la función L es deri-
vable respecto al parámetro, se puede calcular la primera derivada
respecto a ese parámetro, se iguala a 0 y se despeja el valor; com-
probando posteriormente que la solución obtenida corresponde a
un máximo mediante la segunda derivada. Suele ser útil aplicar
previamente el logaritmo neperiano; ya que al ser el logaritmo ne-
periano una función creciente, la función de verosimilitud alcanzará
el máximo para el mismo punto que su logaritmo. Aplicando el mé-
todo de máxima verosimilitud se pueden encontrar los parámetros
para las posibles distribuciones que modelen los datos obtenidos
en el proceso de identificación.
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Definición 16 (Distribución Uniforme). Se dice que una variable
aleatoria continua X sigue una distribución uniforme en el inter-
valo (a,b), si su función de densidad está definida como f(x) ={ 1
b−a sı́ a < x < b
0 c.c . Se denota por X ∼ U(a, b).
Sus parámetros se estiman como: U(0, θ̃); θ̃ = 2X̄.
Definición 17 (Distribución Exponencial). Se dice que la varia-
ble aleatoria continua X, sigue una distribución exponencial de
parámetro λ , con λ > 0 si su función de densidad es f(x) ={
λe−λx sı́ x > 0
0 c.c . Se denota por X v Exp(λ).
El parámetro se estiman como: λ̃ = 1
X̄
.
Definición 18 (Distribución Normal). Se dice que una variable
aleatoria X, sigue una distribución normal de parámetros µ ∈ R y







, x ∈ R. Se denota por X v N(µ, σ2).





2.4.4. Comportamiento de los datos.
A partir del comportamiento de los datos es posible inferir qué tipo
de distribución siguen los datos de la población con base en las
pruebas de bondad de ajuste. Estas pruebas permiten verificar que




La pruebas de bondad de ajuste se utilizan para comparar el ajuste
de distribuciones, selección de modelos y determinar qué tan bien
se ajusta a los datos. El objetivo de la prueba es medir la "distancia"
entre los datos y la distribución que se está probando y comparar
esa distancia a un cierto “valor crítico”. Si la distancia, llamada
“estadístico de la prueba” es menor que el valor crítico, el ajuste
se considera bueno.
La lógica de la aplicación de diversas pruebas de bondad de ajuste
es el mismo; sin embargo, difieren en la forma de calcular los esta-
dísticos de prueba y los valores críticos. Los estadísticos se definen
generalmente como una función de los datos de la muestra y de la
función de distribución acumulada teórica (ajustada).
Los valores críticos dependen del tamaño de la muestra y el nivel de
significación elegido. El nivel de significación es la probabilidad de
rechazar una distribución ajustada (como si fuera un mal ajuste)
cuando en realidad es una buena opción. El nivel de significación
se indica con la letra griega α y los niveles más utilizados son 0,05
y 0,01, [28].
Como contrastes de bondad de ajuste se destacan: Test de Kolmogorov-
Smirnov, χ2 de bondad de ajuste, prueba de Anderson Darling y
contrastes específicos para la distribución normal como gráficos de
normalidad y test de Shapiro- Wilks.
2.4.4.1. Test de Kolmogorov-Smirnov de bondad de ajuste
Si se tiene una muestra aleatoria simple (m.a.s.) de una variable
aleatoria (v.a.) X ; X1, · · · , Xn, donde n es el número de mues-
tras, se define la función de distribución empírica de la muestra,
Fn (x), como la proporción de observaciones en la muestra menores
o iguales que x, ∀x ∈ R. Fn (x) es una función escalonada y no de-
creciente, construida a partir de la muestra, de forma que, en cada
37
Capítulo 2
observación muestral, da un salto de magnitud igual a la fracción
de datos iguales a ese valor (cuando no hay repeticiones se trata
de saltos de amplitud 1/n).




0 sı́ x < x1
card(xj<x)
n
sı́ xi < x < xi+1, i = 1 · · ·n
1 sı́ xn < x
donde card (xj < x) es el número de observaciones muestrales
menores o iguales que x.
El test de Kolmogorov-Smirnov de bondad de ajuste se basa en
comparar la función de distribución empírica de la muestra con
la función de distribución que se propone para describir los datos,
F0 (x). Es válido únicamente para variables aleatorias continuas.
Entonces, sea X una variable aleatoria continua con función de
distribución F0 (x).
Se plantea el contraste:
H0 : F (x) = F0 (x), para todo x.
H1 : F (x) 6= F0 (x), para algún x.
Es decir, se propone un modelo de distribución para los datos,
F0 (x), y como alternativa que los datos no se distribuyen según
este modelo.
Se calcula un estadístico D, el cual mide la discrepancia máxima
entre la función de distribución empírica y la propuesta en H0.
D (X1, · · · , Xn) = supx |Fn (x)− F0 (x)|. Con Fn (x) como la fun-
ción de distribución empírica de la muestra.
La región crítica esD (X1, · · · , Xn) ≥ d (n, (1− α)); d (n, (1− α))
es el p − valor del contraste con una muestra de tamaño n y un
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nivel de significancia α: p − valorα. Se acepta H0 sí el p − valor
(D) obtenido es menor que el del nivel de significación elegido para
realizar el test; es decir se acepta si: p− valor ≤ p− valorα.
En la mayoría de los casos al utilizar el estadístico de Kolmogorov-
Smirnov es necesario estimar los parámetros desconocidos que ca-
racterizan a la distribución teórica. Cuándo no se tiene esta infor-
mación, éstos se estiman por el método de máxima verosimilitud.
2.4.4.2. El test de Kolmogoroff-Smirnoff-Lilliefors para
normalidad (contraste KSL)
Si la distribución que se desea ajustar es una normal, hay que es-
timar la media y la desviación típica. En este caso, los parámetros
se estiman por máxima verosimilitud y la distribución del esta-





Entonces D (X1, · · · , Xn) = supx
∣∣∣Fn (x)− P (X−X̄Sx )∣∣∣, donde P(z)
es la función de distribución de una normal estándar.
El estadístico D representa la máxima discrepancia, en vertical, en-
tre la función de distribución empírica y la función de distribución
de la normal ajustada (esto es, de la normal con media y varian-
za estimadas). La distribución de este estadístico fue tabulada por
Lilliefors (contraste KSL) y, por tanto, es con respecto a esta ta-
bulación (y no con respecto a la tabla de Kolmogoroff-Smirnoff)
como se debe juzgar la significación del valor obtenido para este
estadístico.
2.4.4.3. Test de Shapiro-Wilks
En general, la prueba de Shapiro-Wilks es más adecuada para con-




Sea X una variable aleatoria con función de distribución F. Se
plantea el contraste:
H0 : X ∼ Normal;
H1 : X  Normal.
El estadístico de Shapiro-Wilks, que se denota por W, mide el ajus-
te de la muestra, representada en el papel probabilístico normal
(P-P plot), a una recta. Se rechaza la normalidad cuando el ajuste
lineal es malo, lo que se reflejaría en valores pequeños del estadís-







x(i)es el número que ocupa la i-ésima posición de la muestra.
x̄, es la media de x.
Las constantes ai se calculan a partir de:
(a1 · · · an) = mV
−1
(mTV −1V −1m)1/2
, donde m = (m1 · · ·mn)T , sien-
do m1 · · ·mn, los valores medios del estadístico ordenado de
variables aleatorias independientes e idénticamente distribui-
das, muestreadas de distribuciones normales. V es la matriz
de covarianzas de ese estadístico de orden.
Se rechaza H0 sí el p− valorobtenido es menor que el del nivel de
significación elegido para realizar el test.
2.4.4.4. Prueba χ2
Esta prueba es aplicable para variables aleatorias discretas o con-
tinuas. Sea una muestra aleatoria de tamaño n tomada de una
población con una distribución especificada f0(x) que es de interés
verificar. Los datos se deben presentar en k clases.
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El estadístico de contraste será: χ2 = ∑kl=1 (Ol−El)2El ; donde Ol es
la frecuencia observada en la clase l, El es la frecuencia esperada
(teórica) en la clase l.
Cuanto menor sean el valor del estadístico χ2, más coherentes serán
las observaciones obtenidas con los valores esperados. Por el con-
trario, valores grandes de este estadístico indicarán falta de con-
cordancia entre las observaciones y lo esperado. En este tipo de
contraste se suele rechazar la hipótesis nula cuando el estadístico
es mayor que un determinado valor crítico.
2.4.5. Tamaño de muestra
El tamaño de muestra está en función de: tamaño muestra(n) =
f (α,D, S2). Específicamente n puede ser calculado, a partir de la










= α, donde d es la máxima diferencia aceptada entre la
media poblacional y la media muestral, es decir el error relativo; S2
es la cuasi-varianza muestral. α es un riesgo muy pequeño al que se
está dispuesto a aceptar, generalmente α se establece en 0.05, [28].
El nivel de significancia puede ser lateral o bilateral, sí es bilateral
la probabilidad se halla a partir de α/2.




. Se desea encon-
trar f (α) con el objeto de establecer un comportamiento de media
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muestral respecto a la media poblacional; por lo tanto, se puede
aplicar el teorema del límite central. Entonces, si X es la media de
una muestra aleatoria de tamaño n extraída de una población que
tiene media µ y varianza finita σ2, la variable aleatoria Z = X̄−µσ/√n se
distribuye normalmente con media 0 y varianza 1, cuando n tiende
al infinito. Es decir la media muestral de una variable aleatoria se
distribuye como una normal con parámetros µ y σ2/n, si n es lo
suficientemente grande, (n ≥ 30).
Cuando no se conoce σ2, ésta es estimada a partir de la cuasiva-
rianza muestral S2; por lo tanto se sustituye σ2 por S2; pero al
realizar la sustitución se define una nueva variable t = X̄−µS/√n .
La función de probabilidad t es similar a la normal pero es más
dispersa ya que el uso de S introduce más incertidumbre. El grado
de dispersión depende del valor de n y se expresa como el parámetro
de la distribución t, sus grados de libertad.
Los valores de tα/2, se calculan de manera similar que la distribución
normal (área bajo la curva).
Aunque la distribución t, exige que la población de la cual proviene
la media sea normal, la estimación de las probabilidades se consi-
dera un buen estimador en casos en los cuales la muestra es grande;
independiente del tipo de distribución de la variable aleatoria.
Suponiendo un valor de n = 30; sí α = 0,05, entonces tα/2 = 2,042;
sí 1− β = 0,85; entonces tβ = 1,055.
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3 Estado del Arte
Como se mencionó en la introducción, el alcance general de la pre-
sente propuesta de investigación es la identificación y diagnóstico
de fallos en Sistemas de Eventos Discretos (SED).
Al rededor de esta temática han surgido numerosas líneas de in-
vestigación, diferenciadas por las características del sistema que
identifican o diagnostican, por la herramienta de modelado, por el
algoritmo aplicado o por el tipo de compilación de la información,
entre otras.
Con base en la motivación del trabajo presentada en la intro-
ducción, para alcanzar los objetivos de la tesis se hace necesario
abordan diferentes temáticas como modelado e identificación, en-
tre otras; que a su vez son por si solas líneas de investigación.
Entonces, teniendo en cuenta este alcance y en aras de tener una
mejor organización, a continuación se presenta un análisis de las
principales contribuciones en cada temática.
3.1. Respecto a Modelado
El problema de modelado de un sistema dinámico se puede ver,
de acuerdo a [30] como: “Dado un sistema dinámico S, con un
conjunto de preguntas B sobre su comportamiento, encontrar una
representación M que ayude a responder a las preguntas dadas;
entonces,M se llama el modelo de S”. Desde este enfoque se precisa
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que dado que el modelo se utiliza para resolver un problema, éste
no necesariamente es único.
El modelado de SED, ha sido estudiado desde hace muchos años,
tanto por la academia como la industria; puesto que la evolución
exponencial de las tecnologías industriales de computación, comu-
nicación y de sensores han traído nuevos sistemas dinámicos, com-
plejos y flexibles; que se caracterizan por acontecimientos asincró-
nicos de eventos discretos, algunos controlados y otros no, algunos
observados por sensores y otros no, algunos aparecen de forma
automática a partir de los procesos físicos remotos y algunos se
generan manualmente por los usuarios. Los SED tienen un com-
portamiento que se caracteriza por una secuencia finita o infinita de
estados delimitados por eventos que ocurren de manera asíncrona
o síncrona, [10].
Varias propuestas de modelado se han dado, usando diferentes en-
foques: autómatas, máquinas se estado finito, Redes de Petri (PN)
y cadenas de Markov. Los problemas que han solucionado este ti-
po de modelos están relacionados con: i) Supervisión y diagnóstico
de procesos, para decidir si el desempeño del sistema se encuen-
tra dentro de límites prescritos o si han ocurrido fallos; ii) Control
supervisor, que implica la evaluación cualitativa de las condicio-
nes de funcionamiento actuales de un sistema con el fin de evitar
puntos de operación críticos y de cumplir con los objetivos de con-
trol y iii) Simulación, para realizar procesos de identificación de
SED. Las PN han sido reconocidas como un modelo apropiado pa-
ra describir SED, [31, 32, 17], particularmente cuando se trata de
sistemas asíncronos, [33]. Las PN incorporan la noción de estado
distribuido y de reglas que permiten pasar de un estado a otro, lo
cual captura tanto el comportamiento estático como el comporta-
miento dinámico de los sistemas reales.
Teniendo en cuenta que un sistema en lazo cerrado es una interrela-
ción de señales, se han desarrollado propuestas diferentes propues-
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tas de modelado bajo PN, una de ellas se ha denominado modelos
de sistemas de condiciones, estos modelos se representan median-
te PN con entradas y salidas explícitas llamadas condiciones, [34].
Esas representaciones permiten la interacción entre subsistemas así
como la interacción de la planta con el controlador, [35].
Sreenivas, et al. [36] definen una clase de sistemas dinámicos de
eventos discretos (DEDS), en tiempo continuo, llamados sistemas
condición/evento (C/E) y también definen modelos para estos sis-
temas basados en una extensión de las PN y los llaman C/E PNs
(por sus siglas en inglés), con dos tipos de valores de señales discre-
tas de entrada - salida (E/S): condiciones de señales y señales de
eventos; las señales de condición E/S llevan información del estado
y las señales de evento E/S llevan información de transición de es-
tado. La idea general es modelar un sistema como un conjunto de
módulos con un comportamiento dinámico particular y su interco-
nexión a partir de sus señales, [37]. Las condiciones y los eventos de
entrada pueden ser conectados con algunas transiciones dentro del
módulo por condiciones y arcos de eventos. Los módulos de lugares
pueden ser conectados a las condiciones de salida por condiciones
de arco, y las transiciones a los eventos de salida por eventos de
arco. Estos conceptos proveen una base para un enfoque de com-
posición con el objeto de construir modelos de sistemas grandes
a partir de componentes pequeños, [37]. Este tipo de propuestas
de modelado se han desarrollado básicamente para ser utilizadas
en verificación de propiedades como: alcanzabilidad, acotabilidad y
vivacidad; aunque [38], presenta una propuesta basada en sistemas
de condición para realizar diagnóstico de fallos.
Otra forma que ha sido ampliamente estudiada en el modelado de
SED utilizando PN, son las redes de Petri temporizadas (t-PN),
que fueron introducidas por [39, 40]. Las t-PN son PN extendidas
con tiempo en las transiciones, poseen la expresividad necesaria
para modelar sistemas en lazo cerrado y presentan beneficios para
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realizar análisis de verificación de propiedades, [41, 42]. Para mo-
delar sistemas complejos se han realizado propuestas de división en
subsistemas aunque la composición de PN no ha sido trivial. En
[43], los autores presentan una propuesta de composición siempre
que las transiciones sean sincronizadas. En [44] se presenta una
solución que facilita la especificación de los sistemas dependientes
del tiempo, en un planteamiento de composición de componentes
modelados como t-PN. En la mayor parte de las t-RdP las tran-
siciones tienen un tiempo asociado, por lo que la evolución queda
determinada por el disparo de las transiciones. Una transición se
puede disparar, si el tiempo está dentro de su intervalo de disparo
estático, [45]. En [46] se propone una PN conducida por eventos
en lugar del paso del tiempo, denominada EDPNs, (por sus siglas
en inglés). Las EDPNs emplean arcos inhibidores, arcos de ensayo
y lugares con capacidad finita; como el tiempo es considerado un
estado (marcado) del sistema (PN), su paso se corresponde con el
juego de marcas que genera un árbol de alcanzabilidad. Al intro-
ducir arcos inhibidores existen muchas dificultades para utilizar las
herramientas de análisis cualitativo de las PN.
Por otro lado, como la transición de estados en un SED es un even-
to [11], éste se puede modelar a partir de su lenguaje. El lenguaje
que modela el comportamiento de un sistema se puede representar
por su expresión regular, [13], que es una síntesis de todas las com-
binaciones válidas de eventos. En [11] un SED es modelado como
un autómata y su comportamiento es representado por su lengua-
je; pero este tipo de modelos pueden presentar inconvenientes en
sistemas con gran cantidad de dispositivos debido a la explosión
combinatoria de estados, suele ser más conveniente emplear forma-
lismos con mayor capacidad de condensación de estados, como las
PNs o las máquinas de estados finitos.
Una PN tienen un poder más descriptivo que las máquinas de
estados finitos en el sentido de que el conjunto de lenguaje de la
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PN es un superconjunto de los lenguajes regulares, y permite un
modelado más conciso, [47, 48]. Algunas propuestas para modelar
SED bajo el lenguaje PN se pueden ver en: [49, 50, 51, 23] o para
encontrar ciclos en sistemas de estados repetitivos en [52].
Respecto a la utilización de PN para identificación y diagnósti-
co varias propuestas de modelado se han generado utilizando PN
extendidas como PN interpretadas (IPN), [53, 54, 55], PN tempori-
zadas [56], algunas de estas propuestas se presentan a continuación.
3.2. Respecto a identificación
El problema de identificación en SED consiste en obtener un mo-
delo aproximado de un sistema desconocido, expresado en un for-
malismo adecuado, a partir del comportamiento observado repre-
sentado como secuencias de datos finitos de entrada - salida (E/S).
En el contexto de los SED, los datos de entrada se dan generalmente
en términos de descripciones de comportamiento (por ejemplo, la
transición de estados o un lenguaje). El conjunto de secuencias
de comportamiento pueden ser fijas o se pueden incrementar en
el curso del proceso de identificación mediante la realización de
nuevos experimentos.
El problema de identificación pretende abordar dos aspectos prin-
cipales. En primer lugar, decidir si para la especificación de com-
portamiento dada existe un SED, por ejemplo, un tipo de PN, que
genere el comportamiento especificado. En segundo lugar, propor-
cionar un procedimiento constructivo para determinar tal modelo
del SED.
Los métodos de identificación pueden ser comparados, por su com-
plejidad en términos de las características del sistema, el proceso
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de identificación y el modelo o algoritmo aplicado, [57]; así como
también por los objetivos del modelo de identificación.
Los métodos más simples están basados a partir de datos de E/S,
donde los estados concurrentes no son identificados y la ejecución se
realiza off-line, [57]. Si el proceso de identificación es incremental,
el algoritmo debe ser ejecutado on-line; pero la complejidad pue-
de llegar a ser exponencial o polinomial, dependiendo del enfoque
usado para el modelado.
Existe una amplia literatura relacionada con la identificación de
SED. Las primeras contribuciones aparecieron en los años sesenta
y se han formulado en términos de identificación de lenguajes, cuyas
soluciones se designan comúnmente como técnicas de aprendizaje,
[57], apareciendo después otras contribuciones en el contexto de
Autómatas Máquinas de Estado Finito (FSM), Moore o Mealy y
PN.
Actualmente, las técnicas más utilizada son las PN y los Autóma-
tas, [33]. Sin embargo, el formalismo de las PN es muy reconocido
como un modelo adecuado para describir la estructura y el dina-
mismo en sistemas complejos por su particularidad de evitar la
explosión de estados, [58].
3.2.1. Enfoque bajo Autómatas
Se consideran modelos identificados como autómatas, autónomos,
finitos, no - determinísticos, (NDAA), el objetivo de este enfoque
es construir un modelo que se aproxime al lenguaje del sistema ori-
ginal. El lenguaje observado del SED en lazo cerrado es transferido
a una máquina de estado finito por un algoritmo de identificación
apropiado. En [2] y en [59] un (NDAA), sin señales de salida, es
elegido como modelo apropiado para reproducir el lenguaje obser-
vado. Este enfoque identifica un sistema en lazo cerrado basado en
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la interacción del controlador con comportamiento determinista y
el proceso físico con comportamiento no-determinístico; combinan-
do eventos externos e internos; además se presenta una propuesta
de división del sistema en subsistemas más pequeños, [60]. Una
evolución de este método es presentado en [61], el cual trata con la
identificación de sistemas con eventos temporizados, el autor pro-
pone un método para identificar con eventos no solo ordenados en
el tiempo sino que generan una correcta temporización de eventos
de entrada y de salida para la completa descripción del sistema en
el contexto de los autómatas temporizados. Esta tendencia presen-
ta algunas desventajas por la no concurrencia de estados y por la
explosión combinatoria de estados en sistemas complejos.
En [62] se presentan algunas aspectos relacionados con la aplicación
del algoritmo de [2] a un sistema real.
3.2.2. Enfoque bajo PN
Bajo el formalismo de la PN, se han realizado diferentes formula-
ciones de problemas desde principios de los años noventa y varias
soluciones se han dado en muy distintos entornos. En [57] se ha
realizado una interesante clasificación de los métodos de identifica-
ción. Respecto a PN se definen algunas tendencias:
Identificación Progresiva Este enfoque propone identificar mo-
delos de SED a partir de observaciones de señales de E/S. Un
algoritmo que trabaja on-line, recibe una secuencia de señales de
salida y calcula un modelo de IPN que describe el comportamien-
to desconocido del SED, [63]; cada vez que un ciclo es detectado
el modelo previo calculado es actualizado. Este enfoque considera
que cada entrada al sistema es reflejada en la salida, esto significa
que si incluso un sistema no está completamente instrumentado, la
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información provista por lo sensores es suficiente para detectar un
cambio de estado.
En [64] los autores presentan una evolución al anterior método, este
trabaja con sistemas concurrentes, detectando transiciones concu-
rrentes. El modelo identificado es usado principalmente para diag-
nóstico estructural.
En [65] los autores dirigen el problema de encontrar las secuencias
de disparo de transiciones de menor costo para una IPN, basán-
dose en la observación de secuencias etiquetadas. Las PN poseen
transiciones observables, las cuales se asocian posiblemente a una
única etiqueta y transiciones inobservables cuyo disparo no gene-
ra alguna etiqueta observable, ellos asumen que cada transición
en una IPN está asociada con un costo no negativo que captura
la probabilidad (por ejemplo, en términos de la carga de trabajo
o la cantidad de energía necesaria para ejecutar una determinada
transición); dada la observación de una secuencia de etiquetas, la
tarea es encontrar la secuencia de disparo de las transiciones que
sea consistente con la secuencia de etiquetas y la estructura de la
PN y además sea la de menor costo.
Identificación de Lenguaje con Programación Lineal Entera
En [66] se presenta un enfoque de identificación de una IPN li-
bre1, a partir del conocimiento de una cadena finita de secuencias
de transiciones que representa su lenguaje. La solución se basa en
la definición de un conjunto de restricciones lineales enteras, las
cuales se solucionan como problemas de programación lineal en-
tera y fuerzan a la IPN a aceptar el lenguaje observado. Muchas
extensiones a este trabajo se han realizado en [67, 68].
1Redes en las cuales las transiciones pueden ser marcadas con la misma eti-
queta y pueden ser habilitadas simultáneamente a partir de un marcado
alcanzado.
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Otra contribución a este enfoque es dado en [56], que trata con el
problema de identificación para sistemas determinísticos como PN
temporizadas λ− freee, a partir de secuencias observadas tempo-
rizadas. Este método genera un lenguaje de red mientras que la
información temporizada es usada para identificar cadenas de len-
guaje que no son aceptadas por la red; por lo tanto, el algoritmo no
necesita conocer el lenguaje de la red total. La solución está basada
en un problema de programación lineal entera y en la estructura
de la red temporizada. Esto permite, junto con la observación de
eventos, determinar si una transición temporizada ha expirado. El
algoritmo es llevado a cabo a través de dos subrutinas, una para
observar el lenguaje on-line y otra para resolver el problema de
programación lineal off-line.
Identificación con Programación Lineal Entera Este enfoque
es una extensión del trabajo de [66]; pero además de una secuencia
de eventos, se utiliza la secuencia de respuesta de salida disponible
del SED para hacer la inferencia de un modelo de PN,[69, 70, 20].
El problema de identificación consiste en determinar un conjunto
de lugares de cardinalidad m, un conjunto de transiciones de car-
dinalidad n, así como la función de etiquetado definido como un
problema de programación lineal entera.
Identificación de IPN Paramétrica Este enfoque fue presentado
en [71], el objetivo es descubrir cómo construir un modelo compacto
que pueda mostrar explícitamente un comportamiento descubierto
a partir de observaciones del comportamiento del sistema, expre-
sado como una sola secuencia de sus señales de E/S y de cómo
los componentes del sistema están relacionados. Las señales de en-
trada son señales de los sensores y las de salida son las emitidas
por un PLC al actuador. El método propuesto tiene un enfoque de
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identificación pasiva; que permite construir paso a paso un modelo
de IPN en tiempo polinomial, el cual describe en forma detalla-
da el comportamiento reactivo del controlador; para prevenir el
crecimiento del modelo en sistemas complejos propone un méto-
do de identificación estadística que descubre mediante el análisis
de la frecuencia relativa la relación de los cambios de salidas con
respecto a los cambios de entrada; tales relaciones se expresan en
términos de probabilidad condicional. Por esta razón el enfoque se
denomina estadístico.
Analizando estos enfoques se puede decir que:
El enfoque basado NDFA se aplica también a sistemas tempo-
rizados, trabaja mejor en sistemas simples, genera modelos no-
determinísticos, a un costo computacional normal pero su princi-
pal desventaja es la explosión combinatoria de estados. El incon-
veniente con el trabajo de Klein [2], es que no permite identificar
concurrencia. La segunda desventaja es que la metodología consi-
dera que se proporcionan secuencias cíclicas. Para la recolección
de tales secuencias, el sistema identificado debe reiniciarse en ca-
da ciclo de producción. Esta suposición no es posible cumplir en
muchos casos en los que el sistema no vuelve al estado inicial para
el ciclismo, [71]. En la propuesta de Roth [60], los modelos cons-
truidos no son adecuados para representar información estructural
como el paralelismo dentro de los subsistemas y el intercambio de
recursos.
La identificación de lenguajes para ser representados como IPN, no
siempre se puede encontrar una solución al problema debido a la
cantidad de contra-ejemplos.
En la identificación con programación lineal entera no es fácil es-
tablecer los límites del número de lugares ni del número de tran-
siciones, sobretodo cuando se identifican sistemas sin ningún tipo
de información previa, además la solución del problema de progra-
mación lineal entera no es muy fácil de encontrar.
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En la identificación de IPN Paramétrica, la aplicación a sistemas
complejos hace que los modelos crezcan cuando existe paralelismo
y la aplicación del método de identificación solo se aplica a sistemas
en los cuáles existan ciclos repetitivos que se puedan representar
estadísticamente.
3.3. Respecto a Diagnóstico de Fallos
El diagnóstico de fallos juega un rol importante en los sistemas
industriales ya que permite detectar comportamientos de fallo tan
pronto como es posible, con el objeto de evitar daños serios sobre
el sistema o lesiones a un operador y además permite disminuir los
costos de producción y por consiguiente la conservación del entorno
necesario para permanecer en los mercados competitivos, [72].
Bajo el diagnóstico de fallos hay dos tipos de problemas a resolver:
Por un lado está el diagnóstico de un fallo y por otro el de diagnos-
ticabilidad. El primer problema implica la definición de un método
de diagnóstico el cual, dada una secuencia de eventos generados en
un sistema, determine si corresponde a un comportamiento nor-
mal o a un comportamiento de fallo y el segundo problema trata
con determinar si un sistema es diagnosticable, es decir, establecer
si una vez que ha ocurrido un fallo el sistema puede detectar su
ocurrencia en un número finito de pasos.
Un fallo es una desviación del sistema de su comportamiento nor-
mal o requerido. El diagnóstico de fallos es el proceso de detectar e
identificar tales desviaciones del sistema, determinando las causas
que lo producen usando la información disponible de las variables
del sistema, [73].
El diagnóstico de fallos en SED es un problema que ha sido estu-
diado desde diferentes enfoques. De acuerdo a [4], el diagnóstico de
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fallos tiene como objetivo lograr tres tareas complementarias: La
detección del fallo, el aislamiento y la identificación del fallo. La
detección es una funcionalidad que decide si el sistema trabaja en
condiciones normales o si ha ocurrido un fallo; si ha ocurrido un
fallo, el objetivo del aislamiento es localizar el componente(s) del
sistema que causa el fallo; y la identificación se relaciona con la de-
finición de la naturaleza específica del fallo (su tamaño, criticidad,
importancia, etc).
En el proceso de diagnóstico de fallo se utiliza un diagnosticador
que asocia a cada secuencia de eventos observados un estado de
diagnóstico; por lo tanto, un diagnosticador ideal es aquel que tiene
un exhaustivo y correcto modelo en comportamiento de fallo, lo
cual no es posible en sistemas reales complejos.
Este problema ha sido dirigido por muchos investigadores con el
objeto de desarrollar nuevos modelos, nuevas propiedades, nuevos
algoritmos y eficientes soluciones para el diagnóstico de SED.
Los métodos de diagnóstico de acuerdo a [5], se dividen en tres
grupos: Los enfoque basados en reglas, (if then else), los enfoques
conducidos por datos (minería de datos o reconocimiento de patro-
nes) y los enfoques basados en modelos. A su vez los basados en
modelos, pueden ser divididos en dos grupos: El primer grupo con-
sidera modelos que tienen comportamiento libre de fallo así como
modelos con comportamiento de fallo y el segundo grupo usa solo
modelos libres de fallo.
Respecto a los métodos con comportamiento de fallo se puede ar-
gumentar lo siguiente:
El trabajo de Sampath [74, 13], provee una fundamentación formal
respecto al diagnóstico de fallos y respecto al análisis de diagnos-
ticabilidad de SED, la cual ha sido la base de muchos enfoques de
diagnóstico. Su propuesta está basada en el uso del modelo clásico
de autómata para el sistema y el lenguaje generado por ese au-
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tómata representa el conjunto de todas las posibles ejecuciones o
secuencias de eventos del sistema en funcionamiento normal o de
fallo.
También [75] dirige el problema de identificación basado en Au-
tómatas temporizados; el algoritmo identifica y detecta fallos en
actuadores en sistemas de baja complejidad.
Como se describió en el estado del arte respecto a modelado, las PN
tienen ventajas sobre los autómatas para modelar SED y transfie-
ren esas ventajas al modelar sistemas con comportamiento de fallo.
En [76], se presenta una clasificación de los métodos de diagnóstico
basados en PN, con base en la técnica adoptada de diagnóstico o
de diagnosticabilidad. Esta clasificación se basa en técnicas alge-
braicas, enfoque de T-invariante, representación de alcanzabilidad
o de marcado de red bajo observación parcial, verificador de red,
enfoque de red desarrollada, enfoque de programación lineal entera,
entre otras. Algunas de las aportaciones se describen a continua-
ción.
Las PN han sido utilizadas para problemas de diagnóstico a partir
de [77], [78] y [79], quienes han presentado propuestas de diagnós-
tico a partir de la estimación de estados de fallo. En [80] se pre-
senta un enfoque de red desarrollada para diagnóstico asíncrono
on-line, su propuesta evita el problema de explosión de estados
que típicamente resulta de tener diferentes componentes que in-
teractúan asíncronamente en un sistema distribuido; pero el cos-
to computacional para realizar el diagnóstico on-line es alto. En
[81], los autores adaptan y extienden la propuesta de Sampath [74]
a diagnóstico on-line de sistemas modelados como PN, resultan-
do un algoritmo de diagnóstico centralizado basado en la noción
de “Diagnosticador de PN” donde algunas de las transiciones son
etiquetadas por diferentes tipos de eventos inobservables de fallo.
Una versión distribuida de este algoritmo centralizado también es
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presentado; luego estos autores presentan en [82] dos nuevos algo-
ritmos, uno se extiende al caso de múltiples módulos y el otro con
etiquetas de mensajes de tamaño fijo, que mejora significativamen-
te los requisitos de comunicación en tiempo real. Giua y Seatzu
([83]) asumen que los fallos son modelados por transiciones inob-
servables; pero pueden existir otras transiciones que representan
comportamientos legales pero que son inobservables, ellos prueban
que todas las posibles secuencias de disparo correspondientes a una
observación dada, pueden ser caracterizadas basándose en la no-
ción de marcado básico y en las justificaciones. Para el cálculo del
conjunto de marcado básico se usa un árbol de alcanzabilidad bá-
sico; Cabasino ([84]) cambia el concepto de marcado básico y solo
enumera un subconjunto del espacio de alcanzabilidad, esto gene-
ra una caracterización diferente en términos de nociones nuevas y
originales de justificaciones y explicaciones mínimas.
El trabajo de [85] considera el sistema modelado como una IPN
permitiendo describir el estado del sistema a partir de eventos ob-
servados parcialmente; el modelo incluye los fallos que pueden ocu-
rrir.
Dotoli, et al. [86] con el objeto de evitar el rediseño y la redefini-
ción de la estructura del diagnosticador cuando la estructura del
sistema cambia, propone una técnica de detección de fallos que tra-
baja on-line; el diagnosticador espera por un evento inobservable
y un algoritmo decide si el comportamiento del sistema es normal
o puede exhibir algún posible fallo, para cumplir con este objetivo
define problemas de programación lineal entera (ILPP) y provee
una secuencia de transiciones inobservables que contienen los fa-
llos que podrían haber ocurrido; el sistema es modelado por una
IPN donde los eventos a ser diagnosticados referidos como fallo son
modelados como transiciones inobservables y una etiqueta diferen-
te es asociada con cada transición que modela el comportamiento
regular. [1] parte de los resultados de [86] y considera un siste-
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ma más general en un doble sentido, primero asume una fuente de
no-determinismo originado del hecho de que diferentes transiciones
observables pueden tener la misma etiqueta y segundo, aplica su
técnica de detección de fallos a un sistema distribuido y por últi-
mo [87] construye un diagnosticador on-line usando IPN para la
definición y resolución.
Las PN coloreadas (CPN) también han sido orientadas para el diag-
nóstico de fallos. Algunas propuestas evitan la explosión combina-
toria de estados, así que pueden ser usadas en sistemas complejos.
En [88], los autores presentan un método para modelar un sistema
de manufactura flexible el cual incluye modelo de fallos (basado en
árboles de fallo). En [89], los autores presentan un método para
modelar y diagnosticar en un BPEL Services; este enfoque es res-
trictivo a modelos se servicios web. En [90] los autores presentan
un método para incluir el diagnóstico de fallos en un controlador
embebido, sin embargo, este enfoque tiene el mismo punto de vista
de los otros enfoques basados en modelo.
En [91] se presenta un método de diagnóstico basado en una CPN,
llamado método de anidamiento latente. La idea es partir de un
modelo del sistema basado en una PN, que represente el compor-
tamiento dinámico correcto aplicando técnicas de modelado de PN
generalizadas. El conjunto de fallos a ser diagnosticados son defi-
nidos y asignados a un subconjunto de marcas de color. Un evento
de fallo será definido estableciendo condiciones dinámicas en cada
marcado y subsecuentemente en cada estado alcanzado por el sis-
tema y por el conjunto de lecturas no esperadas de los sensores.
Luego, las marcas coloreadas de fallo son apropiadamente locali-
zadas en los lugares llamados lugares de anidamiento latente de
fallo. Estas marcas son susceptibles de disparar desde un lugar por
la activación de una secuencia de eventos, s, asociada a un lectura
no normal de un sensor.
Las ventajas de los métodos con modelo de fallo, radican en la po-
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sibilidad de generar garantías con respecto a la diagnosticabilidad
de fallos; además, si ciertas condiciones se mantienen, los fallos
considerados en el modelo se pueden localizar con precisión. Una
desventaja inherente de los enfoques basados en modelos del fallo
es que sólo los fallos considerados explícitamente en el modelo del
sistema pueden ser detectados y localizados.
Los métodos de diagnóstico sin modelo de fallo evitan este inconve-
niente; además, construyen modelos simples ya que no es necesario
ningún conocimiento especial del comportamiento defectuoso del
sistema; un inconveniente de este enfoque es la localización de los
fallos, ya que los modelos han sido construidos con menos conoci-
miento y otro inconveniente es que la diagnosticabilidad de fallos
dados, normalmente no se puede garantizar. En [6] se utilizan plan-
tillas de condición para determinar si el sistema genera eventos en
el orden correcto o dentro de los plazos de tiempo determinados;
se detecta un fallo cuando hay ausencia o reacciones equivocadas
en el proceso. En estos casos, los eventos relacionados con la plan-
tilla ayudan a aislar el fallo. En [7] un fallo es detectado por la
ocurrencia de un evento inesperado o por la no ocurrencia de un
evento esperado dentro de intervalos de tiempo predefinidos, la
ocurrencia de un evento inesperado se detecta cuando la condición
de habilitación de este evento no está satisfecho y la no ocurrencia
de un evento esperado se detecta mediante una plantilla Otra clase
de métodos se basan en la comparación de las salidas del sistema
con el modelo de salidas nominales. En [8, 3] el método propuesto
compara el comportamiento observado con el comportamiento es-
perado identificado previamente; un fallo puede ser detectado y se
determina un conjunto de fallos candidatos; inspirado en el método
de residuos para sistemas continuos, introduce diferentes conjuntos
de operaciones para generar un conjunto de fallos candidatos. Des-
pués de la detección y localización de un primer fallo, se presenta
un procedimiento para realizar una mejor localización del fallo a
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partir del análisis del comportamiento observado del sistema.
Respecto a diagnosticabilidad Sampath, [74], provee una defini-
ción de diagnosticabilidad en el marco de los lenguajes formales y
presenta una condición necesaria y suficiente para diagnosticabili-
dad de sistemas. En el marco de las IPN, [92] define y caracteriza la
propiedad de diagnosticabilidad de entrada - salida en modelos de
IPN que evita el análisis de alcanzabilidad y proveen condiciones
estructurales suficientes para diagnosticabilidad de fallos perma-
nentes basados en la condición que algún T-semiflujo debe conte-
ner todas las transiciones de riesgo, pero en [21] ellos mejoran su
propuesta y presentan un algoritmo polinomial que calcula el área
de influencia y determina si una IPN es diagnosticable. Cabasino
en [93] provee una condición necesaria y suficiente para diagnosti-
cabilidad de PN acotadas, es decir, PN cuyo marcado alcanzable
es finito. Su propuesta está basada en la construcción de dos grafos
orientados y etiquetados denotados como grafo de alcanzabilidad
básico modificado (MBRG) y el grafo diagnosticador de alcanzabi-
lidad básico (BRG), concepto introducido [53] para el diagnóstico
de IPN acotadas. La efectividad del procedimiento propuesto ha
sido ilustrado en [94], donde mostraron que, especialmente en la
presencia de sistemas altamente concurrentes, el número de marcas
básicas es siempre mucho menor con respecto al número de marcas
alcanzables (que incrementa exponencialmente con el tamaño de
la red).
3.4. Análisis de los métodos
Con el objeto de analizar el proceso de diagnóstico, a continuación
se relaciona el funcionamiento de un método basado en modelo de
fallo y uno sin modelo de fallo.
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Fanti et al. [1], parten de los resultados de [86] y dirigen el pro-
blema de diagnóstico de fallos en un sistema que presentan una
fuente de no-determinismo originado del hecho de que diferentes
transiciones observables pueden tener la misma etiqueta. El mode-
lo es representado como una IPN, S = 〈PN,E, λ,Mo〉, los fallos
son modelados por transiciones inobservables (existen transiciones
To y Tu). Este modelo considera una subred, PNu∠TuPN como
una subred acíclica para las Tu; ∆ = {f1, · · · , fF} como el conjun-
to de fallos que pueden ocurrir, cada fi ∈ ∆ es modelado como
una Tu y un fallo ocurre cuando fi se dispara. λ (t) = ε si t ∈ Tu
y λ (t) = e si t ∈ To, el conjunto de transiciones con la misma
etiqueta es T (e) = {t ∈ To | λ (t) = e}. Se define el conjunto de in-
terpretaciones como Σ (M0, σ0, fi) = {σ ∈ Σ (M0, σ0) | fi ∈ σ}; es
decir, es el conjunto de secuencias observables y que contiene la
transición de fallo; la función Φ como Φ (M0, σ0) = {N} si ∀fi ∈
∆ | Σ (M0, σ0, fi) = ∅, es decir todas las interpretaciones que no
contienen fallos o como Φ (M0, σ0) = {fi ∈ ∆ | Σ (M0, σ0, fi) 6= ∅}
cuando los fallos son contenidos en al menos una interpretación y
como Φ (M0, σ0) = {fi ∈ ∆ | Σ (M0, σ0, fi) 6= ∅}∪{N} cuando hay
dos interpretaciones simultáneas es decir: i) el fallo fi está con-
tenido en el menos una interpretación y ii) existe al menos una
interpretación que no contiene el fallo fi. El diagnosticador es una
función D : L×∆ = {0, 1, 2} que asocia a cada observación ω ∈ L
(ω = λ (σ0)) y a cada fallo fi ∈ ∆ un diagnóstico de estado. 0:
normal; 1: fallido y 2: ambiguo. El algoritmo propuesto define y
soluciona Φ (M0, σ0) como un problema de programación lineal en-
tera (ILPP). En la Figura 3.4.1, se muestra un sistema al cual se
aplica la propuesta de [1] y la Tabla 3.4.1 muestra el conjunto de
transiciones con las respectivas etiquetas.
En el diagnosticador (Figura 3.4.2), suponiendo que se observa el
evento e1, las transiciones que tienen esa etiqueta son σ0,1 = t1,
σ0,2 = t3, σ0,3 = t5; aplicando el algoritmo Φ (M0, t1) = {N},
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Figura 3.4.1: Cilindro
Tabla 3.4.1: Asociación de transiciones a eventos de la
Figura 3.4.1
Etiquetas de Eventos Observables Transiciones Asociadas
e1 Incremento de presión. T (e1) = {t1, t3, t5}.
e2 Decremento de presión. T (e2) = {t2, t4, t6}.
e3 La señal b cambia de 0 a 1. T (e3) = {t7}.
e4 La señal b cambia de 1 a 0. T (e4) = {t8}.
Φ (M0, t3) = Φ (M0, t5) = ∅; por lo tanto se establece que Λ (e1) =
{σ0,1} y el estado del diagnosticador D (e1, f1) = 0 y D (e1, f2) = 0
entonces el sistema tiene comportamiento normal.
Asumiendo un segundo evento e2 y ω = e1e2, entonces σ0,1 = t1t2,
σ0,2 = t1t4 y σ0,3 = t1t6 y el algoritmo determina Φ (M0, t1, t2) =
{N}, Φ (M0, t1t4) = {f1} y (M0, t1t6) = {f1}; por lo tanto se
establece que Λ (e1e2) = {t1t2, t1t4, t1t6} y el diagnosticador da
D (e1e2, f1) = 2 y D (e1e2, f2) = 0 entonces el sistema tiene un
comportamiento ambiguo.
Fanti et al. además proponen un método de diagnóstico distribuido
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Figura 3.4.2: Modelo de diagnóstico de cilindros, basado en [1]
para sistemas complejos. Asumen que hay un protocolo de comuni-
cación entre los módulos, de modo que un módulo a la vez chequea
si ha ocurrido un evento e inicia el proceso de detección de fallo; el
diagnosticador del módulo captura ω y halla Φ y Λ y evalúa la fun-
ción D en cada módulo; de tal manera que al conocer los marcados
alcanzados por los módulos se puedan analizar los lugares comunes
alcanzados. El uso de los lugares comunes tiene una doble ventaja:
i) el hecho que no están conectados con las transiciones silencio-
sas, las marcas correspondientes sólo dependen de las ocurrencias
de transición observables y ii) la información de los eventos en los
módulos vecinos se puede utilizar para actualizar las marcas de lu-
gar común. Una vez que se determina la función, el módulo envía
al lugar marcas comunes a los módulos cercanos.
Esta propuesta parte del conocimiento del conjunto de fallos y del
modelo de fallo no-determinístico, en la cual los fallos son detec-
tados on-line. El esfuerzo computacional crece con el número de
eventos y no se tiene en cuenta el tiempo de los eventos.
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3.4.1. Concepto de residuos para localización de
fallos en SED.
Una de las principales desventajas de los métodos con modelo de
fallo es que limita el proceso de diagnóstico a fallos definidos pre-
viamente, basados en la experiencia y conocimiento del proceso o
asumiendo fallo en todos los dispositivos del sistema, [91].
Como el enfoque de este trabajo es el de diagnóstico de fallos usan-
do un modelo del sistema libre de fallos, a continuación se analiza
una propuesta que utiliza el enfoque de residuos para detectar un
fallo.
En [2] se propone un método de identificación para propósitos de
detección de fallos; considera un sistema en lazo cerrado compuesto
por un controlador y el dispositivo bajo control, como el mostrado
en la Figura 3.4.3, donde el controlador tiene un comportamiento
determinista pero la planta no. Como no se conoce el modelo de
la planta ésta se asume como una “caja negra” que puede ser mo-
delada a partir de eventos. Una forma apropiada para representar
el comportamiento observable del sistema es como una máquina
de estados finitos que refleje las características de un generador de
eventos de una “caja negra”.
Figura 3.4.3: Sistema en lazo cerrado definido en [2]
Las señales observadas son las señales de entrada y salida del con-
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trolador, representadas como un vector de E/S en un tiempo t, de-
notado como ui (t). Cada observación corresponde a un estado es-
table del sistema. El subíndice i representa la secuencia de la obser-
vación de un ciclo de producción dado, σi = (ui (1) , · · · , ui (|σi|)).
Es de notar que el sistema a considerar es cíclico, por lo tanto
∀ (i, j) , ui (1) = uj (1) , ui (|σi|) = uj (|σj|). El conjunto de todas
las observaciones, Σ =
{
σ1, · · · , σ|Σ|
}
, contiene el comportamiento
observado que se le ha denominado modelo de transición de esta-
do. Los comportamientos asumidos en el sistema se muestran en
la Figura 3.4.4.
Figura 3.4.4: Comportamiento de un DES, según Klein ([2])
Cada uno de estos comportamientos es un conjunto finito de tra-
yectorias entre un conjunto finito de estados.
El autor propone representar trayectorias en un espacio de esta-
dos finito como un autómata autónomo no-determinista con salida,
(NDAAO). El lenguaje observado es un conjunto de palabras de







(ui (j) , ui (j + 1) , · · · , ui (j + k − 1))
)
y el com-
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El algoritmo de identificación de [2] consiste en la construcción
del autómata autónomo no-determinista con salida, (NDAAO);
que genera el lenguaje observado de tamaño k; de tal manera que
Lk+1Obs = Lk+1Ident; y además permite establecer el parámetro k, para
ajustar la precisión del autómata identificado.
Para visualizar el método de identificación, se consideran las se-
cuencias de vectores de E/S observadas: σ1 = (A,B,C,D,E,C,A),
σ2 = (A,D,B,C,D,A,C,A) y σ3 = (A,D,B,C, F,D,E,C,A),
para el sistema de la Figura 3.4.5a y el NDAAO identificado se
muestra en la Figura 3.4.5b.
(a) Sistema en lazo cerrado (b) NDAAO Identificado
Figura 3.4.5: Transportador con dos escenarios, presentado en [2]
En [59, 3] los autores proponen un método de detección y aislamien-
to de fallos (FDI), basado en el algoritmo de Klein para identificar
el comportamiento libre de fallo. En la Figura 3.4.6 se observa el
procedimiento de este método.
La detección del fallo es realizada en tiempo real comparando las
salidas del modelo y las salidas del SED en el bloque de “Detección
y aislamiento del fallo”. El modelo para detección y diagnóstico
deben ser iniciados de manera paralela. Si hay diferencia entre
las secuencias observadas y las modeladas, un fallo es detectado.
Además, comparando las secuencias observadas y las esperadas es
posible localizar el fallo, con base en las lecturas de los sensores
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Figura 3.4.6: Método de FDI de Roth
que han fallado. La información de diagnóstico puede ser delegada
a los operadores del sistema.
Durante el procedimiento de detección y aislamiento del fallo pue-
den suceder desviaciones que se asumen como fallos, pero pueden
ser falsas alarmas. Esta decisión la toma los expertos del sistema
o por algunas reglas eurísticas; en este caso el modelo se actualiza
con las nuevas secuencias en comportamiento libre de fallo. Cuando
un fallo ha sido detectado el modelo debe ser reiniciado.
Para la localización del fallo utilizan el cálculo de un residuo, el cual


















, (ver Definición 8 de [3]), es el conjunto
de los “bordes” de las subidas y bajadas observadas entre dos fun-





); r (x) es una relación
de transición no-determinista r : X → 2X , donde 2X es el powerset
del espacio de estados X. Por lo tanto, existe un evento de fallo
66
3.4 Análisis de los métodos
cuando se genera un vector de E/S que no pertenece al modelo
identificado y al menos una de sus señales binarias ha cambiado;
si cambia de 0 a 1 el “borde” es 1; de 1 a 0 el “borde” es 0 y si no
hay cambio el “borde” es ε; el conjunto de todos los “bordes” de
dos vectores de E/S es el residuo Res.
De manera muy general a continuación se presenta un resumen del
proceso de FDI, propuesto por estos autores, basado en [3] y en el
esquema de la Figura 3.4.7.
Figura 3.4.7: Proceso de FDI de [3]
El estado inicia es el estado x0.
Se observa un nuevo vector de E/S u (t).
Calcula λ (x).
Se estima X̃t−1 si X̃t−1 = ε; entonces hallar un xt | λ (x) =
u (t) y xt es el estado actual.
Si X̃t−1 6= ε; se calcula ES (λ (xt) , λ (xt−1)) en los posibles es-
tados a ser alcanzados X̃t; si
∣∣∣X̃t∣∣∣ 6= 1 un fallo se ha detectado
y xt es el estado actual.
Si
∣∣∣X̃t∣∣∣ > 1 ;
• Calcular el comportamiento inesperado como:













• Calcular el comportamiento esperado como:











• Calcular el comportamiento perdido (esperado pero no
observado) como:










\ES (λ (x̃) , u (t)).
• Calcular el comportamiento esperado como:










\ES (λ (x̃) , u (t)).
Reducción de los fallos detectados.
En la Figura 3.4.8 se muestra el NDAAO con fallos detectados para
un sistema modelado como un NDAAO.
Figura 3.4.8: NDAAO para FDI de [3].
En sistemas de gran escala con alto grado de concurrencia, este
método no observa todas las palabras libres de fallo en un tiempo
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razonable; entonces [8] presenta un método de diagnóstico distri-
buido basándose en el NDAAO de Klein. Ellos proponen dividir
el sistema en subsistemas concurrentes para que sean identificados
on-line, incluso si no están totalmente observados. El sistema glo-
bal es dividido a partir de la división de los vectores de E/S, con
base en algún conocimiento previo del sistema. Cada subsistema
es identificado como un NDAAO.
3.4.2. Discusión
Los métodos de diagnóstico basados en modelos de fallo son muy
eficientes cuando suceden fallos previstos, debido a la diagnostica-
bilidad del modelo; pero cuando el número de fallos es alto y se
utiliza la composición paralela para encontrar el diagnosticador los
modelos no son manejables; el uso de las PN reduce el tamaño;
otro inconveniente es que es necesario un estudio y conocimiento
profundo del sistema, con el objeto de tener un conjunto de fallos
previstos. Entonces la ocurrencia de un fallo no modelado impli-
ca un mal funcionamiento del diagnosticador e imprecisiones en el
aislamiento del fallo.
En [1] se presenta un método de diagnóstico con modelo de fallo
previo, con las características antes mencionadas. El diagnostica-
dor es no-determinista y fácilmente se llega a un estado ambiguo
en el proceso de diagnóstico. La localización del fallo es muy sen-
cilla puesto que se parte de fallos previstos. Un inconveniente del
método es que Φ (M0, σ0) se soluciona como un problema de pro-
gramación lineal entera (ILPP) y esta solución tiene costo alto de
cómputo en la medida que el sistema crezca.
Por otro lado, los métodos de diagnóstico sin modelo de fallo pre-
sentan ventajas frente a los anteriores; puesto que permiten detec-
tar y aislar diferentes tipos de fallo y como parten sin conocimiento
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previo del sistema pueden ser aplicados a cualquier tipo de sistemas
independiente de su tamaño, solo con la medición de las señales que
se intercambian entre el controlador y la planta.
El método de FDI presentado en [3] tienen grandes ventajas res-
pecto a propuestas sin modelo de fallo, aunque el modelo sobre el
cual basa la detección y aislamiento es un modelo no-determinista
y esta es una propiedad no deseable en el diagnóstico de fallos,
puesto que se presenta ambigüedad en la evolución de los estados,
con tendencia a confundirse con fallos. Además, el tamaño de las
palabras juega un papel muy importante en la precisión del modelo
identificado y este tamaño no es fácil de encontrar en la medida
que el sistema aumenta de tamaño. Por otro lado, algunos fallos
debidos a fallos en los sensores no se detectan y no tiene en cuenta
el tiempo como herramienta de identificación del modelo.
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4 Modelado de Sistemas de
Eventos Discretos
En este capítulo se presenta una propuesta de modelado de SED
como un conjunto de Redes de Petri Interpretadas Temporizadas
Estocásticas, a partir del lenguaje finito generado por el sistema,
con el objeto que el modelo resultante se aplique en el diagnóstico
de fallos de SED estocásticos; por lo tanto ésta debe permitir explo-
rar los eventos observables para detectar la ocurrencia de eventos
no-observables. Los eventos no-observables son eventos que ocu-
rren por algún tipo de fallo o son eventos que generan cambios en
el sistema sin que sean registrados por los sensores.
Como se describió en la introducción, de acuerdo a [30], un modelo
debe generarse para resolver preguntas sobre el comportamiento
del sistema al que representa: por lo tanto, las preguntas a solu-
cionar teniendo en cuenta que el modelo se genera para realizar
diagnóstico son:
Dado el lenguaje legal de un SED, ¿cómo representarlo ba-
jo una PN de tal manera que el lenguaje legal sea igual al
lenguaje de la PN?.
¿Qué tipo de eventos no-observables pueden ser explicados
y bajo qué condiciones, a partir de algunas secuencias de
eventos observados?.
Para responder las anteriores preguntas, primero se hace necesario
proponer una forma particular de representación de las señales de
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Entrada - Salida (E/S), como símbolos o letras de un alfabeto
para definir lenguajes. Esta propuesta se presenta en la siguiente
definición.
Definición 19 (Representación de señales binarias). Dado un con-
junto de ns señales, cuyos valores se representan en cadenas de
ceros o unos; la notación xdec representa la combinación de una
cadena tal que x es el nombre de la señal y dec es la representación
decimal de la cadena. El conjunto X agrupa todas las combinacio-
nes posibles de las señales; es decir X = {x0, · · · , x2ns−1}.
Por ejemplo: si el número de señales binarias es ns = 3, entonces
X = {x0, x1, · · · , x7}; donde x0 = [000] · · · x7 = [111].
Por otro lado, es importante definir el sistema a considerar; el cual
es un sistema de condiciones en lazo cerrado con señales de entrada,
las señales externas que afectan al sistema y las órdenes de control
que son emitidas por el controlador a la planta y con señales de
salida, la respuesta de los sensores a las órdenes de control. La
ocurrencia de eventos se considera temporizada y de naturaleza
estocástica.
Con base en lo anterior, se propone un generador de lenguaje que
representa el comportamiento de un SED con las características
del sistema a considerar expuestas, que permita realizar diferentes
pruebas de observabilidad. Esta propuesta se explica en las siguien-
tes secciones.
4.1. Definición del Sistema
La mayoría de los sistemas dinámicos de gran escala, pueden con-
siderarse como SED en un determinado nivel de abstracción, con
mayor justificación los sistemas de control en el nivel de supervi-
sión. En este sentido, se han propuesto modelos de eventos discretos
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aplicables no solamente a los sistemas específicos clasificables como
SED, sino también a los sistemas de naturaleza continua.
El sistema a considerar es un SED de gran escala. Este tipo de
sistema está compuesto por una gran cantidad de dispositivos dis-
tribuidos independientes o no, que generan concurrencia de estados
a partir de la ocurrencia asíncrona o síncrona de eventos discretos,
algunos controlados y otros no; es decir sistemas cuyas variables
evolucionan de manera discreta en una base de tiempo en general
continua.
Además es un sistema que se ve afectado por una cantidad de
factores que hacen que su comportamiento sea variable y por lo
tanto es un sistema estocástico. Los factores que influyen en esta
variabilidad, entre otros son: la fluctuación en el suministro de
energía, la variabilidad en los materiales a procesar, deterioro de
equipos y herramientas.
El sistema a considerar tiene una estructura basada en la lectura
de señales de E/S, como el mostrado en la Figura 4.1.1.
Figura 4.1.1: Sistema a modelar
El comportamiento del sistema se ve afectado por señales de entra-
da tales como: externas al controlador, externas a la planta e inter-
nas a la planta (órdenes de control):
Entradas = {EnExC,EnExP,EnInP}; y por señales de salida,
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representadas por las lecturas sensoriales. La planta y el controla-
dor se interconectan vía señales internas en lazo cerrado.
EnExC son las entradas externas al controlador
EnExC = {ec1, · · · , ecnec}, nec es el número de EnExC, tales
como: comandos del SCADA, requerimientos del operario, entre
otros, estas señales afectan el funcionamiento del sistema. Su lec-
tura es binaria e indica si un evento externo está activo o no en un
instante de tiempo determinado. Al conjunto de todas las combina-
ciones posibles de EnExC se le ha denominado modo de operación
(OM ). Con base en la Definición 19, OM = {o0, · · · , o2nec−1}, en-
tonces oom ∈ OM es:
oom = [ec1 · · · ecnec ] (4.1.1)
EnExP son las señales de entrada externas que afectan directa-
mente a la planta y pueden corresponder a comportamientos legales
o comportamientos de fallo y pueden ser observables o no observa-
bles, entonces EnExP = {EnExP o, EnExP uo}, con EnExP o ={
eop1, · · · , eopneop
}
donde neop es el número de entradas externas
observables a la planta, EnExP uo =
{
euop1, · · · , euopneuop
}
, neuop
es el número de entradas externas no observables a la planta.
EnInP son las entradas internas a la planta y están constitui-
das por el conjunto de acciones de control. EnInP = {Cc} =
{cc1, · · · , ccncc}, siendo ncc el número de órdenes de control.
Las señales de salidas se representan por el conjunto de lecturas
sensoriales: Salidas = {sr1, ..., srnsr}, siendo nsr el número lecturas
sensoriales.
Para modelar el comportamiento de la planta controlada se in-
terrelacionan sus entradas y sus salidas. Las entradas a la planta
son U ⊂ Entradas, donde U = {EnExP o, EnExP uo, Cc}, Cc,
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EnExP o son entradas observables y EnExP uo son entradas no
observables. Las salidas de la planta son Y = {Salidas}. Todas se
consideran observables porque se basan en las lecturas observadas
de los sensores.
El conjunto U = 2m, es el conjunto de todas las combinaciones
posibles de entradas a la planta, donde m es el número total de
entradas, m = muo + mo, donde mo es el número de entradas
observables, mo = neop + ncc y el conjunto Y = 2n, es el conjunto
de todas las combinaciones posibles de salidas de la planta, donde
n es el número total de salidas, (n = nsr).
Un símbolo de entrada us es el conjunto de valores de entrada en
un instante determinado; entonces:
us =
[
euop1 · · · eupneuopeop1 · · · epneopcc1 · · · ccncc
]
(4.1.2)
us es un símbolo de entrada cuya representación se basa en la
Definición 19.
Un símbolo de salida yj es el conjunto de valores de salida en un
instante determinado; entonces:
yj = [sr1...srn] (4.1.3)
yj es un símbolo de salida cuya representación se basa en la Defi-
nición 19.
Por ejemplo, dado un conjunto de entradas a la planta U = {cc1, cc2};
si cc1 = 1 y cc2 = 0 entonces el símbolo de entrada está represen-
tado por u2.
Un símbolo de E/S relaciona un símbolo de entrada y uno de salida:
(usyj), donde us ∈ U siendo U =
{
u0, u1, · · · , u|2m|−1
}





y0, y1, · · · , y|2n|−1
}
; por lo tanto, un símbolo de E/S se
considera un evento compuesto, como el definido en la Definición
2.
Definición 20 (Alfabeto del sistema). El alfabeto del sistema Ω,
es el conjunto de símbolos de E/S temporizados ωi. Con ωi =
(usyj) .f (tevom), donde usyj ∈ U.Y , |U.Y | = |2m| × |2n| y f (tevom) ∈ δ
es la función de densidad de probabilidad del evento y δ es una
función de asignación de las funciones de densidad. Es decir ωi ∈
(U.Y )∗ .δ.
Dado que el comportamiento de los sistemas industriales no es
determinístico, se considera modelar bajo lenguajes estocásticos
temporizados.
El lenguaje estocástico temporizado L, para el sistema a modelar
es un subconjunto de secuencias de eventos temporizados; tal que,
L ⊂ Ω∗, donde Ω : {ωi = (usyj) .f (tevom)} (ver Definición 5), que se
generan cuando existe un evento en instantes τi. Es decir el
lenguaje del sistema sobre el alfabeto es un subconjunto de Ω∗; tal
que:
L = {s |s ⊂ Ω∗} (4.1.4)
Por lo tanto, L =
{
ω0, · · · , ωk
}
a instantes τ0 ≤ · · · ≤ τk.
4.1.1. Restricciones del Sistema
El sistema tiene las siguientes restricciones:
El sistema es controlado en lazo cerrado. Además cada sub-
sistema puede estar solo en un estado a la vez.
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El intercambio de señales entre el controlador y la planta son
señales discretas con solo dos valores (código binario).
Su comportamiento es definido por la generación de eventos
internos y externos en una línea de tiempo.
Un evento externo afecta al controlador; un evento interno es
la concatenación de las órdenes de control y de las lecturas
sensoriales en un instante de tiempo específico.
Una secuencia de eventos externos es una secuencia tempo-
rizada de eventos que genera un “Modo de operación” del
sistema.
Un evento interno se genera solo uno a la vez. Si hay más de
un evento en un mismo instante de tiempo, éstos se ordenan
en diferentes instantes pero con una duración entre ellos de
cero.
4.1.2. Funcionamiento del Sistema
Los eventos externos llegan al controlador e imponen un modo de
operación particular. Una vez se ha introducido un modo de opera-
ción, el controlador ejecuta una estrategia de control generando una
secuencia de órdenes de control, esta secuencia entra a la planta y
activa los actuadores, la planta reacciona y genera una secuencia
de lecturas sensoriales.
De ese modo, en cada instante, se aplica una orden de control
us ∈ U , formada por una combinación particular de acciones de
control individuales. Asimismo, en cada instante se dispone de una
lectura sensorial yj ∈ Y , formada por una combinación particular




Es importante remarcar que en cualquier instante de tiempo se está
aplicando al sistema un conjunto de órdenes de control y se obtiene
un conjunto de lecturas sensoriales, puesto que los sensores siempre
están midiendo y la orden de control “no activar nada” también
está incluida. Por lo tanto, el comportamiento del sistema puede
ser descrito en términos de la secuencia de eventos temporizados.
El proceso de modelado de un sistema consiste en calcular el mo-
delo matemático a partir de la medición de sus señales de entrada
y de salida. Para ello se requiere de una estructura que asegure un
flujo ordenado de los acontecimientos y que se adapte a la creciente
complejidad de estos sistemas.
Con base en las definiciones de símbolo de entrada, símbolo de
salida, alfabeto del sistema; a continuación se presenta un ejemplo
de modelado con base en una IPN, (ver Definición 9).
Ejemplo 4. El sistema a considerar son los tanques acoplados
presentados en [95]. En este ejemplo se incluyen nuevos sensores con
el objeto de extender el lenguaje del sistema. El sistema tiene dos
tanques conectados, donde h1 es el nivel de líquido en tanque 1 y
h2 es el nivel en tanque 2. El flujo entre tanques puede ser regulado
con válvulas. El sistema tiene tres sensores en cada tanque y cuatro
válvulas (ver Figura 4.1.2a). El sistema trabaja con una política
de control que mantiene el nivel de los tanques sobre la altura
hv. Si h1, h2 < hv entonces cerrar la válvula v3, de lo contrario
abrirla. Por lo tanto, la estrategia de control tiene solo una orden
de control.
Entonces Cc = {cc1}. El conjunto de símbolos de entrada es U =
{u0, u1}, ya que cc0 = {0, 1}. Las salidas del sistema son: Salidas =
{sr1, sr2, sr3, sr4, sr5, sr6} y el conjunto de símbolos de salida es
Y = {y0, · · · , y63}.
Asumiendo que las lecturas sensoriales inicialmente son: sr1 = 0,
sr2 = 0, sr3 = 1, sr4 = 1, sr5 = 0 y sr6 = 0, el símbolo de salida
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inicial es y12 = [001100] lo cual significa que el tanque 1 está lleno
y el tanque 2 vacío y cc = 0. Por lo tanto en τ0 el símbolo de
salida es y12 y el símbolo de entrada es u0. El lenguaje observado
es: Lo =
{
(u0y12) , (u0y3) ,(u0y0) , (u1y0) , (u1y4) , (u1y0) , (u1y20) ,
(u0y3) , (u0y0) , (u0y3) , (u0y11) , (u0y3) , (u0y0) , (u1y32) , (u1y20) ,
(u0y3) , (u0y12)
}
, a instantes τ0, τ1, τ2, τ3, τ4, τ5, τ6, τ7, τ8, τ9, τ10, τ11,
τ12τ13, τ14 , τ15, τ16.
Asumiendo ϕ no isomórfica, la IPN (Q), que genera el lenguaje
para este ejemplo se muestra en la Figura 4.1.2b.
(a) Proceso (b) IPN que genera el lenguaje
observado
Figura 4.1.2: Sistema de tanques acoplados.
Es importante tener en cuenta que el sistema es determinístico pero
la red no. Una consecuencia de que la red sea no determinista es




El lenguaje de la red es, (Definición 11): L (Q) =
{
((u0y3) (u0y12))∗(
(u0y3) (u0y0) (u0y3) (u0y12)
)∗ (
(u0y3) (u0y0) (u1y0) (u1y4) (u1y0)
(u1y20) (u0y3) (u0y12)
)∗
(· · · )
(
(u0y12) (u0y3) (u0y0) (u1y0)(u1y4)
(u1y0) (u1y20) (u0y3) (u0y0) (u0y3) (u0y11) (u0y3) (u0y0) (u1y32)
(u1y20) (u0y3) (u0y12)
)∗}
. Es de notar que Lo ⊂ L (Q).
La generación de secuencia de eventos que no están incluidas en el
lenguaje del sistema, debe ser evitado sobretodo sí el generador va
a ser usado como modelo para diagnóstico. Para identificación es
conveniente asumir la función ϕ isomórfica. La asignación isomór-
fica dará lugar a equivalencias entre los símbolos de salida y las
marcas alcanzadas. Por lo tanto, será inmediato inferir el estado
de la red a partir de una combinación particular de símbolos de
salida ϕ (m [P ]) = yk.
4.2. Modelo del Sistema
Las PN ordinarias no permiten caracterizar eventos, ni aplicar con-
ceptos de temporización propios de los sistemas industriales; por lo
tanto, con ellas sólo es posible describir la estructura lógica del sis-
tema impidiendo un modelado adecuado. Además las PN no tienen
señales explícitas de E/S externas en su definición, [31].
Una propuesta interesante para solucionar este inconveniente es
modelar el comportamiento interno del sistema como una PN y
que este módulo interactúe con su entorno a través de las señales
del sistema y no a partir de las marcas de la PN, con dos tipos
de señales discretas: Condiciones de señales y señales de eventos;
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a este tipo de modelado se le conoce como NCES (Net Condition
Event Systems).
En el presente estudio se propone una forma de modelar SED inspi-
rada en algunos conceptos del formalismo de modelado por NCES,
específicamente en condiciones de E/S y los eventos con el fin de
etiquetar las transiciones y lugares; pero se añaden propiedades
para generar un enfoque de modelado de SED con el propósito de
realizar diagnóstico.
La propuesta de modelado se ha llamado st-IPN que significa “Red
de Petri Interpretada Temporizada Estocástica”, la cual utiliza las
señales de E/S para la definición de las transiciones y los lugares,
evita el no-determinismo que se observó en la Figura 4.1.2 y en
propuestas de modelos y define la temporización en las transiciones
como funciones de densidad probabilidad.
Las características agregadas al concepto básico de PN son: en
primer lugar la adición de etiquetas en las transiciones y en las
funciones de salida de los lugares, con el objeto de relacionarlos
con las señales de E/S y generar una interpretación en el compor-
tamiento y cambio de estado del modelo y en segundo lugar se tiene
en cuenta el tiempo en el disparo de las transiciones y el compor-
tamiento de este tiempo se asume bajo una función de densidad
de probabilidad no establecida, es decir puede ser normal, o expo-
nencial, o etc; por este motivo se remarca que sea “temporizada -
estocástica”.
Entonces, a partir de las IPN definidas en la Definición 9, se asig-
nan las señales de control como funciones de entrada asociadas
con las transiciones y las señales de los sensores se representan por
funciones de salida al marcado alcanzado; además, se adiciona un
atributo de tiempo variable, constituyendo las st-IPN en redes con
lugares asociados a un estado del proceso; las transiciones se inter-
pretan como condiciones o eventos que en caso de ser verdaderos
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o de ocurrir, obligan al sistema a cambiar de un estado a otro con
un tiempo de procesamiento probabilista; así, una st-IPN tiene la
capacidad de modelar las secuencias de órdenes dadas a los actua-
dores y a las señales del sensor emitidas cada vez que se alcanza un
nuevo estado. Todo esto permitirá dar interpretación física al mo-
delo, que conducirá a una mejor aplicación a procesos industriales
reales.
El modelo propuesto pretende servir de modelo de referencia para el
diagnóstico en SED estocásticos y además busca ser determinista.
Para ser determinista construye una función de salida isomórfica
que garantiza determinismo en el generador, adicionando un ele-
mento que dotará a la st-IPN de memoria en la función de salida.
Se trata del diferencial del símbolo de salida, (dy). dy representa el
comportamiento histórico de las señales de salida, permitiendo un
mejor entendimiento del estado del proceso.
Definición 21 (Diferencial de símbolo de salida, dy). Dados dos
símbolos de salida yj, yj−1 ∈ Y , generados en los instantes τi y τi−1
respectivamente, dyj se define como:
dyj(yj × yj−1) → {−1, 0, 1}, donde dyj = yj − yj−1 con dyj ∈
{−1, 0, 1}; así los posibles valores de dyj son: 0× 0→ 0; 0× 1→
1; 1× 0→ −1; 1× 1→ 0.
Esto significa que, dado que se trabaja con señales binarias, dy
representa el cambio del valor de la señal de salida, de 0 a 1, o de
1 a 0; por lo tanto, dy representa el comportamiento histórico de
las señales de un instante τi−1 a un instante τi. De esta manera
la función de salida está compuesta por el valor de las señales de
salida yj y su diferencial dyj, es decir yj/dyj. Esta condición de
la función de salida, genera una característica particular de las
señales, la cual se ha denominado característica de direccionalidad
de las señales.
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Por otro lado, se ha incluido el tiempo de permanencia en las tran-
siciones, el cual es el tiempo que transcurre desde entre dos eventos
consecutivos, [96]. Además, es importante tener en cuenta que los
sistemas reales se ven afectados por una cantidad de aspectos tales
como: la variabilidad en el flujo de material, la fluctuación en el
suministro de energía, el deterioro de las máquinas e instrumentos,
etc. Esta variabilidad implica que el tiempo entre eventos varíe, así
como de un modo de operación a otro. Por esta razón, la st-IPN
que se propone, incluye una función de densidad de probabilidad
para el tiempo de disparo de transiciones para cada transición y
para cada modo de operación.
Teniendo en cuenta el diferencial y empleando funciones tempora-
les de densidad de probabilidad en las transiciones, una st-IPN se
define de la siguiente manera:
Definición 22 (Red de Petri Interpretada Temporizada Estocásti-
ca, st-IPN). Una st-IPN es una estructura representada por: stQ =
(Q,Ω, δ, OM). Donde Q = (N,Uo, Y, λ, ϕ) es una IPN, N tienen el
mismo significado que en la Definición 9, Uo =
{
u0, · · · , u|2mo |−1
}
es el alfabeto de entrada con us como un símbolo de entrada y
mo el número de entradas observables, Y =
{
y0, · · · , y|2n|−1
}
es
el alfabeto de salida con yj como un símbolo de salida y n el nú-
mero de salidas, λ : TR → Uo × δ es una función de etiquetado
que asigna un símbolo de entrada y una función de densidad de
probabilidad a cada transición y ϕ es la función de salida definida
como:ϕ : (RQ,M0)→ Y/dY , ϕ es isomórfica sobre Y/dY .
Ω := (Uo × Y ) .δ es el alfabeto del sistema. Un símbolo del alfa-
beto es ωi = (usyj) .f (tr,oom), donde (usyj) es el símbolo de E/S,
f (tr,oom) es la función de densidad de probabilidad del tiempo de la
transición r, asociada al símbolo de E/S, en el modo de operación
om.
δ := TR × OM → f(tTR×OM) es una función de asignación de las
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funciones de densidad de probabilidad del tiempo de disparo de
cada transición, por cada modo de operación.
OM =
{
o0, · · · o|2nec |−1
}
es el conjunto de modos de operación.
Dado un evento ωi = (usyj) .tevoom , una transición trr ∈ TR con
λ(trr) = us.f (tr,oom) está habilitada en oom, si ∀pq ∈ •trr, m (pq) ≥
I (pq, trr) y si
(





f (tr,oom) ≥ (1− α), donde
1− α es el nivel de confiabilidad y [a, b] el intervalo de confianza.
Si f (tr,oom) = N (µ, σ), entonces a = µ− zα/2 ∗σ y b = µ+ zα/2 ∗σ.
Una trr está habilitada sí cada lugar de entrada cumple con los
requerimientos de marcado y si tevoom ∈ [a, b].
Si λ (trr) = us.f (tr,oom) está presente y si trr está habilitada, enton-
ces trr se dispara y se alcanza un nuevo marcado Mk+1 calculado a
partir de la Ecuación 2.3.1; pero, yj/dyj = ϕ (Mk), así cada lugar
de la st-IPN representa no solo el estado actual, sino que también
incluye información de direccionalidad, por lo tanto la red evolu-
ciona a partir de la ecuación de estado:
Mk+1 = Mk + I.
−→
trr
yj/dyj = ϕ (Mk)
(4.2.1)
Definición 23 (Lenguaje de disparo de una st-IPN). Sea σ la
secuencia de disparo de transiciones de una st-IPN, (stQ) tal que
σ ∈ LF (stQ), (Definición 11), cuyo disparo genera una secuencia
s, tal que s ∈ Ω∗, s = ω0, · · · , ωk, a instantes τ0 ≤ · · · ≤ τk,
siendo ωi = (usyj) .f (tr,oom) donde us ∈ Uo, yj ∈ Y y f (tr,oom) es
la función de densidad de probabilidad del tiempo en la trr en el
oom. El conjunto de todas las secuencias de disparo de transiciones
σ ∈ LF (Q), cuya probabilidad sea mayor a (1− α) es el lenguaje
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de disparo de la st-IPN así:
LF (stQ) = {σ ∈ LF (Q) : Prob (σ|m0) ≥ (1− α)} (4.2.2)
Y el lenguaje generado por una st-IPN es L(stQ) = {s|s ∈ Ω∗}.
A continuación se relacionan las secuencias de símbolos de E/S
temporizados con el disparo de secuencias de transiciones y las se-
cuencias de marcado generadas, para definir el lenguaje de entrada
y el lenguaje de salida de una st-IPN.
Definición 24 (Lenguaje de entrada y Lenguaje de salida de una
st-IPN). Sea σ la secuencia de disparo de transiciones de una st-
IPN, tal que σ ∈ LF (stQ), (Ecuación 4.2.2), el lenguaje de en-
trada se define como la secuencia de las funciones de etiquetado
de las transiciones que pertenecen a LF (stQ), es decir Lin(stQ) =
{σ|σ = λ (tr1) · · ·λ (trk)} y el lenguaje de salida son las secuencias
de marcado alcanzadas Lout (stQ) = {ϕ (m (p0)) · · ·ϕ (m (pk))}.
Por lo tanto L (stQ) =
{
ω0, · · · , ωk
}
, con ωi = (usyj) .f (tr,oom),
comprende un lenguaje de entrada y un lenguaje de salida.
Aplicando la Definición 6, el lenguaje de entrada se define co-
mo: Lin (stQ) =
{
PUo.δ (s) |s ∈ L(stQ)
}
, entonces Lin (stQ) ={
u0s.f (tr,oom) , · · · , uks .f (tr,oom)
}
y el lenguaje de salida como:
Lout (stQ) =
{
PY (s) |s ∈ L (stQ)
}
, entonces Lout (stQ) =
{
y0j , · · · , ykj
}
.1
Definición 25 (Post-lenguaje). Dada una secuencia de eventos
temporizados estocásticos s = ω0, · · · , ωk, el post-lenguaje de s
será: st• = L(stQ)/s = {t ∈ Ω∗|s ∈ L (stQ)}.




4.2.1. Modelado de Sistemas basado en st-IPN
Como una st-IPN es un generador de lenguaje legal, ésta se constru-
ye a partir del lenguaje legal ordenado del sistema L =
{
ω0, · · · , ωk
}
.
El modelo inicia con cero transiciones, ntr = 0 y con un lugar, np =
1, (p0). Se toma ω0 y se calcula yj como yj = PcY (ω0) y dyj = ~0
como una cadena de ceros de tamaño n (número de salidas); por
lo tanto, la función de salida en p0 es ϕ (m (p0)) = yj/dyj.
Luego de manera ordenada se toman uno a uno los eventos ωi de
L, se calcula la función de salida como: yj/yij − yi−1j , se verifica si
existe un lugar con esa función de salida, si no existe se genera un
nuevo lugar pq+1 con una función de salida ϕ (m (pq+1)) = yj/yij −
yi−1j y también se genera una nueva transición ntr = ntr + 1 con
λ (trntr) = PcU (ωi), si por el contrario existe, se verifica si existe la
transición que va hacia el lugar ya modelado, para ello se analizan
los vectores −→pre, −−→post y λ (trntr), si no existe se añade una nueva
transición.
Luego se actualizan las matrices Pre y Post; este procedimiento
conforma el Algoritmo 4.1. (np: número de lugares, np′: índice tem-
poral de lugar, ntr: número de transiciones, ntr′: índice temporal
de transición, pa: lugar actual.
El resultado del algoritmo es la estructura de la red que genera el
mismo lenguaje que se pretende modelar.
Proposición 1. Sea Lo =
{
ω0 · · ·ωk
}
el lenguaje temporizado legal
de un sistema a instantes τ0 ≤ · · · ≤ τk, si stQ es una st-IPN
construida a partir del Algoritmo 4.1, entonces Lo = L(stQ).
Demostración. Dadas s, s1 dos secuencias de eventos temporiza-
dos legales; tal que: s = ω0 · · ·ωk y s1 = ωp donde s, s1 ∈ Lo,
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Algoritmo 4.1 Construcción de una st-IPN
Entradas: L =
{
s ∈ (Uo.Y )∗ .δ
}
, con s = ω0, · · · , ωk y ωi = (us, yj) .f (tevom).
Salidas: stQ.




, ϕ (m (p0)) = yj/dyj ;
dyj =
−→0 n.
Variables: np = 1, np′, ntr = 0,ntr′, Pre = [], Post = [], pa = 0;
1. i = i+ 1; ωi = (us, yj) .f (tevom); np




















6= ϕ (m (pq)) ∀q, q = 0 · · ·np− 1, entonces;
a) ntr = ntr + 1; nueva transición con λ (trntr) = us.f (tevom);
1) Calcular vectores pre y post para tr : np′ = np; −→pre =
ceros(np); pre(pa) = 1; −−→post = ceros(np); post(np) = 1;
2) Actualizar Pre y Post: Pre = Pre+−→pre; Post = Post+−−→post.






; pa = np;
b) De lo contrario, (el lugar ya existe).
1) pa = k; ntr′ = ntr + 1; se genera una transición temporal
con λ (trntr′ ) = us.f (tevom);
2) Calcular los vectores pre y post para la tr temporal: −→pre =
ceros(np); pre(np) = 1; −−→post = ceros(np); post(k) = 1;
3) Para r = 1 · · ·ntr; Si −→pre = Pre(:, r) ∧ −−→post = Post(:, r) ∧
λ (trntr′ ) = λ (trr);
a′ entonces tr_existe = 1∧ saltar a paso 5;
b′ de lo contrario tr_existe = 0;
4) Si tr_existe = 1, entonces Pre = Pre; Post = Post;
a′ de lo contrario; ntr = ntr′ , número de tr temporal.
5) Actualizar Pre yPost: Pre = Pre+−→pre; Post = Post+−−→post;
λ (trntr) = us.f (tevom);
c) fin condicional
4. ejecutar paso 1.
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s1 ∈ Lo/s y s ∈ L (stQ). Asumiendo que s1 /∈ L (stQ), entonces









al aplicar el Algoritmo 4.1 un




; si ∃ϕ (m (pq)) |
ϕ (m (pq)) = ϕ (m (pq∗)), ∀q, q = 1 · · · k, entonces pq∗ ∈ P ; de
lo contrario, pq∗ es un lugar nuevo y se genera una transición con




, es decir el evento ωp ∈ L (stQ) /s y se con-
tradice la suposición; si pq∗ no es nuevo, pq∗ = pq siendo q el índice




si λ (trr∗) = λ (trr), entonces ωp ∈ L (stQ) /s y se contradice
la suposición; de lo contrario trr∗ es una nueva transición con




y ωp ∈ L (stQ) /s y se contradice la su-
posición. Lo que permite concluir que sí s1 ∈ Lo y Lo es legal
entonces s1 ∈ L (stQ) por lo tanto Lo = L(stQ) y la proposición
queda demostrada.
4.2.2. Propiedades de una st-IPN y de su
Lenguaje
Dada una secuencia de eventos s, donde s = (ukyk), (ux, yx), (u1, y1),
· · · , (uv, yv), (uxyx), (u1y3), con yk 6= yv. Si ϕ es una función de
salida isomórfica entre el conjunto de marcas y el conjunto de sím-
bolos de salida, entonces la red que genera la secuencia es no-
determinística porque el símbolo de entrada u1 puede ser seguido
por dos diferentes símbolos de salida y3 y yx. Una de las consecuen-
cias de que una red sea no-determinística es que genere secuencias
de eventos que no hacen parte del lenguaje del sistema. La gene-
ración de cadenas de eventos no incluidas en el lenguaje, debe ser
eliminada sí el generador va a ser usado como modelo para diag-
nóstico. La proposición 2 prueba que una st-IPN es determinística.
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Proposición 2. Sea stQ una st-IPN definida como en la Defini-
ción 22, si ϕ es isomórfica, entonces stQ es determinística.
Demostración. Sea s una secuencia de eventos, como la descrita en





s = (ukyk), (uxy
′
x), (u1y1), · · · (uvyv), (uxy
′′
x), (u1y3); el diferencial















x ; por lo tanto, la función de salida
es diferente en los dos estados resultantes de la división de yx, así se
elimina el no-determinismo, incrementando el número de estados
y ϕ es isomórfica entre el conjunto de marcas y el conjunto de
símbolos de salida yj/dyj.
La inclusión del concepto de dy en el modelo del sistema permite
definir su número de estados máximo.
Definición 26 (Número máximo de estados, stQmax). El estado
de un sistema está determinado por los símbolos de salida y su com-
portamiento histórico; por lo tanto, el número máximo de estados
identificables está relacionado con sus señales de salida, así:
stQmax = 2n × 3n (4.2.3)
donde n es el número de símbolos de salida.
Por ejemplo, en un sistema con un solo sensor binario, stQmax =
|2|1×|3|1 = 6, un sistema con dos sensores binarios será: stQmax =
|2|2 × |3|2 = 36.
Proposición 3. Sea stQ una st-IPN y L(stQ) el lenguaje generado
por stQ y sea s = ωi · · ·ωk una secuencia de eventos a instantes
τi, · · · τk. Sí s ∈ L(stQ) y ϕ (m (pi)) = ϕ (m (pk)), entonces s∗ ∈
L(stQ), es decir, s modela un ciclo.
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Demostración. Como una st-IPN es determinística (ver Proposi-
ción 2 ), si ϕ (m (pi)) = ϕ (m (pk)), entonces m (pi) = m (pk), así s
puede ser generada infinitamente.
Proposición 4. Sean stQ1 y stQ2 dos st-IPNs, con matrices de
incidencia I1 y I2 y sus marcas iniciales m (p10) y m (p20), y sean
L(stQ1), L(stQ2) los lenguajes generados por stQ1 y stQ2 respecti-
vamente con ϕ1 (m (p10)) = ϕ2 (m (p20)) y m (p10) = m (p20). Entonces
L(stQ1) = L(stQ2) sí I1 = I2.
Demostración. El sistema evoluciona a partir de la ecuación de
estado (Ecuación 4.2.1).
Suponiendo que L (stQ1) = L (stQ2) = L (stQ), pero I1 6= I2, exis-
te una secuencia s = ω0, · · · , ωk ∈ L (stQ) a instantes τ0 ≤ · · · ≤
τk, que es generada por una secuencia de disparo σ = tr1 · · · trk.
Sí I1 6= I2, entonces ∃k > 0 | m (p10)
tr1→ · · · trk→ m (p1k) ; m (p20)
tr1→
· · · trk→ m (p2k), para cada st-IPN respectivamente. | m (p1i ) = m (p2i )
pero, m (p1k) 6= m (p2k) y como ϕ is isomórfica entonces ϕ (m (p1k)) 6=
ϕ (m (p2k)).
Siendo L (stQ1) = L (stQ2), entonces Lout (stQ1) = Lout (stQ2).
Si Lout (stQ1) = {ϕ (m (p10)) , ϕ (m (p11)) , · · · , ϕ (m (p1k))} y
Lout (stQ2) =
{
ϕ (m (p20)) , ϕ (m (p21)) , · · · , ϕ (m (p2k))
}
, entonces
ϕ (m (p10)) = ϕ (m (p20)) · · · ϕ (m (p1k)) = ϕ (m (p2k)).
Por lo tanto,m (p1k) = m (p2k), con lo cual I1 = I2, lo cual contradice
la condición inicial.
Esto indica que la st-IPN que genera un lenguaje es única y la
secuencia de disparo es fija.
Proposición 5. Sea ϕ : R(N,M0)→ Y/dY una función de salida
y sea s = ωi · · ·ωk tal que s ∈ L (stQ) una secuencia que modela
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un ciclo (ϕ (m (pi)) = ϕ (m (pk))), entonces
∑k
i dyj = 0 para cada
j = 1, · · · , n, donde n es el número de sensores.




ωi · · ·ωk
}
= {λ (tri)ϕ (m (pi)) · · ·λ (trk)ϕm (pk)} observa-
da a instantes τi, · · · , τk; entonces Lout (stQ) = {ϕ (m (pi)) , · · · ,
ϕ (m (pk))} Lout (stQ) = {yi/dyi, . . . , yk/dyk}.
De acuerdo a la condición que en un ciclo ϕ (m (pi)) = ϕ (m (pk)),
(i 6= k), el comportamiento de cada señal puede obedecer a: i) No
hay cambios, entonces, el valor de dyj es siempre cero durante el
ciclo; por lo tanto, ∑ki dyj = 0; ii) cambia, entonces, el valor de
ϕ (m (pi)) puede ser 1 o 0: Si inicia en 1, el valor a lo largo del
ciclo será 1 → 0 → 1 por lo tanto, dyj : 0 → −1 → 1 : Σdyj = 0.
Si inicia en 0; el valor a lo largo del ciclo será 0 → 1 → 0 por lo
tanto, dyj : 0→ 1→ −1 : Σdyj = 0. Es decir, después de 2n ∗ +1
pasos (n∗: número de salidas cuyos valores han cambiado), el valor
de las salidas debe retornar a su valor inicial cuando se alcanza
m (pk).
4.2.3. Observabilidad
La observabilidad implica la posibilidad de detectar si un evento
no-observable ha ocurrido o no, analizando la secuencia de eventos
generados.
El conjunto de eventos de un sistema está compuesto por eventos
observables y eventos no-observables: Ω = Ωo ∪ Ωuo. Un evento
temporizado es de la forma: ωi = (usyj) .tevoom . La proyección basada




Un evento no-observable se genera cuando existe una entrada no-
observable a la planta. Este evento puede obedecer a una entrada en
funcionamiento normal pero no observable o una entrada de fallo,
cuya ocurrencia provoca que el sistema tenga un funcionamiento
no deseado.
Definición 27 (Evento n-observable). Un evento ω es n-observable
con respecto a una proyección P (Ω) si ∀t ∈ ωt•, donde |t| > n,
P (sωt) 6= P (st).
Es decir, un evento ω es n-observable si puede ser detectado con
certeza dentro de un número n, de eventos observables después de
su ocurrencia. Esto implica que un evento ω es observable si para
cada traza s de eventos que finalicen en ω, existe una traza t, de
tamaño n; tal que, la secuencia st no genere el mismo registro de
eventos observables conteniendo a ω.
Esta definición implica eventos ordenados sin tener en cuenta el
tiempo que transcurre entre ellos. Para el enfoque del presente
trabajo es importante tener en cuenta el tiempo, puesto que se
modelan procesos estocásticos.
Para realizar test de observabilidad en sistemas estocásticos con
base en su lenguaje, a continuación se propone una definición de
observabilidad temporal.
Definición 28 (Observabilidad temporal). Sea s y t secuencias de
eventos, tal que s ∈ L(stQ) y t pertenezca al post-lenguaje de s,
st• = L(stQ)/s. Dado un evento temporizado ωp = (usyj) .tpoom con
Lin (ωp) = ups.tpoom y Lout (ωp) = y
p
j ; ωp es observable si PtUo (sωpt) 6=
PtUo (st) o PtY (sωpt) 6= PtY (st), en n pasos después de su ocu-
rrencia (n ≤ |t|).
Donde PtUo y PtY se calculan con base en la Definición 6.
Para ilustrar la importancia del tiempo entre eventos, en un test
de observabilidad se presenta el siguiente ejemplo:
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Ejemplo 5. Sea un proceso de llenado de un tanque que opera en
un solo modo de funcionamiento, el cual está compuesto por dos
válvulas: una de entrada y otra de salida, dos sensores que miden
la altura mínima y máxima del contenido del tanque. Se asume que
existe un caudal de entrada que no se encuentra controlado y una
entrada a la planta que se considera un fallo cuando el tanque se
está vaciando.
Las órdenes de control son: Cc = {cc1, cc2} con cc1 = ve, v̄e
y cc2 = vs, v̄s. EnExP uo = {euop1, euop2}, donde euop1 = f1, f̄1 y
euop2 = qe, q̄e.
Por lo tanto, las entradas a la planta son: U = {euop1, euop2, cc1, cc2}
y las salidas son las lecturas sensoriales: Y = {sr1, sr2}, con sr1 =
s1, s̄1 y sr2 = s2, s̄2.
El alfabeto de entrada observable es Uo = uo, u1, u2, u3 y Y =
yo, y1, y2, y3 es el alfabeto de salida.
Sea s1 una secuencia de eventos del sistema, tal que: s1 ∈ L; s1 =
ω0 · · ·ω5, donde s1 = (u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) .t3
(u1, y0) .t4 (u0, y0) .t5 es una secuencia normal de llenado y vaciado
del tanque.
Sea s2 ∈ L; una secuencia de eventos para el llenado del tanque,
asumiendo que existe el caudal de entrada adicional: s2 = ω0 · · ·ω7,

















, donde (u6, y2) .t2
′
es el evento
no-observable relacionado con euop2.
Aplicando la Definición 1 sobre los eventos observables sin importar
el tiempo:
P (s1) = (u0, y0) (u2, y2) (u2, y3) (u1, y2) (u1, y0) (u0, y0) y
P (s2) = (u0, y0) (u2, y2) (u2, y3) (u1, y2) (u1, y0) (u0, y0); las pro-




Teniendo en cuenta el tiempo, aplicando la Definición 6:
Pt (s1) = (u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) .t3 (u1, y0) .t4
(u0, y0) .t5 y t2 es el tiempo de llenado.















































to que existe un caudal adicional en un periodo de tiempo; por










, entonces se puede detectar el evento no-
observable cuando se proyecta incluyendo el tiempo.
Por otro lado, es importante analizar el comportamiento estadísti-
co del tiempo. Sí el tiempo de llenado es una función de densidad
de probabilidad t2 ∼ f (t2), y se ha definido un nivel de confiabili-
dad 1−α, se genera un rango de confianza [a, b] dentro del cual un
nuevo tiempo se considera aceptable como comportamiento nor-
mal. Suponiendo que t2 ∼ N (2, 0,05) con un nivel de confiabilidad










el evento no-observable se puede detectar; de lo contrario no.
Por lo tanto, la detección de un evento no-observable, depende de
la variabilidad del tiempo asociado a cada evento y de la duración
del evento no-observable, a mayor variabilidad y menor duración,
menor posibilidad de detectarlo.
Ahora, suponiendo una entrada de fallo euop1, cuando el tan-
que se está vaciando, una secuencia de eventos podría ser: s3 =
(u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) . t3 (u1, y2) . (t4 ∼∝), t4
tiende a ∝ cuando la estrategia de control se basa en las respuestas
de los sensores o s4 = (u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) .t3
(u1, y2) .t∗4 (u0, y2) .t∗5, cuando la estrategia de control se basa en
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tiempo (t∗4) para emitir la orden de control, siendo (u1, y2) .t∗4 el
evento de fallo relacionado con la entrada no-observable euop1.
Pt (s3) = (u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) . (t4 ∼∝); como
Pt (s1) 6= Pt (s3), el fallo se puede detectar.
Pt (s4) = (u0, y0) .t0 (u2, y2) .t1 (u2, y3) .t2 (u1, y2) .t3 (u1, y2) .t∗4
(u0, y2) .t∗5. Pt (s1) 6= Pt (s4); por lo tanto, el fallo se puede de-
tectar.
Este análisis permite inferir respecto a las condiciones para que
un evento no-observable sea observado en una st-IPN, lo cual se
demuestra en la Proposición 6.
Proposición 6. Sea Lo el lenguaje de un sistema y stQ una st-IPN
que representa a Lo. Dada una secuencia s de eventos temporizados











ωp ∈ L/s; ωp es observable si ups ∈ Lin(stQ) y y
p
j /∈ Lout(stQ) o si
ups /∈ Lin(stQ) y y
p
j ∈ Lout(stQ) o si ups ∈ Lin(stQ), y
p
j ∈ Lout(stQ)
y tpoom /∈ [a, b] donde
´ b
a
f (ta) ≥ (1− α).
Demostración. Sea L = sωpt el lenguaje del sistema, donde s =






.tpoom es un evento no-observable,
tal que s ∈ L (stQ) y t ∈ L (stQ) /s; entonces
PtUo (st) = u0s.t0oom · · ·uks .tkoomup+1s .tp+1oom y PtY (st) =y0j · · · ykj y
p+1
j ;
dado ωp ∈ L si:
i) ups es observable y y
p
j es no-observable, PtUo (ωp) = ups.tpoom y
PtY (ωp) = ε; entonces, PtUo (st) = PtUo (sωpt) y PtY (st) 6=
PtY (sωpt) de acuerdo a la Definición 28, ωp es observable.
ii) ups es no-observable y y
p
j es observable, PtUo (ωp) = ε y PtY (ωp) =
ypj ; entonces, PtUo (st) 6= PtUo (sωpt) y PtY (st) = PtY (sωpt) de
acuerdo a la Definición 28, ωp es observable.
2Se ha añadido el superíndice en los símbolos del lenguaje, para identificar el
evento al que pertenecen
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iii) ups es no-observable y y
p
j es no-observable, PtUo (ωp) = ε y
PtY (ωp) = ε; entonces, si tpoom /∈ [a, b] ωp es observable; de lo
contrario ωp es no-observable. Por lo tanto, la proposición queda
demostrada.
A continuación se explica la prueba de observabilidad temporal a
partir de la comparación del lenguaje normal con lenguajes que con-
tengan eventos no-observables legales o por fallo en el Ejemplo 5.
Dadas las secuencias s1, s2, s4, donde la secuencia s1 representa el
comportamiento normal, la secuencia s2 representa el comporta-
miento con un evento no-observable legal y la secuencia s4 es el
comportamiento con evento de fallo.
La Figura 4.2.1a, presenta la st-IPN para el comportamiento nor-
mal del Ejemplo 5; pero se han añadido los eventos no-observables
para analizar el concepto de observabilidad de una st-IPN. El even-



























































































































(b) Trayectorias del lenguaje del sistema
Figura 4.2.1: Comportamientos del tanque
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Se puede observar que el evento no-observable legal, altera el tiem-
po de disparo de la transición tr2 y el fallo no permite medir el
instante en el cual el tanque se termina de vaciar y la red per-
manece en el estado «vaciando» sin evolucionar y si existe una
estrategia del controlador de cerrar la válvula la red evolucionará
a un estado no normal (p5).
En la Figura 4.2.1b, se describen las trayectorias del lenguaje para
el comportamiento normal (en negro), con evento no-observable
legal (en rojo) y con fallo (en verde) del sistema, proyectadas en
una línea de tiempo.
El tiempo de los eventos se calcula a partir de tevoom = |τi| −
|τi−1| (Ver Definición 4). Para s1 δ = {t0, t1, t2, t3, t4, t5} y los
tiempos calculados en función de s1 para s2 y s4 son: para s2 ={
t0, t1, tuo, t∗2, t3, t4, t5
}
, (tuo = |τ3| − |τ2|), (t∗2 = t2 − tuo) y para
s4 =
{





f = |τ4| − |τ3|.
La proyección de los lenguajes de entrada y salida sobre cada tra-
yectoria son:
PtUo (s1) = u0.t0u2.t1u2.t2u1.t3u1.t4u0.t5, PtY (s1) = y0y2y3y2y0y0.
PtUo (s2) = u0.t0u2.t1u2.t∗2u1.t3u1.t4u0.t5, PtY (s1) = y0y2y3y2y0y0.
Si t∗2 /∈ [a, b], donde
´ b
a
f(t2) ≥ (1− α) entonces, PtUo (s1) 6=
PtUo (s2) y PtY (s1) = PtY (s2). El evento euop1 se puede detectar
en un paso (n = 1) después de su ocurrencia.
PtUo (s4) = u0.t0u2.t1u2.t2u1.t3u1.t∗4u0.t∗5, PtY (s1) = y0y2y3y2y2y2.
Si t∗4 /∈ [a, b], donde
´ b
a




(1− α), entonces PtUo (s1) 6= PUo (s4) y PY (s1) 6= PY (s4). El fallo
en el sensor se detecta en un paso (n = 1). Es de aclarar que si el
controlador no emite la orden de cerrar la válvula de salida, el fallo




A partir de las Proposiciones 1 y 6, se resuelven las preguntas
planteadas para el modelado del sistema, puesto que se comprueba
que una st-IPN modela el lenguaje legal de un SED y su lenguaje
permite detectar algunos eventos no-observables legales y algunos
eventos de fallo. Por lo tanto, con base en el modelo de un SED
temporizado estocástico representado como una st-IPN se puede
realizar diagnóstico de fallos.
4.2.4. Ejemplo de Modelado de un sistema
Ejemplo 6. Modelo del sistema de tanques acoplados como st-
IPN. Modelando el ejemplo de la Figura 4.1.2a, como una st-IPN,
la red resultante se muestra en la Figura 4.2.2.
Como se puede observar la red mostrada en la Figura 4.2.2 es más
compleja que la presentada en la Figura 4.1.2; pero la st-IPN mo-
dela solo los comportamientos legales observados; es decir, genera
el lenguaje observado, muestra información en los estados respecto
al comportamiento del sistema y además es una red determinista.
4.3. Definición de un Sistema de Gran
Escala
Un sistema de gran escala, es un sistema compuesto por una gran
cantidad de dispositivos distribuidos independientes o no, que ge-
neran concurrencia de estados a partir de la ocurrencia de eventos
de manera asíncrona. La generación de un modelo único en estos
sistemas ha llevado a que se presente una explosión en el número
de estados, lo cual conlleva una serie de inconvenientes al realizar
análisis sobre ellos test de observabilidad, o para detectar com-
portamientos no normales. Para reducir la complejidad, muchos
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Figura 4.2.2: st-IPN para tanques acoplados
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enfoques de modelado han propuesto la división del sistema en
partes más pequeñas, [44].
En esta propuesta, el modelado de este tipo de sistemas se realiza
a partir de la división en subsistemas, donde un subsistema es una
parte del sistema que posee un comportamiento particular. Esta
división es llevada a cabo de acuerdo al diseño físico o a criterios
de las relaciones de funcionamiento de los dispositivos y las señales
de E/S, coherentes con ese funcionamiento en cada subsistema.
La estructura a considerar, de un SED de gran escala, se muestra
en la Figura 4.3.1.
Figura 4.3.1: Esquema de un sistema de gran escala
Las entradas al SED de gran escala son:
Entradas = {EnExC,EnExP,EnInP}; EnExC y EnExP tie-
nen el mismo significado que para sistemas sencillos.
Para la aplicación del método de modelado a este tipo de siste-
mas, se han dividido las señales de entrada internas a la planta
(EInP ), en dos subgrupos: EInP = {GCc,LCc}; GCc está com-
puesto por órdenes de control globales que afectan a más de un
subsistema, donde GCc = {gcc1, · · · , gccngc}, ngc es el número de
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órdenes de control globales y el conjunto LCc = ∪LCcl, donde
LCcl, está compuesto por órdenes de control que solo afectan el
subsistema l, con l = 1 · · · c, c es el número de subsistemas. En-
tonces, LCcl =
{
ccl,1, · · · ccl,nl,cc
}
, nl,cc es el número de órdenes de
control locales en el subsistema l.
El conjunto de salidas es: Salidas = Y = ∪Sl, donde
Sl =
{
srl,nl , · · · , srl,nl,sr
}
, es decir, contiene las lecturas sensoriales
asignadas al subsistema l y nl,sr es el número de lecturas sensoriales
en el subsistema l.
El conjunto de entradas es U ⊂ Entradas donde,
U = {EExP uo, EExP o, GCc, LCc}, GCc,LCc,EnExP o constituyen
las entradas observables y EExP uo las entradas no-observables.
Las entradas a cada subsistema l son Ul ⊂ U , donde
Ul = {ExP uo, ExP o, GCc, LCcl}, entonces Ul es el conjunto de todas
las combinaciones posibles de entradas al subsistema l. El número
total de entradas, no-observables y observables en el subsistema l
es: ml = mluo + mlo, donde: mlo = neop + ngc + nl,cc. Una entra-




euop1 · · · euopneuopeop1 · · · epneopgcc1 · · · gccngcccl,1 · · · ccl,ncc
]
(4.3.1)
siendo s la representación decimal de la cadena.
Las salidas de cada subsistema son Yl ⊂ Salidas, donde Yl = {Srl};
entonces Yl es el conjunto de todas las combinaciones posibles de
salidas del subsistema l. Una salida de un subsistema l en particu-
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lar, yl,j, es una cadena de valores binarios, tal que:
yl,j = [srl,1 · · · srl,nl ] (4.3.2)
siendo j una representación decimal de la cadena.
Esta clasificación de señales de E/S permite generar modelos en ca-
da subsistema, lo cual evita la explosión combinacional de estados
en sistemas de gran escala. Esta descomposición modular presenta
ventajas, puesto que se modelan comportamientos de estados con-
currentes en diferentes subsistemas, de recursos compartidos por
los subsistemas o funcionamiento colaborativos entre sistemas.
Esta es una ventaja importante cuando el objetivo del modelo es
realizar diagnóstico de fallos, como en la presente propuesta.
4.3.1. Modelo del SED de Gran Escala
El modelo global (modelo del sistema) es un conjunto de modelos
locales (modelos de los subsistemas) que se representan a partir de
st-IPNs y éstas se construyen a partir de su lenguaje observable
con base en el Algoritmo 4.1.
Definición 29 (st-IPN para un subsistema). Cuando se mode-
la un subsistema se agrega el subíndice l, a la st-IPN presenta-
da en la Definición 22, correspondiente al subsistema a modelar,
es decir: stQl = (Ql,Ωl, δl, OM). Con Ql = (Nl, Uol, Yl, λl, ϕl);
Ul =
ul,0, · · · , ul,∣∣∣∣2(mlo)∣∣∣∣−1
; Yl =
{
yl,0, · · · , yl,|2nl |−1
}
; λl : TRl →
Ul × δl es la función de etiquetado en cada transición del subsiste-
ma l, ϕl es la función de salida definida como: ϕl : R (Ql,Ml,0) →
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yl,j/dyl,j; ϕl es isomórfica sobre yl,j/dyl,j; Ωl = Ul × Yl.δl es el alfa-
beto del subsistema; δl := TRl×OM → f(tTR×OM) es una función
de asignación de las funciones de densidad del tiempo de disparo
de cada transición por cada modo de operación de OM en el sub-
sistema l3. OM =
{
o0, · · · o|2nec |−1
}
es el conjunto de modos de
operación, nec es el número de entradas externas al controlador.
4.3.1.1. Evento temporizado en subsistemas
Un evento temporizado en un subsistema l es de la forma: ωil =
(ul,syl,j) .tevl,oom , i identifica el instante de tiempo en el cual se genera
el evento, l es el número del subsistema, ul,s y yl,j se calculan a
partir de la Ecuación 4.3.1 y la Ecuación 4.3.2, tevl,oom es el tiempo
transcurrido entre los eventos ev y ev-1 en el subsistema l, para
el modo de operación oom. La Figura 4.3.2 explica la relación del






































Figura 4.3.2: Lenguajes temporizados
Como se observa en la Figura 4.3.2, en la línea en negro se presenta
una secuencia de eventos ω0ω1ω2ω3 del sistema global en instantes
τ0 ≤ · · · ≤ τ3; en la línea roja la secuencia de eventos: ω01ω21ω31
del subsistema 1 y en verde una secuencia de eventos: ω02ω12ω32 del
subsistema 2.




El tiempo en los eventos de los subsistemas es: tevl,oom = |τev_actual|−
|τev_anterior|. Por ejemplo para el evento ω32 = (u2,sy2,j) .t22,oom el
tiempo asociado a este evento será t22,oom = |τ3| − |τ1|.
Además, es importante tener en cuenta que cuando hay cambios de
órdenes de control o de lecturas sensoriales en más de un subsistema
en el mismo instante de tiempo, el evento es generado en todos los
subsistemas involucrados.
4.3.2. Operaciones entre Modelo Global y
Modelos Locales
El modelo de un sistema complejo presentado como un conjunto de
st-IPNs, las cuales representan diversos comportamientos o modos
de funcionamiento tiene ventajas frente a un modelo del sistema
global, puesto que son más fáciles de interpretar debido su estruc-
tura más reducida y porque modelan solo lenguajes activos; por lo
tanto, permite establecer en un instante de tiempo, cuál subsistema
funciona.
4.3.2.1. Lenguaje local a partir del lenguaje global
El lenguaje de los subsistemas se puede hallar a partir de la ope-
ración de proyección de lenguajes definida en la Definición 6.
Dado el lenguaje de un sistema L = ω0 · · ·ωk, con ωi = (usyj) .tevoom .
Ordenando las señales de E/S: ωi = (u1,s · · ·uc,s) (y1,s · · · yc,s) .tevoom
la proyección es: PΩl (ωi) = (ul,syl,j) .tevl,oom , si ha existido un evento
temporizado en l, basado en Definición 6; de lo contrario PΩl (ωi) =
ε.tevl,oom (Definición 6). ul,s y yl,j se organizan bajo la Ecuación 4.3.1
y la Ecuación 4.3.2 y tevl,oom se halla como en la Definición 6.
Por lo tanto, el lenguaje de cada subsistema se puede hallar a partir
del lenguaje global.
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El lenguaje del subsistema 1, representado en la Figura 4.3.2, a
partir de la proyección sobre lenguaje global es:
PtΩo (ω01ω21ω31) =(u1,sy1,j) .t0oomε.t1oom(u1,sy1,j) .t2oom(u1,sy1,j).t3oom , don-
de ω01 = (u1,sy1,j) .t0l,oom , ω21 = (u1,sy1,j) .t1l,oom con t1l,oom = t1oom+t2oom
y ω31 = (u1,sy1,j) .t2l,oom .
4.3.2.2. Lenguaje global a partir de lenguajes locales
Un evento del sistema global ωi, en el instante τi, se obtiene a
partir de la Operación de splice sincronizado temporizado, definida
a continuación.
Definición 30 (Operación de Splice Sincronizado Temporizado).
Sea Q un sistema compuesto por c subsistemas. Sea ωil los eventos
en el instante τi, con l = 1 · · · c, donde ωil = (ul,syl,j) tevl,oom . Un
evento del sistema global, en el instante τi, puede ser obtenido
como:
ωi = ωi1 ⊕ · · · ⊕ ωic (4.3.3)
donde ωi1⊕· · ·⊕ωic = (u1,sy1,j)⊕· · ·⊕(uc,syc,j) = (u1,s ⊕ · · · ⊕ uc,s)
(y1,j ⊕ · · · ⊕ yc,j) y (u1,s ⊕ · · · ⊕ uc,s) = usg , donde usg es una re-
presentación en binario de sg, sg representa todos los símbolos de
entrada y (y1,j ⊕ · · · ⊕ yc,j) = yjg , donde yjges una representación





.tevoom donde tioom = min
(





Entonces, el lenguaje del sistema global se puede construir a partir
de la secuencia de eventos sincronizados de sus subsistemas.
Proposición 7. Dado un sistema global Q, compuesto por c sub-
sistemas, el lenguaje del sistema global L(stQ) construido por la
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sincronización temporal de los lenguajes de sus subsistemas es igual
al lenguaje del sistema, L(stQ) = L(Q).
Demostración. Sea Q un sistema de gran escala con c subsistemas.
Sea L(Q) = ω0ω1 · · ·ωe una secuencia de eventos generada por el
sistema Q y sea L(stQ) el lenguaje del sistema global construido
por la sincronización de los lenguajes de sus subsistemas, L(stQl)
con l = 1 · · · c.
Sea s = ω0ω1 · · ·ωe una secuencia de eventos, tal que s ∈ L(Q)
y sea s1 = ω∗0 · · ·ω∗e una secuencia de eventos sincronizados de
L (stQl) con l = 1 · · · c .
Asumiendo que ωe 6= ω∗e.
PU (s) = {u0s · · ·ues}, ues = {u1,s, · · · , uc,s} y PY (s) =
{
y0j · · · yej
}
.
Como ωil = (ul,syl,j) para l = 1 · · · c. ωel = (ul,s, yl,j); ωel = (u1,s, y1,j)
· · · (uc,s, yc,j). Basado en la Definición 30, ω∗e = ωe1 ⊕ · · · ⊕ ωec en-
tonces ωe = ω∗e, lo cual contradice la condición inicial.
Por lo tanto el lenguaje del sistema global L, se construye
por la sincronización temporal de los lenguajes de los subsistemas
Ll que está compuesto.
Nota: El lenguaje del sistema global se puede reconstruir si y
solo si se realiza el splice sincronizado temporizado sobre todos
los subsistemas que integran el sistema global.
4.3.2.3. st-IPN global a partir de st-IPN locales
El modelo del sistema global representado como una st-IPN se
puede hallar a partir del Producto Síncrono de st-IPNs, definido a
continuación.
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Definición 31 (Producto Síncrono de st-IPNs). Dado un conjunto
stQ, compuesto por c st-IPNs, stQ = {stQ1, · · · , stQc}, cada una
definida como en la Definición 22, el producto síncrono de stQ es
una st-IPN expresada como:
stQs = ‖cl=1stQl
stQs = (Qs,Ωs, δs) (4.3.4)
donde Qs = (Ns, Us, Y s, λs, ϕs). Ns = (Ps, TRs, Pre, Pos,M0)
es una PN ordinaria, el conjunto de lugares es:
Ps = {P1× P2× · · · × Pc}, el conjunto de transiciones es TRs ={
2|Ps|−1
}
con|Ps| como el tamaño del conjunto de lugares, c es el
número de subsistemas, Pre : Ps × TRs → Z+, Pos : Ps ×
TRs → Z+); y Ms0 = M10 ×M20 × · · · ×Mc0, es el marcado
inicial. Us = {U1 ∪ U2 ∪ · · ·Uc} es el conjunto de entradas al siste-
ma. Y s = {Y1 ∪ Y2 ∪ · · ·Yc} es el conjunto de salidas del sistema.
λs : TRs → Us.δs es la función de etiquetado de las transicio-
nes y ϕs se define como: ϕs : R(Ns,Ms0) → yl,j/dyl,j; ϕs siendo
isomórfica sobre yl,j/dyl,j.
Ωs = (Us× Y s) .δs es el alfabeto del sistema.
δs := TRs × OM → f(tTRs×OM) es el conjunto de funciones de
densidad de probabilidad para cada modo de operación que perte-
nece a OM .
Al dividir un sistema en subsistemas, el modelo conserva las pro-
piedades en cuanto a representatividad y a observabilidad; es decir,
el modelo de un subsistema representado como una st-IPN es un
generador de lenguaje determinístico, capaz de modelar comporta-
mientos estocásticos y de detectar algunos eventos no-observables,
bajo las condiciones expuestas en la Proposición 6.
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Teorema 1. Sea L (stQ) el lenguaje global compuesto por c len-
guajes locales, L (stQl). Un evento ωi ∈ L (stQ) es observable en el
sistema global sii ωil ∈ L (stQl) es observable en algún subsistema
l, con l = 1 : c.
Demostración. Condición necesaria: si un evento ωi es observable
en el sistema global, entonces el evento ωil es observable en el sub-
sistema l.
Suponiendo que ωi es observable; pero ∃p ∈ [1 · · · c] | ωip es no-
observable. Como ωi = (usyj) .tevoom = (u1,s · · ·up,s · · ·uc,s)
(y1,s · · · yp,s · · · yc,s) .tevoom es observable; ∃up,s∧yp,j tal que PΩl (ωil) =
(up,syp,j) porque el lenguaje del sistema global se reconstruye a par-
tir de todos los lenguajes locales, entonces ∃, l, | PΩl (ωil) 6= ε. Por
lo tanto ωip es observable.
Condición suficiente: si ωil es un evento observable en el subsistema
l en algún l = 1 : c, entonces ωi es observable en el sistema global.
Asumiendo que ωip es observable, para algún p ∈ [1 · · · c], pero en
ωi no. ωi = ωi1 ⊕ · · · ⊕ ωip ⊕ · · · ⊕ ωic y ωip ⊂ ωi; por lo tanto, ωip
es observable en ωi, lo cual contradice la suposición y el teorema
queda demostrado.
4.4. Aplicación a un Sistema Robótico
Con el objeto de aplicar la presente propuesta de modelado, se ha
escogido el sistema presentado en [37], el cual no es un sistema de
gran escala; pero sí es un sistema que permite mostrar las ventajas
de la propuesta.
El sistema es un brazo robótico para recoger piezas en las posicio-
nes pp1, pp2 o pp3 y colocarlas en pp0. Está compuesto por tres
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cilindros, dos horizontales y uno vertical; los cilindros horizonta-
les se extienden o retraen dependiendo de la orden del controlador
para ubicar la pieza. El cilindro vertical se desplaza y recoge las
piezas por succión a partir de una sola orden de control. Los senso-
res son: uno para cada posición de los cilindros horizontales, otro
incorporado en la unidad de succión, sensores de posición de las pie-
zas y otro para detección de la pieza recogida. En la Figura 4.4.1
se presentan diferentes configuraciones para la interrelación de los
componentes mecatrónicos.
Las señales externas al controlador EExC, que definen los modos
de operación son las señales de presencia de pieza en las posiciones
1, 2, y 3; es decir, EExC = {pp1, pp2, pp3}, donde ppi = {1, 0}
(presencia o no presencia en posición i = 1 : 3). El brazo robótico
comienza a trabajar cuando se detecta al menos una pieza; por lo
tanto, los modos de funcionamiento son 7, OM = {o1, · · · , o7}. La
combinación o0 no es posible porque no existiría funcionamiento.
Por ejemplo o1 = [001] es el comportamiento del sistema en el cual
hay una pieza en la posición 3 (pp3 = 1).
Figura 4.4.1: Brazo robótico
Aunque el sistema no es un sistema de gran escala, con el objeto
de aplicar el método propuesto, se ha dividido en subsistemas con
base en el número de dispositivos mecatrónicos presentes, así: El
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subsistema 1 corresponde al cilindro horizontal de la izquierda, el
cual tiene dos sensores de posición: sr1,1 = Lcinicio y sr1,2 = Lcfin
y dos órdenes de control: cc1,1 = ExtLC y cc1,2 = RetLC . El subsis-
tema 2 corresponde al cilindro horizontal de la derecha, tiene dos
sensores de posición: sr2,1 = Rcinicio y sr2,2 = Rcfin y dos órdenes
de control: cc2,1 = ExtRC y cc2,2 = RetRC . El subsistema 3 corres-
ponde al cilindro vertical, el cual tiene dos sensores de posición:
sr3,1 = V cup y sr3,2 = V cdown, un sensor que indica succión o no:
sr3,3 = vacı́o y dos órdenes de control, una para que el cilindro baje
cc3,1 = ExtV C y cc3,2 = V ac que es la orden para vacío del suc-
cionador, para recoger no es necesario orden de control puesto que
cuando cc3,1 no está activa, el cilindro se recoge por la compresión
de un resorte.
Se desea modelar el comportamiento del sistema cuando está en
modo de operación o1. Los símbolos se ordenan como u1,s = [cc1,1cc1,2],
u2,s = [cc2,1cc2,2], u3,s = [cc3,1cc3,2] y y1,j = [sr1,1sr1,2], y2,j =
[sr2,1sr2,2], y3,j = [sr3,1sr3,2sr3,3].
Los lenguajes en cada subsistema Ll, para el modo de operación
o1 son:
L1 = (u1,0, y1,0) .t01,o1 (u1,2, y1,2) .t11,o1 (u1,2, y1,3) .t21,o1 (u1,1, y1,2) .t31,o1
(u1,1, y1,0) .t41,o1 (u1,0, y1,0) .t51,o1 en τ0, τ1, τ2, τ13, τ14, τ15 instantes.
L2 = (u2,0, y2,0) .t02,o1 (u2,2, y2,2) .t12,o1 (u2,2, y2,3) .t22,o1 (u2,1, y2,2) .t32,o1
(u2,1, y2,0) .t42,o1 (u2,0, y2,0) .t52,o1 en τ0, τ3, τ4, τ10, τ11, τ12 instantes.
L3 = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7) .t33,o1
(u3,1, y3,5) .t43,o1 (u3,1, y3,1) .t53,o1 (u3,3, y3,5) .t63,o1 (u3,3, y3,7) .t73,o1
(u3,3, y3,6) .t83,o1 (u3,2, y3,6) .t93,o1 (u3,0, y3,4) .t103,o1 (u3,0, y3,0) .t113,o1 en τ0,
τ5, τ6, τ7, τ8, τ9, τ16, τ17, τ18, τ19, τ20, τ21 instantes.
Estos lenguajes representan el comportamiento del sistema. En el
instante τ0, los tres subsistemas están en reposo (el valor de las
lecturas de los sensores es de cero y no hay órdenes de control), en
el instante τ1 se genera un evento en el subsistema 1, de extender
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el cilindro horizontal izquierdo y la respuesta del sensor sr1,1 es
inmediata, por lo tanto, el evento en τ1 es: (u1,2, y1,2) .t11,o1 ; al cabo
de un tiempo, en el instante τ2 se genera un evento en el subsistema
1 denotado como (u1,2, y1,3) .t21,o1 , luego se genera un evento en el
subsistema 2 denotado como (u2,2, y2,2) .t12,o1 y así sucesivamente.
Considerando variabilidad en el sistema, el tiempo de los eventos
se ajustan a una función de densidad de probabilidad, tevl,oom v
f (t). Por ejemplo: ω43 = (u3,2, y3,6) .t23,o1 , el tiempo t23,o1 ∼ N (2, 0,1)
y para 1− α = 0,95, el intervalo de confianza será [1,804− 2,196].
Para representar este comportamiento se construyen las st-IPNs
para cada subsistema, aplicando el Algoritmo 4.1. Cada subsistema
inicia con un lugar, cuya función de salida está representada por las
lecturas de los sensores, yj, en τ0 y el diferencial dyj como cadenas
de ceros; es decir y1,0/00, lo cual se muestra en la Figura 4.4.2.
Figura 4.4.2: Proceso de modelado del brazo robótico a partir del
lenguaje: estados iniciales
En τ1 el subsistema 1 evoluciona a otro estado, para representar
esta evolución se añade una transición con λ (tr1,1) = u1,2.t11,o1 y
se alcanza un nuevo lugar con función de salida y1,2/10, (dyj =
10− 00); los otros subsistemas no evolucionan en este instante de
tiempo, este comportamiento se puede observar en la Figura 4.4.3.
Al final, las st-IPNs que modelan el comportamiento de los tres
subsistemas se muestran en la Figura 4.4.4.
Analizando la st-IPN para el cilindro horizontal izquierdo, se obser-
va que se modelan comportamientos que permiten establecer si el
cilindro se está extendiendo o retrayendo, en los lugares p1,1 y p1,3
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Figura 4.4.3: Proceso de modelado del brazo robótico a partir del
lenguaje: paso1
respectivamente; ésta es una ventaja que tiene la presente propues-
ta frente a un modelo por autómatas; además se puede observar
que en las etiquetas de las transiciones se incluye el tiempo para
el modo de funcionamiento o1; pero si se modelan más comporta-
mientos, se adicionaría una tabla para discriminar los tiempos, ya
que la red sería la misma.
4.4.1. Evolución de la red
Para explicar la evolución de la st-IPN, se ha tomado como refe-
rencia el modelo resultante del subsistema 3. Siendo el estado ac-
tual del subsistema, el estado 1, es decir M3,1 = [01000000000000],
con ϕ (m (p3,2)) = y3,4/100; dado un evento ω63 = (u3,2, y3,6) .t23,o1 ,
si (u3,2, y3,6) ∈ L(stQ3) /ω03ω53 y si Prob
(
1,804 ≤ t23,o1 ≤ 2,196
)
≥ 1 − α, se dispara tr3,2 con λ3 (tr3,1) = u3,2.N (2, 0,1) y con fun-
ción de salida ϕ (m (p3,2)) = y3,4/100; alcanzando una nueva marca:
M3,2 = [00100000000000].
El lenguaje generado por las st-IPNs es el mismo que el de los res-
pectivos subsistemas; además las redes son determinísticas puesto
que a partir de un lugar pq si se dispara una transición trr la marca
alcanzada por este disparo es única.
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Cilindro Horizontal Derecho Cilindro Vertical
Figura 4.4.4: Modelado del brazo robótico
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El lenguaje del sistema global se puede construir por la sincroni-
zación temporal de los lenguajes generados por las st-IPNs de los
subsistemas, ωi = ωi1 ⊕ · · · ⊕ ωic (Ver Definición 30).
Y la st-IPN del Sistema Global del Sistema Robótico, aplicando
Producto Síncrono de st-IPNs, (ver Definición 31), solo para el
modo de operación o1, tendrá un estructura lineal cíclica con 22
lugares y 22 transiciones que es similar a la unión de las estructuras
de los subsistemas; pero cuando se modelan varios modos de ope-
ración en un ciclo, la estructura de los subsistemas es más sencilla
que la estructura global.
El lenguaje de la st-IPN generada por el producto síncrono de las
st-IPNs de los subsistemas es el mismo lenguaje legal del sistema.
4.4.2. Observabilidad del Lenguaje del Brazo
Robótico
En esta sección se prueban las ventajas de la propuesta de observa-
bilidad temporal que se expone en la Definición 28. Para ello se han
introducido eventos no-observables al sistema del brazo robótico.
El lenguaje en comportamiento normal para el subsistema 3 es:
L3 = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7) .t33,o1
(u3,1, y3,5) .t43,o1 (u3,1, y3,1) .t53,o1 (u3,3, y3,5) .t63,o1 (u3,3, y3,7) .t73,o1
(u3,2, y3,14) .t83,o1 (u3,0, y3,4).t93,o1(u3,0, y3,0) .t103,o1 en τ0, τ5, τ6, τ7, τ8, τ9,






Es de aclarar que superíndice de t, indica la secuencia de eventos
en el subsistema 3 y el superíndice de ω, es la secuencia en los
eventos de todo el sistema.
Considerando una entrada externa a la planta, como un fallo en
la unidad del succionador, es decir EExP = {fsuc}, el símbolo de
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entrada al subsistema 3 será: u3,s = [fsuccc3,1cc3,2] y el de salida
y3,j = [sr3,1sr3,2sr3,3sr3,4].
Sea s una secuencia de eventos normales en el subsistema 3, tal que:
s = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7) .t33,o1
(u3,1, y3,5) .t43,o1 en τ0, τ5, τ6, τ7, τ8 y sea t una secuencia de observa-
dos eventos tal que t ∈ L3/s.
Ahora, asumiendo que en el instante τ9 se genera el fallo en el
succionador, es decir fsuc = 1, el símbolo de entrada no cambia
puesto que el fallo es no-observable; pero las lecturas sensoriales
podrían cambiar después de uno o más eventos, es decir en la se-
cuencia t. Entonces, si la PtUo (L3) 6= PtUo (st) y/o la proyección
PtY (L3) 6= PY (st); entonces el evento de fallo es n-observable,
donde n es el número de eventos que suceden hasta que el fallo es
detectado. Por ejemplo si la secuencia st es:
st = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7) .t33,o1
(u3,1, y3,5) .t43,o1 (u3,1, y3,1) .t53,o1 (u3,0, y3,0) .t63,o1 (u3,3, y3,4) .t73,o1
(u3,3, y3,6) .t83,o1 (u3,2, y3,14).t93,o1(u3,0, y3,4) .t103,o1 en τ0, τ5, τ6, τ7, τ8, τ9,
τ14, τ15, τ16, τ17, τ18 instantes.
PtY (L3) = PtY (ω03)PtY (ω53) · · ·PtY (ω183 ), donde,









Definiciones 3 y 6. Entonces PtY (ω03) = y3,0.
Por lo tanto PtY (L3) = y3,0y3,4y3,6y3,7y3,5y3,1y3,5y3,7y3,14y3,4y3,0.
PtY (st) = y3,0y3,4y3,6y3,7y3,5y3,1y3,0y3,4y3,6y3,14y3,4. De donde se con-
cluye que PtY (L3) 6= PtY (st) y el evento de fallo se puede detectar
después de 2 eventos de su ocurrencia.
Pero si la entrada no es un fallo, sino un cambio en el tiempo que
tarda el cilindro horizontal en recoger el brazo, es decir, EExP =
{euo1}, el símbolo de entrada al subsistema 2 no cambia puesto
que es un evento no-observable; las lecturas sensoriales tampoco
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se verían afectadas, entonces si PtUo (L2) 6= PtUo (st) el evento
no-observable puede ser detectado.
El lenguaje en comportamiento normal para el subsistema 2 es
L2 = (u2,0, y2,0) .t02,o1 (u2,2, y2,2) .t12,o1 (u2,2, y2,3) .t22,o1 (u2,1, y2,2) .t32,o1
(u2,1, y2,0) .t42,o1 (u2,0, y2,0) .t52,o1 en τ0, τ3, τ4, τ10, τ11, τ18 instantes,
es decir L2 = ω02ω32ω42ω102 ω112 ω182 .
Por ejemplo si la secuencia st es:
st = (u2,0, y2,0) .t02,o1 (u2,2, y2,2) .t12,o1 (u2,2, y2,3) .t22,o1 (u2,1, y2,2) .t∗32,o1
(u2,1, y2,0) .t42,o1 (u2,0, y2,0) .t52,o1 .









= u2,0.t02,o1 , en-
tonces:
PtUo (L2) = u2,0.t02,o1u2,2.t12,o1u2,2.t22,o1u2,1.t∗32,o1u2,1.t42,o1u2,0.t52,o1 .
Si a ≤ t∗32,o1 ≤ b, donde [a, b] es el intervalo de confianza para el
tiempo t32,o1 , se considera que la variación del tiempo del evento
obedece a una variabilidad propia del comportamiento estocástico
del sistema, de lo contrario se ha detectado un comportamiento
que no es normal.
Lo anterior comprueba la importancia de la proyección de eventos
temporizados definida en la Definición 6, para detectar comporta-
mientos no normales a partir de eventos no-observables, en sistemas
estocásticos.
4.5. Modelado de SED con Red de Petri
Coloreadas
Las CPN (ver Definición 13) son estructuras adecuadas para mode-
lar y validar sistemas en los cuales la concurrencia, comunicación y
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la sincronización juegan un papel importante. Las CPN permiten
organizar modelos complejos como un conjunto de módulos que
permiten incluir el concepto de tiempo en el sistema modelado,
entre otras ventajas, [97].
En el contexto del presente trabajo se hace necesario adicionar
ciertas características a una CPN convencional. Dentro de estas
características se encuentran el modelar bajo señales de E/S, eti-
quetar transiciones y lugares, definir los lenguajes generados por
las CPN y generar una estructura variable.
Para ello a continuación se proponen una serie de definiciones que
van cambiando la estructura general hasta conseguir la estructura
deseada.
El primer cambio radica en etiquetar una CPN; para ello se hace ne-
cesario discriminar las entradas observables del sistema a modelar,
dependiendo del tipo de marca, es decir Uo = ∪Uho ; con h = 1 : ncc,
donde ncc es el número de clases de color y las respectivas señales
de salida, Y = ∪Y h.
Definición 32 (Red de Petri Coloreada Interpretada (ICPN)).
Una ICPN es una estructura CQ = (CN,U, Y, λ, ϕ), donde CN =
(P, TR,C, cd, Pre, Post,M0) es una CPN definida como en la De-
finición 13; Uo, Y son los alfabetos de entrada y de salida res-
pectivamente, Uo = ∪Uho y Y = ∪Y h, con h = 1 : ncc, ncc es
el número de clases de color, donde Uho =
{





yh0 , · · · , yh|2nh |−1
}
son los alfabetos de entrada y salida para
una clase de color h, respectivamente.
λ : TR × βi → Uo es la función de etiquetado de las transiciones
(βi ∈ C); ϕ : R(CN)×C → Yo es una función de salida que asigna
símbolos de salida a cada lugar marcado.
Otra característica a adicionar es la temporización de los eventos,
para modelar los cambios de estado del sistema en una línea de
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tiempo cuando confluyen diferentes marcas de color. El tiempo
se asume estocástico y su comportamiento bajo una función de
densidad de probabilidad de distribución continua.
Definición 33 (Red de Petri Coloreada Interpretada Temporizada
Estocástica (st-ICPN)). Una st-ICPN, es una estructura formada
por stCQ = (CQ,Ω, δ, OM), donde CQ = (CN,U, Y, λ, ϕ) es una
ICPN, con CN,U, Y definidos como en la Definición 32; pero con
λ : TR × βi → Uo.δ y con función de salida ϕ definida como: ϕ :
R(CQ)×C → Y/dY , siendo R(CQ) el conjunto de alcanzabilidad
de la stCQ. La función de salida es isomórfica sobre Y/dY . dY se
define como en la Definición 21.







.f (tr,oom,h) es un símbolo del alfabeto.
δ := TR×OM ×C → f(tTR×OM×C) es una función de asignación
de las funciones de densidad de probabilidad del tiempo de disparo




o0, · · · o|2nec |−1
}
es el conjunto de modos de operación.
Una transición trr (βi) ∈ TR con λ(trr) = uhs .f (tr,oom,h), donde h es
el color, está habilitada con respecto a βi, en el modo de operación
oom, si ∀pq ∈ •trr (βi), m (pq) ≥ I (pq, trr (βi)) y si
(





f (tr,oom,h) ≥ (1− α), donde 1−α es el nivel de confiabili-
dad; [a, b] es el intervalo de confianza y tevoom,h es el tiempo asociado
al evento. Por lo tanto una transición está habilitada sí cada lugar
de entrada cumple con los requerimientos del color de su marca y
si el tiempo transcurrido ha alcanzado un cierto nivel de confianza.
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4.5.1. Lenguaje de una st-ICPN
Existe un evento cuando se presenta un cambio en las señales
de entrada y/o en las señales de salida. Un evento temporizado
se definió como ωi = (usyj) .tevoom en τi, en Definición 4; enton-
ces cuando se añade color y corresponde a un modo de operación






.tevoom,h en τi, siendo h
el color asociado. El lenguaje generado por el sistema es una se-
cuencia de eventos temporizados que evolucionan la st-ICPN, así:
L(CQ) =
{
ω0, ω1, · · · , ωk
}
a instantes τ0 ≤ τ1 ≤ · · · ≤ τk.




P(Uho .Y h) (s) |s ∈ L(CQ)
}
.
4.5.2. jemplo de modelado de un Sistema como
una st-ICPN
Ejemplo 7. Sea un sistema con dos cilindros neumáticos de do-
ble efecto que se muestra en la Figura 4.5.1; cada uno tiene dos
posiciones Pos 1 y Pos 2; en las cuáles hay un sensor.
Figura 4.5.1: Cilindros neumáticos
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Las señales externas al controlador Eec = {cilA, cilB}, son las se-
ñales que determinan el funcionamiento del cilindro A o del cilin-
dro B. Por lo tanto, los modos de funcionamiento son 4, OM =
{o0, o1, o2, o3}. La combinación o0 no es posible porque no existiría
funcionamiento.
Las órdenes del controlador son: Extender: EA y Retraer: ĒA pa-
ra el cilindro A y Extender: EB y Retraer: ĒB para el cilindro B.
La lectura de cada sensor es 1 si detecta algo en su posición y los
actuadores inician una acción después de recibir 1 desde el contro-
lador; el sistema parte de un estado inicial en el cual las lecturas de
los sensores 1 y 2 miden 0, es decir, s1, s2, para el cilindro A e igual
para el cilindro B, s3, s4. Se supone que los eventos se generan en
el tiempo de manera síncrona. Por lo tanto:











Función de Salida Inicial
ϕ (m (p1,0)) = y1,0/
−→0 2;
ϕ (m (p2,0)) = y2,0/
−→0 2;
Las secuencias de eventos temporizados para los subsistemas invo-
lucrados son:
LA = (u1,0y1,0) (u1,1y1,2) (u1,1y1,3) (u1,0y1,2) (u1,0y1,0) (u1,1y1,2) a ins-
























LB = (u2,0y2,0) (u2,1y2,2) (u2,1y2,3) (u2,0y2,2) (u2,0y2,0) (u2,1y2,2) a ins-
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u .f(t )1,1 1,2,o3








u .f(t )1,0 1,4,o3
tr1,3
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u .f(t )2,1 2,1,o3
u .f(t )2,1 2,2,o3








u .f(t )2,0 2,4,o3
tr2,3
tr2,4
u .f(t )2,1 2,5,o3
tr2,5
(b) Cilindro B
Figura 4.5.2: st-IPNs para cilindros neumáticos
Suponiendo que existen dos cilindros A y uno B e integrando las
st-IPNs en una st-ICPN, la red se muestra en la Figura 4.5.3.
Por lo tanto, la st-ICPN queda definida como:
P = {p0, p1, p2, p3, p4}; TR = {tr1, tr2, tr3, tr4, tr5};
C = {cilindros,modo}; cilindros = {A,B};modo = {βA, βB, βA ∧ βB};
cd (pq) = {A,B}; cd(trl,r) = {βA, βB, βA ∧ βB};




































M0 = {〈2A,B〉 , 0, 0, 0, 0}.
[(y /0-1);(y /0-1)]1,2 2,2
[(y /-10);(y /-10)]1,0 2,0
[(u .f(t ));(u .f(t ))]1,0 4,o3,A 2,0 4,o3,Btr4










= { , , }
cilindros
modos b b b bA B A B$
[(y /10);(y /10)]1,3 2,3
[(u .f(t ));(u .f(t ))]1,0 3,o3,A 2,0 3,o3,Btr3





[(y /10);(y /10)]1,2 2,2
[(u .f(t ));(u .f(t ))]1,0 2,o3,A 2,0 2,o3,Btr2





[(y /00);(y /00)]1,0 2,0
[(u .f(t ));(u .f(t ))]1,1 1,o3,A 2,1 1,o3,Btr1








[(u .f(t ));(u .f(t ))]1,1 5,o3,A 2,1 5,o3,B
tr5
[ ; ]b ; b b bA B A B$
[A ; B]
Figura 4.5.3: st-ICPN cilindros neumáticos
El conjunto de asignaciones Pre [p, tr] : cd (tr) → Bag (cd (p)) y
Post [p, tr] : cd (tr) → Bag (cd (p)), se representan por vectores
como:
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.tevo2,A; si a ≤ tevo3,A ≤ b, donde [a, b] =´ b
a
f (t1,o3,A) ≥ (1− α); tr1 (βA) se dispara y una marca de color A
es alcanzada en p2 y M1 = {〈A,B〉 , 〈A〉 , 0, 0, 0}.
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4.6. Conclusiones y aportes del capítulo
En este capítulo se presentó una propuesta de generador de len-
guaje regular que permite modelar el comportamiento observado
de SED estocásticos, representado bajo una estructura de red de
Petri denominada st-IPN; la cual es una extensión de las redes de
Petri interpretadas, con características relevantes en cuanto a que
es determinística, su lenguaje es el mismo lenguaje legal del siste-
ma y permite modelar sistemas con eventos estocásticos. A su vez,
se define la estructura de lenguaje regular con base en la organi-
zación de las señales de entrada / salida y con base en los modos
de funcionamiento. La evolución de la red se genera a partir de
eventos temporizados.
Para evitar la explosión combinacional de estados cuando los siste-
mas crecen se divide el sistema en subsistemas; entonces el modelo
del sistema es un conjunto de st-IPNs con las características men-
cionadas.
Además, se presenta un nuevo concepto de observabilidad que se
ha denominado observabilidad temporal, que permite realizar test
de observabilidad en sistemas estocásticos.
La propuesta conlleva la generación de definiciones particulares
de símbolos, eventos y lenguajes para cumplir con el objetivo de
modelado, presentados en la Ecuación 4.3.1, la Ecuación 4.1.3 y la
Definición 4 entre otras.
A partir de las Proposiciones 1 y 6, se resuelven la preguntas plan-
teadas en la introducción de este capítulo, puesto que se comprueba
que una st-IPN modela el lenguaje legal de un SED y su lenguaje
permite detectar algunos eventos no-observables legales y eventos
de fallo. Por lo tanto, con base en el modelo de un SED tempori-




Para lograr el objetivo de la presente investigación se hace necesario
definir un método de identificación que permita hallar el compor-
tamiento del sistema libre de fallo, a partir de las señales de E/S
obtenidas on-line. De manera general, el problema de identificación
de un SED consiste en determinar, a partir de un conjunto ordena-
do de datos de entrada - salida, (E/S), un modelo tal que sus E/S
se aproximen al conjunto original. A partir de este contexto gene-
ral y teniendo en cuenta que un SED puede ser modelado como un
lenguaje regular, de forma específica, el problema de identificación
en este trabajo consiste en encontrar una estructura que genere el
mismo lenguaje observado.
Considerando las ventajas y desventajas de los métodos de identifi-
cación relacionados en el estado del arte, en esta sección se presenta
un método de identificación para SED estocásticos a partir de la
definición y organización de las señales de E/S del sistema obteni-
das on-line.
5.1. Problema de Identificación
El problema central de identificación es el de hallar un modelo
apropiado para un SED, como el definido en la Sección 4.1, con
una estructura como la presentada en la Figura 4.3.1; con compor-
tamiento estocástico. Dicho modelo debe identificarse a partir de la
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observación de señales y bajo la teoría de lenguajes regulares defi-
nir una estructura apropiada que represente el lenguaje de E/S que
modele el sistema y pueda ser utilizado en procesos de diagnóstico
de fallos. El modelo resultante debe ser un generador determinista
de lenguaje; es decir, una estructura como la st-IPN definida en la
Definición 22.
5.2. Proceso de Identificación
El proceso de identificación de un SED se inicia con la división del
sistema en subsistemas, con el objeto de tener información concisa
del sistema y que permita analizarla de manera más eficiente.
Cuando se ha dividido el sistema, el siguiente paso es la definición
de las señales de entrada tanto internas como externas y de las se-
ñales de salida. En esta etapa se requiere de la organización de las
señales con el objeto de definir los vectores binarios para los modos
de funcionamiento del sistema, los símbolos de entrada y los sím-
bolos de salida en cada subsistema; con base en la Ecuación 4.3.1,
la Ecuación 4.3.2 y la Ecuación 4.1.1.
Una vez se han organizado las señales, empieza el proceso de tra-
bajo on-line sobre el sistema, cuyo objetivo es leer las señales en
cada instante de tiempo. Las señales leídas llegan a un generador
de eventos que transforma las señales en eventos, de acuerdo a
características que se explican más adelante.
Los eventos alimentan el algoritmo de identificación, el cual cons-
truye paso a paso las st-IPNs correspondientes a los eventos que
llegan. El algoritmo termina cuando el sistema se ha identificado
totalmente y se pueda explicar estadísticamente su comportamien-
to.
Como resultado se obtienen las estructuras de las st-IPNs y los
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lenguajes observados en cada subsistema. Este procedimiento se
puede observar en la Figura 5.2.1
Figura 5.2.1: Proceso de identificación
5.2.1. Definición de las Señales
Un análisis previo del sistema permite discriminar los diferentes
tipos de señales que se interrelacionan en un sistema; con base
en este análisis, se clasifican en señales de entrada externas, que
afectan el funcionamiento del sistema; señales de entrada internas a
la planta y las señales de salida que son las respuestas del sistema.
Además se clasifican en cada uno de los subsistemas. La señales
requeridas para el proceso de identificación, pueden observarse en
la Figura 4.3.1.
Como se definió en el capítulo de modelado, un símbolo de entrada
externo está conformado por un vector de valores binarios de las
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señales externas que entran a la planta y cada vector constituye un
modo de funcionamiento: oom = [ec1 · · · ecnec ] donde oom es una
representación binaria de om. Un símbolo de entrada al subsistema
l, es un vector de valores binarios de las señales medibles defini-
do como ul,s =
[
eop1 · · · epneopgcc1 · · · gccngcccl,1 · · · ccl,ncc
]
, (solo se
toma la parte medible de la Ecuación 4.3.1), donde ul,s es una re-
presentación binaria de s. Un símbolo de salida del subsistema l,
es un vector de valores binarios definido como yl,j = [srl,1 · · · srl,nl ],
(ver Ecuación 4.3.2), donde yl,j es una representación binaria de j.
5.2.2. Generador de eventos
El proceso de identificación requiere monitorizar las diferentes se-
ñales del sistema, como eventos que afectan el comportamiento del
sistema. Un evento externo es un modo de funcionamiento oom en
un instante τi. El generador de eventos concatena las señales in-
tercambiadas entre la planta y el controlador (señales de E/S) y
genera un evento interno de la forma ωil = (ul,syl,j) en un instante
τi, (ver Figura 5.2.2).
A partir de un modo de operación oom (oom ∈ OM), el proce-
dimiento de detección de eventos, genera eventos cuando sucede
algún cambio en las señales de E/S. Esto es, en cada instante lee el
símbolo de entrada, espera la estabilización de las lecturas de los
sensores, lee los símbolos de salida, chequea sí hay algún cambio en
al menos una de ellas y genera un evento en cada subsistema invo-
lucrado. En el Algoritmo 5.1 se programa la generación de evento
en un subsistema l.
El evento llega al identificador, el cual continuamente construye
st-IPNs que son capaces de generar el mismo evento, en la misma
secuencia y al mismo tiempo.
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Figura 5.2.2: Generador de eventos
5.2.3. Construcción de las st-IPN
La construcción del modelo se realiza on-line a partir de los eventos
generados en cada instante de tiempo. La metodología propuesta
permite que se generen simultáneamente una st-IPN por cada sub-
sistema.
El evento inicio para cada subsistema es ω0l = (ul,syl,j) τ0, donde
ul,syl,j es el símbolo de E/S en el instante en que se inicia la iden-
tificación (τ0). Entonces, cada subsistema inicia con una st-IPN de
un lugar, ql = 1, cuya función de salida será: ϕl (m (pl,0)) = yl,j/
−→0
y la función de entrada será: λl (trl,0) = ul,s para l = 1 · · · c, donde
c es el índice del subsistema, esto significa que el subsistema l inicia
sin transiciones rl = 0. (ql número de lugares en subsistema l, rl
número de transiciones en subsistema l).
La construcción de las st-IPNs, sigue el diagrama de flujo pre-
sentado en la Figura 5.2.3. Identifica un cambio de estado de un
subsistema cuando hay una diferencia entre yl,j y el símbolo
de salida actual en el subsistema l. El proceso permite crear nue-
vas transiciones y nuevos lugares cuando sea necesario y actualiza
las marcas de la st-IPN. δ∗l es una matriz que va almacenando el
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Algoritmo 5.1 Generación de Eventos
Entradas: ωi−1l = (ul,syl,j) tevl,oom , τi−1; ul,s; yl,j para τi; c; i, oom.
Salidas: ωil = (ul,syl,j) tevl,oom ; evento; l.
1. Leer (l); ul,s.
2. Esperar tiempo de establecimiento.
3. Leer yl,j.






l 6= ωil , hay evento,
entonces evento = 1; i = i + 1; tevl,oom = |τi| − |τi−1|;
ωil = (ul,syl,j) tevl,oom .
de lo contrario evento = 0.
fin de condicional
tiempo de los eventos en cada subsistema, es una matriz de tres
dimensiones: Las filas son las transiciones del subsistema, las co-
lumnas el tiempo identificado y las páginas los modos de operación
oom. La función de entrada se denota como λ∗l , ya que dentro del
algoritmo aún no tiene el símbolo de entrada total como el definido
en la Definición 22; puesto que le hace falta identificar la función
de densidad de probabilidad.
La actualización de las matrices Pre y Post, se realiza con base en
el Algoritmo 4.1.
Este proceso se repite hasta que los ciclos de cada subsistemas se
hayan identificado. Para ello el vector de tiempo debe contener al
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Figure 5.2.3: Proceso de Construcción de una st-IPN.
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menos cinco observaciones en cada tr, en cada oom activo y en cada
subsistema. Con base en esta información, se determina si el tama-
ño de los datos constituye una muestra representativa para inferir
respecto a su comportamiento estadístico, ya que cada transición
posee un vector de tiempos con una marcada aleatoriedad puesto
que se identifican sistemas estocásticos. Si el tamaño de muestra
no es representativa se continua con la lectura de las señales.
Por lo tanto el siguiente paso es identificar el comportamiento es-
tadístico de estos tiempos. δ∗l contiene la información para este
paso.
5.2.4. Inclusión de la Información Temporizada.
En esta sección se explica la utilización de la información tempo-
rizada para solucionar el problema de identificación estocástica.
En general, la información temporizada está relacionada con el
tiempo que transcurre entre dos eventos consecutivos, este tiempo
depende del modo de operación en el cual el sistema se encuentre,
pues la respuesta de los dispositivos se ve afectada por la interac-
ción con otros eventos externos.
Cada nuevo evento tiene un modo de funcionamiento, oom, un nú-
mero de transición, rl y el tiempo transcurrido en un subsistema l.
La información acumulada en δ∗l contiene la información que per-
mite inferir sobre el comportamiento de cada transición. Por lo que
el sistema debe ser observado por varios periodos de tiempo con el
objeto de tener suficientes datos para este análisis.
El procedimiento propuesto para el análisis de datos (Algoritmo 5.2)
está basado en la teoría presentada en [26], [27] y [28].
El Algoritmo 5.2 en primer lugar determina si hay suficientes da-
tos para que éstos sean representativos de la población; luego el
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Algoritmo 5.3 encuentra el tipo de distribución continua que se
ajusta a los datos.
Para encontrar un tamaño de datos representativo, se despeja d,
que se considerará como un nivel de precisión del estudio, a partir








El Algoritmo 5.2 se ejecuta cada vez que se obtiene un nuevo valor
en el vector de tiempo (se considera importante empezar a partir
de cinco datos); así el tamaño de datos se va incrementando. Se
calcula d y se compara con un valor definido como límite superior
(dop) (máxima diferencia relativa a aceptar entre la media de la
población y la media muestral). Para n ≤ 30, el estadístico st, se
calcula bajo la distribución t de Student, stα/2 = tn−1 y si n > 30,
como distribución normal stα/2 = zα/2 . Una vez dop es alcanzado,
el Algoritmo 5.2 ya no se aplica a esta transición y al modo de
operación, debido a que su distribución puede ser identificada con
los datos disponibles.
Para encontrar el tipo de distribución continua, se define un con-





. Entre las distribuciones continuas co-
múnmente usadas se incluye: la distribución normal N(µ, σ2), la
distribución exponencial Exp(λ); la distribución uniforme U(a, b)
· · · . A partir del Algoritmo 5.3, se encuentra el tipo de distribución
y sus parámetros.
Este algoritmo usa el test de bondad de ajuste (ver [98]), para
definir el tipo de distribución con base en el test de Kolmogo-
rov–Smirnov; luego selecciona una función de CD, halla sus pa-
rámetros usando el método de máxima verosimilitud y calcula el
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Algoritmo 5.2 Identificación estocástica
Entradas:δ∗l con k ≥ 5, α, dop; oom; rl.
Salidas: nl,rl; X̄, S; d
leer datos = δ∗l (:, rl, oom);
1. nl,rl =|datos|;
2. calcular X̄ = media (datos), S = std (datos);
3. condición: nl,rl ≤ 30 entonces calcular st = tn−1







estadístico p− value como:
p− value = sup1≤i≤n
∣∣∣F̂n (xi)− F0 (xi)∣∣∣ (5.2.2)
donde, xi es el i-esimo valor observado en la muestra (la cual ha
sido previamente ordenada de menor a mayor), F̂n (xi) es un esti-
mador de la probabilidad de observar valores menores o iguales a
xi y F0 (xi) es la probabilidad de observar valores menores o iguales
a xi de la función elegida, [99]; esto es: F0 (xi) ∈ CD.
Como resultado de la aplicación del Algoritmo 5.2 y del Algoritmo 5.3,
se obtienen las funciones de densidad de probabilidad de cada tran-
sición, de cada subsistema y en cada modo de funcionamiento de
las st-IPN.
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Algoritmo 5.3 Ajuste de datos
Entradas: datos ,nl,rl , αct para test de contraste, CD.
Salidas: F0(X); p− value
1. Buscar p− valueαct en tabla de Kolmogorov-Smirnov.
2. para j = 1 · · · |CD|
a) Diseño de test de bondad de ajuste
H0 : F0(X) v F j0 (xi);
H1 : F0(X)  F j0 (xi).
b) Estimación de parámetros de F j0 (X).
c) Aplicar test de Kolmogorov-Smirnov
Calcular p− value = sup1≤i≤n
∣∣∣F̂n (xi)− F j0 (xi)∣∣∣.
d) condición: p − value ≤ p − valueαct , entonces F0 =
F j0 (X); salir;
de lo contrario j = j + 1;
e) fin del condicional
3. fin del ciclo
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5.3. Algoritmo de Identificación
El algoritmo de identificación, (Algoritmo 5.4), enlaza de manera
adecuada los algoritmos presentados anteriormente. Con base en
las señales de E/S y a partir de un proceso iterativo on-line, el
objetivo es obtener los lenguajes en comportamiento normal re-
presentados como st-IPN así como las funciones de densidad de
probabilidad de cada transición en cada subsistema y en cada mo-
do de operación que esté activo en el sistema.
Como resultado de la aplicación del algoritmo de identificación se
obtiene un lenguaje del sistema, representado como una st-IPN,
donde los lugares representan los diferentes estados medidos a par-
tir de las lecturas de los sensores y su comportamiento histórico y
las transiciones permiten evolucionar la red de un estado a otro a
partir de órdenes de control y de funciones de densidad de proba-
bilidad en cada uno de los modos de operación en que se habiliten.
5.4. Error de Modelado
El algoritmo de identificación propuesto es una herramienta para la
identificación estocástica de SED, la cual estima las distribuciones
de probabilidad de los tiempos de las transiciones. Debido a que no
es posible conocer el comportamiento de los datos de la población,
existe un error de modelado. Como la media muestral es el estima-
dor de la media de poblacional, entonces el error de modelado está
relacionado con la diferencia entre el valor estimado y el verdadero
valor de la media, por lo tanto el error estándar de la media es la
forma de medir el error de modelado. El error estándar de la media
es la desviación estándar de las medias muestrales sobre todas las
muestras posibles (de un tamaño dado) extraídas de la población.
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Algoritmo 5.4 Identificación de st-IPN
Entradas: ωil = (ul,syl,j) τi; ωi−1l = (ul,syl,j) τi−1;ϕl (Ml); λl (TRl);
δl; oom; ql; rl; kl.
Salidas: Prel; Postl; ϕl (Ml); λl (TRl); δl.
Condiciones Iniciales: ϕl (m (pl,0)) = yl,j/
−→0 ; λl (trl,0) = ul,s;
Prel = [1]; Postl = [0]; δl = ceros (1× 1×max (om)); ql = 1;
rl = 0; kl = 0.
1. Leer ωil = (ul,syl,j) τi; l
2. Ejecutar Algoritmo 5.1.
ωil = (ul,syl,j) .tevl,oom ; evento; l.
3. Condición: evento = 1, entonces ejecutar Algoritmo 4.1
Prel; Postl; ϕl (Mk); λ∗l (TRl); δl.
fin de condicional.
4. Repetir pasos 1-3 hasta que |trl,oom| = 5;
5. Ejecutar Algoritmo 5.2
nl,rl; X̄, S; d,
a) Condición: d ≤ dop entonces ejecutar Algoritmo 5.3
F0(X).
b) de lo contrario continúe paso 1.
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Para medirlo, se utiliza la raíz cuadrada del error medio cuadrado




Antes de comprobar que la estructura de una st-IPN resuelve el
problema de identificación de SED estocásticos, a continuación
se definen las condiciones para que una PN se considere un α −
Generator, o sea un generador de eventos de E/S y las condiciones
para que un sistema sea determinísticamente identificable; tenien-
do en cuenta que el no-determinismo en una PN ocurriría si existe
al menos un lugar con al menos dos transiciones con la misma eti-
queta que conducen a dos lugares diferentes. (Ver Definición 10).
Definición 34 ( α − Generator). Sea U.Y un alfabeto y
sea L(Q) el lenguaje generado por el alfabeto; una PN es un α −
Generator si dado un símbolo de entrada us ∈ P : (U.Y )∗ → U∗,
la PN genera un símbolo de salida yj tal que la cadena usyj ∈
L(Ql)∀us ∈ U con una probabilidad mayor o igual a 1− α.
5.5.1. Supuestos de un sistema para que sea un
sistema determinísticamente identificable
(DI).
La Definición 34 permite establecer una serie de supuestos para
que un sistema sea determinísticamente identificable.
Sea U y Y un conjunto de señales de E/S observadas de un
sistema; si dado un símbolo de entrada us ∈ U ; asociado con
un tiempo t, la P : (Y )→ yj es siempre la misma.
138
5.5 Identificabilidad
Por otra parte, dados símbolos de entrada idénticos us, pero
con tiempo diferente y dos proyecciones de salida diferentes,
el sistema puede considerarse determinísticamente identifica-
ble; ya que, la duración del tiempo define la marca a alcanzar.
Proposición 8. Sea L(Q) =
{
ω0ω1 · · ·ωk
}
el lenguaje observado
de un sistema, a instantes τ0 ≤ τ1 ≤ · · · ≤ τk; si la st-IPN es una
PN obtenida con el algoritmo de identificación propuesto, entonces
la st-IPN es un α−Generator deL(Q).
Demostración. Una st-IPN es un α − Generator de L(Q) si ∀s ∈
L(Q), s ∈ L(P ) y si ∀s ∈ L(P ), s ∈ L(Q).
Sea P una st-IPN obtenida por el algoritmo de identificación pro-
puesto para L(Q).
Suponiendo que ss1 es una cadena tal que s ∈ L(Q) ∧ L(P ) y
s1 ∈ L(Q) ∧ s1 /∈ L(P ); donde s = ω0, · · ·ωk. Entonces el post-
lenguaje de s está dado por L(Q)/s = {s1 ∈ (U.Y )∗ |ss1 ∈ L(Q)}.
Dado el evento s1 con s1 = ωk+1 = (usyj)k+1 .tk+1oom en el instante
τk+1, aplicando el Algoritmo 5.4 un nuevo evento genera una tran-
sición con λ (trk+1) = uk+1s .tk+1oom y la marca alcanzada por trk+1:
m (pk)
trk+1→ m (pk+1) será ϕ (m (pk+1)) = yk+1j /yk+1j − ykj , y co-
mo uk+1s .yk+1j son vectores de señales observadas al instante τk+1,
basándose en el Algoritmo 5.1, entonces ωk+1 = (usyj)k+1 .tk+1oom ∈
L(P ) por lo que el supuesto es rechazado.
Ahora, asumiendo que ss2 es una cadena tal que s ∈ L(Q)∧L(P )
y s2 /∈ L(Q) ∧ s2 ∈ L(P ); donde s = ω0, · · ·ωk. Entonces el
post-lenguaje de s es L(P )/s = {s2 ∈ (U.Y )∗ |ss2 ∈ L(P )}. Da-
do el evento s2 con s2 = ωk+1 = (usyj)k+1 .tk+1oom en el instante
τk+1, la st-IPN evoluciona a un estado a partir de una transi-
ción con λ (trk+1) = uk+1s .tk+1oom y la marca alcanzada por trk+1:
m (pk)
trk+1→ m (pk+1) será ϕ (m (pk+1)) = yk+1j /yk+1j − ykj , donde
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trk+1 no ha sido observada y alcanza estados que no han sido ob-
servados, pero con base en el Algoritmo 5.4 la construcción de una
st-IPN se realiza con base a estados alcanzados por el lenguaje ob-
servado, entonces ωk+1 = (usyj)k+1 .tk+1oom /∈ L(P ) y la suposición es
rechazada y por lo tanto la proposición 8 es probada.
Además, L (Q) /s = {s1 ∈ (U.Y )∗ |ss1 ∈ L (Q)} alcanza la marca
ϕ (m (pk+1)) si Prob
(
ϕ (m (pk+1)) , ωk+1/ϕ (m (pk+1))
)
= (1− α)
|ωk+1 ∈ L (Q) y si ϕ (m (pk+1)) = ϕ (m (pi)) para algún i = 1 · · · k,
entonces ss1 es un ciclo (Proposición 3).
Definición 35 (Lenguaje Determinísticamente Identificable (DI)).
Un L(Q), donde L(Q) = {s ∈ (U.Y )∗ : Prob (s|ϕ (m (p0))) = (1− α)}
es un lenguaje DI si ∀s ∈ L(Q),∧∀s1, s2 ∈ L(Q)/s; donde s =
ω0, · · ·ωk, tal que Pus : (ss1) = Pus : (ss2) entonces
Prob
(
Pyj : (ss1) = Pyj : (ss2)
)
≥ 1 − α, si ambas cadenas inician
a partir del mismo estado ϕ (m (pk+1)).
En palabras, un L(Q) es un lenguaje DI, si a partir de un estado,
dados dos símbolos de entrada iguales, los símbolos de salida son
siempre los mismos.
Teorema 2. Un lenguaje L(Q) es un lenguaje DI sii ∃ un α −
Generator para L(Q).
Demostración. Condición necesaria: si L(Q) es un lenguaje DI,
entonces ∃ un α−Generator.
Un α−Generator determinístico para L(Q) es una st-IPN. L(Q) es
un lenguaje DI, si el α−Generator es una st-IPN (ver proposición
8).




Suponiendo que el α − Generator para L(Q) es una st-IPN. Sea
L(P ) el lenguaje generado por α − Generator. Sea s = ω0, · · ·ωk
una cadena tal que L(P ) = {s ∈ (U.Y )∗ : Prob (s|ϕ (m (p0))) = (1− α)}.
Entonces, dados los eventos s1 y s2 tal que s1, s2 ∈ L(P )/s; con
s1, s2 = ωk+1 y Prob
(
ϕ (m (pk+1)) , ωk+1/ϕ (m (pk))
)
= (1− α) si
Pus : (ss1) = Pus : (ss2), en el evento ωk+1 entonces Pyj : (ss1) =
Pyj : (ss2), basado en la Definición 35, L(P ) es un lenguaje DI y
de acuerdo a la Proposición 4, L(P ) = L(Q), por lo tanto L(Q) es
un lenguaje DI.
Si una st-IPN es un α − Generator determinístico con L(Q) DI,
entonces la st-IPN genera el mismo lenguaje observado, por lo tanto
el problema de identificación de SED estocásticos es solucionado.
5.5.2. Reconstrucción del Lenguaje Global a
partir del Lenguaje de los Subsistemas.
Como el objetivo es encontrar el lenguaje del sistema global, éste
puede ser hallado a partir del lenguaje de los subsistemas. El len-
guaje del sistema global se construye a partir de la secuencia de
eventos sincronizados de sus subsistemas basándose en la operación
de splice (ver Definición 30).
Por lo tanto, el lenguaje del sistema global se construye a partir del
splice sincronizado temporizado de los lenguajes de los subsistemas.
La st-IPN del sistema global se halla por medio de la operación de
producto síncrono de st-IPNs, definida en la Definición 31.
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5.6. Ejemplo de Aplicación
El sistema mostrado en la Figura 5.6.1, es un sistema de calefac-
ción de aire centralizado (AHS). El objetivo es generar calefacción
a tres habitaciones. Cada habitación tiene un ventilador que flu-
ye aire caliente, calentado con agua caliente. El flujo de agua es
controlado por un sistema de bomba - válvula. Además tiene un
calentador central que provee de agua caliente a cada habitación y
dos válvulas (vc1 y vc2) que controlan el flujo de agua a través de
todo el sistema. De acuerdo a estas características, el sistema pue-
de ser dividido en cinco subsistemas: el subsistema 1 comprende el
sistema de calefacción central (calentador, bomba principal (pm) y
válvula de reflujo (vr) ). El calentador puede estar en tres estados
(0, 1, 2); cada estado es definido por el número de resistencias que
ha activado h1 y h2, así, el estado 0 no ha activado resistencias,
el estado 1 activa una resistencia y en el estado 2 se han activado
ambas. El subsistema 2 es el sistema de distribución (vc1 y vc2). Y
los subsistemas 3, 4 y 5 son los sistemas de calefacción locales.
Figura 5.6.1: Sistema AHS
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El sistema está equipado con un conjunto de sensores que se deta-
llan en la Tabla 5.6.1. Cada subsistema incluye un sensor de flujo
(Fi) que mide la presencia o ausencia de flujo en el subsistema.
Sin embargo, el flujo bajo es afectado cuando otro subsistema es
activado. Así, un sensor software (NFi) es diseñado en orden a
medir la desviación sobre el flujo de operación normal, teniendo en
cuenta la activación de otros subsistemas.
El sistema también incluye sensores binarios de temperatura, sen-
sores de presión y un sensor de posición para la válvula vc1.
ul,syl,j es un símbolo de E/S, por ejemplo, (u1,30y1,9) es un símbolo
de E/S en el subsistema 1, cuyos valores son: [11110, 1001], es decir,[
vrpgvgh1h2, ToT 1T 2F1
]
.
5.6.1. Funcionamiento del sistema
El sistema inicia globalmente con el evento externo que enciende el
sistema: “Son”. Los subsistemas de calefacción son localmente ini-
ciados con los eventos “Ca3”, “Ca4” y “Ca5”. Estos son eventos ex-
ternos que cambian la estrategia del controlador (ver Figura 5.6.2);
cada combinación temporizada de estos eventos externos consti-
tuye un modo de operación del sistema, como el mostrado en la
Figura 5.6.3.
Cuando el evento externo “Son” es generado, el controlador abre la
válvula de reflujo (vr) e inicia la bomba principal (pm), el calentador
inicia el proceso con un set point de temperatura a Tp1 y el agua
fluye a través del Calentador - Bomba principal - Válvula de Reflujo
- Calentador. Cuando algún subsistema es activado (“Ca3”, “Ca4”
o “Ca5”), el subsistema 1 cierra la válvula de reflujo (vr) y cambia
el set point de la temperatura a Tp2 (Tp2>Tp1 ). Si “Ca4” y/o
“Ca5” son iniciadas, entonces, las válvulas 1 y 2 correspondientes
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del subsistema 2 (vc1,vc2), son abiertas. Por otra parte, las válvu-
las y bombas locales son iniciadas cuando sea necesario (v3, v4, v5
y p3, p4, p5). Cada subsistema puede ser localmente detenido con
los eventos “ ¯Ca3”, “ ¯Ca4” y “ ¯Ca5” (Ca = ¯Ca3 ∧ ¯Ca4 ∧ ¯Ca5).
Luego, el controlador realiza la acción de cierre, cierra las válvulas
(vc1, vc2v3, v4, v5) y detiene las bombas (p3, p4, p5). Cuando todos
los subsistemas están totalmente parados, el sistema puede ser glo-
balmente parado con el evento “Soff”. Entonces, el controlador
cierra la válvula de reflujo y detiene la bomba principal (pm).
Tabla 5.6.1: Lecturas de sensor en el sistema AHS
Sensor Sub Lectura Significado
Temperatura 1 T0, T1, T2,
Si T < Tp1 T = T0, si
Tp1 < T < Tp2, T = T1,
si T2 > Tp2 T = T2.
Flujo 1 F1, NF1, Flujo, Flujo normal.
Posición 2 Po
Válvula V c1abierta o
cerrada.
Flujo 2 F2, NF2 Flujo, Flujo normal.
Flujo 3 F3, NF3 Flujo, Flujo normal.
Flujo 4 F4, NF4 Flujo, Flujo normal.
Flujo 5 F5, NF5 Flujo, Flujo normal.
Presión. 3 P3 Presión.
Presión. 4 P4 Presión.
Presión. 5 P5 Presión.
Con el objeto de mostrar las ventajas del método de identificación
propuesto, se realizarán una serie de simulaciones sobre el sistema
basadas en varios modos de operación del sistema.
Debido a que el sistema no puede trabajar si “Son” no es activa-
do, hay nueve posibles modos de operación OM = {o0, · · · , o8};
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donde o0 = Soff, ¯Ca3, ¯Ca4, ¯Ca5 o1 = Son, ¯Ca3, ¯Ca4, ¯Ca5; o2 =
Son,Ca3, ¯Ca4, ¯Ca5; · · · .Además cada test incluye las operaciones
de inicialización y finalización; por lo tanto la prueba ox, incluye
la secuencia (o0 − o1 − ox − o1 − o0).
La primera simulación a realizar se hace cuando solo opera el sub-
sistema 3, (ver Figura 5.6.3).
En la segunda simulación funcionan todos los subsistemas como se
observa en la Figura 5.6.4.
Y la tercera simulación presenta todos los posibles modos de ope-
ración dispuestos de manera consecutiva en una línea de tiempo,
como se observa en la Figura 5.6.5
5.6.2. Identificación de Escenario 1.
5.6.2.1. Generación de Eventos (Algoritmo 5.1)
El número de subsistemas es 5 y las condiciones iniciales son:
Definición del estado inicial: ω0 = {ω01.ω02.ω03.ω04.ω05};
ω01 =
[




















p5v5, F 5NF 5
]
= (u5,0y5,0).
Función de Salida Inicial
ϕ (m (p1,0)) = y1,8/
−→0 4;




Figura 5.6.2: Controlador del sistema AHS
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Figura 5.6.3: Escenario1. o0 − o1 − o2 − o1 − o0
Figura 5.6.4: Escenario 2. o0−o1−o2−o5−o8−o5−o2−o1−o0
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Figura 5.6.5: Escenario de funcionamiento total
ϕ (m (p3,0)) = y3,0/
−→0 2;
ϕ (m (p4,0)) = y4,0/
−→0 2;
ϕ (m (p5,0)) = y5,0/
−→0 2.
El vector de entradas es un arreglo de órdenes de control, basado
en el funcionamiento del sistema descrito en la Subsección 5.6.1 y
el vector de salidas es un arreglo de lecturas sensoriales, basadas
en la Tabla 5.6.1.
El sistema es inicializado externamente con “Son” ; el controlador
genera las órdenes de control cuando evolucionan las entradas ex-
ternas. Entonces el sistema reacciona y el generador de eventos
empieza a generarlos. Es de notar que el sistema inicia en modo de
operación o0, luego cambia a o1, y, cuando “Ca3” es externamente
activado, cambia a o2.
Con cada nuevo evento, el Algoritmo 5.4 crea nuevos lugares y
transiciones. En el instante τ0, los eventos generados son: (u1,0y1,8),
en el subsistema 1 y (u3,0y3,0), en el subsistema 3; las st-IPNs de
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estos subsistemas se encuentran en el estado inicial, con sus corres-
pondientes funciones de salida; como se indica en la Figura 5.6.6.
En el instante τ1, el evento generado es: (u1,30y1,9) .t1l,o1 , t1l,o1 =
21 seg, lo que indica que la orden de control es local (solo hay un
subsistema involucrado); el subsistema es el 1, se compara frente
al evento anterior en el subsistema 1 (u1,0y1,8) y se verifica que
hay cambio de estado, porque y1,9 6= y1,8, se actualiza la st-IPN
y el tiempo del evento se adiciona a δ1 en la posición (1, 1, 2):
transición 1, evento número 1 y modo de operación o1. De esta
manera se continua con el proceso de identificación on-line.
Después de completar un ciclo del proceso Soff es generado, el
Algoritmo 5.4 crea las st-IPNs para los subsistemas 1 y 3, mostra-
dos en la Figura 5.6.6.
En esta etapa de identificación, lugares y transiciones son definidos
y el modelo de las st-IPNs identificadas explican el comportamiento
del sistema. Inicialmente el sistema trabaja en modo de operación
o0 porque “Son” está activo. El Subsistema 1 inicia en el lugar p1,0;
cuando "Son" es activado el sistema cambia a modo de operación
o1, el controlador abre las válvulas de reflujo y la principal, encien-
de la bomba general y configura el calentador en modo 1 (tr1,1).
Un cambio de estado (p1,1) es generado, porque el agua fluye a
través del ciclo Calentador - PG - VR - Calentador (F1 = 1) como
es mostrado en la Figura 5.6.1. Después de un tiempo (tr1,2) la
temperatura alcanza el valor de Tp1 (18oC), por lo tanto, el siste-
ma evoluciona a otro estado (p1,2). El controlador inicia la acción
de calentar, cierra la válvula de reflujo y configura el calentador
en modo 2 (tr1,3), el cambio de estado no puede ser medido por
ausencia de sensores que detecten la operación de la válvula de
reflujo (p1,3). En este instante “Ca3” es activado; así el sistema
cambia a modo de operación o2 entonces el controlador enciende
la bomba 3 y abre la válvula 3 (tr3,1) y el subsistema 3 cambia su
estado a p3,1 porque el agua está fluyendo a través del ciclo Calen-
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(a) Subsistema 1 (b) Subsistema 3
Figura 5.6.6: st-IPNs escenario 1de simulación del sistema
AHS
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tador - Pm - P3 - V3 - Calentador. Después de un tiempo (tr3,2),
el flujo alcanza un nivel normal (NF3) y el subsistema 3 cambia
de estado a p3,2. El subsistema 1 continua con la válvula de reflujo
cerrada (tr1,4), permanece hasta alcanzar Tp2 (28oC) y cuando Tp2
es alcanzada, evoluciona a p1,4. El subsistema 3 permanece en p3,2
hasta que Ca3 es desactivada ( ¯Ca3) y o1 es alcanzado, entonces el
flujo normal cae (tr3,3) y p3,3 es alcanzado. Ahora, el controlador
apaga la bomba 3 y cierra la válvula 3, (tr3,4). Como consecuencia
el flujo en el subsistema decrece, (cambia a p3,4) hasta que el nivel
del flujo del subsistema es bajo F3, (tr3,5). Esta transición hace que
el subsistema retorne a su estado inicial (p3,0). Ahora, el controla-
dor cierra la válvula de reflujo y configura el calentador en modo
1, (tr1,5). El subsistema 1 mantiene el estado (p1,5) hasta que la
temperatura está por debajo de Tp2, (p1,6), después, el controlador
apaga la bomba, cierra la válvula general y configura el calentador
en modo 0, (tr1,7). El subsistema 1 evoluciona a p1,7, y después de
un tiempo (tr1,8) a p1,8 y la temperatura decrece hasta alcanzar el
estado inicial (p1,0). Al finalizar, Son es desactivado (Soff) y el
sistema cambia a modo de operación o0.
Sin embargo, cada transición tiene solo un dato de tiempo, por lo
que no es posible definir el tipo de distribución a la que se ajustan
los datos.
5.6.2.2. Identificación temporizada
De acuerdo a la recomendación presentada en la Subsección 5.2.4,
al menos 5 muestras son necesarias para identificar el tipo de dis-
tribución, así el escenario 1 se repetirá hasta que cada transición,
en cada subsistema y en cada modo de operación sea identificada.
Entonces, después de 5 observaciones, el Algoritmo 5.2 es ejecu-
tado. Como ejemplo se analizan los datos para la transición con
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mayor dispersión (tr3,2), en este escenario en el modo de operación
2 (o2). El vector de tiempo está segundos.
Entradas: δ3 (2, :, 3) =
[




; α = 0,05; αct = 0,05;
dop = 0,5; CD = {normal, exponencial}
l = 3, rl = 2.
• para n = 5;
δ3 (2, :, 3) = [28, 29, 26, 29, 28];
X̄ = 28, S = 1,2247, d = 1,1036.
Como d > 0,05, no hay suficientes datos para que la muestra sea
representativa.
Después de 21 observaciones, el Algoritmo 5.2 da un resultado po-
sitivo: X̄ = 28,062, S = 1,123; d = 0,49. Como d < 0,5, el
Algoritmo 5.3 es ejecutado y se calcula el tipo de distribución y
sus parámetros, presentando los siguientes resultados:
αct = 0,05. p−valueαct = 0,28724 en tabla de Kolmogorov-Smirnov
con n = 21.
Test de Hipótesis:
H0 : F0(X) v N(µ, σ2);
H1 : F0(X)  N(µ, σ2).
• Parámetros estimados F0 = N(µ, σ2) = N(28,0625, 1,1236)
y p− value = 0,1621 basado en el test de Kolmogorov-
Smirnov.
Se acepta H0 ya que p − value ≤ p − valueαct . Por lo tanto
los datos están normalmente distribuidos.
La Figura 5.6.7 muestra el comportamiento de la media a partir
de los datos del vector de tiempo para la transición tr3,2 versus
el número de muestras requeridas en el modo de operación o2. A
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medida que aumenta el número de observaciones que se realizan al
proceso, el tiempo medio se estabiliza, constituyendo estos datos
en parámetros para determinar el número de muestras necesarias
para realizar correctamente la identificación en un proceso esto-
cástico. Se puede observar que a partir de 21 muestras la media se
estabiliza.
Figure 5.6.7: Comportamiento temporizado de la transición
tr3,2
En conclusión, para realizar la identificación total del escenario 1,
o0 − o1 − o2 − o1 − o0, es necesario realizar 21 muestras de cada
transición temporizada. Esta identificación incluye las estructuras
de las st-IPNs y de todas las funciones de distribución. Como el
tiempo en las transiciones depende del modo de operación en el
cual el sistema se encuentre, porque la respuesta de los dispositivos
se ve afectada por la interacción con otros eventos externos, la
información de las transiciones se presenta en la Tabla 5.6.2.
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tr1,2 N (3, 88; 0, 33)





tr1,8 N (7, 87; 0, 33)
tr1,9 N (156, 12; 0, 33)
tr3,1 854
tr3,2 N (28, 06; 1, 12)
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5.6.2.3. Lenguaje Generado
En esta sección se muestra cómo el lenguaje observado en el esce-
nario 1, se obtiene en los subsistemas 1 y 3 y en el sistema global.
El lenguaje observado para cada subsistema es igual a los generados
por las st-IPNs:
L1 = (u1,0y1,8) (u1,30y1,9) (u1,30y1,13) (u1,15y1,15) (u1,15y1,13) (u1,30y1,13)
(u1,30y1,9) (u1,0y1,9) (u1,0y1,8) (u1,30y1,9) a instantes τ0, τ1, τ2, τ4, τ9, τ10,
τ11, τ12, τ13, τ14.
L3 = (u3,0y3,0) (u3,3y3,2) (u3,3y3,3) (u3,3y3,2) (u3,3y3,0) (u3,0y3,0) a ins-
tantes τ0, τ3, τ5, τ6, τ7, τ8.
La Figura 5.6.8 muestra el resultado del proceso de identificación
en caso que el sistema no haya sido dividido en subsistemas. El
lenguaje observado es igual al lenguaje generado por la st-IPN.
Entonces el lenguaje global es:
Lg = (u0y4096) (u7680y4608) (u7680y4608) (u7680y6656) (u3840y6688)
(u3888y6688) (u3888y6704) (u3888y7728) (u3888y7712) (u3840y7680) (u7680y7680)
(u7680y6656)
(u0y4608) (u0y4608) (u0y4096) (u0y4096) a instantes τ0, · · · , τ15.
Un símbolo de entrada global es:
ug =












Y un símbolo de salida global es:
yg =












Es de notar que, por ejemplo, en el instante τ3, el símbolo de en-
trada en el lenguaje global es u7680 y en el instante τ4 es u3840
(ver Figura 5.6.8). En esos instantes, los símbolos de entrada en
los lenguajes locales son u1,30 y u3,3.
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Figura 5.6.8: st-IPN del sistema AHS global
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De la misma manera, en los mismos instantes, el símbolo de salida
en el lenguaje global es y6656 y y6688 en τ3 y τ4, respectivamente
(ver Figura 5.6.8). Y los símbolos de salida en los lenguajes locales
son: y1,13 y y3,2. La Tabla 5.6.3 muestra estos símbolos.
Tabla 5.6.3: Símbolos de E/S en τ3 y τ4
τ3 τ4













De acuerdo a la definición 30, un símbolo global de E/S, ωi, se
obtiene a partir del splice de ωi = ωi1⊕ ωi2⊕ · · · ⊕ ωi5 para i = 3, 4.
Por lo tanto, el enfoque global y el de subsistemas representan el
mismo lenguaje. Entonces, el splice temporal sincronizado de L1 y
L3 da Lg.
Además, la ventaja de usar subsistemas es que el método identifica




5.6.3. Identificación de Escenario 2.
Sí, se cambia el funcionamiento del sistema al escenario 2
(Figura 5.6.4), las st-IPNs identificadas se muestran en la Figura 5.6.9
Cómo se puede observar en la Figura 5.6.9, las st-IPNs para los
subsistemas 1 y 3, tienen la misma estructura que las identificadas
en la anterior simulación, pero se generan en instantes de tiempo
diferentes; en esta figura también se muestran las st-IPNs para los
subsistemas 2, (sistema de distribución), 4 y 5.
El método de identificación es aditivo, entonces después de la iden-
tificación de un lenguaje asociado a un escenario particular, las re-
des identificadas crecen con las secuencias de eventos nuevos, si es
necesario.
Aunque el lenguaje generado por el sistema es más complicado con
esta nueva estrategia, las st-IPNs no han crecido en complejidad,
sólo se han incluido los subsistemas que no estaban representados.
La Tabla 5.6.4, muestra los resultados de los tiempos identificados
en los diferentes subsistemas en cada uno de los modos de operación
involucrados en el escenario 2.
Tabla 5.6.4: Identificación de transiciones temporizadas en esce-
nario 2
Transición o0 o1 o3 o7
tr1,1 21
tr1,2 N (3, 8; 0, 41)





tr1,8 N (7, 96; 0, 18)
158
5.6 Ejemplo de Aplicación
Transición o0 o1 o3 o7




tr2,4 N (26, 2; 0, 41)






tr3,2 N (28, 1; 1, 2)





tr4,3 N (29, 57; 0, 5)





tr5,3 N (26, 2; 0, 41)





(a) Subsistema 1 (b) Subsistema 2
(c) Subsistema 3 (d) Subsistema 4 (e) Subsistema 5
Figura 5.6.9: st-IPNs, AHS Escenario 2160
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5.6.4. Identificación Completa del Sistema
El último test realizado consiste en la generación secuencial de to-
das las posibles combinaciones de eventos externos (Figura 5.6.5),
así el sistema será capaz de generar un lenguaje realmente comple-
jo. Las st-IPNs de los subsistemas se muestran en la Figura 5.6.10.
Como se puede observar la estructura de las st-IPNs varía muy
poco; se adicionan algunas transiciones que corresponden a eventos
cuando el subsistema debe iniciar nuevamente.
Como el método de identificación es aditivo, después de la identi-
ficación de un lenguaje asociado a un modo particular, las redes
identificadas crecen con las nuevas cadenas de eventos si fuese ne-
cesario.
La ventaja de usar subdivisiones es que el método identifica solo
lenguajes activos lo que permite determinar qué subsistemas es-
tán operando. Adicionalmente, con el sistema dividido se tiene un
mejor manejo de las lecturas sensoriales.
La Tabla 5.6.5 compara el número de estados y de transiciones a
medida que los diferentes escenarios se van identificando, con y sin
división en subsistemas.
A partir de estos resultados se demuestra la ventaja del método
propuesto cuando el sistema se hace más complejo. Hasta el esce-
nario 9, la complejidad (número de lugares y transiciones) de la
st-IPN global es similar a las st-IPNs en el caso de identificación
en subsistemas. Sin embargo, cuando la complejidad del sistemas
se incrementa, la identificación por subsistemas reduce la comple-
jidad.
También se puede observar que la identificación del sistema global,
incrementa su complejidad con el número de modos de operación
considerados, mientras que la identificación por subsistemas no.
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(a) Subsistema 1 (b) Subsistema 2
(c) Subsistema 3 (d) Subsistema 4 (e) Subsistema 5
Figura 5.6.10: st-IPNs de identificación completa
162
5.6 Ejemplo de Aplicación
Tabla 5.6.5: Lugares y transiciones
Escenario
Sub Global
Lugares Tr. Lugares Tr.
1 7 2 3 2
2 14 14 14 15
3 22 22 22 23
4 28 32 24 31
5 28 32 24 32
6 28 32 24 32
7 28 32 24 32
8 28 32 24 32
9 28 33 33 42
10 28 33 39 52
11 32 41 44 59
12 32 42 50 68
13 32 43 52 71
14 33 43 54 74
15 34 45 57 78
16 35 48 61 83
Este comportamiento es relativo con el número de estados posi-
bles manejados por la st-IPN. El número máximo de estados en el
sistema global es Q(g)max = 2nt × 3nt , (nt es el número total de
símbolos de salida) (Ecuación 4.2.3), mientras en la identificación
por subsistemas el número máximo de estados es Q(split)max =
Qmax,1 +Qmax,2 + · · ·+Qmax,c, es decir, Q(split)max = 2n1 × 3n1 +
2n2 × 3n2 + · · ·+ 2nc × 3nc , donde n1 + n2 + · · ·+ nc = nt, se puede
comprobar que Q(g)max > Q(split).
Por lo tanto, cuando la complejidad de los sistemas se incrementa,
la estrategia de identificación por subsistemas define modelos más
simples y más fáciles de interpretar.
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5.6.5. Identificación de las transiciones
temporizadas en diferentes modos de
operación.
Como se mencionó en la Subsección 5.2.4, el tiempo en las tran-
siciones depende del modo de operación del sistema, aunque el
dispositivo mantenga su secuencia de operación.
Por ejemplo, el subsistema 3 usa la misma red para cada modo de
operación (Figura 5.6.10), pero presenta diferentes distribuciones
en cada transición para cada modo de operación, por lo que modela
comportamientos complejos.
La Tabla 5.6.6 muestra los parámetros de las distribuciones de la
transición tr3,2 en el escenario 3, para cada modo de operación.
Tabla 5.6.6: Parámetros de tr3,2
Modo de Operación Distribución
o0 NA*
o1 NA
o2 N (27, 5; 1, 194)
o3 NA
o4 NA
o5 N (14, 4; 0, 097)
o6 NA
o7 N (3, 7; 0, 049)
*“No aplica” significa que la transición no se ejecuta en ese modo de operación.
Se puede ver que el comportamiento de los tiempos, obedecen a
una distribución normal en todos los modos de operación; pero sus
parámetros varían.
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5.7. Conclusiones y Aportes del Capítulo
En el presente capítulo se presentó un método de identificación
de SED estocásticos a partir de las señales de E/S, las cuáles se
convierten en eventos y generan el lenguaje regular que modela el
comportamiento del sistema, para ser representado bajo la estruc-
tura propuesta en el capítulo de modelado.
El algoritmo de identificación propuesto usa datos E/S, on-line,
para identificar el comportamiento de cada subsistema y define las
st-IPNs que generan el mismo lenguaje que el observado.
La metodología de identificación es incremental y está directamen-
te relacionada con el objeto de modelado, es decir, modelado de
dispositivos que componen el sistema de una manera constructi-
vista. Este enfoque permite identificar todos los comportamientos
observables de los dispositivos.
Algunas de las principales ventajas de la metodología, (con res-
pecto a resultados existentes) es que maneja una gran cantidad de
entradas y salidas con un bajo costo computacional, no es necesario
tener conocimiento previo del número de lugares ni del número de
transiciones, genera modelos de tamaño reducido e incluye informa-
ción temporizada. Además, esta propuesta incluye un procedimien-
to para determinar si el sistema ha sido totalmente identificado, lo
cual no ha sido propuesto en otras investigaciones.
Por lo tanto, el principal aporte del capítulo es el formalismo del
método responsable de la identificación, la comprobación de las
propiedades de identificabilidad y el algoritmo en sí mismo. Los
resultados de la aplicación ilustran el rendimiento del algoritmo en
sistemas simulados y la aplicabilidad a sistemas de gran escala.
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6 Diagnóstico de Fallos
El diagnóstico de fallos es un tema que ha sido tratado desde dife-
rentes esquemas (Ver Sección 3.3). Teniendo en cuenta las restric-
ciones de los enfoques analizados en el capítulo 3, en esta sección
se presenta un método para detectar y aislar fallos on-line, en SED
estocásticos sin modelo previo, que mejore los resultados de los
enfoques analizados en la Sección 3.4.
La tarea de diagnóstico implica la detección, el aislamiento y la
identificación del fallo. La detección en la presente propuesta se
lleva a cabo comparando una secuencia de eventos observados con
el lenguaje normal identificado con los resultados del método de
identificación, desarrollado en el Capítulo 5; el aislamiento se puede
hacer por la división modular del sistema que permite localizar de
manera más precisa las señales que no han funcionado como se
esperaba y la identificación se realiza, en cada caso mediante el
conocimiento de los expertos del sistema.
El diagnosticador propuesto es un generador de lenguaje represen-
tado como una red de Petri interpretada coloreada, con una es-
tructura particular capaz de representar secuencias de eventos de
fallos. Una vez que un evento de fallo es detectado, un algoritmo de
aprendizaje modifica la estructura de la red, así el diagnosticador
aprende la secuencia de fallo.
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6.1. Sistema a Diagnosticar
El sistema a diagnosticar es un SED estocástico cuyo comporta-
miento se describe por la interrelación de señales de E/S, con la
misma estructura que la presentada en la Figura 4.3.1 y con las res-
tricciones presentadas en la Subsección 4.1.1. El comportamiento
del sistema se describe bajo lenguajes formales basados en secuen-
cias de eventos; además el sistema se puede dividir en subsistemas,
donde cada subsistema es una parte del sistema global con un com-
portamiento particular.
6.1.1. Flujo Compartido
Un aspecto muy importante a tener en cuenta en el proceso de diag-
nóstico de un sistema en particular, es analizar si existen sensores
que midan flujo compartido relacionado con datos, materiales, o
energía, entre subsistemas. Es decir, verificar si existen lecturas
sensoriales que midan flujo y que se vean afectadas por el compor-
tamiento de dicho flujo, en otro subsistema. La consecuencia del
flujo compartido, desde el punto de vista de diagnóstico de fallo,
es que un subsistema que opera con normalidad, en el sentido que
ningún fallo ha ocurrido, podría alcanzar un estado erróneo no des-
crito en su comportamiento normal cuando el subsistema no recibe
el respectivo servicio de flujo de otro subsistema conectado a este.
El flujo detenido podría ser ocasionado por fallos en otro subsiste-
ma arriba o hacia abajo de la línea de proceso, [100]; por lo tanto,
el modelo de un subsistema sufre acoplamiento por la interacción
entre subsistemas, [100] y por fallos de propagación, [101].
Con el objeto de incluir este hecho en el diagnosticador, se tie-
ne en cuenta la noción de sensores de flujo compartido (SFSr),
donde SFSr es el conjunto de todos los sensores que miden flujo,
discriminados por subsistemas.
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6.2. Comportamiento de Fallo
El comportamiento de un sistema puede ser descrito bajo lenguajes
formales basados en secuencias de eventos.
El conjunto de eventos del sistema a diagnosticar en esta investiga-
ción se divide en eventos observables y eventos no-observables (ver
Subsección 4.2.3), Ωl = Ωol ∪Ωuol , donde Ωuol incluye dos subcon-
juntos: eventos no-observables por fallo y eventos no-observables
regulares Ωuol = Ωfl ∪ Ωregl , (adaptado de [102]). Donde cada
ωil ∈ Ωl es un evento compuesto temporizado: ωil = (ul,syl,j) .tevl,oom .
(Ver Definiciones 2 y 4).
El conjunto de eventos compuestos temporizados normales, se de-
fine como: ΩNl ⊂ Ωol , subconjunto de los eventos observables de
un subsistema l; tal que el lenguaje normal de un subsistema l es:
LNl ⊂ Ω∗Nl .
Entonces, el comportamiento de fallo del sistema a diagnosticar se
describe a partir de secuencias de eventos en las cuales existe al
menos un evento de fallo; teniendo en cuenta que un fallo se define
como:
Definición 36 (Evento de Fallo Temporizado). Dada una secuen-
cia de eventos s y un evento de la forma: ωi∗l = (ul,syl,j) .tevl,oom ; si
s ∈ LNl∧sωi∗l /∈ LNl entonces ωi∗l es un evento de fallo temporizado.
Un evento, ωil no pertenece al lenguaje normal (basado en la defi-














































∈ LNlout pero tevl,oom /∈ [ab],




(1− α), donde 1−α es el nivel de confiabilidad y f (t) es la función
de densidad de probabilidad del evento normal.
El caso i) significa que el símbolo de entrada del evento dado no
pertenece al comportamiento normal, pero el símbolo de salida si;
en el caso ii) la situación es la contraria; en el caso iii) ninguno de
los símbolos pertenece al comportamiento normal y el caso iv) am-
bos símbolos pertenecen al comportamiento normal, pero el tiempo
del evento no está dentro del intervalo de confianza.
Por lo tanto, los casos i), ii) y vi) son eventos de fallo, cuyo efecto se
puede observar y en el caso iii) el evento de fallo es no-observable,
no-detectable.
El lenguaje de fallo se define como:
Definición 37 (Lenguaje de Fallo, LFl). Dada una secuencia de
eventos temporizados s el lenguaje de fallo es
LFl =
{
st | s ∈ LNl ∧ t ∈ L/s ∧ ∃ωi∗l ∈ t | ωi∗l /∈ LNl
}
; es decir, el
conjunto de todas las secuencias de eventos con al menos un even-
to de fallo en el post-lenguaje de una secuencia de eventos normal.
6.3. Método de Diagnóstico
El método de diagnóstico propuesto parte sin conocimiento previo
del sistema, ni en comportamiento normal, ni en comportamiento
de fallo. Para resolver el problema se propone construir un diagnos-
ticador a partir del comportamiento libre de fallo identificado con
el Algoritmo 5.4. El resultado es un conjunto de st-IPN que gene-
ran el lenguaje normal observable. LNl es el lenguaje generado por
la st-IPN identificada para el subsistema l, con l := 1 · · · c, donde
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c es el número de subsistemas. La estructura de cada modelo iden-
tificado es reformada con el propósito de que permita comparar
el comportamiento libre de fallo y el comportamiento observado.
Dada una traza de eventos t, si t /∈ LNl , ∀l, l : 1 · · · c; entonces al
menos un evento de fallo ha sido detectado, en este caso el algo-
ritmo propuesto crea un modelo de lenguaje reconocedor para esta
nueva situación y t es considerada como parte del lenguaje de fallo,
t = Lfi .
Una vez un fallo ha sido detectado, un algoritmo de filtrado es eje-
cutado con el objeto de establecer si el fallo es real o es un falso
fallo debido al efecto de propagación de fallos con base en el con-
junto de sensores de flujo compartido SFSr, definido previamente.
Cuando un fallo ha sido detectado y no ha sido eliminado por el
algoritmo de filtrado, la estructura del diagnosticador propuesta
permite aislar el fallo, al mismo tiempo la nueva traza de even-
tos Lfi , es aprendida por el diagnosticador. Así, las habilidades de
diagnóstico del diagnosticador crecen con el tiempo.
Para completar la tarea de diagnóstico se hace necesario identificar
la naturaleza del fallo, para ello el algoritmo de diagnóstico gene-
ra una caracterización del fallo con la información suficiente para
que sea remitida a un experto, quien determinará la criticidad, el
tamaño y la importancia del fallo y tomará las medidas adecuadas
para su manejo. En este instante se considera que el fallo ha sido
diagnosticado.
Con el objeto de explicar el método de diagnóstico propuesto a con-
tinuación se explica en detalle la arquitectura del diagnosticador,




6.3.1. Arquitectura para el Método de
Diagnóstico
Un conjunto de st-IPNs permiten construir un generador del len-
guaje en comportamiento normal para un sistema; pero como un
fallo cambia las lecturas esperadas de los sensores o puede bloquear
el controlador, se hace necesaria una estructura que no solo gene-
re el comportamiento normal, sino que también detecte y aísle el
fallo. Este proceso se implementa coloreando cada red identifica-
da anteriormente como una st-ICPN, con el objeto que realice la
comparación de lenguajes y detecte fallos.
El diagnosticador es una “Red de Petri Coloreada Interpretada tem-
porizada estocástica para Diagnóstico” (st-DICPN), un ejemplo de
su estructura se muestra en la Figura 6.3.1. Esta red tiene una
estructura variable, ya que en el proceso de diagnóstico aprende
lenguajes de fallos y se incrementan los vectores de marcas de las
transiciones y de los arcos.
El conjunto de clases de color está compuesto por:
Cl = {Comportamiento, V F, IF,Modo}; donde cada clase color es-
tá compuesta por un conjunto de marcas así: Comportamiento =
{〈Nl〉 , 〈(l, q) gfgfl〉}, 〈Nl〉 es una marca normal, 〈(l, q) gfgfl〉 son
marcas de fallo genérico en el subsistema l, q identifica el lugar
y el subíndice gfl es el identificador del fallo. La clase color VF
(verificación de fallo), está compuesta por: V F = {〈(l, q) gfgfl〉}.
La clase color IF (identificación de fallo), está compuesta por:
IF = {〈entero〉}. Modo es la clase de color asignada a las tran-
siciones, donde Modo = {m_N,m_fdf}, m_N “modo normal”,
m_fdf “modo fallo df”.
El conjunto de lugares es dividido en: Pl = PLNl ∪PV Fl ∪PIFl . PLNl
es el conjunto de lugares de anidamiento latente que representan
lugares con comportamiento normal, pero es posible que puedan
suceder fallos. PV Fl es el conjunto de lugares de verificación de fallo
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Figure 6.3.1: Arquitectura de una st-DICPN
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en los cuales se acumulan marcas de fallo que permiten analizar
los fallos detectados. PIFl es un lugar que contabiliza el número de
fallos detectados.
El conjunto de transiciones es divido en: TRl = TRNl ∪ TRFl .
TRNl es el conjunto de transiciones que se habilitan y disparan
con eventos normales. TRFl corresponde a las transiciones que se
habilitan cada vez que un fallo, fdf , es detectado; su disparo alcanza
marcas de fallo en PV Fl y marcas de tipo “〈entero〉” en PIFl . (fdf
es el identificador del fallo).
En la Figura 6.3.1, la parte de la red en color verde representa el
comportamiento normal, el cual ha sido identificado on-line apli-
cando el Algoritmo 5.4 a partir de secuencias observadas, sus luga-
res se consideran de anidamiento latente de fallo. La parte de la red
en color negro representa el comportamiento identificado de fallo,
aplicando on-line, el algoritmo que se describe más adelante. Los
arcos con líneas discontinuas negras se transforman en líneas conti-
nuas cuando un fallo es detectado en un lugar PLNl y la respectiva
transición es disparada en modo de fallo fdf .
En la Figura 6.3.2 se nota como la estructura cambia cuando se
detecta un fallo, ya que el vector de la trl,3 tiene dos marcas, una
para el fallo detectado y otra para posibles fallos que se detecten,
de igual manera sucede con los arcos que dependen de trl,3.
Las entradas de las matrices de incidencia son representadas por
vectores, [25]; las matrices Pre y Post para la red de la Figura 6.3.2
se observan en la Tabla 6.3.1:
6.3.2. Modelo de Diagnosticador (st-DICPN)
La st-ICPN presentada en la Definición 33, es la base para el mode-
lo de diagnóstico. Para cumplir con el requisito de tener estructura
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Figura 6.3.2: Arquitectura de una st-DICPN con un fallo.
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Tabla 6.3.1: Ejemplo de matrices de incidencia en una arquitec-
tura, st-DICPN
(a) Matriz Pre
trl,1 trl,2 trl,3 trl,4
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Nl ∧ (l, 0) gf1
1
0
Nl ∧ (l, 1) gfgf
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variable para diagnosticar nuevos fallos, se adicionan característi-
cas que se presentan a continuación.
Definición 38 (st-ICPN para Diagnóstico (st-DICPN)). Una st-
DICPN para un subsistema l, se define como stDCQl = (stCQl, fut);
donde stCQl = (CQl,Ωl, δl) es una st-ICPN definida como en la
Definición 33 para un subsistema l, con Pl = PLNl ∪ PV Fl ∪ PIFl ,
TRl = TRNl ∪ TRFl y Cl = {Comportamiento, V F, IF,Modo}.
Los conjuntos de dominio de color de lugares son: cd (PLNl) =
{Nl, (l, q) gfgfl}, cd (PV Fl) = {(l, q) gfgfl} y cd (PIFl) = {entero}.
Los conjuntos de dominio de color de transiciones son: cd (TRNl) =
{m_N} y cd (TRFl) = {m_fdf}. La función de etiquetado de
las transiciones normales es λl : TRNl × m_N → Ul.δl. δl :=




es la función que asigna funcio-
nes de densidad de probabilidad del tiempo de disparo de las
TRNl por cada OM . La función de salida de los PLNl es ϕl :
R(CQl) × cd (PLNl) → Yl/dYl. Y fut es la función de actualiza-
ción definida como fut : Ml × Yl → TRl × Prel × Postl.
Las matrices de incidencia son: Pre [p, tr] : cd (tr) → cd (p) y


























m_fdf = 〈(l, q) gfgfl〉,
Post
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{x+ 1}. Esta estructura de matrices de incidencia permite la evo-
lución de la red bajo condiciones normales o trazas de eventos
no-predefinidos.
Una transición trl,j (m_N) ∈ TRNl con λ(trl,j) = uNl,s.f (tr,oom,N),
está habilitada con respecto a m_N , en el modo de operación
oom; si ∀pl,q ∈ •trl,r (m_N), m (pl,q) ≥ I (pl,q, trl,r (m_N)) y si(





f (tl,r,oom,N) ≥ (1− α), donde 1−α es el
nivel de confiabilidad; [a, b] el intervalo de confianza y tevl,oom,N es el
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tiempo asociado al evento. Por lo tanto, una transición normal está
habilitada sí cada lugar de entrada cumple con los requerimientos
del color de su marca y si el tiempo transcurrido ha alcanzado un
cierto nivel de confianza.
6.3.3. Proceso de Diagnóstico On-line
El proceso de diagnóstico propuesto en la presente investigación
comprende diferentes etapas que se muestran en la Figura 6.3.3.
Figura 6.3.3: Proceso de diagnóstico
6.3.3.1. Etapa 1: Definición del sistema a Diagnosticar.
Una primera visión del sistema permite una aproximación del al-
cance del proceso de diagnóstico. Entonces dado el tamaño del
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sistema y bajo criterios de expertos del proceso, un primer paso
en esta etapa es la división del sistema en subsistemas con el obje-
to de reducir la complejidad del sistema y para que sea más fácil
localizar en qué estado se ha producido un fallo.
Por otro lado, el sistema a diagnosticar es un sistema con com-
portamiento dinámico, estocástico del cual no se conoce el modelo;
pero, se tiene acceso a señales que permiten inferir respecto al
comportamiento del sistema. Por lo tanto, el segundo paso en la
definición del sistema es determinar las señales a tener en cuenta
en el proceso y clasificarlas en los siguientes grupos:
Señales de entrada externas que afectan al controlador.
Señales de entrada internas que van del controlador a la plan-
ta, discriminando si van a un solo subsistema o son globales.
Señales de entrada externas que afectan el comportamiento
de la planta.
Señales de respuesta de la planta a las órdenes del controla-
dor.
Definición del conjunto de sensores compartidos SRSr
Una vez se han definido las señales, sí su lectura no es binaria, el
tercer paso es la definición de rangos que permitan su representa-
ción binaria. Además organizarlas para que puedan ser leídas como
en la secuencia seguida en la Ecuación 4.3.1, la Ecuación 4.3.2 y la
Ecuación 4.1.1.
El siguiente paso es el cálculo del tiempo de estabilización de las
lecturas sensoriales, con el objeto de evitar eventos erróneos. Si es
posible acceder a este tipo de información.
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6.3.3.2. Etapa 2: Identificación del Comportamiento Normal
on-line.
Esta etapa se realiza monitoreando el sistema on-line cuando está
trabajando en comportamiento normal, de una manera iterativa,
hasta que todos los eventos se hayan identificado, bajo un criterio
de detección estadístico. Para ello se deben cumplir los siguientes
pasos:
1. Establecimiento de las condiciones iniciales en ca-
da subsistema: Programación del modo de operación, oom
(oom ∈ OM) o una secuencia de modos de operación. Evento
inicial en cada subsistema l: ω0l = (ul,syl,j) en τ0, donde ul,s,
yl,j se asignan de acuerdo a la Definición 19 en el instante τ0.
2. Generación de eventos: Al ejecutar el Algoritmo 5.1 se
obtiene un evento de la forma ωil = (ul,syl,j) .tevl,oom .
3. Construcción de las st-IPN: El Algoritmo 5.4 construye
con cada nuevo evento las estructuras de las st-IPN para
cada subsistema, que representan las secuencias de eventos
observados en comportamiento normal.
4. Identificación Completa: Los pasos 2 - 3 se repiten hasta
que todas las transiciones de todos los subsistemas, en todos
los modos de operación programados, hayan cumplido con el
criterio de: d ≤ dop donde dop es la máxima diferencia relativa
a aceptar entre la media de la población y la media muestral
y d se calcula a partir de la Ecuación 5.2.1.
5. Resultado: Un conjunto de st-IPN que generan el lenguaje
normal observado de cada subsistema, es decir: las matrices
Pre y Post, las funciones de entrada λl (trl,r), las funciones de
salida ϕ (m (pl,q)), las funciones de densidad de probabilidad
de las transiciones δl y el marcado alcanzado con el último
evento Mk.
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6.3.3.3. Etapa 3: Adecuación de la Arquitectura del
Diagnosticador.
Para realizar la transformación de la estructura st-IPN a la estruc-
tura st-DICPN; la st-IPN es modificada de la siguiente manera:
El marcadoMk se multiplica por 〈Nl〉 y se obtiene el marcado
inicial para cada st-DICPN en cada subsistema.
Se añade el conjunto de lugares de verificación de fallo y de
identificación de fallo, PV Fl y PIFl y las TRFl a la estructu-
ra inicial, así como los arcos con líneas punteadas como se
muestra en la Figura 6.3.1.
Para representar los fallos genéricos, una marca de color de-
finida como 〈(l, q) gfgfl〉 se debe adicionar en cada lugar de
anidamiento latente, PLNl .
6.3.3.4. Etapa 4: Monitorización del proceso on-line.
El objetivo de esta etapa es obtener una secuencia de eventos ob-
servados on-line, con el objeto de detectar y aislar los fallos. Se
pretende que el proceso se realice de manera continua al proceso
de identificación del comportamiento libre de fallo. Es decir, con-
tinuar a partir de la última iteración del método de identificación
y de esta manera iniciar el diagnóstico a partir del marcado final
Mk, en un estado normal del proceso. El proceso consiste en:
1. Se inicializan las variables dfl = 0, gfl = 0 y el conjunto de
trazas de fallo identificadas, Lfdfl = {}.







el instante τk+1 en un pl,q ∈ PLNl , a partir del cual:
Si PcΩNl (ω
i
l) = ωil (ver Definición 6), entonces ωil ∈ LNl .
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Nota 1: Como las st-IPNs identificadas representan so-
lo el lenguaje normal, para comprobar si ωi∗l ∈ LNl ;
se compara ui∗l,s.tevl,oom con las etiquetas de las transicio-





tevl,oom ∈ [a, b]2, entonces existe al menos una trl,r ha-
bilitada; luego se compara yi∗l,j/dyi∗l,j con los marcados
alcanzados por las trl,r habilitadas, si ∃ϕl (m (pl,q)) |
yil,j/dy
i
l,j = yi∗l,j/dyi∗l,j entonces al menos una puede ser
disparada en modo normal. Por lo tanto, sí se cum-
plen las dos condiciones, trl,r (m_N) ∈ TRNl es dis-
parada en modo normal con λl (trl,r) = ul,s.f (tl,r,oom) y
una marca normal se coloca en m (pl,q+1) = 〈Nl〉, con
ϕl (m (pl,q+1)) = yl,j/dyl.j.
De lo contrario si PcΩNl (ω
i
l) = ε entonces ωil /∈ LNl , es
decir un fallo ha sido detectado.
Nota 2: ωil /∈ LNl sí al menos una de las dos condiciones
de la Nota 1 no se cumplen. Entonces una marca de fallo
ha sido detectada en l; Mo
⌈
σFsub > Mk+1 , donde σFsub
genera una traza de eventos t que finalizan en un fallo;
dfl = dfl + 1.
Una nueva marca en una transición trl,r ∈ TRFl es gene-
rada (si no existe) y la trl,r es disparada en modom_fdfl
(trl,r (m_fdfl)) y gfl = gfl + 1. Una marca de fallo ge-
nérico se coloca en m (pl,V Fl) = m (pl,ql) = 〈(l, q) gfgfl〉
y otra marca de tipo entero en m (pl,IFl) = 〈dfl〉.
Este proceso se observa en el Algoritmo 6.1.
3. Cuando un fallo es detectado y aislado, el siguiente paso es
determinar si se debe eliminar por falsas alarmas causadas
2[a.b]es el intervalo de confianza del tiempo de la transición trl,r en modo de
operación oom.
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Algoritmo 6.1 Proceso de detección y aislamiento






.tevl,oom ; Ml,k; Prel; Postl; λl (TRl); ϕl (Mk)
Salidas: IFl; LIFl ; st−DICPNl actualizadas.
Condiciones Iniciales: ; IFl = []; Lfdfl = {}; f_in = f ; f_out = f .
Esperar evento;













con 〈N〉; sub = l;
Calcular trhabilitadas =
{
trl,r | Pre(p∗l,q, trl,r) = 〈N〉
}
; λl (trhabilitadas) =
{λl (trl,r) | trl,r ∈ trhabilitadas};
Calcular ϕl (Mk,l)
trhabilitadas→ ϕl (Malcanzado); ϕl (Malcanzado) =
{ϕl (m (pl,q)) | Post(pl,q, trhabilitadas) = 〈N〉};
Calcular λωi∗
l





a) Si u∗l,s ∈ λl (trhabilitadas) ∧ tevoom ∈ [a, b] entonces, f_in = f ; de lo con-





∈ ϕl (Malcanzado) entonces, f_out = f ; de lo contrario
f_out = v.






.tevom ∈ LNsub y






.tevom es un fallo
genérico en p∗l,q; gfsub = gfsub + 1; entonces una nueva marca en trl,r es
generada así:
1) pre = zeros (size (Prel(1, :))) : vector de ceros excepto en
pre (psub,qsub) = Nl ∧ (sub, qsub) gfgfsub .
2) post = zeros (size (Postl(1, :))) : vector de ceros excepto en




= (sub, qsub) gfgfsub y en
post (psub,IF ) = dfl.
3) La nueva trl,r se dispara alcanzado: m (psub,V Fsub) =
〈(sub, qsub) pfpfsub〉; m (psub,qsub) = (sub, qsub) gfgfsub y
dfl = dfl + 1. m (pl,IFl) = 〈dfl〉.
4) fdfsub = fdfsub + 1.
5) Ejecutar Algoritmo 6.2.




por lecturas de sensores afectadas por flujo compartido. Para
ello se propone un algoritmo de filtrado de fallos.
El algoritmo trabaja con la información del conjunto de sen-
sores que miden flujo, definida previamente: SFSr = ∪srl,nl ,
donde nl es el número del sensor de flujo en el subsistema l.





= yl,j y yl,j = srl,1 · · · srl,nl . Si el fallo se debe a
que yl,j no es la lectura esperada en el lenguaje normal y si





con el conjunto de lecturas de sensor identificadas
previamente en eventos de fallo ISFSr en todos los subsiste-
mas y se determina si el fallo es de propagación. Este proceso
se muestra el Algoritmo 6.2.
4. Finalmente, la función fut actualiza la st-DICPN. La arqui-
tectura de la st-DICPN se actualiza de la siguiente manera:
Las marcas de fallo serán adicionadas en los lugares de
verificación de fallos.
El marcado es actualizado.
Las marcas en las transiciones de fallo son adicionadas
de acuerdo los vectores pre y post definidos en el proceso
de detección del fallo.
La traza t es incluida en el conjunto de trazas de fallo
identificadas, t ⊂ Lfdfl .
De esta manera la traza de fallo es aprendida por la st-
DICPN.
El aislamiento del fallo es llevado a cabo, una vez la traza
de fallo es conocida y aprendida. Con esta traza es posible
distinguir el subsistema en el cual sucedió del fallo así como
las señales fallidas.
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Algoritmo 6.2 Algoritmo de Filtrado de Fallos
Entradas: SFSr; sωi∗l,q ⊂ Lfi ; sω
p
l ∈ LNl .
Salidas: ISFSr.









6= Lout (ωpl ) y
∃i | sr∗l,i ∈ y∗l,j 6= srl,i ∈ yl,j, por lo tanto srl,i = srexl,i es la
lectura esperada del sensor.
1) Si srexl,i ∈ SFSr entonces:
para l : 1 · · · c
Si ∃srl,nl ∈ ISFSr entones, borrar ωi∗l,q porque es un
fallo de propagación.
de lo contrario, srexl,i ⊂ ISFSr.
fin del condicional.
fin ciclo.
2) fin del condicional.
b) de lo contrario no es fallo de propagación.
c) fin del condicional.
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6.3.4. Aplicación a un Proceso Sencillo
Ejemplo 8 (Cilindros Neumáticos). Sea un sistema compuesto por
dos cilindros neumáticos, como el que se muestra en la Figura 4.5.1.
Etapa 1: Definición del sistema a Diagnosticar
Cada cilindro se considera un subsistema. Las señales se discrimi-
nan de la siguiente manera:
Señales de entrada externas: EnExC = {cilA, cilB}, son las señales
que determinan el funcionamiento del cilindro A o del cilindro B
Señales de entrada internas a la planta de cada subsistema: EnInPA =
{LCc} = {ccA}, EnInPB = {LCc} = {ccB}.
Señales de salida de cada subsistema: SrA = {s1,1, s1,2}; SrB =
{s2,1, s2,2}.
oom = [cilAcilB]. Si cilA = 1 y cilB = 0; om = 2. Si cilA = 0 y
cilB = 1; om = 1. Si cilA = 1 y cilB = 1; om = 3. Si cilA = 0 y
cilB = 0; om = 0.
u1,s = [ccA] si ccA = 0 entonces s = 0 de lo contrario s = 1.
u2,s = [ccB] si ccB = 0 entonces s = 0 de lo contrario s = 1.
y1,j = [s1,1s1,2], donde j = 0, 1, 2, 3; y2,j = [s2,1s2,2], donde j =
0, 1, 2, 3.
Etapa 2: Identificación del Comportamiento Normal on-
line.
El sistema está trabajando en modo de funcionamiento o2.
1. El evento inicial es: ω01 = (u1,0y1,0) ,0 ω02 = (u2,0y2,0) ,0 y
las funciones iniciales de salida son: ϕ1 (m (p1,0)) = y1,0/00;
ϕ2 (m (p2,0)) = y2,0/00.
2. Se genera el evento ω11 = (u1,1y1,2) ,2, 3 en el subsistema 1.
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3. Se ejecuta el Algoritmo 5.4, se genera un nuevo lugar con
ϕ1 (m (p1,1)) = y1,2/10 y una transición con λ (tr1,1) = u1,1,2, 3
se adiciona.
4. Se repiten los pasos 2 y 3; por 13 veces hasta que d ≤ 0,05 y
todas las transiciones son identificadas totalmente.


























ϕ1 (m (p1,0)) = y1,0/00, ϕ1 (m (p1,1)) = y1,2/10, ϕ1 (m (p1,2)) =
y1,3/01, ϕ1 (m (p1,3)) = y1,2/0 − 1, ϕ1 (m (p1,4)) = y1,0/ − 10,
ϕ1 (m (p1,1)) = y1,2/10.
λ1 (tr1,1) = u1,0.f (t1,1,o2), λ1 (tr1,2) = u1,1.f (t1,2,o2), λ1 (tr1,3) =
u1,1.f (t1,3,o2), λ1 (tr1,4) = u1,0.f (t1,,4,o2), λ1 (tr1,5) = u1,1.f (t1,5,o2).
El marcado final es MK = [01000]
La st-IPN resultante se muestra en la Figura 6.3.4. (En modo de
operación o2 solo funciona el cilindro A).
En la Tabla 6.3.2, se presentan las funciones de densidad de pro-
babilidad para el ejemplo.
Tabla 6.3.2: Funciones de densidad de probabilidad de la st-IPN
de la Figura 6.3.4
trl,r oom Intervalo de Confianza (min)
tr1,1 o2 [2− 2]∗
tr1,2 o2 [3, 8− 4, 3]
tr1,3 o2 [3, 8− 4, 3]
tr1,4 o2 [2, 1− 2, 6]
tr1,5 o2 [1− 1]∗
∗ Son tiempos determinísticos
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Figura 6.3.4: st-IPN Cilindro A. Comportamiento Normal
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Etapa 3: Adecuación de la Arquitectura del Diagnostica-
dor.
Añadiendo la estructura para diagnóstico de fallo, la st-DICPN se
muestra en la Figura 6.3.5.
Figura 6.3.5: st-DICPN para diagnóstico de un cilindro neumá-
tico
Etapa 4: Monitorización del proceso on-line.
El marcado inicial es MK = [0 〈NA〉 000]; por lo tanto el lugar
inicial es p1,2.
df1 = 0, gf1 = 0, Lfdf1 = {}
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,3, 9. Siendo el estado ac-
tual p1,1, la transición que se habilita es tr1,2; λ1 (tr1,2) =
u1,1.f (t1,2,o2,NA), entonces u∗1,1 = u1,1 y 3, 9 ∈ [3, 8− 4, 3].
ϕl (m (p1,ql)) = y1,3/01 y y∗1,3/dy∗1,3 = y∗1,3/01; por lo tan-
to tr1,2 (m_N) se dispara en modo normal y en o2; enton-
ces una marca normal es alcanzada en m (p1,ql) = 〈NA〉 con
ϕ1m (p1,1) = y1,3/01.






,4, 2. Siendo el estado ac-
tual p1,2, la transición que se habilita es tr1,3 con λ1 (tr1,3) =
u1,0.f (t1,3,o2,NA), entonces u∗1,0 = u1,0 y 4, 2 ∈ [3, 8− 4, 3].
ϕl (m (p1,ql)) = y1,2/0−1 y y∗1,3/dy∗1,3 = y∗1,3/00 6= ϕl (m (p1,ql));
por lo tanto se ha detectado un fallo; df1 = 1, gf1 = 1,
tr1,8 (m_f1) se dispara en modo de fallo y una marca de fallo
es alcanzada en m (p1,5) ,m (p1,2) = 〈(1, 2) gf1〉 y m (p1,6) =
〈1〉.
La secuencia de disparo Ml,0 dσi > Ml,k es una secuencia de fa-
llo, donde σF = tr1,1tr1,2tr1,8, la cual genera una traza de fallo






; esta traza se adiciona










Al actualizar la st-DICPN con los resultados obtenidos, el diagnos-
ticador cambia su estructura, la cual se muestra en la Figura 6.3.6.
La st-DICPN no se bloquea al detectar el fallo, en este instante la
red está en el estado p1,2, a partir del cual puede continuar con el
proceso de diagnóstico; si las condiciones de la planta lo permiten.
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Figura 6.3.6: st-DICPN del cilindro con fallo f1
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6.4. Propiedades del Diagnosticador
La estructura de una red, stDCQl es variable porque el vector de
entrada de las matrices de incidencia aumenta cada vez que un fallo
es detectado y aislado, así como el número de marcas o modos en
las transiciones.
El tamaño máximo de cada stDCQl, está limitado por el número
de sensores, ya que el número máximo de fallos que pueden ser
detectados se calcula como: |fdf | = 2nsr , donde nsr es el número de
sensores.
Sea σNl una secuencia de disparo de transiciones tal que, ∀trl,r ∈
σNl , trl,r ∈ TRNl y sea s la secuencia de eventos generada por σNl
tal que s ∈ LNl (stDCQl), donde s = ω0l , · · ·ωkl . Si ϕ (m (pl,0)) =
ϕ (m (pl,k)) entonces s∗ ∈ LNl (stDCQ), es decir, s es un ciclo.
Dada una secuencia de eventos sωi∗l , tal que s ∈ LNl con s =
ω0l , · · · , ωkl a instantes τ1 ≤ · · · ≤ τk y si sωi∗l,q ∈ Lfi , la se-
cuencia de disparo de transiciones σfi que genera sωi∗l es σfi =
trl,1, · · · trl,k, trl,k+1, trl,k, donde trl,1, · · · trl,k ∈ TRNl , trl,k+1 ∈ TRFl
y Ml,0
⌈
σfi > Ml,k . La marca alcanzada en pl,V Fl es
m (pl,V Fl) = 〈(l, q) gfgfl〉 y la marca alcanzada en pl,k ∈ PLNl ,
m (pl,k) = 〈N〉 , 〈(l, q) gfgfl〉. Es decir Lfi (stDCQL) es vivo.
Lfi (stDCQ) = ω0l , · · · , ωkl ωi∗l,qωk+1l .
6.4.1. Detectabilidad
El análisis de detectabilidad se realiza con base en el enfoque de
lenguajes y se relaciona con el concepto de observabilidad presen-
tado en el capítulo de modelado.
La detectabilidad prueba si un sistema o lenguaje puede detectar la
ocurrencia de un fallo en un número finito de eventos observados.
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Basado en la Definición 36, a continuación se define la n-detectabilidad.
Definición 39 (n-Detectable). Sea s una secuencia de eventos
que finaliza en un evento de fallo y sea t una secuencia de even-







.tevl,oom es n-detectable si ∃ωil ∈ t, tal que: i)
PcΩNl (ul,s) /∈ L
Nl
in ∧ PcΩNl (yl,j) ∈ L
Nl
out, o ii) PcΩNl (ul,s) ∈ L
Nl
in ∧
PcΩNl (yl,j) /∈ L
Nl
out, o iii) PcΩNl (ul,s) ∈ L
Nl
in ∧ PcΩNl (yl,j) ∈ L
Nl
out
pero tevl,oom /∈ [a, b]3 en n pasos.
6.4.1.1. Condición Necesaria y Suficiente para
Detectabilidad
Un evento de fallo es detectable cuando después de su ocurrencia,
existe al menos una señal que no pertenece al comportamiento
normal del sistema. Esto significa que una vez ocurra un fallo, éste
es detectado sí después de un número finito de pasos al menos un
símbolo de entrada o uno de salida o el tiempo, no es el esperado
(condición necesaria).
Teorema 3 (Detectabilidad). Dada una secuencia de eventos que
finaliza en un evento de fallo, sωpl , y sean t1, t2 dos secuencias
de eventos observables, donde s, t1 ∈ LNl ∧ t1, t2 ∈ L/s; ωpl es
detectable sii PtΩNl (st1) 6= PtΩNl (sω
p
l t2).
Demostración. Sea s = ω0l , · · · , ωkl y t2 = ω
q
l , · · · , ωxl . Como t1 ∈
LNl/s ∧ t1 ∈ LNl entonces st1 ∈ LNl . Y como ωpl es un evento de
fallo entonces sωpl t2 es una traza de fallo de la stDCQl, (Lfi =
sωpl t2).








Como t1 ∈ LNl entonces ∀ωil ∈ t1, ωil ∈ ΩNl . Si ω
p
l es detectable
entonce ∃ωi∗l ∈ t2 | ωi∗l ∈ Ωol ∧ ωi∗l /∈ ΩNl (ver Definición 39) por lo
tanto t1 6= t2 y PtΩNl (st1) 6= PtΩNl (sω
p
l t2).
Condición Suficiente: si PtΩNl (st1) 6= PtΩNl (sω
p




stDCQl representa solo lenguajes observables. Si st1 y sωpl t2 están
representados en una stDCQl entonces st1 y st2 deben ser secuen-
cia de eventos observados.
Asumiendo que PtΩNl (st1) = PtΩNl (sω
p
l t2) entonces t2 ∈ LNl y ω
p
l
es no detectable. Por lo tanto queda demostrado.
6.4.2. Caracterización del Fallo
Como la presente propuesta de diagnóstico no presenta modelo
de fallo del sistema, es decir, no existe un conocimiento previo
de los fallos que puedan suceder en cuanto a nivel de criticidad,
tamaño, etc. La identificación del fallo la realiza un experto en el
sistema, a partir de la información de la caracterización del fallo,
la cual básicamente resume los resultados del proceso de detección
y localización del fallo.
La información es reportada como se indica en la Tabla 6.4.1.
Esta información al ser analizada por el experto, se discrimina el
fallo en cuanto a criticidad, tamaño e importancia y así completar
la tarea de diagnóstico del fallo.
Para el ejemplo 8, la caracterización del fallo se muestra en la
Tabla 6.4.2.
En esta tabla se puede observar que cuando el controlador emite la
orden de extender, el cilindro no llega a la posición de fin de carrera,
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Tabla 6.4.1: Caracterización del fallo
Fallo Marca de fallo.
Instante Tiempo en el cual ocurre.
Subsistema l
Lugar pl,q donde ocurre el fallo.
Señal esperada Qué lecturas se esperaban
Señal observada Qué lecturas se midieron en ese instante.
Tipo de Fallo
Indica si el fallo es por tiempo, por error
en las órdenes de control o error por
lecturas de sensores.
Señal de fallo sl,i Sensor con lectura de fallo.
ISFSr
Verifica si es un sensor de flujo
compartido.
Eliminado? Indica si se eliminó en el algoritmo defiltrado o no.
Tabla 6.4.2: Caracterización del fallo en el ejemplo 8





Señal observada y1,2/0− 1
Tipo de Fallo Fallo por lectura de sensor.
sl,i s1,2




por lo tanto puede existir un fallo en la alimentación de aire del
cilindro o existe un fallo del sensor. Un fallo en la alimentación
de aire del cilindro se considera un fallo grave del sistema, puesto
que implica que el funcionamiento del sistema no se genere y el
cilindro entre a un estado de bloqueo, si es un fallo del sensor
no se considera como fallo grave. El fallo debe ser verificado y
reparado para que el sistema pueda recobrar su funcionamiento
normal. De esta manera se ha completado la tarea de diagnóstico
y se ha empezado a construir un modelo en comportamiento de
fallo del sistema.
6.5. Aplicación al Proceso de Calefacción
de la Sección 5.6
En esta sección se va a considerar el sistema AHS, identificado en
la Sección 5.6, para el escenario 2 (ver figura Figura 5.6.4). Las
condiciones iniciales en cada subsistema son:
ω01 =
[
vrpgvgh1h2, ToT 1T 2F 1
]
= (u1,0y1,8); ω02 =
[
vc1vc2, P oF 2NF 2
]
= (u2,0y2,0); ω03 =
[
p3v3, F 3NF 3
]
= (u3,0y3,0); ω04 =
[
p4v4, F 4NF 4
]
= (u4,0y4,0); ω05 =
[
p5v5, F 5NF 5
]
= (u5,0y5,0).
Conjunto de sensores de flujo: SFSr = {sr1,4, sr2,1, sr2,2, sr3,1, sr3,2,
sr4,1, sr4,2, sr5,1, sr5,2}.
6.5.1. Detección y Localización
Paso 1
Los lenguajes normales identificados en cada subsistema son:
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LN1 = (u1,0y1,8) (u1,30y1,9) (u1,30y1,13) (u1,15y1,15) (u1,15y1,13)
(u1,30y1,13) (u1,30y1,9) (u1,0y1,9) (u1,0y1,8) (u1,30y1,9) a instantes τ0, τ1,
τ2, τ4, τ23, τ24, τ25, τ26, τ23, τ29.
LN2 = (u2,0y2,0) (u2,2y2,4) (u2,3y2,4) (u2,3y2,6) (u2,3y2,7) (u2,2y2,7)
(u2,2y2,6) (u2,2y2,4) (u2,0y2,0) (u2,2y2,4) a instantes τ0, τ6, τ10, τ12, τ13,
τ14, τ15, τ16, τ18, τ28.
LN3 = (u3,0y3,0) (u3,3y3,2) (u3,3y3,3) (u3,3y3,2) (u3,3y3,0) (u3,0y3,0) a ins-
tantes τ0, τ3, τ5, τ20, τ21, τ22.
LN4 = (u4,0y4,0) (u4,3y4,0) (u4,3y4,2) (u4,3y4,3) (u4,3y4,2) (u4,3y4,0) a ins-
tantes τ0, τ7, τ8, τ9, τ17, τ19.
LN5 = (u5,0y5,0) (u5,3y5,0) (u5,3y5,2) (u5,3y5,3) (u5,3y5,2) (u5,3y5,0) a ins-
tantes τ0, τ11, τ12, τ13, τ15, τ16.
Las funciones de densidad de probabilidad del tiempo de disparo
de las transiciones (δl) se presentan en la Tabla 5.6.4.
Las st-IPNs para esta información se muestran en la Figura 5.6.9
Paso 2:
Se asumen posibles fallos genéricos en todos los lugares de todos
los subsistemas involucrados es en este escenario de simulación.
Paso 3: Monitorización On-line
Induciendo fallos en la bomba del subsistema 4 a los 25 min., en
la válvula vc1 del subsistema 2 a los 40 min., en el calentador a
los 45 min. y en la bomba general del subsistema 1 a los 50 min.
después que el sistema empieza a operar; los eventos observados a
cada instante son:
Evento ω11 = (u1,30y1,9) ,21.
Aplicando el algoritmo:
sub = 1; PtΩN1 (ω
1
1) = (u1,30y1,9) ,21, entonces ω11 ∈ LN1 ; por lo
tanto m (p1,1) = 〈N1〉.
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Evento ω21 = (u1,30y1,13) ,4.
sub = 1; PtΩN1 (ω
2
1) = (u1,30y1,13) ,4; ya que (u1,30y1,13) ∈ ΩN1 ∧(
a ≤ tevl,oom ≤ b
)
, siendo [a, b] el intervalo de confianza de tr1,24, en-
tonces ω21 ∈ LN1 y m (p1,2) = 〈N1〉.
Evento ω33 = (u3,3y3,2) ,109.
sub = 3; PtΩN3 (ω
3
3) = (u3,3y3,2) ,109, entonces ω33 ∈ LN3 ym (p3,1) =
〈N3〉.
Evento ω41 = (u1,15y1,15) ,85.
sub = 1; PtΩN1 (ω
4
1) = (u1,15y1,15) ,85, entonces ω41 ∈ LN1 ym (p1,3) =
〈N1〉.
Evento ω53 = (u3,3y3,3) ,28.
sub = 3; PtΩN3ω
5
3 = (u3,3y3,3) ,28, entonces ω53 ∈ LN3 y m (p3,2) =
〈N3〉.
Evento ω62 = (u2,2y2,4) ,201.
sub = 2; PtΩN2ω
6
2 = (u2,2y2,4) ,201, entonces ω62 ∈ LN2 y m (p2,1) =
〈N2〉.
Evento ω74 = (u4,3y4,0) ,209.
sub = 4; PtΩN4ω
7
4 = (u4,3y4,0) ,209, entonces ω74 ∈ LN4 y m (p4,1) =
〈N4〉.
Evento ω84 = (u4,3y4,2) ,9.
sub = 4; PtΩN4ω
8
4 = (u4,3y4,2) ,9, entonces ω84 ∈ LN4 y m (p4,2) =
〈N4〉.
Evento ω94 = (u4,3y4,3) ,30.
sub = 4; PtΩN4ω
9
4 = (u4,3y4,3) ,30, entonces ω94 ∈ LN4 y m (p4,3) =
〈N4〉.
4a = 3,8064− 1,96 ∗ 0,401 y b = 3,8064 + 1,96 ∗ 0,401 (ver Tabla 5.6.4)
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Evento ω104 = (u4,3y4,2) ,14.
sub = 4; PtΩN4ω
10
4 = ε5, tproy = 14, entonces ω104 /∈ LN4 , por lo
tanto ω104 es un fallo genérico en el subsistema 4; df4 = 1,
la transición tr4,9 ∈ TRF4 se dispara en modo m_f1; pre =
[00 〈(4, 2) gf1 ∧N4〉 000], post = [00 〈(4, 2) gf1〉 0 〈(4, 2) gf1〉 〈x〉] y
m (p4,vf4) = m (p4,2) = 〈(4, 2) gf1〉 y m (p4,if4) = 〈1〉. Este fallo se
adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. gf1 no es fallo de propagación.
Evento ω114 = (u4,3y4,3) ,62.
sub = 4; PtΩN4ω
11
4 = ε6, tproy = 14 + 62, entonces ω114 /∈ LN4 , por
lo tanto ω114 es un fallo genérico en el subsistema 4; df4 = 2,
la transición tr4,9 ∈ TRF4 se dispara en modo m_f2; con
pre = [00 〈(4, 2) gf1 ∧N4; (4, 2) gf2 ∧N4〉 000],
post = [00 〈(4, 2) gf1; (4, 2) gf2〉 0 〈(4, 2) gf1; (4, 3) gf2〉 〈x〉] ym (p4,vf4) =
m (p4,2) = 〈(4, 2) gf2〉 y m (p4,if4) = 〈2〉. Este fallo se adiciona en
la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2, entonces: srex4,i = s4,2 s4,2 ∈ SFSr
y s4,2 ⊂ ISFSr.
Evento ω122 = (u2,3y2,4) ,100.
sub = 2; PtΩN2ω
12
2 = (u2,3y2,4) ,100, entonces ω122 ∈ LN2 ym (p2,2) =
〈N2〉.
Evento ω135 = (u5,3y5,0) ,209.
sub = 5; PtΩN5ω
13
5 = (u5,3y5,0) ,109, entonces ω135 ∈ LN5 ym (p5,1) =
〈N5〉.
Evento ω142 = (u2,3y2,6) ,13; ω145 = (u5,3y5,2) ,7.
5(u4,3y4,2) ∈ ΩN4 pero 14 /∈ [a, b] (intervalo de confianza del tiempo de la
tr4,4).































































































































































































































































































































6.5 Aplicación al Proceso de Calefacción de la Sección 5.6
sub = 2; PtΩN2ω
14
2 = (u2,3y2,6) ,13, entonces ω142 ∈ LN2 y m (p2,3) =
〈N2〉.
sub = 5; PtΩN5ω
14
5 = (u5,3y5,2) ,7, entonces ω145 ∈ LN5 y m (p5,2) =
〈N5〉.
Evento ω152 = (u2,3y2,7) ,26; ω155 = (u5,3y5,3) ,26.
sub = 2; PtΩN2ω
15
2 = (u2,3y2,7) ,26, entonces ω152 ∈ LN2 y m (p2,4) =
〈N2〉.
sub = 5; PtΩN5ω
15
5 = (u5,3y5,3) ,26, entonces ω155 ∈ LN5 y m (p5,3) =
〈N5〉.
Evento ω164 = (u4,3y4,2) ,41.
sub = 4; PtΩN4ω
16
4 = ε7, entonces ω164 /∈ LN4 , por lo tanto ω164 es
un fallo genérico en el subsistema 4; df4 = 3, la transición tr4,9 ∈
TRF4 se dispara en modo m_f3; con
pre = [00 〈(4, 2) gf1 ∧N4; (4, 2) gf2 ∧N4; (4, 2) gf3 ∧N4〉 000],
post = [00 〈(4, 2) gf1; (4, 2) gf2; (4, 2) gf3〉 0 〈(4, 2) gf1; (4, 2) gf2; (4, 2) gf3〉 〈x〉]
y m (p4,vf4) = m (p4,2) = 〈(4, 2) gf3〉 y m (p4,if4) = 〈3〉. Este fallo se
adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. gf3 no es fallo de propagación.
Evento ω172 = (u2,2y2,3) ,60.
sub = 2; PtΩN2ω
17
2 = (u2,2y2,3) ,60, entonces ω172 ∈ LN2 y m (p2,5) =
〈N2〉.
Evento ω182 = (u2,2y2,2) ,1; ω185 = (u5,3y5,2) ,61.
sub = 2; PtΩN2ω
18
2 = ε, entonces ω182 /∈ LN2 , por lo tanto ω182 es un
fallo genérico en el subsistema 2; df2 = 1, la transición tr2,15 ∈
TRF2 se dispara en modo m_f1; con
pre = [00000 〈(2, 5) gf1 ∧N2〉 00000],
7 (u4,3y4,2) ∈ ΩN4 tev = 14+62+41 = 117 tev /∈ [a, b] = 253,42±1,96∗0,51
[a, b] intervalo de confianza de la tr4,4
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post = [00000 〈(2, 5) gf1〉 000 〈(2, 5) gf1〉 〈x〉] ym (p2,vf2) = m (p2,5) =
〈(2, 5) gf1〉 ym (p2,if2) = 〈1〉. Este fallo se adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. srex2,i = s2,2 s2,2 ∈ SFSr y
s2,2 ⊂ ISFSr. Este subsistema no se ha recuperado del fallo.
sub = 5; PtΩN5ω
18
5 = (u5,3y5,2) ,61, entonces ω185 ∈ LN5 y m (p5,4) =
〈N5〉.
Evento ω194 = (u4,3y4,0) ,62.
sub = 4; PtΩN4ω
19
4 = ε, entonces ω184 /∈ LN4 , por lo tanto ω184 es un fallo
genérico en el subsistema 4; df4 = 4, la transición tr4,9 ∈ TRF4 se dis-
para en modo m_f4; con
pre = [00 〈(4, 2) gf1 ∧N4; (4, 2) gf2 ∧N4; (4, 2) gf3 ∧N4; (4, 2) gf4 ∧N4〉 000],
post = [00 〈(4, 2) gf1; (4, 2) gf2; (4, 2) gf3; (4, 2) gf4〉 0 〈(4, 2) gf1; (4, 2) gf2; (4, 2)
gf3; (4, 2) gf4〉 〈x〉] y m (p4,vf4) = m (p4,2) = 〈(4, 2) gf4〉 y m (p4,if4) =
〈4〉. Este fallo se adiciona en la Tabla 6.5.1. Este subsistema no se
ha recuperado del fallo.
Evento ω202 = (u2,2y2,0) ,4; ω205 = (u3,3y3,0) ,4.
sub = 2; PtΩN2ω
20
2 = ε, entonces ω202 /∈ LN2 , por lo tanto ω202 es un
fallo genérico en el subsistema 2; df2 = 2, la transición tr2,10 ∈
TRF2 se dispara en modo m_f2; con
pre = [00000 〈(2, 5) gf1 ∧N2; (2, 5) gf2 ∧N2〉 00000],
post = [00000 〈(2, 5) gf1; (2, 5) gf2〉 000 〈(2, 5) gf1; (2, 5) gf2〉 〈x〉] y
m (p2,vf2) = m (p2,5) = 〈(2, 5) gf2〉 y m (p2,if2) = 〈2〉. Este fallo se
adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2.srex2,i = s2,1, s2,2, s2,3. s2,2, s2,3 ∈ SFSr y
s2,3 ⊂ ISFSr. Este subsistema no se ha recuperado del fallo.
sub = 5; PtΩN5ω
20
5 = (u3,3y3,0) ,4, entonces ω205 ∈ LN5 y m (p5,5) =
〈N5〉.
Evento ω211 = (u1,15y1,13) ,342.
sub = 1; PtΩN1ω
21
1 = (u1,15y1,13) ,342, entonces ω211 ∈ LN1 ym (p1,4) =
〈N1〉.
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Evento ω221 = (u1,15y1,9) ,6.
sub = 1; PtΩN1ω
22
1 = ε, entonces ω221 /∈ LN2 , por lo tanto ω221 es un
fallo genérico en el subsistema 1; df1 = 1, la transición tr2,14 ∈
TRF2 se dispara en modo m_f1; con
pre = [0000 〈(1, 4) gf1 ∧N1〉 000000],
post = [0000 〈(1, 4) gf1〉 0000 〈(1, 4) gf1〉 〈x〉] ym (p1,vf1) = m (p1,4) =
〈(1, 4) gf1〉 ym (p1,if1) = 〈1〉. Este fallo se adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. ω221 no es fallo de propagación.
Evento ω233 = (u3,3y3,2) ,399.
sub = 3; PtΩN3ω
23
3 = ε, entonces ω233 /∈ LN3 , tproy = 399; por lo
tanto ω233 es un fallo genérico en el subsistema 3; df1 = 1, la
transición tr3,8 ∈ TRF3 se dispara en modo m_f1; con pre =
[00 〈(3, 2) gf1 ∧N3〉 0000], post = [00 〈(3, 2) gf1〉 00 〈(3, 2) gf1〉 〈x〉]
y m (p3,vf3) = m (p3,2) = 〈(3, 2) gf1〉 y m (p3,if3) = 〈1〉. Este fallo se
adiciona en la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. ω233 no es fallo de propagación.
Evento ω243 = (u3,3y3,0) ,67.
sub = 3; PtΩN3ω
24
3 = ε, entonces ω243 /∈ LN3 , por lo tanto ω243 es
un fallo genérico en el subsistema 3; df1 = 2, la transición tr3,8 ∈
TRF3 se dispara en modo m_f2; con
pre = [00 〈(3, 2) gf1 ∧N3; (3, 2) gf2 ∧N3〉 0000],
post = [00 〈(3, 2) gf1; (3, 2) gf2〉 00 〈(3, 2) gf1; (3, 2) gf2〉 〈x〉] ym (p3,vf3) =
m (p3,2) = 〈(3, 2) gf2〉 y m (p3,if3) = 〈2〉. Este fallo se adiciona en
la Tabla 6.5.1.
Se ejecuta el Algoritmo 6.2. srex3,i = s3,1 s3,1 ∈ SFSr y
s3,1 ⊂ ISFSr.











1 ⊂ Lf1 .
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Los diagnosticadores encontrados para los subsistemas analizados
se muestran en las Figuras: Figura 6.5.1, Figura 6.5.2, Figura 6.5.3,
Figura 6.5.4 y Figura 6.5.5, respectivamente.
En los diagnosticadores se puede observar que en el lugar de veri-
ficación de cada subsistema se presentan las marcas de fallos de-
tectados. Siendo 2, 2, 2, 3 y 0 los fallos detectados para los cinco
subsistemas respectivamente.
6.5.2. Identificación del fallo
Con base en la Tabla 6.5.1, (4, 2) gf1 es un fallo detectado en el
subsistema 4 debido a que el subsistema tarda más tiempo que el
normal en alcanzar el flujo deseado, aunque el subsistema recupe-
ra las señales, éste permanece en modo de fallo, situación que es
observable en los instantes 30, 34.1, y 40.3. Estos no son fallos de
propagación puesto que anteriormente no se han detectado en la
línea de flujo. En el subsistema 2 a los 40,1 min, se detecta un fallo
(2, 5) gf1 de posición en la válvula vc1 y no se ha alcanzado un flujo
normal; luego se bloquea totalmente el flujo, como se observa en el
fallo (2, 5) gf2. En el subsistema 1 a los 45,2 min se detecta un fallo
de temperatura (1, 4) gf1, se asume por fallo en el calentador, el
fallo de la bomba general que se indujo a los 50 min no se detecta
puesto que el sistema no se ha recuperado del fallo. En el subsiste-
ma 3, a los 53,6 min se detecta un fallo temporizado (3, 2) gf1 ya
204
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Figura 6.5.1: st-DICPN Subsistema 1
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Figura 6.5.2: st-DICPN Subsistema 2
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Figura 6.5.3: st-DICPN Subsistema 3
Figura 6.5.4: st-DICPN Subsistema 4
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Figura 6.5.5: st-DICPN Subsistema 5
que el flujo no alcanza el nivel deseado en el tiempo normal y en el
minuto 60,3 el flujo cae, el fallo detectado es en un sensor de flujo
sr3,1. sr3,1 pertenece a la línea de fallos de flujo y un fallo en un
sensor de flujo se ha dado previamente, pero no ha sido detectado;
por lo tanto el fallo no es eliminado.
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6.6. Comparación con otros Métodos
Con el propósito de mostrar las contribuciones del presente estudio,
en esta sección se realiza una comparación de los métodos relacio-
nados en Sección 3.4 con el método de diagnóstico propuesto.
La primera propuesta a comparar es el método de diagnóstico pre-
sentado en [1], la cual se denominará “IPN no-determinista”, la
segunda propuesta es el enfoque de residuos presentado por [3],
que se denominará “Diagnosticador NDAAO” y la presenta pro-
puesta “st-DICPN”.
Estos enfoques presentan diferentes características en cuanto a:
utilización de modelos del sistema en comportamiento de fallo o
libre de fallo, utilización del tiempo en el proceso de diagnóstico y
herramienta de modelado del diagnosticador.
Para analizar las ventajas y desventajas de cada uno, se propone
realizarlo con base a los siguientes criterios adaptados de [103]:
Habilidad para detectar (Detectabilidad) y diagnosticar un
fallo (Diagnosticabilidad).
Precisión en la localización del Fallo.
Generación de falsas alarmas.
Aplicabilidad a sistemas reales.
6.6.1. Detectabilidad y Diagnosticabilidad
La “IPN no-determinista”, es construida a partir de un conjunto
de fallos predefinidos, por lo tanto su habilidad para detectar y
diagnosticar fallos depende de si el fallo está contenido dentro de
este conjunto; además, cuando se genera el proceso de diagnóstico
on-line y dada una secuencia de eventos observados, la estrategia
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de detección de fallos se basa en el cálculo de una función diag-
nosticador que se soluciona como un ILPP y permite decidir si el
comportamiento es normal, de fallo o ambiguo; un comportamiento
es ambiguo cuando existe duda si el fallo ha sucedido o no, com-
portamiento que puede ser consecuencia que el modelo de la red
es no-determinista; en la solución del ILPP del diagnosticador se
incluye la información del tiempo, con el objeto que el algoritmo
sea más preciso.
El “Diagnosticador NDAAO”, no tiene modelo del comportamien-
to en fallo; un fallo es detectado comparando comportamientos. Su
habilidad para detectar fallos, en un proceso on-line, depende de la
precisión del modelo identificado a partir del lenguaje observado;
esta precisión depende entre otros aspectos del tamaño de las pala-
bras que componen el lenguaje; por lo tanto se pierde precisión en
la medida que el tamaño del sistema aumenta, además el modelo
identificado es no-determinista. A partir del estado inicial y dada
una secuencia de lecturas de E/S y de los “bordes”, se compara
con el modelo identificado, si la secuencia observada no coincide
con el diagnosticador un fallo es detectado. Los fallos detectados
se relacionan con fallos en sensores o actuadores.
La “st-DICPN” detecta fallos a partir de la comparación del com-
portamiento observado con el lenguaje normal identificado previa-
mente; por lo tanto, igual que en el método anterior, la habilidad
para detectar fallos depende del modelo identificado. El modelo
identificado es determinístico, generado a partir del lenguaje com-
puesto por palabras que se construyen con cada nuevo evento, cuya
longitud la determina el comportamiento del sistema. Las transi-
ciones identificadas en el modelo, consideran un rango de tiempo
como intervalo de confianza de una función de densidad de proba-
bilidad, en el cual su comportamiento es normal. A partir de un
estado normal y dado un evento, la detección del fallo se realiza
comparando las etiquetas de las transiciones habilitadas, las fun-
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ciones de salida en los lugares alcanzados y del tiempo transcurrido
en la estructura de la PN propuesta. Por lo tanto, este método de-
tecta fallos por fallos en actuadores, en sensores y en el tiempo
del evento. La tarea de identificación del fallo, para completar el
diagnóstico, igual que en el método anterior la realiza un experto
en el sistema.
En resumen; La “IPN no-determinista” puede detectar los fallos
predefinidos bajo un modelo no-determinista, teniendo en cuenta
el tiempo; el “Diagnosticador NDAAO” puede detectar cualquier
tipo de fallo que pueda ser medido por las señales de E/S bajo un
modelo no-determinista sin tener en cuenta el tiempo y el método
propuesto en esta investigación también puede detectar cualquier
tipo de fallo que pueda ser medido por las señales de E/S; pero
bajo un modelo determinista y con una estructura de tiempo que
permite detectar algunos fallo que no pueden ser medidos por las
señales de E/S.
6.6.2. Precisión en la localización del fallo
La “IPN no-determinista” garantiza la localización del fallo puesto
que son fallos predefinidos, el “Diagnosticador NDAAO” y la “st-
DICPN” presentan propuestas basadas en el cálculo de residuos y
en el análisis del lenguaje de salida respectivamente; pero la preci-
sión en la localización no es totalmente garantizada, se localiza la
señal que ha fallado; pero no es posible distinguir si el fallo es por
un dispositivo o por un fallo de sensor o del actuador.
6.6.3. Generación de falsas alarmas
Las falsas alarmas pueden ser generadas por diferentes causas como
fallos en la instrumentación del sistema o fallos por flujo compar-
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tido. Un punto importante que deben tener los métodos de diag-
nóstico es contemplar la relación temporal y causal que tienen los
fallos. Los tres métodos analizados no garantizan la detección de
falsas alarmas puesto que son modelos incompletos de fallo [103]; la
“st-DICPN” propone un método de filtrado de fallos, el cual puede
eliminar fallos por falsas alarmas generados por flujo compartido
entre subsistemas, a partir de la definición temporal de los fallos
detectados.
6.6.4. Aplicabilidad del Diagnosticador
La mayoría de los sistemas dinámicos de gran escala pueden con-
siderarse SED en un determinado nivel de abstracción. En este
sentido, los métodos de diagnóstico de fallos basados en modelos
de eventos discretos son aplicables no solamente a los sistemas es-
pecíficos clasificables como SED, sino también a los sistemas de
naturaleza continua.
Bajo un enfoque centralizado en “IPN no-determinista”, el tamaño
del modelo crece en la medida que el número de fallos definidos au-
menta y la solución del diagnosticador incrementa su complejidad;
por lo tanto, su aplicación en sistemas complejos se ve afectada;
además el conocimiento previo del sistema debe ser muy exhausti-
vo para que el modelo se ajuste mejor al comportamiento real del
sistema. Para la aplicación en sistemas de gran tamaño los autores
proponen un enfoque distribuido. El modelo sobre el cual se rea-
liza el diagnóstico es no-determinístico y esta condición no es una
condición de los sistemas industriales, ya que el modelo genera un
comportamiento ambiguo pero el sistema no.
La “st-DICPN” y el “Diagnosticador NDAAO”, utilizan señales de
E/S del sistema observadas directamente el sistema, el conocimien-
to previo del sistema no es muy profundo; por lo tanto, pueden ser
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aplicables a cualquier tipo de sistemas con señales que puedan ser
representadas de manera binaria y cuyo comportamiento pueda ser
modelado por lenguajes.
El “Diagnosticador NDAAO”, presenta inconvenientes cuando se
aplica a sistemas de gran escala, puesto que la precisión del mo-
delo identificado depende del tamaño de las palabras de lenguaje;
además, es no-determinista y no es aplicable en sistemas que pre-
senten variabilidad en la generación de señales. Bajo un enfoque
distribuido existe una propuesta de diagnóstico.
La “st-DICPN” es un método de diagnóstico con enfoque centrali-
zado, cuando se aplica a sistemas de gran escala el sistema se iden-
tifica dividiéndolo en subsistemas; pero cada subsistema se modela
de manera independiente; por lo tanto, se conservan las propieda-
des del enfoque centralizado. Cada modelo es determinista, no solo
tiene en cuenta las señales intercambiadas entre el controlador y
la planta, sino que además incluye señales externas que afectan al
controlador e influyen en el tiempo de los eventos. Cuando una
secuencia de fallo es detectada, ésta es aprendida por el diagnosti-
cador en modo de fallo; de esta manera el diagnosticador cada vez
que es ejecutado, se aproxima al comportamiento real del sistema.
6.7. Conclusiones y aportes del capítulo
En el este capítulo se presentó una propuesta de diagnóstico de
fallos en SED estocásticos. El método detecta y aísla fallos sin
conocimiento previo del modelo del sistema. Para hallar el diag-
nosticador, primero se monitorea el sistema hasta encontrar un
modelo, cuya representación presenta las características mostradas
en el capítulo de modelado y el proceso de consecución del modelo
se realiza con base en el método de identificación propuesto en el
capítulo 5; una vez encontrado el modelo se convierte en una red
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de Petri coloreada y sobre ella se realiza el proceso de diagnóstico.
El diagnosticador presentado es un generador determinista de len-
guaje temporizado, con características particulares en cuanto a que
puede detectar cualquier tipo de fallo que influya de alguna manera
en los valores de las señales del sistema, presenta una estructura
sin bloqueos que permite evolucionar la red, una vez el fallo haya
sido reparado; permite realizar análisis de detectabilidad basado
en la operación de proyección definida en el presente documento.
El diagnosticador aprende los lenguajes de fallos detectados.
El método de diagnóstico propuesto, se puede aplicar a cualquier
tipo de sistema, independiente de su tamaño.
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En este capítulo se presenta la aplicación del método de diagnóstico
en sistemas reales.
7.1. Sistema Fotovoltaico (PVS)
La energía solar fotovoltaica es una de las alternativas de gene-
ración renovables más extendidas; las instalaciones fotovoltaicas
tienen aplicaciones que van desde usos domésticos hasta grandes
parques solares, la instalación implica una inversión significativa
que debe ser cuidada para preservar la productividad durante su
vida útil, que en el caso del panel fotovoltaico puede superar los
20 años. Un conjunto fotovoltaico puede seguir trabajando en es-
tado de fallo aparentando un comportamiento normal con algunas
pérdidas de energía; si el estado de fallo se mantiene, un daño per-
manente o el envejecimiento prematuro en los componentes puede
ocurrir, [104]. Por lo tanto, hacer un adecuado mantenimiento y
rápidas reparaciones en los componentes del sistema, permiten ob-
tener la máxima generación posible.
La mayoría de las técnicas de diagnóstico de fallos parten de un
modelo creado a partir de la ecuación del circuito equivalente de
una célula fotovoltaica en función de la irradiancia y temperatura,
esto permite obtener la caracterización de la célula, es decir, la
curva de comportamiento I-V y por consiguiente la caracterización
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del módulo, [105, 106], que incluye valores como: Voltaje de circuito
abierto (Voc), Intensidad de corto circuito (Isc), Voltaje máximo
(Vmax), Corriente máxima (Imax) y punto de máxima potencia
(MPP) para la radiación de condiciones estándar de prueba (STC).
7.1.1. Descripción del Sistema y Adecuación de
señales
7.1.1.1. Sistema Fotovoltaico
El generador Fotovoltaico, objeto de estudio, hace parte del labora-
torio de recursos energéticos distribuidos (LabDER) del Instituto
de Ingeniería Energética de la Universidad Politécnica de Valencia,
los módulos se encuentran instalados en la cubierta de la nave, con
orientación sur e inclinados a 30º; el sistema está conformado por
11 módulos conectados en serie a un inversor de tipo “en red” de
2.5k W, (Figura 7.1.1).
La Tabla 7.1.1, resume los valores eléctricos del generador fotovol-
taico. En el mismo plano de los paneles, se encuentra instalado un
sensor de radiación solar que proporciona además la temperatura
de la superficie de los módulos y la temperatura ambiente.








7.1 Sistema Fotovoltaico (PVS)
Figura 7.1.1: Sistema fotovoltaico del LabDER, UPV
7.1.1.2. Adquisición de datos
Tanto el inversor solar como el sensor de radiación están provistos
de puertos de comunicaciones ModBus serie, el primero trabaja
con RS-232 y el segundo con RS-485; por lo que se han instala-
do tarjetas transductoras que permiten convertir el protocolo serie
a TCP/IP para llevarlos mediante conexiones Ethernet a un PC
en donde se han programado las comunicaciones y la adquisición
de datos usando LabVIEW. El PC cuenta con dos tarjetas de co-
municaciones Ethernet, en la primera se crea la red local LAN,
que comunica con todos los equipos del LabDER y la segunda se
conecta a la intranet de la UPC y a Internet.
La Figura 7.1.2 muestra el esquema del generador fotovoltaico, in-
cluyendo líneas de comunicación de datos.
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Figura 7.1.2: Esquema generador fotovoltaico
7.1.1.3. Binarización de Señales
Para efectos de identificación y diagnóstico se considera todo el
sistema, sin divisiones y las señales a tener un cuenta son:
La señal de entrada externa es la radiación solar (W/m2).
La señal de entrada es el voltaje de referencia (V).
Y las respuestas del sistema son: la potencia DC (W), la
corriente (A) y la temperatura superficial (ºC).
Para convertir los valores de las señales a valores binarios se han
establecido rangos de operación, de acuerdo al conocimiento de un
experto en el sistema. Estos rangos se muestran en la Tabla 7.1.2.
Un ejemplo de un evento de la forma ωi = (usyj) .tevoom , para el sis-
tema fotovoltaico es ωi = (u2y584) ,69 lo cual significa que el voltaje
de referencia está entre [360− 599](u2 = [00010]), que la potencia
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Tabla 7.1.2: Rangos de operación para PVS
Señal Rango Señal Rango
Radiación
Solar (W/m2)
[0− 20] [1200− 1800]
[20− 200] [1800− 2500]
[200− 900] Corriente (A) [0− 0, 002]
[> 900] [0, 002− 0, 6]
Voltaje (V ) [0− 180] [0, 6− 3, 8]






[360− 599] [16− 25]
[≥ 600] [25− 60]
Potencia DC
(W )




DC está entre [1200− 1800], la corriente entre [0, 002− 0, 6] y la
temperatura entre [0− 16] (y584 = [001001001000]) y el tiempo
entre los eventos ωi−1 y ωi es de 69 min.
La función de salida representa un estado del sistema, cuyo com-
portamiento lo define el estado de cada una de las señales medidas.
La radiación solar es una señal de disturbio del sistema; por lo
que se considera una señal de entrada externa. Esta señal define
los modos de funcionamiento oom del sistema, por ejemplo o2 =
[0010] significa que la radiación solar se encuentra entre [200− 900]
(W/m2).
7.1.2. Identificación del comportamiento normal
El sistema se observó por varios ciclos de funcionamiento, en un
comportamiento normal y la st-IPN identificada se muestra en la
Figura 7.1.3.
En la estructura de la st-IPN es posible identificar tres comporta-
mientos diferenciados del PVS. En primer lugar se identifican los
estados de inicialización del funcionamiento hasta que se estabili-
za, en segundo lugar se muestra el trabajo del sistema en máxima
producción y finalmente la reducción de la potencia.
220
7.1 Sistema Fotovoltaico (PVS)
Figura 7.1.3: st-IPN para PVS
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La información temporizada de las transiciones, respecto a las fun-
ciones de densidad en cada modo de operación se muestra en la
Tabla 7.1.3, así como los intervalos de confianza, asumiendo un
nivel de confianza del 95%.
Tabla 7.1.3: Información de la st-IPN para el PVS
λ ϕ
Transición Función de Densidad
pre post o1 o2 o4 o8
u1 y1096 0 1 N (17, 5; 1, 2) N (56, 1; 5, 2)
u1 y1096 1 2 N (5; 0, 3)
u2 y1160 2 3 N (70, 8; 0, 1) N (4, 25; 1, 25)
u2 y1160 3 0 N (7; 1, 03)
u4 y1096 0 1 N(1; 0, 3)
u4 y1096 3 1 N (3, 75; 0, 82)
u2 y1096 1 2 N (3, 6; 0, 35)
u4 y584 2 4 N (7, 5; 0, 15)
u4 y552 4 5 N (3, 4; 0, 13)
u4 y548 5 6 N (9; 1, 25) N (8; 2, 05)
u4 y552 6 7 N (12; 1, 3) N (48; 5, 12)
u4 y548 7 6 N (8, 2; 2, 3) N (116; 5, 8)
u4 y546 6 8 N (24; 3, 01)
u4 y548 8 9 N (3; 0, 325)
u4 y530 9 10 N (28; 2, 04) N (10; 2, 1)
u4 y548 10 11 N (20; 2, 14)
u4 y552 11 7 N (42; 2, 16) N (11; 1, 3)
u4 y584 7 12 N (3, 2; 0, 2)
u4 y552 12 5 N (63; 2, 03) N (7, 5; 0, 18)
u4 y552 5 13 N (42; 3, 04) N (98; 4, 06)
u2 y548 13 6 N (5; 0, 2) N (3; 0, 15)
u4 y530 8 14 N (11; 1) N (3; 0, 5)
u4 y546 14 15 N (7; 0, 01)
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λ ϕ
Transición Función de Densidad
pre post o1 o2 o4 o8
u4 y530 15 14 N (9; 0, 1) N (13, 5; 0, 2)
u4 y548 15 9 N (6, 5; 0, 2) N (8, 5; 0, 3)
u4 y546 9 8 N (4; 0, 1) N (23; 0, 02)
u4 y552 9 7 N (2; 0, 93)
u4 y584 5 12 N (3, 3; 0, 25) N (36; 0, 1)
u4 y1096 12 16 N (36, 7; 3, 1)
u4 y1160 16 3 N (15; 1, 9)
u4 y1160 3 0 N (1; 0, 6)
u2 y1160 0 0 N (23; 2, 82)
u1 y1160 1 3 N(3; 0, 13)
u1 y1096 3 1 N(4; 0, 2) N(5; 0, 55)
u1 y1096 2 2 N(3, 9; 0, 1) N(17, 3; 4, 1)
u4 y1096 2 2 N(44; 5, 5)
u2 y1160 1 3 N(63; 2, 5)
u2 y1064 2 17 N(23, 8; 2, 03)
u4 y552 17 18 N(52; 1)
u4 y548 18 6 N(36; 2, 15)
u4 y292 6 19 N(17; 3, 01)
u4 y548 19 20 N(24, 8; 2, 05)
u4 y546 20 8 N(36; 4, 25)
u4 y290 15 21 N (25; 1, 25)
u4 y274 21 22 N(33; 5, 01)
u4 y530 22 23 N(14, 9; 2, 2)
u4 y546 23 15 N(10; 1, 14)
u4 y648 12 24 N(52, 2; 2)
u4 y1160 24 25 N(5, 65; 0; 97)
u2 y1160 25 0 N (75, 8; 4, 12)
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7.1.3. Proceso de Detección y Localización de
Fallos
En aras de explicar el comportamiento de fallo del sistema, a con-
tinuación se representa la composición del símbolo de salida.
yj =








A partir de la monitorización del sistema fotovoltaico se han de-
tectado algunos fallos que se relacionan en la Tabla 7.1.4.
7.1.4. Identificación de los Fallos
Al analizar los resultados del proceso de la monitorización del siste-
ma fotovoltaico, se observa que los fallos encontrados no correspon-
den a daños en los dispositivos, son eventos con un comportamiento
no deseado.
En este ejemplo, los fallos f1 y f4, se deben a las lecturas de poten-
cia fuera del rango; esto significa que la señal de potencia supera
a 2500 vatios. Esto es físicamente imposible debido a que el inver-
sor está limitado a 2,5 kW; por lo que se puede deducir que es un
problema de comunicación.
El fallo f2, es un fallo que muestra un cambio en la tensión de
referencia sin que previamente existiese un cambio de potencia;
luego f2 refleja una orden de control errónea creada por el inversor.
En f3 y f8, los fallos están relacionados con una señal de corriente
menor a la esperada y con señales de voltaje y potencia normales;
esto se puede explicar por un problema de comunicación o por un
retraso en la actualización de los registros de memoria del inversor.
El fallo f5, muestra señales de potencia y corriente fuera de rango;
dos posibles situaciones pueden explicarlo: la primera es un error de
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comunicación en la adquisición de datos, la segunda es la presencia
de un sombreado parcial que reduce la radiación solar recibida por
el generador fotovoltaico, pero no en el sensor de radiación o al
revés, el resultado es en una potencia de salida superior o inferior
a la potencia esperada.
Los fallos f6 y f7 están relacionados con la tensión, esto ocurren
cuando hay cambios repentinos en la radiación solar y el algoritmo
de seguimiento del punto de máxima potencia del inversor (Maxi-
mun Point Powew Tracker – MPPT) genera un voltaje de consigna
que oscila entre máximos y mínimos para buscar el punto óptimo
de trabajo y obtener el máximo rendimiento del generador. f6 y f7
no son fallos reales, son acciones para recuperar el funcionamiento
normal del sistema y que no fueron detectadas en el proceso de
identificación.
7.2. Punzonadora
La Figura 7.2.1 muestra una máquina que simula el proceso de
punzonado, instalada en el laboratorio de automatización de la
UPV.
Su funcionamiento comienza cuando se pulsa el botón de marcha
(M) y se activan las fotocélulas. Tras un segundo se puede iniciar
el proceso si no hay pieza al inicio o final de la cinta y la máquina
se encuentra situada arriba, de lo contrario se ejecutará una rutina
de recuperación. En el funcionamiento normal, una vez se detecte
una pieza al inicio de la cinta (E1) se selecciona el movimiento de
la cinta (M2) hacia la máquina, a los 0.5 segundos se moverá la
cinta (M2-ON) llevando la pieza a la máquina. Una vez se detecte
que la pieza está debajo de la máquina (E2) la cinta se detiene y
se genera la orden de mover la máquina hacia abajo (M1). A los




su final de carrera (E4). A continuación se esperarán 2 segundos
con la máquina parada, seleccionando movimiento ascendente de la
máquina. Luego se activa el ascenso de la máquina y el movimiento
de extracción de la cinta (con la cinta parada). Una vez la máquina
llegue a su posición superior se extraerá la pieza de la cinta hasta
que ésta alcance el sensor inicial de la cinta (E1).
Cuando el operario retire la pieza el sistema se detendrá, esperando
una nueva pulsación de marcha para iniciar el proceso. La rutina
de recuperación se ejecutará, si tras pulsar el botón de marcha
la máquina no está en posición o hay una pieza en alguna de las
posiciones de los sensores. Primero se verifica que la máquina está
en su posición, de lo contrario se selecciona el movimiento arriba y
a los 0.5 segundos, la máquina se mueve hasta alcanzar su posición
superior.
Después se verifica si hay pieza debajo de la máquina, en ese caso
se selecciona el movimiento de extracción de la cinta y a los 0.5
segundos se extrae la pieza por la cinta hasta llegar a la posición
inicial. En ese momento se espera que el operario retire la pieza. Por
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último se verificará si hay pieza al inicio de la cinta, en ese caso se
esperará que el operario retire la pieza. Cuando se cumplan todas
las condiciones, se puede volver a la situación inicial, de modo que
se inicie el sistema tras pulsar el botón de marcha.
Las direcciones de entradas y salidas se muestran en la Tabla 7.2.1.
Tabla 7.2.1: Señales de E/S de la punzonadora
(a) Lecturas sensoriales
Variable Dirección Descripción
E0 0.0 Pulsador de marcha
E1 0.1 Pieza al principio de la cinta
E2 0.2 Pieza al final de la cinta
E3 0.3 Máquina arriba
E4 0.4 Máquina abajo
EM 0.5 Interruptor de emergencia
(b) Órdenes de Control
Variable Dirección Descripción
M3 100.4 Activar células
M2-ON 100.1 Activar cinta
M2 100.0 Dirección cinta (0=atrás, 1=adelante)
M1-ON 100.3 Activar máquina
M1 100.2 Dirección máquina (0=atrás, 1=adelante)
7.2.1. Comportamiento Normal Identificado
Como señales de entrada externas se consideran el pulsador de
marcha y el interruptor de emergencia, estas señales determinan el
modo de funcionamiento del proceso.
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Las entradas del sistema son las órdenes de control: Activar células,
activar cinta, dirección de cinta, activar máquina punzonadora y
dirección de máquina.
Las salidas son las lecturas de los sensores E1-E4, mostrados en la
Tabla 7.2.1a.
La st-IPN que representa el comportamiento normal se muestra en
la Figura 7.2.2.
Figura 7.2.2: st-IPN Punzonadora
El comportamiento temporizado de las transiciones, para un nivel
de confiabilidad del 95%, se puede observar en la Tabla 7.2.2. Solo
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se tiene un modo de funcionamiento: cuando el pulsador está en
marcha (o1).
Tabla 7.2.2: Información temporizada del modelo de la punzona-
dora
Transición Función de densidad Intervalo de Confianza
tr1 N (4, 33; 1, 527) [7, 327− 3, 303]
tr2 N (1, 33; 0, 577) [2, 464− 0, 943]
tr3 N (15, 5; 0, 707) [12, 023− 13, 881]
tr4 1 [1− 1]
tr5 N (2; 1, 412) [1, 046− 4, 771]
tr6 N (2, 5; 0, 707) [2, 023− 3, 885]
tr7 1 [1− 1]
tr8 N (6; 1, 53) [4, 968− 8, 998]
tr9 N (14; 1, 414) [13, 046− 16, 771]
7.2.2. Detección y Aislamiento de Fallos
Induciendo fallos en el proceso y monitorizando el proceso on-line
el diagnosticador resultante se muestra en la Figura 7.2.3 y la ca-
racterización de los fallos en la Tabla 7.2.3
Tabla 7.2.3: Localización de fallos en la punzonadora








f1 35 7 Salidas [0010] [0110] s2
f2 49 8 Salidas [0010] [1010] s1
f3 92 8 Entradas [01010] [01000]
f4 96 8 Entradas [01010] [01011]
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Figura 7.2.3: st-DICPN para punzonadora
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7.2.3. Identificación de los Fallos
Estando en el lugar 7 se da la orden de dirigir la cinta hacia atrás;
pero el sensor 2 detecta pieza al final y ocurre el fallo 1 ((1, 7) f1);
después de un tiempo se mantiene la misma orden y la pieza es
retirada; la st-DICPN se mantiene en el lugar 7 con una marca
normal y de fallo; por lo tanto puede evolucionar al lugar 8 cuando
la pieza es retirada, estando en el lugar 8 el sistema debe regresar
a su estado inicial; pero ya existe detección de pieza al inicio y el
controlador sigue emitiendo órdenes asumiendo lecturas normales,
por lo tanto el sistema no regresa a un estado normal hasta que el
fallo en el sensor haya sido reparado.
7.3. Proceso Neumático
Se implementó un sistema en el laboratorio, el cual dispone de
una placa con 6 cilindros neumáticos como la que se muestra en la
Figura 7.3.1.
El esquema de los dispositivos accesibles desde el PLC se muestra
en la Figura 7.3.2.
La placa dispone de dos cilindros monoestables (CA y CF), así
como de cuatro biestables (CB, CC, CD y CE). Para esta práctica
se utilizan tres biestables. Además dispone de un panel de mando
que incluye dos botones (botón verde (BV) y botón negro o ro-
jo (BN)), un selector de dos posiciones (S2), un selector de tres
posiciones (S3), dos luces (luz verde (LV) y luz roja (LR)) y una
seta de emergencia. Las direcciones de las variables en el PLC se
muestran en la Tabla 7.3.1.
El proceso implementado consta de tres operaciones: A, B y C;




Figura 7.3.1: Proceso neumático
Figura 7.3.2: Esquema dispositivos del proceso neumático
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Operación A (Botón S3 a la izquierda): Se extrae CB, cuando llegue
al final extraer CD y a su vez cuando CD llegue al final, extraer
CE y luego replegarlos en orden inverso: primero CE, luego CD y
al final CB. Esta secuencia se repite tres veces seguidas. Una vez
finalizado, se espera 1 segundo para completar la operación.
Operación B (Botón S3 al centro): Se extraen simultáneamente
los tres cilindros, se espera a sincronizarlos todos en sus finales de
carrera y luego retraerlos y volver a sincronizarlos en sus finales de
carrera. Esta secuencia se debe repetir cuatro veces seguidas. Una
vez finalizado, se esperan 2 segundos para completar la operación.
Operación C (Botón S3 a la derecha): Se extraen CB y CE, una
vez hayan alcanzado ambos sus finales de carrera se extrae CD,
cuando éste llegue a su final de carrera, se retraerá CD hasta el
final de carrera y volverá a extraerse. Una vez llegue al final se
retraerán los tres cilindros. Una vez finalizado, se espera 1 segundo
para completar la operación.
La máquina funciona en dos modos de operación que dependen de
la posición del botón S2.
Modo manual (S2 a la derecha): Se selecciona la operación a realizar
y se pulsa la marcha.
Modo automático (S2 a la izquierda): Al pulsar la marcha se efectúa
la operación A, luego la B y a continuación la C. La máquina
sigue repitiendo el ciclo hasta que S2 cambie de posición, en ese
momento, terminará la operación que esté realizando y volverá al
estado de reposo. La máquina no entrará en ninguno de los modos
hasta que no se pulse marcha.
7.3.1. Comportamiento Identificado
El proceso se ha implementado de la siguiente manera: En pri-
mer lugar, se eligió el modo manual y la máquina trabajó en cada
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Tabla 7.3.1: Señales de E/S del proceso neumático
(a) Lecturas sensoriales
Variable Dirección Descripción
BV 0.0 1 indica botón pulsado
BR 0.1 0 indica botón pulsado
S2D 0.2 1 indica selector a la derecha
S3I 0.3 1 indica selector a la izquierda
S3D 0.4 1 indica selector a la derecha
Seta 0.5 Seta accionada, corta flujo de aire comprimido
a+ 0.6 CA extraído completamente
b+ 0.7 CB extraído completamente
b- 0.8 CB retraído completamente
c+ 0.9 CC extraído completamente
c- 0.10 CC retraído completamente
d+ 0.11 CD extraído completamente
d- 0.12 CD retraído completamente
e+ 0.13 CE extraído completamente
e- 0.14 CE retraído completamente
f+ 0.15 CF extraído completamente
(b) Órdenes de control
Variable Dirección Descripción
CA+ 100.0 Extraer CA
CB+ 100.1 Extraer CB
CB- 100.2 Retraer CB
CC+ 100.3 Extraer CC
CC- 100.4 Retraer CC
CD+ 100.5 Extraer CD
CD- 100.6 Retraer CD
CE+ 100.7 Extraer CE
CE- 100.8 Retraer CE
CF+ 100.9 Extraer CF
LV 100.10 Encender luz
LR 100.11 Encender luz
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una de las operaciones hasta que cada una de ellas fue totalmente
identificada.
Para aplicar el algoritmo de identificación, el sistema se dividió
en subsistemas, siendo cada cilindro un subsistema. Los modelos
identificados de cada uno de los cilindros en cada operación se
muestran a continuación.
7.3.1.1. Cilindro B
La información temporizada para el cilindro CB se muestra en la
Tabla 7.3.2.











tr1 [69− 69] [19− 19] [18− 18]
tr2 [1− 1] [1− 1] [1− 1]
tr3 [5, 67− 7, 64] [6, 27− 7, 42] [6− 6]
tr4 [1, 07− 2, 24] [1− 1] [1− 1]
tr5 [28, 15− 29, 34] [1− 1] [19, 21− 20, 45]
tr6 [1, 45− 2, 47] [15, 90− 16, 73] [1− 1]
tr7 [16, 64− 17, 43] [1− 1] [6, 05− 7, 24]
tr8 [1, 36− 2, 47] [15, 88− 16, 76] [11, 68− 12, 77]
tr9 [16, 27− 17, 47] [16, 66− 21, 83] [14, 79− 20, 83]
tr10 [16, 23− 32, 63] [7− 7]
tr11 [19, 27− 20, 61]
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(a) Operación A (b) Operación B
(c) Operación C
Figura 7.3.3: st-IPN del Cilindro CB
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(a) Operación A (b) Operación B
(c) Operación C




La información temporizada para el cilindro CD se muestra en la
Tabla 7.3.3.











tr1 [77− 77] [16, 89− 21, 67] [25− 25]
tr2 [4, 07− 5, 24] [4, 19− 5, 37] [3, 32− 4, 48]
tr3 [1, 89− 2, 68] [2, 92− 3, 94] [2, 88− 3, 58]
tr4 [1, 11− 2, 29] [4, 35− 5, 59] [1− 1]
tr5 [14, 08− 15, 12] [3, 90− 4, 72] [3, 05− 4, 21]
tr6 [4, 95− 5, 97] [7, 50− 10, 03] [3, 48− 4, 50]
tr7 [2, 07− 3, 24] [2, 38− 5, 57] [2, 32− 3, 48]
tr8 [1, 15; 2, 34] [1− 1] [2, 66− 3, 43]
tr9 [23, 70− 2, 34] [8, 60− 9, 47] [1, 66− 2, 82]
tr10 [31, 95− 38, 56]
tr11 [3, 06− 4, 30]
7.3.1.3. Cilindro E
La información temporizada para el cilindro CE se muestra en la
Tabla 7.3.4.
7.3.2. Detección y Aislamiento de Fallos
Induciendo fallos en el proceso y monitorizando el proceso on-line,
el diagnosticador resultante se muestra en la Tabla 7.3.5.
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(a) Operación A (b) Operación B
(c) Operación C
Figura 7.3.5: st-IPN del Cilindro CE
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7.3 Proceso Neumático











tr1 [83− 83] [16, 89− 21, 67] [18− 18]
tr2 [2, 57− 3, 45] [2, 68− 3, 41] [1, 66− 2, 43]
tr3 [0, 92− 1, 89] [2, 55− 3, 46] [2, 32− 3, 48]
tr4 [1, 15− 2, 34] [1, 68− 2, 41] [2, 32− 3, 48]
tr5 [2, 34− 3, 45] [4, 83− 5, 27] [19, 99− 21, 55]
tr6 [7, 24− 8, 41] [8, 90− 9, 72] [4, 32− 5, 48]
tr7 [1, 07− 2, 24] [3, 78− 4, 67] [2, 08− 3, 31]
tr8 [38, 17− 62, 85] [4− 4] [6, 88− 7, 65]
tr9 [19, 75− 26, 18]













3 f1 53 A 5 Salidas [01] [10] s3,1, s3,2
1 f1 69 B 3 Salidas [10] [01] s1,1, s1,2
2 f1 38 A 4 Salidas [00] [01] s2,2
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7.4. Conclusiones del capítulo
En este capítulo se ha probado la eficacia del método de diagnóstico
propuesto en sistema reales, tanto en procesos sencillos como en
procesos con más dispositivos.
Como recomendación en la aplicación a sistemas reales cuyos pro-
cesos sean muy rápidos, es el ajuste del tiempo de adquisición de
datos para evitar la no lectura de señales.
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8 Conclusiones y Trabajos
Futuros
En esta tesis se ha tratado el tema de diagnóstico de fallos en Sis-
temas de Eventos Discretos de naturaleza estocástica, sin modelo
previo. El sistema a considerar, puede ser descrito a partir de la
interrelación de señales tanto internas como externas, las cuáles se
convierten en eventos; por lo tanto, el comportamiento del siste-
ma puede ser modelado con base en su lenguaje regular. Además
se tiene en cuenta en el proceso de modelado, las señales externas
que afectan al controlador, convirtiéndolas en eventos externos que
imponen modos de funcionamiento del sistema. La tarea de diag-
nóstico sin modelo previo del sistema, se lleva a cabo comparando
el lenguaje observado con el lenguaje previamente identificado en
comportamiento normal del sistema.
Se ha propuesto e implementado un generador determinístico de
lenguaje que represente el lenguaje observado del sistema, basado
en redes de Petri temporizadas, con unas características particula-
res en cuanto a que: La st-IPN es determinística, ya que la forma
en que se definen sus estados evita que el sistema pueda evolu-
cionar a dos estados diferentes a partir de un mismo evento. La
st-IPN representa solo el lenguaje observado; es decir, la red no
genera cadenas de eventos que no hayan sido observadas, caracte-
rística importante ya que en el proceso de diagnóstico las cadenas
no observadas; pero representadas en la red pueden ser cadenas de
evento de fallo que ya no pueden ser detectadas, puesto que harían
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parte del lenguaje normal. La aplicabilidad del proceso de identifi-
cación es a cualquier tipo de sistema en el cuál se puedan medir las
señales on-line u off-line, independiente del tamaño ya que además
contempla la variabilidad del tiempo de los procesos.
El proceso de identificación, termina en el momento en que se cum-
plan las condiciones de representatividad estadística del tamaño de
los datos observados; esta condición permite establecer los interva-
los de confianza de las transiciones involucradas.
Una vez el comportamiento normal del sistema ha sido identificado,
la estructura del generador es transformada para la tarea de diag-
nóstico, de tal manera que sea variable y pueda crecer y aprender
en la medida que diagnostica fallos. Para alcanzar este objetivo,
primero se define una red de Petri coloreada que modele sistemas
a partir de las señales de entrada /salida y que a su vez permita
adicionar etiquetas en las transiciones y en los lugares, con base en
esta red de Petri temporizada, coloreada e interpretada, st-ICPN
se hace una propuesta de diagnosticador (st-DICPN), en el cual
las entradas a las matrices de incidencias crecen a medida que se
requiere.
Una característica importante del diagnosticador es su estructura
variable y su habilidad para aprender lenguajes de fallo. Esto lo
realiza cada vez que se actualiza con un nuevo fallo. La actuali-
zación del diagnosticador consiste en adicionar en su estructura
las marcas de fallo generadas, así como las transiciones y arcos
disparados en el proceso de detección del fallo; de esta manera el
generador aprende la secuencia de eventos que generó el fallo.
El método de diagnóstico propuesto detecta fallos que generan
comportamientos no deseados en las lecturas posteriores de las se-
ñales, así como en la alteración del tiempo de los eventos. Una vez
un fallo ha sido detectado, se verifica si el fallo se debe a un fallo
de propagación, si es de propagación el fallo es eliminado de lo
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contrario el fallo es aislado, este proceso lo realiza el algoritmo de
filtrado propuesto. La división del sistema en subsistemas permite
la localización y caracterización del fallo, brindando herramientas
para que los expertos en el sistema puedan determinar el nivel de
criticidad del fallo y tomen las medidas de mantenimiento preventi-
vo y correctivo del sistema, completando de esta manera las etapas
de detección, aislamiento e identificación del fallo, para lograr el
objetivo final que es el diagnóstico.
Una forma de medir la eficiencia del método de identificación y
del método de diagnóstico es a partir diferentes test. Se presentan
y verifican las condiciones: suficiente y necesaria de identificabili-
dad y de detectabilidad basada en la teoría de lenguajes, a partir
de una propuesta de operación de proyección de lenguajes tem-
porizados compuestos. En particular se prueba que el lenguaje de
una st-IPN es determinísticamente identificable y que el diagnos-
ticador, st-DICPN, permite detectar eventos inobservables, bajo
ciertas condiciones de las señales.
Se puede concluir que el método de diagnóstico propuesto en esta
tesis detecta y aísla cualquier tipo de fallo que genere comporta-
mientos no deseados, en sistemas de eventos discretos que pueden
ser modelados a partir de lenguajes cuyos símbolos son la interrela-
ción de señales. El diagnosticador que representa el lenguaje es un
generador determinista, con estructura variable, con capacidad de
aprender lenguajes de fallo y puede ser implementado en sistemas
reales; basado solo en señales observadas del sistema.
El método de diagnóstico fue implementado en procesos de labora-
torio y se encontraron modelos coherentes con los sistemas, además
se logró detectar y aislar fallos inducidos por interrupción de seña-
les o alteraciones del tiempo, comprobando la eficacia del método.
También se comprobó la eficacia del método en procesos más com-




Los resultados alcanzados en la presente investigación abren enfo-
ques de investigación en el diagnóstico de fallos sin modelo previo
en SED estocásticos.
El presente método verificó su aplicabilidad en diferentes tipos de
sistemas, manteniendo un enfoque centralizado; un trabajo futuro
está relacionado con la extensión del proceso en entornos distri-
buidos para la identificación y diagnóstico de fallos; así como en
un entorno descentralizado cuando los eventos llegan al sistema
de manera asíncrona pero sin un orden definido en una línea de
tiempo.
Otra línea de investigación está relacionada con la aplicación del
método de identificación propuesto, para analizar el comportamien-
to del sistema cuando se altera el número de sensores, con el objeto
de establecer cuál podría ser el número óptimo de sensores que debe
tener un sistema para que sea identificado correctamente y deter-
minar qué tipo de red de Petri se identifica; si es igual o es diferente,
qué tanto diferente? a la st-IPN propuesta en esta investigación.
Aplicabilidad del modelado de sistemas, bajo st-IPN, con el ob-
jeto de verificar características de funcionamiento o propiedades
estructurales de la red modelada del sistema.
Respecto al comportamiento estadístico del modelo se puede ana-
lizar el tiempo de disparo de transiciones, cuando existe traslape
en los rangos del tiempo con el fin de evitar que transiciones habi-
litadas se disparen en un orden no adecuado.
Con base en el algoritmo de filtrado y en sistemas que posean
sensores de flujo compartido, diseñar un modelo degradado, es decir
un modelo que aísle los sensores que generan fallos de propagación
y se pueda continuar con el proceso de diagnóstico; posiblemente,
fusionando lugares.
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Diseño de un dispositivo embebido a partir de las señales de entrada
- salida, consideradas en el algoritmo de diagnóstico propuesto en
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SED Sistema de eventos discretos.
E/S Señales de entrada / salida del sistema.
oom Modo de operación.
c Número de subsistemas.
Cc Órdenes de control. Cc = GCc ∪ LCc
GCc Órdenes de control globales
GCcg =
{
gcc1, · · · , gccngc
}
, ngc es el número de
órdenes de control globales.
LCc Órdenes de control locales LCc = ∪LCcl,
l = 1 · · · c, c es el número de subsistemas
LCcl =
{
ccl,1, · · · ccl,nl,cc
}
y nl,cc es el número de
órdenes de control en el subsistema l.
mt Número total de entradas. mt = mg +mL;
mL =
∑c
l=1ml; ml = mluo +mlo.
Sr Lecturas sensoriales. Salidas = ∪Srl.
Srl Lecturas sensoriales locales Srl = ∪srl,nl,sr ; donde
nl,sr es el número de sensores en el subsistema l y
l = 1 · · · c.
nt Número total de salidas. nt =
∑c
l=1 nl.
us Símbolo de entrada.
us =
[
euop1 · · · eupneuopeop1 · · · epneopcc1 · · · ccncc
]
,
s representación decimal del vector binario de
entrada.
U Alfabeto de entrada. U =
{




yj Símbolo de salida yj = [sr1...srn], j
representación decimal del vector binario de
salida.
Y Alfabeto de salida. Y =
{
y0, y1, · · · , y|2nt |−1
}
dyj Diferencial de símbolo de salida.
dyj(yj × yj−1)→ {−1, 0, 1}
ωi Símbolo de E/S, al instante τi Hay k instantes de
tiempo τ1 ≤ τ2 ≤ · · · ≤ τk
ωil Símbolo de E/S en el subsistema l al instante τi.
ωil = (ulsylj) τi, uls ∈ Ul;
Ul =
u0, u1, · · · , u∣∣∣2(mgc+ml)∣∣∣−1
 y ylj ∈ Yl;
Yl =
{
y0, y1, · · · , y|2nl |−1
}
.
PN Red de Petri. N = (P, TR, Pre, Post,M0)
IPN Red de Petri Interpretada. Q = (N,U, Y, λ, ϕ)
st-IPN Red de Petri Interpretada, temporizada,
estocástica. stQ = (Q,Ω, δ).
P Conjunto de lugares.|P | = np. (pq lugar q)
Pl Conjunto de lugares en el subsistema l. (pl,ql
lugar ql en el subsistema l)
TR Conjunto de transiciones. |TR| = ntr. (trr
transición r)
TRl Conjunto de transiciones en el subsistema l. (trl,rl
transición rl en el subsistema l)
σ Secuencia de disparo. σ = tr1 · · · trk.
R(N,M0) Conjunto de alcanzabilidad de una PN
L(F ) Lenguaje de Disparo.
L(F ) =
{
σ|σ = tr1tr2 · · · trk · · · ∧M0 tr1→M1 tr2→
· · ·Mw




L (Q) Lenguaje global del sistema. L (Q) = ω1ω2 · · ·ωk
a instantes, τ1 ≤ τ2 ≤ · · · ≤ τk
L (Ql) Lenguaje del subsistema l. L (Ql) = ω1l ω2l · · ·ωkl a
instantes, τ1 ≤ τ2 ≤ · · · ≤ τk
Fn (x) Función escalonada y no decreciente.
F0 (x) Función de distribución continua.
D
(p− valor)
Estadístico que mide la discrepancia máxima
entre Fn (x) y F0 (x).
p− valorα Estadístico para test de bondad de ajuste con
nivel de significancia α.
n Tamaño de muestra.
stα/2 Estadístico para test de contraste con un nivel de
significancia α/2
S2 Cuasi-varianza muestral.












CPN Red de Petri Coloreada.
CN = (P, TR, Pre, Post, C, cd,M0).
C Conjunto de clases de color.
Bag (A) Conjunto de todos los bgs (multiconjuntos) sobre
A. (bg : A→ N).
β Conjunto de asignaciones de color de la forma
f : cd (tr)→ Bag (cd (p)).
ICPN Red de Petri Interpretada Coloreada.
CQ = (CN,U, Y, λ, ϕ).
nc Número de clases de color.
Uh Alfabeto de entrada para la clase de color h.
Uh =
{
u0,h, u1,h, · · · , u|2mh |−1,h
}
uhs Símbolo de entrada para la clase de color h.
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Nomenclatura
Yh Alfabeto de salida para la clase de color h.
Yh =
{
y0,h, y1,h, · · · , y|2nh |−1,h
}
.
yhj Símbolo de salida para la clase de color h.
st-ICPN Red de Petri Coloreada Interpretada
Temporizada Estocástica. stCQ = (CQ,Ω, δ).
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