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In this paper we consider the boundary blow-up problem
2u= f (u) in 0, u(x)   as x  0,
and its non-autonomous version in a bounded, convex C2-domain 0 of RN. We
give growth conditions on f at \ which imply the existence of two distinct blow-
up solutions. The cases, (a) f has a zero, and (b) min f>0, are fundamentally dif-
ferent. In case (a) we have a positive and a sign-changing blow-up solution. In case
(b) we introduce a bifurcation parameter * into the equation 2u=*f (u) and show
that for 0<*<*crit there are blow-up solutions and for *>*crit there is no blow-up
solution.  1997 Academic Press
1. INTRODUCTION AND MAIN RESULTS
Let 0 be a bounded domain in RN, N1. A solution u # C2(0) of the
following boundary value problem
2u= f (u) in 0, (1)
u(x)   as x  0, (2)
is called a boundary blow-up solution. This type of problem has been
discussed under aspects of existence of solutions, uniqueness and
asymptotic behaviour near the boundary.
article no. DE973324
400
0022-039697 25.00
Copyright  1997 by Academic Press
All rights of reproduction in any form reserved.
File: DISTIL 332402 . By:DS . Date:02:12:97 . Time:11:09 LOP8M. V8.B. Page 01:01
Codes: 3066 Signs: 2428 . Length: 45 pic 0 pts, 190 mm
The question of existence for (1)(2) was studied by Keller [10] and
Osserman [14]. They gave a sufficient condition on f for the existence of
positive solutions:
f is locally Lipschitz continuous and nondecreasing on [0, ),
f (0)=0 and |

F &12<, where f =F $.
Keller applied the results to electrohydrodynamics, namely to the
problem of the equilibrium of a charged gas in a conducting container, see
[9]. Indeed, one can observe that as the total mass of gas in such a con-
tainer is increased to infinity, both the density and pressure have finite
limits: most of the gas accumulates in a thin layer near the container-sur-
face. The fact that the density cannot be made arbitrarily large at inner
points is justified by the existence of blow-up solutions to (1)(2) when
f (u)=eu.
For the special case f (u)=u(N+2)(N&2) and N>2, which appears in
geometrical problems, Loewner and Nirenberg [12] studied the question
of uniqueness and asymptotic behaviour. Then, Bandle, Marcus [1], [2]
and Lazer, McKenna [11] extended the results of [12] to a much larger
class of nonlinearities including f (u)=u p, p>1. For smooth domains, they
obtained the asymptotic behaviour of the blow-up solutions near the
boundary. And under monotonicity assumptions on f, they could deduce
the uniqueness of the positive blow-up solution.
In this paper, we are interested in another type of nonlinearities f, for
which there are multiple blow-up solutions. The first result of nonuniqueness
was obtained by McKenna, Reichel, Walter [13], in the special case when
the domain 0 is a ball and f (u)=|u| p. More precisely, they proved that
for 1< p<N* (we write N*=(N+2)(N&2) for N3 and N*= for
N=1, 2), there are exactly two blow-up solutions: one positive and one
sign-changing. For pN*, there is a unique blow-up solution and it is
positive. They first proved the radial symmetry of all blow-up solutions by
the moving-plane device and then derived their results by ODE methods.
Subsequently, Reichel [17] extended the existence of at least two blow-
up solutions to convex, bounded C 1-domains for f (u)=|u| p, 1< p<N*
and some special, small perturbations of this nonlinearity, namely
f (x)={A1s
p+o(s)+A2(s p&=+o(s p&=))
A3 |s| p+o(s)
as s  +,
as s  &,
(3)
with A1 , A3>0, A20, = # (0, p), f (0)=0 and f nondecreasing on [0, ).
These strong hypotheses on f are needed to apply the Mountain Pass
Theorem. In this paper, we establish the same type of result but for far
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more general nonlinearities f, since our proof relies on the topological
degree. Our hypotheses are the following:
(F1) f : R  R is locally Lipschitz continuous and f (0)=0.
(F2) f is positive, nondecreasing on [s0 , +) for some s0>0, and
 F &12<, where F $= f.
(F3) There exists p in (1, N*) such that 0<lims  & f (s)|s| p<.
Theorem 1. Let 0/RN be a convex, bounded C2-domain. If f satisfies
(F1)(F3) then there exists at least two solutions of (1)(2): one is positive
and the other one is sign-changing.
Our hypotheses allow us to treat nonlinearities f such as
f (s)={s
p1,
|s| p2,
for s>0,
for s<0,
(4)
where p1>1 and 1< p2<N*. But in fact, we only require growth condi-
tions on f at + and &. The growth condition  F &12 is necessary
for the existence of the positive solution, as proved by Keller [10]. And the
restriction to subcritical growth at & is needed, since the sign-changing
solution may fail to exist for supercritical powers as shown by McKenna,
Reichel, Walter [13] for f (s)=|s| p, pN* on balls and by our next
theorem for other domains and nonlinearities. For simplicity, we state a
weaker version of a more general theorem given in Section 8.
Theorem 2. Let 0/RN be a bounded, convex C 2-domain, which is sym-
metric with respect to the coordinate hyperplanes xi=0 (i=1, ..., N) and let
f be defined by (4). Then in the supercritical case p2N* there is no
sign-changing solution of (1)(2).
We are also able to prove a result similar to Theorem 1 for the non-
autonomous problem
2u= g(x, u) in 0, (1$)
u(x)   as x  0, (2$)
where we only require u # C1(0) to be a weak solution of the differential
equation. Without explicitly stating them, we will refer to equations where
f ( } ) is replaced by g(x, } ) by adding a $ to the equation number as in
(1$)(2$). We introduce the following hypotheses as generalizations of
(F1)(F3):
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(G1) g : 0_R  R is a continuous function of (x, s) which is locally
Lipschitz continuous in s uniformly for x in 0. Furthermore g(x, 0)=0 for
all x in 0.
(G2) g(x, s) is positive, nondecreasing in s in 0_[s0 , ) for some
s0>0, and there exists a locally Lipschitz continuous function f satisfying
(F2), such that g(x, s) f (s) in 0_[s0 , ).
(G3) There exists p in (1, N*) and $>0 such that lims  & g(x, s)
|s| p=h(x) uniformly for x # 0, where h # C(0) satisfies h(x)$>0 in 0.
(G4) There exists $1 , $2>0 such that g(x+t&, s) is nonincreasing in
t # (0, t0(x)) for all s # R, all x # 0 with dist(x, 0)$1 and all unit vectors
& with |&&n(x)|$2 .
For $1 small enough, n(x) is well defined as the exterior unit normal n
at the point y # 0 with | y&x|=dist(x, 0). If g(x, s) is continuously
differentiable in x # 0 then (G4) is satisfied if gn | 0<0.
Theorem 3. Let 0/RN be a convex, bounded C2-domain. If g satisfies
(G1)(G4) then there exist at least two solutions of (1$)(2$): one is positive
and the other one is sign-changing.
Notice that the nonlinearities f and g are allowed to attain negative
values. In the case when the nonlinearity f satisfies f (s1)=0, s1 # R instead
of f (0)=0, we use the translation u~ (x)=u(x)&s1 and obtain two blow-up
solutions of (1)(2), where one is larger than s1 and the other one crosses
s1 (and a similar statement holds for the non-autonomous problem).
However, if f remains positive everywhere, then solutions do not exist if
minR f is too large:
Theorem 4. Let 0/RN be a convex, bounded C 2-domain. Let f satisfy
(F1)(F3) except with the condition f (0)=0 replaced by mf=minR f (s)>0.
Then, for the problem
2u=*f (u) in 0, (5)
u(x)   as x  0, (6)
there exists a constant *crit>0 depending on f and 0 such that
(a) If 0<*<*crit then there exist at least two blow-up solutions of
(5)(6).
(b) If *>*crit then there is no blow-up solution of (5)(6).
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Remark 1. (a) If g satisfies (G1)(G4) and min0 _R g>0 instead of
g( } , 0)=0 in 0, then the conclusion of Theorem 4 hold for the non-
autonomous problem (5$)(6$).
(b) In the special case of dimension N=2, Theorem 1 and Theorem 3
are true for nonconvex domains if the nonlinearities are nonnegative. For
Theorem 4, the convexity of 0 can be replaced by starshapedness.
The idea of the proof of Theorem 1 is to obtain two solutions of
2u=f (u) in 0, (7)
u=c on 0, (8)
where cs0 is a constant, and then, to let c tend to infinity, in order to get
two solutions of the blow-up problem (1)(2). A positive solution of
(7)(8) is obtained by the device of sub and supersolutions, while the exist-
ence of a sign-changing solution is derived thanks to a topological-degree
argument. We give the proofs in the autonomous case and point out the
differences from the non-autonomous case.
The paper is organized as follows: in Section 2 we first prove a priori
bounds from above for solutions of (7)(8). In Section 3, we study the
problem
2u=f (u)+} in 0, (9)
u=c on 0, (10)
where cs0 and }0 are constants. We prove non-existence results for
large }, and in Section 4 a priori bound from below when } is bounded.
This allows us to apply the topological degree method of Rabinowitz [15],
as done in Section 5, to find sign-changing solutions of (7)(8). In
Section 6, with the help of the a priori bounds, we obtain the two blow-up
solutions by letting c tend to + and thus complete the proof of
Theorem 1. In Section 7 we state and prove the general version of
Theorem 2 and in the final Section 8 we prove Theorem 4.
2. A PRIORI BOUNDS FROM ABOVE
We denote by BR(x ) the open ball of radius R>0 centered at x # RN and
we use BR for BR(0).
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Proposition 1. Let f satisfy (F1)(F2). If u is a solution of (9)(10) for
}0 and cs0 , then u<c in 0.
Proof. If u attains a maximum bigger or equal to c at x # 0 then
f (u(x )>0 by (F2). This contradicts 2u(x )0. K
The following proposition is essentially due to Keller [10].
Proposition 2. Let f satisfy (F1)(F2). For every compact subset K of
0 there exists a constant M(K)>0 such that u |KM(K) for every solution
u of (7)(8).
Proof. Let ,: be the solution of
,":=
1
N
f (,:), (11)
,:(0)=:, ,$:(0)=0, (12)
where :>s0 (s0 being given by (F2)). Then there is a maximal interval
(0, R:) in which the solution ,: exists, it is increasing in this interval, and
,:(x)  + as x  R: . Multiplying (11) by ,$: and integrating gives
,$2: =
2
N
(F(,:)&F(:)),
where F is such that F $= f. Hence we get the following expression of R:
R:=|

:
ds
- (2N )(F(s)&F(:))
,
and lim:   R:=0 as proved in Lemma A2 of the Appendix. Now let u be
a solution of (7)(8) and let x0 be in 0 with Bd (x0)/0. We choose :>s0
so large that R:d. Since ,: , ,$: and ,": are nondecreasing, we get that
,:(r) with r=|x&x0 | satisfies
2,:=,":+
N&1
r
,$:N,":= f (,:) for 0<r<R: .
As f (s) is nondecreasing for s>:, we can apply elliptic comparison in the
set [x # BR:(x0) s.t. u(x)>:] and derive u,: in BR:(x0). A compactness
argument then yields the statement of the Proposition. K
Remark 2. If g satisfies (G1)(G2) then a corresponding bound holds
for solutions of (7$)(8$). The proof is the same, since 2u f (u) in the set
[x # BR:(x0) s.t. u(x)>:] for :>s0 .
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3. NON-EXISTENCE RESULTS
Lemma 1. Let A, }>0 and p>1 be given. If there exists a positive solu-
tion of the boundary value problem
2v+Av p+}=0 in BR , (13)
v=0 on BR , (14)
then }(*01)
p( p&1) A&1( p&1)R&2p( p&1), where *01 is the first eigenvalue of
&2 in the unit ball of RN.
Proof. Let v be a positive solution of (13)(14) and let 81 be the first
eigenfunction of &2 in BR , associated to the first eigenvalue *1 and
normalized by BR 81 dx=1. Note that *1R
2=*01 . Testing (13)(14) with
81 gives
*1 |
BR
v81 dx=}+|
BR
Av p81 dx. (15)
Using Ho lder’s inequality, we obtain from (15)
|
BR
Av p81 dx*1 |
BR
v81 dx*1 \|BR Av
p81 dx+
1p
A&1p, (16)
which yields
|
BR
Av p81 dx* p( p&1)1 A
&1( p&1)
and (17)
*1 |
BR
v81 dx* p( p&1)1 A
&1( p&1).
Hence, from (15) and (17), we get
}(*01)
p( p&1) R&2p( p&1)A&1( p&1). K (18)
The next proposition provides a non-existence result for (9)(10) on
balls.
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Proposition 3. Let f satisfy (F1)(F3) and let R>0 be given. Then
there exists a constant }R>0 such that the boundary value problem
2u=f (u)+} in BR , (19)
u=c on BR , (20)
has no solution for }}R and cs0 .
Proof. By (F2)(F3), we have for sufficiently large }
f (s)+} f (s) :={
f (s)+
}
2
,
a |s| p+
}
2
,
s>0,
s0,
(21)
where a>0 is a suitable constant and f = f on [s0 , +) is extended to a
Lipschitz continuous, nondecreasing function on [0, s0] with f (0)=0. In
fact, it suffices to prove non-existence of solutions of
2u=f (u) in BR , (22)
u=c on BR . (23)
Indeed, any solution of (19)(20) provides a subsolution of problem
(22)(23) and remains smaller than c for cs0 by Proposition 1.
Moreover, u#c is a supersolution of (22)(23). Hence, non-existence for
problem (22)(23) implies non-existence for (19)(20), for the same values
of } and c.
Let us now investigate the non-existence of radial solutions of (22)(23).
Indeed, it follows from the moving planes method of Gidas, Ni, Nirenberg
[6], that any solution is radially symmetric and radially increasing, since
it remains smaller than the boundary value c.
(i) Non-existence of nonnegative solutions for } large. The solution
,(r) of the initial value problem
,"=
1
N \f (,)+
}
2+ , ,(0)=,$(0)=0, (24)
is increasing and exists in a maximal interval (0, R}). By the monotone
convergence theorem, the asymptote R}=0 ((2N ) f (s)+(}sN ))
&12 ds
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is continuous, decreasing in }, and lim}   R}=0. Clearly ,, ,$ and ," are
nondecreasing in r and hence
,"+
N&1
r
,$N,"= f (,)+
}
2
in (0, R}).
By Lemma A1 of the Appendix, which is a standard result in differential
inequalities, it follows that ,(r) is less than or equal to any non-negative
solution u of (22)(23) which, as a function of r=|x|, satisfies
u"+
N&1
r
u$= f (u)+
}
2
, u(0)0, u$(0)=0.
As a consequence u blows up before ,, and if we now choose } larger then
a sufficiently large }0 , then R}R4 and u cannot be a solution of
(22)(23).
(ii) Non-existence of sign-changing solutions for } large. Since any
solution u of (22)(23) is increasing as a function of r=|x|, a sign-changing
solution is negative at r=0 and crosses zero at \ # (0, R). Applying
Lemma 1 to v=&u on B\ , we get \R4 by choosing }2C
(R4)&2p( p&1), where C=a&1( p&1)(*01)
p( p&1). Moreover, the solution , of
(24) shifted to \ is less than u for r\ again by Lemma A1 of the
Appendix. Hence u blows up at R \+R}R2 and u is not a solution
of (22)(23) for } sufficiently large. K
Remark 3. Another way of expressing the conclusion of Proposition 3
is the following: if, for a fixed }>0, the relation (21) holds, then for R
sufficiently large there are no solutions of (19)(20).
Proposition 4. Let f satisfy (F1)(F3). Then there exists a constant
}*>0, which only depends on diam 0, such that, for any cs0 , the bound-
ary value problem (9)(10) has no solution for }}*.
Proof. Without loss of generality, we may assume 0 # 0. Let B R /0,
}}R and cs0 . Assume that (9)(10) has a solution u. Then uc in BR
by Proposition 1, and it is a subsolution of (19)(20). Since c is a super-
solution, it implies that there exists a solution of (19)(20), which con-
tradicts Proposition 3. K
Remark 4. If g satisfies (G1)(G3) then the same conclusion as in
Proposition 4 holds for solutions of (9$)(10$). The proof is precisely the
same as before; the non-existence for (9$)(10$) on 0 follows from the non-
existence on balls. This is true because, for sufficiently large }, the function
f defined in (21) satisfies f (s)g(x, s) in BR _R by (G2)(G3).
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4. A PRIORI BOUNDS FROM BELOW
Proposition 5. Let f satisfy (F1)(F3). Then, there exists a constant
L>0 such that any solution u of (9)(10), with 0}}* (}* being given
by Proposition 4) and c>0 satisfies u&L on 0.
Proof. The proof is based on a scaling argument of Gidas, Spruck [7].
Suppose for contradiction that there exist sequences ck   as k  ,
(xck)/0, (}ck)/[0, }*] and function uck with the following properties (we
now drop the suffix k): 2uc= f (uc)+}c in 0, uc=c on 0 and
mc=&inf
0
uc=&uc(xc)   as c  .
If 0 is convex, the moving plane method can be applied starting with the
tangent plane at any boundary point. As a result, the critical points of uc
are bounded away from 0 by a distance which is only determined by the
geometry of 0 and not by c. In dimension N=2 and for f0, this is even
true without the convexity of 0, see Gidas, Ni, Nirenberg [6], p. 223. Thus
we have in all cases
dist(xc , 0)2d>0. (25)
Taking convergent subsequences we may suppose }c  } # [0, }*],
xc  x # 0 with dist(x , 0)2d>0. Next we define the scaling
wc( y)=
1
mc
uc(m&:c y+xc), :=
p&1
2
>0.
The function wc is defined at least on m:c B d and satisfies wc(0)=&1,
wc&1 and
2wc=m&pc ( f (mcwc)+}c). (26)
By (F3), there exist constants B, D, E>0 such that
&B f (x)+}cD |s| p+E for s0. (27)
Next, let BR be a ball centered at 0 of fixed radius Rd and let  solve
"=
1
N
f (), $(0)=0, (R)=.
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We can always choose R so small that (0)s0 . Then we define
,c(r)=
1
mc
(m&:c r), r # m
:
c BR .
Clearly, ,c as a function of |x|=r satisfies
2,c=m&pc 2m
&p
c N"=m
&p
c f (mc,c). (28)
Since ,c(0)(s0 mc) and f (s) is nondecreasing for ss0 , elliptic com-
parison of (26) and (28) on the set [x # m:c BR , s.t. wc(x)s0 mc] yields
wc,c in m:c BR . (29)
On compact subsets K of RN, ,c tends to 0 as c tends to infinity, and more
precisely, mc,c remains bounded uniformly in c. Therefore, recalling (26)
and (27), we get on the set K that
|2wc |m&pc C(K ) if wc>0,
(30)
&Bm&pc 2wcD |wc |
p+Em&pc if wc0.
We derive that, when c is large, 2wc is bounded in L(K ) and, after taking
convergent subsequences and applying a diagonalization argument, that
wc converges locally uniformly in RN to w. Moreover, (29) and the
convergence of ,c yield w0. Consequently, from w0, (26) and (F3) we
obtain the following equation for w
2w=A |w| p in RN. (31)
The function w~ =&w0 then solves
2w~ +Aw~ p=0 in RN, w~ (0)=1,
which, by a result of Gidas, Spruck [8] is impossible (notice that w~ >0 by
the strong Maximum Principle). Thus we have obtained a contradiction to
mck=&inf0 wck   for a sequence ck   and hence the a priori bound
from below is proved. K
Remark 5. For solutions of the non-autonomous problem (9$)(10$)
the conclusion of Proposition 5 holds if g satisfies (G1)(G4). First, we
point out that the estimate dist(xc , 0)2d>0 is still valid. Indeed, the
monotonicity assumption (G4) has the right sign which allows to apply the
moving plane device of Gidas, Ni, Nirenberg, [6]. We note that a condi-
tion very similar to (G4) was used in de Figueiredo, Lions, Nussbaum [5]
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for the same purpose. Again, in dimension N=2 and for g(x, s)0 the
convexity of 0 is not needed, see [5].
Next we point out the further changes in the proof of Proposition 5. The
function wc now satisfies
2wc=m&pc (g(m
&:
c y+xc , mcwc)+}c) (26$)
and we have the estimate (27$), which is the same as (27) with f (s) replaced
by g(x, s). The proof then follows in the same spirit to derive (29$) and the
estimate (30$) for &2wc& on compact subsets K of RN. Concluding again
by standard embedding theorems we get wc  w0 locally uniformly in
RN. By (G3) and (26$) we find that w satisfies
2w=A |w| p in RN, w(0)=&1 (31$)
with A=h(x ). And this contradicts the result of Gidas and Spruck [7] as
in the autonomous case.
5. EXISTENCE OF TWO SOLUTIONS OF (7)(8)
In this section, the boundary value c of (7)(8) is a fixed value bigger
than s0 .
Proposition 6. Let f satisfy (F1)(F3). Then the boundary value
problem (7)(8) has at least two solutions, one positive and one sign-changing.
Proof. Problem (7)(8) has a positive solution u1 , since u#0 is a sub-
solution and u#c is a supersolution for cs0 . Next we are going to
investigate the existence of a sign-changing solution. This is obtained by a
topological degree argument of Rabinowitz, [15]. See also [3] and [4].
For convenience, we make the transformation v=c&u and seek solu-
tions of
&2v=f (c&v) in 0, (32)
v=0 on 0. (33)
Clearly any solution of (32)(33) is positive in 0 for cs0 by Proposi-
tion 1. The function v1=c&u1 is a solution of (32)(33) with 0<v1<c in
0. We are going to prove the existence of a second solution v2 crossing c,
which means that u2=c&v2 is sign-changing.
We require the following lemmas. Their purpose will become clear in the
course of the proof, when they are needed to show that the topological
degree of a certain operator is well defined.
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Lemma 2. There exists M1>0, such that any solution v of
&2v=f (c&v)+} in 0,
(P})
v=0 on 0,
satisfies &v&C1(0 )M1 for all } # [0, }*].
Proof. Thanks to Proposition 1, any solution of (P}) is positive for
cs0 . Moreover, in Proposition 5, we have obtained a lower bound on u,
which is uniform in cs0 and } # [0, }*]. Therefore, there exists M0 so
that any solution of (P}) satisfies &v&M0 for all } in [0, }*]. Standard
elliptic estimates imply that solutions of (P}) are bounded in W2, q(0) for
any q>1 and hence in C 1(0 ) uniformly in } # [0, }*]. K
Lemma 3. For any fixed +0 there exists M2>0, independent of t in
[0, 1], such that any solution v of
&2v++v=t(+v+ f (c&v))+(1&t)(+v1+ f (c&v1)) in 0, (34)
v=0 on 0, (35)
with 0vc satisfies &v&C1(0 )M2 .
The proof follows easily from standard elliptic estimates since the right
hand side is a priori bounded by the assumption 0vc.
We now introduce the operators Ft , 0t1, as follows: for v # C 10(0 )=
[v # C1(0 ), v=0 on 0], we define w=Ftv as the solution of
&2w++w=f (c&v)++v+t}* in 0, (36)
w=0 on 0, (37)
where +=sup[0, c] | f $| and }* is the constant defined in Proposition 4. It
is well-known that Ft is a compact operator from (t, v) # [0, 1]_C 10(0 )
into C 10(0 ). Moreover, since f (c&s)++s is nondecreasing in [0, c], Ft is
order preserving for v in [0, c], i.e. if 0vv~ c, then Ft vFt v~ . The
problem is now to find a fixed point of F0 , which crosses c.
To that effect, let us define the following open sets in C 10(0 ), where
M=1+max(M1 , M2):
B={v # C 10(0 ), &v&C1(0 )<M, v>0 in 0, vn<0 on 0= ,
O=[v # B, v<c in 0].
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We are going to prove that d(I&F0 , B, 0)=0 and d(I&F0 , O, 0)=+1,
where d denotes the Leray-Schauder degree for compact perturbations of
the identity. Then
d(I&F0 , B"O , 0)=d(I&F0 , B, 0)&d(I&F0 , O, 0)=&1,
and we can conclude the existence of a solution v2 of (32)(33) which is not
in O . This means that u2=c&v2 solves (7)(8) and is sign-changing.
Step 1. d(I&Ft , B, 0)=0.
Assume that there exists v in B and t in [0, 1] such that v=Ft v. Then,
v is a solution of (Pt}*), and on account of Lemma 2, &v&C 1(0 )M1<M.
Moreover v is positive and the Hopf Lemma gives that in fact v # B. So
I&Ft is never 0 on B, d(I&Ft , B, 0) is well defined and homotopy
invariant. But, since F1 cannot have any fixed point by the non-existence
result of Proposition 4, we get
d(I&F0 , B, 0)=d(I&F1 , B, 0)=0.
Step 2. d(I&F0 , O, 0)=+1.
We have already proved the existence of a solution v1 of (32)(33) in O.
Let us define
Ht=tF0+(1&t) v1 , t # [0, 1].
If we now suppose that v in O is such that v=Ht v, then v satisfies
(34)(35) and hence &v&C 1(0 )<M by Lemma 3. Recall that F0 is order
preserving in O by the definition of +. By the strong Maximum Principle
and the Hopf Lemma, we have in fact v # O. So d(I&Ht , O, 0) is well
defined and homotopy invariant. As v1 is in O, we get
d(I&F0 , O, 0)=d(I&v1 , O, 0)=+1. K
Remark 6. If g satisfies (G1)(G4) then for every cs0 , there is a
positive solution and a sign-changing solution of (7$)(8$). Indeed, the
subsolution 0 and the supersolution c imply the existence of a positive
solution. Lemma 2 and Lemma 3 are valid if f (c&v) is replaced by
g(x, c&v). Also the operators Gt (0t1) defined for v # C 10(0 ) as
Gt v=w where w satisfies (36$)(37$) are compact from [0, 1]_C 10(0 )
into C 10(0 ). Moreover, for +=sup0_[0, c] |sg|, the operator Gt is order
preserving in [0, c]. Hence the topological degree argument shows the
existence of a solution v2 in O of (I&G0) v=0, so that v2 crosses c.
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6. PASSING TO THE LIMIT
Let us call u1, c and u2, c the two solutions of (7)(8) that we have
obtained: u1, c is the maximal solution and it is positive, while u2, c is sign-
changing. Moreover, the family u1, c is nondecreasing with c, that is
u1, c1u1, c2 if c1c2 .
Lemma 4. There exists a constant A>0 such that
u2, c(x)u1, c(x)&A for all x # 0 and all c>s0 . (38)
Proof. We know from Proposition 5 that u2, c&L in 0, uniformly in
c>s0 . Now let s*>s0 be such that f (s) f (s*) for s in [&L, s*]. This is
possible because f is nondecreasing for s>s0 . Next, we define A=L+s*.
This choice implies that
f (s) f (s+A) for all s # [&L, ). (39)
Let us define vc(x)=u2, c(x)+A. Thanks to the lower bound on u2, c and
(39), we have that
2vc f (vc).
The choice of A implies that vcs*>s0 , so that vc is in the range in which
f is nondecreasing. Then elliptic comparison on the set [x # 0 s.t. u1, c(x)>
s0] yields u1, cvc in 0, which is the desired result. K
We have seen that, for i=1, 2, ui, c are uniformly bounded below in 0
and uniformly bounded above on compact subsets of 0. By the Caldero n-
Zygmund inequality and the Sobolev embedding W 2, q /C 1, : for q large,
it is standard to show that for c  , a subsequence of ui, c converges
locally uniformly in 0 to a solution ui of (1)(2). The blow-up boundary
condition is satisfied for u1 since u1, c is increasing with c and for u2 because
of Lemma 4.
The solution u1 is non-negative and by the Maximum Principle even
positive. Moreover, we have, for at least one y in 0, u2( y)0, so that u2
must be sign-changing. This finishes the proof of Theorem 1. K
Remark 7. In the non-autonomous case we get two blow-up solutions
u1 , u2 of (1$)(2$) as limits of the solutions u1, c , u2, c of (7$)(8$). The solu-
tions u1 , u2 are in C1(0) & W 2, qloc (0) for all q>1. If g(x, s) is moreover
:-Ho lder continuous in x # 0 for s is in bounded intervals, then our solu-
tions are in fact C2-blow-up solutions.
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7. GENERALIZATION AND PROOF OF THEOREM 2
McKenna, Reichel and Walter prove in [13] the non-existence of the
sign-changing blow-up solution for the special case f (s)=|s| p, pN* and
0=BR . For a slightly more general class of nonlinearities and some special
symmetric domains including balls we have the following nonexistence
result in the supercritical case. The following hypotheses are given by
Bandle, Marcus [2] to derive the asymptotic behaviour blow-up solutions.
We state them as they are used by Reichel [16] for a general symmetry
result.
(B2) f # C1, f (s), f $(s)>0 for s>s$,
(B3) (s)=s ds- 2F(_)< for all s>s$, where F(_)=_s$ f (s) ds,
(B4) lim infs   (;s)(s)>1 for all ; # (0, 1),
where (B4) is certainly satisfied, if lims   ;f (s) f (;s)>1 for all ; # (0, 1).
Thus (B4) can be viewed as a kind of superlinear growth condition at +,
which is satisfied if f (s)=+s p1 at + for p1>1 and +>0.
Theorem 2$. Suppose 0/RN is a bounded, convex C2-domain, which is
symmetric to the coordinate-hyperplanes xi=0 (i=1, ..., N). If f satisfies
(B2)(B4), f (s)=A |s| p2 for s<0 and f (s)s is strictly increasing for
ss1>0, then in the supercritical case p2N* there is no sign-changing
solution of (1)(2).
Proof. Under the assumptions of Theorem 2$, the general symmetry
theorem of Reichel [16] applies and, as a result, every solution u of (1)(2)
is symmetric to the hyperplanes xi=0 and u(x)xi>0 for x # 0, xi>0.
If a sign-changing solution u of (1)(2) exists, then x=0 is the point of
the absolute negative minimum of u. Since on the zero-level set
Z=[x # 0 : u(x)=0] we have {u(x) } x>0, we know that Z is locally the
graph of a C2-function by the implicit function theorem. Every ray tx with
t>0 and x # 0, meets Z exactly once and therefore Z is the C2-boundary
of the set 0$=[x # 0 : u(x)<0], which is starshaped w.r.t. the origin. Con-
sequently, the well known Pohoz aev-identity implies the non-existence of u,
since it would satisfy
2u=A |u| p2 in 0$, u<0 in 0$,
u=0 on 0$,
with p2 supercritical. K
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8. THE PROOF OF THEOREM 4
Instead of proving Theorem 4 directly, we relate (5)(6) to the problem
(Qt) below, where the domain varies instead of the nonlinearity. We
assume 0 # 0 and define 0t=t0 and u~ (x)=u(xt) for x # 0t . So if u is a
solution of (5)(6), and t=- *, then u~ is a solution of
2u~ = f (u~ ) in 0t ,
(Qt)
u~ (x)   as x  0t .
Since 0 is convex, the family 0t , 0<t<, consists in convex bounded
C2-domains such that 0t1//0t2 for t1<t2 . Theorem 4 will be deduced
from the following main proposition.
Proposition 7. Let 0 and f satisfy the hypotheses of Theorem 4. Then,
there are two constants 0<d1d2 , depending on f only, such that
(a) If diam 0d1 , then there exists at least two blow-up solutions of
(1)(2), one of which is positive.
(b) If inrad 0>d2 , inrad 0 being the radius of the largest ball con-
tained in 0, then there are no blow-up solutions of (1)(2).
Proof. After a translation, we may assume that the minimum of f is
reached at the origin, so that mf= f (0).
Part (a). Notice that the only time we used f (0)=0 in the proof of
Theorem 1 was in Section 5, where the zero-function provided a subsolu-
tion for (7)(8). So, if we find a subsolution  of (7)(8) for some c , then
the proofs in Section 5 will work: first, we obtain a solution of (7)(8)
bigger than  since  is a subsolution for any cc . Next, we define
O=[v # B, v<c&],
for c>c , and one can check that the topological degree argument provides
a second solution which crosses . Then, as we let c tend to infinity, we end
up with two blow-up solutions of (1)(2): one bigger than , and one
which crosses .
Let us now investigate the existence of a subsolution. Let , solve
2,= &1 in 0,
,=0 on 0.
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It is well-known, by a scaling argument, that &,&C0 (diam 0)2 where
C0 is independent of 0. Now let us define
C1=max
c>0
c
maxs # [0, c] f (s)
. (40)
The value of C1 is positive and finite, and the maximum is reached for
some c >0 because lims   (s f (s))=0 by Lemma B in [2]. Then we set
(x)=c \1& ,(x)max0 ,+ , x # 0 .
Notice that  attains values in [0, c ], and if diam 0d1 :=- C1 C0 , then
2
c
C0 (diam 0)2
 f (),
and  is a subsolution of (7)(8).
Part (b). Since f &mf satisfies (F1)(F3), there exists a constant
b>0 such that
f (s) f (s) :={
f (s)+
mf
2
,
b |s| p+
mf
2
,
s>0,
s0,
where f = f on [s0 , ) is extended to a Lipschitz continuous, nondecreas-
ing function on [0, s0] with f (0)=0. By Remark 3 following Proposition 3,
we find that there exists a constant R*, such that there are no solutions of
2u=f (u) in BR , (41)
u=c on BR , (42)
if RR* and cs0 .
Now suppose for contradiction that (1)(2) has a solution u for
inrad 0>d2 :=R*. Then u is a subsolution of (41)(42) with c=maxBR* u
on a ball B R* /0. But since c is always a constant supersolution, it would
imply that (41)(42) has a solution. This contradiction finishes the proof of
the Proposition. K
Proof of Theorem 4. For t small enough, diam 0t is small, and thanks
to part (a) of Proposition 7, problem (Qt) has two solutions. Let us define
tcrit=sup [t s.t. (Qt) has a solution].
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Part (b) of Proposition 7 shows that tcrit is finite. Next we show that (Qt)
has at least two solutions for any t less than tcrit . To see this, notice that
a solution ut1 of (Qt1) provides for all t2<t1 a subsolution of (7)(8) in 0t2
with finite boundary condition c=sup0t2 ut1 . The same method as in the
proof of Proposition 7, part (a), allows to conclude that in fact (Qt2) has
two solutions.
Going back to the fixed domain 0, we obtain the statement of
Theorem 4 with *crit=t2crit . K
We finish the discussion of problem (5)(6) by pointing out how the
value *crit depends on f and 0. And finally, we draw attention to the exist-
ence of the critical domain-parameter tcrit for problem (Qt) on more
general families of domains.
1. In the class of functions f # C2[0, $] with f (0)=mf and
sup[0, $] | f "(t)|M, the value d1 and hence *crit tend to + as mf tends
to 0. To show this, we put c=- mf in (40) and obtain the estimate
d1(C0(1+M ))&12 m&14f .
2. It is a simple consequence of Proposition 7 that *crit  0 as
inrad 0   and that *crit   as diam 0  0.
3. As pointed out at the beginning of this section, our proof is done
by varying the domains 0t=t0 instead of the nonlinearity. But in fact, our
argument easily adapts to show the existence of tcrit in problem (Qt) for
any family 0t , t # (0, ) of convex, bounded C2-domains with the proper-
ties that t1<t2 implies 0t1//0t2 , limt  0 diam 0t=0 and t 0t=R
N.
APPENDIX
The following Lemma is well known in the theory of differential
inequalities; see Walter [18].
Lemma A.1 Let f : R  R be a locally Lipschitz continuous and non-
decreasing function, and suppose that, on an interval I=[a, b] with
0a<b, there are functions V, W # C2(I ) with
V"+
N&1
r
V $ f (V ), W"+
N&1
r
W $ f (W )
and V(a)W(a), V $(a)W $(a) (we assume V $(a)=W $(a)=0 if a=0).
Then VW in I.
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Proof. Define p(r)=W"+((N&1)r) W $& f (W ), which is nonnegative.
For =>0, let W= be the solution of
W"=+
N&1
r
W $= f (W=)+ p(r),
W=(a)=W(a)+=, W $=(a)=W $(a).
Clearly, W=  W uniformly as =  0. Now let [a, c] be the maximal subin-
terval of I with VW= . Clearly c>a and
(rN&1(W $=&V $))$rN&1( p(r)+ f (W=)& f (V ))0 on [a, c].
Hence, on [a, c], we have W $=V $ and W=>V which shows that c=b.
Letting =  0 we obtain the desired inequality WV on I. K
Lemma A2. Assume that f : R  R is locally Lipschitz continuous and
satisfies (F2). Then for large ;
R ;=|

;
ds
- F(s)&F(;)
=|

0
ds
- F(s+;)&F(;)
is continuous in ; and lim;   R ;=0.
Proof. Let us take F(s)=ss0 f (t) dt. Notice that for s>s0 , the function
F(s) is positive, increasing and convex. So F(s+;)&F(;) f (;) s for all
s>0 and ;>s0 . In particular R ; is finite for such ;.
(i) Continuity in ;. For ;>s0 the integrand is nonincreasing in ;.
Hence continuity follows from the monotone convergence theorem.
(ii) Limit as ;  . We write
R ;=|
;
0
ds
- F(s+;)&F(;)
+|

;
ds
- F(s+;)&F(;)
=I1+I2 .
Since (F1)(F2) imply f (s)s   as s   (cf. [2] Lemma B), we obtain
I1|
;
0
ds
- f (;) s
=2  ;f (;)  0 as ;  .
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To estimate I2 , we observe that for ;>s0 , it follows from the convexity of
F that F(s+2;)2F(;). Hence
I2=|

0
ds
- F(s+2;)&F(;)
|

0
ds
- 12 F(s+2;)
and the integrand of the last integral is less than ( 12F(s+2s0))
&12 if ;>s0 .
Therefore I2  0 as ;   by dominated convergence. K
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