The interior C 1,γ -regularity for a weak solution with BMO-gradient of a nonlinear nonautonomous second order elliptic systems is investigated.
Introduction.
In this paper we give conditions guaranteeing that the BMO first derivatives of weak solutions to a nonlinear elliptic system belong to C 0,γ (Ω, R nN ).
1
The system (1.1) has been extensively studied. S. Campanato in [2] , [3] proved that (under suitable assumptions) Du ∈ L 2,λ loc (Ω, R nN ) with λ < n, and u ∈ C (Ω, R nN ) which implies that Du is locally Hölder continuous on Ω for n = 2 (see [11] , [7] , [12] ). For this reason we will concentrate on the case n > 2. From a series of counterexamples starting from famous De Giorgi work (see [6] ) it is well known that Du need not be continuous or even bounded (see [8] , [10] , [13] , [16] , [17] ) for n > 2. Higher smoothness of coefficients does not improve the smoothness of a solution, as there are examples (see [14] ) where the coefficients are real analytic while Du is bounded and discontinuous. On the other hand, it follows immediately from so called direct proof of partial regularity (see [7] , [5] )that if modulus of continuity of
is small enough then Du is Hölder continuous. For this reason we concentrate on conditions that do not require smallness of L ∞ norm of the modulus of continuity and they imply that solutions with BMO gradients are C
1,γ
loc Ω. By a weak solution to (1.1) we understand
Here Ω ⊂ R n is an open set and, as we are interested in the interior regularity, we do not assume that u solves a boundary value problem nor any smoothness of ∂Ω.
On the coefficients we suppose (i) (Smoothness) a α i (x, p) are differentiable functions in x and p with continuous derivatives.
(
where M > 0, (iii) (Ellipticity) There exist ν > 0 such that for every x ∈ Ω and p, ξ ∈ R
(iv) (Oscillation of coefficients) There is a real function ω continuous on [0, ∞), which is bounded, nondecreasing, concave, ω(0) = 0 and such that for all x ∈ Ω and p, q ∈ R
It is well known (see [7] , p.169) that for uniformly continuous A In what follows we will understand by pointwise derivative ω ′ of ω the right derivative which is finite on (0, ∞).
For p, p ′ ∈ (1, ∞) such that
and
Now we formulate the result Theorem 1.1 Let u be a weak solution to (1.1) such that Du ∈ BM O(Ω, R N ) and coefficients a α i satisfy the hypotheses (i), (ii), (iii), (iv) with the constants M , ν, a modulus of continuity ω and a right hand side f satisfying (v). Assume that there is a p ∈ (1,
) is given in (2.9).
Preliminaries and Notations.
Let n, N ∈ N, n ≥ 3. We will consider an open set Ω ⊂ R n with points
If x ∈ R n and r is a positive real number, we set B(x, r) = {y ∈ R n : |y − x| < r}. Denote by u x,r = (κ n r n )
u(y) dy the mean value of the function u ∈ L 1 (B(x, r), R N ) over the set B(x, r) (κ n being the volume of unit ball in R n ). Moreover, we set φ(x, r) = B(x,r) |Du(y) − (Du) x,r | 2 dy, U (x, r) = r −n φ(x, r). Beside the usually used space
and space of functions with bounded mean oscillations BM O(Ω, R N )(see, e.g. [9] ). By function space X loc (Ω, R N ) we understand the space of all functions which belong to X(Ω, R N ) for any bounded subdomainΩ with smooth boundary which is compactly embedded in Ω. For definitions and more details see [1] , [7] , [9] and [12] . In particular, we will use:
n with a Lipschitz boundary we have the following
By means of Nirenberg's difference quotients method we obtain Lemma 2.2 Let u be a weak solution to (1.1) and coefficients a α i satisfy the hypotheses (i), (ii), (iii), (iv) with the constants M , ν and a right hand side f ∈ W 1,2 (Ω, R nN ). Then u ∈ W 2,2 loc (Ω, R N ) and for any x ∈ Ω and R ∈ (0, 1/2dist(x, ∂Ω)) it holds
In what follows we will use an algebraic lemma due to S. Campanato. We start with recalling it. 
2)
Remark. Note that we can take any µ ∈ (β, α),
For the statement of following Lemma see e.g. [2] , [7] , [12] .
Lemma 2.4 Consider system of the type (1.1) with a
e. linear system with constant coefficients) satisfying (i), (ii) and (iii). Then there exists a constant L = L(n, M/ν) ≥ 1 such that for every weak solution v ∈ W 1,2 (Ω, R N ), for every x ∈ Ω and 0 < σ ≤ R ≤ dist(x, ∂Ω) the following estimate
holds. If w ≥ 0 is measurable, E(t) = {y ∈ R n : w(y) > t} and µ is n-dimensional Lebesgue measure then
Proof of theorem 1.1. Let x 0 be any fixed point of Ω. We prove that Du ∈ L 2,δ on a neighborhood of x 0 . Let R ≤ 1/2dist(x 0 , ∂Ω). Where no confusion can result, we will use the notation B(R), U (R), φ(R) and (Du) R instead of B(x 0 , R), U (x 0 , R), φ(x 0 , R) and (Du) x 0 ,R .
Denote
Hence a
Thus we can rewrite the system (1.1) as
Split u as v + w where v is the solution of the Dirichlet problem
and w ∈ W 
we can choose test function ϕ = w in (2.4) and get
From (2.5),(2.6) and Poincare's inequality we have
Then using Hölder inequality with the exponent p from the assumptions of the Theorem, embedding and Lemma 2.2 we have
where C p stands for embedding constant from
) is the constant from Lemma 2.2. Taking in Lemma 2.5 ψ(t) = ω 2p ′ (t), w = |Du − (Du) R | on B(R) and w = 0 otherwise, we have E R (t) = {y ∈ B(R) : |Du − (Du) R | > t} and for the last integral we get
Now we can estimate the integral on the right hand side according to assumptions of the theorem. In the first case we assume that
and using (2.8), (2.10), (2.11) for the estimate of I 1 we get
L 2,δ−2 ) (2.13)
As we suppose that Du ∈ BM O(Ω) we have from Proposition 2.1 that Du ∈ L 2,λ for any λ < n. Set λ = δ − 2, R < 1. Hence
for any λ < n, R < 1. We get from (2.7) by means of (2.13) and (2.14) The thesis follows from Proposition 2.1, part (b).
