Introduction {#Sec1}
============

There is an increasing interest in identifying and understanding geographical variations in dietary intake. For instance, a number of international studies have been performed in Europe with the purpose of investigating dietary exposure and testing hypotheses on diet--disease associations assessing dietary intake collected in different geographical areas \[[@CR1]--[@CR3]\]. Another example is that dietary intake data collected through national nutritional monitoring surveys across different European countries can be used to develop and evaluate nutritional policies under the EU commission framework \[[@CR4]\]. However, to correctly estimate the variation in dietary intake across populations in those investigations, it is necessary to obtain data that are as accurate and comparable as possible.

The collection of dietary data for comparisons between populations should preferably be performed using the same and standardized dietary assessment method. To that end, a repeated nonconsecutive 24-h dietary recall interview using EPIC-Soft has been recommended for assessing dietary intake in future national food consumption surveys \[[@CR4], [@CR5]\]. Subsequently, the evaluation of this method was performed within the European Food Consumption Validation (EFCOVAL) study \[[@CR6]\] .

An established approach to evaluate the validity of dietary assessment instruments is to compare self-reported dietary intake with its related biomarker estimates. In particular, recovery-based biomarkers have a precisely known quantitative relation to absolute daily intake and are a valid reference to estimate the bias in dietary intake reports \[[@CR7]\]. Moreover, recovery biomarkers provide reference estimates of dietary intake with errors that are likely to be uncorrelated with the errors of self-reported dietary methods \[[@CR8], [@CR9]\]. Two of the few available recovery biomarkers to assess the bias in nutrient intake are urinary nitrogen and potassium \[[@CR10], [@CR11]\].

Previously, the accuracy of protein as estimated by one 24-h dietary recall using EPIC-Soft has been evaluated using urinary nitrogen in the European Prospective Investigation into Cancer and Nutrition (EPIC) study. In this study, protein intake was underestimated at the group level and varied across European centers, that is, ratios between nitrogen intake and excretion ranged from 0.69 (Greece) to 0.99 (Ragusa-Italy) in men and from 0.54 (Greece) to 0.92 (Paris-France) in women \[[@CR12]\]. More recently, in the EFCOVAL study, the average of two nonconsecutive days of protein and potassium intake assessed with this computerized 24-h recall and compared to their respective biomarkers revealed underestimation that ranged across five European centers between 2 and 13% for protein intake and between 4 and 17% for potassium intake \[[@CR13]\]. These results suggested that differences in the performance of the 24-h recall may exist across European countries.

A number of reasons have been hypothesized to explain the observed variation in biases in protein and potassium intake between-centers in the EPIC and EFCOVAL studies. For instance, differences in characteristics at the center (e.g., food pattern) or individual level (e.g., socioeconomic status, BMI) could explain differential misreporting of dietary intake. However, an evaluation of the potential effect of characteristics at the individual and center (country) level on the validity of the method was lacking. The analyses initially conducted in the EPIC and EFCOVAL data on protein and potassium bias used a single-level model with 'fixed effects', which did not allow for simultaneous separation of within- and between-center variance. These previous analyses also did not consider all possible explanatory variables at the individual and center levels to be included in the model. Therefore, to gain a more in-depth understanding of the accuracy of nutrient intake assessed by the 24-h recall across European centers, the individual and center level ought to be considered simultaneously. For that purpose, multilevel modeling can be used by means of 'random effect models'. The random effect model approach allows for estimating the effects of individual- and center-level characteristics, and their impact on the estimates of between-center variation in the bias of nutritional assessment \[[@CR14]\].

Furthermore, pooling the data from the EFCOVAL and EPIC studies increased the number of geographical regions considered, the heterogeneity of the dietary patterns and the statistical power to evaluate the bias in protein and potassium intake collected with 24-h recalls across European populations using multilevel analysis. Therefore, the objective of this paper was to further investigate whether the group-level bias in intake of protein and potassium collected with 24-h recalls using EPIC-Soft varied across European centers and whether this was affected by characteristics at the individual and center level.

Subjects and methods {#Sec2}
====================

Study population {#Sec3}
----------------

This study combines study populations from two European studies, the EPIC calibration sub-study and the EFCOVAL validation study, together representing 9 European countries. Previous publications described in detail the rationale and methods of the studies \[[@CR1], [@CR15]--[@CR17]\]. Within the EPIC cohort, \~37,000 individuals comprised the subsample of the calibration sub-study. Between 1995 and 2000, these individuals were randomly chosen from the EPIC cohorts for completing a single standardized 24-h dietary recall (EPIC-Soft) to calibrate baseline food frequency questionnaires (FFQ) \[[@CR1]\]. More details about the study population from the calibration study are reported elsewhere \[[@CR9], [@CR12]\]. In a convenience subsample of the calibration study, 24-h urines were collected from 1,386 participants from 12 EPIC centers in 6 countries (Paris in France; Florence, Naples, Ragusa, Varese and Turin in Italy; some combined regions in Greece; Cambridge and Oxford in the United Kingdom; Bilthoven in the Netherlands; and Heidelberg and Potsdam in Germany). Urine was collected over the same day as the 24-h recall (44%) or within a maximum of 6 days afterward (56%). Furthermore, lifestyle information was collected at baseline from all EPIC study participants. To optimize the sample sizes in some centers, the initial 12 centers from the EPIC administrative areas were redefined into 9 centers \[[@CR12]\], labeled hereafter as Heidelberg, Potsdam, Paris, Greece, Central/Southern Italy (including Florence, Naples and Ragusa), Northern Italy (including Varese and Turin), Bilthoven, Cambridge, and Oxford. In the EFCOVAL validation study, dietary information was collected in five European centers, that is, Ghent (Belgium), Brno (Czech Republic), Nice (France), Wageningen (the Netherlands) and Oslo (Norway), in the years 2007 and 2008. In total, 600 participants underwent two standardized 24-h recall interviews using EPIC-Soft software and following a randomized schedule \[[@CR13]\]. In addition, they provided two 24-h urines, covering the same days as the 24-h recalls. Participants were healthy individuals, who did not take diuretics or followed prescribed therapy. Both studies were conducted according to the guidelines laid down in the Declaration of Helsinki, and procedures involving human subjects were approved by ethical committees of the centers involved in the data collection.

In the combined assessment, data from 1986 participants from 14 European centers (9 from the EPIC study) were initially used. From these, 145 participants were excluded from the protein analyses and 176 from the potassium analyses. Reasons for exclusion were that data of the 24-h recall (*n* = 18), urinary protein (*n* = 13) or potassium (*n* = 44) was not available, participants were on a restricted diet (*n* = 51), or \<50% of para-aminobenzoic acid (PABA) was recovered (*n* = 63)---see details in the 24-h urine collection section. Thus, the final sample in the data set included 1,841 participants for the data analyses of protein and 1,810 for potassium.

An overview of the two studies and the pooled data are given in Table [1](#Tab1){ref-type="table"}.Table 1Overview of EPIC and EFCOVAL studies and the pooled databaseParameterEPIC (1995--2000)EFCOVAL (2007--2008)Pooled*n*1,3866001,841 after exclusions*24*-*h Recall*Number of administrations121stMode of administrationFFFF/T (at random)Both FF/TDays of the weekAll included, unevenAll included, with small differencesAll included, unevenEPIC-Soft Version9.169.169.16Photo bookletsFull version developed at IARCCountry-specific selection with new pictures on bread shapes and household measurements*Nutrient values*Standardized European database (ENDB)Country-specific FCTDifferent levels of standardizationProteinAssumed the laboratory analyses used to assess protein in foods are comparable (mostly by Kjeldahl)Assumed the laboratory analyses used to assess protein in foods are comparable (mostly by Kjeldahl)Prot/N data between countries are comparable in terms of laboratory analysisConversion factor Nitrogen → ProteinHarmonized PROT values by standardizing CF as follows: If N available then PROT = N × 6.25; otherwise: If N_CF available then N = Prot/N_CF and new Prot = N × 6.25Different CF used: FR, BE and NO (Jones Factors). CZ: 6.25 and NL 6.38 for dairy and all other foods 6.25Unstandardized and standardized CF; In EFCOVAL: NL and FR standardized, others not. (see methods section)PotassiumAssumed the laboratory analyses used to assess K in foods are comparableAssumed the laboratory analyses used to assess K in foods are comparableAssumed the laboratory analyses used to assess K in foods are comparableRetention factor: Losses in K when foods are cookedRF applied: Cooked single foods linked to raw foods were adjusted by retention factors (food group specific)K losses were not considered when some cooked foods were linked to raw foodsK contents of single foods in EFCOVAL were adjusted as done in EPIC.*Biomarker*1 × 24 h urine collection2 × 24 h urine collections1st urine corresponding 1st recallUrinary NitrogenKjeldahl method (laboratory in UK)Kjeldahl method (laboratory in the NL)Laboratorial comparison in a subsampleUrinary potassiumFlame photometry (laboratory in UK)Ion Electrode (laboratory in the NL)Laboratorial comparison in a subsamplePABA correctionExcluded \<70 and \>110%Excluded \<50%Excluded \<50% PABA adjustment between 70 and 85%PABA adjustment between 50 and 85%PABA adjustment between 50 and 85%*Other nondietary data*Educational level5 categories: none, primary, technical/professional school, secondary and longer education (inc. university)3 categories: low, intermediate and high4 categories: none, low, intermediate and highWeight and HeightMeasured and self-reported that have been corrected, except for Paris sample (See Haftenberger et al. \[[@CR27]\])MeasuredMeasured and self-reported that have been corrected, except to Paris sample*CF* Conversion factor,*EFCOVAL* European Food Consumption Validation,*ENDB* EPIC Nutrient Database,*EPIC* European Prospective Investigation into Cancer and Nutrition,*FCT* Food composition tables,*FF* Face-to-Face interview,*FR* France,*BE* Belgium,*NO* Norway,*CZ* Czech Republic,*NL* Netherlands,*UK* United Kingdom,*IARC* International Agency for Research on Cancer,*K* potassium,*N* nitrogen,*PABA* para-aminobenzoic acid,*PROT* protein,*RF* retention factor,*T* telephone interview

Dietary data {#Sec4}
------------

In both the EPIC and the EFCOVAL study, the 24-h recalls were collected using EPIC-Soft version 9.16. The structure and standardization procedure of EPIC-Soft have been described elsewhere \[[@CR13], [@CR18], [@CR19]\]. Briefly, EPIC-Soft is a computer-assisted 24-h dietary recall that follows standardized steps when describing, quantifying, probing and calculating dietary intake \[[@CR18]\]. The 24-h recalls were collected by trained dietitians through face-to-face interviews in the EPIC centers. In EFCOVAL, one telephone and one face-to-face interview were applied in random order in each subject. These were also applied by trained dietitians or nutritionists who followed a course using similar instructions and guidelines as used in the EPIC study. In both studies, dietary data of all days of the week were collected. In EPIC, protein and potassium food composition values from each national food composition database were standardized across countries within the European Nutrient Database (ENDB) project, in collaboration with national compilers and other international experts \[[@CR20]\]. For EFCOVAL, protein and potassium intake were calculated using country-specific food composition databases.

To align both EFCOVAL and EPIC data sets, only the first 24-h recall information from the EFCOVAL participants was pooled in the data set. Consequently, the EFCOVAL measurements consisted of 24-h recalls collected by telephone and face-to-face interviews. Furthermore, an attempt has been made to standardize food composition values between EPIC and EFCOVAL studies. Similar to what has been done within the ENDB framework, losses in the potassium values of cooked single foods, that have been linked to raw foods in the food composition data, were adjusted by applying the same retention factors than those initially used for the EPIC data. For protein, standardization of the EPIC data was performed by applying the 6.25 conversion factor (CF) instead of food-specific CFs to convert nitrogen into protein intake. Within EFCOVAL, such standardization was only possible for the data from Wageningen (NL) and Nice (FR) because it was not possible to retrieve the original CF information applied in the protein composition of the foods in the other three centers that represented 9.9% of the total study population. Energy values were computed by adding the contributions from protein, carbohydrates, fat and alcohol intake and using related Atwater factors (17, 17, 37 and 29 kJ per gram, respectively) \[[@CR21]\].

There were some differences between the databases used in the EPIC-Soft software in the EPIC and EFCOVAL studies. These differences were mainly related to the upgrade of food lists, standard units, descriptors for food identification \[[@CR22]\] and selection of food pictures for food quantification. Nevertheless, the purpose of updating these databases in EPIC-Soft was to take into account actual differences in consumption between the centers while the procedures to collect them were still standardized.

24-h urine collection and recovery biomarkers for protein and potassium intake {#Sec5}
------------------------------------------------------------------------------

For the EFCOVAL participants, only the first 24-h urine collection corresponding to the first 24-h recall was used in the pooled data set. Twenty-four hour urine collections were verified for completeness by using para-aminobenzoic acid (PABA) tablets (PABAcheck, Laboratories for Applied Biology, London). Complete logistics of 24-h urine collections and laboratory analyses are described elsewhere \[[@CR12], [@CR13]\]. In brief, after collection, the 24-h urines were transported to the study centers where they were weighed and aliquoted. Then, specimens were stored at −20 °C until shipment on dry ice to the central laboratories in Cambridge (EPIC) and Wageningen (EFCOVAL). Urinary nitrogen was determined by the Kjeldahl technique in both studies. Urinary potassium was determined using an IL 943 flame photometer (Instrumentation Laboratory) in EPIC and using an ion-selective electrode on a Beckman Synchron LX20 analyzer in EFCOVAL. PABA was measured by colorimetry in both studies \[[@CR12], [@CR13], [@CR23]\]. Urine samples with PABA recoveries below 50% were treated as incomplete and excluded from the data analyses. Specimens containing between 50 and 85% of PABA recovery had their urinary protein and potassium concentrations proportionally adjusted to 93% \[[@CR24]\]. Furthermore, we did not exclude participants with PABA recovery above 110%, as we assumed that those collections were complete. This procedure for dealing with PABA recovery is different from previously published data in the EPIC study \[[@CR12]\], resulting in a larger sample sizes for some EPIC centers. Taking into account extra-renal losses (\~19%) and the fact that protein on average contains 16% of nitrogen, urinary protein was calculated as \[6.25 × (urinary nitrogen/0.81)\] \[[@CR11], [@CR25]\]. Urinary potassium was estimated by dividing the measured value by 0.77, assuming that 77% of potassium intake is excreted through the urine when considering fecal excretion \[[@CR10], [@CR26]\].

Laboratory calibration study {#Sec6}
----------------------------

With the purpose of harmonizing biomarker laboratory data, a calibration study was conducted among laboratories that performed analyses in the EPIC and EFCOVAL studies. Therefore, during the Summer of 2008, 50 urine samples of the EPIC study that were previously analyzed for protein and potassium content by the MRC Dunn Clinical Nutrition Centre in Cambridge (UK) were reanalyzed by the laboratory at Wageningen University (NL). The results obtained from the two laboratories were compared. In addition, comparability of laboratory methods used in EPIC and EFCOVAL laboratories was further substantiated by evaluating standard reference materials and quality control procedures (e.g., inter-laboratory proficiency tests) of each laboratory measurement. A report of the laboratory comparison between studies is presented in the supplemental material online. Shortly, we did not observe statistically significant differences between the measurements by the two labs for nitrogen or potassium. Therefore, calibration of data between both studies was not necessary, and original biomarker data of the two studies were used in our analyses.

Anthropometrics and educational level {#Sec7}
-------------------------------------

In both studies, measurements of body weight and height were collected for the calculation of body mass index (BMI). In EPIC, some measurements were self-reported and were corrected by prediction equations, as described in Haftenberger et al. \[[@CR27]\].

Furthermore, a general lifestyle questionnaire, including educational level information, was applied at the start of each study. Educational level was categorized using different categories in the EPIC and EFCOVAL studies (see Table [1](#Tab1){ref-type="table"}). The proposed classification for the pooled data analyses included the following categories: none, low, intermediate and high, in which technical and secondary groups of education from the EPIC data were treated as intermediate levels.

Explanatory variables {#Sec8}
---------------------

Based on preexisting knowledge, we selected full sets of explanatory variables to be included in the models, which we expected to vary across individuals or centers and be correlated with the nutrient bias or intake or biomarker levels. Variables at the individual level were age (in years), educational level (categorical), BMI (in kg/m^2^), mode of administration of the 24-h recall (face-to-face vs. telephone), day of the week of the 24-h recall (weekday vs. weekend) and year of recruitment. Explanatory variables at center level were study (EFCOVAL vs. EPIC), human development index (HDI, \[[@CR28]\]) and a food pattern index. The variable 'study' is meant to represent the distinct characteristics of each study, such as the period of data collection. We used the HDI as a proxy for identifying socioeconomic differences across the centers. The HDI statistic is composed from national data on life expectancy, education and per capita gross domestic product, as an indicator of standard of living, at the country level. Thus, centers in the same country had the same HDI. To capture the variability existing in food pattern across the European centers, a food pattern index was calculated for each individual and averaged out for each center. For this purpose, we used the variety index component, obtained from the 'diet quality index-international' (DQI-I)\[[@CR29]\], to indicate the diversity in food group intake between the centers. This index assesses whether intake comes from diverse sources both across and within food groups and varies from 0 to 20 points. It is divided in two parts. First, the overall food group variety is assessed by inclusion of at least one serving food per day from each of the five food groups (meat/poultry/fish/egg, dairy, grains, fruits and vegetables). Second, variety within protein sources is evaluated, that is, number of protein sources. The lowest food index score in our assessment was attributed to Oxford (vegetarians)-UK (10.5 points) and the highest to the 3 Spanish centers (\>18.5 points).

Statistical analyses {#Sec9}
--------------------

Multilevel linear regression models were used to assess the variation in group-level bias of protein and potassium intake across the centers and to estimate the effects of individual- and center-level explanatory variables on this variation. Individuals were set at the first level and centers at the second. Statistical analyses were conducted separately for men and women since our previous single-level analyses showed different group-level bias for each gender \[[@CR13]\]. The number of centers in the analysis of each gender is different since the research center in Paris only included women.

Bias was defined as the ratio between nutrient intake and its excretion. We chose the ratios instead of absolute values to take into account differences that were related to high or low protein and potassium intake across centers. These ratios were treated as the dependent variable in the regression models and were log-transformed to improve normality (ln(individual ratio)).

We fitted three regression models in an increasing order of complexity (see "[Appendix](#Sec14){ref-type="sec"}"). Model (i) included a random effect to model between-center variation of protein and potassium biases across centers (i.e., random intercepts) without explanatory variables. Therefore, we were able to estimate the between-center variances in group-level bias in a crude model. In model (ii), individual-level explanatory variables were added to the fixed part of the model, whereas in model (iii), center-level variables were also included. Full sets of individual- and center-level explanatory variables were included in their respective regression models, and the optimal subsets of variables were chosen by using a backward selection. The fit of the models was tested by the likelihood ratio test, which compared minus twice the difference of the maximum likelihood (ML) of that model with the preceding nested model \[[@CR14]\]. The likelihood ratio test statistic was compared to a χ^2^ distribution with degrees of freedom equal to the number of extra-parameters in the more complex model \[[@CR14]\]. Results are only presented for models that showed a statistically significant improvement. Furthermore, we also attempted to include random slopes to allow the effects of age and BMI to vary between centers, but their results suggested homogeneity of the effects and they are, therefore, not included in the paper.
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                \begin{document}$$ \sigma_{e0}^{2} $$\end{document}$). To quantify the variation in nutrient biases across centers, we looked at the between-center random effect obtained across the fitted models. Even though zero between-center variation in bias may have been observed in a simpler model, we proceeded with the more complex ones to check whether the variance estimates would change by including different terms into the model (e.g., inclusion of explanatory variables). To interpret the contribution of between-center variance, we used two approaches, the variance partition coefficient (VPC) and the coefficient of variation (CV) between centers. The VPC was calculated as the proportion of total variance that is due to differences between centers \[[@CR14]\].$$\documentclass[12pt]{minimal}
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The CV expresses the variation in the bias between centers as a percentage, relative to the intake according to the reference method. Because the analysis of the bias was done on the logarithmic scale and the ratios on the center level were close to one,$$\documentclass[12pt]{minimal}
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Statistical analyses were carried out using SAS statistical package, version 9.1 (SAS Institute Inc., Cary, NC, USA).

Results {#Sec10}
=======

All centers combined, both men and women underreported protein intake from 1-day 24-h recall by 3 and 5% (ratio intake/excretion = 0.97 and 0.95), respectively (Table [2](#Tab2){ref-type="table"}). In men, the ratio between protein intake and excretion varied from 0.89 in Wageningen (NL) to 1.03 in Central/Southern Italy (IT). In women, the ratio varied from 0.84 in Greece (GR) to 1.05 in Oslo (NO). Average underestimation of potassium intake was 1% in men and 3% in women. In men, the lowest ratio between potassium intake and biomarker excretion was observed in Nice (FR) and Heidelberg (DE) with 0.86, whereas the highest ratio was seen in Northern Italy (IT) with 1.17. In women, the lowest ratio was 0.90 in Potsdam (DE) and the highest ratio was 1.08 in Greece (GR).Table 2Protein and potassium intake^a^ based on 24-h recalls and 24-h urinary biomarkers and their ratios for European centers participating in the EPIC and EFCOVAL studiesProtein (g/day)Potassium (mg/day)Center*n*IntakeBiomarkerRatio^b^*n*IntakeBiomarkerRatioMean10th--90thMean10th--90thMean10th--90thMean10th--90thMean10th--90thMean10th--90th*Men*BE: Ghent62102.170.4--141.0111.077.0--148.60.950.65--1.33624,0982,711--5,7624,1192,774--6,1051.030.71--1.41CZ: Brno57103.758.5--151.1104.176.5--132.61.020.64--1.43573,8212,092--5,2263,5662,394--4,8851.040.62--1.53DE: Heidelberg4191.548.0--141.1102.170.2--133.60.970.52--1.42413,9432,323--5,6314,6483,509--5,7680.860.53--1.21DE: Potsdam7890.953.5--130.5100.478.2--124.30.930.55--1.30603,7322,493--5,3383,9352,323--5,6061.020.66--1.59FR: Nice53100.860.6--157.8107.781.8--132.90.940.65--1.38533,5102,059--4,9364,1832,595--5,7280.860.55--1.20GR: Greece4981.937.5--134.384.458.6--117.70.990.52--1.44493,1801,186--4,9272,5871,412--4,0570.990.75--1.31IT: Central/Southern24114.863.5--173.7113.978.2--136.71.030.51--1.48244,1352,785--5,6114,0082,595--6,4081.120.52--1.59IT: Northern56113.571.5--165.1113.184.9--147.31.020.68--1.45564,2172,666--6,1373,6872,722--5,0981.170.77--1.62NL: Bilthoven81105.961.3--170.0109.982.1--137.61.000.50--1.61814,2932,392--6,4754,2932,767--5,3211.050.58--1.61NL: Wageningen58101.561.5--149.1117.282.6--157.20.890.56--1.28584,4222,971--6,7144,5723,001--6,2280.990.75--1.31NO: Oslo62112.079.9--148.9116.982.0--158.20.990.65--1.47624,7193,152--6,4644,9693,338--6,3870.980.60--1.48UK: Cambridge15490.456.8--121.995.770.4--123.20.980.60--1.431543,9492,622--5,3844,1742,656--5,6361.000.62--1.50UK: Oxford4291.761.3--133.298.274.2--120.90.950.63--1.36423,9692,734--5,2744,5962,960--6,5600.940.52--1.33All centers81798.857.5--145.2104.774.0--140.30.970.60--1.437994,0132,451--5,8214,1222,575--5,8580.990.62--1.53*Women*BE: Ghent5979.646.4--109.584.659.4--114.60.980.60--1.39593,6512,325--5,6993,9482,486--5,1690.970.62--1.53CZ: Brno6070.745.5--98.977.457.1--94.00.940.52--1.38603,1402,184--4,3523,2262,002--4,3520.970.61--1.38DE: Heidelberg4872.835.2--102.480.845.8--119.00.960.47--1.40483,3781,880--4,8873,6652,163--5,2910.980.58--1.30DE: Potsdam5667.740.6--101.476.055.6--103.80.920.52--1.33433,2691,994--4,5723,7992,188--5,1130.900.57--1.32FR: Nice5776.854.9--100.682.461.8--102.10.960.67--1.31573,2512,214--4,0563,6852,571--4,9330.930.59--1.28FR: Paris11686.655.1--122.086.864.4--112.71.030.58--1.571163,4592,315--4,8773,7372,412--5,2300.960.66--1.33GR: Greece5256.929.7--93.669.647.1--91.70.840.38--1.32522,4281,257--3,7932,3781,691--3,3771.080.54--1.78IT: Central/Southern7178.150.9--113.888.562.1--115.90.900.63--1.28713,1482,003--4,5803,4282,326--4,7220.980.60--1.54IT: Northern4675.848.2--108.891.465.5--120.80.850.52--1.32463,0661,892--4,1273,0732,168--4,1181.030.64--1.49NL: Bilthoven11678.749.2--110.784.757.9--112.40.950.63--1.381163,5392,210--5,0943,8402,300--5,7680.980.61--1.42NL: Wageningen6078.847.6--108.783.162.5--108.40.960.62--1.26603,6222,314--4,8203,9332,704--5,3870.950.71--1.36NO: Oslo6286.352.9--114.984.761.1--109.21.050.74--1.37623,6952,505--5,0823,8392,769--4,9460.990.69--1.41UK: Cambridge17474.847.4--102.279.056.8--101.20.980.61--1.381743,4182,266--4,7213,8592,620--5,4640.930.57--1.29UK: Oxford4759.643.8--82.671.655.4--90.50.850.59--1.17473,1692,221--3,9933,6212,463--4,6360.910.64--1.24All centers1,02475.845.4--108.081.958.3--108.00.950.58--1.361,0113,3482,095--4,7213,6392,300--5,0780.970.61--1.38^a^Mean values and interdeciles (10th--90th percentiles)^b^Ratio: intake/excretion

Protein intake {#Sec11}
--------------

Based on the center random effect, between-center variance in protein bias was null ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{u0}^{2} $$\end{document}$ \~ 0) in men (Table [3](#Tab3){ref-type="table"}). In women, the between-center CV in protein biases was initially 5.7%, which was 3% of the total variance, and Greece (GR), Paris (FR) and Oslo (NO) were the centers with a group-level bias deviating from the overall mean bias (Table [4](#Tab4){ref-type="table"}). After inclusion of individual explanatory variables, especially BMI, the between-center variance in bias was reduced by 78% (from 0.0032 to 0.0007) in women (*p* \< 0.001). In addition, the remaining between-center variance in protein biases (CV = 2.6%) was not significant anymore and no center appeared to deviate from the mean bias. Other variables that may have contributed to the reduction of between-center variance in protein biases in women were 'day of the week' (*p* = 0.06) and 'mode of administration' (*p* = 0.06). When we added center-level variables (e.g., HDI), we did not observe a significant improvement of the model's fit neither for men nor women (data not shown). Therefore, model ii (random intercepts to model the center effect with inclusion of variables at the individual level) was retained as the most adequate model to the data (Tables [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"}).Table 3Multilevel regression analysis of the log-transformed ratio between protein intake and excretion in men across 13 European centers participating in the EPIC and EFCOVAL studiesModel^a^Model iModel iiRandom intercept for center---no explanatory variablesRandom intercept for center---explanatory variables at the individual level*N*817817Likelihood ratio673644Likelihood ratio test^b^*p* \< 0.001$\documentclass[12pt]{minimal}
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Potassium intake {#Sec12}
----------------

In men, the between-center CV in potassium biases was initially 8.9% (Model i), which was about 5% of the total variance (Table [5](#Tab5){ref-type="table"}). When applying model ii, the between-center CV slightly increased to 9.5%. Furthermore, the biases from 4 centers, that is, Greece (GR), Heidelberg (DE), Nice (FR) and Northern Italy (IT), seemed to differ from the overall mean potassium bias. Individual BMI was a factor influencing the between-center variance in men (*p* = 0.002). No between-center variance ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{u0}^{2} $$\end{document}$ = 0) was initially observed in the potassium biases in women (Table [6](#Tab6){ref-type="table"}). After including individual variables in the model, BMI predicted the bias and there was still no significant variation across centers in women (CV = 1.7%). As for the protein analyses, inclusion of center-level variables (model iii) did not improve the fit of the model, for men and women.Table 5Multilevel regression analysis of the log-transformed ratio between potassium intake excretion in men from 13 European centers from the EPIC and EFCOVAL studiesModel^a^Model iModel iiRandom intercept for center---no explanatory variablesRandom intercept for center---explanatory variables at the individual level*N*799799Likelihood ratio715706Likelihood ratio test^b^*p* = 0.002$\documentclass[12pt]{minimal}
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Discussion {#Sec13}
==========

In this paper, we investigated the variation in group-level bias in self-reported protein and potassium intake collected with the computerized 24-h recall (EPIC-Soft) across European adult populations. By using a multilevel modeling approach, we observed that the bias in protein intake did not vary across centers in men, but varied among women (5.7% of variation) in the crude model with random intercepts. Bias in potassium intake differed between centers in men (8.9% of variation), but not in women. Explanatory variables at the individual level (i.e., BMI, day of the week and mode of administration) predicted and explained the between-center variation of bias in protein and potassium intake. When those were included in the model, the bias in protein intake in women did not significantly vary anymore, and the bias in potassium intake remained with variations across centers (9.5% of variation). Selected center-level variables (i.e., HDI) did not influence the between-center variations in bias in our assessment.

The major advantage of using multilevel analysis was that we were able to separate the two variance components (i.e., within- and between-center) in protein and potassium bias in one sole model, which is important for a reliable comparison of populations \[[@CR30], [@CR31]\]. In addition, in this unique setting of combining data sets from two European studies, we were able to use dietary and biomarker meas urements that were collected using standardized methodologies. A comparison of laboratory measurements was performed to overcome possible inter-laboratory errors, and an important level of standardization was achieved by estimating protein and potassium intake from food composition tables across the different European centers, although not completely for Ghent (BE), Brno (CZ) and Oslo (NO). Furthermore, the large number of centers originating from different regions of Europe allowed us to compare populations with different dietary intake profiles.

Yet, our study has limitations that should be considered in the interpretation of our findings and in the development of future research. First, we cannot assume that these results can be extrapolated for other points of the distribution of protein and potassium intake, which are important to assess prevalence above or below a certain cut off point \[[@CR32]\]. As previously shown, we may expect that the accuracy of other points of the distribution, between the mean and the ends of the tails, is inferior compared to the mean bias at the population level \[[@CR13]\]. Nevertheless, this has been the first attempt of using a multilevel approach to validate dietary intake in an international context, and an important understanding of between-center variation in nutrient intake bias as well as factors that can influence the performance of the method has been achieved. Second, we were not able to completely harmonize the food composition data for protein in EFCOVAL. However, when we excluded centers with nonstandardized protein composition data from our main analysis, the results for protein did not change. Third, it can be questioned whether we have properly dealt with the results of the laboratory comparison, considering the small sample size in the calibration study. Based on the nonstatistically significant differences obtained with the *t* test, we opted not to calibrate the laboratory estimates. However, multilevel analysis with and without calibration of protein and potassium biomarker values resulted in similar results. At last, the generalization of these results to other nutrients is not warranted given that foods and related nutrients might be differently misreported \[[@CR33]--[@CR35]\].

In other analysis with EFCOVAL and EPIC data \[[@CR12], [@CR13]\], the group-level bias of protein and potassium intake assessed with 24-h recalls varied across centers. A number of reasons were suggested to explain this variation in bias, as for instance a difference in BMI. Differential underreporting of dietary intake by overweight and obese individuals is expected based on the literature \[[@CR36], [@CR37]\]. Indeed, BMI was the explanatory variable predicting most of the bias in protein and potassium intake in this analysis as well as explaining the variation of bias across the centers; thus, confirming the importance of considering BMI when performing the 24-h recalls in Europe.

Besides BMI, the day of the week (weekday vs. weekends) and the mode of administration (face-to-face vs. telephone) appeared to influence the bias in protein intake across centers, but not in potassium. An explanation for this difference may be that potassium is a nutrient present in a greater variety of foods/food groups and more equally distributed among different food groups than protein \[[@CR10]\]. Moreover, higher protein intake has been observed during weekends across European populations when compared to weekdays \[[@CR38]\]. What regards the comparability of different modes of administration, comparable results between telephone and face-to-face interviews could be expected \[[@CR39]--[@CR41]\], but perhaps populations with different dietary intake patterns respond differently to these two modes of administration. Actually, within the EFCOVAL study, we observed that 24-h recalls collected by telephone interviews seemed to provide a more accurate assessment than by face-to-face interviews in some research centers (unpublished results).

Furthermore, we observed a between-center variation in group-level bias in potassium intake in men, but not in women. As differential reporting bias is suggested among genders, we speculate that improvements of the reported 24-h recalls might be expected if the person who does the shopping and/or the cooking of the foods is involved in the dietary interview.

We hypothesized that certain center characteristics (e.g., food pattern index, HDI) could influence the variation of group-level biases in protein and potassium intake across the European centers. However, we observed almost no variation in biases across the centers, except for bias in potassium intake in men. Therefore, there was not much variation in bias to be explained by characteristics at the center level. Nevertheless, we suppose that these characteristics may be relevant in the assessment of less regularly consumed nutrients and, especially, for foods and food groups, as we may expect a larger variation in the dietary intake assessment between populations in Europe than was found for the nutrients we assessed \[[@CR42]\]. For that, more insight into food pattern indexes to represent country differences would be valuable, as the index we have used in this assessment may have not been sufficiently accurate.

Furthermore, the integration of the two study populations, which have dietary data collected in different time periods, did not seem to influence the variation in bias in protein and potassium intake across centers. Although slightly higher protein intakes have been observed in the EFCOVAL centers when compared to EPIC, neither the 'year of recruitment' nor the 'period of collection' (i.e., center-level variable: study) influenced the variation in bias. In addition, energy intake that was also slightly higher in the EFCOVAL study did not change any of the results when added as co-variable (results not shown). Only the fact that two modes of administrations were used in EFCOVAL, while only one was used in EPIC probably played a role in the difference in protein intakes across the two studies. In fact, mode of administration appeared to be significantly associated with the variation in bias in protein intake across the centers.

In conclusion, the present results appear to bring us a step further to understand and quantify the variation in bias in the assessment of protein and potassium intake collected with 24-h recalls across European centers. Remarkably, almost no variation in protein and potassium biases of the 24-h recalls using EPIC-Soft was observed across the centers. In addition, the results of this study suggest that the group-level bias in protein intake for both genders and potassium intake for women did not vary across centers and to a certain extent varied for potassium intake in men. Furthermore, the large number of centers originating from different regions of Europe allowed us to compare populations with different dietary intake profiles. In view of that, the data to be collected in future pan-European nutritional monitoring surveys should be analyzed and interpreted taking into account the characteristics that may influence reports of protein and potassium intake across countries, especially BMI and mode of administration. Above all, we suggest to additionally explore the between-center effect in the ranking of self-reported food groups and infrequently consumed nutrients across countries as well as the impact of using distinct modes of administration in the collection of dietary data across countries.
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Appendix: Specification of models used in the multilevel approach {#Sec14}
=================================================================

The following regression model represents **model iii** (random intercepts with individual- and center-level explanatory variables) in the assessment:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{gathered} Y_{ij} = \alpha_{j} + \beta_{1} X_{1ij} , \ldots ,\beta_{n} X_{nij} + \gamma_{1} Z_{1j} , \ldots ,\gamma_{n} Z_{nj} + e_{ij} \hfill \\ \alpha_{j} = \alpha + u_{0j} \hfill \\ u_{0j} \sim N(0,\Upomega_{u} ) \hfill \\ e_{ij} \sim N(0,\sigma_{e}^{2} ) \hfill \\ \end{gathered} $$\end{document}$$where, *j* = the index for the centers (*j* = 1,..., *N*), *i* = the index for the individuals within the centers (*i* = 1,..., *n*~*j*~), *Y*~*ij*~: log ratio between dietary intake and biomarker for *i*th individual in the *j*th center, α: the overall mean of log ratio between intake and biomarker across all centers, β~1~,..., β~*n*~: effects of individual explanatory variables *X*~*1ij*~,..., *X*~*nij*~, γ~1~,..., γ~*n*~: fixed effects of the center-level explanatory variables *Z*~1*j*~,..., *Z*~*nj*~, *u*~0*j*~: center-level random effects on the mean of the intercept of *Y*, *e*~*ij*~: residual error term, assumed to have a mean of zero and a variance ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{e}^{2} $$\end{document}$ = individual random effect), Thus, this model has fixed-effect parameters (α, β~*n*~, γ~*n*~) as well as zero-mean random coefficients (*u*~0*j*~, *e*~*ij*~).

In **model ii** (random intercepts with only individual explanatory variables), the coefficients γ~1~,..., γ~*n*~ of the center-level variables *Z*~1*j*~,..., *Z*~*nj*~ are zero. **Model i** additionally constrained to zero the coefficients β~1~,..., β~n~ from individual variables *X*~*1ij*~,..., *X*~*nij*~.
