I. INTRODUCTION UCH recent work has focused on the design of ef-M ficient coded modulation schemes for the band-limited additive white Gaussian noise (AWGN) channel. In an influential paper [ 11, Ungerboeck showed that significant improvements in performance over uncoded modulation could be obtained by combining the operations of channel encoder and modulator. Using the technique of set-partitioning, in which the basic modulation signals are partitioned into subsets, Ungerboeck constructed a variety of trellis-coded modulation schemes. Block-encoded modulation schemes have also been studied by several authors. Imai and Hirakawa [2] described a multilevel coding method in which binary block codes of various strengths are combined to enhance the error performance of the modulation scheme. The "hierarchical construction" of Ginzburg [3] is a generalization of the construction of Imai and Hirakawa. As in the work of Ungerboeck, the basic modulation signals are partitioned into a hierarchy of subsets; the block-encoded modulation scheme is obtained by mapping conventional block codes of appropriate strength onto the signals at various levels Manuscript received March 31, 1988; revised November 7, 1988 . This work was supported in part by a grant from the Natural Sciences and Engineering Research Council (NSERC) of Canada. This paper was presented in part at the 14th Biennial Symposium on Communications, Queen's University, Kingston, 1988. F. R. Kschischang and S. Pasupathy are with the Department of Electrical Engineering, University of Toronto, Toronto, Ont. M5S 1A4, Canada.
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of the hierarchy. The idea of set-partitioning is also evident in the work of Cusack [4] , who (using techniques similar to those of Imai and Hirakawa and of Ginzburg) constructed coded modulation schemes by applying ReedMuller codes to QAM signal constellations. Sayegh [5] later extended Cusack's work by applying known binary block codes to design block-encoded modulation schemes based on various QAM and PSK signal constellations. Using the concept of a "distance-preserving ordered indexing, " Tanner [6] has also obtained block-encoded modulation schemes by combining known error-correcting codes. Several authors have employed algebraic approaches to the design of efficient coded modulation schemes. Ginzburg [3] pointed out that, in many important cases, the hierarchical set-partitioning process can be described in group-theoretic terms. Calderbank and Sloane [7] partitioned lattices in N dimensional Euclidean space into the various cosets of a sublattice and, by means of a "generalized encoder, " used these sublattices to generate new trellis-coded modulation schemes. The algebraic approach is an extremely powerful one. Indeed, Forney [8] , [9] has observed that virtually every known coded modulation scheme can be described in the algebraic framework of groups and group partitions. Because of their common algebraic structure, Forney calls these coded modulation schemes coset codes.
In this paper, we consider the design of block codes for M-ary phase shift keying (M-PSK) where M has the form 2k X 3'. We investigate conditions under which known block codes designed for discrete symmetric channels (i.e., for the Hamming metric) may be mapped onto M-PSK schemes for the AWGN channel; we find that when the signal sets form a Hamming space, efficient mappings are possible. For the most part, the M-PSK block codes presented in this paper are based on the concept of group partitions, i.e., signal constellation partitions obtained by associating each point in the signal constellation with an element of a finite group. The concept of group partitions may be considered to be intermediate between the concept of lattice partitions [7] [8] [9] and the general set-partitioning concept of Ungerboeck [ 11. Lattices are groups; hence a lattice partition is a special case of the more general concept of a group partition, and even though M-PSK signal constellations are not lattices, group partitions may be used to construct M-PSK block codes. Although less general than arbitrary set partitions, group 0733-8716/89/0800-0900$01 .OO O 1989 IEEE partitions have additional mathematical structure derivable from group theory. The rest of this paper is organized as follows. Some introductory definitions are given in Section 11. Section I11 discusses the concept of a Hamming space, which provides conditions under which known block codes designed for discrete channels may be used in the AWGN channel. Section IV introduces some concepts of group partitions which are useful in designing M-PSK block codes. Some algebraic properties of linear M-PSK codes are studied. Based on this analysis, Section V introduces a more general class of codes called block coset codes. Various properties of block coset codes are discussed. In Section VI, we describe a block coset code construction technique based on standard coset representatives. The standard construction for 2k x 3l-ary PSK is seen to be equivalent to the code construction technique of Sayegh [5] . By modifying Sayegh's construction, we are able to generate codes which, in some cases, significantly improve on those generated by the unmodified construction. Finally, a summary is presented in Section VII.
DEFINITIONS
In this paper, we shall consider the design of block codes for the band-limited AWGN channel based on M-PSK signal constellations, consisting of M points symmetrically' arranged about the unit circle in the complex plane. Fig. 1 
displays M-PSK signal constellations
for several values of M. An M-PSK block code C of block length n is a nonempty set of n-tuples (called codewords) with components drawn from the M-PSK signal constellation. Each component of a codeword specifies the signal to be transmitted during the corresponding signaling interval of duration T seconds. The transmitter requires n signaling intervals to send one of the I C I codewords in C, thereby achieving a transmission rate of 1 R ( C ) = -log2 I C / bits/T n where "bits/T" is read as "bits per signaling interval."
To a first approximation, and especially for large SNR, the error-rate performance of a signaling scheme in the AWGN channel is determined2 by the minimum Euclidean distance between the possible transmitted signals where the squared Euclidean distance between two signals is defined as space) are of secondary importance in determining the error-rate performance, we shall adopt the goal of maximizing the MSED as the sole criterion in our design of block-encoded M-PSK schemes.
For block-encoded modulation schemes such as those considered in this paper, the MSED is simply the minimum squared Euclidean distance between codewords in the code. The squared Euclidean distance between two codewords v = ( U ' , v2, , U,,) and w = (wl, w2, . . . , w,,) is given by Although MSED is a useful figure of merit, we are usually more interested in a measure of the performance improvement offered by coding. One such measure is the (asymptotic) coding gain [l] , [7] , [8] . For reasons explained in Appendix A, we use the formula
where d: is the MSED of the coded M-PSK scheme, and R (measured in bits/T) is its transmission rate. The coding gain essentially measures the factor by which the power level of an uncoded scheme must be scaled to achieve the same error-rate as the coded scheme in the limit as SNR -+ 00. For this reason, coding gains are generally given in dB (i.e., G,(dB) = 10 log,, G,).
111. HAMMING SPACES Much of the work in constructive coding theory in the past has been devoted to the design of codes for the discrete symmetric channel (see, e.g., [ll] or [12] ). Here the important distance measure between channel symbols is the Hamming metric, defined as From (2), it is clear that every discrete channel symbol is equidistant from every other discrete channel symbol. In Euclidean space, such a configuration forms the vertices of a simplex. Fig. 2 
i = I
Whenever the signal constellation of a modulation scheme forms a simplex, the squared Euclidean distance between signal constellation points is a multiple of the Hamming distance between the corresponding points. Hence, by labeling each signal constellation point in Euclidean space with a unique discrete channel symbol, optimal codes for the Hamming metric may be mapped directly onto optimal codes for the Euclidean metric. Since both squared Euclidean distance and Hamming distance are additive, the MSED of the coded modulation will be a multiple of the minimum Hamming distance of the discrete channel code.
More generally, we may consider labeling the points of a signal constellation with q-ary n-tuples, i.e., with the n-tuples whose components are the channel symbols of a q-ary discrete symmetric channel. If there is a labeling with the property that the squared Euclidean distance between any two signal constellation points is a constant multiple of the Hamming distance between the corresponding labels, then the signal constellation is said to form an nth-order q-ary Hamming space. For example, the 4-PSK signal constellation forms a second-order binary Hamming space with the binary labeling shown in Fig. 3 . Any binary block code of length 2n may be used to generate a 4-PSK block code of length n and MSED equal to double the minimum Hamming distance of the binary block code.
As is apparent from Figs. 2 and 3, the 2-, 3-, and 4-PSK signal constellations all form Hamming spaces. Since 2-and 4-PSK form binary Hamming spaces, known binary block codes designed for the Hamming metric may be used to generate 2-and 4-PSK codes. Similarly, known ternary block codes may be used to generate 3-PSK codes. Unfortunately, no other M-PSK signal constellation directly forms a Hamming space. To use further the concept of a Hamming space, it is necessary to consider more general sets of signals. One useful method, considered in the next section, is to partition the signal constellation into various subsets. By defining an additive intersubset distance, we shall see that in some cases the subsets themselves form a Hamming space.
IV. LINEAR CODES

A . Group Partitions
In this section, we briefly describe some of the notions of groups, subgroups, group partitions, etc., necessary for an understanding of later sections. This material, to be found in any standard introductory text on abstract alge- bra or group theory, e.g., [13] , and in the work of Forney [SI, [9] , which emphasizes those aspects relevant to coded modulation, is given here for completeness. We will be dealing exclusively with Abelian (commutative) groups. In essence, an Abelian group is a nonempty set of elements together with an associative, commutative operation called the group operation, usually de- For example, the set { 1, -1, j , -j }, with complex multiplication as the associative, commutative operation is a group of order four. On the other hand, the same set with complex addition as the associative, commutative operation is not a group since, for example, 1 a n d j are in the set, but their sum 1 + j is not.
Two groups GI and G 2 , with operations "+" and " 0 ," respectively, are said to be isomorphic if there exists a mapping
Intuitively, two groups are isomorphic if they represent the same group, except possibly for a relabeling of the elements.
The direct product of two groups GI and GZ, written GI X G2, is the group of ordered pairs with first coordinate from GI and second coordinate from G2, i.e., GI x G2 4 ( ( S I , g 2 ) : g1 E GI, g2 E (323, under the group operation defined by ( gl , g2 ) + ( g {, g; ) = ( gl + g ; , g2 + gi). The concept of direct product can be extended to more than two groups. In particular, G x G x . * . x G ( n times), the n-fold direct product of G with itself, is denoted by G " , and consists of the set of n-tuples with elements from G under the group operation defined by To illustrate some of the above notions, we observe that the group 22, consisting of the even integers under ordinary integer addition, forms a subgroup of the integers Z. Thus 2 / 2 2 is a group partition chain. The group 2 2 has two cosets in 2; these could be denoted by 2 2 and 1 + 22, and consist of the even integers and the odd integers, respectively, which partition Z into two equivalence classes. Since 0 E 2 2 and 1 E 1 + 22, a possible choice for the set of coset representatives is [ 
We then have the coset decomposition Z = { 0, 1 } + 22, which simply means that every integer may be written uniquely as the sum of 0 and an even integer, or as the sum of 1 and an even integer. Addition of these coset representatives modulo 2 2 behaves just like ordinary integer addition except that 1 + 1 = 0 since the coset containing 2 has representative 0.
B. Defining M-PSK as a Group
We now associate an M-PSK signal constellation with the elements of a finite Abelian group. The group that arises most naturally is U ,
order 1 H I. Because a subgroup partitions a group into cosets, a subgroup chain is also referred to as a group partition chain.
It is sometimes convenient to label each coset of a subgroup with a single element (a coset representative) drawn from that coset. Since a coset may, in general, have more than one element, the coset representative of a coset 
-/ G $ is also a group partition follows that G",G;-, / chain; hence we have the coset decomposition cj a c n G;.
(4)
Each Ci may be interpreted as a projection of C into the group Gr.
We observe the following properties of the C;:
Ci is a group. 
C. Some Algebraic Properties of Linear Codes
In this section we study some of the algebraic properties of linear codes defined over a group G . As we shall see, if G possesses a partition structure, then linear codes defined over G inherit some of this structure, which may be exploited in the design of the codes. Furthermore, the algebraic structure of linear codes may be extended to form a more general class of codes called block coset codes, defined in Section V below.
A linear code C, of block length n, over a group G is a subgroup of G" X G ( n times). The elements of C are called codewords. A linear code C has the property that each codeword in C may be expressed as a linear combination of some set of codewords called generators.
We will be concerned with linear codes over a group G, that is the head of a group partition chain G , / G , _ , / . * . / G o . As we now show, a linear code C defined over G, has an algebraic structure that reflects the partition structure of G,. 6 schematically shows how the input data could be used to select a codeword in the code. We now examine the relationship between the coset decomposition of a linear code C and the coset decomposition of the group G, over which C is defined. Before proceeding to the main result, we present a simple example.
Let C be the following code defined over Z4: C = { 00, 11, 22, 33 }. Fig. 7 displays a matrix of the elements of Zi, partitioned into the four cosets of ( 2 2 2 ) 2 . The elements of C occupy the main diagonal. Observe that the projection of C into (2Z2)2 yields the group CO = { 00, 22) which has two cosets in C, namely, (00, 22) and { 11, 33 } . The key feature to observe is that none of these cosets is shared by more than one coset of (222)2 in Zi, and that each coset of (222)2 in 2; contains at most one coset of CO in C. The following theorem states that this relationship between cosets is true in general. [ G : / G : _ , ] such that [ C , / C , -, ] forms a group under addition of coset representatives modulo C,-,. 
Unfortunately, no general methods for selecting "optimal" coset representatives in step 1) or for selecting "appropriate" subsets of [ G : / G : -] in step 2) are presently known. The choices must be guided by the criterion of optimization, which for the AWGN channel is to maximize the MSED between signals.
The importance of the above analysis lies in its illumination of the algebraic structure of linear codes. An understanding of this structure paves the way to a more general class of codes that is introduced in the next section.
V. BLOCK COSET CODES A. Algebraic Properties
The analysis of the structure of linear codes presented above suggests a more general class of codes. The codes of this class, called block coset codes, are nonlinear in general, but have an algebraic structure similar to that of linear codes. Formally, for each group partition chain G , / G , -, / . * /Go, a block code C of length n over G, (i.e., a nonempty subset of Gk) is a block coset code if it can be written in the form C = B, + Bm-I + * + Bo When the Bi of (6) are finite, the rate of a block coset code of block length n is given by I R = -c log, I Bi I bits/T.
B. Distance Properties
Up to this point, we have focused our attention solely on the algebraic properties of the group partitioning process. In this section, we examine some of the distance properties of block coset codes.
We assume that an additive distance measure is defined between the elements (i.e., codewords) of the nonempty set W " , i.e., a sequence of functions A,,: W" x W" -, R defined for every positive n and satisfying: . . . , U,,) and U = ( U , , U , , * . , U , ) are elements of W " .
We will usually write A for An when it is clear that the domain of the function is W" x W " . Note that A is not, in general, a metric since it does not necessarily satisfy the triangle inequality3 A,, ( U , w ) I A n ( U , U ) + A,,( U , w).
The definition of an additive distance measure does not in any way depend on the set W being a group. However, if W is an Abelian group, a distance measure over W is said to be translation invariant, or hold the "group property," if, for all x, y, and z in W , A,(x + z , y + z ) = A,(x, y ) . Note that if A, is translation invariant, then A,, is translation invariant for all positive integers n. A necessary condition for a distance measure to be translation invariant over a group W is that the set of distances to the group elements, as viewed from any element, be the same.
The group of M-PSK signals defined in Section IV-B is an example of a group with a translation invariant distance measure. Fig. 9 illustrates the various distance functions for a collection of subsets x = { X I , X 2 , X , } , each subset consisting of four elements.
We are now in a position to develop a lower bound on the minimum distance of a block coset code in terms of the intercoset distances of the cosets at each level of the group partition chain G L / G L -/ . . . / G O . The bound is related to Forney's partition distance lemma [9] , but it involves the use of interset distances rather than intraset distances, and is applicable only to groups with a translation invariant distance measure. i.e., the intraset distance of C is at least as great as the minimum intercoset distance between those cosets of Cl-I having the elements of Bi as coset representatives.
Proof: See Appendix C. The bounds will be useful in obtaining the actual MSED for block coset codes constructed below.
VI. CODE CONSTRUCTIONS
A . Binary and Ternary Group Partitions
If W is a set on which an additive distance measure is defined and W is partitioned into two nonempty subsets X and Y, then, using intersubset distance as a distance measure, the set { X, Y } forms a first-order binary Hamming space. Such a partition naturally partitions W" into 2" disjoint subsets that form an nth-order binary Hamming space 
Thus, G and its cosets form a Hamming space.
Since squared Euclidean distance is translation invariant over the M-PSK signal constellation, binary and ternary partitions produce Hamming spaces. Unfortunately, no similar result applies for arbitrary group partitions of higher order. However, these special cases yield M-PSK block coset code constructions for M of the form 2k X 3', i.e., f o r M E ( 2 , 3, 4 , 6, 8, 9, 
B. Standard Coset Representatives
Recall that the first step in the recipe for the construction of a block coset code over a group G,,, is the selection of coset representatives for each level of the group partition chain G i / G i -/ * -/Gi, i.e., selection of the sets . } .
[GY/GY-,]. In this section we define "standard" coset representatives for M-PSK group partitions. The use of standard coset representatives gives rise to the standard block coset code construction, equivalent to the hierarchical code construction techniques of Imai In a group, the norm 11 g )I of an element g is the distance of g to the zero element, i.e., 1) g 11 = A ( g , 0 ) . For M-PSK, the norm 1) U 11 of a codeword U is the squared Euclidean distance of U to the zero codeword. A standard coset representative for a coset is an element of minimum norm in the coset, i.e., a coset leader. In cases when the minimum norm element is not unique, the standard coset representative is chosen by some convention. For M-PSK, the elements of ZM may be ordered by their natural representation as nonnegative integers, i.e., 0 < 1 < 2 < < m This procedure will always generate minimum norm coset representatives.
We now consider partitions of Z, for M of the form 2k Table  I for an example.) The constant of proportionality between squared Euclidean intercoset distance and Hamming distance at each level of the partition chain is called the elementary inter-coset distance. The elementary intercoset distances for the 8-PSK partition chain of Fig. 5 are shown in Fig. 10 .
To design M-PSK block coset codes using these partition chains, we make use of the lower bound on minimum clidean distances for Gm/Gmp1, Gm-l/G,,,_2, , G1/Go, respectively, and let do be the minimum intraset squared Euclidean distance of Go. To design a block coset code C, we use the codewords of known binary and ternary block codes as coset representatives at each level of the partition chain, i.e., the Bi of (6) are known binary and ternary block codes over the alphabet of standard coset , ho are the
minimum Hamming distances of B,, B m -l , --, Bo, respectively, then, using the fact that squared Euclidean distance is translation invariant over the M-PSK signal constellation,
Osisrn by the lower bound of Section V-B. Since, with standard coset representatives, the squared Euclidean distance between coset representatives is proportional to the Hamming distance between them, by the upper bound of Section V-B,
Osisrn
The upper and lower bounds (7) and ( 
C. Constellations Containing 4-PSK
When designing block coset codes for M-PSK when M is a multiple of 4, it is important to observe that the 4-PSK signal constellation is contained in the M-PSK constellation. For these constellations, it is unnecessary to partition at the 4-PSK level, since (as was shown in Section 111) 4-PSK directly forms a Hamming space. Hence, by using the binary labels shown in Fig. 3 , it is possible to map binary block codes of length 2n onto 4-PSK codes of length n with MSED equal to twice the minimum Hamming distance of the binary code. We shall denote this mapping by M . For example, let C be the ( 8, 4 ) Reed-Muller code with minimum Hamming distance 4. Table I1 shows how this code is mapped onto a rate 1 bit / T 4-PSK code with MSED equal to 8. The code obtained in this way is identical to the code constructed in the example of Section VI-B above.
Although in some cases the 4-PSK codes obtained by the mapping M are identical to codes obtained using the standard coset code construction over the group partition chain Z 4 / 2 Z 2 , in many cases using M results in substantial improvements, as is shown in Fig. 11 . The figure displays the performance of 4-PSK block codes designed for transmission at a rate of 1 bit/T. Coding gain is plotted against block length. At each block length n, the coding gain of the best code obtained by applying the standard block coset code construction to the group partition chain Z4/2Z2 (as obtained by Sayegh [14] ) and the coding gain of the best rate 1 / 2 binary block code of length 2n (listed in [ 12, Appendix A]) mapped onto 4-PSK via M are plotted.
To explain the difference between the two constructions, we observe that the mapping M is invertible, i.e., there is an inverse mapping M-' that maps 4-PSK block codes of length n onto binary block codes of length 2n. 
-
GJdB) -
-
Block Length (n) codes that cannot be obtained using the standard coset code construction, and in some cases, these binary codes can be expected to yield greater coding gain. Table I11 is a short table of 
D. A Short Table of Codes
--
To illustrate the use of this notation, we observe that U is the trivial (n, n, 1 ) code consisting of all possible n-tuples.
P is the (n, n -1, 2 ) parity-check code, consisting of all n-tuples of even parity.
R is the (n, 1, n) repetition code. 731.
could also be considered to be Reed-Muller codes.
E. Nonstandard Coset Representatives
By the upper bound on the MSED of a block coset code given in Section V-B above, the MSED of a block coset code is limited by the intraset distance of the coset representative sets Bi. The use of standard, i.e., minimum norm, coset representatives limits this intraset distance.
This motivates us to study nonminimum norm, i.e., nonstandard, coset representatives. The use of nonstandard coset representatives can often greatly improve upon the best that can be done using the standard block coset code construction. Unfortunately, though, no general method of selecting the nonstandard coset representatives is currently available.
An In some situations, the use of nonstandard coset representatives does not yield an improvement over the use of standard coset representatives. One such situation occurs with 8-PSK codes of the form C = (n, k , , dl * 1 + (n, k2, d2)* * 2 + (n, n, 1)* * 4. We assume that the zero codeword is an element of the code. In this case, the existence of codewords with,component values 3 or 5 (thus having nonminimum norm in those components) implies the existence of codewords in which the nonminimum norm components are replaced by minimum norm components (e.g., 3 is replaced by 3 + 4 = 7, and 5 is replaced by 5 + 4 = 1 mod 8 ) . Since the sum of the norms over all components yields the distance of the codeword from the zero codeword, no advantage is gained by using nonstandard coset representatives in this case. Other examples involving the conversion of nonminimum norm components to minimum norm components can be constructed.
Although examples of improvements obtainable through the use of nonstandard coset representatives may be constructed for small block lengths, a general technique, ap-plicable to all block lengths, is not presently available. Further investigation of techniques for choosing nonstandard coset representatives is needed.
VII. SUMMARY AND CONCLUSIONS
In this paper, we have studied the problem of designing block codes for M-ary phase shift keying for use in the band-limited additive white Gaussian noise channel. For a given transmission rate, the goal is to maximize the minimum squared Euclidean distance (MSED) between possible transmitted signals.
We have introduced the idea of a Hamming space, which provides conditions under which good known block codes designed for the Hamming metric may be mapped directly onto coded modulation schemes with good MSED. We have shown that the 2-, 3-, and 4-PSK signal constellations all form Hamming spaces, but to obtain Hamming spaces in other cases, it is necessary to partition the sets of signals. A convenient algebraic approach to achieve these partitions is to associate the signals in an M-PSK signal constellation with the elements of a finite group.
Our analysis of the algebraic properties of group partition chains yielded considerable insight into the structure of so-called linear codes. Based on this analysis, we defined a class of codes called block coset codes. Although all linear codes are block coset codes, block coset codes are, in general, nonlinear. Upper and lower bounds on the MSED of block coset codes were obtained in terms of the minimum squared Euclidean intercoset distance of the cosets at each level of the group partition chain.
A particular choice of coset representatives yields the so-called standard block coset code construction, which is applicable to M-PSK for M of the form 2k X 3'. The standard block coset code construction is equivalent to the (nonalgebraic) construction first presented by Imai and Hirakawa [2] and extended by Ginzburg [3] and Sayegh [ 5 ] . The novelty of our work is to derive this construction from algebraic arguments, and to improve it by recognizing that 4-PSK forms a Hamming space; the improvements obtained are often quite substantial. A direction for further research pointed out by our algebraic approach is the investigation of nonstandard coset representatives. Simple examples indicate that the MSED of block coset codes obtained from nonstandard coset representatives may greatly exceed the MSED of block coset codes obtained from the standard construction.
APPENDIX A M-PSK CODING GAIN FORMULA The (asymptotic) coding gain of a coded modulation scheme is usually defined [l] , [7] , [8] Since Ci E Cl, CY + Ci G a + GI, which is a coset of
Cy in Cl+
To prove the second part, assume that a coset a + Cy From the translation invariance condition, the intraset distance of the translate of a set is equal to the intraset distance of the set itself; hence, 
