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Abstract—This paper reports our practical experience of 
benchmarking a complex System Biology Web Service, and 
investigates the instability of its behaviour and the delays 
induced by the communication medium. We present the results 
of our statistical data analysis and distributions which fit and 
predict the response time instability typical of Service-
Oriented Architectures (SOAs) built over the Internet. Our 
experiment has shown that the request processing time of the 
target e-science Web Service (WS) has a higher instability than 
the network round trip time. It has been found that by using a 
particular theoretical distribution, within short time intervals 
the request processing time can be represented better than the 
network round trip time. Moreover, certain characteristics of  
the probability distribution series of the round trip time make 
it particularly difficult to fit them theoretically. The 
experimental work reported in the paper supports our claim 
that dealing with the uncertainty inherent in the very nature of 
SOA and WSs is one of the main challenges in building 
dependable service-oriented systems. In particular, this 
uncertainty exhibits itself through very unstable web service 
response times and Internet data transfer delays that are hard 
to predict. Our findings indicate that the more experimental 
data is considered the less precise distributional 
approximations become. The paper concludes with a 
discussion of the lessons learnt about the analysis techniques to 
be used in such experiments, the validity of the data, the main 
causes of uncertainty and possible remedial actions. 
Keywords: service-oriented architecture; response time; 
instability; distribution law 
I.  INTRODUCTION 
The Web Services architecture based on the SOAP, 
WSDL and UDDI specifications is rapidly becoming a de 
facto standard technology for organization of global 
distributed computing and achieving interoperability 
between different software applications running on various 
platforms. It is now extensively used in developing 
numerous business-critical applications for banking, 
auctions, Internet shopping, hotel/car/flight/train reservation 
and booking, e-business, e-science, Grid, etc.  
Web Services are also becoming a critical technology in 
building modern e-science applications. Their use is 
especially prominent in bioinformatics and systems biology 
projects that focus on long-running calculations and 
simulations, processing large data-sets and sharing and 
exchanging them across various organizations and institutes. 
While loosely-coupled Web Services can be a desirable 
platform for building such projects [1], up to now there has 
not been sufficient experimental assessment of the 
dependability of such applications. 
Dependability is a major concern in service-oriented 
environments used for e-science projects, which are typically 
implemented through distributed global collaborations 
enabled by the Internet and involve formation of virtual 
organizations on an ad hoc basis. Ensuring dependability of 
services is particularly important in bioinformatics. 
Academic and non-commercial organisations deploy WSs to 
be used by scientists from the life science community 
without any prior service level agreements. Scientists have 
no other option but to use such services despite the fact that 
they may not always be reliable and/or available [2]. These 
services are orchestrated into workflows which define 
experiments that carry out in silico what used to be 
conducted in vivo in laboratories, but involve the use of 
computational resources such as data repositories and 
analysis/simulation programs available on the Internet [1]. 
Such in silico experiments can be long-lived due to large 
volumes of data being analysed, whilst there may also be 
requirements to the timeliness of the workflow enactment. 
Service-Oriented Systems are built as overlay networks 
over the Internet. As a result, their dependable construction 
and composition are complicated by the fact that, due to a 
lack of quality and predictability, the Internet is a poor 
communication medium. Service-Oriented Systems can be 
vulnerable to internal faults from various sources and casual 
external problems such as communication failures, routing 
errors and network traffic congestion. Therefore, the 
performance of such systems is characterised by high 
instability [3], i.e. it can vary over a wide range in a random 
and unpredictable manner.  
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The inability of the WSs involved to guarantee a certain 
response time and performance and the instability of the 
communication medium can cause timing failures, when the 
response time or the timing of service delivery (i.e. the time 
during which information is delivered over the network to 
the service interface) exceeds the time that would be required 
in order for the system function to be executed. A timing 
failure may take the form of an early or late response, 
depending on whether the service is delivered too early or 
too late [4].  
In the case of complex workflows incorporating many 
different WSs, some users may be provided with a correct 
service, whereas others may have to deal with incorrect 
services of various types due to timing errors. These errors 
may occur in any of a number of system components 
depending on the relative position of a particular user and 
particular WSs in the Internet, as well as on the instability 
points which emerge during the execution. Thus, timing 
errors can become a major cause of inconsistent failures 
usually referred to, after [5], as the Byzantine failures. 
Recent studies related to WS dependability, e.g. [6], [7], 
[8], have introduced several approaches to incorporating 
resilience techniques (including voting, backward and 
forward error recovery mechanisms and replication 
techniques) into WS architectures. There have also been 
some papers on benchmarking and experimental 
measurements of dependability [9], [10].  
But even though the existing proposals offer useful 
means for improving SOA dependability by enhancing 
particular WS technologies, most of them do not address the 
challenge of the uncertainty in SOA performance and 
dependability [3]. In this work we use the general synthetic 
term uncertainty to refer to the unknown, unstable, 
unpredictable, changeable characteristics and behaviour of 
WS and SOA, exacerbated by running these services over 
the Internet. Understanding uncertainty arising in SOA is 
crucial for choosing the right recovery techniques, setting 
timeouts, and adopting system architecture and its behaviour 
to a changing environment such as the Internet and SOA.  
In the paper, we present a set of new experiments we 
have recently conducted on a BASIS (Biology of Ageing E-
Science Integration and Simulation System) Web Service 
[11], which is deployed at Newcastle University’s Institute 
for Aging and Health (http://www.ncl.ac.uk/iah/), as part of 
our research into the dependability of WSs and SOA. The 
paper reports an extension of our previous work aiming to 
measure the performance and dependability of e-science 
WSs from the end user’s perspective [3], [12]. In that 
investigation we found evidence of performance instability 
existing in these SOAs and affecting dependability of both 
the WSs and their clients. However, we were unable to 
identify the specific causes and shapes of performance 
instability.  
There are significant differences between the 
measurement techniques used in our previous work [12] and 
in the work we are reporting now. The main one is that in our 
new experiments we measure four time-stamps T1, T2, T3 
and T4 (see Fig. 1) for each request, instead of only T1 and 
T4 (as was done in [12]).  
This was made possible by the internal access to the 
BASIS Web Service that was available to us during our new 
experiments, and an opportunity we had to install monitoring 
software directly into it to capture the exact times when a 
user’s request arrived at BASIS and when it returned a 
response. This allowed us to separately measure the two 
main delays contributing to the WS response time (RT): the 
request processing time (RPT) by a Web Service and the 
network (the Internet) round trip time (RTT),  
i.e. RT = RPT + RTT.  
In addition to this, in this new work we intend to 
investigate how the performance of the BASIS WS and its 
instability have changed in the three months since our 
previous large-scale experiment, in order to test the 
hypothesis that they would remain the same since last 
measured.  
Finally, through these new experiments we aim to 
understand if one of the theoretical distributions used to 
describe such random variables as the WS response time can 
be used to predict and represent performance uncertainty in 
SOA. So far, the Exponential distribution has been shown, in 
a number of studies (e.g. [13], [14]), to be unable to provide 
a good representation of accidental delays in the Internet and 
SOA.  
The rest of the paper is organized as follows. In the next 
section we briefly describe the experimental technique used. 
Section II provides details of the benchmarking technique 
and experimental settings. In section III we present results of 
the BASIS WS performance trends analysis. Section IV 
discusses the technique used for determining the theoretical 
distribution which represents the response time and its 
instability and describes how this technique was used to 
analyse our experimental data. Finally, some practical 
lessons learnt from our experimental work are summarized 
in section V. 
II. METHOD AND EXPERIMENTAL SETTINGS 
The BASIS application is a typical example of a number 
of SOA solutions found in e-science and grid. Being one of 
the twenty pilot projects funded under the UK e-science 
initiative for developing the UK grid applications, BASIS 
aims at developing web-based services that help the biology-
of-ageing research community to conduct quantitative 
studies of the biology of ageing by integrating data and 
hypotheses from diverse biological sources.  
The BASIS WS integrates various components such as 
model design, simulators and databases, and exposes their 
functionalities as WSs to support simulation of biochemical 
reaction networks, metabolic networks, cell-signalling 
pathways and other kinds of systems studied in systems 
biology [15].  
The system comprises a powerful computer cluster (the 
Condor distributed computing framework [16]), a 
PostgreSQL database, a web application server, a Gillespie2 
stochastic simulator [15], and a set of business logic 
subsystems, such as a proprietary job management system, 
SBML [17] model converters, a RIA web portal, etc.   
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The experiments that we report here are a follow-up to 
our previous work on dependability of WSs reported in [12], 
where the BASIS architecture is also described in more 
details.  
In these new experiments, a continuous remote WS 
testing (probing) was performed to capture long-term 
performance trends and to reveal WS performance 
instabilities. The focus of this work is on benchmarking the 
BASIS WS in a real-life environment and under real 
operational conditions.  
The new theoretical results which constitute the main 
scientific contributions of our work are presented in Section 
IV, where we rigorously investigate the real distribution laws 
which describe the response time instability in Service-
Oriented Architectures. 
Every 10 minutes over eighteen days starting from April 
11, 2009, the BASIS WS, returning the SMBL (Systems 
Biology Markup Language) simulation result of 500 Kb, was 
invoked by the client software placed in five different 
locations (in Frankfurt, Moscow, Los Angeles and two in 
Simferopol (Ukraine)), more than 2500 times in total. During 
each invocation four time stamps were recorded to measure 
the main delays contributing to the WS response time 
(Fig. 1). The precision of the timing observations was one 
millisecond. 
 
 
Figure 1. Performance measurement.
At the same time, we traced the network route (by 
sending the ICMP-echo requests) between the client and the 
BASIS SBML WS to understand how the Internet latency 
affects the WS invocation delay, and to find out where 
possible the exact points of network instability.  
After processing statistics for all the clients located in 
various places over the Internet, the same uncertainty 
tendencies were found. Thus, in this paper we report only the 
results obtained for the Frankfurt client. 
III. PERFORMANCE TRENDS ANALYSIS 
Performance trends and probability density series of 
RPT, RTT and RT captured over eighteen days are shown in 
the Fig. 2. It can be see that RTT and especially RPT 
manifest significant instabilities that together contribute to 
the instability of the total response time RT. Some of the 
delays were twenty or even more times longer than their 
average values (see Table I).  
TABLE I.  PERFORMANCE STATISTICS: RPT, RTT, RT 
 Min, 
ms 
Max,  
ms 
Avg,  
ms 
Std.  
Dev. 
Std. Dev. / 
Avg., % 
RPT 287.0 
241106.0 
(11134.0) 
657.7 
(512.9) 
4988.0 
(865.2) 
758.4 
(168.7) 
RTT 210.0 
19445.0 
(1514.0) 
405.8 
(378.6) 
621.1 
(54.0) 
153.1 
(14.3) 
RT 616.0 
241492.0 
(11508.0) 
1061.5 
(893.8) 
5031.0 
(863.0) 
474.1 
(96.5) 
Ping 
RTT 
26.4 
346.9 
(41.7) 
32.0 
(31.9) 
3.6 
(0.7) 
11.3 
(2.1) 
 
The numbers in brackets are estimates of the maximum 
and average values of RPT, RTT and RT and their standard 
deviations that were obtained after discarding the most 
extreme delay values exceeding the three standard deviations 
of the mean. According to the Bienaymé–Chebyshev 
inequality [18], this gives 0.889 confidence probability of the 
data samples for arbitrary distributions (0.997 in case of the 
Normal distribution in accordance with the three-sigma 
rule). 
The ratio between the delay standard deviation and its 
average value is taken as the measure of uncertainty. 
Comparing with our experiments of three months earlier, a 
significant increase in the average response time was 
recorded for the Frankfurt client (from 502.15 ms to 893.8 
ms see Table I). 
In addition to this, the uncertainty of BASIS performance 
from the client’s perspective has multiplied (96.5% instead 
of 18.77%).  
The network route between the BASIS WS and the 
Frankfurt client has also changed significantly 
(18 intermediate routers instead of 11). In our previous work 
[10, 12], we used ten bars in the histograms to represent 
probability density series. In our current work the number of 
bars in the histogram was set to equal the square root of the 
number of elements in experimental data, similarly to Matlab 
histfit(x) function. This allowed us to identify new 
interesting properties.  
In particular, we could see that about 5% of RPT, RTT 
and RT are significantly larger than their average values. It is 
also clear that the probability distribution series of RTT has 
two extreme points. Besides, more than 5% of RTT have 
values that are 80 ms (1/5) lower than the average one. 
Tracing routes between the client and the service allows us to 
conclude that these fast responses were made possible by 
shortening the network routes.  
This seems to be very unusual for RPT but should be 
typical of the Internet. Finally, this peculiarity of RTT 
creates a noticeable left tail in the RT probability distribution 
series. It also makes it difficult to determine the theoretical 
distribution that would represent RTT.  
On one occasion there was a serious availability issue, 
when the BASIS WS was unavailable for four hours (starting 
from 19:00 April 11) because of the network rerouting. 
Besides, on two occasions the BASIS WS reported 
exceptions instead of returning normal results. 
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Figure 2.  Performance trends and probability density series: RPT, RTT and RT. 
IV. REAL DISTRIBUTION LAW 
A. Hypothesis Testing Technique 
This section presents results of testing hypotheses about 
the distribution law of WS response time (RT) and its 
component values, RPT and RTT. In this work, we used the 
Matlab numeric computing environment 
(www.mathworks.com) and its Statistics Toolbox, a 
collection of tools which supports a wide range of general 
statistical functions, from random number generation, to 
curve fitting. The techniques of hypothesis testing consist of 
two basic procedures. First, the values of distribution 
parameters are estimated by analyzing an experimental 
sample. Second, the null hypothesis that experimental data 
has a particular distribution with certain parameters should 
be tested. To perform hypothesis testing itself we used the 
kstest function: [h, p] = kstest(x, cdf), 
conducting the Kolmogorov-Smirnov test to compare the 
distribution of x to the hypothesized distribution defined by
matrix cdf. 
The null hypothesis for the Kolmogorov-Smirnov test is 
that x has a distribution defined by cdf. The alternative 
hypothesis is that x does not have that distribution. Result h 
is equal to ‘1’ if we can reject the hypothesis, or ‘0’ if we 
cannot.  
The function also returns the p-value which is the 
probability that x does not contradict the null hypothesis. We 
reject the hypothesis if the test is significant at the 5% level 
(if p-value less than 0.05). 
Below we present an example of testing a hypothesis that 
the vector of ten samples x has the Exponential distribution 
. 
 
> x=[4; 8; 85; 11; 15;1; 25; 54; 14; 1]
> mu=expfit(x) 
  mu =   21.8000 
> [h, p] = kstest(x, [x expcdf(x, mu)]) 
  h =      0 
  p =    0.7574 
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As can be seen, we cannot reject that hypothesis (h=0) 
and the p-value is good enough. 
B. Goodness-of-Fit Analysis 
In our experimental work we have tested six hypotheses 
that experimental data conforms to Exponential, Gamma, 
Beta, Normal, Weibull or Poisson distributions. The testing 
was performed for the request processing time (RPT), round 
trip time (RTT) and the overall response time (RT).  
Our main finding is that none of the distributions can fit 
the entire performance statistics gathered over 18 days. 
Moreover, the more experimental data was used, the worse 
approximation was provided by all distributions. This means 
that in the general case instability existing in Service-
Oriented Architecture cannot be predicted or described by an 
analytical formula. 
TABLE II.  GOODNESS-OF-FIT OF RPT DISTRIBUTION 
Approximation goodness-of-fit (p-value) Number of 
requests Exp. Gam. Norm. Beta Weib. Poiss. 
293 (all) 7.8E-100 1.1E-06 9.5E-63 9.3E-25 2.3E-11 4.9E-66 
First half 1.1E-99 0.0468 1.2E-62 0.0222 0.00023 1.1E-65 
Second half  1.3E-47 0.2554 5.1E-30 0.2907 0.0729 1.6E-31 
First 50 6.9E-18 0.2456 2.3E-11 0.2149 0.0830 7.5E-12 
First 25 2.3E-09 0.9773 5.1E-06 0.9670 0.5638 2.9E-06 
Second 25 2.5E-09 0.2034 5.2E-06 0.1781 0.0508 3.1E-06 
TABLE III.  GOODNESS-OF-FIT OF RTT DISTRIBUTION 
Distribution’s goodness-of-fit (p-value) Number of 
requests Exp. Gam. Norm. Beta Weib. Poiss. 
293 (all) 2.1E-94 5.1E-30 4.4E-59 7.0E-39 5.0E-38 7.5E-85 
First half 6.5E-52 2.6E-17 9.1E-33 1.1E-16 2.6E-19 1.0E-45 
Second half  5.0E-44 2.5E-11 1.8E-27 4.6E-16 4.6E-13 8.1E-40 
First 50 8.1E-18 1.9E-04 2.1E-11 2.9E-04 2.0E-07 2.1E-15 
First 25 2.7E-09 0.004 4.2E-06 0.0043 0.0133 4.6E-08 
Second 25 1.6E-09 6.0E-04 4.0E-06 5.4E-04 3.5E-04 4.8E-08 
TABLE IV.  GOODNESS-OF-FIT OF RT DISTRIBUTION 
Distribution’s goodness-of-fit (p-value) Number of 
requests Exp. Gam. Norm. Beta Weib. Poiss. 
293 (all) 1.6E-96 1.8E-14 4.4E-60 4.4E-29 1.0E-19 4.0E-67 
First half 2.6E-52 0.0054 9.4E-33 0.0048 1.1E-06 2.6E-35 
Second half  1.0E-45 9.8E-08 1.9E-28 5.2E-15 9.1E-09 2.2E-32 
First 50 6.1E-18 0.1159 2.1E-11 0.1083 0.1150 6.1E-12 
First 25 2.4E-09 0.8776 4.2E-06 0.8909 0.7175 2.7E-06 
Second 25 1.9E-09 0.0843 4.5E-06 0.0799 0.0288 2.8E-06 
 
Our further work focused on identifying the distribution 
law that describes the experimental data within limited time 
intervals. We chose two short time intervals with the most 
stable (from 0:24:28 on April 12 until 1:17:50 on April 14) 
and the least stable (from 8:31:20 on April 23 until 22:51:36 
on April 23) response time. 
The first interval includes 293 request samples. Results 
of hypothesis testing for RPT, RTT and RT are given in 
Tables II, III and IV respectively. The p-value returned by 
the kstest function was used to estimate the goodness-of-
fit of the hypothesis.  
As can be seen, the Beta, Weibull and especially Gamma 
(1) distributions fit the experimental data better than others. 
Besides, RPT is approximated by these distributions better 
than RT and RTT.  
                       (1) 
Typically, the Gamma probability density function (PDF) 
is useful in reliability models of lifetimes. This distribution is 
more flexible than the Exponential one, which is a special 
case of the Gamma function (when a=1). It is remarkable 
that the Exponential distribution in our case fits experimental 
data worst of all. However, even when using the Gamma 
function close approximation can be achieved only within 
the limited sample interval (25 samples in our case). 
Moreover, RTT (and sometimes RT) can hardly ever be 
approximated even in a limited sample interval such as this.  
For the second interval, all six hypotheses failed because 
of the low confidence of the p-value (less than confidence 
interval of 5%). Thus, we can state that the deviation of 
experimental data significantly affects goodness of fit. 
However, it should also be mentioned that the Gamma 
distribution also gave a better approximation than the other 
five distributions. 
C. Response Time Simulation  
In many theoretical and experimental studies of the 
performance and dependability of distributed queuing 
systems, it is necessary to simulate the response time. This 
can be easily done if we know the distribution law describing 
this random variable. It should be remembered that in 
practice (as shown in our current study and [13]), theoretical 
distributions can approximate the response time in service-
oriented systems well only within a limited time frame.  
Nevertheless, two simulation approaches are possible. 
Firstly, RT can be directly simulated by using a particular 
distribution function (i.e. Gamma) with certain parameters. 
Secondly, we can take into account the fact that 
RT = RPT + RTT, where RPT and RTT are independent 
random variables. In this case we are dealing with the so-
called “composition” (2) of two distribution laws f1(RPT) 
and f2(RTT). In this section we will try to answer the question 
which simulation approach is more accurate. 
  (2) 
As observed in the previous section, the Exponential 
distribution does not fit the stochastic processes happening in 
the Internet and Service-Oriented Systems. Within a limited 
time interval, the Gamma distribution offers the best 
approximation of RPT, RTT and RT as a whole.  
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Thus, f1(RPT) and f2(RTT) can be Gamma functions with 
individual parameters.  
To simulate g(RT) directly using the Gamma distribution, 
we should adjust its parameters beforehand in a way similar 
to that find in Section IV.B. The Matlab function 
gamfit(x) can be used here. Another Matlab function 
gamrnd(a,b) that generates vector of gamma random 
numbers with parameters a and b can be used to simulate 
RT. The accuracy of simulated RT as compared to the actual 
data obtained experimentally can be evaluated by using the 
kstest2(x, y) function. This function performs a two-
sample Kolmogorov-Smirnov test to compare the 
distributions of values in two data vectors x and y. The null 
hypothesis for this test is that x and y have the same 
continuous distribution. The complete sequence of Matlab 
commands which implement the first simulation approach is 
shown below. 
 
> RTpar = gamfit(RT) 
> y = gamrnd(RTpar(1),RTpar(2),25,1) 
> [h,p] = kstest2(y,RT) 
 
The second simulation approach, which combines RPT 
and RTT, can be easily implemented in the Matlab 
environment as well: 
 
> RPTpar = gamfit(RPT) 
> RTTpar = gamfit(RTT) 
> x = gamrnd(RPTpar(1),RPTpar(2),25,1)  
    + gamrnd(RTTpar(1),RTTpar(2),25,1) 
> [h, p] = kstest2(x,RT) 
 
Here, RT, RPT and RTT are vectors of the first 25 
samples of the response time, the request processing time 
and the round trip time gathered experimentally starting from 
0:24:28 on April 12. 
Average p-values corresponding to the first and the 
second simulation approaches are 0.69 and 0.57. They were 
estimated after performing thirty rounds of random 
generation. This shows that both simulation approaches can 
be used. However, the first one provides a better 
approximation of the experimental data. 
V. CONCLUSION AND LESSONS LEARNT 
The overall aim of this work was to examine instability 
inherent in Service-Oriented Systems by extensive 
benchmarking of the BASIS bioinformatics web service and 
measuring its performance and network delays. The novel 
technique used in the paper relies on separating the response 
time of a Web Service into two parts: (i) the network 
transmission delay and (ii) the request processing time. In 
real life web services clients are not able to distinguish 
between these two delays contributing to the overall response 
time. We believe it might be useful (and feasible) to 
implement this feature in the existing Web Service 
middlewares provided by Microsoft, IBM, Sun 
Microsystems, Apache, etc. (by just adding two time stamps 
into the WS response: (i) the time when request arrives at the 
server and (ii) the time when the response is sent back to the 
client). With this additional information, clients will be able 
to compare web services and Internet providers and choose 
the best configuration. 
Besides, our benchmarking technique as well as our way 
of conducting performance analysis and of determining the 
distribution by using the Matlab features will help 
researchers developing analytical and simulation models of 
distributed service-oriented systems to choose the right 
assumptions and to develop a better understanding of how 
WSs operate. 
Our experimental work supports our claim that dealing 
with the uncertainty inherent in the very nature of SOA and 
WSs is one of the main challenges in building a dependable 
SOA. In these experiments a major uncertainty came from 
the BASIS WS itself, whereas in those conducted three 
months earlier (during the Christmas week) the Internet was 
most likely to be the main cause of the uncertainty. The 
reason for this might be the low internal load of the BASIS 
server, with just a few clients using BASIS SW during that 
week. At the same time it is worth noting that the overall 
Internet activity typically grows during this time as social 
networks (e.g. Facebook) and forums experience a sharp 
growth during the holidays [19].  
An important fact we have found is that RPT has a higher 
instability than RTT. However, RPT can be better 
represented using a particular theoretical distribution. At the 
same time the RTT probability distribution series has unique 
characteristics which make it particularly difficult to fit to 
any theoretical distribution. Among the existing theoretical 
distributions the Gamma, Beta and Weibul capture our 
experimental response time statistics better than others. 
However, goodness of fit is good enough only within short 
time intervals. We believe that many studies devoted to 
simulating distributed systems, networks and protocols and 
to assessing their performance, for instance [20], [21], would 
benefit from using more realistic assumptions about response 
time distribution and its instability. 
The Matlab numeric computing environment provides 
powerful toolboxes and functions for statistical analysis of 
the experimental data in experiments such as those that we 
have been conducting. However, improving the prediction of 
WS performance needs more sophisticated procedures to be 
applied to experimental data processing (e.g. using dynamic 
time slots, rejecting some extreme samples, etc.) beforehand. 
We should also note that performance and other 
dependability characteristics of WSs could become outdated 
very quickly. Thus, the BASIS response time changed 
significantly in three months in spite of the fact that there 
were no essential changes in its architecture, apart from those 
in the usage profile and the Internet routes. Once measured, 
the non-functional characteristics of WSs cannot be assumed 
to remain the same. This is why developing dynamic fault-
tolerant techniques and mechanisms that will set timeouts 
online and adapt the system architecture and its behaviour on 
the fly is crucial for SOA.  
There is a number of dependability-enhancing techniques 
that can be applied to SOA (e.g. [6], [7], [8]), including 
retries to recover lost messages, redundancy for file transfers, 
various variations of recovery blocks trying different 
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services, etc. These techniques make the most of the 
flexibility of the service infrastructure, but the major 
challenge in utilising these dependability techniques is the 
uncertainty inherent in the services running over the Internet 
and clouds. This uncertainty exhibits itself through the 
unpredictable response times of the Internet messages and 
data transfers, the difficulty of diagnosing the root cause of 
service failures, the inability to see beyond the interfaces of a 
service, unknown common mode failures, etc.  
Our claim is that uncertainty needs to be treated as a 
threat in a way similar to and in addition to faults, errors and 
failures, traditionally dealt with by the dependability 
community [4]. Uncertainty has two consequences. First, it is 
difficult to assess the dependability and performance of 
services, and hence it is difficult to choose between them and 
gain confidence in their dependability. Secondly, it is 
difficult to execute fault tolerance mechanisms in a (close to) 
optimal manner, since too much data is missing to make 
good decisions and exploit all features of dependability 
mechanisms.  
The Internet uncertainty and service performance 
instability are such that online optimization of redundancy 
can make a substantial difference to perceived dependability, 
but currently there are no good tools available for the 
company to carry out such optimisation in a rigorous 
manner. We believe that uncertainty can be resolved by two 
means: uncertainty removal through advances in data 
collection and aggregation and uncertainty tolerance through 
making use of natural redundancy and diversity existing in 
SOA [22] and employing smart algorithms that improve 
decisions despite a lack of data (e.g., by extrapolation, better 
mathematical models, etc.). 
For example, uncertainty removal can be partially 
achieved by extending Web Services description with 
dynamically updated dependability and performance 
metadata [23]. This metadata will be collected by both the 
independent monitoring of Web Services by a third party and 
by aggregating the monitoring results from multiple users. 
For this to work, it will be necessary to distinguish between 
different delays (dependent and independent from relative 
user and WS locations in the Internet) which contribute to 
the Web Service response time. 
The user can intelligently and dynamically switch 
between the Internet Service Providers or Web Service 
Providers if she/he understands which delay makes a major 
contribution to the response time and its instability. There is 
a substantial body of work in this area (e.g. [6], [7], [8]). The 
more aware the user is about the response time, different 
delays contributing to the response time and their 
uncertainty, the more optimal will be his/her choice. 
The BASIS WS is a typical example of a number of SOA 
solutions found in e-science and grid. It has a rather complex 
structure which integrates a number of components, such as 
a SBML modeller and simulator, database, grid computing 
engine, computing cluster, etc., typically used for many in 
silico studies in systems biology. We believe that 
performance uncertainty, which is partially due to the 
systems themselves, can be reduced by further optimisation 
of the internal structure and the right choice of components 
and technologies that suit each other and fit the system 
requirements better.  
To this end, developing a general dependable architecture 
(or set of architectural patterns) for systems biology 
applications would be a significant step toward more 
dependable and predictable e-science services. Besides, we 
believe that our results and conclusions can be applied to a 
number of other calculation-intensive WSs which perform 
long-running operations. 
Finally, a concrete suggestion for bio-scientists who use 
BASIS, based on the probability density series analysis (see 
Fig. 2), is to set up a timeout that is 1.17 times longer than 
the average response time (which is equal to 893.8 ms) to 
guaranty receiving of up to 95 percents of responses. When 
the timeout is exceeded, a recovery action based on a simple 
retry can be effective most of the time in dealing with 
transient congestions happening in the Internet and/or the 
BASIS WS. A more sophisticated technique that would 
predict the response time and set up the timeout more 
precisely should assess the average response time and the 
ratio between the standard deviation of the response time and 
its average value. In addition, bio-scientists who use BASIS 
should distinguish between different exceptions and handle 
them in different ways depending on the exception source 
[24].  
As was mentioned above, during our experiments we 
have observed a significant uncertainty of the RPT. Is it 
caused by the BASIS architecture, the web services code or 
is it due to the hardware platform being used? These are the 
issues we intend to address in our future research. 
All experimental results can be found at 
http://homepages.cs.ncl.ac.uk/alexander.romanovsky/home.f
ormal/Server-for-site.xls, including the invocation and the 
ping RTT statistics for the Frankfurt client, and the 
probability distribution series (RPT, RTT, and RT). 
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