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ON DP-MINIMAL EXPANSIONS OF THE INTEGERS
ERAN ALOUF
Abstract. We show that if Z is a dp-minimal expansion of (Z,+, 0, 1) that defines
an infinite subset of N, then Z is interdefinable with (Z,+, 0, 1, <). As a corollary, we
show the same for dp-minimal expansions of (Z,+, 0, 1) which do not eliminate ∃∞.
1. Introduction
In this paper, we give a partial answer to the following question:
Question. What are the dp-minimal expansions of (Z,+, 0, 1)?
Until recently, (Z,+, 0, 1, <) was the only known expansion of (Z,+, 0, 1) of finite dp-
rank. A number of results were proved about the inexistance of such expansions. In [3]
it was shown that (Z,+, 0, 1, <) has no proper dp-minimal expansions. This was later
significantly strengthened in [7] by the following:
Fact 1.1 ([7, Corollary 2.20]). Suppose that Z is a strong expansion of (Z,+, 0, 1, <).
Then Z is interdefinable with (Z,+, 0, 1, <).
In particular, every proper expansion of (Z,+, 0, 1, <) has dp-rank ≥ ω. In [4] the
following was proved:
Fact 1.2 ([4]). Suppose that Z is an expansion of (Z,+, 0, 1) and a reduct of (Z,+, 0, 1, <).
Then Z is interdefinable with either (Z,+, 0, 1) or (Z,+, 0, 1, <).
Together, this means that any dp-minimal (or even strong) expansion of (Z,+, 0, 1)
which is not interdefinable with (Z,+, 0, 1, <), cannot define any set that is definable
in (Z,+, 0, 1, <) but not in (Z,+, 0, 1). In [6] it was shown that (Z,+, 0, 1) has no proper
stable expansions of finite dp-rank. This is in contrast to strongly-dependent stable (even
superstable) expansions of (Z,+, 0, 1) which are not of finite dp-rank, many of which are
now known [5] [9]. In view of this, it is natural to ask whether (Z,+, 0, 1, <) is the only
dp-minimal (or even finite dp-rank) expansion of (Z,+, 0, 1).
In [2], a new family of dp-minimal expansions of (Z,+, 0, 1) was introduced, thus giving
a negative answer to this question. More generally, it was shown that for every nonempty
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(possibly infinite) set of primes ∅ 6= P ⊆ N, the structure
(
Z,+, 0, 1, {|p}p∈P
)
has dp-rank
|P |, where a|pb is interpreted as vp(a) ≤ vp(b), with vp the p-adic valuation on Z. In
particular, for a single prime p, the structure (Z,+, 0, 1, |p) is dp-minimal. Another new
(uncountable) family of dp-minimal expansions of (Z,+, 0, 1) was introduced in [12]. They
showed that for every α ∈ R\Q, the structure (Z,+, 0, 1, Cα) is dp-minimal, where Cα is
the ternary relation given by Cα(j, k, l) ⇐⇒ C(αj + Z, αk + Z, αl + Z), where C is the
usual positively oriented cyclic order on R/Z.
These new families have something in common that sets them apart from (Z,+, 0, 1, <):
All the structures of the form (Z,+, 0, 1, |p) (as above) admit elimination of ∃
∞1 and do
not define infinite subsets of N. This follows from the quantifier elimination result in [2].
Likewise, all the structures of the form (Z,+, 0, 1, Cα) (as above) do not define infinite
subsets of N, and in all of them there is no apparent way to uniformly define growing
finite subsets of Z, i.e., they seem to eliminate ∃∞ as well. We show that this is not a
coincidence. We prove the following theorem:
Theorem 1.3. Let Z be a dp-minimal expansion of (Z,+, 0, 1), and suppose that there ex-
ists an infinite set A ⊆ N that is definable in Z. Then Z is interdefinable with (Z,+, 0, 1, <).
As a corollary, we also prove:
Theorem 1.4. Let Z be a dp-minimal expansion of (Z,+, 0, 1) which does not eliminate
∃∞. Then Z is interdefinable with (Z,+, 0, 1, <).
2. Dp-rank
We recall the definitions of κict, κinp, dp-rank, and the Shelah expansion, and some basic
facts about them. We also prove that an apparently weaker condition is in fact sufficient
for κict > κ.
Definition 2.1. Let T be a theory, and let κ be a cardinal. An ict-pattern of depth κ
consists of:
• A collection of formulas (φα(x; yα) : α < κ), with |x| = 1.
• An array (bα,i : i < ω, α < κ) of tuples in some model of T , with |bα,i| = |yα|.
such that for every η : κ→ ω there exists an element aη such that
|= φα(aη; bα,i) ⇐⇒ η(α) = i
1In this paper, when we mention elimination of ∃∞, we always mean elimination of ∃∞ in the home
sort.
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We define κict = κict(T ) as the minimal κ such that there does not exist an ict-pattern
of depth κ, and define κict =∞ if there is no such κ.
Definition 2.2. Let T be a theory, and let κ be a cardinal. We say that dp-rank(T ) < κ
if κict(T ) ≤ κ. We say that dp-rank(T ) = κ if dp-rank(T ) < κ
+ but dp-rank(T ) ≮ κ.
We also say that dp-rank(T ) = ∞ if κict(T ) = ∞. T is called strongly-dependant if
dp-rank(T ) < ω, and is called dp-minimal if dp-rank(T ) = 1. For a structure M , we
let κict(M) := κict(Th(M)), dp-rank(M) := dp-rank(Th(M)), and we say that M is
strongly-dependant or that M is dp-minimal if Th(M) is, respectively.
This definition of dp-rank is equivalent to the usual notion defined via indiscernible
sequences, see [11, Proposition 4.22].
Fact 2.3 ([11, Observation 4.13]). A theory T is NIP if and only if dp-rank(T ) <∞.
Definition 2.4. Let T be a theory, and let κ be a cardinal. An inp-pattern of depth κ
consists of:
• A collection of formulas (φα(x; yα) : α < κ), with |x| = 1.
• An array (bα,i : i < ω, α < κ) of tuples in some model of T , with |bα,i| = |yα|.
such that:
(1) For each α < κ there exists kα ∈ N for which the row {φα(x; bα,i) : i < ω} is
kα-inconsistent.
(2) For every η : κ→ ω the path
{
φα(x; bα,η(α)) : α < κ
}
is consistent.
We define κinp = κinp(T ) as the minimal κ such that there does not exist an inp-pattern
of depth κ, and define κinp =∞ if there is no such κ.
Remark 2.5. In the definition of an inp-pattern, if the rows of the array (bα,i : i < ω, α < κ)
are mutually indiscernible, then instead of requiring that every path
{
φα(x; bα,η(α)) : α < κ
}
is consistent, it is enough to only require that the first column {φα(x; bα,0) : α < κ} is
consistent.
Fact 2.6 ([1, Proposition 10]). For every theory T , κinp ≤ κict, and if T is NIP, κinp = κict.
Lemma 2.7. Let T be a theory, let κ be a cardinal, and let C ∈ N. Suppose that the
following pattern exists:
• A collection of formulas (φα(x; yα) : α < κ), with |x| = 1.
• An array (bα,i : i < ω, α < κ) of tuples in some model of T , with |bα,i| = |yα|.
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such that for every η : κ → ω there exists an element aη such that for all α < κ,
|= φα(aη; bα,η(α)) and |{i < ω : i 6= η(α) and |= φα(aη; bα,i)}| ≤ C. Then there exists an
ict-pattern of depth κ.
Proof. We may assume that T is NIP, as otherwise, by Fact 2.3, κict(T ) =∞. By recursion
on α < κ construct a sequence (cα,i : i < ω) that realizes the EM-type of (bα,i : i < ω)
over the set {cβ,i : β < α, i < ω} ∪ {bβ,i : β > α, i < ω} and that is indiscernible over
that same set. Then the rows of the resulting array (cα,i : i < ω, α < κ) are mutually
indiscernible.
Suppose that the set of formulas {φα(x; cα,0)}α<κ ∪ {¬φα(x; cα,1)}α<κ is consistent. Note
that the rows of the array ((cα,2i, cα,2i+1) : i < ω, α < κ) are mutually indiscernible, and
consider the pattern
{φα(x; cα,2i) ∧ ¬φα(x; cα,2i+1) : α < κ, i < ω}
Since T is NIP, by indiscernibility, for each α the row {φα(x; cα,2i) ∧ ¬φα(x; cα,2i+1) : i < ω}
is inconsistent (and hence kα-inconsistent for some kα ∈ N). So by Remark 2.5, this pat-
tern is an inp-pattern of depth κ. By Fact 2.6, κict > κ.
Now suppose that the set of formulas {φα(x; cα,0)}α<κ ∪ {¬φα(x; cα,1)}α<κ is inconsistent.
By compactness, there is a finite set I ⊆ κ such that {φα(x; cα,0)}α∈I ∪ {¬φα(x; cα,1)}α∈I
is inconsistent, so ∀x(
∧
α∈I φα(x; cα,0) →
∨
α∈I φα(x; cα,1)). By the mutual indiscernibility
of (cα,i : i < ω, α < κ), for all i ≥ 1 also ∀x(
∧
α∈I φα(x; cα,0) →
∨
α∈I φα(x; cα,i)). Let
L = |I|. So in particular,
∀x(
∧
α∈I
φα(x; cα,0)→
L·C+1∧
i=1
∨
α∈I
φα(x; cα,i))
By the construction of the array (cα,i : i < ω, α < κ), there is a witness for this in the
original array (bα,i : i < ω, α < κ), i.e., if we write I = {α1, . . . , αL}, then there are
elements
{
bαs,is,t : 1 ≤ s ≤ L, 0 ≤ t ≤ L · C + 1
}
such that
∀x(
L∧
s=1
φαs(x; bαs,is,0)→
L·C+1∧
t=1
L∨
s=1
φαs(x; bαs,is,t))
But by the assumption of the lemma, there exists an element a such that for all 1 ≤ s ≤ L,
|= φαs(a; bαs,is,0) and |{i < ω : i 6= is,0 and |= φαs(a; bαs,i)}| ≤ C. By the Pigeonhole
Principle, this is a contradiction. 
Definition 2.8. Let M be a structure in a language L, and fix an elementary extension
N of M which is |M |+-saturated.
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(1) An externally definable subset of M is a subset of Mk of the form φ(M ; b), for
some k ≥ 1, φ(x, y) ∈ L, and b ∈ N |y|.
(2) The Shelah expansion of M , denoted by MSh, is defined to be the structure in
the language LSh :=
{
Rφ(x,b)(x) : φ(x, y) ∈ L, b ∈ N
|y|
}
whose universe is M and
where each Rφ(x,b)(x) is interpreted as φ(M ; b).
Note that the property of being an externally definable subset of M does not depend
on the choice of N . Hence, although formally MSh does depend on the choice of N (a
different N gives a different language), all those structures have the same definable sets,
so it makes sense to talk about the Shelah expansion.
Fact 2.9 ([11, Proposition 3.23]). Let M be NIP. Then MSh admits elimination of quan-
tifiers.
Corollary 2.10. Let M be any structure. Then κict(M
Sh) = κict(M).
Proof. This follows from Fact 2.9, exactly as in the proof of [10, Observation 3.8]. 
3. A lemma and reduction
We now prove that Theorem 1.3 implies Theorem 1.4. The following is the key lemma,
which will also be used again in the proof of Theorem 1.3.
Lemma 3.1. Suppose Z is an expansion of (Z,+, 0, 1) which is dp-minimal and does not
eliminate ∃∞, and let A be definable in an elementary extension M. Then there are only
finitely many elements a ∈ A such that
A ∩ (a+ Z) = A ∩ {. . . , a− 2, a− 1, a, a+ 1, a+ 2, . . . }
is finite.
Proof. Assume otherwise. Let φ(x, y) be a formula witnessing the failure of elimination
of ∃∞, i.e. |x| = 1 and for every n ∈ N there exists bn ∈ Z such that n ≤ |φ(Z, bn)| <∞.
Let n ∈ N. We will build an ict-pattern of depth 2 and length n. Let a1, ..., an be such
that for each i, A∩ (ai + Z) is finite, and the sets {A ∩ (ai + Z) : 1 ≤ i ≤ n} are different
(i.e., these ai are in pairwise different copies of Z). We may assume that ai is the first
element in A ∩ (ai + Z) (otherwise replace ai with this first element), and let ci be the
last element of this set. Let di := ci−ai ∈ N, and let M := max {di : 1 ≤ i ≤ n}+1 ∈ N.
So for each i, A ∩ (ai + Z) ⊆ [ai, ai +M − 1].
ON DP-MINIMAL EXPANSIONS OF THE INTEGERS 6
Let bn ∈ Z be such that n ·M ≤ |φ(Z, bn)| < ∞. Since bn ∈ Z we have that φ(Z, bn) =
φ(M, bn). Let r1 be the first element of φ(Z, bn), and by recursion, for each 1 ≤ i ≤ n−1
choose ri+1 to be the first element in φ(Z, bn) such that ri+1 ≥ ri +M . This ri+1 exists
because (as can be proved by induction) there are at most (i−1) ·M elements of φ(Z, bn)
below ri.
Consider the pattern
{x ∈ A+ ri : 1 ≤ i ≤ n}
{φ(x− aj, bn) : 1 ≤ j ≤ n}
Then for each pair 1 ≤ i, j ≤ n, the element ri + aj satisfies x ∈ A+ ri and φ(x− aj, bn).
But ri+ aj does not satisfy φ(x− ak, bn) for k 6= j, because φ(x− ak, bn) and φ(x− aj , bn)
are disjoint (since aj and ak are in pairwise different copies of Z). And ri + aj does
not satisfy x ∈ A + rk for k 6= i: Suppose ri + aj ∈ A + rk. Then since ri, rk ∈ Z,
aj+ri−rk ∈ A∩(aj + Z). Since A∩(aj + Z) ⊆ [aj , aj +M − 1], we get 0 ≤ ri−rk ≤M−1,
contradicting the construction of the {ri}i. So this is an ict-pattern of depth 2 and length
n. As n was arbitrary, this contradicts the dp-minimality of Z. 
Remark 3.2. Let Z be an expansion of (Z,+, 0, 1). We note the following two simple
observations:
(1) Let (M, <) be an elementary extension of (Z, <). Then every nonempty defin-
able subset which is bounded from below (resp. above) has a minimum (resp.
maximum).
(2) Let φ(x, y) be a formula with |x| = 1 such that for every n ∈ N there exists
bn ∈ Z such that n ≤ |φ(Z, bn)| <∞. Then in some elementary extension (M, <)
of (Z, <) there exists b such that φ(M, b) is infinite but bounded from above and
below.
Corollary 3.3. Suppose Z is an expansion of (Z,+, 0, 1) which is dp-minimal and does
not eliminate ∃∞, and let (M, <) be an elementary extension of (Z, <). Let A be definable
in M (i.e., without <), and suppose that A is infinite and bounded from below. Then
there exists an a ∈ A such that A ∩ (a+ Z) is infinite and bounded from below by a.
Proof. By Lemma 3.1, there are only finitely many elements a ∈ A such that A∩ (a + Z)
is finite. Let F denote the set of all these elements. Then A\F is definable, nonempty,
and bounded from below, and hence has a minimum a. Then A∩ (a + Z) is infinite, but
is bounded from below by a. 
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Corollary 3.4. Theorem 1.3 implies Theorem 1.4.
Proof. Let Z be an expansion of (Z,+, 0, 1) which is dp-minimal and does not eliminate
∃∞, and let φ(x, y) be a formula with |x| = 1 such that for every n ∈ N there exists
bn ∈ Z such that n ≤ |φ(Z, bn)| <∞. By Remark 3.2 (2), in some elementary extension
(M, <) of (Z, <) there exists b such that A := φ(M, b) is infinite but bounded from
above and below. By Corollary 3.3, there is an a ∈ A such that A ∩ (a+ Z) is infinite
and bounded from below by a. So A′ := (A− a)∩Z is infinite and bounded from below
by 0 (i.e., A′ ⊆ N). The set A′ is externally definable in Z, hence definable in the Shelah
expansion ZSh. Since Z is dp-minimal, by Corollary 2.10 ZSh is also dp-minimal. By
Theorem 1.3 ZSh is interdefinable with (Z,+, 0, 1, <), so Z is a reduct of (Z,+, 0, 1, <).
Since Z does not eliminate ∃∞, it cannot be interdefinable with (Z,+, 0, 1). By Fact 1.2,
Z is interdefinable with (Z,+, 0, 1, <). 
4. Proof of Theorem 1.3
In this section we prove Theorem 1.3. The proof proceeds by considering several cases
depending on properties of A or its definable subsets. We treat each case separately,
sometimes getting stronger results.
4.1. The syndetic case. This is the easiest case. Here we get that the order is definable.
Definition 4.1. A set A ⊆ N is called syndetic (more precisely, syndetic in N) if there
is a finite set F ⊆ N such that N ⊆ A− F :=
⋃
n∈F (A− n).
Proposition 4.2. Let Z be an expansion of (Z,+, 0, 1), and suppose that A ⊆ N is
definable in Z and is syndetic. Then Z defines N, and hence defines the order <.
Proof. By definition, there is a finite set F ⊆ N such that N ⊆
⋃
n∈F (A− n). Let
m := minF . So
⋃
n∈F (A− n) ⊆ [−m,∞), hence N = (
⋃
n∈F (A− n)) \ [−m,−1], and this
set is definable in Z. 
4.2. The case of bounded two-sided gaps. In this case we actually get IP. Unlike
the other cases, here we make assumptions about the combinatorial properties of all the
infinite definable subsets of A, not only of A itself.
Definition 4.3. Let A ⊆ Z. We say that N ∈ N is a bound on the two-sided gaps of A
if for every x ∈ A there exists d ∈ [−N,−1]∪ [1, N ] such that x+ d ∈ A. We say that A
has bounded two-sided gaps if there exists a bound N on the two-sided gaps of A.
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Definition 4.4. Let A ⊆ Z.
(1) Define a function LA : Z→ N ∪ {∞} by
LA(y) := sup {m ∈ N : [y −m, y − 1] ∩ A = ∅}
(2) Define a function LA : P (Z)→ N ∪ {∞,−∞} by
LA(B) := sup {LA(y) : y ∈ B and y > inf A}
Remark 4.5.
(1) For all y, for m = 0 we have [y −m, y − 1] = [y, y − 1] = ∅, so LA(y) ≥ 0.
(2) If minA exists and y ≤ minA, then LA(y) = ∞. Otherwise (i.e., if y > inf A),
LA(y) <∞.
(3) For all B ⊆ Z, by the above, the set {LA(y) : y ∈ B and y > inf A} is contained
in N (i.e., it does not contain ∞). Hence if LA(B) =∞ then B must be infinite.
(4) If A ⊆ N is infinite and not syndetic in N then LA(A) =∞.
Lemma 4.6. Let A′ ⊆ A ⊆ N, and suppose that LA(A
′) = ∞ and that A′ has bounded
two-sided gaps. Then there exists d ∈ N such that the set
Bd := {y ∈ A
′ : [y − 2d, y − 1] ∩A = ∅ and [y + 1, y + d] ∩A′ = {y + d}}
has LA(Bd) =∞.
Proof. Let N be a bound on the two-sided gaps of A′. Let
C := {y ∈ A′ : [y − 2N, y − 1] ∩ A = ∅} = {y ∈ A′ : 2N ≤ LA(y)}
Since LA(A
′) =∞, also LA(C) =∞. For each d ∈ [1, N ] let
Dd := {y ∈ C : [y + 1, y + d] ∩ A
′ = {y + d}} ⊆ Bd
By the choice of N and the definition of C, for every y ∈ C there exists d ∈ [1, N ] such
that y + d ∈ A′. Let dy be the first such d. Then y ∈ Ddy . So C ⊆
⋃N
d=1 Dd, and hence
there is d ∈ [1, N ] for which LA(Dd) =∞, so LA(Bd) =∞. 
Proposition 4.7. Let A ⊆ N be infinite and not syndetic, and let Z := (Z,+, 0, 1, A).
Suppose that every infinite subset of A that is definable in Z has bounded two-sided gaps.
Then the formula y − x ∈ A has IP.
Proof. Since A is infinite and not syndetic, LA(A) =∞. We define recursively a decreasing
sequence {An}
∞
n=0 of infinite definable subsets of A, and a sequence of positive integers
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{dn}
∞
n=0 , such that for all n, LA(An) =∞, and for all n ≥ 1, dn > 2dn−1.
Let A0 = A. Suppose that An has been defined, and is an infinite definable subset of
A with LA(An) = ∞. By the assumption on Z, An has bounded two-sided gaps. By
Lemma 4.6, there exists d ∈ N such that the set
Bn,d := {y ∈ An : [y − 2d, y − 1] ∩A = ∅ and [y + 1, y + d] ∩ An = {y + d}}
has LA(Bn,d) = ∞. Let dn be the first such d, and let An+1 := Bn,dn. So An+1 ⊆ An
is an infinite definable subset of A with LA(An+1) = ∞. Let y ∈ An+1. So y ∈ An and
also y + dn ∈ An. So on one hand, (y + dn)− dn = y ∈ An ⊆ A. On the other hand, by
the definition of An, because y + dn ∈ An we get [(y + dn)− 2dn−1, (y + dn)− 1]∩A = ∅.
Hence dn > 2dn−1. Note that it follows that for all n, dn >
∑
k<n dk.
Let ψ(x, y) be the formula y− x ∈ A. Let N ≥ 1. Let b ∈ AN+1, and for each s ⊆ [0, N ]
define
bs := b+
∑
k∈s
dk
First we show, by backward induction on 0 ≤ m ≤ N+1, that if s ⊆ [m,N ] then bs ∈ Am.
For m = N + 1, s = ∅ so bs = b ∈ AN+1. Suppose that the claim is true for some m ≥ 1.
Let s ⊆ [m− 1, N ], and let s′ := s\{m− 1} ⊆ [m,N ]. So bs ∈ {bs′ , bs′ + dm−1}. By the
induction hypothesis bs′ ∈ Am, hence, by the definition of Am, bs′, bs′ + dm−1 ∈ Am−1, so
bs ∈ Am−1.
Now, let s ⊆ [0, N ], and let m ∈ [0, N ]. If m ∈ s, then for s′ := s\{m} we have
bs − dm = bs′ ∈ A0 = A, so Z  ψ(dm, bs). If m /∈ s, then for s1 = s ∩ [m+ 1, N ] and
s2 = s ∩ [0, m− 1] we have
bs − dm = bs1 − dm +
∑
k∈s2
dk
Since dm >
∑
k<m dk, we have bs1 − dm ≤ bs − dm ≤ bs1 − dm +
∑
k<m dk < bs1 , so
bs − dm ∈ [bs1 − dm, bs1 − 1]. But since s1 ⊆ [m+ 1, N ] we have bs1 ∈ Am+1, and hence
[bs1 − 2dm, bs1 − 1] ∩A = ∅. Therefore bs − dm /∈ A, and so, Z 2 ψ(dm, bs).
In conclusion, we showed that for all m ∈ [0, N ] and s ⊆ [0, N ],
Z  ψ(dm, bs) ⇐⇒ m ∈ s
This is true for all N , therefore ψ(x, y) has IP. 
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4.3. The case of large doubling. Here we consider what happens when sumsets of A
are (asymptotically) of largest cardinality relative to A. For our purpose it is enough to
consider just sums of 2 elements, but the same proof works for sums of k ≥ 2 elements,
giving dp-rank ≥ k.
Definition 4.8. For k ≥ 2, K ∈ N and sets A1, . . . , Ak ⊆ Z, denote:
(1) A1 + · · ·+ Ak := {a1 + · · ·+ ak : ai ∈ Ai for all 1 ≤ i ≤ k}.
(2) k · A := A + A+ · · ·+ A︸ ︷︷ ︸
k times
. Also denote 1 · A := A.
(3) rkA1,...,Ak(x) := |{(a1, . . . , ak) ∈ A1 × · · · ×Ak : x = a1 + · · ·+ ak}|. This is the num-
ber of ways x can be represented as a sum of k elements, one from each of {Ai}
k
i=1.
Note that the order matters, so, e.g., if a 6= b then (a, b) and (b, a) are considered
to be different representations.
(4) rkA(x) := r
k
A,...,A(x).
(5) DkK(A1, . . . , Ak) := {x ∈ A1 + · · ·+ Ak : r
k
A1,...,Ak
(x) ≥ K}.
(6) DkK(A) := D
k
K(A, . . . , A).
Remark 4.9. If Z is an expansion of (Z,+, 0, 1), and A1, . . . , Ak ⊆ Z are definable in Z,
then A1 + · · ·+ Ak and D
k
K(A1, . . . , Ak) are also definable in Z.
The following observation is trivial. We state it explicitly to make its uses clearer.
Observation 4.10. Let A ⊆ Z be a finite set, and let k ≥ 2. Then∑
x∈k·A
rkA(x) = |A|
k
Proposition 4.11. Let Z be an expansion of (Z,+, 0, 1), and let A ⊆ N be infinite and
definable in Z. Let k ≥ 2 and K ∈ N, and suppose that for all n ∈ N there are subsets
Bn,1, . . . , Bn,k ⊆ A, each of size at least n, such that Bn,1 + · · ·+ Bn,k ⊆ (k · A) \D
k
K(A).
Then dp-rank(Z) ≥ k.
Proof. Consider the following set of formulas:
Φ1 := {yα,i 6= yα,j : 1 ≤ α ≤ k, i, j < ω, i 6= j}
Φ2 := {yα,i ∈ A : 1 ≤ α ≤ k, i < ω}
Φ3 :=
{
y1,i1 + · · ·+ yk,ik /∈ D
k
K(A) : i1, . . . , ik ∈ ω
}
Φ :=Φ1 ∪ Φ2 ∪ Φ3
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By the assumption, Φ is finitely satisfiable. By compactness, there is an elementary
extension Z∗ of Z in which this set is realized. Let (bα,i : 1 ≤ α ≤ k, i < ω) be a real-
ization, and let A∗ denote the interpretation of the formula for A inside Z∗. Consider
the pattern:
{x− bα,i ∈ (k − 1) · A
∗ : 1 ≤ α ≤ k, i < ω}
and for each η : {1, . . . , k} → ω, let aη := b1,η(1) + · · ·+ bk,η(k). Clearly, for each 1 ≤ α ≤ k,
aη − bα,η(α) = b1,η(1) + · · ·+ bα−1,η(α−1) + bα+1,η(α+1) + · · ·+ bk,η(k) ∈ (k − 1) ·A
∗
For each b ∈ A∗ such that aη−b ∈ (k−1)·A
∗, fix a representation aη−b = cη,b,1+· · ·+cη,b,k−1.
So if b1, b2 ∈ A
∗, b1 6= b2, and aη − b1, aη − b2 ∈ (k − 1) · A
∗, then aη = cη,b1,1 + · · · +
cη,b1,k−1 + b1 and aη = cη,b2,1 + · · · + cη,b2,k−1 + b2 are two different representations of
aη as an element of k · A
∗ (where the order of summands matters). Hence rkA∗(aη) ≥
|{b ∈ A∗ : aη − b ∈ (k − 1) · A
∗}|. On the other hand, aη = b1,η(1) + · · ·+ bk,η(k) /∈ D
k
K(A
∗),
hence rkA∗(aη) < K. Therefore, for each 1 ≤ α ≤ k, we have
|{i < ω : i 6= η(α) and aη − bα,i ∈ (k − 1) · A
∗}| ≤
≤ |{b ∈ A∗ : aη − b ∈ (k − 1) ·A
∗}| < K
So the pattern {x− bα,i ∈ (k − 1) · A
∗ : 1 ≤ α ≤ k, i < ω} satisfies the assumption of
Lemma 2.7, therefore κict(Z) > k, and so dp-rank(Z) ≥ k. 
For a set A ⊆ N and for n ∈ N, we denote A≤n := A ∩ [0, n].
Definition 4.12. Let k ≥ 2 and 0 < c ≤ 1.
(1) For a finite set A ⊆ N, we say that A has c-large k-tupling if |k · A| ≥ c |A|k.
(2) For an infinite set A ⊆ N, we say that A has c-large lower-asymptotic k-tupling if
lim inf
n→∞
|k · A≤n|
|A≤n|
k
≥ c
Equivalently, if for all ǫ > 0 there exists n0 such that for all n ≥ n0, |k ·A≤n| ≥
(c − ǫ) |A≤n|
k. We say that A has large lower-asymptotic k-tupling if the above
lim inf is positive, i.e., if there exists c > 0 for which A has c-large lower-asymptotic
k-tupling.
For k = 2 we say “doubling” instead of “2-tupling”, and similarly for other small values
of k for which a proper word exists.
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Definition 4.13. Let 2 ≤ k ∈ N. A k-uniform hypergraph, also called a k-graph, is a
pair (V,E), where V is a set and E ⊆ [V ]k. A k-graph (V,E) is called k-partite if
V = V0 ⊔ · · · ⊔ Vk−1, and for each e ∈ E and each 0 ≤ i ≤ k − 1, |e ∩ Vi| = 1. The sets
{Vi}
k−1
i=0 are called the parts of the k-graph. For t ∈ N we denote by Kt:k the complete
k-partite k-graph with parts of size t, i.e., the k-graph (V,E) where V = V0 ⊔ · · · ⊔ Vk−1,
for each i, Vi := {i} × [1, t], and E := {1, . . . , t}
k. So for each i, |Vi| = t, for every choice
of ai ∈ [1, t] for each i, the set e = {(i, ai) : 0 ≤ i ≤ k − 1} is in E, and there are no
other edges.
Fact 4.14 (The Kövari-Sós-Turán Theorem for hypergraphs [8, (4.2)]). For every t ≥ 2
and every k ≥ 2 there exists a constant C = C(t, k) such that for all n ∈ N, if H is a
k-partite k-graph with n vertices in each part and with more than C · nk−
1
tk−1 edges, then
H contains a copy of Kt:k as a subgraph.
Lemma 4.15. Let ∅ 6= A ⊆ N, 2 ≤ k ∈ N, and ǫ > 0. Then for all m ∈ N there exists
n ≥ m such that |A≤k·n| ≤ (k + ǫ) |A≤n|.
Proof. Let m ∈ N. By increasing m, we may assume that A≤m 6= ∅. For r ∈ N denote
nr := k
r · m. Suppose towards a contradiction that for all r,
∣∣∣A≤nr+1∣∣∣ = |A≤k·nr | >
(k + ǫ) · |A≤nr |. Then by induction, for all r, |A≤nr | > (k + ǫ)
r · |A≤m|. Since [0, nr] =
[0, kr ·m] = {0} ∪
⋃kr−1
i=0 [i ·m+ 1, (i+ 1) ·m], there exists an 0 ≤ i ≤ k
r − 1 such that
|A≤nr ∩ [i ·m+ 1, (i+ 1) ·m]| ≥
1
kr
|A≤nr\ {0}| ≥
(k+ǫ)r
kr
· |A≤m| =
(
k+ǫ
k
)r
· |A≤m|. On the
other hand, |A≤nr ∩ [i ·m+ 1, (i+ 1) ·m]| ≤ m, so
(
k+ǫ
k
)r
· |A≤m| ≤ m. This is true for
all r, but
(
k+ǫ
k
)r
· |A≤m| −−−→
r→∞
∞, a contradiction. 
Proposition 4.16. Let Z be an expansion of (Z,+, 0, 1), and let A ⊆ N be infinite and
definable in Z. Let k ≥ 2 and suppose that A has large lower-asymptotic k-tupling. Then
dp-rank(Z) ≥ k.
Proof. By the definition of having large lower-asymptotic k-tupling, there exist c > 0 and
n0 ∈ N such that for all n ≥ n0, |k · A≤n| ≥
c
2
|A≤n|
k. Let t ∈ N. Since A is infinite, there
is m ≥ n0 such that
c
4
|A≤m|
k > C(t, k) · |A≤m|
k− 1
tk−1 , where C(t, k) is as in Fact 4.14.
By Lemma 4.15 there exists n ≥ m such that |A≤k·n| ≤ (k + 1) |A≤n|. Note that still
c
4
|A≤n|
k > C(t, k) · |A≤n|
k− 1
tk−1 .
Let K = 4(k+1)
k
c
. Consider the map rkA≤k·n : k · A≤k·n → N and the set D
k
K(A≤k·n), as
defined in Definition 4.8. By Markov’s inequality (for the counting measure on k ·A≤k·n)
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and Observation 4.10,∣∣∣DkK(A≤k·n)∣∣∣ ≤ 1K
∑
x∈k·A≤k·n
rkA≤k·n(x) =
1
K
|A≤k·n|
k
So ∣∣∣k ·A≤n\DkK(A≤k·n)∣∣∣ ≥ |k · A≤n| − ∣∣∣DkK(A≤k·n)∣∣∣
≥ |k · A≤n| −
1
K
|A≤k·n|
k
≥
c
2
|A≤n|
k −
1
K
|A≤k·n|
k
≥
c
2
|A≤n|
k −
1
K
((k + 1) |A≤n|)
k
=
c
2
|A≤n|
k −
1
K
(k + 1)k |A≤n|
k
=
(
c
2
−
(k + 1)k
K
)
|A≤n|
k
=
c
4
|A≤n|
k
And so ∣∣∣{(a1, . . . , ak) ∈ Ak≤n : a1 + · · ·+ ak ∈ k · A≤n\DkK(A≤k·n)}∣∣∣ ≥
≥
∣∣∣k · A≤n\DkK(A≤k·n)∣∣∣ ≥ c4 |A≤n|k
Define a k-partite k-graph (V,E) as follows: The vertices are V = V0 ⊔ · · · ⊔ Vk−1, where
for each i, Vi := {i} × A≤n, and the edges are
E :=
{
(a1, . . . , ak) ∈ A
k
≤n : a1 + · · ·+ ak ∈ k · A≤n\D
k
K(A≤k·n)
}
Since (V,E) has |A≤n| vertices in each part, and at least
c
4
|A≤n|
k > C(t, k) · |A≤n|
k− 1
tk−1
edges, by Fact 4.14 for t, k, this graph contains a copy of Kt:k as a subgraph. This means
that there are subsets Bt,1, . . . , Bt,k ⊆ A≤n, each of size t, such that Bt,1 + · · ·+ Bt,k ⊆
(k · A≤n) \D
k
K(A≤k·n). Note that if x ∈ k · A≤n then x ≤ k · n, so if a1, . . . , ak ∈ A are
such that a1 + · · · + ak = x, then a1, . . . , ak ∈ A≤k·n. Hence (k · A≤n) \D
k
K(A≤k·n) =
(k · A≤n) \D
k
K(A).
Since t was arbitrary, by Proposition 4.11, dp-rank(Z) ≥ k. 
We now prove an additional lemma that will be used in the next section.
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Lemma 4.17. Let Z be an expansion of (Z,+, 0, 1), and let A ⊆ N be infinite and definable
in Z. Let k ≥ 2 and suppose that A does not have large lower-asymptotic k-tupling. Then
Z does not eliminate ∃∞.
Proof. By the definition of large lower-asymptotic k-tupling, for every c > 0 there are
infinitely many numbers n ∈ N such that |k · A≤n| < c |A≤n|
k. First we show that for all
K ∈ N, DkK(A) 6= ∅, i.e., there exists b ∈ k · A such that r
k
A(b) ≥ K. Suppose otherwise,
and let c = 1
K
. Let n ∈ N be such that |k · A≤n| < c |A≤n|
k. So for all b ∈ k · A≤n,
rkA≤n(b) ≤ r
k
A(b) < K. Therefore, by Observation 4.10,
|A≤n|
k =
∑
b∈k·A≤n
rkA≤n(b) < K |k · A≤n| < K · c |A≤n|
k = |A≤n|
k
a contradiction.
Now, consider the formula ψ(x, y) given by
x ∈ A ∧ ∃z1, . . . , zk−1 ∈ A (y = x+ z1 + · · ·+ zk−1)
Let M ∈ N, and let b ∈ k · A such that rkA(b) ≥ M
k. Then rkA(b) ≤ |ψ(Z, b)|
k, and
therefore |ψ(Z, b)| ≥M . This shows that Z does not eliminate ∃∞ for ψ(x, y). 
4.4. The remaining case. Here we consider what happens when A does not have
bounded two-sided gaps and also does not have large doubling. As opposed to all the
previous cases, the best lower bound for the dp-rank we could achieve here is 2.
This is the only case where we couldn’t get a better result than dp-rank ≥ 2.
Proposition 4.18. Let Z be an expansion of (Z,+, 0, 1) which does not eliminate ∃∞,
and let A ⊆ N be infinite and definable in Z. Suppose that A does not have bounded
two-sided gaps. Then Z is not dp-minimal.
Proof. By the definition of bounded two-sided gaps, for every n ∈ N there exists an ∈ A
such that for all d ∈ [−n,−1] ∪ [1, n], an + d /∈ A. Since A is infinite, these elements can
be chosen to be pairwise distinct. By compactness, in some elementary extension Z∗ of Z
there are (bn)n∈ω which are pairwise distinct, such that for all n ∈ N, A
∗∩(bn + Z) = {bn},
where A∗ denotes the interpretation of the formula for A inside Z∗. By Lemma 3.1, Z
is not dp-minimal. 
Corollary 4.19. Let Z be an expansion of (Z,+, 0, 1), and let A ⊆ N be infinite and
definable in Z. Suppose that A does not have bounded two-sided gaps, and suppose also
that A does not have large lower-asymptotic doubling. Then Z is not dp-minimal.
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Proof. This follows from Lemma 4.17 and Proposition 4.18. 
4.5. Putting it all together. We now have all the ingredients for the proof of the main
theorem.
Theorem 4.20. Let Z be a dp-minimal expansion of (Z,+, 0, 1), and suppose that there ex-
ists an infinite set A ⊆ N that is definable in Z. Then Z is interdefinable with (Z,+, 0, 1, <).
Proof. Let A ⊆ N be an infinite set definable in Z. If A is syndetic, then by Propo-
sition 4.2, Z defines the order <. Therefore, by Fact 1.1, Z is interdefinable with
(Z,+, 0, 1, <). Suppose that A is not syndetic. If every infinite subset of A that is
definable in (Z,+, 0, 1, A) has bounded two-sided gaps, then by Proposition 4.7 we get
a contradiction. Otherwise, there exists an infinite subset A′ ⊆ A that is definable in
(Z,+, 0, 1, A) (and hence in Z), and does not have bounded two-sided gaps. If A′ does
not have large lower-asymptotic doubling, then by Corollary 4.19 we get a contradiction.
Otherwise, by Proposition 4.16 we get a contradiction. This completes the proof. 
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