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ITERATIVE VARIABLE-BLASCHKE FACTORIZATION
MAXIME LUKIANCHIKOV, VLADYSLAV NAZARCHUK, AND CHRISTOPHER XUE
Abstract. Blaschke factorization allows us to write any holomorphic function
F as a formal series
F = a0B0 + a1B0B1 + a2B0B1B2 + · · ·
where ai ∈ C and Bi is a Blaschke product. We introduce a more general
variation of the canonical Blaschke product and study the resulting formal series.
We prove that the series converges exponentially in the Dirichlet space given
a suitable choice of parameters if F is a polynomial and we provide explicit
conditions under which this convergence can occur. Finally, we derive analogous
properties of Blaschke factorization using our new variable framework.
1. Introduction
1.1. Fourier Series. Any analytic function F can be expressed as a power series
F (z) =
∞∑
k=1
akz
k ak ∈ C.
Restricting this power series to the boundary of the unit disk in the complex plane
results in a classical Fourier series. A dynamical way of constructing this power
series, analogous to that which will be employed later, is as follows. Firstly, write
F (z) as
F (z) = F (0) + (F (z)− F (0)).
Notice that this guarantees that the function F (z)−F (0) has at least one root at 0.
Factoring this root yields
F (z) = F (0) + z ·G1(z)
where G1(z) is holomorphic. Repeating the same process with G1(z) yields
F (z) = F (0) + z(G1(0) + (G1(z)−G1(0))
= F (0) + z(G1(0) + z(G2(z)))
where G2(z) is once again analytic. Indeed, one could iterate this procedure ad
infinitum (unless F is a polynomial, in which case only a finite number of iterations
would be needed), resulting in the formal series
F (z) = F (0) + z(G1(0) + z(G2(0) + z(G3(0) + · · ·
= F (0) +G1(0)z +G2(0)z
2 +G3(0)z
3 + · · · .
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1.2. Blaschke Factorization. Iterative Blaschke factorization is the natural non-
linear analogue of Fourier series. Let F be a polynomial in the complex plane. Then,
any F can be decomposed as F (z)− F (0) = B ·G where
B(z) =
∏
i∈I
z − αi
1− αiz
is a Blaschke product with zeros α1, α2, . . . inside the unit disk D and G has no
roots in D; that is,
G(z) =
∏
|αi|>1
(z − αi)
∏
0<|αi|<1
(1− αiz) .
Blaschke factorization is well-defined for any bounded analytic function (see [7]).
However, we restrict our study to polynomials. Since holomorphic functions can
be approximated by polynomials up to arbitrarily small error on any compact
domain and since Coifman, Steinerberger, and Wu showed in [4] that functions of
intrinsic-mode type (a classical model for signals) behave essentially like holomorphic
functions, we expect that our results have more general extensions in both pure and
applied areas.
This Blaschke factorization can be repeated iteratively in a similar dynamical
framework as the Fourier series. Since the function Gi(z) − Gi(0) has at least
one root within the unit disk, it will yield the nontrivial Blaschke factorization
Gi(z)−Gi(0) = Bi+1 ·Gi+1. Therefore, we write
F − F (0) = B0 ·G0 = B0 (G0(0) + (G0(z)−G0(0)))
= B0 (G0(0) +B1G1)
= B0 (G0(0) +B1 (G1(0) + (G1(z)−G1(0))))
= B0 (G0(0) +B1 (G1(0) +B2G2))
= B0 (G0(0) +B1 (G1(0) +B2 (G2(0) + · · · ))) .
Substituting Gi(0) = ai in the factorization yields the formal unwinding series, first
described in the PhD thesis of Nahon [11]:
F (z)− F (0) = a0B0 + a1B0B1 + a2B0B1B2 + a3B0B1B2B3 · · · .
Although the classic Fourier series works well, it has a variety of limitations: most
pressingly, convergence can be numerically slow, especially for discontinuous or
multiscale functions. On the other hand, numerical experiments suggest that
r-Blaschke factorization grants extremely fast convergence (see example in 1.4).
1.3. Related Work. It may not be numerically feasible to calculate the roots of
any given function F . However, findings by Guido and Mary Weiss in [22] allow us
to numerically obtain the Blaschke product in a stable manner. The stability of
this algorithm has also been investigated by Nahon [11] and Letelier and Saito [9].
Additionally, a number of potential applications of Blaschke factorization have been
reviewed, such as electrocardiography signal analysis by Tan, Zhang, and Wu [21],
study of acoustic underwater scattering by Letelier and Saito in [9], and study of the
Doppler Effect by Healy [8]. Furthermore, Qian has extensively studied adaptive
Fourier decomposition and its connections to Complex Analysis and Approximation
Theory (see [13], [14], [15], [16], [17], [18]).
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1.4. Example. Nahon showed in [11] that the formal series converges and is exact
after n steps for a polynomial of degree n. However, numerical experiments suggest
that the unwinding series is a reliable approximation even with fewer than n terms.
For instance, consider the polynomial
F (z) = (z − 0.2− 0.6i)(z + 0.3− 0.4i)(z + 0.5i)(z − 0.7 + 0.9i)
plotted as F (eit) against approximations of F by adding successive terms of the
Blaschke unwinding series.
- 1 1 2
- 2
- 1
1
2
F (0) + a0B0
- 1 1 2
- 2
- 1
1
2
F (0) + a0B0 + a1B0B1
- 1 1 2
- 2
- 1
1
2
F (0) + a0B0 + a1B0B1+
a2B0B1B2
- 1 1 2
- 2
- 1
1
2
F (0) + a0B0 + a1B0B1+
a2B0B1B2 + a3B0B1B2B3
Figure 1. In blue, we graph the parametrization of F given by
(Re[F (eit)], Im[F (eit]). In orange, we plot approximations of F by
adding successive terms of the Blaschke unwinding series for each
new illustration.
Qualitatively, even three terms of the unwinding series, F (0) + a0B0 + a1B0B1 +
a2B0B1B2, approximate the function with near-perfect accuracy, even though
deg(F ) = 4. We now introduce a variation of canonical Blaschke products that
improves successive approximations by increasing root capture during factorization.
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1.5. r-Blaschke Factorization. We now consider factoring out the roots ofGi(z)−
Gi(0) contained inside of a disk of radius r. Once again, let F be a polynomial in
the complex plane. Then, any F can be decomposed as F (z)−F (0) = Br ·G where
Br(z) =
∏
i∈I
(z − αi) r
r2 − αiz
is an r-Blaschke product with zeros α1, α2, . . . inside of Dr and G has no roots inside
the disk of radius r; that is,
G(z) =
∏
|αi|>r
(z − αi)
∏
0<|αi|<r
1
r
(
r2 − αiz
)
.
Similarly as before, iterating this new factorization yields the formal variable
unwinding series
F (z)− F (0) = a0Br0 + a1Br0Br1 + a2Br0Br1Br2 + · · · .
It is important to motivate the construction of G(z). In r-Blaschke factorization,
all roots αi ∈ Dr are inverted across the boundary ∂Dr when r is sufficiently large
(we say the roots are captured). Formally, this root movement is described by
αi 7→ r
2
αi
when |αi| < r. Thus, for each root αi in the Blaschke product Br(z), a new root
r2/αi is appended to G(z). In the canonical 1-Blaschke case, all roots αi ∈ D
are inverted across the boundary of the unit disk to form new roots 1/αi. In the
following figure, the left-hand illustration depicts roots captured in D while the
right-hand illustration depicts these same roots captured in Dr.
Figure 2. Variable-Blaschke obtains exponential convergence by
increasing root capture. As roots shrink, ie. αi → 0, the function
behaves as zn and converges more quickly.
Additionally, note that the factor 1/r in G(z) is used to preserve unit norm on the
boundary ∂Dr so that
|Br(r)| =
∏
i∈I
∣∣∣∣ (r − αi) rr2 − αir
∣∣∣∣ = ∏
i∈I
∣∣∣∣r − αir − αi
∣∣∣∣ = 1.
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2. Statement of Main Results
2.1. A Scaling Symmetry. The main goal of this paper is to show how Variable-
Blaschke can afford exponential convergence in the unwinding series. To begin, we
develop various equivalences between r-Blaschke factorization on a general polyno-
mial and canonical Blaschke factorization on a scaled version of that polynomial.
Proposition 2.1 (Blaschke and r-Blaschke Equivalence). Let the polynomials F (z)
and Fλ(z) be given by
F (z) =
n∏
i=1
(z − αi) Fλ(z) =
n∏
i=1
(
z − αi
λ
)
and let λ ∈ R satisfy both λ > 1 and max{|αi|} <
√
λ. Then, the Blaschke
factorizations Fλ(z) = B1(z) ·Gλ(z) and F (z) = B√λ(z) ·G(z) satisfy
√
λn ·Gλ(z) = G(z).
Alternatively, without any assumptions regarding the norms of the roots, the Blaschke
factorizations Fλ(z) = B1(z) ·Gλ(z) and F (z) = Bλ(z) ·G(z) satisfy
λn ·Gλ(z) = G(λz).
This equation provides an equivalence between canonical Blaschke factorization
and r-Blaschke factorization. Additionally, it formalizes a notion paramount to
Variable-Blascke factorization: shrinking the roots of a function is equivalent to
performing Blaschke on a larger radius, as depicted in the following figure.
Figure 3. (Left) Canonical Blaschke factorization performed on
the roots αi/λ versus (Right) Variable-Blaschke factorization for
the radius r =
√
λ performed on the roots αi. The filled circles
represent the radius over which Blaschke is performed; the dashed
circles are included to show the radii relative to one another.
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2.2. Dirichlet Space. We specify that exponential convergence occurs in the
Dirichlet space D. We define the Dirichlet space on the domain Ω ⊆ C as the
subspace of the Hardy space H2(Ω) containing all functions
f(z) =
∞∑
n=0
anz
n (f ∈ D)
for which the Dirichlet norm
‖f(z)‖2D = ‖f(z)− f(0)‖2D =
∞∑
n=1
n|an|2
is finite. The Dirichlet norm is a useful metric because it is insensitive to constants.
If the norms of successive Gi(z) in a regular iterative Blaschke decomposition satisfy
‖Gi(z)−Gi(0)‖2D ≤
1
2
‖Gi+1(z)‖2D ,
then this implies exponential decay. In Theorem 2.3, we discuss parameters for
obtaining this successive decay in norm. Although we restrict our study to the
Dirichlet space, our results can likely be extended to more general subspaces of
H2(T) and we believe this to be an interesting avenue for future research.
2.3. Contraction Inequalities.
Theorem 2.1. Let the polynomials F (z) and Fλ(z) be given by
F (z) =
n∏
i=1
(z − αi) Fλ(z) =
n∏
i=1
(
z − αi
λ
)
and let
λ ≥ 6.15
(
max
1≤i≤n
|αi|
)
.
Then, the Blaschke factorization Fλ(z) = B(z) ·Gλ(z) satisfies
‖Gλ(z)‖2D ≤
1
2
‖Fλ(z)‖2D.
This Theorem demonstrates that exponential convergence occurs in the Dirichlet
space if the roots are sufficiently scaled down. Alternatively, one can obtain the
same inequality when the n-th power mean of the scaled roots is sufficiently small,
as described by the following Theorem.
Theorem 2.2. Let F (z) and Fλ(z) be defined as above. If
λ ≥ 6.75 n
√√√√ 1
n
n∑
i=1
|αi|n
then, as above,
‖Gλ(z)‖2D ≤
1
2
‖Fλ(z)‖2D.
Note that, if n→∞, then we recover Theorem 2.1 with a worse constant. The first
result shows that it suffices to scale the roots to lie in some small disk, while the
second result provides some flexibility with the distribution of the roots. Essentially,
Theorems 2.1 and 2.2 quantify the intuition that the closer a function is to zn, the
faster the unwinding series converges. One might ask whether we can significantly
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decrease the constant 6.15. To that end, we examined the function F (z) = (z−m)n
and determined the value m = m0 for which the inequality
‖G(z)‖2D ≤
1
2
‖F (z)‖2D
is an equality. We numerically computed m0 for large n since the inequality breaks
for m > m0. While we have been unable to prove so, numerical experiments suggest
that m0 approaches 1/2 as n approaches infinity. This would imply that the constant
6.15 cannot be replaced with 2.
2.4. Exponential Convergence.
Proposition 2.2 (λ-Blaschke). Let F be a monic polynomial. Then, for some
sufficiently large λ > 0, the Blaschke factorization F (z) = Bλ(z) ·G(z) satisfies:∥∥∥∥ 1λn ·G(z)
∥∥∥∥2
D
≤ 1
2
‖F (z)‖2D .
One might think it strange that a factor of λ−n appears in the inequality. However,
whereas |B(z)| = 1 on the boundary of the unit disk, Bλ is of size λ−n (for large
λ). Thus, in the actual term of the unwinding series, Bλ serves to rescale back the
G(z) term, which is why allowing a factor of λ−n here is justified. This means that
we can pick some sequence of λ such that the contraction inequality holds at every
step. In turn, we can pick some sequence of radii corresponding to the sequence of
λ with which to perform r-Blaschke.
Theorem 2.3 (Exponential Convergence). For every polynomial F , there is a
sequence of radii r1, . . . , rn that guarantees the above exponential convergence at
each iteration of r-Blaschke factorization.
r1 r2 r3
+G
0(0)
+G1(0)
+G
0(0)
+G1(0)
Figure 4. After a root is captured, it is translated by Gi(0) and
a new root is appended to the origin. We can pick a sequence of ri
to optimize this capture-translation process.
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Explicitly, our minimal condition is to select a radius ri such that
ri > max{|αi| : Gi(αi)−Gi(0) = 0}.
Equivalently, our radius ri+1 should at least be large enough to capture all of the
roots generated from the ith iteration of Blaschke. Additionally, ri may need to be
increased to fit the parameters for exponential convergence described in Theorem
2.1. Thus, the exact radii selected depend on root translation, since the roots of
Bri+1 will be the roots of Gi(z)−Gi(0) translated by Gi+1(0). Equivalently, after
inverting a collection αi over a disk boundary, the newfound roots will all be affected
by the translation by Gi+1(0), as shown above in Figure 4.
However, we lack the ability to predict where the roots of Gi+1(z)−Gi+1(0) will
be located. This is a trade-off when working with nonlinear functions and poses
difficulty for general proofs concerning Blaschke behavior. In some cases, we are a
priori able to bound the roots of Gi+1(z). Indeed, according to a result by Ostrowski
in [12], given roots αi of Gi(z), we can order roots βi of Gi(z)−Gi(0) such that
|αi − βi| < 2n
(
n∏
i
|αi|
)1/n
.
If this bound guarantees that any nonzero βi has norm at least εi for some εi > 0,
then we are able to bound the norms of the roots of Gi+1(z) above by r
2
i /εi.
According to the results of Theorem 2.1, we can thus pick
ri+1 ≥ 6.15
(
r2i
εi
)
.
3. Computational Experiments
3.1. Motivation. Computational examples suggested that the quality of unwinding
series approximation under r-Blaschke improves as r increases.
-15 -10 -5 5 10
-10
-5
5
10
15
F (0) + a0(B1)0 +
a1(B1)0(B1)1
-15 -10 -5 5 10
-10
-5
5
10
15
F (0) + a0(B2)0 +
a1(B2)0(B2)1
-15 -10 -5 5 10
-10
-5
5
10
15
F (0) + a0(B3)0 +
a1(B3)0(B3)1
Figure 5. Bi can denote both the ith Blaschke product in the
unwinding series and the Variable-Blaschke product with radius
equal to i. When it is absolutely necessary to convey both pieces
of information (as in this case), we use the notation (Br)i to refer
to the i-th r-Blaschke product in the unwinding series.
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Indeed, for every polynomial we have tested, faster convergence occurs for larger
radii r. For example, consider the function F (z) = (z − 0.5i)(z − 0.2 − 0.6i)(z +
0.1 + 0.3i)(z − 0.3i)(z − 6). In blue, we plotted the parametrization of F given by
(Re[F (eit)], Im[F (eit]). In orange, we plotted the second degree unwinding series
approximation using the Blaschke products B, B2, and B3.
3.2. Method. In seeking quantitative evidence for exponential convergence, we
adopted the following method:
(1) Construct a polynomial from n random roots αi from a uniform distribution
in a disk of radius m:
F (z) =
n∏
i=1
(z − αi) αi ∈ U(Dm).
(2) Fix some radius r1 with which to perform r-Blaschke factorization.
(3) Calculate the error for various successive approximations of F (z) via
Error :=
∥∥∥∥∥F (z)− F (0)−
L∑
i=0
ai
L∏
i=0
Bri
∥∥∥∥∥
L2(∂D)
=
∫ 2pi
0
∣∣∣∣∣F (eit)− F (0)−
L∑
i=0
ai
L∏
i=0
Bri
∣∣∣∣∣
2
dt.
where the unwinding series contains L+ 1 terms.
(4) Repeat this error calculation for other radii r2, r3, . . . , rk.
(5) Repeat the entire process for other random polynomials of degree n and
average error results.
3.3. Discussion of Results. We computed error calculations across a variety
of different circumstances. For example, consider r-Blaschke on a 15th degree
polynomial whose roots are distributed uniformly in D, D5, and D25, using the
r-Blaschke products B1, B2, B3, B4, and B5, plotted on logarithmic graphs:
-70
-60
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-40
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-10
0
10
B5
B4
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B1
(A): Roots in D
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g
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)
10 MAXIME LUKIANCHIKOV, VLADYSLAV NAZARCHUK, AND CHRISTOPHER XUE
-40
-30
-20
-10
0
10
20
30
40
B5
B4
B3
B2
B1
(B): Roots in D5
Iteration (L)
lo
g
(E
rr
o
r)
0
10
20
30
40
50
60
70
80
B5
B4
B3
B2
B1
(C): Roots in D25
Iteration (L)
lo
g
(E
rr
o
r)
Figure 6. Averaged log(Error) from 100 samples of degree 15
polynomials with αi ∈ U(D), αi ∈ U(D5), and αi ∈ U(D25), respec-
tively. Note that the approximation becomes exact at L = n; thus,
log(Error) results for L = n are omitted. Additionally, note that
log(Error) results for B4 and B5 in the top-left graph become too
small for accurate numerical precision and thus flatten out.
Firstly, we see that the error of approximation significantly increases (and potentially
scales) as the distribution of roots is increased. Consider the log(Error) of canonical
Blaschke factorization on averaged 15th degree polynomials whilst modulating the
distribution of the roots.
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L 1 2 3 4 5 6 7
αi ∈ D 5.49935 5.37006 5.02404 4.41028 3.58982 2.80219 1.90963
αi ∈ D5 33.5791 30.9497 29.1704 26.8096 25.5418 23.3236 20.7583
αi ∈ D25 70.4981 67.3922 63.5783 59.2728 55.4928 51.3124 46.5379
Figure 7. Averaged log(Error) from 100 samples of canonical
Blaschke factorization on degree 15 polynomials with distributed
roots αi ∈ U(D), αi ∈ U(D5), and αi ∈ U(D25), respectively.
We see that the error increases as the roots become more widely distributed. This
trend holds across all successive iterations L and for all radii r with which we perform
r-Blaschke factorization. Secondly, qualitatively, spacing differs between Variable-
Blaschke plots depending on the distribution of the roots. This relationship between
root distribution and Blaschke error is given by Proposition 2.1. Clearly, both
increasing the number of successive iterations given some fixed r and increasing the
radius r with which Variable-Blaschke is performed decrease error of approximation.
However, we have not been able to develop any concrete determination of how
quickly error decreases or the exact role that root distribution plays.
4. An Additional Result
This section discusses an additional contraction result that carries over from [2] to
the more general case.
Theorem 4.1 (Generalized Operator Equivalence). Suppose that max{|αi|} < γ <
λ where γ, λ ∈ R and that Fγ(z) and Fλ(z) are defined as before. Then, Gλ(z) and
Gγ(z), defined by the Variable-Blaschke factorizations
Fλ(z) = Bγ(z) ·Gλ(z)
and
Fγ(γz/λ) = Bλ(z) ·Gγ(z)
satisfy
Gγ(z) = Gλ(z).
Alternatively, Gλ(z) and Gγ(z), defined by the Variable-Blaschke factorizations
Fγ(z) = Bλ(z) ·Gγ(z)
and
Fλ(z) = Bγ(z) ·Gλ(z)
satisfy
γnGγ(λz) = λ
nGλ(γz).
While Corollary 2.1 provided an equivalence between canonical Blaschke factorization
and r-Blaschke factorization, this Theorem provides an equivalence between two
r-Blaschke factorizations for different radii λ and γ. Indeed, this statement is
equivalent to Proposition 2.1 if γ = 1. Most importantly, it tells us that one can
always explicitly relate γ-Blaschke and λ-Blaschke using scalar constants. The
following Proposition is adapted from [6] to work with the r-Blaschke framework.
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Proposition 4.1. For C \ {αi, r2/αi : 1 ≤ i ≤ n}, the logarithmic derivative of an
r-Blaschke product is
B′r(z)
Br(z)
=
n∑
j=1
r2 − |αj |2
(r2 − αjz)(z − αj) .
Therefore, we have ∣∣B′r(reit)∣∣ = n∑
j=1
r2 − |αj |2
r |eit − αj |2
.
Theorem 4.2 (One-Step r-Blaschke). Let F be holomorphic on a neighborhood of
the unit disk and α ∈ C with |α| < r. If
f = (z − α)F and g = 1
r
(
r2 − αz)F
then ∫ 2pi
0
∣∣g′(reit)∣∣2 dt ≤ ∫ 2pi
0
∣∣f ′(reit)∣∣2 dt− (1− |α|2
r2
)∫ 2pi
0
∣∣F (reit)∣∣2 dt
whenever all terms are defined and finite.
5. Proofs
In this section, we outline proofs for all Theorems and Propositions:
(1) Theorem 2.1
(2) Theorem 2.2
(3) Proposition 2.2 (λ-Blaschke)
(4) Theorem 4.1 (Generalized Operator Equivalence)
(5) Proposition 2.1 (Blaschke and r-Blaschke Equivalence)
(6) Proposition 4.1
(7) Theorem 4.2 (One-Step r-Blaschke)
We begin by establishing two lemmas for a couple of small facts regarding the
coefficients of the polynomial Fλ. Recall that
Fλ(z) =
n∏
i=1
(
z − αi
λ
)
.
Lemma 5.1. Denote ck as the coefficient of z
k of Fλ. Then
|ck| ≤
(
n
k
)( ε
λ
)n−k
.
The above helps us write our results in terms of scaling all the roots down to fit
within a certain small disk. Alternatively, a more robust result states
|ck| ≤
(
n
k
)
·
(
1
n
n∑
i=1
|αi/λ|n
)1−k/n
.
Thus, we require only the n-th power mean of the norms of the roots to be small for
the bound to hold.
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Proof. Observe
|ck| =
∣∣∣∣∣ ∑|S|=n−k
[∏
i∈S
αi
λ
] ∣∣∣∣∣ ≤ ∑|S|=n−k
∣∣∣∣∣∏
i∈S
αi
λ
∣∣∣∣∣ ≤
(
n
k
)( ε
λ
)n−k
.
To prove the second bound, we use Muirhead’s inequality, which states∑
sym
xa11 . . . x
an
n ≥
∑
sym
xb11 . . . x
bn
n
for nonnegative integers a1, . . . , an, b1, . . . , bn, x1, . . . , xn, where (a1, . . . , an) ma-
jorizes (b1, . . . , bn). In particular, the inequality holds for (a1, . . . , an) = (n −
k, 0, . . . , 0) and (b1, . . . , bn) = (1, . . . , 1, 0, . . . , 0), where there are n− k 1’s. We also
use the Power Mean inequality, which states
a
√
xa1 + . . .+ x
a
n
n
≥ b
√
xb1 + . . .+ x
b
n
n
for nonnegative integers x1, . . . , xn, and nonnegative integers a ≥ b. Now observe
|ck| =
∣∣∣∣∣ ∑|S|=n−k
[∏
i∈S
αi
λ
] ∣∣∣∣∣ ≤ ∑|S|=n−k
∣∣∣∣∣∏
i∈S
αi
λ
∣∣∣∣∣
and use Muirhead’s inequality and the Power Mean inequality to obtain
|ck| ≤
n∑
i=1
|αi/λ|n−k ·
(
n
k
)
/n ≤
(
n
k
)
·
(
1
n
n∑
i=1
|αi/λ|n
)1−k/n
.

Lemma 5.2. Without loss of generality, assume the leading coefficient cn of Fλ is
1. Recall
Fλ(z) =
n∏
i=1
(
z − αi
λ
)
=
n∑
k=0
ckz
k and Gλ(z) =
n∏
i=1
(
1− αi
λ
)
=
n∑
k=0
dkz
k.
Then, the coefficients ck of Fλ and dk of Gλ satisfy
ck = dn−k.
Proof. Let H be the polynomial with coefficients dk satisfying the above relation;
we will show Gλ = H. Indeed, note that as all roots of Fλ are captured via Blaschke,
all nonzero roots αi are sent to 1/αi, while its zero roots disappear, and
G(0) =
n∏
i=1
(1− αi(0)) = 1.
Observe now that for z 6= 0
Fλ(z)/zn = H(1/z)
and
H(0) = d0 = cn = 1.
Thus, the roots of H are exactly those of Gλ, and H and Gλ are both monic, so
H = Gλ, as desired.

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5.1. Proof of Theorem 2.1.
Proof. The general idea of this proof is as follows. We proceed through a series of
approximations using an undetermined parameter δ, to obtain some conditions on
λ, which, if satisfied, will give the theorem’s result. Then, we retroactively pick a
specific value of δ such that the demands on λ are minimized. If one does not care
about the size of λ, a much shorter proof could be given, but it is a reasonable goal
to not use λ’s which are larger than needed.
Part 1: Conditions on λ. For simplicity, we want all roots of Fλ to be captured via
Blaschke factorization, so we at least assume λ > ε where ε = max{|αi|}. Next, we
bound the quantity
1− |α/λ|2
|z − α/λ|2
on the unit disk from below by 1 − δ, 0 < δ < 1, with the exact value of δ to be
stipulated later. Since |z| = 1, we have
1− |α/λ|2
|z − α/λ|2 ≥
1− |α/λ|2
(1 + |α/λ|)2 ≥
1− (ε/λ)2
(1 + ε/λ)2
.
Hence, it is sufficient to show
1− (ε/λ)2
(1 + ε/λ)2
> 1− δ.
Solving the inequality for λ gives us
λ >
(
2− δ
δ
)
ε.
Let us call this condition on λ “I”. Now, we assume this condition is satisfied. In
[2], Coifman and Steinerberger showed that
‖Fλ‖2D − ‖Gλ‖2D =
∫ 2pi
0
∣∣Gλ(eit)∣∣2 n∑
i=1
1− |αi|2
|z − αi|2 dt.
Our goal is thus to show
||Fλ||2D = ||Gλ||2D +
1
2
∫
dD
|G|2
∑
i
1− |αi/λ|2
|z − αi/λ|2 ≥ 2||Gλ||
2
D
or
1
2
∫
dD
|G|2
∑
i
1− |αi/λ|2
|z − αi/λ|2 ≥ ||Gλ||
2
D
so, by using the bound from above, it is sufficient to show
(1− δ)n
2
||Gλ||2L2 ≥ ||Gλ||2D.
Writing this in coefficient form, we have
(1− δ)n
2
n∑
k=0
|gk|2 ≥
n∑
k=1
k|gk|2
so we need
n∑
k=0
(
1− 2k
(1− δ)n
)
|gk|2 = 1 +
n∑
k=1
(
1− 2k
(1− δ)n
)
|gk|2 ≥ 0
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where gk are the coefficients of Gλ. Notice that for
k <
(1− δ)n
2
the terms in the sum are positive, and for
k >
(1− δ)n
2
they are negative. Thus, let
c =
⌈
(1− δ)n
2
⌉
.
Then, it is sufficient to show∣∣∣∣∣
n∑
k=c
(
1− 2k
(1− δ)n
)
|gk|2
∣∣∣∣∣ ≤ 1.
We find that
n∑
k=c
∣∣∣∣1− 2k(1− δ)n
∣∣∣∣ |gk|2 ≤ 1 + δ1− δ
n∑
k=c
|gk|2
=
1 + δ
1− δ
n∑
k=c
|cn−k|2
≤ 1 + δ
1− δ
n∑
k=c
((
n
k
)( ε
λ
)k)2
.
We now will bound the sum from above by a geometric series. First, let
A(k) =
(
n
k
)( ε
λ
)k
and define U(k) = A(k + 1)/A(k), such that then A(k + 1) = U(k)A(k). By
calculation,
U(k) =
A(k + 1)
A(k)
=
ε
λ
n− k
k + 1
.
Notice that as k increases, U(k) decreases. Thus, let us first demand that U(c) < 1.
This means that
λ > ε
n− c
c+ 1
.
Call this condition on λ “II,” and assume that λ satisfies this condition. If so, then
we know we can bound A(k), for n ≥ k ≥ c, from above by A(c)U(c)k−c. Hence, we
have
A(k)2 ≤ A(c)2U(c)2(k−c) =
(
n
c
)2 ( ε
λ
)2c ( ε
λ
)2(k−c)(n− c
c+ 1
)2(k−c)
.
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Therefore,
1 + δ
1− δ
n∑
k=c
((
n
k
)( ε
λ
)k)2
≤ 1 + δ
1− δ
(
n
c
)2 ( ε
λ
)2c n∑
k=c
((
ε
λ
n− c
c+ 1
)2)(k−c)
≤ 1 + δ
1− δ
(
n
c
)2 ( ε
λ
)2c ∞∑
k=c
((
ε
λ
n− c
c+ 1
)2)(k−c)
=
1 + δ
1− δ
(
n
c
)2 ( ε
λ
)2c 1
1−
(
ε
λ
n−c
c+1
)2 .
Hence, it is sufficient to show that this quantity is less than 1. Equivalently, it
suffices to show
λ > ε
(
1+δ
1−δ
) 1
2c (n
c
) 1
c(
1−
(
ε
λ
n−c
c+1
)2) 1c .
Call this condition on λ “III.” As of now, this is not an explicit condition on λ, but
will become so after we pick a specific δ. Now, we have three conditions on λ, which
would give the result of the theorem if satisfied.
Part 2: The choice of δ. The choice of δ affects the size of λ in a non-trivial way.
We shall pick a good value of δ by considering the behavior of Conditions I, II, and
III as n→∞ (where the conditions become simplified). Furthermore, since all three
conditions take the form of a quantity multiplied by ε, we will ignore this ε from
our calculations. Condition I does not depend on n, so let
I∞(δ) =
2− δ
δ
.
We can first simplify the form of Condition II by noting that
c =
⌈
(1− δ)n
2
⌉
implies
c ≥ (1− δ)n
2
.
Thus, Condition II can be satisfied if
λ > ε · n−
(1−δ)n
2
(1−δ)n
2 + 1
= ε · n(1 + δ)
2 + (1− δ)n.
Consider this our new Condition II. Then,
lim
n→∞
n(1 + δ)
2 + (1− δ)n =
1 + δ
1− δ = II∞(δ).
For Condition III, we first will rewrite the limit in terms of c. Since we know that
(1− δ)n
2
≤ c < (1− δ)n
2
+ 1
it follows that
2(c− 1)
1− δ < n ≤
2c
1− δ .
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Therefore, asymptotically we see
n ∼ 2c
1− δ .
Then, in the limit
n− c
c+ 1
=
2c
1−δ − c
c+ 1
=
c(1 + δ)
(c+ 1)(1− δ)
so the limit becomes
lim
n→∞

(
1+δ
1−δ
) 1
2 (n
c
)
1−
(
ε
λ
n−c
c+1
)2

1
c
= lim
c→∞

(
1+δ
1−δ
) 1
2 (d 2c1−δ e
c
)
1−
(
ε
λ
c(1+δ)
(c+1)(1−δ)
)2

1
c
= lim
c→∞
(⌈ 2c
1−δ
⌉
c
) 1c
.
There are no problems with λ being in the limit since it is simply a constant that
was assumed to satisfy some conditions. Next, we use Stirling’s approximation,
which states that
n! ∼
√
2pin
(n
e
)n
.
Thus, by Stirling’s approximation, the aforementioned limit becomes
lim
c→∞

√
2pi 2c1−δ
(
2c
(1−δ)e
) 2c
1−δ
√
2pi c(1+δ)1−δ
(
c(1+δ)
e(1−δ)
) c(1+δ)
1−δ) √
2pic
(
c
e
)c

1
c
= lim
c→∞
(
2c
(1−δ)e
) 2
1−δ
(
c(1+δ)
e(1−δ)
) 1+δ
1−δ
c
1
2c
(
c
e
)
=
(
2
(1−δ)e
) 2
1−δ
(
1+δ
(1−δ)e
) 1+δ
1−δ
e
= III∞(δ)
Plotting I∞(δ), II∞(δ), and III∞(δ) on 0 < δ < 1 reveals that the lowest point
which still lies above all three curves occurs at approximately (0.280041, 6.14182),
the intersection of I∞ and III∞. Thus, the optimal value for δ in the infinite case is
δ ≈ 0.280041. There is good reason to believe this δ is optimal for finite n as well.
Part 3: The finite case. With the value of δ now specified, we return to our
Conditions I, II, and III. With δ ≈ 0.280041, our Conditions become:
I : λ > 6.14182ε II : λ > ε
(
1.28004n
2 + 0.719959
)
III : λ > ε·
 1.33339(nc)
1−
(
ε
λ
n−c
c+1
)2

1
c
where c = d0.35998ne. However, by Condition I we know that at least ε < 0.162818λ,
and hence we can replace Condition III with a simplified variant:
λ > ε
 1.33339(nc)
1− 0.0265098
(
n−c
c+1
)2

1
c
.
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All of these are explicit conditions on λ in terms of n. An analysis reveals that I
> II and I > III for all n, with III tending to I from below as n→∞ (by Part 2 ).
Hence, picking λ > 6.15ε gives the result of the theorem. 
5.2. Proof of Theorem 2.2. We first introduce a useful lemma and prove it.
Lemma 5.3 (Maximum Coefficient). Let n > 2 be an integer, and let M > 0.
Then, the function
A(k) =Mk
(
n
k
)
,
where 1 ≤ k ≤ n− 1, attains its maximum value at k = m, where
m = min
{
n− 1,max
{⌈Mn− 1
M+ 1
⌉
, 1
}}
.
Furthermore, A(k) is increasing for k < m and decreasing for k > m.
Proof. Consider the function S(k) = A(k + 1) − A(k), which is analogous to the
derivative of A(k). By simple calculation,
S(k) = A(k + 1)−A(k) = n!M
k+1
(k + 1)!(n− k − 1)! −
n!Mk
k!(n− k)!
=
n!M
(k + 1)!(n− k)! (Mn− 1− k(M+ 1)).
The funtion which determines the sign of S(k) is a linear function in k, meaning
that A(k) has exactly one maximum over 1 ≤ k ≤ n− 1 (or some k such that both
k and k + 1 are maxima). Moreover, the slope of that linear function is negative, so
A(k) is increasing for k < m and decreasing for k > m. For k = 1, if S(k) ≤ 0, then
S(k) < 0 for all subsequent k, so the maximum should occur at k = 1. S(k) ≤ 0
implies that
Mn− 1
M+ 1 ≤ 0.
Thus, m = 1 according to the formula, as expected. If, on the other hand, S(1) > 0,
then we check the other boundary. If S(n− 2) > 0, then we expect the maximum
to occur at k = n− 1. S(n− 2) > 0 implies that
Mn− 1
M+ 1 > n− 2
which is precisely what we need to show. Thus,⌈Mn− 1
M+ 1
⌉
≥ n− 1
so the formula gives m = n − 1, as expected. If, instead, S(n − 2) = 0, then we
expect both k = n− 2 and k = n− 1 to be maxima. S(n− 2) = 0 implies that
Mn− 1
M+ 1 = n− 2
and hence the formula gives m = n− 2, as expected. Now that the boundary cases
have been checked, assume that S(1) > 0 and that S(n− 2) < 0. This means that
the maximum of A(k) occurs for some 2 ≤ k ≤ n− 2. We know that the maximum
would occur for the first value of k such that S(k) < 0 (call that value m), since in
that case for all previous k < m’s, either S(k) > 0, in which case that k is not the
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maximum, or S(k) = 0, in which case k = j − 1, and both k and j are the maxima.
We know that the sign component of S(k), s(k) = Mn − 1 − k(M + 1), when
considered as a linear function s(x), changes its sign at s(x) = 0, or, equivalently, at
x =
Mn− 1
M+ 1 .
Hence, the first k for which S(k) < 0 is precisely
k =
⌈Mn− 1
M+ 1
⌉
as desired.

Now we prove Theorem 2.2, the exponential convergence of the polynomials in
Dirichlet space, when their roots have n-th power mean sufficiently small.
Proof. Applying Lemma 5.2, we wish to show that
1
2
‖Fλ(z)‖2D =
1
2
n∑
k=1
|ck|2k ≥ ‖G(z)‖2D =
n−1∑
k=1
|cn−k|2k =
n∑
k=1
|ck|2(n− k)
when  n√√√√ 1
n
n∑
i=1
|αi/λ|n|
 ≤ 4
27
.
Suppose n > 2 and max |αi| < ε. Combining both sides of the inequality gives us
n∑
k=1
|ck|2
(
3
2
k − n
)
≥ 0
which can be split into
n∑
k=b 23nc+1
|ck|2
(
3
2
k − n
)
≥
b 23nc∑
k=1
|ck|2
(
n− 3
2
k
)
By Lemma 5.1, we can bound the right-hand side above by
b 23nc∑
k=1
|ck|2
(
n− 3
2
k
)
≤
b 23nc∑
k=1
(n
k
)(
1
n
n∑
i=1
|αi/λ|n|
)1−k/n2 · (n− 3
2
k
)
.
Note that Lemma 5.3 states that(
n
k
) n√√√√ 1
n
n∑
i=1
|αi/λ|n|
−k
is maximized at k = m, where
M =
 n√√√√ 1
n
n∑
i=1
|αi/λ|n|
−1 ≥ 27
4
,
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and
m = min
{
n− 1,max
{⌈Mn− 1
M+ 1
⌉
, 1
}}
≤ min
{
n− 1,max
{⌈
27n− 4
31
⌉
, 1
}}
≤ 2
3
n.
Lemma 5.3 says more than that; it says that the function is increasing for k < m.
In particular, the function(
n
k
) n√√√√ 1
n
n∑
i=1
|αi/λ|n|
n−k
from k = 1 to k = b 23nc is maximized at k = b 23nc. Thus, we can bound,
b 23nc∑
k=1
|ck|2
(
n− 3
2
k
)
≤
b 23nc∑
k=1
(
n
2n
3
)2(
1
n
n∑
i=1
|αi/λ|n|
) 2
3
·
(
n− 3
2
k
)
≤
(
n
2n
3
)2(
1
n
n∑
i=1
|αi/λ|n|
) 2
3
· n
2
2
.
According to Stirling, we have the following bound
√
2pinn+
1
2 e−n ≤ n! ≤ enn+ 12 e−n
which bounds
(
n
2n
3
)
above
n!
(2n/3)!(n/3)!
≤ en
n+ 12 e−n(√
2pi( 2n3 )
2n
3 +
1
2 e−
2n
3
)(√
2pi(n3 )
n
3+
1
2 e−
n
3
)
≤ e
2pi
(
1
2
) 2
3n+
1
2
3n+1 · 1√
n
.
Our above expression is therefore bounded above by(
e
2pi
(
1
2
) 2
3n+
1
2
3n+1 · 1√
n
)2(
1
n
n∑
i=1
|αi/λ|n|
) 2
3
· n
2
2
.
Similarly, we can bound the left-hand side below by
n
2
≤
n∑
k=b 23nc+1
|ck|2
(
3
2
k − n
)
.
Combining these two, it suffices to show
n
2
≥
(
e
2pi
(
1
2
) 2
3n+
1
2
3n+1 · 1√
n
)2(
1
n
n∑
i=1
|αi/λ|n|
) 2
3
· n
2
2
which holds true for
n
√√√√ 1
n
n∑
i=1
|αi/λ|n ≤ 4
27
(
2
√
2pi
3e
)3/n
.
In particular, this is satisfied when
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λ ≥ 6.75 n
√√√√ 1
n
n∑
i=1
|αi|n
proving Theorem 2.2. One can also slightly generalize Theorem 2.1 in another
way: by appending a large root. Consider Fλ(z)(z −M) = B(z) · G(z), where
|M | > 1, δ < 1 and
|M |δ ≥
(
n
n/2
)
·
( ε
λ
)n/2
≥ |ck|
for all 0 ≤ k ≤ n − 1. Observe that the coefficient of zk in (z −M)Fλ(z) is now
ck−1 −Mck, which satisfies
|ck−1 −Mck| ≤ |Mck|+ |Mδ| ≤ |M ||ck + δ|.
Furthermore, the coefficient of zn is now cn−1 −M , which satisfies
|cn−1 −M | ≥ |M | − |cn−1| ≥ |M | − |Mδ| = |M(1− δ)|.
Through similar algebra as in the proof for the first part of the statement, one finds
that the desired inequality on the Dirichlet norms holds true for
n
√√√√ 1
n
n∑
i=1
|αi/λ|n ≤ 4
27
[
2
√
2pi
3e
· (1− δ√n− δ)]3/n .

5.3. Proof of Proposition 2.2. We first prove the following Lemma.
Lemma 5.4. Let F be a monic polynomial of degree n. Then ||F ||2D ≥ n.
Proof. By definition,
‖f‖2D =
n∑
k=1
k|ck|2 = n+
n−1∑
k=1
k|ck|2.
Since ∀1 ≤ k ≤ n− 1, k|ck|2 ≥ 0, the result follows. 
Now we prove the Proposition.
Proof. Consider the decompositions F (z) = Bλ(z) ·G(z) and Fλ2(z) = B(z) ·Gλ2(z).
For sufficiently large λ ∈ R, the function Fλ2(z) approaches zn, so by continuity we
know that
‖Fλ2(z)‖2D −→ ‖zn‖2D = n.
Also, by Proposition 2.1, we know that
Fλ2(z)
B(z)
=
1
λn
· F (z)
Bλ(z)
.
Hence, we have ∥∥∥∥ 1λn · F (z)Bλ(z)
∥∥∥∥2
D
≤ n
2
.
However, by Lemma 5.1, we know that
n ≤ ‖F (z)‖2D .
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Therefore, we find that ∥∥∥∥ 1λn · F (z)Bλ(z)
∥∥∥∥2
D
≤ 1
2
‖F (z)‖2D .

5.4. Proof of Theorem 4.1.
Proof. Suppose that max{|αi|} < γ < λ and note that then
Fγ(γz/λ) =
n∏
i=1
(
γ
λ
z − αi
γ
)
=
(γ
λ
)n n∏
i=1
(
z − λ
γ2
αi
)
.
Therefore,
Gγ(z) =
(γ
λ
)n n∏
i=1
1
λ
(
λ2 − λ
γ2
αiz
)
since |αi| < λ, γ for all i ∈ I. Via direct computation we find that
Gλ =
n∏
i=1
1
γ
(
γ2 − αi
λ
z
)
=
n∏
i=1
γ
(
1− αi
λγ2
z
)
=
(γ
λ
)n n∏
i=1
1
λ
(
λ2 − λ
γ2
αiz
)
= Gγ(z).
Therefore, if all roots are captured during γ-Blaschke and λ-Blaschke factorization,
Gγ(z) = Gλ(z).
In the second scenario, let m be such that |αi| < γλ for i = 1 to i = m, and
|αi| > γλ for i = m+ 1 to i = n. We deduce that
γnGγ(λz) = γ
n
m∏
i=1
1
λ
(
λ2 − αi
γ
(λz)
) n∏
i=m+1
(
λz − αi
γ
)
= γn
m∏
i=1
(
λ− αi
γ
z
) n∏
i=m+1
(
λz − αi
γ
)
= γn
m∏
i=1
λ
γ
(
γ − αi
λ
z
) n∏
i=m+1
λ
γ
(
γz − αi
λ
)
= λn
m∏
i=1
(
γ − αi
λ
z
) n∏
i=m+1
(
γz − αi
λ
)
= λnGλ(γz).
Therefore, we have the alternate relation by which, without any assumptions on the
norms of the roots,
γnGγ(λz) = λ
nGλ(γz).

5.5. Proof of Proposition 2.1.
Proof. Consider Theorem 4.1 and let γ = 1. Then, the equations hold.

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5.6. Proof of Proposition 4.1.
Proof. Firstly, recall that
Br(z) =
n∏
i=1
(z − αi)r
(r2 − αz) .
Taking the derivative and applying the Chain Rule, we find that
B′r(z) =
n∑
j=1
r(r2 − |αj |2)
(r2 − αjz)2
n∏
i=1
i 6=j
(z − αi)r
(r2 − αiz) .
Dividing through by an r-Blaschke product, we obtain the logarithmic derivative
B′r(z)
Br(z)
=
n∑
j=1
r(r2 − |αj |2)
(r2 − αjz)2
(r2 − αjz)
(z − αj)r =
n∑
j=1
(r2 − |αj |2)
(r2 − αjz)(z − αj) .
Let z = reit. Then,
B′r(re
it)
re−itBr(reit)
=
n∑
j=1
(r2 − |αj |2)
z(r2 − αjz)(z − αj)
=
n∑
j=1
(r2 − |αj |2)
r2(z − αj)(z − αj)
=
n∑
j=1
(r2 − |αj |2)
r2|z − αj |2 .
Therefore,
|B′r(reit)| =
n∑
j=1
(r2 − |αj |2)
r|z − αj |2 .

5.7. Proof of Theorem 4.2.
Proof. Recall that, if |z| = r, then |z − a|2 = r−2|r2 − az|2. Now, let
f = (z − α)F
and
g =
1
r
(
r2 − αz)F.
Then,
f ′ = F + (z − α)F ′
and
g′ = −α
r
F +
1
r
(
r2 − αz)F ′.
Via direct computation, we find that
|f ′|2 = |F |2 + F (z − a)F ′ + F (z − a)F ′ + |z − a|2|F ′|2
and
|g′|2 = |a|
2
r2
|F |2 − a
r2
F
(
r2 − az)F ′ − a
r2
F (r2 − az)F ′ + 1
r2
∣∣r2 − az∣∣ |F ′|2.
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Thus, integrating over the boundary of a disk of radius r, we find that∫
∂Dr
|f ′|2 −
∫
∂Dr
|g′|2 =
(
1− |a|
2
r2
)∫
∂Dr
|F |2 +
∫
∂Dr
[
F (z − a)F ′ + F (z − a)F ′
]
+
a
r2
F
(
r2 − az)F ′ + a
r2
F (r2 − az)F ′
]
=
(
1− |a|
2
r2
)∫
∂Dr
|F |2 +
(
1− |a|
2
r2
)∫
∂Dr
[
FF ′z + FF ′z
]
≥
(
1− |a|
2
r2
)∫
∂Dr
|F |2.
Therefore,∫ 2pi
0
∣∣g′(reit)∣∣2 dt ≤ ∫ 2pi
0
∣∣f ′(reit)∣∣2 dt− (1− |a|2
r2
)∫ 2pi
0
∣∣F (reit)∣∣2 dt.

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