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Abstract
Graph Neural Networks (GNNs) have proven to
be successful in many classification tasks, out-
performing previous state-of-the-art methods in
terms of accuracy. However, accuracy alone is
not enough for high-stakes decision making. De-
cision makers want to know the likelihood that a
specific GNN prediction is correct. For this pur-
pose, obtaining calibrated models is essential. In
this work, we perform an empirical evaluation of
the calibration of state-of-the-art GNNs on mul-
tiple datasets. Our experiments show that GNNs
can be calibrated in some datasets but also badly
miscalibrated in others, and that state-of-the-art
calibration methods are helpful but do not fix the
problem.
1. Introduction
Modern graph neural networks (GNNs) are more accurate
than previous state-of-the-art models and have proven use-
ful in a host of supervised learning tasks over relational
data (Battaglia et al., 2018) including visual scene under-
standing (Raposo et al., 2017), few-shot learning (Satorras
& Estrach, 2018), learning dynamics of physical systems
(Sanchez-Gonzalez et al., 2018), learning multiagent com-
munications (Sukhbaatar et al., 2016), predicting chemical
properties of molecules (Duvenaud et al., 2015; Gilmer
et al., 2017), to name a few.
However, raw accuracy measures are not enough in high-
stakes decision-marking: stakeholders need to know which
predictions should they really trust and which ones are likely
unreliable. Models with softmax outputs —and trained with
cross-entropy and likelihood losses— are able to output a
probability that the predicted label is indeed the correct an-
swer. But can we trust these softmax probabilities? At the
core of this question lies the principle of calibration. In a
1Department of Computer Science, Purdue University, West
Lafayette, IN, USA 2U.S. Army Research Laboratory, Adel-
phi, MD, USA. Correspondence to: Leonardo Teixeira <lteix-
eir@purdue.edu>.
Presented at the ICML 2019 Workshop on Learning and Reasoning
with Graph-Structured Data Copyright 2019 by the author(s).
calibrated model the softmax output of the predicted label
actually matches the relative frequency that the prediction
is correct, i.e., if the softmax output of the predicted label
gives 0.8, then 8 out of 10 times the label is correct. Hav-
ing a calibrated model is an essential requirement for any
decision-making task.
Calibration (a.k.a. reliability) is a property of uncertainty
both in the model parameters and in the model itself (mispec-
ification), and as such, it is a challenge for both frequentist
and Bayesian models alike (Rubin et al., 1984). Calibration
is an important tool to assess the quality of the model pre-
dictions, from the point of view of reliably estimating its
uncertainty. It is also a metric that is orthogonal to model
accuracy —a classifier whose predictions are random (from
the class priors) will be perfectly calibrated.
Are GNNs calibrated? The literature on calibration is
missing a thorough evaluation of the calibration of GNNs,
which consider dependent inputs (relational data), in con-
trast to traditional objectives that consider independent and
identically distributed (i.i.d.) data. This work investigates
the (mis)calibration of GNNs, and how techniques com-
monly used for calibration of i.i.d. data will perform in
GNNs over non-i.i.d. (relational) data. Our experiments
show that, while state-of-the art calibration methods can be
useful, for some harder tasks they do not solve the problem,
from which we conclude that GNNs can be miscalibrated
and existing calibration methods cannot fix it.
Contributions. Our main contributions are: (1) empirical
evaluation of the calibration of GNNs on frequently used
graph datasets; and (2) showing that simple and state-of-the-
art calibration methods are not enough to calibrate GNNs.
Related Work. Calibration has been extensively studied
in the context of classical machine learning tasks, such
as binary classification (Zadrozny & Elkan, 2001; 2002;
Niculescu-Mizil & Caruana, 2005; Platt, 1999; Gao et al.,
2017), and in classical statistical tasks (Rubin et al., 1984;
Box, 1980). Recently, Guo et al. (2017) shows how mod-
ern neural networks (in contrast to simpler architectures of
decades ago), while very accurate, are also miscalibrated;
and how a simple technique, called temperature scaling is
an effective method to calibrate image classifiers (convo-
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lutional neural networks). In the context of deep learning
models for regression tasks, Kuleshov et al. (2018) recently
proposed a simple calibration method, based on isotonic
regression.
Since then, temperature scaling remained the go-to calibra-
tion method for deep learning models, while other works
have investigated improvements with better loss functions
(Kumar et al., 2018; Mozafari et al., 2018). While there
are other works investigating improvement of uncertainty
quantification in deep learning (Gal & Ghahramani, 2016;
Lakshminarayanan et al., 2017; Card et al., 2019), they
neither target nor investigate calibration. In particular, to
the best of our knowledge, the calibration of graph neural
networks has not been investigated.
2. Background and definitions
Graph Neural Networks (GNNs). Consider a graph
G = (V,E) where V is the set of n vertices (or nodes),
E is the set of edges. Each node u ∈ V has an associated
vector of attributes X(attr)u ∈ Rd. Denote by N (u) the set
of neighbors of node u.
GNNs (Kipf & Welling, 2017; Velicˇkovic´ et al., 2018; Xu
et al., 2019) (among others) are neural network models
where, for each layer k, a hidden representation for the
node u is computed based on previous representation of
neighboring nodes, as follows:
h(k)u = φ
(k)
(
h(k−1)u , h
(k)
N (u)
)
,
h
(k)
N (u) = ρ
(k)({h(k−1)j : j ∈ N (u)}),
where usually h(0)u = X
(attr)
u , φ(k) is a non-linear trans-
formation and ρ(k) is a pooling operator, e.g. sum, mean
or more powerful LSTM-type aggregators (Murphy et al.,
2019). AfterK layers, the final embedding h(K)u is obtained.
Then, a softmax is applied to produce probabilities, which
are used to predict the node’s class. The models are trained
by minimizing the negative log-likelihood through gradient
descent. In an abuse of notation, we use Xu to denote all
variables needed to compute h(K)u , i.e. features and edges
within a ball of radius K around u.
Model Calibration. Consider a model fθ , parameterized
by θ trained for a classification task, where its input is de-
noted by X and the target class label by Y ∈ {1, 2, . . . , C}.
For a given input i, denote by yˆi the predicted label:
yˆi = yˆ(Xi) = argmax
k∈{1,...,C}
[fθ(Xi)]k ,
and pˆi its predicted probability (confidence):
pˆi = pˆ(Xi) = max
k∈{1,...,C}
[fθ(Xi)]k .
Definition 1. The classifier fθ is said to be calibrated iff
P(Y = yˆ(X) | pˆ(X) = p) = p, ∀p ∈ [ 1C , 1], where C is
the number of classes.
Note that for this definition of calibration, only the predicted
class is taken into account. While this is the most common
definition for deep learning, other definitions of calibration
are possible, with different implications (Vaicenavicius et al.,
2019). Intuitively, Definition 1 means that the confidence
of the predictions should match the frequency that they are
correct. For example: if, among the predictions made by the
model, there are 100 predictions made with confidence of
0.7, we would expect 70 of them to be correct.
Evaluating Calibration. We employ the two common
tools used in the literature to evaluate calibration: reliabil-
ity diagrams (DeGroot & Fienberg, 1983; Niculescu-Mizil
& Caruana, 2005) and the expected calibration error met-
ric (Guo et al., 2017; Naeini et al., 2015).
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Figure 1. Reliability diagram. (GCN on FRIENDSTER, with MC
Dropout, after applying Temperature Scaling). The miscalibration
of GCN is apparent, but ECE is just 4.29% since nearly random
predictions tend to be calibrated. ECE≥50 is 17.12% and better
matches how decision-makers are likely to interpret the plot. Av-
erage calibration (w/ std. deviation) is the blue line, histogram of
predicted probabilities is given in the background; random guess
and perfect calibration are given as reference.
Reliability Diagram. Also called calibration curve (DeGroot
& Fienberg, 1983; Niculescu-Mizil & Caruana, 2005), this
is a visual representation of the calibration error, across a
range of confidence values within [0, 1] (e.g. see Figure 1).
To make this diagram, the predictions of the model are
grouped in m bins, according to their confidence value. For
each bin Bk, 1 ≤ k ≤ m, a point is drawn where the x-axis
is the average confidence of the predictions in the bin:
conf(Bk) =
1
|Bk|
∑
i∈Bk
pˆi,
while the y-axis is their average accuracy:
acc(Bk) =
1
|Bk|
∑
i∈Bk
1 [Yi = yˆi] ,
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Table 1. (Balanced Class Distribution) Impact of shifted test distribution on evaluation of accuracy and calibration for FRIENDSTER is, in
some cases, greater than that of applying a calibration method. We report Mean Accuracy, ECE, and ECE≥50, w/ std. deviation from 10
bootstraps of test data, before and after applying Temperature Scaling. For each GNN family we show the model with best (balanced)
accuracy, full results in the Supplementary Material.
Test distribution shift (imbalanced labels) Test dist. = Train dist. (balanced labels)
Accuracy (%) ↑ ECE (%) ↓ ECE≥50 (%) ↓ Accuracy (%) ↑ ECE (%) ↓ ECE≥50 (%) ↓
Dataset Model Original Original Temp. Scaling Original Temp. Scaling Original Original Temp. Scaling Original Temp. Scaling
FRIENDSTER GCN-MCD 40.48 (00.69) 11.04 (00.74) 11.02 (00.64) 26.36 (02.17) 27.51 (02.62) 35.09 (00.94) 4.40 (01.21) 4.29 (01.37) 17.18 (04.40) 17.12 (05.02)
GAT 29.03 (00.40) 9.39 (00.37) 5.97 (00.39) 48.89 (02.89) 49.07 (02.51) 32.40 (01.55) 6.51 (01.88) 3.63 (01.69) 35.48 (04.78) 36.50 (07.71)
GIN-MCD 23.91 (00.45) 8.26 (00.33) 7.81 (00.42) 46.11 (06.00) 46.48 (06.67) 27.63 (01.13) 3.18 (00.87) 2.71 (00.81) 30.83 (08.44) 39.83 (12.66)
where |Bk| is the number of examples in the k-th bin and
1 [·] is the indicator function.
Expected Calibration Error (ECE). This metric (Naeini
et al., 2015; Guo et al., 2017) is a single number that sum-
marizes the calibration error. ECE is the average of the
gaps in the reliability diagram, weighted by the number of
predictions in each bin, computed as
ECE =
m∑
k=1
|Bk|
n
|acc(Bk)− conf(Bk)| ,
where m is the number of bins and n the total number of
examples. ECE, however, can be small for models that make
mostly random predictions regardless of the calibration of
examples with high confidence, since random predictions
tend to be calibrated. The model in Figure 1 has a low ECE
(4.29%) while decision-makers —that care about making
better-than-odds predictions— would likely consider it an
unreliable model. In a better-than-odds prediction, being
in the predicted class is more likely than not being in the
predicted class. To address this shortcoming of ECE, we
propose ECE≥50: an ECE computed only over examples
with better-than-odds confidence (higher than 50%). In
the example of Figure 1, ECE≥50 is 17.12%, which better
matches the confidence someone looking for better-than-
odds predictions should have in the model.
3. Miscalibration of Graph Neural Networks
In this section we investigate the calibration of successful
GNNs on a selection of datasets.
Datasets and GNN models. We train GNNs for the task
of node classification in the following graphs: FRIEND-
STER1 (social network); CITESEER, PUBMED (Sen et al.,
2008) (citation networks). Detailed description, as well as
results for other graphs (CORA, AMAZON and FACEBOOK)
can be found in the Supplementary Material.
We train the following GNNs: Graph Convolutional Net-
works (GCN) (Kipf & Welling, 2017), Graph Attention
1https://github.com/PurdueMINDS/
GNNsMiscalibrated
Networks (GAT) (Velicˇkovic´ et al., 2018) and Graph Iso-
morphism Network (GIN) (Xu et al., 2019). Our implemen-
tation uses the PyTorch-Geometric library (Fey & Lenssen,
2019). More details on hyperparameter search and optimiza-
tion procedure in the Supplementary Material.
Existing calibration methods. After training the GNNs,
we apply techniques commonly used to improve the uncer-
tainty quantification and the calibration of the model. These
include MC DROPOUT (Gal & Ghahramani, 2016), HIS-
TOGRAM BINNING (Zadrozny & Elkan, 2001), ISOTONIC
REGRESSION (Zadrozny & Elkan, 2002) and TEMPERA-
TURE SCALING (Guo et al., 2017). More details of these
methods and our experimental setup can be found in the
Supplementary Material.
Calibrating for balanced classes. In many datasets, it is
common to face an imbalanced class distribution, which
can pose challenges to learn meaningful models. In our
FRIENDSTER dataset, we observe a severe class imbalance,
with the one class having 60% of the nodes, while another
class has less than 1% of the nodes, which led to collapsed
predictions towards a single (most prevalent) class, with
all GNNs predicting at least 95% of examples to a single
class (or, in some cases, even predicting 100% examples
in a single class). To overcome this, we force the class
distribution to be balanced during the training, by weighting
the loss function —i.e., upweighting the examples of the
less prevalent classes— such that all examples contribute
equally.
When the test and train distribution are different, conclu-
sions drawn from the evaluation can be misleading. Thus,
in our case of a balanced-class loss function in training, it is
paramount to evaluate the model with balanced class distri-
butions in testing, by applying the same weighting scheme
when computing the test metrics (Accuracy and ECE). As
the results in Table 1 show, using the proper test distribution
when evaluating has an impact on both accuracy and calibra-
tion. In particular, for our hardest task (FRIENDSTER), we
see that evaluating under a test distribution similar to that
used for training has an impact on ECE greater than that of
calibrating the trained model. More details and results for
other dataset can be found in the Supplementary Material.
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Table 2. (Calibration) Avg. ECE≥50 and ECE –lower is better– (w/ std. deviation) on 10 bootstraps of the test data, for best-performing
(uncalibrated) model for each GNN family. MCD indicates MC Dropout. For each row, we bold the best performing calibration method
for ECE and ECE≥50 and the methods whose performance (with std. deviation) overlaps with it. For more results on other GNNs and
datasets, see the Supplementary Material.
Accuracy (%) ↑ ECE (%) ↓ ECE≥50 (%) ↓
Dataset Model Original Random Original Isotonic Reg. Temp. Scaling Original Hist. Binning Isotonic Reg. Temp. Scaling
FRIENDSTER GCN-MCD 35.09 (00.94) 25.00 4.40 (01.21) 6.43 (01.59) 4.29 (01.37) 17.18 (04.40) 39.98 (00.18) 16.46 (05.34) 17.12 (05.02)
GAT 32.40 (01.55) 25.00 6.51 (01.88) 4.13 (00.89) 3.63 (01.69) 35.48 (04.78) 40.59 (00.16) 39.13 (04.83) 36.50 (07.71)
GIN-MCD 27.63 (01.13) 25.00 3.18 (00.87) 7.00 (01.75) 2.71 (00.81) 30.83 (08.44) 40.71 (00.17) 46.04 (02.28) 39.83 (12.66)
PUBMED GCN-MCD 87.67 (00.50) 33.33 4.12 (00.45) 1.43 (00.38) 1.12 (00.24) 4.05 (00.42) 2.08 (00.43) 1.39 (00.37) 1.04 (00.23)
GAT-MCD 87.03 (00.45) 33.33 5.07 (00.36) 2.01 (00.27) 1.64 (00.28) 5.14 (00.37) 1.76 (00.26) 1.99 (00.26) 1.57 (00.32)
GIN 86.66 (00.42) 33.33 4.66 (00.37) 1.74 (00.31) 1.68 (00.36) 4.62 (00.32) 1.80 (00.50) 1.69 (00.26) 1.56 (00.34)
CITESEER GCN-MCD 74.90 (01.32) 16.67 23.53 (01.29) 6.45 (01.49) 5.22 (01.06) 24.23 (02.12) 5.46 (01.62) 5.59 (01.64) 5.27 (01.18)
GAT 73.57 (01.62) 16.67 29.85 (01.64) 7.45 (01.43) 6.82 (01.75) 28.55 (01.80) 5.91 (01.43) 7.16 (01.62) 5.53 (01.33)
GIN-MCD 62.88 (01.24) 16.67 5.67 (01.51) 6.92 (01.31) 5.95 (01.19) 5.43 (01.62) 5.52 (01.70) 6.06 (01.99) 6.55 (01.93)
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(a) GAT on FRIENDSTER
w/o calibrating
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(b) GAT on FRIENDSTER
w/ Temp. Scaling
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(c) GIN-MCD on FRIENDSTER
w/ Temp. Scaling
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(d) GCN-MCD on CITESEER
w/ Temp. Scaling
Figure 2. (a) and (b) show GAT for FRIENDSTER, before and after applying Temperature Scaling. (c) is GIN w/ MC Dropout for
FRIENDSTER, after Temperature Scaling and (d) is GCN w/ MC Dropout for CITESEER, after Temperature Scaling.
Results. In Table 2 we present the results for the GNNs
applied to FRIENDSTER —our hardest task— as well as
for two common benchmark datasets. For tasks other than
FRIENDSTER, existing methods are capable of improving
calibration, with temperature scaling usually giving the
best results. However, we also see that for harder tasks
(FRIENDSTER), none of the existing calibration methods
we tried were enough to fix it, particularly failing at the
less frequent (but overconfident) predictions. Moreover, we
see that ECE does not capture miscalibration of such pre-
dictions, which might be essential for high-stakes decision
making, while the proposed ECE≥50 presents itself as a
useful metric.
As an example, we see that the ECE for GIN with MC-
Dropout on FRIENDSTER, with Temperature Scaling, is less
than half of the value of ECE for GCN with MC-Dropout
and Temperature Scaling for CITESEER, indicating a better
calibrated model, while from a visual inspection of the
reliability diagrams (Figures 2c and 2d) we would make
the opposite conclusion. The ECE≥50 metric captures the
miscalibration that is apparent in the diagrams.
The diagrams in Figure 2 also show an important aspect
of ECE: while applying Temperature Scaling to the GAT
model in FRIENDSTER produces a model with lower ECE,
the calibration of the more confident predictions actually
gets worse (Figures 2a and 2b). As the Temperature Scaling
method minimizes the negative log-likelihood, the region
of close-to-random predictions (which has a larger frac-
tion of examples) has higher impact on the loss (and ECE).
What we observe is that those predictions become calibrated
(which brings the ECE down), at the expense of making
the calibration of the less frequent predictions (confidence
above 50%) worse, as those examples have a smaller impact
in the loss. In this case, the proposed ECE≥50 captures that
those predictions remain miscalibrated.
4. Conclusion
In this work we empirically investigate the calibration of
Graph Neural Networks (GNNs). Our results show that for
easier tasks all GNNs are reasonably calibrated, while for
harder tasks, such as our FRIENDSTER dataset, GNNs can be
miscalibrated and existing calibration techniques are unable
to calibrate them. We also propose a new ECE-derived
calibration metric. Our results show the need to develop
new methods to improve GNN calibration to increase their
trustworthiness in high-stakes decision-making.
Are Graph Neural Networks Miscalibrated?
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A. Datasets and GNN models
In this section we give more detailed information on the
datasets and models we used.
A.1. Datasets
The datasets we used are composed of citation networks,
social networks and co-purchased goods. For all datasets,
we randomly split the labeled nodes into three sets: training,
validation and test, in the proportions described in Table 3.
A brief description of each dataset is given in the following
paragraphs.
FRIENDSTER: social network, where nodes represent
users and edges represent friendship relationships. The
features of the nodes include numerical features (e.g age,
number of photos posted, etc) and categorical features (e.g.
gender, college, music interests, etc), encoded as binary
one-hot features, for a total of 644 features. As an extra
pre-processing step, we standardize all the features to have
mean 0 and variance 1, across all nodes. The predicted label
is the relationship status of the user, which can be one of
four values: Single, Married, In A Relationship or Domes-
tic Partner. There are also nodes without label, which we
use when computing the embeddings, but are outside of the
set of labeled nodes we use to train (compute the loss) and
evaluate the model. The full graph has a largest connected
component of more than 6 million nodes. However, due to
the challenges of training GNNs on large graphs of this size,
we obtained a sample of the larger graph, using the Forest
Fire procedure (Leskovec & Faloutsos, 2006). This smaller
version of the graph contain 40K nodes, 25K of which are
labeled.
FACEBOOK (Yang et al., 2017): social network of Face-
book users from Purdue university, where nodes represent
users and edges represent friendship relationships. The fea-
ture of the nodes are: religious views, sex and whether the
user’s hometown is in Indiana. In addition to those features,
we also add the degree of the nodes, as one-hot encoding,
bringing the total number of features to 85. As an extra
pre-processing step, we standardize all the features to have
mean 0 and variance 1, across all nodes. The predicted label
is the political view. The graph used is a subset of the entire
graph used in Yang et al. (2017), composed by all the users
who represented all the features.
CORA, CITESEER, PUBMED (Sen et al., 2008): cita-
tion networks, where the nodes represent papers and the
edges represent a citation (undirected) between papers. The
features of the nodes are textual features (bag-of-words).
As in (Kipf & Welling, 2017), we normalize the features
of each node, to have unitary norm. The predicted label is
the topic of the paper. Note that, while some other works
(e.g. Kipf & Welling (2017)) employ a semi-supervised
setting, using only a small fraction of nodes for training, we
follow a supervised setting, where all nodes are used for
either training, validation or testing.
CORA-FULL (Shchur et al., 2018): an extended version
of CORA, with a larger number of nodes, features and labels.
As before, nodes represent papers and edges represent a
(undirected) citation between papers. Node features are
textual representations of the content and labels are the
topic of the paper.
AMAZON-COMPUTERS, AMAZON-PHOTO (Shchur
et al., 2018) : segments of the co-purchased graph
from Amazon. Nodes are goods, edges between nodes
indicate they are frequently co-purchased. Features are
bag-of-words encoding of reviews of the product, while
labels are given by the category.
Table 3 gives detailed statistics of the datasets.
A.2. GNN models
In our experiments, we employed the Graph Convolutional
Networks (GCN) from Kipf & Welling (2017), Graph
Attention Networks (GAT) from Velicˇkovic´ et al. (2018)
and Graph Isomorphism Networks (GIN) from (Xu et al.,
2019). The models were implemented using the PyTorch-
Geometric library (Fey & Lenssen, 2019). For GIN, we
learn the parameter  and use a two-layer MLP with Batch
Normalization (Ioffe & Szegedy, 2015) ReLU activation
(Nair & Hinton, 2010) at each layer.
MC-Dropout (Gal & Ghahramani, 2016) is a simple way
of improving the uncertainty estimations of a model with
Dropout, by doing multiple forward passes, sampling a
different dropout mask each time and averaging the results
(instead of the mean approximation of using a single forward
pass, without dropping neurons but multiplying them by the
dropout rate). While a useful (and simple) way of improving
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Dataset Classes Features Nodes Edges Edge density Train Validation Test split
FRIENDSTER 4 644 43880 145407 0.00015 15629 3126 6251
FACEBOOK 2 85 4556 23325 0.00225 2848 569 1139
CORA 7 1433 2708 5278 0.00144 1208 500 1000
CITESEER 6 3703 3327 4552 0.00082 2080 416 831
PUBMED 3 500 19717 44324 0.00023 12324 2464 4929
CORA-FULL 70 8710 19793 63421 0.00032 12371 2474 4948
AMAZON-CMP. 10 767 13752 245861 0.00260 8595 1719 3438
AMAZON-PH. 8 745 7650 119081 0.00407 4782 956 1912
Table 3. Dataset statistics and information on the splits used. The edge density is the fraction of all possible edges that is present in the
graph.
the conditional probability estimated by the model, this
procedure does not targeted at enforcing a calibrated model,
and a calibration method can be applied on top of it, to
improve the model calibration. In our experiments, we use
100 forward passes when applying MC Dropout. We use
the suffix “-MCD” to denote when we apply MC Dropout
with 100 forward passes to the trained GNN.
A.3. Calibration Methods
For the calibration methods, we employed three procedures
which have been previously applied in the literature, which
we describe here. Similarly to what was done in Guo et al.
(2017), for Histogram Binning and Isotonic Regression, we
train one version of the model for each class in a one-vs-all
manner, which means that after the calibration, the estimated
probabilities for one example need not sum to one across all
classes and the predicted class might change, based on the
transformed confidence values for each class (although we
observed that this happen with very low frequency).
Histogram Binning (Zadrozny & Elkan, 2001) is a sim-
ple method which groups the predictions into bins, accord-
ing to their confidence values (similar to what is done for
ECE and the reliability diagrams). Then we build a mapping
from the confidence range of each bin to the accuracy of
the predictions of that bin, so that when a new prediction is
made, we need only to see which bin it originally falls into
and replace the confidence with the accuracy of that bin. In
our experiments we use 15 bins.
Isotonic Regression (Zadrozny & Elkan, 2002) can be
seen as a more general version of Histogram Binning, where
the number of bins and their limits are jointly learned with
the piece-wise (isotonic) regression on the accuracy. As
with histogram binning, we fit one model for each class
in one-vs-all encoding. We use the Isotonic Regression
implementation available in the scikit-learn Python
package (Pedregosa et al., 2011).
Temperature Scaling (Guo et al., 2017) is a simple ex-
tension of Platt scaling (Platt, 1999) to a multi-class setting,
proposed by Guo et al. (2017). A single scalar temperature
parameter is learned. This temperature parameter (> 0)
scales the logit (pre-softmax) values, which will alter the es-
timated probabilities, without changing the predicted class.
In their original paper, Guo et al. (2017) learn this parameter
by optimizing the negative log-likelihood on validation data.
We tested using both the negative log-likelihood as well as
the Brier Score (Brier, 1950) which is a proper scoring rule
that can be decomposed into a calibration and refinement
term (Blattenberger & Lad, 1985). We implement it using
the optimization routines from SciPy (Jones et al., 2001–).
B. Experimental setup and hyperparameters
For all GNNs, we tested 2, 3, and 4 layers. The num-
ber of neurons in the hidden layers was chosen from
{64, 128, 512} for GCN and GIN, {16, 32, 50} for GAT
(with 8 heads at each layer which are concatenated for inter-
mediary layers and average for last layer, as in the original
paper). For all models we used Dropout in the final fully
connected layers, with the probability of zeroing a neuron
chosen from {0.1, 0.5, 0.8}. The strength of weight decay
was chosen from {0, 5 × 10−4}. For GIN, we learn the
parameter . We trained all models to minimize the negative
log-likelihood of the training data using full-batch gradient
descent and the Adam optimizer (Kingma & Ba, 2014) with
learning rate chosen from {10−2, 10−3} and default values
of betas (0.9 and 0.999). We trained our models for 200
epochs, stopping early if the validation performance does
not improve after 50 consecutive epochs. We also decay the
learning rate by a factor of 2 after each 75 epochs.
For each GNN family, we select the best model (hyperpa-
rameters) as the one which achieves best performance in the
validation data. We tested using either accuracy or loss as
the performance metric for early stopping and model selec-
tion. As this choice does not seem to have too much impact
on the calibration of the model, we decided to use accuracy
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Table 4. Measurements of dispersion for the number of examples in each class. Imbalance Ratio is the ratio between the largest and
smallest class; Entropy is Shannon’s entropy; Simpson Index measures the probability that two independently and uniformly sampled
examples are from the same class (in parenthesis is how larger the index is than if the dataset was balanced); and Eff. Number of Classes
is the inverse of the Simpson Index.
Dataset Imbalance RatioLargest / Smallest class Entropy
Simpson
Index
Eff. Num.
of Classes Num. Classes
FRIENDSTER 91.62× 1.20 0.35 ( 1.38× ) 2.9 4
CORA 4.54× 1.83 0.18 ( 1.26× ) 5.6 7
PUBMED 1.92× 1.06 0.36 ( 1.07× ) 2.8 3
CITESEER 2.82× 1.75 0.18 ( 1.07× ) 5.6 6
CORA-FULL 61.87× 4.00 0.02 ( 1.52× ) 46.1 70
FACEBOOK 1.91× 0.64 0.55 ( 1.10× ) 1.8 2
AMAZON-CMP. 17.73× 1.87 0.21 ( 2.08× ) 4.8 10
AMAZON-PH. 5.86× 1.93 0.16 ( 1.26× ) 6.1 8
for final results presented in the paper, as this choice yields
models with slightly better accuracy. In Appendix C we
also present results using the validation loss as the metric
for model selection and early stopping, for comparison. All
models were trained using a NVidia Titan V GPU, in a host
with 2.00GHz Intel(R) Xeon(R) CPU E5-2660 v4 processor
and 256 GiB of RAM.
After training and selecting the best model for each GNN
family, we evaluate the model (accuracy and calibration) on
the test data. We compare using MC Dropout (MCD suffix
on the tables) or just the regular dropout. For the evaluation,
we perform 10 bootstraps of the test data and present our
results as the mean and standard deviation over the bootstrap
samples.
Since the calibration methods we employ are very simple
and do not have hyperparameters to tune, we use the vali-
dation data to train them. After training them, we evaluate
them on the test data, using the same procedure described
before. For both the ECE metric and the Reliability Dia-
grams, we use 15 bins, which is the same number of bins
used by Guo et al. (2017). We also use the same number of
bins for histogram binning.
C. Results
C.1. Need for balancing test distribution for
FRIENDSTER
The class distribution in our FRIENDSTER dataset is severely
imbalanced. The unlabeled nodes constitute 43% of the
nodes in the graph (while not used to compute the loss or
the evaluation, they are used in the neighborhood of other
nodes when computing their embeddings). Of the remaining
25K labeled nodes, 66.5% belong to the class Single, 14.3 %
to the class Married, 18.4 % to the class In A Relationship
and 0.8 % to the class Domestic Partner.
This severe class imbalance leads to challenges during the
training, such as collapsing the predictions towards the most
prevalent class. In our experiments, when training the GNNs
without weighting the loss, all three models heavily biases
their predictions towards the prevalent class, with GCN pre-
dicting 95.5% of the test nodes as Single, GAT predicting
96.2%, and GIN 98.7%. For some configurations of hyper-
parameters, we even observed that the GNNs predicted all
test nodes as Single (we see this for all three GNNs). These
models achieve around 66% accuracy in the test, which is
the proportion of Single nodes in the test data.
If we want our models to learn something more useful than
just predicting any node as Single, we need to deal with
the class imbalance. A common way of remedying this
issue is to weight the loss function, such that each example
contributes the same towards the loss, regardless of its class.
With this approach, we are adding and extra assumption
to our model, that the distribution of the class labels is
balanced.
It is important, however, to maintain this assumption when
evaluating our models as well. If we balance the classes
only during training, but keep the test data unbalanced, we
are evaluating our model under a distribution different from
that for which it was trained. To avoid facing the challenges
incurred by this type of domain adaptation, we must also
evaluate our model with a balanced distribution, which can
also be achieved by simply weighting the evaluation metrics
in such a way that every example contributes the same,
regardless of its class.
In Table 4 we present measurements of diversity of the
distribution of class labels on each dataset. We compute: (1)
the ratio between the size of the largest class and the size of
the smallest class; (2) entropy, as −∑c pc log pc, where pc
is the proportion of examples in class c; (3) Simpson’s index
(Simpson, 1949), given by
∑
c p
2
c , which can be interpreted
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Figure 3. t-SNE embedding, computed from features of nodes, for the three datasets with largest size ratio between largest and smallest
class. Colors represent the true class of the nodes. For Friendster there is no clear clustering effect as we observe for other datasets.
as the probability that two uniformly and independently
sampled examples come from the same class, as well as
how much larger this index is than if it was computed in a
balanced dataset; (4) Effective Number of Classes (Laakso
& Taagepera, 1979), given by the inverse of Simpson’s
index. As can be seen in the table, while Friendster has the
most extreme imbalance when comparing the largest and
smallest classes, other datasets also present some level of
class imbalance. Faced with these challenges, we decided
for balancing the classes in all of our models, even for the
other datasets, where the class imbalance is less severe. We
also employ the same balancing strategy when training the
calibration methods and computing our evaluation metrics.
For the sake of comparison, we present here in the Supple-
mentary Material the results when the model was trained
with balanced classes but evaluated with imbalanced classes
as well. While the full results are presented in the next
section, we also show a summary in Table 5, comparing the
accuracy and ECE under both scenarios. One interesting
observation is how in some cases, such as for our harder
FRIENDSTER dataset, simply evaluating under the balanced
distribution (by weighting the metrics), as it was trained
for, had a greater impact in ECE than applying a calibration
method such as Temperature Scaling, but still evaluating
under an imbalanced test distribution.
C.2. Misclassification on Friendster
Among the datasets we tested, Friendster is the hardest
task. While for other tasks we achieve more than 90%
accuracy, all models tested on Friendster achieve accuracy
levels closer to that of random predictions.
In Figure 3 we plot the nodes of the three datasets with
largest ratio between largest and smallest class. The posi-
tions are computed from the node’s features, using a Fast
Fourier Transform-accelerated Interpolation-based imple-
mentation of t-SNE (Linderman et al., 2019; Maaten &
Hinton, 2008). The colors are the true labels.
As can be seen in the figure, for datasets other than Friend-
ster, the features of the nodes have sufficient signal to pro-
duce a reasonable embedding of the nodes, while for Friend-
ster, the embedding based on the features alone carries no
information about the classes. This could indicate that, for
other tasks, the features of the nodes have a stronger signal
when compared with the Friendster dataset.
We also investigated the examples misclassified for the GCN
model on Friendster and found that the nodes with label
“In A Relationship” have the highest misclassification rate
(93% misclassified). Of the misclassified examples of this
class, 47.3 % are assigned the label “Single” and 46.4 % are
assigned as either “Domestic Partner” (14.1 %) or “Married”
(32.3%). Further investigation on why the performance is
so poor on Friendster is left as future work.
C.3. Calibration Results
In Tables 6 to 9 we present the ECE results for all GNNs
in all datasets, with and without balancing the metrics to
correct for class imbalance, using accuracy or loss for early
stopping / model selection. The ECE≥50 results for the
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Figure 4. Logistic Regression with L1 regularization for Friendster,
after applying Temperature Scaling. ECE is 7.5% and ECE≥50 of
28.2%.
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w/o Balancing w/ Balancing
Accuracy (%) ↑ ECE (%) ↓ Accuracy (%) ↑ ECE (%) ↓
Dataset Model Original Original Temp. Scaling Original Original Temp. Scaling
FRIENDSTER GCN 39.70 (00.56) 10.40 (00.78) 10.90 (00.49) 35.08 (02.32) 4.08 (01.13) 4.32 (01.27)
GCN-MCD 40.48 (00.69) 11.04 (00.74) 11.02 (00.64) 35.09 (00.94) 4.40 (01.21) 4.29 (01.37)
GAT 29.03 (00.40) 9.39 (00.37) 5.97 (00.39) 32.40 (01.55) 6.51 (01.88) 3.63 (01.69)
GAT-MCD 28.53 (00.59) 8.23 (00.54) 5.22 (00.53) 31.24 (01.63) 5.60 (01.64) 3.56 (01.43)
GIN 23.84 (00.54) 7.90 (00.45) 7.68 (00.58) 26.74 (00.84) 3.43 (00.79) 3.66 (00.64)
GIN-MCD 23.91 (00.45) 8.26 (00.33) 7.81 (00.42) 27.63 (01.13) 3.18 (00.87) 2.71 (00.81)
FACEBOOK GCN 69.07 (01.49) 4.93 (00.84) 4.88 (01.50) 70.15 (01.44) 6.16 (01.55) 5.49 (00.87)
GCN-MCD 71.44 (00.91) 6.98 (00.84) 4.67 (01.41) 69.49 (01.08) 5.31 (00.80) 4.55 (01.08)
GAT 67.45 (01.64) 5.58 (01.72) 4.21 (01.10) 67.19 (02.08) 5.92 (01.57) 4.02 (00.76)
GAT-MCD 68.47 (01.27) 5.94 (00.41) 6.23 (00.98) 68.62 (01.23) 6.28 (00.93) 5.75 (01.26)
GIN 66.11 (01.97) 5.81 (01.87) 4.45 (00.89) 65.11 (01.24) 5.61 (00.79) 5.65 (01.48)
GIN-MCD 65.56 (01.58) 4.18 (01.16) 4.76 (00.98) 65.64 (01.68) 4.78 (00.98) 5.48 (01.58)
CORA GCN 86.03 (01.25) 4.76 (01.07) 4.56 (01.00) 86.00 (01.25) 5.31 (01.08) 5.53 (01.05)
GCN-MCD 86.06 (00.56) 10.87 (00.64) 4.23 (00.69) 86.00 (01.02) 10.23 (00.80) 4.69 (00.79)
GAT 85.29 (00.88) 47.81 (00.80) 4.30 (00.55) 86.31 (01.07) 48.01 (01.00) 4.56 (00.88)
GAT-MCD 84.79 (01.01) 47.15 (00.85) 4.68 (00.79) 85.30 (01.07) 46.96 (01.22) 5.01 (00.76)
GIN 83.35 (01.14) 9.65 (01.17) 5.75 (00.99) 84.61 (00.80) 8.76 (00.72) 6.03 (01.20)
GIN-MCD 83.77 (00.85) 3.81 (00.62) 4.90 (01.36) 83.44 (01.49) 5.18 (00.77) 5.28 (01.21)
CITESEER GCN 77.21 (01.05) 19.71 (00.92) 5.56 (01.45) 74.39 (01.76) 17.71 (01.79) 5.30 (00.85)
GCN-MCD 77.32 (01.48) 25.27 (01.10) 4.47 (01.12) 74.90 (01.32) 23.53 (01.29) 5.84 (01.14)
GAT 75.99 (01.11) 30.68 (01.13) 5.69 (00.87) 73.57 (01.62) 29.85 (01.64) 7.11 (01.14)
GAT-MCD 76.49 (01.22) 31.85 (01.23) 6.86 (01.00) 72.05 (01.82) 29.37 (01.91) 5.84 (01.38)
GIN 67.00 (00.83) 8.38 (00.77) 6.07 (00.70) 62.85 (01.70) 11.75 (01.57) 6.90 (01.24)
GIN-MCD 66.87 (01.47) 7.63 (01.22) 7.46 (01.44) 62.88 (01.24) 5.67 (01.51) 6.28 (00.56)
PUBMED GCN 87.31 (00.57) 1.53 (00.34) 1.31 (00.37) 87.63 (00.42) 1.77 (00.30) 1.25 (00.21)
GCN-MCD 87.51 (00.48) 4.07 (00.36) 1.38 (00.46) 87.67 (00.50) 4.12 (00.45) 1.35 (00.20)
GAT 86.71 (00.35) 3.25 (00.37) 1.50 (00.26) 86.92 (00.50) 3.42 (00.49) 1.62 (00.26)
GAT-MCD 86.53 (00.25) 4.85 (00.27) 1.25 (00.32) 87.03 (00.45) 5.07 (00.36) 1.64 (00.28)
GIN 86.93 (00.40) 4.66 (00.41) 1.79 (00.34) 86.66 (00.42) 4.66 (00.37) 1.68 (00.36)
GIN-MCD 86.84 (00.21) 3.53 (00.26) 1.86 (00.29) 86.30 (00.59) 3.85 (00.36) 2.21 (00.26)
AMAZON-CMP. GCN 87.97 (00.57) 5.29 (00.52) 2.90 (00.51) 91.51 (00.54) 3.77 (00.36) 1.98 (00.48)
GCN-MCD 88.18 (00.47) 5.56 (00.48) 2.65 (00.47) 91.51 (00.60) 3.76 (00.59) 1.81 (00.45)
GAT 91.03 (00.48) 2.15 (00.41) 2.17 (00.32) 93.15 (00.46) 1.80 (00.33) 1.94 (00.44)
GAT-MCD 90.84 (00.43) 2.03 (00.40) 2.58 (00.43) 93.20 (00.26) 2.26 (00.41) 1.68 (00.35)
GIN 88.66 (00.45) 3.69 (00.58) 3.67 (00.50) 92.11 (00.53) 2.85 (00.37) 2.35 (00.44)
GIN-MCD 88.66 (00.42) 7.86 (00.43) 2.61 (00.29) 92.08 (00.53) 7.28 (00.46) 2.27 (00.61)
AMAZON-PH. GCN 93.06 (00.36) 1.50 (00.34) 1.92 (00.49) 93.61 (00.69) 1.71 (00.32) 2.23 (00.44)
GCN-MCD 93.47 (00.37) 1.74 (00.28) 1.73 (00.23) 93.68 (00.86) 1.74 (00.34) 2.19 (00.37)
GAT 93.41 (00.60) 2.84 (00.58) 1.67 (00.42) 93.38 (00.77) 3.13 (00.53) 2.20 (00.51)
GAT-MCD 93.11 (00.49) 2.44 (00.42) 1.89 (00.25) 93.04 (00.47) 2.54 (00.33) 1.90 (00.39)
GIN 92.51 (00.63) 2.89 (00.83) 2.51 (00.45) 93.96 (00.59) 2.74 (00.36) 2.72 (00.63)
GIN-MCD 92.68 (00.53) 2.32 (00.33) 2.27 (00.41) 93.87 (00.61) 2.49 (00.55) 2.74 (00.56)
Table 5. (Balancing Test Metrics) Mean Accuracy and ECE (and standard deviation) for original and calibrated model, with and without
balancing the metrics according to the test distribution. For each dataset we only show the GNN with best (balanced) accuracy. All models
were trained with balanced loss.
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same models are present in the corresponding Tables 10
to 13.
We also investigate the calibration of a Logistic Regression
model (with L1 regularization) for Friendster. This model
obtains accuracy levels similar to GCN with MC Dropout,
but still miscalibrated. In Figure 4 we present the reliability
diagram, after applying Temperature Scaling. Even when
applying a non-i.i.d. model, the state-of-the-art calibration
method is not capable of solving the problem, which rein-
forces the need to develop calibration methods that take into
account the non-i.i.d. nature of the data as well.
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Early Stopping and Model Selection using: Balanced Validation Accuracy, Test Metrics: Not Balanced
Accuracy (%) ECE (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 39.70 (00.56) 25.00 10.40 (00.78) 3.79 (00.47) 6.69 (00.80) 10.90 (00.49) 10.68 (00.79)
GCN-MCD 40.48 (00.69) 25.00 11.04 (00.74) 4.67 (00.55) 8.84 (00.52) 11.02 (00.64) 10.98 (00.44)
GAT 29.03 (00.40) 25.00 9.39 (00.37) 2.73 (00.45) 15.22 (00.50) 5.97 (00.39) 6.89 (00.62)
GAT-MCD 28.53 (00.59) 25.00 8.23 (00.54) 3.29 (00.69) 17.05 (00.62) 5.22 (00.53) 6.39 (00.43)
GIN 23.84 (00.54) 25.00 7.90 (00.45) 1.31 (00.60) 10.70 (00.58) 7.68 (00.58) 8.02 (00.66)
GIN-MCD 23.91 (00.45) 25.00 8.26 (00.33) 1.40 (00.44) 8.54 (00.56) 7.81 (00.42) 7.99 (00.56)
CORA GCN 86.03 (01.25) 14.29 4.76 (01.07) 5.87 (00.92) 6.99 (00.83) 4.56 (01.00) 6.51 (00.90)
GCN-MCD 86.06 (00.56) 14.29 10.87 (00.64) 4.93 (00.49) 5.22 (01.19) 4.23 (00.69) 5.19 (00.91)
GAT 85.29 (00.88) 14.29 47.81 (00.80) 6.19 (01.26) 3.75 (01.09) 4.30 (00.55) 4.17 (00.93)
GAT-MCD 84.79 (01.01) 14.29 47.15 (00.85) 4.18 (01.00) 3.20 (00.73) 4.68 (00.79) 5.01 (00.84)
GIN 83.35 (01.14) 14.29 9.65 (01.17) 5.80 (01.26) 5.55 (01.05) 5.75 (00.99) 6.55 (01.25)
GIN-MCD 83.77 (00.85) 14.29 3.81 (00.62) 6.32 (00.97) 5.21 (00.76) 4.90 (01.36) 4.53 (00.82)
PUBMED GCN 87.31 (00.57) 33.33 1.53 (00.34) 1.63 (00.36) 1.90 (00.34) 1.31 (00.37) 1.20 (00.35)
GCN-MCD 87.51 (00.48) 33.33 4.07 (00.36) 2.01 (00.22) 1.87 (00.26) 1.38 (00.46) 1.38 (00.48)
GAT 86.71 (00.35) 33.33 3.25 (00.37) 1.69 (00.41) 1.49 (00.25) 1.50 (00.26) 1.41 (00.30)
GAT-MCD 86.53 (00.25) 33.33 4.85 (00.27) 1.61 (00.26) 1.76 (00.34) 1.25 (00.32) 1.42 (00.22)
GIN 86.93 (00.40) 33.33 4.66 (00.41) 1.61 (00.44) 1.80 (00.22) 1.79 (00.34) 1.71 (00.34)
GIN-MCD 86.84 (00.21) 33.33 3.53 (00.26) 1.45 (00.31) 2.33 (00.34) 1.86 (00.29) 2.29 (00.26)
CITESEER GCN 77.21 (01.05) 16.67 19.71 (00.92) 4.67 (01.33) 5.09 (01.13) 5.56 (01.45) 5.92 (01.01)
GCN-MCD 77.32 (01.48) 16.67 25.27 (01.10) 4.45 (00.84) 5.22 (00.76) 4.47 (01.12) 4.65 (00.90)
GAT 75.99 (01.11) 16.67 30.68 (01.13) 5.46 (00.91) 7.42 (01.20) 5.69 (00.87) 5.16 (00.75)
GAT-MCD 76.49 (01.22) 16.67 31.85 (01.23) 6.29 (00.69) 4.74 (00.53) 6.86 (01.00) 5.60 (01.30)
GIN 67.00 (00.83) 16.67 8.38 (00.77) 5.99 (01.11) 6.08 (00.78) 6.07 (00.70) 7.23 (01.29)
GIN-MCD 66.87 (01.47) 16.67 7.63 (01.22) 5.93 (01.36) 7.46 (00.99) 7.46 (01.44) 7.01 (01.40)
CORA-FULL GCN 70.34 (00.61) 1.43 5.79 (00.59) 5.98 (00.61) 5.68 (00.43) 5.46 (00.54) 4.99 (00.31)
GCN-MCD 70.31 (00.55) 1.43 6.83 (00.41) 4.25 (00.47) 3.62 (00.46) 3.78 (00.47) 3.49 (00.56)
GAT 69.44 (00.51) 1.43 3.58 (00.48) 4.63 (00.41) 4.26 (00.37) 4.36 (00.59) 3.73 (00.49)
GAT-MCD 69.90 (00.54) 1.43 3.48 (00.54) 4.00 (00.32) 3.94 (00.40) 3.59 (00.75) 3.21 (00.35)
GIN 68.84 (00.45) 1.43 13.48 (00.75) 5.43 (00.62) 5.20 (00.44) 11.32 (00.42) 9.41 (00.20)
GIN-MCD 68.94 (00.77) 1.43 31.76 (00.60) 5.77 (00.55) 3.46 (00.49) 6.56 (00.43) 6.13 (00.74)
FACEBOOK GCN 69.07 (01.49) 50.00 4.93 (00.84) 5.21 (01.01) 9.81 (01.31) 4.88 (01.50) 5.15 (01.08)
GCN-MCD 71.44 (00.91) 50.00 6.98 (00.84) 5.59 (00.70) 8.67 (00.95) 4.67 (01.41) 5.20 (00.95)
GAT 67.45 (01.64) 50.00 5.58 (01.72) 5.36 (00.91) 17.37 (00.73) 4.21 (01.10) 4.75 (00.94)
GAT-MCD 68.47 (01.27) 50.00 5.94 (00.41) 6.31 (01.42) 11.83 (01.35) 6.23 (00.98) 5.27 (01.12)
GIN 66.11 (01.97) 50.00 5.81 (01.87) 3.73 (01.02) 8.92 (01.02) 4.45 (00.89) 5.52 (01.26)
GIN-MCD 65.56 (01.58) 50.00 4.18 (01.16) 4.84 (00.85) 8.10 (01.71) 4.76 (00.98) 4.98 (01.13)
AMAZON-CMP. GCN 87.97 (00.57) 10.00 5.29 (00.52) 1.78 (00.41) 3.76 (00.24) 2.90 (00.51) 3.49 (00.50)
GCN-MCD 88.18 (00.47) 10.00 5.56 (00.48) 2.80 (00.26) 3.51 (00.55) 2.65 (00.47) 3.43 (00.58)
GAT 91.03 (00.48) 10.00 2.15 (00.41) 2.28 (00.31) 3.73 (00.45) 2.17 (00.32) 3.10 (00.33)
GAT-MCD 90.84 (00.43) 10.00 2.03 (00.40) 2.21 (00.38) 3.33 (00.45) 2.58 (00.43) 3.15 (00.44)
GIN 88.66 (00.45) 10.00 3.69 (00.58) 1.91 (00.35) 4.26 (00.46) 3.67 (00.50) 4.04 (00.41)
GIN-MCD 88.66 (00.42) 10.00 7.86 (00.43) 2.01 (00.47) 4.06 (00.37) 2.61 (00.29) 3.16 (00.53)
AMAZON-PH. GCN 93.06 (00.36) 12.50 1.50 (00.34) 1.95 (00.56) 2.29 (00.47) 1.92 (00.49) 1.75 (00.47)
GCN-MCD 93.47 (00.37) 12.50 1.74 (00.28) 1.59 (00.29) 2.41 (00.43) 1.73 (00.23) 1.95 (00.61)
GAT 93.41 (00.60) 12.50 2.84 (00.58) 1.71 (00.39) 2.34 (00.42) 1.67 (00.42) 1.70 (00.22)
GAT-MCD 93.11 (00.49) 12.50 2.44 (00.42) 1.90 (00.31) 2.55 (00.49) 1.89 (00.25) 2.69 (00.54)
GIN 92.51 (00.63) 12.50 2.89 (00.83) 1.86 (00.56) 2.34 (00.34) 2.51 (00.45) 3.24 (00.42)
GIN-MCD 92.68 (00.53) 12.50 2.32 (00.33) 2.39 (00.33) 2.35 (00.49) 2.27 (00.41) 2.69 (00.43)
Table 6. (ECE, Accuracy, Not Balanced) Accuracy and ECE results for all models in all dataset, as well as ECE results for calibration
methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over all tested
hyperparameter configurations), was chosen using validation accuracy. Metrics shown in the table are not balanced.
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Early Stopping using: Validation Accuracy, Test Metrics: Balanced
Accuracy (%) ECE (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 35.08 (02.32) 25.00 4.08 (01.13) 39.48 (00.24) 5.70 (01.66) 4.32 (01.27) 4.87 (00.90)
GCN-MCD 35.09 (00.94) 25.00 4.40 (01.21) 39.57 (00.17) 6.43 (01.59) 4.29 (01.37) 5.20 (01.42)
GAT 32.40 (01.55) 25.00 6.51 (01.88) 40.54 (00.16) 4.13 (00.89) 3.63 (01.69) 4.28 (01.19)
GAT-MCD 31.24 (01.63) 25.00 5.60 (01.64) 40.66 (00.14) 3.99 (00.66) 3.56 (01.43) 4.32 (01.13)
GIN 26.74 (00.84) 25.00 3.43 (00.79) 40.72 (00.08) 7.44 (00.76) 3.66 (00.64) 4.50 (01.15)
GIN-MCD 27.63 (01.13) 25.00 3.18 (00.87) 40.69 (00.16) 7.00 (01.75) 2.71 (00.81) 2.88 (01.05)
CORA GCN 86.00 (01.25) 14.29 5.31 (01.08) 6.51 (00.86) 6.66 (01.27) 5.53 (01.05) 5.57 (00.95)
GCN-MCD 86.00 (01.02) 14.29 10.23 (00.80) 5.22 (01.20) 4.88 (00.67) 4.69 (00.79) 5.14 (01.08)
GAT 86.31 (01.07) 14.29 48.01 (01.00) 5.72 (00.78) 3.55 (00.62) 4.56 (00.88) 4.90 (00.65)
GAT-MCD 85.30 (01.07) 14.29 46.96 (01.22) 4.35 (00.79) 3.58 (00.70) 5.01 (00.76) 4.79 (00.92)
GIN 84.61 (00.80) 14.29 8.76 (00.72) 5.12 (01.10) 5.71 (00.67) 6.03 (01.20) 6.90 (00.94)
GIN-MCD 83.44 (01.49) 14.29 5.18 (00.77) 7.73 (01.16) 5.54 (01.53) 5.28 (01.21) 5.51 (00.90)
PUBMED GCN 87.63 (00.42) 33.33 1.77 (00.30) 1.85 (00.27) 1.51 (00.34) 1.25 (00.21) 1.25 (00.21)
GCN-MCD 87.67 (00.50) 33.33 4.12 (00.45) 2.06 (00.47) 1.43 (00.38) 1.35 (00.20) 1.12 (00.24)
GAT 86.92 (00.50) 33.33 3.42 (00.49) 2.06 (00.32) 1.87 (00.26) 1.62 (00.26) 1.64 (00.47)
GAT-MCD 87.03 (00.45) 33.33 5.07 (00.36) 2.01 (00.31) 2.01 (00.27) 1.64 (00.28) 1.75 (00.40)
GIN 86.66 (00.42) 33.33 4.66 (00.37) 1.97 (00.48) 1.74 (00.31) 1.68 (00.36) 1.83 (00.33)
GIN-MCD 86.30 (00.59) 33.33 3.85 (00.36) 2.00 (00.35) 1.83 (00.50) 2.21 (00.26) 2.21 (00.32)
CITESEER GCN 74.39 (01.76) 16.67 17.71 (01.79) 4.48 (01.02) 5.56 (01.11) 5.30 (00.85) 5.81 (00.93)
GCN-MCD 74.90 (01.32) 16.67 23.53 (01.29) 6.55 (01.26) 6.45 (01.49) 5.84 (01.14) 5.22 (01.06)
GAT 73.57 (01.62) 16.67 29.85 (01.64) 6.35 (01.85) 7.45 (01.43) 7.11 (01.14) 6.82 (01.75)
GAT-MCD 72.05 (01.82) 16.67 29.37 (01.91) 5.82 (01.45) 6.06 (01.20) 5.84 (01.38) 6.83 (00.67)
GIN 62.85 (01.70) 16.67 11.75 (01.57) 5.41 (00.94) 6.05 (01.05) 6.90 (01.24) 6.49 (01.48)
GIN-MCD 62.88 (01.24) 16.67 5.67 (01.51) 6.24 (01.14) 6.92 (01.31) 6.28 (00.56) 5.95 (01.19)
CORA-FULL GCN 69.62 (00.87) 1.43 6.73 (00.98) 7.82 (01.06) 6.96 (00.52) 5.18 (00.56) 5.37 (00.94)
GCN-MCD 69.49 (00.91) 1.43 6.07 (00.49) 7.61 (00.63) 5.24 (00.66) 4.15 (00.83) 3.46 (00.71)
GAT 68.81 (01.17) 1.43 4.62 (00.58) 7.55 (00.70) 5.88 (00.73) 4.34 (00.73) 4.34 (00.65)
GAT-MCD 69.39 (00.91) 1.43 3.95 (00.50) 6.49 (00.82) 5.52 (00.68) 4.17 (00.48) 3.61 (00.53)
GIN 66.71 (00.63) 1.43 11.01 (01.01) 6.90 (00.91) 6.02 (00.37) 9.69 (00.86) 9.48 (00.53)
GIN-MCD 65.84 (01.14) 1.43 27.62 (00.92) 5.80 (00.46) 3.07 (00.61) 6.25 (00.81) 6.28 (00.69)
FACEBOOK GCN 70.15 (01.44) 50.00 6.16 (01.55) 12.59 (01.03) 7.55 (00.86) 5.49 (00.87) 5.64 (01.13)
GCN-MCD 69.49 (01.08) 50.00 5.31 (00.80) 12.95 (01.18) 5.73 (01.42) 4.55 (01.08) 5.50 (01.01)
GAT 67.19 (02.08) 50.00 5.92 (01.57) 15.99 (00.91) 6.78 (01.09) 4.02 (00.76) 4.82 (01.07)
GAT-MCD 68.62 (01.23) 50.00 6.28 (00.93) 8.92 (01.13) 6.39 (01.04) 5.75 (01.26) 5.35 (01.15)
GIN 65.11 (01.24) 50.00 5.61 (00.79) 11.85 (02.08) 6.14 (01.26) 5.65 (01.48) 5.64 (01.83)
GIN-MCD 65.64 (01.68) 50.00 4.78 (00.98) 11.88 (01.57) 6.37 (00.81) 5.48 (01.58) 6.21 (01.70)
AMAZON-CMP. GCN 91.51 (00.54) 10.00 3.77 (00.36) 2.83 (00.36) 2.74 (00.41) 1.98 (00.48) 2.17 (00.40)
GCN-MCD 91.51 (00.60) 10.00 3.76 (00.59) 2.07 (00.54) 2.33 (00.60) 1.81 (00.45) 2.25 (00.29)
GAT 93.15 (00.46) 10.00 1.80 (00.33) 2.45 (00.64) 2.43 (00.28) 1.94 (00.44) 2.73 (00.47)
GAT-MCD 93.20 (00.26) 10.00 2.26 (00.41) 1.99 (00.34) 2.25 (00.36) 1.68 (00.35) 2.79 (00.43)
GIN 92.11 (00.53) 10.00 2.85 (00.37) 4.18 (00.52) 2.47 (00.34) 2.35 (00.44) 2.71 (00.50)
GIN-MCD 92.08 (00.53) 10.00 7.28 (00.46) 3.52 (00.53) 2.68 (00.39) 2.27 (00.61) 2.38 (00.35)
AMAZON-PH. GCN 93.61 (00.69) 12.50 1.71 (00.32) 2.37 (00.27) 2.33 (00.35) 2.23 (00.44) 1.70 (00.46)
GCN-MCD 93.68 (00.86) 12.50 1.74 (00.34) 2.17 (00.59) 2.27 (00.51) 2.19 (00.37) 1.69 (00.31)
GAT 93.38 (00.77) 12.50 3.13 (00.53) 1.79 (00.32) 2.09 (00.31) 2.20 (00.51) 1.84 (00.39)
GAT-MCD 93.04 (00.47) 12.50 2.54 (00.33) 2.28 (00.44) 2.28 (00.55) 1.90 (00.39) 2.10 (00.39)
GIN 93.96 (00.59) 12.50 2.74 (00.36) 2.33 (00.35) 2.41 (00.42) 2.72 (00.63) 2.86 (00.57)
GIN-MCD 93.87 (00.61) 12.50 2.49 (00.55) 2.73 (00.28) 2.24 (00.50) 2.74 (00.56) 2.94 (00.67)
Table 7. (ECE, Accuracy, Balanced) Accuracy and ECE results for all models in all dataset, as well as ECE results for calibration
methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over all tested
hyperparameter configurations), was chosen using validation accuracy. Metrics shown in the table are balanced.
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Early Stopping using: Validation Loss, Test Metrics: Not Balanced
Accuracy (%) ECE (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 31.97 (00.60) 25.00 6.26 (00.72) 3.27 (00.51) 12.10 (00.43) 7.06 (00.33) 7.26 (00.40)
GCN-MCD 31.17 (00.34) 25.00 4.95 (00.44) 3.13 (00.64) 15.22 (00.52) 6.77 (00.44) 6.38 (00.43)
GAT 24.67 (00.61) 25.00 7.39 (00.66) 2.03 (00.31) 17.94 (00.61) 5.80 (00.37) 6.03 (00.74)
GAT-MCD 27.83 (00.51) 25.00 4.42 (00.42) 1.77 (00.36) 10.87 (00.49) 3.81 (00.30) 3.91 (00.46)
GIN 23.75 (00.39) 25.00 8.00 (00.38) 1.39 (00.47) 11.06 (00.52) 7.99 (00.53) 8.26 (00.51)
GIN-MCD 24.23 (00.58) 25.00 7.87 (00.66) 1.31 (00.70) 15.57 (00.57) 8.06 (00.31) 7.71 (00.58)
CORA GCN 86.19 (01.12) 14.29 5.19 (00.75) 5.87 (01.17) 6.67 (01.08) 5.08 (00.87) 5.72 (00.83)
GCN-MCD 85.30 (00.90) 14.29 10.19 (01.03) 4.83 (00.78) 5.58 (00.57) 4.03 (00.75) 4.49 (00.95)
GAT 85.46 (01.14) 14.29 4.26 (00.77) 4.98 (01.07) 5.66 (00.78) 4.99 (00.58) 3.98 (01.02)
GAT-MCD 84.81 (01.01) 14.29 3.92 (00.47) 6.15 (01.43) 6.00 (01.23) 4.87 (00.89) 4.18 (00.93)
GIN 83.64 (00.72) 14.29 6.11 (01.01) 6.03 (00.89) 5.61 (00.97) 6.12 (01.25) 5.57 (00.60)
GIN-MCD 84.14 (01.63) 14.29 6.58 (00.72) 5.25 (01.04) 5.50 (00.96) 6.11 (00.60) 6.46 (01.19)
PUBMED GCN 87.96 (00.45) 33.33 1.85 (00.39) 1.58 (00.40) 1.35 (00.22) 1.72 (00.28) 1.76 (00.31)
GCN-MCD 87.98 (00.35) 33.33 3.38 (00.43) 1.50 (00.20) 1.63 (00.47) 1.43 (00.20) 1.58 (00.35)
GAT 87.71 (00.49) 33.33 2.02 (00.39) 2.30 (00.41) 1.73 (00.37) 1.69 (00.56) 1.37 (00.38)
GAT-MCD 87.93 (00.57) 33.33 1.53 (00.29) 1.94 (00.32) 1.95 (00.21) 1.65 (00.36) 1.44 (00.29)
GIN 87.31 (00.69) 33.33 1.36 (00.29) 1.55 (00.28) 1.76 (00.42) 1.35 (00.40) 1.19 (00.17)
GIN-MCD 87.23 (00.43) 33.33 1.39 (00.20) 1.65 (00.25) 1.71 (00.36) 1.26 (00.26) 1.61 (00.27)
CITESEER GCN 76.92 (01.15) 16.67 5.10 (01.20) 5.12 (00.84) 5.41 (01.12) 4.37 (01.06) 5.03 (01.11)
GCN-MCD 77.57 (01.06) 16.67 12.25 (00.99) 4.80 (01.01) 5.57 (00.69) 4.41 (01.07) 5.02 (00.88)
GAT 75.50 (01.46) 16.67 9.60 (01.21) 4.80 (00.92) 6.12 (01.24) 4.64 (00.80) 4.41 (00.72)
GAT-MCD 74.66 (01.67) 16.67 9.97 (01.15) 4.25 (01.30) 5.98 (00.93) 3.82 (00.79) 4.20 (00.70)
GIN 69.24 (01.42) 16.67 6.89 (01.35) 6.30 (01.03) 6.76 (01.23) 6.87 (01.23) 6.36 (00.84)
GIN-MCD 68.86 (01.47) 16.67 6.76 (01.48) 5.64 (01.11) 6.02 (01.04) 6.56 (01.08) 6.85 (00.78)
CORA-FULL GCN 69.87 (00.61) 1.43 4.45 (00.29) 5.47 (00.67) 4.91 (00.63) 4.68 (00.50) 4.31 (00.27)
GCN-MCD 69.93 (00.74) 1.43 14.91 (00.57) 2.93 (00.32) 2.88 (00.41) 3.48 (00.44) 3.28 (00.52)
GAT 69.67 (00.46) 1.43 3.78 (00.28) 4.56 (00.48) 4.21 (00.38) 4.43 (00.43) 4.02 (00.35)
GAT-MCD 69.14 (00.72) 1.43 3.04 (00.72) 4.49 (00.53) 4.14 (00.50) 3.02 (00.53) 3.17 (00.59)
GIN 63.50 (00.85) 1.43 4.62 (00.79) 5.29 (00.50) 3.84 (00.53) 7.28 (00.42) 3.83 (00.59)
GIN-MCD 63.30 (00.60) 1.43 19.35 (00.65) 4.81 (00.73) 3.70 (00.58) 3.99 (00.59) 2.59 (00.56)
FACEBOOK GCN 68.87 (01.38) 50.00 5.88 (01.18) 6.31 (01.47) 9.20 (01.26) 6.01 (00.95) 4.94 (01.03)
GCN-MCD 69.30 (01.27) 50.00 6.37 (01.15) 5.51 (01.04) 8.16 (00.75) 5.99 (00.83) 5.86 (00.80)
GAT 65.02 (01.83) 50.00 4.43 (01.03) 4.55 (01.04) 7.68 (01.38) 4.29 (01.17) 4.19 (01.04)
GAT-MCD 67.07 (01.81) 50.00 5.39 (01.15) 2.98 (01.02) 7.56 (01.36) 4.57 (01.02) 3.79 (00.83)
GIN 66.33 (01.93) 50.00 4.83 (01.87) 3.98 (00.97) 8.85 (00.90) 4.40 (00.91) 4.51 (01.11)
GIN-MCD 66.06 (01.91) 50.00 3.77 (00.95) 3.40 (00.96) 9.67 (01.27) 4.60 (00.80) 5.01 (00.97)
AMAZON-CMP. GCN 87.59 (00.65) 10.00 4.33 (00.59) 1.81 (00.36) 4.05 (00.47) 2.80 (00.39) 3.33 (00.41)
GCN-MCD 87.80 (00.30) 10.00 4.62 (00.43) 2.08 (00.34) 3.90 (00.65) 2.38 (00.50) 3.38 (00.48)
GAT 89.42 (00.52) 10.00 1.95 (00.50) 2.09 (00.39) 4.07 (00.40) 2.34 (00.43) 2.18 (00.43)
GAT-MCD 89.63 (00.64) 10.00 1.63 (00.52) 2.19 (00.37) 3.51 (00.69) 2.18 (00.57) 1.87 (00.30)
GIN 89.28 (00.68) 10.00 3.72 (00.54) 1.74 (00.41) 4.44 (00.43) 3.59 (00.27) 3.60 (00.44)
GIN-MCD 89.17 (00.65) 10.00 3.65 (00.46) 1.90 (00.26) 4.49 (00.41) 3.54 (00.44) 3.46 (00.19)
AMAZON-PH. GCN 93.36 (00.61) 12.50 2.21 (00.41) 2.03 (00.29) 2.18 (00.51) 2.23 (00.46) 2.25 (00.53)
GCN-MCD 93.01 (00.69) 12.50 2.13 (00.31) 1.74 (00.35) 1.81 (00.29) 2.21 (00.52) 2.17 (00.57)
GAT 93.27 (00.57) 12.50 1.67 (00.23) 2.01 (00.63) 1.76 (00.39) 1.71 (00.31) 1.90 (00.49)
GAT-MCD 93.38 (00.46) 12.50 2.07 (00.37) 2.13 (00.48) 1.72 (00.25) 1.78 (00.32) 1.88 (00.26)
GIN 92.53 (00.75) 12.50 3.36 (00.72) 2.69 (00.65) 2.92 (00.51) 2.40 (00.30) 3.68 (00.49)
GIN-MCD 92.20 (00.52) 12.50 1.97 (00.26) 2.17 (00.57) 2.78 (00.47) 2.25 (00.41) 2.82 (00.43)
Table 8. (ECE, Loss, Not Balanced) Accuracy and ECE results for all models in all dataset, as well as ECE results for calibration
methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over all tested
hyperparameter configurations), was chosen using validation loss. Metrics shown in the table are not balanced.
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Early Stopping using: Validation Loss, Test Metrics: Balanced
Accuracy (%) ECE (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 35.11 (01.35) 25.00 7.03 (01.61) 39.81 (00.24) 4.78 (01.50) 5.11 (01.35) 5.88 (01.37)
GCN-MCD 33.31 (01.21) 25.00 4.16 (01.01) 39.60 (00.14) 5.47 (01.93) 3.53 (01.33) 3.93 (01.11)
GAT 30.71 (01.87) 25.00 4.19 (01.36) 40.29 (00.18) 4.70 (00.82) 4.36 (01.33) 4.23 (01.45)
GAT-MCD 28.81 (01.44) 25.00 4.20 (01.43) 40.14 (00.16) 5.93 (00.88) 3.44 (01.46) 3.67 (01.15)
GIN 26.82 (00.91) 25.00 3.17 (00.87) 40.78 (00.14) 7.01 (01.49) 3.07 (00.50) 3.83 (00.90)
GIN-MCD 26.90 (00.82) 25.00 3.48 (00.74) 40.60 (00.13) 7.21 (01.40) 3.30 (00.69) 4.08 (00.71)
CORA GCN 86.73 (01.81) 14.29 4.32 (00.84) 7.06 (01.08) 6.84 (01.05) 5.42 (01.11) 5.91 (01.05)
GCN-MCD 85.50 (01.10) 14.29 9.91 (01.34) 6.75 (01.21) 6.27 (00.56) 3.85 (00.91) 5.07 (00.96)
GAT 84.24 (00.99) 14.29 4.95 (00.55) 6.16 (00.87) 6.33 (00.75) 5.60 (00.64) 5.48 (00.91)
GAT-MCD 85.10 (01.67) 14.29 4.06 (00.72) 6.80 (00.85) 5.36 (00.80) 4.79 (01.03) 4.54 (01.00)
GIN 83.76 (01.19) 14.29 6.80 (01.48) 6.78 (00.50) 5.51 (01.03) 6.07 (01.13) 6.21 (01.24)
GIN-MCD 83.00 (01.00) 14.29 6.32 (00.96) 4.71 (00.99) 4.83 (00.65) 6.26 (01.04) 6.71 (01.21)
PUBMED GCN 88.73 (00.57) 33.33 1.83 (00.28) 1.60 (00.35) 1.53 (00.35) 1.80 (00.35) 1.65 (00.40)
GCN-MCD 88.47 (00.44) 33.33 3.77 (00.22) 1.64 (00.27) 1.48 (00.27) 1.51 (00.30) 1.53 (00.26)
GAT 88.19 (00.36) 33.33 1.74 (00.23) 2.22 (00.32) 1.35 (00.30) 1.53 (00.22) 1.39 (00.36)
GAT-MCD 87.72 (00.38) 33.33 1.49 (00.20) 2.11 (00.38) 1.31 (00.30) 1.53 (00.29) 1.27 (00.16)
GIN 87.38 (00.54) 33.33 1.42 (00.37) 2.00 (00.35) 1.60 (00.39) 1.25 (00.27) 1.39 (00.32)
GIN-MCD 87.31 (00.60) 33.33 1.38 (00.44) 2.44 (00.23) 1.54 (00.26) 1.37 (00.42) 1.44 (00.31)
CITESEER GCN 74.53 (02.07) 16.67 5.57 (01.16) 6.49 (01.63) 6.02 (00.96) 4.89 (01.07) 6.12 (01.05)
GCN-MCD 75.03 (02.35) 16.67 11.33 (02.26) 7.48 (01.37) 6.59 (01.75) 5.56 (01.16) 5.60 (01.40)
GAT 74.72 (01.72) 16.67 9.63 (01.73) 6.77 (01.13) 6.64 (00.99) 5.65 (00.85) 5.12 (00.77)
GAT-MCD 74.16 (01.64) 16.67 9.60 (01.57) 6.16 (00.84) 6.34 (01.03) 5.36 (01.00) 5.55 (00.70)
GIN 69.49 (01.33) 16.67 7.29 (01.65) 5.49 (01.22) 7.48 (01.37) 7.07 (01.65) 7.70 (00.87)
GIN-MCD 68.66 (01.33) 16.67 7.88 (01.07) 5.57 (01.18) 7.54 (01.17) 7.15 (00.98) 6.88 (01.09)
CORA-FULL GCN 68.98 (01.05) 1.43 4.25 (00.90) 7.77 (00.72) 6.38 (00.99) 4.42 (00.54) 4.21 (00.40)
GCN-MCD 68.98 (00.90) 1.43 13.43 (00.92) 6.53 (00.93) 3.32 (00.61) 4.58 (00.54) 4.08 (00.76)
GAT 68.85 (00.93) 1.43 4.66 (00.47) 7.83 (01.05) 5.38 (00.70) 4.01 (00.37) 4.23 (00.58)
GAT-MCD 68.89 (01.24) 1.43 3.80 (00.91) 7.12 (00.74) 5.25 (00.91) 3.48 (00.91) 4.08 (00.42)
GIN 62.45 (01.13) 1.43 3.55 (00.87) 6.77 (01.02) 5.00 (00.41) 5.27 (00.70) 4.61 (00.54)
GIN-MCD 62.76 (00.84) 1.43 17.81 (00.66) 5.18 (00.88) 4.80 (00.75) 3.68 (00.54) 3.51 (00.42)
FACEBOOK GCN 70.08 (01.37) 50.00 5.45 (01.11) 9.79 (00.56) 7.30 (00.94) 5.06 (00.61) 5.84 (01.02)
GCN-MCD 69.62 (01.80) 50.00 5.62 (01.17) 8.77 (01.14) 6.99 (01.20) 6.00 (01.33) 5.87 (01.07)
GAT 66.15 (01.42) 50.00 3.38 (00.85) 8.45 (00.97) 4.39 (01.18) 3.68 (00.94) 3.87 (01.43)
GAT-MCD 66.57 (01.62) 50.00 4.37 (01.64) 9.88 (01.11) 4.12 (01.22) 4.35 (01.13) 4.48 (00.93)
GIN 64.93 (01.45) 50.00 5.52 (01.17) 11.09 (01.10) 6.31 (00.84) 4.92 (00.62) 5.29 (01.04)
GIN-MCD 64.78 (01.34) 50.00 4.46 (00.84) 12.23 (00.73) 6.01 (01.14) 5.19 (01.28) 5.03 (01.21)
AMAZON-CMP. GCN 91.31 (00.64) 10.00 3.38 (00.21) 1.92 (00.60) 2.51 (00.43) 2.05 (00.29) 2.57 (00.35)
GCN-MCD 91.60 (00.49) 10.00 3.83 (00.36) 1.98 (00.58) 2.29 (00.27) 1.69 (00.30) 2.44 (00.42)
GAT 92.87 (00.60) 10.00 1.78 (00.42) 2.21 (00.57) 2.68 (00.43) 2.32 (00.49) 2.17 (00.59)
GAT-MCD 92.54 (00.65) 10.00 1.59 (00.35) 2.52 (00.42) 2.65 (00.48) 1.76 (00.24) 1.96 (00.26)
GIN 91.10 (00.48) 10.00 2.84 (00.43) 3.08 (00.66) 2.82 (00.60) 2.63 (00.43) 2.48 (00.40)
GIN-MCD 91.33 (00.71) 10.00 2.63 (00.43) 2.34 (00.35) 2.67 (00.40) 2.63 (00.59) 2.86 (00.44)
AMAZON-PH. GCN 94.24 (00.58) 12.50 2.20 (00.32) 2.44 (00.58) 1.79 (00.30) 2.34 (00.44) 1.90 (00.41)
GCN-MCD 94.12 (00.58) 12.50 2.45 (00.26) 2.53 (00.49) 2.05 (00.43) 2.36 (00.43) 1.85 (00.40)
GAT 93.91 (00.47) 12.50 1.76 (00.42) 2.92 (00.59) 1.78 (00.39) 2.06 (00.32) 2.17 (00.64)
GAT-MCD 93.33 (00.71) 12.50 2.44 (00.57) 2.82 (00.67) 1.83 (00.63) 2.19 (00.46) 2.20 (00.37)
GIN 93.31 (00.79) 12.50 3.06 (00.58) 3.36 (00.71) 3.10 (00.57) 2.30 (00.51) 3.19 (00.17)
GIN-MCD 93.04 (00.40) 12.50 2.27 (00.48) 3.05 (00.87) 2.68 (00.80) 2.51 (00.29) 2.87 (00.46)
Table 9. (ECE, Loss, Balanced) Accuracy and ECE results for all models in all dataset, as well as ECE results for calibration methods.
For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over all tested
hyperparameter configurations), was chosen using validation loss. Metrics shown in the table are balanced.
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Early Stopping using: Validation Accuracy, Test Metrics: Not Balanced
Accuracy (%) ECE≥50 (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 39.70 (00.56) 25.00 32.55 (01.98) 3.71 (00.46) 37.62 (02.51) 31.04 (04.31) 30.69 (02.06)
GCN-MCD 40.48 (00.69) 25.00 26.36 (02.17) 4.65 (00.51) 28.71 (01.53) 27.51 (02.62) 28.71 (02.16)
GAT 29.03 (00.40) 25.00 48.89 (02.89) 2.68 (00.47) 43.16 (02.13) 49.07 (02.51) 52.88 (01.75)
GAT-MCD 28.53 (00.59) 25.00 45.76 (03.20) 3.29 (00.69) 42.02 (02.77) 43.25 (03.54) 46.95 (04.30)
GIN 23.84 (00.54) 25.00 42.58 (07.37) 1.27 (00.59) 47.85 (01.89) 50.24 (08.94) 44.74 (06.77)
GIN-MCD 23.91 (00.45) 25.00 46.11 (06.00) 1.39 (00.45) 47.62 (01.14) 46.48 (06.67) 48.77 (06.25)
CORA GCN 86.03 (01.25) 14.29 3.83 (01.14) 5.74 (01.00) 6.28 (00.74) 4.10 (00.95) 5.87 (00.73)
GCN-MCD 86.06 (00.56) 14.29 9.82 (00.59) 4.68 (00.49) 5.15 (01.17) 3.70 (00.71) 4.46 (00.84)
GAT 85.29 (00.88) 14.29 40.25 (01.13) 5.83 (01.04) 3.15 (00.99) 3.92 (00.73) 3.76 (00.92)
GAT-MCD 84.79 (01.01) 14.29 37.35 (01.01) 3.80 (00.77) 2.39 (00.68) 4.33 (00.70) 4.61 (00.69)
GIN 83.35 (01.14) 14.29 9.33 (01.22) 5.79 (01.36) 5.19 (00.97) 4.71 (01.25) 5.52 (01.15)
GIN-MCD 83.77 (00.85) 14.29 3.35 (00.65) 5.85 (00.94) 4.88 (00.71) 4.32 (01.33) 3.96 (00.90)
PUBMED GCN 87.31 (00.57) 33.33 1.45 (00.33) 1.57 (00.30) 1.84 (00.31) 1.21 (00.37) 1.10 (00.35)
GCN-MCD 87.51 (00.48) 33.33 3.98 (00.35) 2.03 (00.28) 1.82 (00.27) 1.35 (00.44) 1.28 (00.47)
GAT 86.71 (00.35) 33.33 3.18 (00.37) 1.54 (00.37) 1.50 (00.25) 1.42 (00.26) 1.34 (00.32)
GAT-MCD 86.53 (00.25) 33.33 4.84 (00.30) 1.47 (00.26) 1.75 (00.31) 1.18 (00.31) 1.32 (00.20)
GIN 86.93 (00.40) 33.33 4.59 (00.46) 1.45 (00.45) 1.74 (00.24) 1.73 (00.36) 1.63 (00.33)
GIN-MCD 86.84 (00.21) 33.33 3.46 (00.25) 1.30 (00.30) 2.23 (00.36) 1.76 (00.28) 2.16 (00.26)
CITESEER GCN 77.21 (01.05) 16.67 20.15 (01.13) 4.56 (00.98) 4.68 (01.11) 4.43 (01.30) 5.07 (00.92)
GCN-MCD 77.32 (01.48) 16.67 25.80 (01.34) 3.42 (00.70) 4.17 (00.94) 3.87 (00.97) 4.30 (01.33)
GAT 75.99 (01.11) 16.67 30.14 (01.31) 5.34 (01.13) 6.90 (01.13) 5.50 (00.87) 3.68 (00.67)
GAT-MCD 76.49 (01.22) 16.67 31.56 (01.52) 5.59 (00.80) 4.33 (00.61) 6.25 (01.32) 5.56 (01.32)
GIN 67.00 (00.83) 16.67 8.75 (00.85) 5.10 (00.93) 6.84 (01.09) 6.08 (01.18) 7.10 (01.59)
GIN-MCD 66.87 (01.47) 16.67 7.60 (01.20) 5.62 (01.49) 6.73 (00.78) 7.52 (01.50) 7.39 (01.48)
CORA-FULL GCN 70.34 (00.61) 1.43 6.49 (00.59) 5.62 (00.57) 6.05 (00.57) 3.99 (00.59) 4.44 (00.47)
GCN-MCD 70.31 (00.55) 1.43 4.70 (00.36) 3.83 (00.58) 3.56 (00.52) 3.01 (00.49) 2.92 (00.63)
GAT 69.44 (00.51) 1.43 3.02 (00.59) 4.48 (00.62) 4.65 (00.40) 3.16 (00.41) 3.02 (00.65)
GAT-MCD 69.90 (00.54) 1.43 2.36 (00.74) 3.63 (00.54) 4.11 (00.30) 2.54 (00.59) 2.59 (00.33)
GIN 68.84 (00.45) 1.43 6.52 (00.57) 5.52 (00.67) 5.48 (00.47) 6.09 (00.27) 6.34 (00.65)
GIN-MCD 68.94 (00.77) 1.43 27.21 (00.68) 6.85 (00.53) 3.57 (00.45) 3.31 (00.66) 3.33 (00.50)
FACEBOOK GCN 69.07 (01.49) 50.00 4.93 (00.84) 5.21 (01.01) 9.81 (01.31) 4.88 (01.50) 5.15 (01.08)
GCN-MCD 71.44 (00.91) 50.00 6.98 (00.84) 5.59 (00.70) 8.67 (00.95) 4.67 (01.41) 5.20 (00.95)
GAT 67.45 (01.64) 50.00 5.58 (01.72) 5.36 (00.91) 17.37 (00.73) 4.21 (01.10) 4.75 (00.94)
GAT-MCD 68.47 (01.27) 50.00 5.94 (00.41) 6.31 (01.42) 11.83 (01.35) 6.23 (00.98) 5.27 (01.12)
GIN 66.11 (01.97) 50.00 5.81 (01.87) 3.73 (01.02) 8.92 (01.02) 4.45 (00.89) 5.52 (01.26)
GIN-MCD 65.56 (01.58) 50.00 4.18 (01.16) 4.84 (00.85) 8.10 (01.71) 4.76 (00.98) 4.98 (01.13)
AMAZON-CMP. GCN 87.97 (00.57) 10.00 4.25 (00.44) 1.54 (00.39) 3.55 (00.20) 2.55 (00.46) 3.17 (00.50)
GCN-MCD 88.18 (00.47) 10.00 4.54 (00.40) 2.50 (00.31) 3.39 (00.62) 2.35 (00.47) 3.25 (00.55)
GAT 91.03 (00.48) 10.00 2.03 (00.42) 2.27 (00.29) 3.44 (00.46) 2.04 (00.27) 3.05 (00.29)
GAT-MCD 90.84 (00.43) 10.00 1.79 (00.37) 2.11 (00.37) 3.23 (00.44) 2.47 (00.42) 3.04 (00.42)
GIN 88.66 (00.45) 10.00 2.53 (00.37) 1.58 (00.40) 3.99 (00.49) 2.72 (00.40) 3.71 (00.37)
GIN-MCD 88.66 (00.42) 10.00 6.95 (00.41) 1.83 (00.43) 3.68 (00.40) 2.20 (00.33) 3.01 (00.54)
AMAZON-PH. GCN 93.06 (00.36) 12.50 1.23 (00.36) 1.80 (00.52) 2.07 (00.50) 1.57 (00.45) 1.47 (00.40)
GCN-MCD 93.47 (00.37) 12.50 1.44 (00.25) 1.45 (00.27) 2.02 (00.49) 1.25 (00.30) 1.64 (00.54)
GAT 93.41 (00.60) 12.50 2.55 (00.57) 1.47 (00.37) 2.22 (00.37) 1.32 (00.37) 1.43 (00.21)
GAT-MCD 93.11 (00.49) 12.50 2.27 (00.43) 1.79 (00.30) 2.22 (00.45) 1.60 (00.26) 2.39 (00.56)
GIN 92.51 (00.63) 12.50 2.21 (00.69) 1.60 (00.54) 1.94 (00.32) 1.52 (00.44) 2.81 (00.52)
GIN-MCD 92.68 (00.53) 12.50 1.42 (00.35) 2.18 (00.35) 2.11 (00.46) 1.35 (00.28) 2.14 (00.44)
Table 10. (ECE≥50, Accuracy, Not Balanced) Accuracy and ECE≥50 results for all models in all dataset, as well as ECE≥50 results for
calibration methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over
all tested hyperparameter configurations), was chosen using validation accuracy. Metrics shown in the table are not balanced.
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Early Stopping using: Validation Accuracy, Test Metrics: Balanced
Accuracy (%) ECE≥50 (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 35.08 (02.32) 25.00 16.08 (02.80) 39.73 (00.29) 18.52 (05.94) 23.61 (06.17) 16.92 (03.80)
GCN-MCD 35.09 (00.94) 25.00 17.18 (04.40) 39.98 (00.18) 16.46 (05.34) 17.12 (05.02) 16.49 (03.63)
GAT 32.40 (01.55) 25.00 35.48 (04.78) 40.59 (00.16) 39.13 (04.83) 36.50 (07.71) 33.85 (08.56)
GAT-MCD 31.24 (01.63) 25.00 34.83 (06.91) 40.76 (00.17) 28.52 (07.38) 29.64 (06.34) 31.69 (08.26)
GIN 26.74 (00.84) 25.00 33.25 (07.94) 40.72 (00.08) 43.93 (01.84) 38.70 (13.32) 28.92 (08.34)
GIN-MCD 27.63 (01.13) 25.00 30.83 (08.44) 40.71 (00.17) 46.04 (02.28) 39.83 (12.66) 35.64 (08.35)
CORA GCN 86.00 (01.25) 14.29 4.13 (00.87) 6.29 (00.85) 5.87 (01.34) 4.88 (00.91) 5.31 (01.07)
GCN-MCD 86.00 (01.02) 14.29 9.47 (00.96) 4.91 (01.24) 4.74 (00.77) 4.14 (00.76) 4.37 (00.91)
GAT 86.31 (01.07) 14.29 40.62 (01.03) 5.36 (00.95) 3.19 (00.60) 3.83 (00.78) 4.38 (00.61)
GAT-MCD 85.30 (01.07) 14.29 37.64 (01.87) 3.44 (00.76) 3.13 (00.62) 4.17 (00.68) 4.34 (00.98)
GIN 84.61 (00.80) 14.29 8.56 (00.76) 5.11 (01.03) 5.42 (00.65) 4.97 (01.38) 6.11 (00.83)
GIN-MCD 83.44 (01.49) 14.29 4.01 (00.67) 7.21 (01.17) 4.87 (01.36) 4.95 (01.20) 5.22 (00.94)
PUBMED GCN 87.63 (00.42) 33.33 1.65 (00.30) 1.69 (00.24) 1.43 (00.33) 1.17 (00.26) 1.19 (00.22)
GCN-MCD 87.67 (00.50) 33.33 4.05 (00.42) 2.08 (00.43) 1.39 (00.37) 1.29 (00.21) 1.04 (00.23)
GAT 86.92 (00.50) 33.33 3.41 (00.50) 2.00 (00.33) 1.87 (00.28) 1.49 (00.22) 1.52 (00.43)
GAT-MCD 87.03 (00.45) 33.33 5.14 (00.37) 1.76 (00.26) 1.99 (00.26) 1.57 (00.32) 1.70 (00.39)
GIN 86.66 (00.42) 33.33 4.62 (00.32) 1.80 (00.50) 1.69 (00.26) 1.56 (00.34) 1.78 (00.37)
GIN-MCD 86.30 (00.59) 33.33 3.78 (00.39) 1.82 (00.37) 1.79 (00.49) 2.00 (00.31) 2.07 (00.36)
CITESEER GCN 74.39 (01.76) 16.67 18.56 (02.01) 4.22 (00.79) 5.39 (01.18) 4.40 (01.40) 5.13 (00.96)
GCN-MCD 74.90 (01.32) 16.67 24.23 (02.12) 5.46 (01.62) 5.59 (01.64) 5.48 (00.85) 5.27 (01.18)
GAT 73.57 (01.62) 16.67 28.55 (01.80) 5.91 (01.43) 7.16 (01.62) 5.59 (01.85) 5.53 (01.33)
GAT-MCD 72.05 (01.82) 16.67 30.81 (01.39) 4.87 (01.33) 5.19 (01.56) 5.31 (01.47) 6.77 (01.17)
GIN 62.85 (01.70) 16.67 12.46 (01.67) 4.45 (01.09) 6.47 (01.29) 7.22 (01.46) 6.88 (02.11)
GIN-MCD 62.88 (01.24) 16.67 5.43 (01.62) 5.52 (01.70) 6.06 (01.99) 5.64 (00.61) 6.55 (01.93)
CORA-FULL GCN 69.62 (00.87) 1.43 7.34 (01.22) 7.51 (01.06) 7.13 (00.71) 4.38 (00.67) 4.96 (00.91)
GCN-MCD 69.49 (00.91) 1.43 5.08 (00.78) 6.98 (00.73) 4.90 (00.83) 3.73 (00.61) 3.20 (00.73)
GAT 68.81 (01.17) 1.43 4.30 (00.68) 6.41 (00.87) 5.99 (00.95) 3.22 (00.82) 3.99 (00.96)
GAT-MCD 69.39 (00.91) 1.43 3.16 (00.56) 6.40 (00.90) 5.39 (00.63) 3.63 (00.69) 3.37 (00.67)
GIN 66.71 (00.63) 1.43 5.64 (01.25) 5.77 (00.97) 6.60 (00.53) 6.57 (01.14) 8.69 (00.63)
GIN-MCD 65.84 (01.14) 1.43 25.38 (01.53) 6.56 (00.62) 2.58 (00.73) 4.70 (00.72) 4.91 (00.70)
FACEBOOK GCN 70.15 (01.44) 50.00 6.16 (01.55) 12.59 (01.03) 7.55 (00.86) 5.49 (00.87) 5.64 (01.13)
GCN-MCD 69.49 (01.08) 50.00 5.31 (00.80) 12.95 (01.18) 5.73 (01.42) 4.55 (01.08) 5.50 (01.01)
GAT 67.19 (02.08) 50.00 5.92 (01.57) 15.99 (00.91) 6.78 (01.09) 4.02 (00.76) 4.82 (01.07)
GAT-MCD 68.62 (01.23) 50.00 6.28 (00.93) 8.92 (01.13) 6.39 (01.04) 5.75 (01.26) 5.35 (01.15)
GIN 65.11 (01.24) 50.00 5.61 (00.79) 11.85 (02.08) 6.14 (01.26) 5.65 (01.48) 5.64 (01.83)
GIN-MCD 65.64 (01.68) 50.00 4.78 (00.98) 11.88 (01.57) 6.37 (00.81) 5.48 (01.58) 6.21 (01.70)
AMAZON-CMP. GCN 91.51 (00.54) 10.00 3.40 (00.47) 2.79 (00.28) 2.49 (00.44) 1.74 (00.43) 1.95 (00.43)
GCN-MCD 91.51 (00.60) 10.00 3.67 (00.64) 1.87 (00.48) 2.14 (00.62) 1.58 (00.39) 1.96 (00.33)
GAT 93.15 (00.46) 10.00 1.68 (00.34) 2.37 (00.59) 2.35 (00.26) 1.75 (00.40) 2.61 (00.48)
GAT-MCD 93.20 (00.26) 10.00 1.95 (00.32) 1.93 (00.34) 2.12 (00.30) 1.42 (00.41) 2.62 (00.47)
GIN 92.11 (00.53) 10.00 2.20 (00.46) 4.02 (00.52) 2.14 (00.34) 1.87 (00.34) 2.36 (00.46)
GIN-MCD 92.08 (00.53) 10.00 6.67 (00.51) 3.18 (00.54) 2.03 (00.30) 1.89 (00.51) 2.05 (00.37)
AMAZON-PH. GCN 93.61 (00.69) 12.50 1.49 (00.43) 2.29 (00.29) 1.99 (00.36) 1.82 (00.35) 1.36 (00.47)
GCN-MCD 93.68 (00.86) 12.50 1.31 (00.37) 1.91 (00.56) 1.67 (00.58) 1.83 (00.22) 1.40 (00.29)
GAT 93.38 (00.77) 12.50 2.79 (00.56) 1.57 (00.36) 1.74 (00.34) 1.75 (00.49) 1.44 (00.51)
GAT-MCD 93.04 (00.47) 12.50 2.34 (00.43) 2.09 (00.41) 1.97 (00.43) 1.61 (00.34) 1.67 (00.35)
GIN 93.96 (00.59) 12.50 2.07 (00.31) 2.02 (00.36) 1.99 (00.37) 1.47 (00.49) 2.31 (00.67)
GIN-MCD 93.87 (00.61) 12.50 1.65 (00.48) 2.53 (00.25) 1.80 (00.55) 1.61 (00.43) 2.51 (00.55)
Table 11. (ECE≥50, Accuracy, Balanced) Accuracy and ECE≥50 results for all models in all dataset, as well as ECE≥50 results for
calibration methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over
all tested hyperparameter configurations), was chosen using validation accuracy. Metrics shown in the table are balanced.
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Early Stopping using: Validation Loss, Test Metrics: Not Balanced
Accuracy (%) ECE≥50 (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 31.97 (00.60) 25.00 39.44 (03.39) 3.21 (00.51) 25.69 (01.36) 41.17 (02.86) 39.72 (04.25)
GCN-MCD 31.17 (00.34) 25.00 39.44 (08.06) 3.07 (00.64) 23.09 (01.27) 37.63 (03.22) 37.46 (01.84)
GAT 24.67 (00.61) 25.00 51.68 (02.81) 2.05 (00.34) 48.50 (01.69) 53.40 (05.07) 52.41 (04.87)
GAT-MCD 27.83 (00.51) 25.00 53.27 (02.86) 1.66 (00.40) 43.17 (02.32) 51.06 (04.46) 53.79 (03.88)
GIN 23.75 (00.39) 25.00 36.50 (09.63) 1.35 (00.47) 45.21 (01.58) 46.74 (07.32) 45.49 (06.07)
GIN-MCD 24.23 (00.58) 25.00 50.40 (06.66) 1.32 (00.71) 49.40 (01.63) 45.15 (08.83) 47.79 (04.04)
CORA GCN 86.19 (01.12) 14.29 4.00 (00.85) 5.69 (01.03) 6.12 (00.94) 4.54 (00.92) 5.19 (00.88)
GCN-MCD 85.30 (00.90) 14.29 8.96 (00.79) 4.80 (00.71) 5.18 (00.52) 3.72 (00.72) 4.17 (00.94)
GAT 85.46 (01.14) 14.29 3.68 (00.69) 4.53 (01.04) 5.29 (00.78) 4.56 (00.52) 3.35 (00.95)
GAT-MCD 84.81 (01.01) 14.29 3.36 (00.63) 5.87 (01.30) 5.97 (01.15) 4.50 (00.93) 3.21 (00.75)
GIN 83.64 (00.72) 14.29 5.53 (01.10) 5.64 (00.91) 5.23 (01.06) 4.89 (01.09) 4.37 (00.79)
GIN-MCD 84.14 (01.63) 14.29 4.43 (00.68) 5.11 (01.14) 5.07 (00.78) 5.08 (00.77) 4.95 (00.86)
PUBMED GCN 87.96 (00.45) 33.33 1.67 (00.38) 1.47 (00.44) 1.30 (00.26) 1.58 (00.28) 1.55 (00.33)
GCN-MCD 87.98 (00.35) 33.33 3.26 (00.46) 1.37 (00.17) 1.52 (00.44) 1.22 (00.24) 1.39 (00.32)
GAT 87.71 (00.49) 33.33 1.96 (00.37) 2.11 (00.40) 1.66 (00.37) 1.58 (00.58) 1.29 (00.45)
GAT-MCD 87.93 (00.57) 33.33 1.49 (00.31) 1.85 (00.33) 1.83 (00.25) 1.61 (00.35) 1.39 (00.30)
GIN 87.31 (00.69) 33.33 1.23 (00.34) 1.40 (00.33) 1.64 (00.39) 1.16 (00.42) 1.12 (00.31)
GIN-MCD 87.23 (00.43) 33.33 1.27 (00.18) 1.58 (00.27) 1.63 (00.34) 1.11 (00.21) 1.48 (00.24)
CITESEER GCN 76.92 (01.15) 16.67 4.64 (01.23) 4.65 (00.84) 4.85 (01.11) 3.85 (01.03) 4.48 (01.08)
GCN-MCD 77.57 (01.06) 16.67 11.68 (00.83) 4.02 (01.10) 5.23 (01.05) 3.73 (00.84) 4.47 (00.99)
GAT 75.50 (01.46) 16.67 9.71 (01.26) 4.14 (00.91) 5.01 (01.46) 4.14 (00.61) 3.87 (00.99)
GAT-MCD 74.66 (01.67) 16.67 9.96 (01.48) 4.09 (01.23) 5.08 (00.65) 3.36 (00.88) 3.64 (00.56)
GIN 69.24 (01.42) 16.67 6.70 (01.53) 6.07 (00.80) 5.86 (01.27) 6.23 (01.43) 5.89 (01.00)
GIN-MCD 68.86 (01.47) 16.67 6.66 (01.62) 5.63 (01.36) 5.39 (01.32) 5.96 (01.18) 6.26 (01.39)
CORA-FULL GCN 69.87 (00.61) 1.43 3.65 (00.42) 4.93 (00.62) 5.05 (00.49) 3.60 (00.37) 3.68 (00.39)
GCN-MCD 69.93 (00.74) 1.43 11.24 (00.88) 2.40 (00.29) 2.87 (00.53) 2.96 (00.53) 2.95 (00.57)
GAT 69.67 (00.46) 1.43 3.08 (00.29) 4.70 (00.61) 4.54 (00.45) 3.22 (00.62) 3.14 (00.40)
GAT-MCD 69.14 (00.72) 1.43 2.15 (00.50) 4.55 (00.71) 4.01 (00.40) 2.13 (00.49) 2.53 (00.48)
GIN 63.50 (00.85) 1.43 4.46 (00.82) 4.81 (00.64) 3.23 (00.58) 6.60 (00.60) 4.24 (00.85)
GIN-MCD 63.30 (00.60) 1.43 20.16 (00.64) 4.30 (00.79) 2.70 (00.38) 4.13 (00.63) 2.37 (00.52)
FACEBOOK GCN 68.87 (01.38) 50.00 5.88 (01.18) 6.31 (01.47) 9.20 (01.26) 6.01 (00.95) 4.94 (01.03)
GCN-MCD 69.30 (01.27) 50.00 6.37 (01.15) 5.51 (01.04) 8.16 (00.75) 5.99 (00.83) 5.86 (00.80)
GAT 65.02 (01.83) 50.00 4.43 (01.03) 4.55 (01.04) 7.68 (01.38) 4.29 (01.17) 4.19 (01.04)
GAT-MCD 67.07 (01.81) 50.00 5.39 (01.15) 2.98 (01.02) 7.56 (01.36) 4.57 (01.02) 3.79 (00.83)
GIN 66.33 (01.93) 50.00 4.83 (01.87) 3.98 (00.97) 8.85 (00.90) 4.40 (00.91) 4.51 (01.11)
GIN-MCD 66.06 (01.91) 50.00 3.77 (00.95) 3.40 (00.96) 9.67 (01.27) 4.60 (00.80) 5.01 (00.97)
AMAZON-CMP. GCN 87.59 (00.65) 10.00 3.41 (00.52) 1.56 (00.36) 3.71 (00.44) 2.44 (00.42) 3.26 (00.38)
GCN-MCD 87.80 (00.30) 10.00 3.73 (00.50) 1.98 (00.32) 3.63 (00.64) 2.18 (00.45) 3.13 (00.50)
GAT 89.42 (00.52) 10.00 1.65 (00.49) 2.00 (00.35) 3.75 (00.38) 2.07 (00.52) 1.92 (00.35)
GAT-MCD 89.63 (00.64) 10.00 1.38 (00.51) 2.19 (00.39) 3.35 (00.65) 1.80 (00.53) 1.69 (00.34)
GIN 89.28 (00.68) 10.00 2.78 (00.48) 1.54 (00.44) 4.18 (00.40) 2.74 (00.19) 2.78 (00.45)
GIN-MCD 89.17 (00.65) 10.00 2.35 (00.31) 1.80 (00.22) 4.24 (00.37) 2.55 (00.39) 2.54 (00.36)
AMAZON-PH. GCN 93.36 (00.61) 12.50 1.59 (00.42) 1.93 (00.32) 1.80 (00.40) 1.67 (00.40) 1.76 (00.41)
GCN-MCD 93.01 (00.69) 12.50 1.52 (00.25) 1.52 (00.32) 1.49 (00.31) 1.61 (00.46) 1.74 (00.52)
GAT 93.27 (00.57) 12.50 1.37 (00.21) 1.88 (00.58) 1.51 (00.29) 1.37 (00.38) 1.57 (00.47)
GAT-MCD 93.38 (00.46) 12.50 1.62 (00.32) 1.84 (00.43) 1.44 (00.22) 1.40 (00.31) 1.42 (00.27)
GIN 92.53 (00.75) 12.50 2.83 (00.68) 2.62 (00.65) 2.71 (00.50) 1.46 (00.32) 3.34 (00.43)
GIN-MCD 92.20 (00.52) 12.50 1.67 (00.28) 2.02 (00.59) 2.48 (00.53) 1.83 (00.39) 2.50 (00.42)
Table 12. (ECE≥50, Loss, Not Balanced) Accuracy and ECE≥50 results for all models in all dataset, as well as ECE≥50 results for
calibration methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over
all tested hyperparameter configurations), was chosen using validation loss. Metrics shown in the table are not balanced.
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Early Stopping using: Validation Los, Test Metrics: Balanced
Accuracy (%) ECE≥50 (%)
Dataset Model Original Random Original Hist. Bin. Isotonic TS w/ NLL TS w/ Brier
FRIENDSTER GCN 35.11 (01.35) 25.00 36.86 (03.79) 39.93 (00.26) 14.34 (02.36) 30.40 (05.62) 32.71 (02.94)
GCN-MCD 33.31 (01.21) 25.00 32.19 (08.26) 39.99 (00.12) 14.98 (04.16) 17.95 (07.01) 20.07 (07.31)
GAT 30.71 (01.87) 25.00 43.96 (02.14) 40.43 (00.19) 40.24 (04.01) 47.90 (07.28) 45.95 (06.57)
GAT-MCD 28.81 (01.44) 25.00 48.14 (07.09) 40.55 (00.19) 35.68 (06.44) 45.77 (05.97) 48.89 (06.45)
GIN 26.82 (00.91) 25.00 36.37 (08.71) 40.77 (00.14) 43.85 (02.13) 42.14 (13.11) 32.86 (13.42)
GIN-MCD 26.90 (00.82) 25.00 47.85 (08.33) 40.61 (00.13) 47.57 (01.82) 37.64 (12.65) 33.59 (10.89)
CORA GCN 86.73 (01.81) 14.29 3.40 (00.76) 6.77 (00.95) 6.30 (00.89) 4.91 (01.33) 5.53 (01.18)
GCN-MCD 85.50 (01.10) 14.29 8.86 (01.52) 6.60 (01.14) 5.75 (00.76) 3.62 (00.85) 4.43 (00.98)
GAT 84.24 (00.99) 14.29 4.21 (00.77) 5.35 (01.05) 5.73 (00.67) 4.76 (00.86) 4.79 (00.98)
GAT-MCD 85.10 (01.67) 14.29 3.71 (00.83) 6.47 (00.81) 5.32 (00.87) 4.44 (01.00) 3.94 (01.22)
GIN 83.76 (01.19) 14.29 6.45 (01.47) 6.07 (00.53) 4.93 (00.98) 5.34 (00.80) 5.12 (00.90)
GIN-MCD 83.00 (01.00) 14.29 4.43 (00.80) 4.31 (01.08) 4.85 (00.68) 5.07 (00.82) 5.47 (01.17)
PUBMED GCN 88.73 (00.57) 33.33 1.62 (00.28) 1.42 (00.35) 1.35 (00.33) 1.55 (00.34) 1.45 (00.42)
GCN-MCD 88.47 (00.44) 33.33 3.62 (00.21) 1.60 (00.30) 1.32 (00.33) 1.33 (00.26) 1.37 (00.26)
GAT 88.19 (00.36) 33.33 1.66 (00.28) 2.01 (00.29) 1.27 (00.30) 1.46 (00.23) 1.33 (00.35)
GAT-MCD 87.72 (00.38) 33.33 1.43 (00.19) 1.99 (00.40) 1.24 (00.27) 1.46 (00.31) 1.25 (00.20)
GIN 87.38 (00.54) 33.33 1.22 (00.32) 1.77 (00.33) 1.43 (00.39) 1.13 (00.32) 1.26 (00.20)
GIN-MCD 87.31 (00.60) 33.33 1.20 (00.39) 2.26 (00.20) 1.45 (00.25) 1.21 (00.33) 1.38 (00.32)
CITESEER GCN 74.53 (02.07) 16.67 5.68 (01.49) 6.03 (01.38) 5.33 (01.02) 4.80 (01.02) 5.85 (01.09)
GCN-MCD 75.03 (02.35) 16.67 11.13 (01.76) 6.09 (01.60) 5.82 (01.90) 5.15 (01.20) 4.80 (01.47)
GAT 74.72 (01.72) 16.67 8.72 (01.92) 5.90 (01.24) 6.03 (01.38) 4.71 (00.92) 4.34 (01.00)
GAT-MCD 74.16 (01.64) 16.67 9.12 (01.52) 5.92 (00.99) 5.95 (01.26) 4.35 (00.94) 4.55 (00.95)
GIN 69.49 (01.33) 16.67 7.33 (01.62) 5.02 (01.38) 6.60 (01.74) 6.44 (01.42) 7.36 (01.09)
GIN-MCD 68.66 (01.33) 16.67 7.44 (01.27) 4.98 (01.42) 6.86 (01.50) 6.88 (01.04) 6.66 (01.52)
CORA-FULL GCN 68.98 (01.05) 1.43 4.02 (00.72) 6.46 (00.81) 6.80 (01.05) 3.74 (00.64) 4.03 (00.66)
GCN-MCD 68.98 (00.90) 1.43 11.26 (01.24) 5.84 (00.79) 3.25 (00.67) 4.19 (00.53) 3.88 (00.86)
GAT 68.85 (00.93) 1.43 4.44 (00.69) 6.86 (01.34) 5.23 (00.98) 3.07 (00.75) 4.06 (00.63)
GAT-MCD 68.89 (01.24) 1.43 2.98 (00.75) 6.86 (00.60) 5.16 (01.03) 2.95 (00.95) 3.32 (00.77)
GIN 62.45 (01.13) 1.43 3.73 (00.83) 4.99 (01.14) 4.18 (00.73) 5.32 (00.84) 5.00 (00.99)
GIN-MCD 62.76 (00.84) 1.43 18.83 (01.33) 3.55 (00.98) 3.45 (00.63) 3.92 (00.72) 3.59 (00.62)
FACEBOOK GCN 70.08 (01.37) 50.00 5.45 (01.11) 9.79 (00.56) 7.30 (00.94) 5.06 (00.61) 5.84 (01.02)
GCN-MCD 69.62 (01.80) 50.00 5.62 (01.17) 8.77 (01.14) 6.99 (01.20) 6.00 (01.33) 5.87 (01.07)
GAT 66.15 (01.42) 50.00 3.38 (00.85) 8.45 (00.97) 4.39 (01.18) 3.68 (00.94) 3.87 (01.43)
GAT-MCD 66.57 (01.62) 50.00 4.37 (01.64) 9.88 (01.11) 4.12 (01.22) 4.35 (01.13) 4.48 (00.93)
GIN 64.93 (01.45) 50.00 5.52 (01.17) 11.09 (01.10) 6.31 (00.84) 4.92 (00.62) 5.29 (01.04)
GIN-MCD 64.78 (01.34) 50.00 4.46 (00.84) 12.23 (00.73) 6.01 (01.14) 5.19 (01.28) 5.03 (01.21)
AMAZON-CMP. GCN 91.31 (00.64) 10.00 3.06 (00.31) 1.80 (00.57) 2.39 (00.42) 1.77 (00.33) 2.46 (00.39)
GCN-MCD 91.60 (00.49) 10.00 3.54 (00.26) 2.00 (00.56) 2.21 (00.30) 1.56 (00.32) 2.16 (00.53)
GAT 92.87 (00.60) 10.00 1.49 (00.41) 2.15 (00.54) 2.51 (00.38) 1.94 (00.53) 1.77 (00.50)
GAT-MCD 92.54 (00.65) 10.00 1.18 (00.37) 2.43 (00.43) 2.41 (00.46) 1.35 (00.22) 1.51 (00.28)
GIN 91.10 (00.48) 10.00 2.35 (00.55) 2.95 (00.59) 2.58 (00.57) 2.22 (00.25) 2.11 (00.46)
GIN-MCD 91.33 (00.71) 10.00 1.99 (00.48) 2.23 (00.41) 2.48 (00.43) 2.17 (00.52) 2.33 (00.47)
AMAZON-PH. GCN 94.24 (00.58) 12.50 1.66 (00.37) 2.33 (00.57) 1.57 (00.27) 1.77 (00.41) 1.60 (00.36)
GCN-MCD 94.12 (00.58) 12.50 1.86 (00.27) 2.31 (00.49) 1.70 (00.27) 1.85 (00.34) 1.46 (00.37)
GAT 93.91 (00.47) 12.50 1.40 (00.39) 2.59 (00.56) 1.59 (00.40) 1.71 (00.28) 1.79 (00.57)
GAT-MCD 93.33 (00.71) 12.50 1.91 (00.62) 2.66 (00.69) 1.57 (00.48) 1.70 (00.42) 1.77 (00.38)
GIN 93.31 (00.79) 12.50 2.70 (00.52) 3.21 (00.67) 2.95 (00.54) 1.59 (00.45) 2.93 (00.28)
GIN-MCD 93.04 (00.40) 12.50 1.97 (00.51) 2.69 (00.76) 2.38 (00.77) 2.25 (00.38) 2.65 (00.50)
Table 13. (ECE≥50, Loss, Balanced) Accuracy and ECE≥50 results for all models in all dataset, as well as ECE≥50 results for calibration
methods. For reference, accuracy of random model (1 / number of classes) is also provided. For each row, the best model (over all tested
hyperparameter configurations), was chosen using validation loss. Metrics shown in the table are balanced.
