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Abstract
Sparse PCA, an important variant of PCA, attempts to find sparse loading vectors when
conducting dimension reduction. This paper considers the Riemannian optimization problem
related to the ScoTLASS model for sparse PCA which can impose orthogonality and sparsity
simultaneously. We extend FISTA from the Euclidean space to the Riemannian manifold to solve
this problem. Since the optimization problem is essentially non-convex, a safeguard strategy is
introduced in the algorithm. Numerical evaluations establish the computational advantages of
the algorithm over the existing proximal gradient methods on manifold. Convergence of the
algorithm to stationary points has also been rigorously justified.
1 Introduction
Principal component analysis (PCA) is an important data processing technique. In essence, PCA
attempts to find a low dimensional representation of a data set. The low dimensional representation
can be subsequently used for data denoising, vision and recognition, just to name a few. However,
due to the complexity of data as well as the interpretability issues, vanilla PCA may not be able to
meet the requirements of real applications. Therefore, several variants of PCA have been proposed
and studied, one of which is sparse PCA.
Given a dataset, PCA aims to find linear combinations of the original variables such that the
new variables can capture the maximal variance in the data. In order to achieve the maximal
variance, PCA tends to use a linear combination of all the variables. Thus, all coefficients (loadings)
in the linear combination are typically non-zero, which will cause interpretability issues in many
applications. For example, in genome data analysis, each coefficient may correspond to a specific
gene, and it is more desirable to have the new variable being composed of only a few genes. This
means that the loading vector should have very few non-zero entries.
Let A be an m × n data matrix, where m denotes the number of samples and n denotes the
number of variables. Without loss of generality, assume each column of A has zero mean. Then
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PCA can be formally expressed as the following maximization problem:
max
X∈Rn×p
‖AX‖2F subject to XTX = Ip, (1.1)
where each column X denotes a loading vector. The PCA problem admits a closed form solution
which can be computed via the singular value decomposition (SVD) of the data matrix. However,
it seldom yields a sparse solution; that is, each column of X is very likely to be a dense vector.
Alternatively, sparse PCA attempts to achieve a better trade-off between the variance of AX and
the sparsity of X. In this article, we consider the following model for sparse PCA:
max
X∈Rn×p
‖AX‖2F − λ‖X‖1 subject to XTX = Ip, (1.2)
where ‖X‖1 =
∑
i,j |Xij | imposes the sparsity of X and λ > 0 is a tuning parameter controlling the
balance between variance and sparsity.
The sparse PCA formulation (1.2) is a penalized version of the ScoTLASS model proposed by
Jolliffe et al. [JTU03], which was inspired by the Lasso regression. In addition to the ScoTLASS
model, there are many other formulations for sparse PCA. By rewriting PCA as a regression opti-
mization problem, Zou et al. [ZHT06] proposed a model which mixes the ridge regression and the
Lasso regression. A semidefinite programming was proposed in [dBG08, dGJL07] to compute the
dominant sparse loading vector. In [SZ08, WTH09], sparse PCA was considered based on matrix de-
compositions. A formulation similar to (1.2) but with decoupled variables was studied in [JNRS10].
Moreover, different algorithms have been developed for different formulations. We refer interested
readers to [ZX18] for a nice overview of sparse PCA on both computational and theoretical results.
Main Contribution Due to the simultaneous existence of the orthogonal constraint and the non-
smooth term in (1.2), it is quite challenging to develop fast algorithms to compute its solution. In
[CMSZ18], Chen et al. proposed a Riemannian proximal gradient method call ManPG for (1.2).
In this paper we extend the fast iterative shrinkage-thresholding algorithm (FISTA, [BT09]) to
solve (1.2). Empirical comparisons clearly show the accelerated property of the algorithm over the
Riemannian proximal gradient method, as in the Euclidean case. In addition, convergence of the
algorithm to stationary points is also properly justified.
2 Preliminaries on Manifold
The optimization problem (1.2) fits in the general framework of Riemannian optimization as the
set of n × p orthogonal matrices forms a smooth manifold. This manifold is known as the Stiefel
manifold, typically denoted St(p, n),
St(p, n) = {X ∈ Rn×p | XTX = Ip}.
This section reviews some basic notation on Riemannian manifold that is closely related to the work
in this paper. We will focus on submanifolds of Euclidean spaces with St(p, n) as an example since
in this case the manifold is geometrically more intuitive and can be imagined as a smooth surface
in a 3D space. Interested readers are referred to [AMS08] for a comprehensive understanding of
Riemannian manifolds and Riemannian optimization.
2
Mx
ξ
η
R
gx(η, ξ)
TxM
M
x
η
TxM
Rx(η)
Figure 1: (Left) Riemannian metric; (Right) Retraction.
Assume M is a smooth submanifold of a Euclidean space and let x ∈ M. The tangent space of
M at x, denoted TxM, is a collection of derivatives of all the smooth curves passing through x,
TxM = {γ′(0) | γ(t) is a curve in M with γ(0) = x}.
The tangent space is a vector space and each tangent vector in TxM corresponds to a linear mapping
from the set of smooth real-valued functions in a neibourghood of x to R. Indeed, it is the latter
property that is adopted to define tangent spaces for abstract manifolds. Since TxM is a vector
space, we can equip it with an inner product (or metric) gx(·, ·) : TxM× TxM→ R; see Figure 1
(left) for an illustration. A manifold whose tangent spaces are endowed with a smoothly varying
metric is referred to as a Riemannian manifold. For a function f defined a Riemannian manifold,
the Riemannian gradient of f at x, denoted grad f(x), is the unique tangent vector such that
gx(grad f(x), η) = Df(x)[η], ∀η ∈ TxM, where Df(x)[η] is the directional derivative of f along
the direction η. Moreover, the Riemannian gradient of f at x is simply the orthogonal projection
of ∇f(x) onto TxM, i.e., grad f(x) = PTxM∇f(x), when the Euclidean metric is used.
Regarding the Stiefel manifold, the tangent space of St(p, n) at a matrix X is given by
TX St(p, n) = {η ∈ Rn×p | XT η + ηTX = 0}. (2.1)
In particular, when p = 1, St(p, n) is the unit sphere Sn−1 in Rn and Tx S
n−1 consists of those
vectors that are perpendicular to x. We can use the inner product inherited from Rn×p as the
Riemannian metric on TX St(p, n); that is,
gX(ξX , ηX) = trace(ξ
T
XηX), ∀ ξX , ηX ∈ TX St(p, n).
A Riemannian optimization algorithm typically conducts a line search or solves a linear system
or a model problem on a tangent space, and then moves the solution back to the manifold. The
notion of retraction plays a key role in mapping vectors in a tangent space to points on a manifold.
Definition 2.1 (Retraction). At x ∈ M, a retraction Rx(·) is a mapping from TxM to M which
satisfies the following two properties: 1) Rx(0x) = x, where 0x is the zero element in TxM; 2)
d
dtRx(tηx)
∣∣
t=0
= ξx for any ξx ∈ TxM.
The second property means the velocity of the curve defined by Rx(tηx) is equal to ηx at t = 0;
see Figure 1 (right). Roughly speaking, retraction plays the role of line search when designing a
Riemannian optimization algorithm; namely,
(Euclidean) xk+1 = xk + ηxk ⇒ (Riemannian) xk+1 = Rxk(ηxk). (2.2)
3
Note that the two properties in Definition 2.1 cannot uniquely determine a retraction. For the
Stiefel manifold, several retractions can be constructed, for example those based on the exponential
map, the QR factorization, the singular value decomposition (SVD) or the polar decomposition
[AMS08]. In this paper we use the one based on the SVD:
RX(ηX) = UV
T , where X + ηX = UΣV
T is the SVD of X + ηX .
Noticing that X ∈ St(p, n) and ηX ∈ TX St(p, n), thus X + ηX is a matrix of full column rank.
Then it is not hard to verify that the retraction based on the SVD is equivalent to the retraction
based on the polar decomposition given by
RX(ηX) = (X + ηX)(Ip + η
T
XηX)
−1/2. (2.3)
Since X + ηX is a tall matrix, RX(ηX) can be computed efficiently in the following way :
[Q,R] = qr(X + ηX), [U˜ , S˜, V˜ ] = svd(R), RX(ηX) = Q(U˜ V˜
T ), (2.4)
where qr and svd means computing the compact QR decomposition and SVD of a matrix, respec-
tively.
3 Extending FISTA to Riemannian Optimization
We will describe the algorithm for the following more general nonconvex optimization problem:1
minF (x) = f(x) + g(x) subject to x ∈ M, (3.1)
where M ⊂ Rn×m is a Riemannian submanifold, f : Rn×m → R is L-continuously differentiable
(may be nonconvex) and g is continuous, convex, but may be not differentiable. Clearly, (1.2) is a
special case of (3.1).
Before presenting the algorithm for (3.1), let us first briefly review the proximal gradient method
and accelerated proximal gradient method for the optimization problem similar to (3.1) but with
the manifold constraint x ∈ M being dropped. In each iteration, the proximal gradient method
updates the estimate of the minimizer via2{
ηxk = argminη∈Rn×p〈∇f(xk), η〉 + 12µ‖η‖2F + g(xk + η)
xk+1 = xk + ηxk .
(3.2)
In many practical settings, the proximal mapping either has a closed-form solution or can be solved
efficiently. Thus, the algorithm has low per iteration cost and is applicable for large-scale problems.
Furthermore, under the assumptions that f is convex, Lipschitz-continuously differentiable with
Lipschitz constant L, g is convex, and F is coercive, the proximal gradient method converges on the
order of O(1/k) [BT09, Bec17]. Note that the convergence rate of the proximal gradient method
is not optimal and algorithms achieving the optimal O(1/k2) [Dar83, Nes83] convergence rate can
be developed based on certain acceleration schemes. In [BT09], Beck and Teboulle proposed an
1For conciseness, we use lowercase letters to denote matrices when describing the algorithms and related results.
2Here we write the subproblem in terms of the search direction for ease of extension to the manifold situation, but
the update rule is essentially the same as xk+1 = argminx〈∇f(xk), x− xk〉+
1
2µ
‖x− xk‖
2
F + g(x).
4
accelerated proximal gradient method (well known as FISTA) based on the Nesterov momentum
technique. The algorithm consists of the following steps

ηyk = argminη∈Rn×p〈∇f(yk), η〉 + 12µ‖η‖2F + g(yk + η)
xk+1 = yk + ηyk
tk+1 =
√
4t2
k
+1+1
2
yk+1 = xk+1 +
tk−1
tk+1
(xk+1 − xk).
(3.3)
Under the same conditions as in the convergence analysis of the proximal gradient method, FISTA
been proven to converge on the order of O(1/k2) [BT09].
In [CMSZ18], the Manifold Proximal Gradient method (ManPG) was proposed to solve (3.1).
The structure of the algorithm is overall is similar to (3.2), except that a subproblem constrained
to the tangent space is solved. More precisely, the following constrained optimization problem is
first solved to compute the search direction,
ηxk = argmin
η∈TxM
〈grad f(xk), η〉 + 1
2µ
‖η‖2F + g(xk + η), (3.4)
and then a new estimate is obtained via backtracking and retraction. Since g(x) is a convex function
and TxM is a linear subspace, (3.4) is indeed a convex program. The global convergence of the
algorithm has been established, and the authors show that the norm of the search direction computed
from its Riemannian proximal mapping goes to zero. Moreover, if there exists a point such that the
search direction from this point vanishes, then this point must be a critical point.
Algorithm 1 Accelerated Manifold Proximal Gradient Method (AManPG)
Input: Lipschitz constant L on ∇f , parameter µ ∈ (0, 1/L] in the proximal mapping, line search
parameter σ ∈ (0, 1), shrinking parameter in line search ν ∈ (0, 1), positive integer N for
safeguard;
1: t0 = 1, y0 = x0, z0 = x0;
2: for k = 0, . . . do
3: if mod (k,N) = 0 then ⊲ Invoke safeguard every N iterations
4: Invoke Algorithm 2: [zk+N , xk, yk, tk] = Algo2(zk, xk, yk, tk, F (xk));
5: end if
6: Compute
ηyk = argmin
η∈TykM
〈grad f(yk), η〉 + 1
2µ
‖η‖2F + g(yk + η);
7: xk+1 = Ryk(ηyk);
8: tk+1 =
√
4t2
k
+1+1
2 ;
9: Compute
yk+1 = Rxk+1
(
1− tk
tk+1
R−1xk+1(xk)
)
;
10: end for
Inspired by the works in [CMSZ18] and [BT09], in this paper we extend FISTA to the Riemannian
setting for the optimization problem (3.1) which can be viewed as an extension of (3.3) to the
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Algorithm 2 Safeguard for Algorithm 1
Input: (zk, xk, yk, tk, F (xk));
Output: [zk+N , xk, yk, tk];
1: Compute
ηzk = argmin
η∈TzkM
〈grad f(zk), η〉 + 1
2µ
‖η‖2F + g(zk + η);
2: Set α = 1;
3: while F (Rzk(αηzk)) > F (zk)− σα‖ηzk‖2F do
4: α = να;
5: end while
6: if F (Rzk(αηzk)) < F (xk) then ⊲ Safeguard takes effect
7: xk = Rzk(αηzk), yk = Rzk(αηzk ), and tk = 1;
8: else
9: xk, yk and tk keep unchanged;
10: end if
11: zk+N = xk; ⊲ Update the compared iterate;
Riemannian setting; see Algorithm 1. The algorithm is coined as the Accelerated Manifold Proximal
Gradient method (AManPG) because we can clearly see the acceleration behavior of the algorithm
over ManPG in the simulations. According to the substitution rule provided in (2.2), the second
line of (3.3) can be replaced by Ryk(ηyk), giving the 7th step of Algorithm 1. Moreover, the 9th
step in Algorithm 1 is obtained through the following replacement:
yk+1 = xk+1 +
1− tk
tk+1
(xk − xk+1)︸ ︷︷ ︸
replaced by R−1xk+1 (xk)︸ ︷︷ ︸
replaced by Rxk+1
(
1−tk
tk+1
R−1xk+1 (xk)
)
,
where the first replacement guarantees that R−1xk+1(xk) is a tangent vector in Txk+1 M. In addition,
since we are dealing with a non-convex optimization problem, the convergence of the vanilla accel-
erated proximal gradient method listed in (3.3) is not guaranteed, even for the convergence to a
stationary point as the function value of the iterate does not monotonically decrease. Therefore, a
safeguard strategy is introduced in Algorithm 1 to monitor the progress of the algorithm in every
N iterations. Whenever the safeguard rule is violated, the algorithm will be restarted.
When we apply Algorithm 1 to the sparse PCA problem (1.2), the computation of the retraction
is already given in (2.4). As suggested in [CMSZ18], the global solution of the subproblem in the
6th step of Algorithm 1 (and the 1st step of Algorithm 2) can be computed efficiently by the semi-
smooth Newton method (SSN) developed in [XLWZ18]. This method can achieve superlinear or
quadratic convergence. In fact, our experiments show that on average only about two semi-smooth
Newton iterations are needed each time. We refer interested reader to [XLWZ18, CMSZ18] for
details. Next we show how to compute R−1X (·).
Given Y ∈ St(p, n), R−1X (Y ) exists when Y is not far from X owing to the local diffeomorphism
property of retraction. Letting ηX = R
−1
X (Y ), by (2.3), we have ηX = Y S−X for S = (Ip+ηTXηX)1/2.
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Combining the fact ηX ∈ TX St(p, n) and (2.1) yields
(XTY )S + S(Y TX) = 2Ip. (3.5)
This is a Lyapunov equation which can be computed by the Bartels-Stewart algorithm using O(p3)
flops [BS72]. Once S is computed from (3.5), inserting it back into ηX = Y S −X gives R−1X (Y ).
It is worth noting that he additional computational cost incurred by the Lyapunov equation is
marginal since it is very typical that p≪ n in (sparse) PCA problems.
3.1 Convergence analysis
In this section, we show that any accumulation point of the sequence {zk} generated by Algorithm 1
is a stationary point. In other words, if z∗ is an accumulation point of {zk}, then there holds
0 ∈ PTz∗ M∂F (z∗), where ∂F (x) denotes the Clarke generalized subgradient of F at x and PTz∗ M
denotes the orthogonal projection to the tangent space of M at z. The function value decrement
needed for the proof has been established in [CMSZ18]. Here we prove the other piece of result to
complete the stationary point analysis. The result can be roughly expressed as: letting (zk, uk) be
a sequence such that uk ∈ PTzkM∂F (zk + ηzk), if
zk → z∗, F (zk)→ F (z∗), ηzk → 0, and uk → 0,
then we have 0 ∈ PTz∗ M∂F (z∗). The analysis relies on the following assumptions.
Assumption 3.1. The function F is coercive, i.e., F (x)→ +∞ as ‖x‖F →∞.
Assumption 3.2. The function f : Rn×p → R is Lipschitz continuously differentiable.
Assumption 3.3. The function g : Rn×p → R is continuous and convex.
Lemma 3.1. Suppose Assumptions 3.1, 3.2 and 3.3 hold. Then
1. the sublevel set Ωx0 = {x ∈ M | F (x) ≤ F (x0)} is bounded;
2. F is Lipschitz continuous in Ωx0 and bounded from below;
3. there exists a constant M such that maxx∈Ωx0 maxv∈∂F (x) ‖v‖F ≤M .
Proof. It follows from Assumption 3.1 that Ωx0 is bounded. The convexity of g implies that g
is locally Lipschitz continuous [BL06, Theorem 4.1.1]. Therefore, g is Lipschitz continuous in the
compact set Ωx0 . Combining this result with Assumption 3.2 yields that F is Lipschitz continuous
in Ωx0 . Since Ωx0 is compact, there exists a ball with radius R, B(0, R), such that Ωx0 ⊂ B(0, R).
We have
|F (x) − F (x0)|
Lipschitz continuity of F
≤ LF ‖x− x0‖F ≤ LR,
which yields F (x) ≥ F (x0) − LFR for all x ∈ Ωx0 . For any x /∈ Ωx0 , we have F (x) > F (x0).
Therefore, F (x) is bounded from below. By [Cla90, Proposition 2.1.2], the Lipschitz constant LF
of F in Ωx0 satisfies that maxx∈Ωx0 maxv∈∂F (x) ‖v‖F ≤ LF .
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Since the subscripts of the sequence {zk} in Algorithm 1 are multiple of N , we use {z˜i} to denote
{zk}, where z˜i = ziN . Note that the subproblem in Step 1 of Algorithm 2 is the same as that in
[CMSZ18]. Therefore, related results from [CMSZ18] can still be applied here. In particular, we
will use the following lemma.3
Lemma 3.2. The following properties hold:
1. There exist constants α¯ > 0 and β¯ > 0 such that for any 0 < α ≤ min(1, α¯), the sequence {z˜i}
satisfies:
F (Rz˜i(αηz˜i))− F (z˜i) ≤ −β¯‖ηz˜i‖2F.
2. If ηz˜i = 0, then z˜i is a stationary point of Problem (3.1).
The first item of Lemma 3.2 implies that the line search in Step 3 of Algorithm 2 will terminate
in finite iterations. Therefore, Algorithm 1 is well-defined.
Lemma 3.3. Suppose Assumptions 3.1, 3.2 and 3.3 hold. Then
1. F (z˜i+1) < F (z˜i). Therefore, {z˜i} ⊂ Ωx0.
2. The sequence {ηz˜i} satisfies limi→∞ ‖ηz˜i‖F = 0.
Proof. By Steps 6 to 10 of Algorithm 2, we have F (z˜i+1) ≤ F (Rz˜i(αηz˜i)). Combining it with (1) of
Lemma 3.2 yields F (z˜i+1) < F (z˜i). Since F is bounded from below by (2) of Lemma 3.1 and {F (z˜i)}
is decreasing, we have limi→∞ F (z˜i)−F (Rz˜i(αηz˜i)) = 0. Combining it with (1) of Lemma 3.2 yields
limk→∞ ‖ηz˜i‖F = 0.
The norms of ηz˜i go to zero by (2) of Lemma 3.3. However, this does not directly imply that 0
is in the subgradient of any accumulation point of z˜i. For the Euclidean case, such a result can be
found in [BST14]. For the Riemannian case, the following theorem shows that this is also true.
Theorem 3.1. Suppose Assumptions 3.1, 3.2 and 3.3 hold. Let z∗ be any accumulation point of
the sequence {z˜i}. We have
0 ∈ PTz∗ M∂F (z∗).
Proof. By Step 1 of Algorithm 2, we have
ηz˜i = argmin
η∈Tz˜iM
〈grad f(z˜i), η〉 + 1
2µ
‖η‖2F + g(z˜i + η).
Therefore, 0 ∈ grad f(z˜i) + 1µηz˜i + PTz˜iM∂g(z˜i + ηz˜i) which yields
− grad f(z˜i) + grad f(z˜i + ηz˜i)−
1
µ
ηz˜i ∈ PTz˜iM∂F (z˜i + ηz˜i).
Thus, there exists a sequence ξi ∈ Nz˜iM such that
− grad f(z˜i) + grad f(z˜i + ηz˜i)−
1
µ
ηz˜i + ξi ∈ ∂F (z˜i + ηz˜i),
3Note that the proof of Lemma 3.2 in [CMSZ18] essentially relies on (1) and (2) of Lemma 3.1.
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where Nz˜iM denotes the normal space of M at z˜i. Let z˜ij be the subsequence converging to z∗.
We have
− grad f(z˜ij ) + grad f(z˜ij + ηz˜ij )−
1
µ
ηz˜ij + ξij ∈ ∂F (z˜ij + ηz˜ij ).
By (3) in Lemma 3.1, we have that ‖ξij‖F < M for all j. Therefore, there exists a converging subse-
quence {ξijs} and let ξ∗ denote its limit point. It follows from (2) of Lemma 3.3 and Assumption 3.2
that
− grad f(z˜ijs ) + grad f(z˜ijs + ηz˜ijs )−
1
µ
ηz˜ijs
+ ξijs → ξ∗ and z˜ijs + ηz˜ijs → z∗,
as s→∞. Then by [BST14, Remark 1(ii)], it holds that
ξ∗ ∈ ∂F (z∗). (3.6)
Since the projection PNxM is smooth with respect to the root x, we have that
ξijs = PNz˜ijs
Mξijs → PNz∗ Mξ∗ and ξijs → ξ∗,
as s → ∞. Therefore, PNz∗ Mξ∗ = ξ∗, which implies ξ∗ is in the normal space at z∗. It follows
from (3.6) that
0 ∈ PTz∗MF (z∗),
which completes the proof.
4 Numerical Experiments
In this section we compare AManPG with ManPG and ManPG-Ada using both the artificial data
and the real DNA methylation data. ManPG-Ada is variant of ManPG which is also introduced
in [CMSZ18]. Empirically, it can achieve faster convergence than ManPG by adaptively adjusting
the weight of the quadratic term in (3.4). The data matrix A in the artificial data are generated
randomly. Specifically, its entries are drawn from the standard normal distribution. The real data is
available on the NCBI website with the reference number GSE32393 [ZJN+12]. All experiments are
performed in Matlab R2018b on a 64 bit Ubuntu platform with 3.5 Ghz CPU (Intel Core i7-7800X).
For all the tested data, we shift and normalize the matrix A such that its columns have mean
zero and standard deviation one. The parameters in ManPG and ManPG-Ada are set to their
default values. The parameters σ, ν, µ, and N in AManPG are set to be 10−4, 0.5, 1/(2‖A‖22),
and 5 respectively. All the tested algorithms terminate when ‖ηzk‖F < µnr10−8 or the number of
iterations exceeds 3000. The initial guess is constructed from the leading r right singular vectors of
the matrix A.
Tables 1 and 2 show the performance of ManPG, ManPG-Ada, and AManPG with various
values of r and µ. The numbers of iterations, runtime in seconds, final function values, the norms
of ‖ηzk‖F, sparsity levels and the adjusted variances [ZHT06] are reported. The sparsity level is the
proportion of entries that are less than 10−5 in magnitude. The variance in the table refers to the
normalized value given by the variance of solution divided by the maximum variance achieved by
the PCA.
The tables show that the proposed method AManPG shares the same fast convergence as the
Euclidean FISTA method in terms of the number of iterations. Note that the additional computa-
tions on the safeguard, retraction and inverse of retraction make the per iteration cost of AManPG
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higher than that of ManPG and ManPG-Ada. However, due to the significant reduction on the
number of iterations, AManPG is still substantially faster than them in terms of the computational
time. In addition, we also include the function values versus iterations plots in Figure 2, which
visually shows the accelerated behavior of AManPG.
Table 1: An average result of 10 random tests. n = 2000 and m = 50. The subscript k means the
scale of 10k.
r λ Algo iter time f ‖ηzk‖F sparsity variance
5
0.5
ManPG 1880 1.31 −1.742 1.20−4 0.20 0.98
ManPG-Ada 847 0.67 −1.742 3.17−4 0.20 0.98
AManPG 237 0.30 −1.742 8.19−5 0.20 0.98
1
ManPG 1397 0.98 −1.002 1.05−4 0.39 0.92
ManPG-Ada 534 0.46 −1.002 4.03−4 0.39 0.92
AManPG 201 0.29 −1.002 8.17−5 0.39 0.92
10
0.5
ManPG 2783 3.29 −3.332 4.61−4 0.22 0.98
ManPG-Ada 1439 2.06 −3.332 4.55−4 0.22 0.98
AManPG 305 0.71 −3.332 1.20−4 0.22 0.98
1
ManPG 2114 2.63 −1.882 1.66−4 0.41 0.91
ManPG-Ada 936 1.44 −1.882 5.71−4 0.41 0.91
AManPG 307 0.76 −1.882 1.08−4 0.41 0.91
Table 2: The result for the DNA methylation data. n = 24589 and m = 113. The subscript k
means the scale of 10k.
r λ Algo iter time f ‖ηzk‖F sparsity variance
5
3
ManPG 3000 23.59 −9.443 2.39−5 0.20 0.94
ManPG-Ada 2110 18.40 −9.443 1.02−5 0.20 0.94
AManPG 252 4.00 −9.443 3.20−6 0.20 0.94
6
ManPG 2123 18.03 −7.993 3.34−6 0.38 0.92
ManPG-Ada 957 8.98 −7.993 1.05−5 0.38 0.92
AManPG 222 4.00 −7.993 3.19−6 0.38 0.92
10
3
ManPG 3000 35.00 −1.064 3.19−5 0.39 0.77
ManPG-Ada 1995 28.09 −1.064 1.44−5 0.39 0.77
AManPG 257 6.18 −1.064 4.32−6 0.39 0.77
6
ManPG 2486 39.17 −8.433 4.73−6 0.63 0.71
ManPG-Ada 1120 20.91 −8.433 1.47−5 0.63 0.71
AManPG 217 7.39 −8.433 3.59−6 0.63 0.71
We also compare the solution given by AManPG to the one given by GPower [JNRS10]. Figures 3
and 4 display the results for AManPG as well GPower with l1 and l0 norms (designed for a different
sparse PCA model) on various sparsity levels. We can see that AManPG produces an orthonormal
loading matrix while does not lose much variance compared with GPower.
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Figure 2: Plots of function values versus iterations for two typical instances. Left: artificial data,
r = 10, λ = 1; Right: real data, r = 10, λ = 6.
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Figure 3: Sparse PCA by ManPG and sparse PCA by GPower. Matrix A ∈ R2000×50 is generated
randomly. The number of components r is set to be 5.
5 Conclusion
This paper proposes an accelerated Riemannian proximal gradient method for the sparse PCA
model which combines the l1-regularization and manifold constraint. Numerical experiments show
that our new algorithm is substantially faster than the existing proximal gradient type methods,
and the algorithm are able to achieve a good balance between sparsity, orthogonality and variance
explained. Stationary point convergence of the algorithm has been carefully justified.
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the DNA methylation data. The number of components r is set to be 5.
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