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Abstrat: In this paper we present a general mathematial onstrution that allows us to dene a para-
metri lass of H-sssi stohasti proesses (self-similar with stationary inrements), whih have marginal
probability density funtion that evolves in time aording to a partial integro-dierential equation of
frational type. This onstrution is based on the theory of nite measures on funtional spaes. Sine
the variane evolves in time as a power funtion, these H-sssi proesses naturally provide models for slow
and fast anomalous diusion. Suh a lass inludes, as partiular ases, frational Brownian motion, grey
Brownian motion and Brownian motion.
1 Introdution
The grey noise theory introdued by Shneider (see [14, 15℄) leads naturally to a lass of self-similar
stohasti proesses {Bβ(t), 0 < β ≤ 1}. These proesses, alled grey Brownian motion, provide stohas-
ti models for the slow-anomalous diusion
1
desribed by the time frational diusion equation; i.e. the
marginal density funtion of the grey Brownian motion is the fundamental solution of the time fra-
tional diusion equation (see [16℄ and [6, 7℄). This lass will be extended to a lass {Bα,β(t)}, with
0 < α < 2, 0 < β ≤ 1, alled generalized grey Brownian motion, whih inludes stohasti models
either for slow and fast-anomalous diusion. First, we present and motivate the mathematial onstru-
tion. Then, we show that this lass is made up of H-sssi proesses and ontain either Gaussian and
non-Gaussian proesses (like frational Brownian motion and grey Brownian motion). Finally, we show
how the time evolution of the marginal density funtion is desribed by partial integro-dierential equa-
tions of frational type.
We begin introduing some basi onepts and fats. Let X be a vetor spae over a K-eld and
let {|| · ||p, p ∈ I} be a ountable family of Hilbert-norms dened on it. The spae X along with the
Hilbert-norms {|| · ||p, p ∈ I} is said a topologial vetor spae if it arries as natural topology the initial
topology
2
of the norms and the vetor spae operations. We indiate with Xp the ompletion of X with
respet to the norm || · ||p. Let 〈·, ·〉 denote the natural bilinear pairing between X and its dual spae X ′.
We equip X ′ with the so alled weak topology, whih is the oarsest topology suh that the funtional
〈·, x〉 is ontinuous for any x ∈ X .
Denition 1.1 (Nulear spae). A topologial vetor spae X, with the topology dened by a family of
Hilbert-norms, is said a nulear spae if for any Hilbert-norm || · ||p there exists a larger norm || · ||q suh
that the inlusion map Xq →֒ Xp is an Hilbert-Shmidt operator3.
1
Anomalous diusion is haraterized by the (asymptoti) time power-law behavior of the variane: σ2(t) ∼ tγ . Namely,
the diusion is slow if the exponent γ is lesser than one, normal if it is equal to one and fast if it is greater than one.
2
The oarsest topology dened on X whih makes these funtions ontinuous.
3
An Hilbert-Shmidt operator is a bounded operator A, dened on an Hilbert spae H, suh that there exists an
orthonormal basis {ei}i∈I of H with the property
X
i∈I
||Aei||
2 <∞.
1
Nulear spaes have many of the good properties of the nite dimensional Eulidean spaes Rd. For
example, a subset of a nulear spae is ompat if and only if is bounded and losed. Moreover, spaes
whose elements are smooth is some sense tend to be nulear spaes. In the following example we see
how nulear spaes ould be onstruted naturally starting from an Hilbert spae and an operator (see
Kuo [4℄).
Example 1.1. Let H be an Hilbert spae and A an operator dened on it. Suppose that there exists an
orthonormal bases {hn, n = 1, 2, . . .} satisfying the following properties:
1. They are eigenvetors of A; i.e. for any n > 0: Ahn = λnhn, λn ∈ R.
2. {λn}n>0 is a non-dereasing sequene suh that: 1 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn
3. There exists a positive integer a suh that:
∞∑
n=1
λ−an <∞.
For any non-negative rational number p ∈ Q+, we dene a sequene of norms {|| · ||p, p ∈ Q+} suh that:
||ξ||p = ||Apξ||, ξ ∈ H . That is:
||ξ||p =
(
∞∑
n=1
λ2pn (ξ, hn)
2
)1/2
, (1)
where (·, ·) indiates the H inner produt.
Remark 1.1. For any p ∈ Q+, the norm || · ||p is an Hilbert-norm. Indeed, it omes from the salar
produt:
(ξ, η)p =
∞∑
n=1
λ2pn (ξ, hn)(η, hn). (2)
For any p ∈ Q+ we dene: Xp = {ξ ∈ H ; ||ξ||p < ∞}. In view of the above remark, Xp is an Hilbert
spae. Moreover, it is easy to see that for any p ≥ q ≥ 0:
Xp ⊂ Xq. (3)
We have the following proposition:
Proposition 1.1. For any p ∈ Q+, the inlusion map Xp+a/2 →֒ Xp is an Hilbert-Shmidt operator.
Proof: we set hpn =
1
λpn
hn. The olletion {hpn, n = 1, 2, . . .} is an orthonormal bases of Xp. In fat, for
any positive integers n and m:
(hpn, h
p
m)p =
∞∑
k=1
λpk(h
p
n, hk)(h
p
m, hk) =
∞∑
k=1
λ2pk
λpnλ
p
m
δnkδmk = δnm.
For eah ξ ∈ Xp+a/2, we indiate with i(ξ) = ξ ∈ Xp the inlusion map. Therefore, for any n > 0:
i(hp+a/2n ) = h
p+a/2
n =
1
λ
p+a/2
n
λpnh
p
n = λ
−a/2hpn,
and thus by hypothesis
∞∑
n=1
||i(hp+a/2n )||2p =
∞∑
n=1
λ−an <∞, 
Consider the vetor spae X =
⋂
p∈Q+
Xp. In view of the above proposition X along with the family of
Hilbert-norms {|| · ||p , p ∈ Q+} is a nulear spae.
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Let X be a vetor spae. A ontinuous map Φ : X → C is alled a harateristi funtional on X if
it's normalized:
Φ(0) = 1,
and positive dened:
m∑
i,j=1
ciΦ(ξi − ξj)cj ≥ 0, m ∈ Z, {ci}i=1,...,m ∈ C, {ξi}i=1,...,m ∈ X.
Let X = Rn. The Bohner theorem [13℄ states that for any harateristi funtional Φ dened on Rn,
there exists a unique probability measure µ dened on Rn, suh that∫
Rn
ei(x, ξ)dµ(x) = Φ(ξ), ξ ∈ Rn.
Let now X be a topologial vetor spae. In the haraterization of typial ongurations of measures
on innite dimensional spaes the so alled Minlos theorem plays a very important role. This theorem is
an innite dimensional generalization of the Bohner theorem:
Theorem 1.1 (Minlos theorem). Let X be a nulear spae. For any harateristi funtional Φ dened
on X there exists a unique probability measure µ dened on the measurable spae (X ′,B), where B is
regarded as the Borel σ-algebra generated by the weak topology on X ′, suh that:∫
X′
ei〈ω,ξ〉dµ(ω) = Φ(ξ), ξ ∈ X. (4)
Charateristi funtional on Hilbert spaes an be dened starting from ompletely monotoni fun-
tions
4
. In fat we have the following proposition:
Proposition 1.2. Let F be a ompletely monotoni funtion dened on the positive real line. Therefore,
there exists a unique harateristi funtional Φ, dened on a real separable Hilbert spae H, suh that:
Φ(ξ) = F (||ξ||2), ξ ∈ H.
This is obvious beause ompletely monotoni funtions are assoiated to non-negative measure dened
on the positive real line (see Feller [1℄). The onverse is also true (see Shneider [14, 15℄).
2 White noise
Consider the Shwartz spae S(R). Equip S(R) with the usual salar produt:
(ξ, η) =
∫
R
dtξ(t)η(t), ξ, η ∈ S(R). (5)
We indiate the ompletion of S(R) with respet to eq. (5) with S0(R) = L2(R). We onsider the
orthonormal system {hn}n≥0 of the Hermite funtions:
hn(x) =
1√
(2nn!
√
π)
Hn(x)e
−x2/2, (6)
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A funtion F (t) is ompletely monotone if it is non-negative and possesses derivatives of any order suh that:
(−1)k d
k
dtk
F (t) ≥ 0, t > 0, k ∈ Z+ = {0, 1, 2, . . .}.
3
where Hn(x) = (−1)nex2(d/dx)ne−x2 are the Hermite polynomials of degree n. Let A be the harmoni
osillator operator:
A = − d
2
dx2
+ x2 + 1; (7)
A is densely dened on S0(R) and the Hermite funtions are eigenfuntions of A:
Ahn = λnhn = (2n+ 2)hn, n = 0, 1, . . . .
We observe that 1 ≤ λ0 ≤ λ1 ≤ . . . ≤ λn and
∑
n λ
−2
n < ∞. We are in the ondition of Example 1.1.
Therefore, for any non-negative integer p, we an dene:
||ξ||p = ||Apξ|| =
(
∞∑
n=0
(2n+ 2)2p(ξ, hn)
2
)1/2
,
where ||·|| indiates the L2 norm. The Shwartz spae S(R) ould be then reonstruted as the projetive
limit of the Hilbert spaes Sp(R) = {ξ ∈ L2(R); ||ξ||p <∞}. That is:
S(R) =
⋂
p≥0
Sp(R). (8)
Therefore, the topologial Shwartz spae, with the topology dened by the || · ||p norms, is a nulear
spae. Sine S(R) is a nulear spae, we an apply the Minlos theorem in order to dene probability
measures on its dual spae S ′(R). Consider the positive funtion F (t) = e−t, t ≥ 0. It is obvious that
F is a ompletely monotone funtion. Therefore, the funtional Φ(ξ) = F (||ξ||2), ξ ∈ L2(R), denes
a harateristi funtional on S(R). By Minlos theorem, there exists a unique probability measure µ,
dened on (S ′(R),B), suh that:∫
S′(R)
ei〈ω,ξ〉dµ(ω) = e−||ξ||
2
, ξ ∈ S(R). (9)
The probability spae (S ′(R),B, µ) is alled white noise spae and the measure µ is alled white noise
measure, or standard Gaussian measure, on S ′(R).
Consider the generalized stohasti proess X , dened on the white noise spae, suh that for eah
test funtion ϕ ∈ S(R):
X(ϕ)(·) = 〈·, ϕ〉. (10)
Clearly, for any ϕ ∈ S(R), X(ϕ) is a Gaussian random variable with zero mean and variane E(X(ϕ)2) =
2||ϕ||2. Moreover, for any ϕ, φ ∈ S(R):
E(X(ϕ)X(φ)) = 2(ϕ, φ), (11)
where E(w) indiates the expetation value of the random variable w. We refer to the generalized proess
X as the anonial noise of (S ′(R),B, µ).
Remark 2.1. In view of the above properties the proess X is a white noise [4℄, and this also motivate
the name white noise spae for the probability spae (S ′(R),B, µ).
We have the following:
Proposition 2.1. For any h ∈ L2(R), X(h) is dened almost everywhere on S ′(R). Moreover, it is
Gaussian with zero mean and variane 2||h||2.
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Proof: we indiate with (L2) = L2(S ′(R), µ). Clearly, for any ξ ∈ S(R), we have that X(ξ) ∈ (L2) and:
||X(ξ)||2(L2) = E(X(ξ)2) = 2||ξ||2L2 . (12)
For eah h ∈ L2(R), there exists a sequene {ξn}n∈N of S(R)-elements whih onverges to h in the L2(R)-
norm. Therefore, from eq. (12), the sequene {X(ξn)}n∈N is Cauhy in (L2) and onverges to a limit
funtion X(h), dened on S ′(R). 
The latter proposition states that for every sequene {ft}t∈R of L2(R)-funtions, depending ontinu-
ously on a real parameter t ∈ R, there exists a Gaussian stohasti proess
{Y (t)}t∈R = {X(ft)}t∈R, (13)
dened on the probability spae (S ′(R),B, µ), whih has zero mean, variane E(Yt)2 = 2||ft||2 and
ovariane E(Y (t1)Y (t2)) = 2(ft1 , ft2).
Remark 2.2. Observe that ifW (x), x ∈ R, is aWiener proess dened on the probability spae (Ω,F , P ),
then the funtional
X(ϕ) =
∫
ϕ(x)dW (x), ϕ ∈ L2(R), (14)
is a white noise on the spae (Ω,F , P ). Therefore, if we indiate with 1[0,t)(x), t ≥ 0, the indiator
funtion of the interval [0, t), the proess
X(1[0,t)) =
∫ t
0
dW (x) = W (t), t ≥ 0, (15)
is a one-sided Brownian motion.
Example 2.1 (Brownian motion). Let X be a white noise dened anonially on the white noise spae
(S ′(R),B, µ). Looking at eq. (15), its natural to think that the stohasti proess
{B(t)}t≥0 = {X(1[ 0, t))}t≥0, (16)
denes a standard Brownian motion
5
. Indeed, the proess {X(1[ 0, t))}t≥0, is Gaussian with ovariane:
E
[
X(1[ 0, t))X(1[ 0, s))
]
= 2(1[ 0, t), 1[ 0, s)) = 2min(t, s), t, s ≥ 0.
Example 2.2 (Frational Brownian motion). The stohasti proess:
{Bα/2(t)}t≥0 = {X(fα, t)}t≥0, 0 < α < 2, (17)
where
fα,t(x) =
1
C1(α)
(
(t− x)
α−1
2
+ − (−x)
α−1
2
+
)
, x+ = max(x, 0), (18)
and
C1(α) =
Γ(α+12 )(
Γ(α+ 1) sin piα2
)1/2 , (19)
is a standard frational Brownian motion of order H = α/2 (see Taqqu [18℄).
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With the word standard Brownian motion we mean that E(B(1)2) = 2.
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3 Grey noises
We have seen that white noise is a generalized stohasti proess X dened anonially on the white noise
spae (S ′(R),B, µ), with spae of test funtions L2(R). We have remarked that the white noise ould also
be dened starting from stohasti integrals with respet to the Brownian motion. In this ase the spae
of test funtion turns out to be the spae of integrands of the stohasti integral. Then, the Brownian
motion B(t) ould be obtained from the white noise by setting B(t) = X(1[0,t)). We want to generalize
the previous onstrution in order to dene a general lass of H-sssi proesses whih inludes, Brownian
motion, frational Brownian motion and more general proesses.
Consider a one-sided frational Brownian motion {Bα/2(t)}t≥0 with self-similarity parameterH = α/2
and 0 < α < 2, dened on a ertain probability spae (Ω,F , P ). The frational Brownian motion has a
spetral representation [18℄:
Bα/2(t) =
√
C(α)
∫
R
1√
2π
eitx − 1
ix
|x| 1−α2 dB˜(x), t ≥ 0, (20)
where dB˜(x) is a omplex Gaussian measure suh that dB˜(x) = dB1(x)+idB2(x) with dB1(x) = dB1(−x),
dB2(x) = −dB2(−x) and where B1 and B2 are independent Brownian motion. Moreover,
C(α) = Γ(α+ 1) sin
πα
2
. (21)
We observe that
1√
2π
eitx − 1
ix
= 1˜[0,t)(x), (22)
where we have indiated with f˜(x) the Fourier transform of the funtion f evaluated on x ∈ R:
f˜(x) = F (f) (x) =
1√
2π
∫
R
eixyf(y)dy. (23)
In view of eq. (22) we have:
Bα/2(t) =
√
C(α)
∫
R
1˜[0,t)(x)|x|
1−α
2 dB˜(x). (24)
Therefore, if one denes a generalized stohasti proess X suh that for a suitable hoie of a test
funtion ϕ
Xα(ϕ) =
√
C(α)
∫
R
ϕ˜(x)|x| 1−α2 dB˜(x), (25)
one an write:
Bα/2(t) = Xα(1[0,t)), t ≥ 0. (26)
Remark 3.1. The spae of test funtion an be the spae
Λ˜α = {f ∈ L2(R); ||f ||2α = C(α)
∫
R
|f˜(x)|2|x|1−αdx <∞}, (27)
whih oinides with a spae of deterministi integrands for frational Brownian motion (see Pipiras and
Taqqu [10,11℄).
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Consider now the Shwartz spae S(R) equipped with the salar produt:
(ξ, η)α = C(α)
∫
R
ξ˜(x)η˜(x)|x|1−αdx, ξ, η ∈ S(R), 0 < α < 2, (28)
where C(α) is given by eq. (21). This salar produt generate the α-norm in eq. (27). We indiate with
S(α)0 (R) the ompletion of S(R) with respet to eq. (28).
Remark 3.2. If we set α = 1 in eq. (28), we have C(1) = 1 and:
(ξ, η)1 =
∫
R
ξ˜(x)η˜(x)dx =
∫
R
ξ(y)η(y)dy, (29)
so that, we reover the L
2(R)-inner produt. Moreover, S(1)0 (R) = S0(R) = L2(R).
Starting from the Hilbert spae (S(α)0 (R), || · ||α), it is possible to reprodue the onstrution of Example
1.1. Then, the spae S(R) turns out to be a nulear spae with respet to the topology generated by
the α-norm || · ||α and an operator A(α). Here we just say that the main ingredient are the Generalized
Laguerre polynomials:
Lγn(x) =
x−γex
Γ(n+ 1)
dn
dxn
(
e−xxn+γ
)
, γ > −1, x ≥ 0, (30)
where n is a non-negative integer. They are orthogonal with respet to the weighting funtion xγe−x,∫ ∞
0
xγe−xLγn(x)L
γ
m(x)dx =
Γ(n+ γ + 1)
Γ(n+ 1)
δnm, (31)
and satisfy the Laguerre equation:(
x
d2
dx2
+ (γ + 1− x) d
dx
)
Lγn(x) = −nLγn(x). (32)
Using eq. (31), it is easy to show that the sequene of funtions {hαn}n∈Z+ dened by: h˜
α
2n(x) = an,αe
−x2/2L
−α/2
n (x2), n ∈ Z+;
h˜α2n+1(x) = bn,αe
−x2/2xL
1−α/2
n (x2), n ∈ Z+,
(33)
is an orthonormal bases of S(α)0 (R) with the hoie:
aα,n =
(
Γ(n+ 1)
C(α)Γ(n + 1− α/2)
)1/2
, bα,n =
(
Γ(n+ 1)
C(α)Γ(n + 2− α/2)
)1/2
. (34)
Then, using eq. (32), one an show that the orthonormal bases {hαn}n∈Z+ is a set of eigenfuntion of an
operator A(α), dened on S(α)0 (R), with eigenvalues λ(α)n = 2n+ 2− α+ 1.
Remark 3.3. We reall the well known relationships between Laguerre and Hermite polynomials: H2n(x) = (−1)
n22nn!L
−1/2
n (x2)
H2n+1(x) = (−1)n22n+1n!xL1/2n (x2).
(35)
In view of the above relations, when α = 1 the orthonormal bases {hαn}n∈Z+ redues to the Hermite bases
of L
2(R) eq. (6), whih is preserved under Fourier transformation.
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By Proposition 1.2, starting from a ompletely monotoni funtion F , we an dene harateristi fun-
tionals on S(R) by setting Φ(ξ) = F (||ξ||2α). Then, we ould use Minlos theorem in order to dene
probability measures on S ′(R). We onsider the real valued Mittag-Leer funtion of order β > 0:
Eβ(x) =
∞∑
n=0
xn
Γ(βn+ 1)
, x ∈ R. (36)
It is known that the funtion Fβ(t) = Eβ(−t), t ≥ 0, is a ompletely monotoni funtion if 0 < β ≤ 1 [8℄.
For example if β = 1 we reover F1(t) = e
−t
. Therefore, the funtional Φα,β(ξ) = Fβ(||ξ||2α), ξ ∈ S(α)0 (R),
denes a harateristi funtional on S(R). By Minlos theorem, there exists a unique probability measure
µα,β , dened on (S ′(R),B), suh that:∫
S′(R)
ei〈ω,ξ〉dµα,β(ω) = Fβ(||ξ||2α), ξ ∈ S(R). (37)
When α = β and 0 < β ≤ 1, the probability spae (S ′(R),B, µβ,β) is alled grey noise spae and the
measure µβ,β is alled grey noise measure (see Shneider [14, 15℄). In this paper, we fous on the more
general ase 0 < α < 2 and we all the spae (S ′(R),B, µα,β) generalized grey noise spae and µα,β
generalized grey noise measure.
Denition 3.1. The generalized stohasti proess Xα,β, dened anonially on the generalized grey
noise spae (S ′(R),B, µα,β), is alled generalized grey noise. Therefore, for eah test funtion ϕ ∈ S(R):
Xα,β(ϕ)(·) = 〈·, ϕ〉. (38)
Remark 3.4. By the denition of generalized grey noise measure eq. (37), for any ϕ ∈ S(R), we have:
E(eiyXα,β(ϕ)) = Eβ(−y2||ϕ||2α), y ∈ R. (39)
Using eq. (39) and eq. (36) it easy to show that the generalized grey noise has moments of any order:
E(Xα,β(ξ)
2n+1) = 0,
E(Xα,β(ξ)
2n) =
2n!
Γ(βn+ 1)
||ξ||2nα ,
(40)
for any integer n ≥ 0 and ξ ∈ S(R). It is possible to extend the spae of test funtions to the whole
S(α)0 (R). In fat, for any ξ ∈ S(R) we have Xα,β(ξ) ∈ (L2) = L2(S ′(R), µα,β). Thus, for any h ∈ S(α)0 (R),
the funtion Xα,β(h) is dened as a limit of a sequene Xα,β(ξn), where {ξn} belong to S(R). Therefore
we have the following:
Proposition 3.1. For any h ∈ S(α)0 (R), Xα,β(h) is dened almost everywhere on S ′(R) and belongs to
(L2).
Summarizing: the generalized grey noise is dened anonially on the grey noise spae (S ′(R),B, µα,β)
with the following properties:
1. for any h ∈ S(α)0 (R), Xα,β(h) is well dened and belong to (L2).
2. E(eiyXα,β(h)) = Eβ(−y2||h||2α) for any y ∈ R.
3. E(Xα,β(h)) = 0 and E(Xα,β(h)
2) =
2
Γ(β + 1)
||h||2α.
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4. For any h and g whih belong to S(α)0 (R), one has:
E (Xα,β(h)Xα,β(g)) =
1
Γ(β + 1)
[
(h, g)α + (h, g)α
]
. (41)
If we put β = 1, the measure µα,1 := µα is a Gaussian measure and Xα,1 := Xα is a Gaussian noise.
In fat, for any h ∈ S(α)0 (R), the random variable Xα(h) is Gaussian with zero mean and variane
E(Xα(h)
2) = 2||h||2α (see eq. 39). When α = 1, Xα redues to a standard white noise (see Remark 3.2
and Remark 3.3). Moreover, for any sequene {ft}t∈R of S(α)0 (R)-funtions, depending ontinuously on
a real parameter t ∈ R, the stohasti proess Y (t) = Xα(ft) is Gaussian with auto-ovariane given by
eq. (41)
E(Y (t)Y (s)) = E(Xα)(ft)Xα(fs) = (ft, fs)α + (ft, fs)α. (42)
Example 3.1 (Frational Brownian motion). For any t ≥ 0 the funtion 1[0,t) belongs to S(α)0 (R). In
fat, it is easy to show that ||1[0,t)||2α <∞ when 0 < α < 2 and
||1[0,t)||2α =
C(α)
2π
∫
R
dx
2
|x|1+α (1 − cos tx) = t
α. (43)
Therefore, we an dene the proess:
Bα/2(t) = Xα(1[0,t)), t ≥ 0. (44)
The proess Bα/2(t) is a standard frational Brownian motion with parameter H = α/2. Indeed, it is
Gaussian with variane E(Bα/2(t)
2) = 2||1[0,t)||2α = 2tα and auto-ovariane:
E(Bα/2(t)Bα/2(s)) = (1[0,t), 1[0,s))α + (1[0,t), 1[0,s))α
=
C(α)
2π
∫
R
dx
2
|x|α+1 (1− cos tx+ 1− cos sx− 1 + cos(t− s)x)
= tα + sα − |t− s|α = γα(t, s), t, s ≥ 0,
whih is the frational Brownian motion auto-ovariane.
In view of the above example, Xα ould be regarded as a frational Gaussian noise dened on the spae
(S ′(R),B, µα).
Example 3.2 (Deonvolution of Brownian motion). The stohasti proess
{B(t)}t≥0 = {Xα(gα,t)}t≥0, (45)
where, for eah t ≥ 0, the funtion gα,t is dened by:
g˜α,t(x) =
1√
C(α)
1˜[0,t)(x)(ix)
α−1
2 , (46)
is a standard Brownian motion. Indeed, it is Gaussian, with zero mean, variane
E(B(t)2) = 2
∫
R
|x|1−α|1˜[ 0,t)(x)|2|x|α−1dx = 2
∫
R
|1˜[ 0,t)(x)|2dx = 2t, (47)
and autoovariane:
E(B(t)B(s)) =
∫
R
(
1˜[0,t)(x)1˜[0,s)(x) + 1˜[0,s)(x)1˜[0,t)(x)
)
dx = 2min(t, s). (48)
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Remark 3.5. The representation of Brownian motion in terms of the frational Gaussian noise eq. (45)
orresponds to a partiular ase of the so alled deonvolution formula, whih expresses the Brownian
motion as a stohasti integral with respet to a frational Brownian motion of order H = α/2 (see [12℄).
More generally, we an represent a frational Brownian motion Bγ/2(t) of order H = γ/2, 0 < γ < 2 in
terms of a frational Gaussian noise of order α, whih orresponds to a representation of Bγ/2 in terms
of a stohasti integral of a frational Brownian motion Bα/2 of order H = α/2, 0 < α < 2 (see example
below).
Example 3.3 (Deonvolution of frational Brownian motion). The stohasti proess,
{Bγ/2(t)}t≥0 = {Xα(gα,γ,t)}t≥0, (49)
where:
g˜α,γ,t(x) =
√
C(γ)
C(α)
1˜[0,t)(x)(ix)
α−γ
2 , 0 < γ < 2, (50)
is a standard frational Brownian motion of order H = γ/2.
We onsider now the general ase 0 < α < 2, 0 < β ≤ 1.
Denition 3.2. The stohasti proess
{Bα,β(t)}t≥0 = {Xα,β(1[0,t))}t≥0, (51)
is alled generalized (standard) grey Brownian motion.
The generalized grey Brownian motion Bα,β has the following properties whih ome diretly from the
grey noise properties and eq. (43):
1. Bα,β(0) = 0 almost surely. Moreover, for eah t ≥ 0, E(Bα,β(t)) = 0 and
E(Bα,β(t)
2) =
2
Γ(β + 1)
tα. (52)
2. The auto-ovariane funtion is:
E(Bα,β(t)Bα,β(s)) = γα,β(t, s) =
1
Γ(β + 1)
(tα + sα − |t− s|α) . (53)
3. For any t, s ≥ 0, the harateristi funtion of the inrements is:
E
(
eiy(Bα,β(t)−Bα,β(s))
)
= Eβ(−y2|t− s|α), y ∈ R. (54)
The third property follows from the linearity of the grey noise denition. In fat, suppose 0 ≤ s < t, we
have y(Bα,β(t) − Bα,β(s)) = yXα,β(1[0,t) − 1[0,s)) = Xα,β(y1[s,t)), and ||y1[s,t)||2α = y2(t− s)α. All these
properties are enlosed in the following:
Proposition 3.2. For any 0 < α < 2 and 0 < β ≤ 1, the proess Bα,β(t), t ≥ 0, is a self-similar with
stationary inrements proess (H-sssi), with H = α/2.
Proof: This result is atually a onsequene of the linearity of the noise denition. Given a sequene of
real numbers {θj}j=1,...,n, we have to show that for any 0 < t1 < t2 < . . . < tn and a > 0:
E
exp(i∑
j
θjBα,β(atj))
 = E
exp(i∑
j
θja
α
2 Bα,β(tj))
 .
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Figure 1: Parametri lass of generalized grey Brownian motion. The upper diagonal line indiates the
onjugated proess of grey Brownian motion.
The linearity of the grey noise denition allows to write the above equality as:
E
exp
iXα,β(∑
j
θj1[0,atj)
) = E
exp
iXα,β(aα2 ∑
j
θj1[0,tj)
) .
Using eq. (39) we have
Fβ
||∑
j
θj1[0,atj)||2α
 = Fβ
||aα2 ∑
j
θj1[0,tj)||2α

whih, beause the omplete monotoniity, redues to
||
∑
j
θj1[0,atj)||2α = aα||
∑
j
θj1[0,tj)||2α.
In view of the denition eq. (28) and eq. (22), the above equality is heked after a simple hange of
variable in the integration. In the same way we an prove the stationarity of the inrements. We have to
show that for any h ∈ R:
E
exp
i∑
j
θj(Bα,β(tj + h)−Bα,β(h))
 = E
exp
i∑
j
θj(Bα,β(tj)
 .
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We use the linearity property to write:
E
exp
iXα,β(∑
j
θj1[h,tj+h)
) = E
exp
iXα,β(∑
j
θj1[0,tj)
) .
By using the denition and the omplete monotoniity, we have:
||
∑
j
θj1[h,tj+h)||2α = ||
∑
j
θj1[0,tj)||2α
whih is true beause:
1˜[h,tj+h)(x) =
1√
2π
eixh
ix
(
eixtj − 1) . 
In view of Proposition 3.2, {Bα,β(t)} forms a lass of H-sssi stohasti proesses indexed by two
parameters 0 < α < 2 and 0 < β ≤ 1. This lass inludes frational Brownian motion (β = 1), grey
Brownian motion (α = β) and Brownian motion (α = β = 1). In Figure 1 we present a diagram whih
allows us to identify the elements of the lass. The long-range dependene
6
domain orresponds to the
region 1 < α < 2. The horizontal line represents the proesses with purely random inrements, that is,
proesses whih possess unorrelated inrements. The frational Brownian motion is identied by the
vertial line (β = 1). The lower diagonal line represents the grey Brownian motion.
4 Master equation and onluding remarks
The following proposition haraterizes the marginal density funtion of the proess {Bα,β(t), t ≥ 0}:
Proposition 4.1. The marginal probability density funtion fα,β(x, t) of the proess {Bα,β(t), t ≥ 0} is
the fundamental solution of the strethed time-frational diusion equation:
u(x, t) = u0(x) +
1
Γ(β)
∫ t
0
α
β
sα/β−1
(
t
α
β − sαβ
)β−1 ∂2
∂x2
u(x, s)ds, t ≥ 0. (55)
Proof: eq. (54) (with s = 0) states that f˜α,β(y, t) = Eβ(−y2tα). Using eq. (36), we an show that the
Mittag-Leer funtion satises
Eβ(−y2(t
α
β )β) = 1− y
2
Γ(β)
∫ tαβ
0
ds′(t
α
β − s′)β−1Eβ(−y2s′β)
= 1− y
2
Γ(β)
∫ t
0
α
β
sα/β−1(t
α
β − sαβ )β−1Eβ(−y2sα)ds,
where we have used the hange of variables s′ = sα/β . Thus, fα,β(x, t) solves eq. (55) with initial ondi-
tion u0(x) = fα,β(x, 0) = δ(x). 
We refer to eq. (55) as the master equation of the marginal density funtion of the generalized
grey Brownian motion. Therefore, the diagram in Figure 1 an be also read in terms of partial integro-
dierential equation of frational type. When α = β and 0 < β ≤ 1, we reover the time-frational
diusion equation of order β (lower diagonal line). When β = 1 and 0 < α < 2, we have the equation
6
An H-sssi proess is said to possess long-range dependene if the disrete proess of the inrements exhibits long-range
dependene. That is, if the inrements autoorrelation funtion tends to zero like a power funtion and suh that it doesn't
result integrable [18℄.
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of the frational Brownian motion marginal density, that is the equation of a strethed Gaussian density
(vertial line). Finally, when α = β = 1 we nd the standard diusion equation.
From Proposition 4.1 it follows that the parametri lass {Bα,β(t)} provides stohasti models for
anomalous diusions desribed by eq. (55). Looking at eq. (52) and eq. (53), whih desribe the variane
and the ovariane funtion respetively, it follows that:
When 0 < α < 1, the diusion is slow. The inrements of the proess Bα,β(t) turn out to be negatively
orrelated. This implies that the trajetories are very zigzaging (antipersistent). The inrements form
a stationary proess whih does not exhibit long-range dependene.
When α = 1, the diusion is normal. The inrements of the proess are unorrelated. The trajetories
are said to be haoti.
When 1 < α < 2, the diusion is fast. The inrements of the proess Bα,β(t) are positively orrelated.
So that, the trajetories are more regular (persistent). In this ase the inrements exhibits long-range
dependene [18℄.
The stohasti proesses onsidered so far, governed by the master equation (55), are of ourse Non-
Markovian. We observe that non-Markovian equations like eq. (55) are often assoiated to subordinated
stohasti proesses D(t) = B(l(t)), where the parent Markov proess B(t) is a standard Brownian
motion and the random time proess l(t) is a self-similar of order H = β non-negative non-dereasing
non-Markovian proess. For example, in Kolsrud [5℄ the random time l(t) is taken to be related to the
loal time of a d = 2(1 − β)-dimesional frational Bessel proess, while in Meershaert et al. [9℄ (see
also Goreno et al. [2℄ and Stanislavsky [17℄), in the ontext of Continuous Time Random Walk, it
is interpreted as the inverse proess of the totally skewed stritly β-stable proess. Heuristially, our
stohasti proess {Bα,β(t), t ≥ 0} annot be a subordinated proess (for example if β = 1 it redues to
a frational Brownian motion). Therefore, here we provided an example of a lass of stohasti models
assoiated to time-frational diusion equations like eq. (55), whih are not subordinated proesses.
It is important to remark that, starting from a master equation whih desribes the dynami evolution
of a probability density funtion f(x, t), it is always possible to dene an equivalene lass of stohasti
proesses with the same marginal density funtion f(x, t). All these proesses provide suitable stohasti
models for the starting equation. In this paper we foused on a sublass {Bα,β(t), t ≥ 0} assoiated to
the non-Markovian equation eq. (55). This sublass is made up of proesses with stationary inrements.
In this ase, the memory eets are enlosed in the typial dependene struture of a H-sssi proess
eq. (53); while, for instane in the ase of a subordinated proess, these are due to the non-Markovian
property of the random time proess.
It is also interesting to observe that the generalized grey Brownian motion turns out to be a diret
generalization of a Gaussian proess. Indeed, it inludes the frational Brownian motion as partiular
ase when β = 1. Moreover, for any sequene of real numbers {θi}i=1,...,n, if one onsiders the olletion
{Bα,β(t1), . . . , Bα,β(tn)} with 0 < t1 < t2 < · · · < tn, it is easy to show that:
E
exp(i n∑
j=1
θjBα,β(tj)
) = E
exp
iXα,β( n∑
j=1
θj1[0,tj)
)
= Eβ
−∣∣∣∣∣∣∑
j
θj1[0,tj)
∣∣∣∣∣∣2
α
 = Eβ
−Γ(β + 1)1
2
∑
i,j
θiθjγα,β(ti, tj)
 , (56)
where γα,β is the the autoovariane matrix eq. (53). It is lear that, xed β, the generalized grey
Brownian motion is dened only by its ovariane struture. In other words, Bα,β(t) provides an example
of a stohasti proess haraterized only by the rst and seond moments, whih is a property of Gaussian
proesses.
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