Abstract. We consider an extension of first-order logic by modular quantifiers of a fixed modulus q. Drawing on collapse results from finite model theory and techniques of finite semigroup theory, we show that if the only available numerical predicate is addition, then sentences in this logic cannot define the set of bit strings in which the number of 1's is divisible by a prime p that does not divide q. More generally, we completely characterize the regular languages definable in this logic. The corresponding statement, with addition replaced by arbitrary numerical predicates, is equivalent to the conjectured separation of the circuit complexity class ACC from N C 1 . Thus our theorem can be viewed as proving a highly uniform version of the conjecture.
Background
The circuit complexity class ACC(q) is the family of languages recognized by constant-depth polynomial-size families of circuits containing unbounded fan-in AN D, OR, and M OD q gates for some fixed modulus q > 0. It is known that if q is a prime power, and p is a prime that does not divide q, then ACC(q) does not contain the language L p consisting of all bit strings in which the number of 1's is divisible by p (Razborov [15] , Smolensky [17] ). But for moduli q that have distinct prime divisors, little is known, and the task of separating ACC, the union of the ACC(q), from N C 1 is an outstanding unsolved problem in circuit complexity.
ACC(q) has a model-theoretic characterization as the family of languages definable in an extension of first-order logic which contains predicate symbols for arbitrary relations on the natural numbers, and in which special "modular quantifiers" of modulus q occur along with ordinary quantifiers. (Barrington, et. al. [2] , Straubing [18] .) Since there are languages that are complete for N C 1 under constant-depth reductions, in order to separate N C 1 from ACC, it is sufficient to show that for each q > 1 there is a language in N C 1 that does not belong to ACC(q). This suggests that one might be able to attack the problem by model-theoretic means. However, the problem has resisted solution by this or any other method, and little progress has been made since the appearance of Smolensky's work.
Recently, K.J. Lange [9] raised the possibility of proving the separation for logics with a restricted class of numerical predicates. It is already known (Straubing, Thérien and Thomas [19] ) that if the only available numerical predicate is <, then all the languages definable with ordinary and modular quantifiers of modulus q are regular, and all the groups in the syntactic monoids of these languages are solvable, of cardinality dividing a power of q. This implies, for example, that if q is odd, then one cannot define the set of bit strings with an even number of 1's in this logic. The natural next step is to allow the ternary relation x + y = z on the natural numbers. One can prove the analogue of the separation between AC 0 and N C 1 in this setting by purely model-theoretic means, without recourse to results from circuit complexity. (Originally proved by Lynch [12] . The question is discussed at length in Barrington, et. al. [4] .) In the present paper we extend this to formulas with ordinary and modular quantifiers over the numerical predicate x + y = z. This can be viewed as proving the separation between ACC and N C 1 in a highly uniform setting.
We note that natural uniform versions of AC 0 and ACC result when one allows both addition and multiplication as numerical predicates. (Barrington, Immerman and Straubing [3] .) These formulas behave very differently, and are much harder to analyze by model-theoretic means. So separating ACC from N C 1 even in this natural uniform setting still appears to be a very difficult problem.
We obtain our result by first showing, in Section 3, that it is sufficient to consider sentences that only quantify over positions in a bit string that contain a 1. The underlying quantifier-elimination procedure, while rather complicated in the case of modular quantifiers, is based on an idea that goes back to Presburger [14] . In Section 4, we use another model-theoretic collapse, this one based on Ramsey's Theorem, to show that it is sufficient to consider sentences in which the only numerical predicate is <, which can be analyzed by known semigrouptheoretic methods. Semigroup theory has been used in the past to obtain rather weak lower bounds for computations by circuits and branching programs (e.g., Barrington and Straubing [5] ). By coupling the algebra in this way with ideas from model theory, we are able to extend its reach. Nurmonen [13] establishes different nonexpressibility results for sentences with modular quantifiers, using a version of Ehrenfeucht-Fraïssé games. Schweikardt [16] proves nonexpressibility results for logics with different generalized quantifiers over the base (N, +). Extension of the Ramsey property to generalized quantifiers is discussed in Benedikt and Libkin [8] .
Of course, we are most interested in proving the separation over arbitrary numerical predicates, or, at the very least, over a class of numerical predicates that includes both addition and multiplication. In the final section we discuss both the prospects for generalizing the present work, and the obstacles to doing so.
Considerations of length oblige us to give only an outline of the main argument; the complete details will be given in the full paper.
We have relied heavily on the account of collapse results for embedded finite models contained in two works on finite model theory by L. Libkin: the survey article [10] and the book [11] . We acknowledge helpful discussions with Klaus-Jörn Lange, Denis Thérien, David Mix Barrington, and the late Clemens Lautemann.
Notation and Statement of Result
We consider first-order logic F O[+] with a single ternary relation x + y = z. Formulas are interpreted in the natural numbers N. We supplement this with a single unary relation π. The resulting formulas are interpreted in bit strings, with π(x) taken to mean that the bit in position x is 1. In fact we can consider several such interpretations: in finite bit strings (w ∈ {0, 1} * ), in infinite bit strings (w ∈ {0, 1} N ) and in infinite bit strings with a finite number of 1's (w ∈ {0, 1} * 0 ω , where 0 ω denotes an infinite sequence of 0's). A sentence φ in this logic accordingly defines three sets of strings: To this apparatus we adjoin modular quantifiers ∃ r mod q for a fixed modulus q. The interpretation of ∃ r mod q x φ is, informally, 'the number of positions x for which φ holds is congruent to r modulo q.' More precisely, let φ(x, y 1 , . . . , y k ) be a formula with free variables x, y 1 , . . . , y k . Let w ∈ {0, 1} * or w ∈ {0, 1} N , and let a 1 , . . . , a k < |w|. (If w is infinite this last condition is automatically satisfied for any natural numbers a i .) Then we define
if and only if
(In particular, for infinite strings w, this implies that the set {b < |w| : w |= φ(b, a 1 , . . . , a k )} is finite.) For example, the sentence
defines, in all three interpretations, the set of strings with an even number of 1's. We denote this logic by (
Here is our main result. Let m > 1, and let L m denote the set of all finite bit strings in which the number of 1's is divisible by m.
Theorem 1.
If m is a prime that does not divide q, then there is no sentence
Remark. If we consider instead the family N of all relations on N, then the family of languages in {0, 1}
* definable by sentences in (
). For these logics, the analogues of Theorem 1 are equivalent to the conjectured separation of ACC(q) and N C 1 in the nonuniform and uniform cases, respectively. Thus our theorem can be thought of as establishing this separation in a highly uniform setting.
In our proof of Theorem 1, we will use some notions from the algebraic theory of finite automata: To each regular language
is the smallest monoid with this property: it is the monoid of transformations on the states of the minimal automaton of L induced by elements of Σ * . The homomorphism µ L maps a word w to the transformation it induces, and X is the set of transformations that take an initial state to an accepting state.)
If L ⊆ Σ * , and λ ∈ Σ, we say λ is a neutral letter for L if for any u, v ∈ Σ * , uλv ∈ L if and only if uv ∈ L. In other words, deleting or inserting occurrences of λ does not affect a word's membership in L. In the algebraic setting, λ is a neutral letter for L if and only if µ L (λ) is the identity of M (L).
Collapse to Active Domain Formulas
While our goal is to prove a result about definability sets of finite strings, most of our argument concerns definability of sets of infinite strings. An easy reduction makes the connection between the two models.
Proof. We define a formula φ[≤ x] with a single free variable x by rewriting it from the innermost quantifier outward, replacing each instance of
Qzα,
where Q is the quantifier ∃ or ∃ r mod q , by
Then L0 ω is defined by the sentence
Remark. Obviously, Lemma 1 holds for any of the logics (
is one in which every quantifier occurs in the form
where Q is either the ordinary existential quantifier or a modular quantifier, and α is a formula. We call these active domain quantifiers. In other words, we allow quantification only over positions that contain the bit 1. Libkin [10] sketches a proof that one can replace every formula in F O[π, +] by an equivalent active-domain formula, provided one extends the signature. (The "natural-active collapse".) Here we generalize this result to formulas that contain modular quantifiers.
We consider the logic
in which + is now treated as a binary function, 0 and 1 are constants, and ≡ s is a binary relation symbol denoting congruence modulo s. Of course, all these new constants and relations are definable in F O[+], but we need to include them formally as part of the language in order to carry out the quantifier elimination.
with free variables in {x 1 , . . . , x r }. Then there is an active-domain formula ψ in the same logic such that for all w ∈ {0, 1} * 0 ω and a 1 , . . . , a r ∈ N, we have w |= φ(a 1 , . . . , a r ), if and only if w |= ψ(a 1 , . . . , a r ).
Proof. The proof, which we only sketch, is by induction on the construction of φ. There is nothing to prove in the base case of quantifier-free formulas. For the inductive step, we assume φ = Qz φ
where Q is either an existential quantifier (∃) or a modular quantifier (∃ k mod q ) and φ is a formula such that any quantifier appearing in φ is an active domain quantifier. We assume that φ has free variables x 1 , x 2 , . . . x r and bound variables (hence active domain variables) y 1 , y 2 , . . . , y s .
Notation.
where the a i are integers and the w i are variables different from z. Strictly speaking, such an expression is not a term in our logic, since we do not assume that subtraction is available. We thus must regard a formula like z < ρ as a kind of shorthand for z + ρ 1 = ρ 2 , where ρ 1 and ρ 2 are terms.
We now fix an instantiation ofx r , the free variables of φ, by a tupleâ r ∈ N r . To simplify the notation, we will not make explicit reference toâ r in the remainder of the proof. Each ρ appearing on the right-hand side of one of our atomic formulas accordingly defines a partial function g from N s into N, where s is the number of active-domain variables. We let {g i : i ∈ I} denote the set of these partial functions.
Let w ∈ {0, 1} 
for every z 0 in the interval.(That is, if an interval contains a witness, then every point in the interval is a witness.)
The proof given in [10] only considers the case of ordinary quantifiers, not modular quantifiers, but in this lemma the modular quantifiers do not introduce any new complication. Corollary 1. Let (l, r) be an interval in B such that l ≡ dq α. Then
We also have a special property concerning the infinite interval (b p−1 , ∞):
We note as well the following fact;
Lemma 3. Let l, r ∈ Z and c, d, q, α, β ∈ N be such that l ≡ α mod dq and r ≡ β mod dq.
Let η(α, β) denote the number of integers x in (l, r) such that x ≡ d c. Then,
(The point of the foregoing lemma is that given c, d, q, α and β, η(α, β) is determined by the constants α, β, c, d, q. The exact form of the expression is irrelevant.) We now proceed to the quantifier elimination by building an active domain formula equivalent to φ = ∃ k mod q z((z ≡ d c) ∧ φ (z)). The idea is to write a formula that counts, modulo q, the number of witnesses to (z ≡ d c) ∧ φ (z) in each interval of B. (We may restrict our argument to elimination of the modular quantifier, since the much simpler case of the ordinary quantifier is treated in [11] .) Let us provisionally admit into our formulas a predicate "x ∈ B". We first show that we can replace φ by an equivalent formula that only quantifies over elements of B; that is, in which each occurrence of a quantifier is of the form Qx((x ∈ B) ∧ ψ). Indeed, with such restricted quantification we can say that there are t mod q elements x of B such that x ≡ d c and φ (x), and also that there are t mod q intervals (x, y) in B such that x ≡ dq α, y ≡ dq β, and φ (x + (c − α) mod d). It follows from Corollaries 1 and 2, and Lemma 3, that with a boolean combination of such formulas we can express φ. (We need Corollary 2 to say that the infinite interval (b p−1 , ∞) contains no witnesses.) Second, we can express quantification over elements of B by quantification over tuples of active-domain elements. Of course, we can say "there exists x ∈ B such that ψ(x)" by saying there exists a tupleŷ such that ψ(g i (ŷ)) for some i. But it is not clear how to extend this to modular quantification over active domain elements, since a single element of B could be the image of many different tuplesŷ under more than one of the partial function g i . The trick is to consider the tuplesŷ such that no lexicographically larger tuple has the same image under g i , and no g j with j > i maps to g i (ŷ). It is easy to express that a tuple is maximal in this sense, and thus we can replace our formula by one in which we quantify over such maximal tuples.
Finally, we can express modular quantification over tuplesŷ in terms of modular quantification over individual elements by noting that
is equivalent to the disjunction, over all functions f : Z q → Z q , where
We can extend this inductively to quantification over tuples of arbitrary size.
Collapse to Formulas with < as the only numerical predicate

Ramsey Property
Our discussion here closely parallels that of Libkin [11] . Let R be any set of relations on N, and let φ(x 1 , . . . , x k ) be an active-domain formula in (
We say that φ has the Ramsey property if for each infinite subset X of N, there exist an infinite subset Y of X and an active-domain formula The proof is essentially the same as the one for formulas with ordinary firstorder quantifiers, given in [11] . The introduction of modular quantifiers does not alter the argument.
The Ramsey property allows us to capture a subset of a language expressible by a formula φ (which satisfies the Ramsey property) by a new formula over a very limited vocabulary (the only numerical predicate allowed is <). This limited vocabulary restricts the kind of language that can be expressed.
Lemma 5. Let L ψ = {w| w ∈ {0, 1} * } be the set of finite bit strings defined by an active-domain sentence
(i) The language L ψ is regular. Moreover, the syntactic monoid M (L ψ ) contains only solvable groups whose order divides a power of q. (ii) L ψ has 0 as a neutral letter.
Proof. Condition (i) follows from a result of Straubing, Thérien and Thomas [19] . Inserting or deleting 0's from any string satisfying ψ does not alter the truth value of any atomic formula of the form x < y provided the variables represent positions containing 1, which is the case here, since ψ is active-domain. Conditions (ii) and (iii) follow from an easy induction on the quantifier depth.
Proof of Theorem 1
Let m be a prime that does not divide q, and suppose, contrary to the claim in the theorem, that L m is defined by a sentence φ of ( The opposite inclusion (L m ⊆ L ψ ) is proved by reversing each step above.
Since the syntactic monoid of L m is the cyclic group Z m and that of L ψ has groups of order dividing a power of q (via Lemma 5), we have a contradiction since (m, q) = 1. Thus L m cannot be defined by a sentence in (F O + M OD q ) [π, +] . This completes the proof.
Other Non-definability Results
Here we show how to extend Theorem 1 to prove nonexpressibility results for other languages. We begin by removing the restriction to binary alphabets.
Let Σ be a finite alphabet and let us consider languages definable in the logic
, where each π σ is a unary predicate: π σ x is interpreted to mean that the letter in position x is σ. We designate a special letter λ ∈ Σ, and say that a formula is active-domain (with respect to λ) if every existential and modular quantifier Q occurs in the form Qx(π σ x ∧ α), where σ = λ. Note that we need never use the atomic formula π λ x, even in non-active-domain formulas, as it is equivalent to the conjunction of the ¬π σ x over all letters σ not equal to λ. All the preceding results hold in this broader setting, with no changes to their proofs. We thus have:
In particular, L is regular, and every group in M (L) is solvable, with cardinality dividing a power of q.
The foregoing theorem allows us to give an effective characterization of all the regular languages in L q,Σ,+ .
is solvable, and has cardinality dividing a power of q.
The reduction to the neutral letter case is somewhat involved, so we omit the proof. The same property is known to characterize the regular languages in ACC(q), provided that the conjectured separation of ACC(q) and N C 1 holds. ( [2] ). (The condition is effective, because there are only finitely many distinct sets µ L (Σ t ), and these can be effectively enumerated.) Here is an application of Theorem 4. Let G be a finite group and let Σ ⊆ G be a set of generators of G. We treat G as a finite alphabet; to each word w ∈ Σ * we assign the group element φ(w) that results by multiplying together the letters of w. The word problem for G (with respect to Σ) is the language {w ∈ Σ * : φ(w) = 1}. Barrington [1] showed that the word problem for any finite nonsolvable group is complete for N C 1 with respect to constant-depth reductions, so that the conjectured separation of ACC from N C 1 is equivalent to the assertion that no such word problem belongs to ACC. We can verify directly that no such word problem L is definable in L q,Σ,+ : L is a regular language, and it is easy to check that M (L) = G and µ L = φ. If G is nonsolvable then its commutator subgroup G is also non-solvable and thus every element of G is the image of a word over Σ of length divisible by G (each commutator is an image of a word of the form uvu |G|−1 v |G|−1 where u, v ∈ Σ). We can pad each of these words with a sufficient number of copies of σ |G| (for some fixed σ ∈ Σ) so that they all have the same length t. Thus G ⊆ φ(Σ t ).
Theorem 5.
No word problem of a finite nonsolvable group is definable in any L q,Σ,+ .
Note that it is precisely the nonsolvability of G, rather than the relation between |G| and q, that is at issue here: For instance, a word problem of the alternating group of degree 5, whose cardinality is 60, is not definable in L 30,Σ,+ . even though the cardinality and modulus are consistent. On the other hand, the word problem for any solvable group of order 60 is definable in this logic.
In many steps of the algorithm for reducing a sentence defining L m to an activedomain sentence, we introduced ordinary quantifiers even when the original formula had only modular quantifiers. If there were a way to avoid this, we could also prove, by the same techniques, that the language 0 * 1{0, 1} * cannot be defined by a formula over (N, +) having only modular quantifiers. If addition is replaced by arbitrary numerical predicates, this statement is equivalent to the conjecture that the circuit complexity class CC 0 does not contain the language 1 * . (CC 0 is the class of languages recognized by constant-depth, polynomial-size circuit families in which every gate is a M ODq gate for a fixed modulus q. See Barrington, et. al. [6] .)
Of course, we would really like to prove our result over a base of arbitrary numerical predicates, or at the very least, over the base {+, ×}. Note, however, that in these logics it is possible to define the set of infinite strings with an even number of 1's in first-order logic without using modular quantifiers! Let E(x) be the numerical predicate "the binary expansion of x contains an even number of 1's, and B(x, y) the predicate "bit y in the binary expansion of x is 1". Then the set of infinite bit strings with an even number of 1's is defined by ∃x(E(x) ∧ ∀y(π(y) ↔ B(x, y))).
Both E and B are definable over (+, ×). This shows that we cannot extend the natural-active collapse argument to these richer logics. It also shows (since we know, from circuit complexity, that first-order sentences cannot define PARITY for finite strings) that there are important differences between finite and infinite strings as regards definability.
One possible approach to more general formulas is to try to prove the collapse for sentences that define regular languages.
We have not mentioned circuits at all, even though this work was inspired by a problem in circuit complexity. It would be interesting to know if there is any natural interpretation of the classes F O[π, +] or (F O + M OD)[π, +] in terms of circuits.
