Abstract. In this paper two problems are considered, both involving the nonparametric estimation of the support of a random vector from a sequence of independent identically distributed observations. In the first problem, after observing n independent random vectors with a common unknown distribution µ, we are given one new measurement and we wish to know whether or not it belongs to the support of µ. In the second problem, after observing the n independent random vectors with a common unknown distribution µ, we then observe n additional independent random vectors with a common unknown distribution v. In this case we wish to know whether or not the support of v is completely contained within the support of µ . Decision schemes are presented and then convergence properties are established .
1. Introduction . A problem of increasing significance to -engineers concerns the detection of abnormal or faulty behavior of a system, plant, or machine . We assume that we have observed the system in normal operation and that we have taken measurements of the normal behavior . A measurement is assumed to be an~d -valued random vector . All random vectors in this paper are defined on a probability space (fl, , P). The randomness may be due to measurement noise, parasitic effects, or random inputs . Thus the measurements are given by X1, X2 , . . . , X,, a sequence of ~d-valued random vectors which we assume are independent with a common unknown probability measure µ defined on the Borel sets of~d.
Classically, the assumption is made that one has access at the present time to m independent observations X i, X 2, . . . , X m with common probability measure v, and the system is said to behave differently, or abnormally, if v~ µ . To detect such a change in distribution, several tests have been proposed (Kolmogorov [5] , Smirnov [8] , Cramer [1] , von Mises [9] , Lehmann [6] , Renyi [7] , and Wald and Wolfowitz [10] ) . For a survey of tests of this type, we refer to the book of Hajek and Sidak [3, pp . 90-94] and the early survey article of Darling [2] .
The first problem we treat in this paper is concerned with taking one new observation . For economic reasons, lack of time, or practical limitations, only one new observation X can be made and there is no hope to recover or approximate v as with the large sample X i, X 2, . . . XFt1 . Regardless of v, we say that the system behaves abnormally if X S, the support of µ. In several practical applications, the complement S C of S can be considered as a danger area because under normal behavior (with probability measure µ) the probability that some of the Xi take values in SC is zero . We thus have reduced the problem to one of estimating the support S from X1 , X2 , . . . , X, . This problem is considered in the next section . Then in § 3 we introduce a counterexample to illustrate the necessity .of certain conditions imposed in § 2 .
The second problem that we consider is concerned with taking n new measurements which are independent with common unknown probability measure v . In this case we assume that the system might have changed, but we are concerned with whether or not the system might exhibit abnormal behavior . We assume that the system still functions normally if the support of v is contained within S. This problem is treated in §4.
2. Detection based on a single new observation . We assume that we have Qne new observation X, and we want to know whether or not X belongs to S, the support of µ. Therefore, we will estimate S from X1 , X2, • • • , Xn, and base our decision upon this estimate . The obvious estimate is (1) where pn is a number depending only upon n and A (x, a) is the closed sphere centered at x with radius a'_ 0 given by Decide X E S if X E S, .
The probability of making an error, given X1 , X2 , • • • , Xn, is
The detection procedure is said to be consistent if Ln A 0 in probability . It is called strongly consistent if Ln -0 with probability one (wp 1). In this section we give two theorems; the first establishes consistency, and the second establishes strong consistency. THEOREM 1 . Let µ be any probability measure on the Bore! sets o f~d, let v be any probability measure on the Bore! sets of~d whose restriction to S is absolutely continuous with respect to µ, and let the positive numbers P n satisfy n ( 
Now note that Now we show that as n -* 00, the set Cn has µ-measure smaller than an arbitrary positive number y if a is sufficiently small . Notice that, for K sufficiently large, we have that
Let n' be such that for all n > n', p, 1 ; and assume that n > n' . Now find N points x1, The strength of Theorem 1 is that it holds for all probability measures µ and a large class of probability measures v. For instance, the condition of the theorem holds if both µ and v are absolutely continuous with respect to Lebesgue measure . Now we present a theorem which establishes the strong consistency of the detection procedure .
THEOREM Z. Let µ be any probability measure on the Bore! sets of I1 d, let v be any probability measure on the Bore! sets of~d whose restriction to S is absolutely continuous with respect to µ, and let the positive number n satisfy n pn -0 and 00 (5) exp (-anpn) < oo for all a > 0 . n=1 n Then L-40 wp 1 .
Proof. Using the notation in the proof of Theorem 1, notice that The converse of this statement is not always true ; however, the monotonicity of pn is sufficient for the converse .
3. A counterexample. In the preceding section, the area controlled by the spheres A(X 1, p,) is, roughly speaking, proportional to npn. Condition (5) is natural because it allows this area to grow in case S has a very large (or infinite) Lebesgue measure . What puts a restriction on the detector is the condition that the restriction of v to S is absolutely continuous with respect to µ . We now show that given any sequence {p n } satisfying (2) there exist µ and v such that the procedure is not consistent . Thus adding any condition on {pn} besides (2) will not enable us to remove the condition on µ and v.
Let pn -~0 and let f be a density function on Di d such that Yn, of independent Dr-valued random vectors . The Xi have probability measure µ and the Y1 have probability measure v, both unknown. For the sake of simplicity, we have assumed that the sequences are of equal length . The XI again correspond to normal behavior, and we say that the Yt are abnormally distributed if with positive probability Y 1 takes values outside S, the support of µ ; that is, if v (S') > 0. Notice that this problem is quite different from the one of the detection of a change in distribution function (the problem of detecting whether v = µ or not) . We propose the following detection procedure. Let us construct Sn as in (1) In the remainder of this section we introduce conditions insuring that L n and £ n,3 tend to zero as n grows large . Let n' be such that for all n > n', k n / n <6/3, and consider n > n' . Then we have that Here we used Hoeflding's inequality [4] and an inequality from the proof of Theorem 1 . The first term on the right hand side of the above bound obviously goes to zero as n -~ 00 . To see that the second term does also, let 
