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Motivated by experimental and theoretical interest in realizing multipolar orders in d-orbital
materials, we discuss the quantum magnetism of J = 2 ions on the face-centered cubic lattice which
can be realized in spin-orbit coupled oxides with 5d2 transition metal ions. Based on the crystal field
environment, we argue for a splitting of the J = 2 multiplet, leading to a low lying non-Kramers
doublet which hosts quadrupolar and octupolar moments. We discuss a microscopic mechanism
whereby the combined perturbative effects of orbital repulsion and antiferromagnetic Heisenberg
spin interactions leads to ferro-octupolar coupling between neighboring sites, and stabilizes ferro-
octupolar order. This same mechanism is also shown to disfavor quadrupolar ordering. We study
spin dynamics in the ferro-octupolar state using a slave-boson approach, uncovering a gapped and
dispersive magnetic exciton. For sufficiently strong magnetic exchange, the dispersive exciton can
condense, leading to conventional type-I antiferromagnetic order which can preempt octupolar order.
Our proposal for ferrooctupolar order, with specific results in the context of a model Hamiltonian,
provides a comprehensive understanding of thermodynamics, µSR, X-ray diffraction, and inelastic
neutron scattering measurements on a range of cubic 5d2 double perovskite materials including
Ba2ZnOsO6, Ba2CaOsO6, and Ba2MgOsO6. Our proposal for exciton condensation leading to
type-I magnetic ordering is argued to be relevant to materials such as Sr2MgOsO6.
PACS numbers: 75.25.aj, 75.40.Gb, 75.70.Tj
Multipolar symmetry-breaking orders have been ex-
tensively discussed in f -orbital based lanthanide and ac-
tinide compounds, which host ions where spin-orbit cou-
pling (SOC) is a dominant energy scale [1]. For in-
stance, the “hidden order” state of URu2Si2 has been
proposed to host hexadecapolar symmetry breaking [2].
Another well-known example is cubic NpO2 [3–6], where
a large body of experiments have been reconciled in terms
of a primary antiferro-triakontadipolar (rank-5 magnetic
multipolar) symmetry breaking which drives secondary
antiferro-quadrupolar order. In certain pyrochlore mag-
nets, all-in all-out magnetic order has been proposed
to lead to “effective octupoles” on tetrahedra [7]. On-
going experimental [8–10] and theoretical investigations
[11–14] of PrTi2Al20 and PrV2Al20 have also uncovered
quadrupolar and ferro-octupolar orders.
Recently, unconventional multipolar orders have also
been proposed in d-orbital metals to occur as Pomer-
anchuk instabilities of spin-orbit coupled Fermi surfaces
[15]. Specifically, metallic oxides which have d-orbital
ions with large SOC, such as LiOsO3 and Cd2Re2O7,
have been proposed as potential candidates to realize this
physics [15]. Experiments have indeed discovered an odd-
parity nematic metal in Cd2Re2O7 below Tc∼200 K via
optical second-harmonic generation [16]. Other proposed
materials for hosting multipolar orders include A2OsO4
(with A = K,Rb,Cs) [17].
However, to the best of our knowledge, there have been
no clear d-orbital candidates for hosting octupolar or-
ders. Indeed, there appears to be no microscopic under-
standing of what are the key ingredients to potentially
stabilize such octupolar phases. In this paper, we con-
sider spin-orbit coupled Mott insulators having transition
metal ions with total angular momentum J=2. We show
that such Mott insulators can exhibit competing multi-
polar orders, and discuss a microscopic mechanism which
stabilizes a ferro-octupolar state on the face-centered cu-
bic lattice. Our work in this paper is directly motivated
by a series of recent experiments on cubic double per-
ovskite (DP) magnets, and we discuss how our results
apply to these materials.
Background overview: Ordered DP materials, with
chemical formula A2BB
′O6, are of great interest in the
context of frustrated magnetism since the B and B′ sub-
lattices individually form networks of edge-sharing tetra-
hedra. When only one of these ions (say B′) is mag-
netically active, it results in quantum magnetism on the
face-centered cubic (FCC) lattice, a prototypical setting
for exploring geometric frustration in Mott insulators.
Such DP Mott insulators have been studied for various
electronic fillings d1-d5, and we briefly review some key
results below.
For d-orbitals in an octahedral crystal field, the t2g
single particle levels associated with the magnetic B′
ion are split by SOC, resulting in a four-fold degener-
ate, jeff = 3/2, ground state and a doubly degenerate,
jeff = 1/2, excited state. The physics of such materials
then depends strongly on the electronic filling, d1-d5, of
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2these t2g states. For the most well-studied d
5 electronic
configuration (e.g., for Ir4+ or Ru3+ ions), this results in
a single hole in a jeff = 1/2 state [18, 19]. Recent exper-
imental and theoretical studies on the DP Ba2CeIrO6,
which hosts such a jeff =1/2 Mott insulator on the FCC
lattice, have found evidence of magnetic ordering with
a strong frustration parameter, suggesting proximity to
a quantum spin liquid state [20, 21]. Stepping down to
a d4 configuration, strong SOC favors a total Jeff = 0
singlet ground state, with a gap to all excitations [22],
which appears to be realized in Ba2YIrO6 [23–26]. How-
ever, if intersite exchange competes with SOC, it can lead
to magnetic ordering from exciton condensation [22, 27];
clear experimental candidates for such an exciton conden-
sate are yet to be found. Further down, a d3 configuration
would naively be expected to form an orbital singlet state
with spin S = 3/2; however, neutron scattering and res-
onant inelastic X-ray scattering experiments have found
that 5d transition metal oxides bely this expectation,
finding magnetically ordered states with large spin gaps
which clearly reveal the dominance of SOC over Hund’s
coupling [28–30]. Skipping to d1 ions, we are led to a
jeff = 3/2 angular momentum state. Theoretical stud-
ies of such moments on the FCC lattice have shown that
incorporating important intersite orbital repulsion can
lead to complex multipolar exchange interactions, stabi-
lizing wide regimes of quadrupolar order in the phase di-
agram [31–33] which may coexist with conventional dipo-
lar magnetic order, or valence bond orders [34]. Indeed,
recent experiments on 5d1 oxides, Ba2NaOsO6 with Os
7+
[35, 36] and Ba2MgReO6 with Re
6+ [37], have found clear
evidence for multiple transitions associated with these
distinct broken symmetries, with a higher temperature
quadrupolar ordering transition followed by dipolar or-
dering at a lower temperature.
Finally, we turn to the topic of our work: d2 ions with
an effective Jeff = 2 angular momentum state. In this
case, previous theoretical work has found intricate mul-
tipolar couplings as for d1 filling, and broad swaths of
quadrupolar orders in the phase diagram [31–33]. In this
paper, in contrast to previous work, we make the case
that Jeff = 2 quantum magnets in a cubic environment
may instead support ground states with ferro-octupolar
order. We show that this can lead to a consistent un-
derstanding of a large body of experimental data on the
family of cubic DP materials Ba2MOsO6 (with M = Zn,
Mg, Ca), including specific heat, magnetic susceptibility,
X-ray diffraction, powder neutron diffraction, muon spin
relaxation (µSR), and inelastic neutron scattering. We
present a heuristic microscopic derivation of the ferro-
octupolar coupling, and study the spin dynamics in the
presence of ferro-octupolar order which shows a gapped
magnetic exciton. Our results point to Ba2MOsO6 DPs
as rare examples of octupolar order in d-orbital systems.
Effective Local Model: We start from an effective
J = 2 local moment, as appropriate for d2 ions arising
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FIG. 1. Entropy per spin (solid line) of the local crystal field
Hamiltonian HCEF versus T/∆, where ∆ is the doublet-triplet
(spin) gap, showing its quenching from ln(5) at high temper-
ature to ln(2) at low temperature. These limiting values are
indicated by dashed lines.
from coupling total L = 1 and S = 1 for two electrons,
and include additional octahedral crystal field effects de-
scribed by the Hamiltonian HCEF =−Veff(O40 + 5O44).
Here, the Steven’s operators are given by
O40 = 35J4z − (30J(J + 1)− 25)J2z + 3J2(J + 1)2
− 6J(J + 1), (1)
O44 = 1
2
(J4+ + J
4
−). (2)
The origin of HCEF might lie in an interaction-induced
renormalization of the single-particle crystal field Hamil-
tonian. For Veff > 0, this results in a non-Kramers
ground state doublet, and an excited triplet with a gap
∆ = 120Veff . This single-site model exhibits partial
quenching of entropy upon cooling, from ln(5) per spin at
high temperature, to ln(2) per spin at low temperature
T . ∆, as shown in Fig. 1. We will later argue for the
relevance of this picture to candidate materials.
Working in the |Jz = m〉 basis, the ground state wave-
functions are
|ψg,↑〉 = |0〉; |ψg,↓〉 = 1√
2
(|2〉+ | − 2〉) (3)
while the excited state wavefunctions are given by
|ψe,±〉 = | ± 1〉; |ψe,0〉 = 1√
2
(|2〉 − | − 2〉). (4)
The ground state manifold has vanishing matrix elements
for the dipole operators (Jz, J±), precluding any dipolar
order stemming from the low energy doublet manifold.
However, ~J can induce transitions between the ground
doublet and the excited triplet, which will lead to a spin-
gap ∆ in the excitation spectrum. As discussed below,
incorporating inter-site AF exchange would convert this
local mode into a dispersing gapped ‘magnetic exciton’.
The spin gap also leads to a saturation of the low
temperature magnetic susceptibility. Fig. 2 plots the in-
verse susceptibility χ−1(T ) showing its low T saturation.
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FIG. 2. Inverse magnetic susceptibility χ−1(T ) versus T/∆
(solid line) for the local crystal field Hamiltonian HCEF, where
∆ is the local doublet-triplet (spin) gap. χ is given here in
units where the limiting high temperature Curie behavior is
χ = J(J + 1)/3T . Dashed line shows a fit to an apparent
Curie-Weiss form over the limited range ∆ . T . 2∆, with
an apparent Curie-Weiss temperature ΘappCW ∼ 0.1∆.
At high temperature, T ∆, we recover the Curie law
χ∼J(J + 1)/3T . However, there is a wide temperature
range ∆.T .2∆, where χ−1(T ) can be fit to an appar-
ent Curie-Weiss form ∝(T +ΘappCW), with ΘappCW∼0.1∆, as
shown by the dashed line in Fig. 2. We will later argue
that ∆∼200 K in the cubic osmate DPs, so that typical
experiments which extend to room temperature will only
see this apparent Curie-Weiss behavior rather than the
limiting high temperature Curie form. In such cases, we
must subtract ΘappCW from the experimentally measured
Curie-Weiss intercept in order to correctly identify the
intersite magnetic exchange interaction strength.
Defining the pseudospin-1/2 operators ~τ within the
ground state doublet, we find that the eg quadrupolar
operators (J2x − J2y ) ≡ 2
√
3τx, (3J
2
z − J2) ≡ −6τz, while
the octupolar operator JxJyJz ≡ −
√
3τy (where over-
line denotes symmetrization). Thus, the ground doublet
can lead to time-reversal invariant quadrupolar symme-
try breaking from ordering in the (τx, τz) plane, which
would also cause non-cubic distortions due to accompa-
nying orbital order. Alternatively, octupolar ordering
with 〈τy〉 6= 0 will lead to spontaneously broken time-
reversal symmetry without non-cubic distortions. Fi-
nally, if the gapped magnetic exciton is sufficiently dis-
persive, with a bandwidth larger than the spin gap, it
can Bose condense and lead to dipolar magnetic order.
Intersite exchange: We next consider projecting mi-
croscopic intersite interactions into the low energy dou-
blet sector described by the pseudospin-1/2 operators ~τ .
We have two types of interactions to consider here: type-
(I) couplings have nonzero weight in the doublet sector
can be directly projected into this subspace, while type-
(II) operators which mix the doublet and triplet sectors
will contribute within perturbation theory.
Examples of type-(I) interactions may be illustrated
by considering a pair of neighboring sites in the xy-plane
which will have interactions between the eg quadrupo-
lar charge densities (J2x − J2y ) or (3J2z − J2) at the two
sites. These interactions may be directly projected into
the doublet sector as
H
(1)
eff,xy =
∑
〈ij〉xy
(−γ0τixτjx + γ1τizτjz), (5)
with γ0, γ1 > 0. (The effective Hamiltonian for nearest
neighbors in other planes can be obtained using symme-
try transformations.)
Examples of type-(II) interactions for a pair of neigh-
boring spins in the xy-plane include the conventional
AFM exchange γm ~Ji · ~Jj with γm > 0, where ~J de-
notes the J = 2 spin. In addition, they include t2g
quadrupolar interactions of the form γ2ρi,xyρj,xy, where
ρi,xy = (JixJiy + JiyJix)/2 and γ2>0. In this case, nei-
ther ~Ji nor ρi,xy have matrix elements in the low energy
doublet space |L〉, but they instead mix |L〉 into the high
energy triplet subspace |H〉, with an energy cost 2∆ since
both sites (i, j) get excited into the triplet sector. We find
that the effective Hamiltonian for such neighboring spins
in the xy-plane is given, in second order perturbation
theory, by
H
(2)
eff,xy = −
1
2∆
∑
〈ij〉xy
(γm ~Ji · ~Jj + γ2ρi,xyρj,xy)2 (6)
Projecting these operators to the doublet sector, we find
H
(2)
eff,xy = −
1
2∆
∑
〈ij〉xy
[
12γmγ2τiyτjy + (6γ
2
m +
9
4
γ22)τizτjz
+ (6γ2m − 12γmγ2)τixτjx
]
. (7)
This equation is one of the key results of our paper. The
first term shows that the second order perturbation the-
ory produces a ferro-octupolar coupling with strength
6γmγ2/∆ from the cross-coupling of γ2 and γm. Further-
more, assuming a hierarchy γm  γ2, we see that the
net quadrupolar interaction, after including the terms
in Eq. 5, involves direct and perturbative contributions
which come with opposite signs,
HQuadxy =
∑
〈ij〉xy
[
(−γ0+6γmγ2
∆
)τixτjx+(γ1− 9
8
γ22
∆
)τizτjz
]
(8)
This partial cancellation may cause suppression of
quadrupolar order, allowing for the ferro-octupolar cou-
pling to dominate. Our derivation of these results is
meant to be illustrative; further work is needed to ob-
tain a complete microscopic theory, starting from an elec-
tronic hopping model with interactions, along the lines
of calculations presented in Refs.[17, 31–33, 38].
Magnetic exciton dispersion: In order to explore
the impact of intersite couplings on the spin excitation
4spectrum in the ferro-octupolar ground state, which can
be compared with neutron scattering results, we use a
slave boson approach [39–41]. We define the ground and
excited states of the low energy doublet via
|ψg,σ〉 = b†σ|vac〉 (9)
|ψe,α〉 = d†α|vac〉, (10)
where σ =↑, ↓, α = 0,±, and |vac〉 denotes the boson
vacuum. This requires a local constraint∑
σ=±
b†σbσ +
∑
α=0,±
d†αdα = 1. (11)
Excitations out of the low energy space contain at least
one b-boson; we thus get
J+ =
√
6(b†↑d− + d
†
+b↑) +
√
2(b†↓d+ + d
†
−b↓) (12)
Jz = 2(d†0b↓ + b
†
↓d0) (13)
To model the dispersion of the gapped spin excitations,
we consider a nearest-neighbor Heisenberg Hamiltonian
γm
∑
〈ij〉 ~Ji · ~Jj . We supplement this, in the ferro-
octupolar symmetry broken phase, by a uniform octupo-
lar Weiss field: −Bo
∑
i τiy. Here, τy ≡ −i(b†↑b↓ − b†↓b↑),
and, without loss of generality, we can set Bo > 0.
The Weiss field favors a ground state Bose condensate
b↑ ≈ 1/
√
2 and b↓ ≈ i/
√
2, resulting in the simplified
expressions
J+ ≈
√
3(d†+ + d−)− i(d+ − d†−) (14)
Jz ≈ i
√
2(d†0 − d0) (15)
Using these and accounting for the local doublet-triplet
gap, we transform to momentum space, so the full Hamil-
tonian for describing the magnetic excitons is given by
Hexc = (∆ + Bo)
∑
kα
d†k,αdk,α +
γm
2
∑
k
ηkJ
+
k J
−
−k
− γm
∑
k
ηk(d
†
k,0−d−k,0)(d†−k,0−dk,0) (16)
where J+k ≡
√
3(d†k,+ +d−k,−)− i(d−k,+−d†k,−), J−−k ≡
(J+k )
†, and ηk =
∑
δ e
ik·δ with δ labelling the 12 nearest-
neighbor vectors on the FCC lattice. This leads to a
three-fold degenerate magnetic exciton with energy dis-
persion given by
λ(k) =
√
(∆ + Bo)(∆ + Bo + 4γmηk) (17)
We find that the exciton energy λ(k) is largest at the Γ
point, and is softest at the typical FCC lattice type-I AF
ordering wavevector K.
We expect the exciton dispersion will have tempera-
ture dependence through the temperature dependence
of the octupolar order parameter, which enters via the
Weiss field Bo(T ), softening somewhat as we heat up to-
wards the octupolar ordering transition. A plot of the
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FIG. 3. Magnetic exciton dispersion λ(k) (in units of ∆) along
high symmetry path in the FCC lattice Brillouin zone, for a
choice of octupolar Weiss field Bo = 0.2∆, and two different
choices for the Heisenberg coupling: (i) γm = 0.01∆ (black)
and (ii) γm = 0.05∆ (blue). The exciton mode clearly softens
with increasing γm.
dispersion along a high symmetry path in the FCC Bril-
louin zone, for a choice Bo/∆ = 0.1 and γm/∆ = 0.05, is
shown in Fig. 3. For sufficiently large exchange coupling
γm, the magnetic exciton can potentially condense, and
even preempt octupolar order if γm > ∆/16, leading to
type-I AFM order.
Application to experiments: The cubic osmates
Ba2MOsO6 (with M = Zn, Mg, Ca) potentially provide
a realization of J = 2 ions on the FCC lattice. They all
exhibit a single phase transition at T ∗∼ 30-50 K, across
which the entropy release is only ∼ ln(2) per Os, sug-
gesting that the full ln(5) entropy is partially quenched
for T . 100 K [42–44] without any phase transition. In-
deed, the structure appears to be perfectly cubic, in the
Fm3¯m space group, at all temperatures; both neutron
diffraction and high resolution XRD measurements find
no signs of any non-cubic distortions [45]. This suggests
that the entropy quenching above the phase transition at
T ∗ must arise from cubic crystal field effects, as discussed
in our theory with a non-Kramers ground state doublet.
Below the phase transition at T ∗, neutron diffraction
sees no ordered moment, even for T  T ∗, instead plac-
ing tight upper bounds on the ordered dipolar moment,
. 0.06-0.13µB , depending on the material [45]. At the
same time, µSR measurements have found evidence for
zero field oscillations, showing spontaneous breaking of
time-reversal symmetry [42]. Since neutron diffraction
appears to rule out dipolar magnetic order, and the cu-
bic structure appears inconsistent with quadrupolar or-
der, we argue that octupolar ordering within the doublet,
which preserves cubic crystal symmetry and breaks time-
reversal symmetry, provides the simplest explanation for
the data. (Unlike for the Γ5 octupoles in NpO2 [1], the
octupolar τy ordering here is not symmetry constrained
to induce secondary quadrupolar order.)
Inelastic neutron scattering experiments [45] find a
spin gap ∼ 10-15 meV, which we interpret as arising from
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FIG. 4. Powder averaged dynamic spin structure factor (ar-
bitrary units) including the Os6+ form factor, showing the
gapped magnetic exciton, as a function of momentum trans-
fer k (in A˚−1, for a lattice constant a = 4A˚) and energy ~ω (in
units of ∆). We have set the Heisenberg exchange coupling
γm = 0.05∆ and octupolar Weiss field Bo = 0.1∆.
the doublet-triplet gap of the crystal field levels. We
assume the local gap ∆ ∼ 25 meV, since this yields a
reasonable temperature scale below which the single-site
entropy saturates to ln(2). This value of ∆ is somewhat
larger than the above quoted spin gap, seen using neu-
trons, near the (100) wavevector, but we attribute this
difference to the dispersion of the magnetic exciton.
While the measured magnetic susceptibility [42–44] for
T .300 K in these materials hints at a Curie-Weiss tem-
perature scale ∼ −150 K, we have shown that the true
ΘCW must be shifted by ∼ 0.1∆ due to the local spin
gap, so we estimate ΘCW∼−120 K; dividing this by zJ2,
with the FCC coordination number z = 12 and moment
size J = 2, we crudely estimate γm∼0.25 meV.
Next, in order to explain T ∗ for the Ising octupolar
symmetry breaking, we must estimate the octupolar cou-
pling constant in Eq. 7. We do not have any microscopic
estimate for γ2. Assuming γ2  ∆, so that this inter-
site coupling is weaker than the on-site CEF splitting ∆,
if we set γ2 ∼ 5 meV, we find the Ising ferro-octupolar
exchange 6γmγ2/∆ ∼ 7 K. Using a classical FCC Ising
model to describe the ferrooctupolar order, the known
results for the Ising transition temperature [46], lead us
to estimate an ordering temperature T ∗ ∼ 70 K, some-
what larger than the experimental result. (We note that
although we have explored the detailed consequences for
γ2 > 0, we are unable to rule out the possibility that
γ2 < 0 which would favor antiferro-octupolar order. In
this case, a larger value of |γ2|∼50 meV would be neces-
sary to explain the octupolar ordering temperature T ∗;
however, it is not then clear why the τxτx coupling in
Eq. 8 would not cause a leading quadrupolar instability.)
Turning to the measured exciton gap from inelastic
neutron scattering, if we assume a Weiss field Bo ∼
2.5 meV (which is ∼T ∗/2), then using the above ∆, γm,
we find λ(K) ∼ 25 meV, larger than the measured ex-
citon gap at K. Choosing a larger γm ∼ 1 meV leads
to λ(K) ∼ 14 meV, in better agreement with the data.
These uncertainties in γm might reflect the possibility
that other magnetic exchange terms could be important,
beyond a single isotropic Heisenberg coupling. Fig. 4
shows the dynamical spin structure factor
S(k, ω) ∝
√
Bo + ∆
Bo + ∆ + 4γmηk δ(~ω − λ(k)), (18)
plotted after powder averaging, and including the Os6+
form factor. We find a high intensity gapped band in
an energy window ∼(0.5∆,∆), with the largest intensity
concentrated at k = pi/a, which corresponds to type-I
ordering wavevector K = (pi/a, 0, 0). We have assumed
the Os-Os distance to be a
√
2, with a=4A˚ as the typical
cubic lattice constant for such perovskite crystals.
We finally note that for a smaller gap ∆ and stronger
inter-site exchange, the octupolar order can coexist with
dipolar order or even be totally preempted by Bose con-
densation of the magnetic exciton. The resulting con-
ventional type-I AFM state can have a small ordered
moment if it is close to the exciton condensation tran-
sition. We propose this scenario for Sr2MgOsO6 which
appears to have a smaller ∆ (based on its entropy) and a
larger γm (based on its Curie-Weiss temperature), and
exhibits a type-I AFM ground state with an ordered
moment ∼ 0.6µB , much smaller than the moment size
∼ 1.88µB inferred from high temperature susceptibility
measurements [47]. While the tetragonal deformation
in Sr2MgOsO6 splits the non-Kramers doublet, and par-
tially the triplet, the magnetic exciton condensation pro-
posed here might still be the dominant instability.
Summary: We have presented arguments in this work
in favor of octupolar ordering of J = 2 ions on the FCC
lattice which is relevant to a family of complex 5d2 ox-
ides, and identified a microscopic mechanism for generat-
ing ferro-octupolar coupling. Further theoretical and ex-
perimental work, perhaps using magnetostriction as dis-
cussed in Ref.[14], is needed to provide smoking gun sig-
natures of the ferro-octupolar symmetry breaking, which
may require single crystals of suitable sizes. It may also
be useful to carry out more detailed microscopic calcula-
tions to compute the sign of the octupolar exchange; as
noted above, the possibility of antiferro-octupolar order
is not ruled out by our work. Another interesting experi-
mental direction would be to apply pressure on the cubic
DPs discussed here in an attempt to induce Bose con-
densation of the magnetic excitons. Finally, our finding
6of a perturbative microscopic mechanism to inducing oc-
tupolar couplings via excited crystal field levels may be
of potential importance in pinpointing analogous mech-
anisms in heavy fermion compounds.
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