In first-year calculus, constrained-optimization and related-rates word problems are two of the biggest stumbling blocks. In this note I contrast the methods suggested in calculus textbooks for the solution of these two types of problems, and conclude that a different approach to constrained-optimization problems, similar to that widely used for related-rates problems, would be advantageous.
Let us first consider related-rates problems. Traditional textbooks (see, for instance, Adams [ Solution 1 (standard) By Pythagoras' theorem, the distances x and y are linked by the relation
differentiating implicitly with respect to t, we obtain
We can now substitute the instantaneous value y = 4 into (1) to obtain x = 3;
substituting these values and dx/dt = 1 into (2) we obtain 3 + 4dy/dt = 0, so that dy/dt = −3/4 m/sec.
Solution 2 (avoiding implicit differentiation):
Solving (1) for y, we obtain
Differentiating with respect to x we obtain
and by the Chain Rule we have
We can now, as above, determine the instantaneous value x = 3, and plug that and dx/dt = 1 into (4) to obtain the answer.
The second approach is more difficult! Moreover, it admits two sources of error that are avoided by the first. The most common mistake on such a problem involves "freezing" one or more instances of a variable by substituting an instantaneous value before differentiation; the earlier the student differentiates, the less likely this is to happen. The other standard mistake, of course, involves incorrect differentiation of the comparatively complicated RHS of (3).
All this suggests that the traditional approach to related-rates problems is valid, and that students should be strongly encouraged to follow it. Like many other instructors, I usually take the view that if a student prefers to use a certain technique, and gets the right answer, he or she should be permitted to do so.
However, in this case, I feel that a student who insists from the beginning on avoiding implicit differentiation is not making an informed decision, even though he or she will probably be able to grind out the solutions to many problems.
A few weeks after related rates (depending on the textbook and course plan), students will usually encounter constrained-optimization problems. These resemble related-rates problems not only in being presented as "word problems"
but also in involving two variables on an equal footing. From the constraint x 2 + y 2 = R 2 we get
Substituting this into the area A = 2xy of the rectangle, we obtain
and differentiating this yields
which simplifies to
Setting the numerator of (5) to 0 and solving, we get 2x
This problem, like some others, can be simplified somewhat by maximizing the square of the area rather than the area itself. This trick, mentioned in some books, has limited application, though it is certainly worth knowing. A much more generally applicable technique is found in a few books. Implicit differentiation is used at the outset, on both the constraint and objective functions; the derivative is then eliminated to obtain the solution.
Solution 2 (early differentiation):
Implicitly differentiating both the constraint function
and the objective function A = 2xy, and setting the latter equal to 0, we obtain: 5 2x + 2yy = 0 (7) dA/dx = 2y + 2xy = 0 (8) Solving (7) gives us y = −x/y; substituting into (8) gives 0 = 2(x 2 − y 2 ), whence x = ±y .
Substituting this into (6) It is also worth noting that (9) gives not only a solution to the entire family of equations with different values of R, but also the general solution to the dual family of problems in which a rectangle of specified area must be inscribed in a semicircle with the smallest possible radius (this is mentioned in Adams, loc.
cit.). These are general features of this approach whenever the objective and constraint are both specified as values of functions; this duality will be familiar to the student who has studied linear programming, but is often not introduced in introductory calculus. With early differentiation, little extra effort is needed to do so.
Implicit differentiation is, of course, an important technique in its own right, and is used heavily in subjects such as thermodynamics, mechanics, and economics. It is usually only "in the spotlight" for a comparatively short period 7 during the first year calculus course, and students may consider it as an unimportant diversion from the main thrust of the course. Stressing it as a technique for both related rates and constrained optimization problems should emphasize its true importance.
Finally, the student who continues into multivariate calculus will learn to solve more advanced optimization problems using the method of Lagrange multipliers. Here, too, an important part of the technique is to do the differentiation first, rather than eliminating of the variables; the student who is already confident with operating in this order should find Lagrange multipliers less intimidating.
The author thanks the anonymous referee for various helpful suggestions.
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