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13
Computing matrix eigenvalues is one of the fundamental problems in theoretical and nu- On the other hand, it has been known that a defective eigenvalue disperses into a cluster when 23 the matrix is under arbitray perturbations but the mean of the cluster is not hypersensitive 24 [11, 17] . In his seminal technical report [10] , Kahan proved that the sensitivity of an m-fold in our analysis and we shall call it the Segre characteristic anchor or simply Segre anchor. 
as we shall prove in Lemma 3.2. Here J k (0) is a nilpotent upper-triangular matrix of rank at particular G 0 , λ 0 and X 0 that can be considered linear transformations 97 g GλX (G 0 , λ 0 , X 0 ) :
and 98 g λX (G 0 , λ 0 , X 0 ) :
respectively. The actual matrices representing the Jacobians depend on the ordering of the The following lemma asserts a basic property of the multiplicity support.
105
Lemma 3.1 Let A ∈ n×n with an eigenvalue λ * of multiplicity support m × k. Then
Furthermore, there is an open and dense subset C of n×m such that, for every C ∈ C,
107
the solution x * of the equation
uniquely exists and satisfies 
for j = 1, . . . , ℓ i −1 and i = 1, . . . , m.
114
Namely every z ∈ Kernel (A − λ * I) is in
However, x
and n is the direct sum of those invariant subspaces, implying at least one vector in the
is less than m.
119
Let columns of N ∈ n×m form an orthonormal basis for Kernel (A − λ * I) and denote
C − ε N ∈ C 0 and C 0 is thus dense. The equation (7) then has a unique solution
for every C ∈ C 0 . Let C ⊂ C 0 such that the x * ∈ K for every C ∈ C. Clearly
125
C is open since, for every C ∈ C, we havex = N (C + ∆C)
sufficiently small ∆C 2 and thus C + ∆C ∈ C. To show C is dense in C 0 , let
127
C ∈ C 0 with the corresponding x * ∈ K. Since dim(K) < m, there is a unit vector
< ε µ. Namely,
131
the matrix C + ε D (ε) ∈ C for sufficiently small ε and approaches to C when ε → 0,
132
implying C is dense in C 0 that is dense in n×m so the lemma is proved.
133
The following lemma sets the foundation for our sensitivity analysis and algorithm develop-134 ment on a defective eigenvalue by laying out critical properties of the mapping (2).
135
Lemma 3.2 Let A ∈ n×n with λ * ∈ eig (A) of multiplicity support m * × k * and g 136 be as in (2) with S and T as in (3) and (1) respectively. The following assertions hold.
137
(i) For almost all C ∈ n×m , there is an X * ∈ n×k such that g(A, λ * , X * ) = 0 if 138 and only if m ≤ m * and k ≤ k * . Such an X * is unique if and only if m = m * .
139
(ii) Let m ≤ m * and k ≤ k * . For almost all C ∈ n×m in g with g(A, λ * , X * ) = 0, 140 the linear transformation g GλX (A, λ * , X * ) is surjective, and g λX (A, λ * , X * ) is in-
141
jective if and only if m = m * and k = k * .
142
(iii) Let m = m * , k = k * and g(A, λ * , X * ) = 0. Then C and S can be modified so 143 that the columns of X * are orthonormal.
144
Proof. Let N ∈ n×m * be a matrix whose columns span the kernel Kernel (A − λ * I).
145
We shall prove the assertion (i) by an induction. For almost all C ∈ n×m , the matrix x 1 , . . . , x j ∈ n are obtained such that 1 ≤ j < k and
and (6) implies the equation
has a particular solution u ∈ n and a unique solution
such that (λ * , X * ) is a solution to the system g(A, λ, X) = 0 and X * is unique if and
153
only if m = m * . The assertion (i) is proved.
154
Assume g(A, λ * , X * ) = 0 and write X * = x 1 , · · · , x k . Then x 1 = 0 and, by S 1:j,1:j 155 being upper triangular nilpotent,
. . , k so X * is of full column rank and X † * X * = I. Furthermore, the Jacobian 157 g GλX (A, λ * , X * ) is surjective since, for any U ∈ n×k and V ∈ m×k , a straightforward 158 calculation using (4) yields
using C H C H † = I when C is of full column rank. Let (A, λ * ,X) be a zero of g and 160 assume m = m * and k = k * . Then, for almost all C ∈ n×m , the solution u =û of 161 the equation (C H N) u = T 1:m,1 is unique and the first column ofX, from Lemma 3.1, is
Right-multiplying both sides of the equation (9) by S yields
Continuing the process of recursive right-multiplying the above equation by S leads to (9) and (10) we have y j+1 = 0. Thus Y = O.
169
As a result, (A, λ * ,X) is a zero of g with injective partial Jacobian g λX (A, λ * ,X). . Using an induction, assume y 1 , . . . , y j ∈ span{x 2 , . . . ,x j+1 } for any
and (6) imply that there is a unique vector
Write Y = y 1 , · · · , y k . We have g λX (A, λ * ,X) 1, Y = 0 and thus the partial Jacobian 182 g λX (A, λ * ,X) is not injective. As a result, the assertion (ii) is proved.
183
We now prove (iii). Let g(A, λ * ,X) = 0 for certain parameters C and S. We can 184 assume C and S are properly scaled so that X 1:n,1 2 = 1. Reset C 1:n,1 asX 1:n,1 , 
188
It is thus a straightforward verification that g(A, λ * , X * ) = 0 with (X * ) H X * = I. 
192
Lemma 4.1 Assume A ∈ n×n and λ * ∈ eig (A) of multiplicity support m×k. Let g be 193 defined in (2) using proper parameters C ∈ n×m and S ∈ n×k so that g(A, λ * , X * ) = 0
194
with a surjective g GλX (A, λ * , X * ) and an injective g λX (A, λ * , X * ). There is a neighborhood
Proof.
Since the mapping (G, λ, X) → g(G, λ, X) has a surjective g GλX (A, λ * , X * )
entries of the variable G ∈ n×n forming a variable y such that the partial Jacobian 202 g yλX (A, λ * , X * ) is invertible. By the Implicit Function Theorem, the remaining entries of
203
G excluding y form a variable vector z ∈ n 2 −m k+1 so that the assertion holds.
204
From the proof of Lemma 4.1, the components of the variable z are identical to n 2 −m k +1
205
entries of the matrix G(z). We can now establish one of the main theorems of this paper. 
where X * ∈ n×k satisfies g(A, λ * , X * ) = 0 for the mapping g defined in (2) that 214 renders columns of X * orthonormal.
215
Proof. Let Σ and Ω be the neighborhoods specified in Lemma 4.1 along with the 216 holomorphic mappings G and λ. For any (Ã,λ) sufficiently close to (A, λ * ) with 217λ ∈ eig (A) of multiplicity support m × k, the matrix
there is a uniqueX such that g(Ã,λ,X) = 0. Furthermore, the linear transformation
X −X * F can be as small as needed so that (Ã,λ,X) ∈ Σ and thus (Ã,λ) = (G(z), λ(z))
221
for certain z ∈ Ω. Consequently, the neighborhood Φ of (A, λ * ) exists.
222
From Lemma 4.1, we have g G(z), λ(z), X(z) ≡ 0 for all z ∈ Ω. As a result,
since the partial Jacobian g G (A, λ * , X * ) is the linear transformation G → G X * with 225 a unit operator norm due to orthonormal columns of X * , leading to (11). The norm
is finite because g λX (A, λ * , X * ) is injective by Lemma 3.2.
227
In light of Theorem 4.2, we introduce the m × k condition number
of an eigenvalue λ * ∈ eig (A) where g is as in (2) and the infimum is taken over all the
229
proper choices of matrix parameters C and S that render the columns of the unique X * 230 orthonormal so that g(A, λ * , X * ) = 0. We shall refer to τ A,m×k (λ * ) as the multiplicity case, the condition number τ A,1×1 (λ * ) measures the sensitivity of a simple eigenvalue λ * .
237
We can now revisit the old question:
238
Is a defective eigenvalue hypersensitive to perturbations?
The answer is not as simple as the question may seem to be. 
273
There are further subtleties on the condition of a defective eigenvalue. The sensitivity is 274 finitely bounded if the multiplicity or the multiplicity support of the eigenvalue is preserved.
275
Denote the collection of n × n complex matrices having an eigenvalue that shares the same 
295
We can alter the problem of 296 finding an eigenvalue of a matrix A to 297 finding a λ * so that (λ * , X * ) is local least squares solution to g(A, λ, X) = 0 where g is the mapping defined in (2) with proper parameters. We shall show that the 298 latter problem is a regularization of the former. 
based on the following local convergence lemma that is adapted from [24, Lemma 2] . is an open convex neighborhood D of (λ * , X * ) and constants ζ, γ > 0 such that
the Gauss-Newton iteration (13) is well defined in D, converges to (λ * , X * ) and satisfies
for j = 0, 1, . . . with µ = σ + ζ γ (λ 0 , X 0 ) − (λ * , X * ) 2 < 1.
311
When the matrix A has an eigenvalue λ * of multiplicity support m × k, there is an X * 312 such that (λ * , X * ) is an exact solution to g(A, λ, X) = 0. However, when A is known with a multiplicity support m × k along with X * ∈ n×k satisfying g(A, λ * , X * ) = 0
321
where g is as in (2) with proper parameters C and S. The following assertions hold.
322
(i) The exact eigenvalue λ * of A is an m × k pseudo-eigenvalue of A.
323
(ii) There are neighborhoods Φ of A in n×n and Λ of λ * in such that every 324 matrixÃ ∈ Φ has a unique m × k pseudo-eigenvalueλ ∈ Λ that is Lipschitz 325 continuous with respect toÃ.
326
(iii) For every matrixǍ ∈ Φ serving as empirical data of A, there is a unique m × k 327 pseudo-eigenvalueλ ∈ Λ ofǍ such that
(iv) Theλ in (iii) is an exact eigenvalue ofǍ+EX † with a Jordan block of size at least k 329 whereX is the least squares solution of g(Ǎ,λ, X) = 0 and E = (Ǎ −λ I)X −X S.
330
WhenX HX = I, the backward error EX † F is bounded by g(Ǎ,λ,X) 2 .
331
The assertion (i) is a result of Lemma 3.2 (i). For any r > 0, denote
is a subset of Σ in Lemma 4.1. Let r ∈ (0, r 0 ). Assume there is a matrixÃ with 334 Ã − A 2 < ε for any ε > 0 such that min (λ,X)∈Ψr g(Ã, λ, X) 2 is not attainable in Ψ r .
335
Let ε → 0. ThenÃ → A and there exists an (λ,X) ∈ Ψ r \ Ψ r such that g(A,λ,X) 2
336
is the minimum 0 of g(A, λ, X) 2 for (λ, X) ∈ Ψ r and (λ,X) = (λ * , X * ). This is 337 a contradiction to Lemma 4.1. As a result, there is a neighborhood Φ r of A for every 338 r ∈ (0, r 0 ) such that min (λ,X)∈Ψr g(Ã, λ, X) 2 is attainable at certain (λ,X) ∈ Ψ r for 339 everyÃ ∈ Φ r , implying the existence of the pseudo-eigenvalueλ.
340
By Lemma 5.1, we can assume r 1 ∈ (0, r 0 ) is small so that the inequalities (14), (15) and for all (λ, X), (λ,X) ∈ Ψ r 1 . By 342 the continuity of g, the corresponding Φ r 1 can be chosen so that, for everyÂ ∈ Φ r 1 with 343 a local minimum point (λ,X) ∈ Ψ r 1 for g(Â, λ, X) 2 , we have g λX (Â, λ, X) † 2 < 2ζ,
r 1 , Ψ = Ψ r 2 and Φ = Φ r 1 ∩ Φ r 2 . For every 345Â ∈ Φ, the minimum of g(Â, λ, X) 2 is attainable at (λ,X) ∈ Ψ and, for any initial
and the set
since, for every (λ, X) ∈ Ω, we have
By Lemma 5.1, for every (λ 0 , X 0 ) ∈ Ψ, the Gauss-Newton iteration on the equation 349 g(Â, λ, X) = 0 converges to (λ,X). This local minimum point (λ,X) is unique in Ψ 350 because, assuming there is another minimum point (λ,X) ∈ Ψ of g(Â, λ, X) 2 , the 351
Gauss-Newton iteration converges to (λ,X) from the initial point (λ,X). On the other 352
hand, the Gauss-Newton iteration from the local minimum point (λ,X) must stay at
353
(λ,X), implying (λ,X) = (λ,X).
354
On the Lipschitz continuity of the pseudo-eigenvalue, letÃ,Ǎ ∈ Φ with minimum points
355
(λ,X) and (λ,X) of g(Ã, λ, X) 2 and g(Ǎ, λ, X) 2 respectively in Ψ. The one-step
356
Gauss-Newton iterate from (λ,X) on the equation g(Ǎ, λ, X) = 0 toward (λ,X)
Using the identity g λX (Ã,λ,X) † g(Ã,λ,X) = 0 and the Lipschitz continuity of g and 359 g λX , there is a constant γ such that
for allÃ,Ǎ ∈ Φ. Namely, the m×k pseudo-eigenvalue is Lipschitz continuous with respect 361 to the matrix. Furthermore, by setting (Ã,λ,X) = (A, λ * , X * ) in the above inequalities
362
we have (18) because the residual g(A, λ * , X * ) 2 = 0 Thus µ = 0 and (iii) is proved.
363
For the assertion (iv), the matrixX is of full column rank since X * is and the least squares is perturbed, and we shall present such an algorithm in next section. 
381
Assuming the multiplicity support m × k is known, identified or estimated, we also need to 382 set up the matrix parameters C ∈ n×m and S ∈ k×k , while using T ∈ m×k in (1).
383
By Lemma 3.2, the proper C is in an open dense subset of n×m so that we can set C 384 at random. With C available, we can then set up
where, for j = 1, . . . , k − 1, the scalar α j scales x (0) j+1 to a unit vector. Denote
. Then g(A, λ 0 , X 0 ) ≈ 0 and we apply the Gauss-Newton iteration
387
(13) that converges to (λ * , X * ) assuming the initial estimate λ 0 is sufficiently close to λ * .
388
When the iteration stops at the j-th step, a QR decomposition of the matrix representing 
391
A pseudo-code of Algorithm PseudoEig is given in Fig. 2 . arrangement so that the cost of QR decomposition can be reduced substantially.
398
Let X = x 1 , · · · , x k , the image g(A, λ, X) ∈ n×k × m×k can be arranged as
Algorithm PseudoEig
Input: matrix A, initial eigenvalue estimate λ 0 , multiplicity support m, k -set C as a random n × m matrix and
, S as in (21) and g as in (2) -for j = 0, 1, . . . do * solve the linear system g λX (A,
Figure 2: Algorithm PseudoEig
As a result, the partial Jacobian matrix in a blockwise upper-triangular form 2 .
We can further assume the matrix A is already reduced to a Hessenberg form or even Schur 
inconsistent with a large residual norm.
415
During an iteration in which (λ j , X j ) approaches (λ * , X * ), a large condition number of 416 the partial Jacobian g λX (A, λ j , X j ) indicates a likely underestimated geometric multiplicity 417 and a large residual g(A, λ j , X j ) 2 suggests a possible overestimation.
418
If the geometric multiplicity is identified, it is possible to find the Segre anchor by a searching 419 scheme based on the condition number of the Jacobian g λX (A, λ j , X j ) as shown in the 420 following example.
421
Example 1 Let
with eig (A) = {2, 3} of nonzero Segre characteristics {4, 3, 3} and {5, 5} respectively. Identify multiplicity support in practical computation can be challenging. It is certainly a 438 subject that is worth further studies. 
449
− Obtain the thin QR decompositionX = Q R.
450
− Reset S as R S R −1 in the mapping g.
451
− Set the initial iterate (λ 0 , X 0 ) = (λ, Q) for the Gauss-Newton iteration (13).
452
The advantage of such an orthonormalization is intuitively clear. When we solve for the can not be minimized further with the unit round-off about 10 −16 considering A 2 ≈ 10 4 .
464
The backward error
is not small enough. After orthonormalization and resetting the resulting parameter C
466
and S in g in (2), we apply the Gauss-Newton iteration again and obtain but the backward error improves substantially to
as X † 2 ≈ 1. More importantly, the forward accuracy of the computed eigenvalue improves 470 by 3 additional accurate digits.
471
When the given matrix represents perturbed data, the orthonormalization seems to be more 472 significant in improving the accuracy, as shown in the example below. 
be the data representation of the matrix A in (23). Table 2 lists the computed eigenvalues, 475 residual norms, backward errors and forward errors before and after orthonormalization.
476
The results show a substantial improvement on the both forward and backward errors even 477 though the residual magnitudes roughly stay the same. 
Let P 2 be the spectral projector associated with λ 2 = 2. The defective eigenvalue λ 2 503 is both highly ill-conditioned in spectral projector norm and almost perfectly conditioned 504 measured by its 2 × 2 condition number with a sharp contrast: There is no apparent way to group 7 computed eigenvalues to use the cluster mean for the 514 defective eigenvalue even if we know the multiplicity is 7. Out of all 8 possible groups of 515 7 eigenvalues, the best approximation to λ 2 = 2.0 by the average is 2.000142850475652 516 with a substantial error 1.4 × 10 −4 predicted by the spectral projector norm. In contrast,
517
Algorithm PseudoEig accurately converges to λ 2 = 2.0 with an error below the unit round 518 off 2.2 × 10 −16 using the correct multiplicity support 2 × 2 that can easily be identified 519 using the method in §8, as accurately predicted by the 2 × 2 condition number. The spectrum of B consists of a single eigenvalue λ = 2.00125. This lurking nearby matrix 537 indicates that the multiplicity 7 of λ 2 = 2.0 ∈ eig (A) can be increased to 8 with a small 538 perturbation A − B 2 , which is exactly the kind of cases where spectral projectors have 539 large norms as elaborated by Kahan [10] and grouping method fails. However, those nearby 540 defective matrices have the same multiplicity support 2 × 2, implying a small perturbation 541 does not increase either the geometric multiplicity or the Segre anchor. As a result, the 542 multiplicity support condition number is benign, and computing the defective eigenvalue via 543 pseudo-eigenvalue is stable.
544
Interestingly, even though the matrix B is only known via the above empirical data, the 545 spectral projector associated with its eigenvalue 2.00125 is known to be identity since there 
