We derive a non-asymptotic expression for the moments of traces of monomials in several independent complex Wishart matrices, extending some explicit formulas available in the literature. We then deduce the explicit expression for the cumulants. From the latter, we read out the multivariate normal approximation to the traces of finite families of polynomials in independent complex Wishart matrices.
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E (exp(tr(θ W))) = (det(I − θΣ))
− p (1) for all Hermitian matrices θ such that Σ −1 − θ is positive-definite.
We write W ∈ W N (Σ, p) . This notation is deliberately modeled on [1, Sect. 7.2 ], but the reader should keep in mind that this paper is devoted solely to the complex case.
From Gindykin's theorem, see [11] , we know that (1) is indeed the Laplace transform of a probability measure which is supported on the set of N × N Hermitian positive matrices, (i.e. on A such that x * Ax ≥ 0 for all x ∈ C N ). It is also well known that W ∈ W N (Σ, p) with p ∈ N can be expressed as a quadratic form in a complex Gaussian matrix with i. i. d. entries, see (18) .
Asymptotic normality for traces of polynomials in a single real Wishart matrix with Σ = I is known since the work of [2] and [16, Theorem 4.1], who relied on combinatorial methods similar to ours. More general unitary-invariant ensembles have been studied starting with [7] ; for recent work and references, see [6] . Bai and Silverstein [3] proved asymptotic normality and derived elegant integral formulas for the means and the variances of traces of analytic functions of a more general class of empirical covariances. Asymptotic normality for multi-matrix models was studied in [5] using stochastic analysis to establish asymptotic normality for traces of polynomials in two independent complex Wishart matrices with Σ = I , and in [19, 26] who studied polynomials in several independent unitarily invariant Wishart matrices by combinatorial methods.
Our main result extends [26, Corollary 9.4] to more general covariances, and is proved by the closely related combinatorial method. 
exists for all non-commutative polynomials q ∈ C x 1 , . . . ,
Then there is a pair (X, Y) of jointly Gaussian mean zero R d -valued random variables such that
The statement of Theorem 1 does not specify the covariance matrix of the limiting normal law, and usually the law of Z = X + iY fails to be "complex Gaussian", as the covariances of X and Y may differ. The expression for the joint (2d) × (2d) 
