A recently introduced cluster acceleration algorithm for spin models ͓J. Machta et al., Phys. Rev. Lett. 75, 2792 ͑1995͔͒ based on invasion percolation is generalized to temperatures away from the critical point using concepts of random bond percolation. The generalized algorithm is equivalent to an ''optimized'' version of the Swendsen-Wang cluster algorithm ͓R. H. Swendsen and J. S. Wang, Phys. Rev. Lett. 58, 86 ͑1987͔͒, and we demonstrate its success and speed at all temperatures for the dϭ2 Ising model. We argue that the previously discussed connection to self-organized criticality may be viewed as one limit of the fixed-cluster algorithm. ͓S1063-651X͑96͒50305-3͔ PACS number͑s͒: 05.50.ϩq, 75.40.Mg, 75.10.Hk Recently, a remarkably simple cluster algorithm for generating equilibrium spin configurations at critical points was introduced by Machta and co-workers ͓1͔. This development in acceleration algorithms for unfrustrated spin systems is exciting because the method can be used to sample the critical region without knowing the critical temperature, and also because the method is significantly faster than the celebrated and closely related Swendsen-Wang ͑SW͒ ͓2͔ and Wolff ͓3͔ cluster algorithms. The recipe is simple: Start with any configuration of spins, and throw ''bonds'' with probability one between nearest-neighbor pairs of parallel ͑satisfied͒ spins anywhere on the lattice until a spanning cluster is formed. Then flip each cluster of bonded spins with probability 1/2, and repeat. After very few iterations, a spin configuration characteristic in every respect to one in equilibrium at the critical point is produced. This method-which may also be performed using invasion percolation to identify the clusters-was thus said to exhibit self-organized criticality.
Recently, a remarkably simple cluster algorithm for generating equilibrium spin configurations at critical points was introduced by Machta and co-workers ͓1͔. This development in acceleration algorithms for unfrustrated spin systems is exciting because the method can be used to sample the critical region without knowing the critical temperature, and also because the method is significantly faster than the celebrated and closely related Swendsen-Wang ͑SW͒ ͓2͔ and Wolff ͓3͔ cluster algorithms. The recipe is simple: Start with any configuration of spins, and throw ''bonds'' with probability one between nearest-neighbor pairs of parallel ͑satisfied͒ spins anywhere on the lattice until a spanning cluster is formed. Then flip each cluster of bonded spins with probability 1/2, and repeat. After very few iterations, a spin configuration characteristic in every respect to one in equilibrium at the critical point is produced. This method-which may also be performed using invasion percolation to identify the clusters-was thus said to exhibit self-organized criticality.
In this paper, we generalize this ''invaded cluster'' ͑IC͒ ͓1͔ algorithm to generate equilibrium spin configurations at any temperature, not just the critical temperature T c . This is achieved using a variation of random bond percolation, instead of invasion percolation ͓4͔, to identify the clusters, and flipping the clusters with probability 1/2 after a cluster of length l is formed, rather than when a spanning cluster is formed ͓5͔. We refer to the generalized algorithm as the fixed-cluster ͑FC͒ algorithm. For the purposes of illustration, we consider here the FC algorithm as applied to the twodimensional Ising model in zero magnetic field.
Because the first paper on this new algorithm has just recently appeared ͓1͔, we begin by confirming that the prescription of Machta et al. indeed lattice at T c , and is faster than SW. Figure 1 shows the number of clusters n(s) at T c containing s sites plotted double logarithmically vs s, and averaged over 1000 independent 500ϫ500 square lattices simulated with the IC algorithm. To calculate the equilibrium cluster size distribution, clusters are identified as nearest-neighbor pairs of parallel spins connected ͓6,7͔ by bonds with probability p b ϭ1Ϫe Ϫ2J/k B T , where J is the coupling strength. The slope of the line gives the cluster size distribution exponent ϭ2.04, in very good agreement with the accepted value ϭ2.07 when finite size effects are considered. Figure 1 also shows the cluster size distribution averaged over 1000 independent 500ϫ500 lattices simulated with the SW algorithm at T c ; we see that the distributions obtained using the two algorithms are indistinguishable. Figure 2 shows the increase in energy E as the system equilibrates from an initial configuration of all spins up (EϭϪ2.0) to the critical point (EϭϪ1.41), calculated for both the IC and SW algorithms on 10 independent 4000ϫ4000 lattices; we see that the SW algorithm requires over 10 times more iterations than the IC algorithm to reach the equilibrium energy. We also calculate the equilibrium energy and magnetization autocorrelation functions ͓͗E(t)ϪĒ͔͓E(0)ϪĒ͔͘/ var(E) and ͓͉͗M (t)͉Ϫ͉M ͉͔͓͉M (0)͉Ϫ͉M ͉͔͘/ var(M ) for both algorithms at T c , and find as Machta et al. did that the correlations decay to zero within two iterations for the IC algorithm, while the SW algorithm requires at least 20 iterations for the correlations to decay to zero on the same size lattice. Thus we confirm the success of the algorithm presented by Machta et al. in generating equilibrium spin configurations at the critical point in the dϭ2 Ising model.
We generalize the IC algorithm to generate equilibrium spin configurations at T T c by performing the following procedure: Starting with all spins up ͑although any initial configuration will work͒, throw bonds between nearestneighbor parallel ͑satisfied͒ spins anywhere on the lattice with probability one. When any cluster of bonded spins reaches a prechosen length l ͑where length is defined as the maximum linear extension͒, flip each cluster with probability 1/2, and repeat. Figure 3 shows the energy E and the ratio f of inserted bonds/satisfied pairs after each iteration, averaged over 100 500ϫ500 lattices simulated with the FC algorithm with l ϭ50. After three iterations, E and f reach their equilibrium values EϭϪ1.078 and f ϭ0.546.
To confirm that the configuration is indeed in equilibrium, and to determine the temperature of the lattice ͓8͔, we calculate T from the energy using Onsager's formula ͓9͔ for E(T), and then independently equilibrate a new lattice using the Glauber spin-flip algorithm ͓10͔ at that temperature. The cluster size distribution n(s) for both the FC-equilibrated lattices with l ϭ50 and 100 and the Glauber-equilibrated lattices at the corresponding temperatures Tϭ2.5331 and 2.3726 are shown in Fig. 4 ; we see that at both temperatures the cluster distributions generated by the two different algorithms are indistinguishable. Figure 5 shows the mean cluster size ͗s͘ vs (TϪT c ) plotted double-logarithmically for the 500ϫ500 lattices simulated with the FC algorithm for various l . Here the mean cluster size, which scales in the same way as the susceptibility for T→T c , is defined as ͗s͘ϭ͓ ͚ s s
We find the exponent ␥, which describes the divergence of the mean cluster size as the critical temperature is approached, to be ␥ϭ1.73, in excellent agreement with the exact theoretical value of ␥ϭ1.75.
To elucidate the reason why the FC algorithm works, we list in Table I the equilibrium values of f and E obtained for l ϭ50, for simple Glauber at Tϭ2.5331 and for FC at l ϭ100, Glauber at Tϭ2.3726. Both sets of data are generated from 1000 independent 500ϫ500 square lattices. R4256 53 TANNIEMOLA B. LIVERPOOL AND SHARON C. GLOTZER each value of l , the corresponding temperature of the lattice calculated from the Onsager relation, and the corresponding bond probability p b ϭ1Ϫe Ϫ2J/kT used in the SW algorithm. Recall that in the SW algorithm, bonds are thrown with probability p b between nearest neighbor pairs of parallel ͑satis-fied͒ spins, and clusters of spins connected by bonds are flipped with probability 1/2. We see from Table I that for each choice of fixed cluster length, f ϭp b . This is why the FC algorithm works: once the system is in equilibrium, flipping the clusters after a cluster of length l is grown is equivalent to flipping the clusters after a fraction f of bonds has been thrown, and this is equivalent to the SW prescription of flipping the clusters after throwing bonds between every satisfied pair of spins with probability p b ϭ f . That is, each iteration of the FC algorithm at fixed cluster length l is essentially equivalent to one iteration of the SW algorithm with p b (T)ϭ f (l ) ͓11͔.
However, the FC algorithm guarantees that at each iteration the maximum cluster length present is characteristic of the cluster distribution at the desired state point. For example, for l equal to the system size L the FC algorithm guarantees by definition that a spanning cluster is always present before the clusters are flipped. Since a spanning cluster is typical of the critical point, and since f (l ϭL)ϭ p b (T c ), the algorithm is equivalent to the SW algorithm with configurations not containing an incipient infinite cluster eliminated. Thus, at any T ͑or equivalently for any l ), the FC algorithm is equivalent to an ''optimized'' SW algorithm-that is, SW with the maximum cluster length fixed to be representative of the desired cluster distribution. Consequently, since the SW algorithm generates configurations in the grand canonical ensemble, the FC algorithm generates only a subset of this ensemble.
This reasoning also explains the relative speed of the FC algorithm at all temperatures in generating successive decorrelated equilibrium configurations, as compared to SW ͑cf. Fig. 6͒ . Note that the relative efficiency of the FC algorithm will be greatest close to the critical point, for large system sizes, and for increasing dimension, since there the effect of the guaranteed existence of the largest cluster will be most significant. Figure 7 shows the probability P ϱ of an infinite cluster vs the bond fraction f . As the lattice size approaches infinity, P ϱ approaches a step function at f ϭ p c . In the SW algorithm at T c , bonds are thrown with probability p c . Due to fluctuations, sometimes a more-thanspanning cluster will be present, sometimes no spanning cluster will be present, and sometimes an incipient infinite cluster will be present. With the FC algorithm at l ϭL, however-and consequently with the IC algorithm-the incipient infinite cluster is always present.
The FC algorithm is also faster than SW in reaching equilibrium at any temperature, starting from any initial starting configuration. The reason is that before the system is in equilibrium, f is not equal to the SW bond probability at the desired temperature, but rather it is equal to p b at a different Table II shows f after each iteration of the FC algorithm for l equal to the system size, starting from an initial configuration of all spins up. At the first iteration, f (tϭ1)ϭ0.499 for this run. Had we used the SW algorithm, a fraction f (tϭ1)ϭp b (T c )ϭ0.586 of bonds would have been thrown at the first iteration. Thus we can consider the first iteration of the FC algorithm as an iteration using SW with p b ϭ0.499, or equivalently with an effective temperature T e f f ϭ2.89 as calculated from p b ϭ1Ϫe Ϫ2J/k B T , which is greater than T c . At the second iteration of the FC algorithm, f (tϭ2)ϭ0.569, which corresponds to T e f f ϭ2.37. Thus each successive iteration sets the temperature to be closer to but slightly higher than T c , thereby heating the system faster. At each iteration, f increases, and at the sixth iteration for this run, f exceeds p b , thus cooling the system to a temperature slightly below T c . At the next iteration, a fraction f Ͻp b (T c ) is thrown, ''warming'' the system back to T c . This ''negative feedback'' mechanism described also by Machta et al.-combined with fixing the maximum cluster length to be representative of the desired cluster distribution-is responsible for the speed of the FC and IC algorithms. The same argument applies to finite l , i.e., T T c , simulations ͑cf. Table III͒. Thus we see that the FC algorithm approaches equilibrium in a manner similar to that achieved through an optimized simulated annealing process, whereas SW approaches equilibrium in a manner similar to that achieved via quenching.
The FC algorithm uses a variation of random bond percolation to identify clusters of bonded spins. For finite lattices, a spanning cluster generated using either concepts of random bond percolation or invasion percolation will be statistically identical. However, random bond percolation is more naturally generalized to create maximum cluster sizes less than spanning, and thus to bond fractions away from p c , and consequently the FC algorithm can be straightforwardly generalized to temperatures away from T c . Thus while the IC algorithm was originally based on invasion percolation and introduced to sample the critical region, we have shown that the algorithm can be generalized to produce equilibrium spin configurations at any temperature-and thus sample regions of phase space away from the critical region-simply by choosing the maximum cluster length to be a finite value l . Thus, tuning l allows one to tune the final temperature of the lattice. From this point of view, the connection between the IC algorithm and self-organized criticality can be viewed as simply the l →ϱ limit of the FC algorithm. From the point of view of invasion percolation, however, the association with self-organized criticality is a natural one. ͓11͔ Note that the choice of l required to achieve a particular temperature will of course depend on the lattice size. 
