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This work addresses the challenges associated with analysis of data generated by
high-performance computing (HPC) systems under data protection and privacy
requirements. The HPC systems are the workhorse of simulation science, enabling
unique insights across many disciplines (climate modeling, life sciences, weather
forecast, etc.). System monitoring and analysis of monitoring data are highly sig-
nificant for the efficient operation and research in performance optimization of
HPC systems. Such systems generate various and large volumes of data as they
operate, constituting a case of Big Data that challenges key data protection and
privacy principles. This paper describes the Data Analysis for Improving High
Performance Computing Operations and Research (DA-HPC-OR) project funded
through the Eucor – The European Campus EVTZ via the Seed Money program1.
The main goal in this project is the analysis of data collected since July 2016 on
the HPC system (NEMO) at the University of Freiburg in order to improve their
1www.eucor-uni.org
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research and operations activities. Data collected on the sciCORE cluster in Basel
will be used to validate the knowledge extracted from NEMO. This knowledge
will be used to improve the monitoring, operational, and research activities of the
three HPC systems (Freiburg, Basel, and Strasbourg). Data protection requires
legal monitoring of the relevant Swiss, German, and EU legislation. Compliance
with such laws will be ensured via data de-identification and anonymization prior
to analysis. We leverage the HPC, legal, and data analysis expertise of the con-
sortium to develop solutions that can be transferred to other Eucor members at
no additional legislative inquiries or overheads.
1 Introduction
Each of the four pillars (experiments, theory, simulation, and data) of the scientific
method produce and consume large amounts of data. Breakthrough science will oc-
cur at the interface between empirical, analytical, computational, and data-based
observation. Parallel computing systems are the workhorse of the third pillar: sim-
ulation science. These systems are highly complex ecosystems, with multiple layers,
ranging from the hardware to the application layer (cf. Figure 1). Monitoring solu-
tions exist at every single layer.
Access to the monitoring data varies between the different communities, which
also have different interests in the data. For instance, computational scientists in
general have access to the monitoring data from the application layer and in certain
cases also from the application environment layer. Their interests may include the
running time of their applications but also understanding the application perform-
ance by profiling or tracing. Computer scientists may have access to monitoring
data from application environment and cluster software layers. They are typically
interested in performance data from both software and hardware components and
subsystems. System administrators typically have access to data monitored at the
hardware, system software, and cluster software layers. The monitoring interests
cover both operational aspects of the system (e. g., availability, fair usage), as well
as research-oriented aspects of the system (e. g., scheduling of batch jobs, resource
utilization, fault-tolerance).
Regardless of the community interest, the access to and the sharing of monitoring
data of HPC systems for analysis purposes requires (i) non-disclosure agreements
between the data owners and/or (ii) de-identification and anonymization of the
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sensitive information within the data. The former requirement prevents any public
release of data, thus hindering the reproducibility of the insights and of the research
results derived from the data. The latter requirement imposes compliance with the
data protection and privacy regulations in force at the location where the data is
produced and collected.
Figure 1: A typical HPC ecosystem with a layer-based monitoring approach
1.1 Goals and Expected Results
The focus of this project is on satisfying the second requirement (de-identification
and anonymization that complies with data protection and privacy regulations)
for the data produced and collected on the systems of the HPC centers at the
member institutions: NEMO at University of Freiburg (NEMO-UniFR), sciCORE at
University of Basel (sciCORE-UniBas), and HPC at University of Strasbourg (HPC-
UniStra). This focus raises important legal and regulatory questions regarding the
data protection and privacy laws in force in Germany, Switzerland, and France that
this project needs to consider and comply with. Answering these questions requires
legal expertise and a thorough analysis of the applicable individual, national, and
European legislation.
1.1.1 Goal
The goal of this project is to analyze the (de-identified and anonymized) data collec-
ted at one of the three HPC centers of the consortium (NEMO-UniFR) to improve
their research and operations activities, as well as offer monitoring, operational,
and research insights for improving the activities at the other two HPC centers
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(sciCORE-UniBas and HPC-UniStra). The rationale for concentrating on NEMO-
UniFR is due to the monitoring and data integration activities running at UniFR
since August 2016.
1.1.2 Approach
The approach towards achieving this goal involves: Monitoring of software and
hardware components; Use of de-identification and anonymization methods; and
Analysis of the data processed in the previous step. Monitoring data is collected
(in a first step), under various types, formats, and sizes. Therefore, meaningful in-
tegration of the various types and formats represents a significant challenge. This
challenge can be addressed by ensuring that the HPC monitoring data follows the
FAIR (findable, accessible, interoperable, and reusable) data principles (Wilkinson
et al., 2016) already in the data collection stage.
To comply with the data protection and privacy laws of the three partner coun-
tries, the monitoring data needs to be de-identified and anonymized (in a second
step). The de-identification and anonymization also need to preserve the data useful-
ness. This can be addressed by extending the FAIR principles with another U (use-
fulness) principle, resulting in FAIRU.
Via a meaningful analysis (using well established data mining methods) of the
FAIRU HPC data (in a third step) actionable insights can be generated that will
result in improvements both for HPC operation as well as for the research performed
in the context of performance optimization of HPC applications and systems.
The novelty of this project is that no effort towards data analysis for HPC has
explored the legal challenges crosscutting any transferrable solution or knowledge.
1.1.3 Methods
The methods employed for achieving the above goals include: monitoring, FAIRU
data principles, de-identification and anonymization, legal data controlling, data
aggregation and mining, and insight extraction. Of these, the consortium has ex-
pertise in the following methods: monitoring, de-identification and anonymization,
legal data controlling, and data mining. The consortium will develop monitoring
solutions for all member institutions, apply the FAIR and useful data principles,
perform legal data controlling, data aggregation and mining, and extract insights.
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Expected outcome The expected outcome of this project is in the form of solutions
for improving the HPC operations and research at the member institutions, that
comply with the diverse applicable data protection and privacy legislations.
1.1.4 Significance
The significance of this work is in improving the research and operations activities of
three HPC centers within Eucor. The solutions proposed herein will be transferable
to improve the HPC operations and research at other Eucor member institutions, at
the benefit of no (or minimal) additional legislative inquiries and data management
overhead.
2 Current State and Challenges
Monitoring of HPC systems and applications generates various and large volumes
of data, constituting a case of Big Data (FDPIC, 2017b) that challenges key privacy
and data protection principles, as highlighted in (Koops et al., 2014). To help reduce
the risks associated with the use and analysis of Big Data, a resolution for Big Data
has been proposed (ICDPPC, 2015). Any effort towards Big Data analytics in a
data protection- and privacy-aware manner needs to carefully examine and abide
by the laws applicable in the country where the data is produced. In the present,
in Switzerland, this corresponds to the Swiss Data Protection (SDP) law (FDPIC,
2017a). In Germany, the Federal Data Protection Act2 (FDPA) applies at the mo-
ment, while Baden-Württemberg has its own Data Protection (BWDP) law (LfDI
Baden-Württemberg, 2017b). The law 78-17 of 6 January 1978 on information tech-
nology, data files and civil liberties (ITDFCIL) (CNIL, 2014) presently applies in
France. Starting in May of 2018, France and Germany, as member states of the
European Union, will enforce the EU guidelines for data protection (EUGDP) (LfDI
Baden-Württemberg, 2017a).
This will render legal monitoring between France and Germany (and throughout
the EU) easier than before. However, legal monitoring between Switzerland and any
EU country will remain difficult. This difficulty is also captured by a very recent
census of privacy and data protection authorities (ICDPPC, 2017). Nonetheless,
2Federal Data Protection Act: http://byds.juris.de/byds/012_1.4_BDSG_1990_Inhaltsueber-
sicht.html, (visited on 27. 09. 2017)
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data protection and privacy cannot be hardcoded (Koops et al., 2014) in HPC
systems, runtime systems, or in programming languages. Therefore, ensuring that
data complies with all legal provisions within sectoral, state, national, and European
legislation, that contain data protection requirements is a non-trivial, yet critical
task for this project.
A recent overview of the state of the art monitoring solutions in HPC systems can
be found in (Jha et al., 2017; Layton, 2017; Brown et al., 2017). Monitoring is also
used proactively for system maintenance (Röder, 2016) as well as for application
optimization. Faults have become a major threat for the execution of HPC applic-
ations at scale (Geist, 2016; Snir et al., 2014; Cappello et al., 2009). Resilience has
been identified as one of the top ten Exascale challenges (Dongarra et al., 2011). In
this context, the analysis of system logs (Martino et al., 2014; Tiwari et al., 2015;
Sridharan et al., 2015) paves the way for understanding the distribution of faults
and their impact on the system and its performance. Research in this direction is
urgently needed to improve current fault-detection methods, fault models, and other
resilience techniques (Benoit et al., 2016). Existing work on (manual) data analysis
or (automatic) data mining for HPC includes fault prediction (Gainaru et al., 2012)
and coping with recall and precision of soft error detectors (Bautista-Gomez et al.,
2016), respectively. However, there is room for improvement. Specifically, the use
of data mining to HPC fits into Industry 4.0 where there is a strong interest on
improving the performance of processes via log mining. This is described in a recent
manifesto on process mining (Aalst et al., 2011).
3 Conclusion and Outlook
This seed money project will significantly raise the visibility of Eucor via the use of
its label on each of the members’ website, publications and via their network chan-
nels. The DA-HPC-OR project already tightens the collaboration between scientists
or the three neighboring countries beyond this project.
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