In recent works [1, 2] , the authors considered invariant Lagrangians under a Lie group action, where independent variables are either invariant, or may be parametrized so that the new set of independent variables are invariant. Using a moving frame for the Lie group action, they showed how to obtain the invariantized Euler-Lagrange equations and the space of conservation laws in terms of vectors of invariants and the adjoint representation of the frame.
Introduction
Solving algebraic equations dates back to Ancient Greece, or even earlier; these were used to answer all kinds of problems. Finding solutions to algebraic equations was an important problem in algebra in the 18 th century; it was known that equations of second, third and fourth degree could be solved by radicals, but the same could not be said for equations of degree five or higher. It was Galois's brilliant idea of connecting an algebraic equation to a permutation group of the roots that lead to the following remarkable theorem: an algebraic equation is algebraically solvable if and only if the group associated to the equation is solvable [3] .
One can think of differential equations as algebraic equations and with this in mind, Lie in the 19 th century thought of developing an analogous to Galois's theory for differential equations. In particular, he showed that it was possible to reduce the order of an ordinary differential equation (ODE) based on the knowledge of the group parameter which left the ODE invariant [4] . For systems of differential equations coming from a variational principle, the one-parameter variational symmetry group can reduce by two the order of these. For such systems, Emmy Noether proved, in 1918 , that the conservation laws could be obtained from Lie group actions that left the variational problem invariant [5] .
Recently, for the case where the invariant Lagrangians may be parametrized so that the independent variables are each invariant under the group action, Gonçalves and Mansfield [1, 2] were able to calculate the invariantized Euler-Lagrange system in terms of the standard Euler operator and a 'syzygy' operator specific to the action. Furthermore, they obtained the linear space of the conservation laws in terms of vectors of invariants and the adjoint representation of a moving frame for the Lie group action. This new structure for the conservation laws allowed the calculations for the extremals to be reduced and given in the original variables, once the Euler-Lagrange system was solved for the invariants;
this was presented in [2] for all three inequivalent SL(2) actions and in [6] for the standard SE(3) action.
In this paper, we show that the results presented in [2] can be extended to cases where reparametrization of the independent variables is difficult, impossible or undesirable. We take as our main expository example the standard linear action of SL(2) on the two independent variables. This choice is motivated by applications to variational problems which conserve potential vorticity.
In Section 2, we start by giving some background on moving frames, differential invariants, invariant differentiation operators, and invariant forms. We then move on to invariant calculus of variations; we show in this section how the invariantized EulerLagrange equations are obtained in a similar way as the Euler-Lagrange equations in the original variables. Furthermore, we demonstrate that the boundary terms obtained from the calculation of the invariantized Euler-Lagrange equations are linear in terms of the differential invariants with respect to the variation parameter, t.
In Section 3, we demonstrate the mathematical structure of Noether's conservation laws for invariant Lagrangians with noninvariant independent variables. The conservation laws presented in this section are a generalization of the ones obtained in [2] ; they differ by the product of a matrix which represents the group action on the (p − 1)-forms. In the particular case of a variational problem with invariant independent variables, this matrix corresponds to the identity matrix. We end this section by exemplifying how the conservation laws of a particular extremization problem can be used to solve for the original variables.
Moving frames and invariant calculus of variations
In this section, we will introduce notions and concepts needed to understand our results, namely, moving frames as formulated by Fels and Olver [7, 8] in the context of differential algebra, differential invariants of a group action, invariant forms and invariant calculus of variations. For further details on these topics see Fels and Olver [7, 8] , and Mansfield [1] . Also, a different approach to the one-dimensional variational problem can be found in Kogan and Olver [9] .
A smooth group acting on a smooth space induces an action on the set of its smooth curves and surface elements and on their higher order derivatives in the relevant jet bundle.
These curves and surfaces are known as the prolonged curves and surfaces. In this paper, the set M on which the group G acts is the set of these prolonged curves and surfaces.
Moving frames, differential invariants and invariant forms
Let X be the set of independent variables with coordinates x = (x 1 , ..., x p ) and U the set of dependent variables with coordinates u = (u 1 , ..., u q ). We will represent the derivatives of u α with a multi-index notation, e.g.
where K = (k 1 , ...., k m ) is an unordered m-tuple of integers, where the entries 1 ≤ k l ≤ p represent the derivatives with respect to x k l ; its order is denoted by |K| = m. Consequently, we will represent the coordinates of M = J n (X × U) as
Furthermore, the operator ∂/∂x i extends to the total differentiation operator
A group action of G on M is a map
To ease exposition, we will denote at times g · z as z.
Suppose that G is a Lie group acting smoothly on M and that its action is free and regular in some domain U ⊂ M. This implies that -the group orbits all have the same dimension and foliate U,
-the existence of a surface that intersects these orbits transversally, known as cross section K, and
Under these conditions we can define an equivariant map ρ : U → M as the map that sends an element z ∈ U to the unique element ρ(z) ∈ G which satisfies
The map ρ is called the right moving frame relative to the cross section K.
To obtain the right moving frame, in a first instance, we define the cross section K as the locus of the set of equations ψ i (z) = 0, for i = 1, ..., r, where r is the dimension of G.
Then solving the set of equations, known as the normalization equations,
for the r parameters describing G yields the frame in parametric form.
Example 2.1 Consider the linear SL(2) action on the space (x, y, u(x, y)) as follows 
The prolonged action on u y is given explicitly by g · u y = u y = D y u.
The transformed total differentiation operators D i are defined by
where D x/Dx is the Jacobian matrix. So,
Taking M to be the space with coordinates (x, y, u, u x , u y , u xx , u xy , u yy , ...), then the action is locally free near the identity of SL (2) and regular away from the coordinate plane x = 0.
So for x = 0, we take the normalization equations to be x = 1, y = 0 and u y = 0, and thus obtain a = u x xu x + yu y , b = u y xu x + yu y , and c = −y,
as the frame in parametric form.
Theorem 2.2 Let ρ be a right moving frame, then the quantity I(z) = ρ(z) · z is an invariant of the group action (see [7] ).
If z is given in coordinates, and the normalization equations are z i = c i , for i = 1, ..., r,
where
Thus, we denote the invariantized jet bundle coordinates as
These are also known as the normalized differential invariants.
Example 2.1 (cont.) The normalized differential invariants up to order two are as
The first, second and fifth components correspond to the normalization equations and are known as the phantom invariants. The third and eighth components are the generating invariants and one can obtain all the higher order invariants in terms of them and their derivatives.
The invariant differential operators are obtained in a similar way to that of the normalized differential invariants. We obtain them by evaluating the transformed total differentiation operators at the frame, in other words,
where D i are as defined in (2) . These invariant differentiation operators map differential invariants to differential invariants.
We know that ∂u
Ki , but the same is not true for their invariantized counterparts; in general
This motivates the following definition. 
where δ ij is the Kronecker delta, and N ij and M α Kj are the correction terms.
Theorem 2.4 provides formulae for the correction terms N ij and M α Kj , for which we need to define the following notion of infinitesimal of a prolonged group action.
Let G be a group parametrized by a 1 , ..., a r , where r = dim(G), in a neighbourhood of the identity element. The infinitesimals of the prolonged group action with respect to these parameters are
Since ξ we can define
where the arguments have been invariantized.
Theorem 2.4
For a left action on the base space and a right moving frame, the p × r correction matrix K, which provides the correction terms, is given by
where the frame ρ = (ρ 1 , ..., ρ r ) T is in parameter form and R ρ : G → G is right multiplication by ρ. The formulae for the correction terms are
where ℓ is the index for the group parameters and r = dim(G).
The proof of this theorem can be found in page 134 of [1] .
The error terms can be calculated without explicit knowledge of the frame, requiring merely information on the normalization equations and infinitesimals -symbolic software exists which computes these, see [10] among others. From Equation (4) 
For more information on syzygies, see Section 5 in [1] .
Example 2.5 Set u = u(x, y, t). Let g ∈ SL(2) act on (x, y, u(x, y, t)) as in Example 2.1 and t = t. Taking the normalization equations as before, we obtain
From Figure 1 , we can see that there are two ways to reach I u 113 and since these must yield the same result, we get the following syzygy between I u 3 and I u 11 :
Similarly, there are two possibilities to obtain I 
Finally, there are several ways in which to reach I u 123 ; there are two syzygies between I u 3 and I u 12 , which are as follows: From Equations (8) and (9) 
Then the commutators are given by
As we are dealing with invariant Lagrangians, these contain invariant volume forms.
These invariant volume forms are obtained by performing the wedge product between the invariant one-forms, which we define next.
Definition 2.6
The invariant one-forms are denoted as
As for differential invariants, the invariant total differentiation operators send invariant differential forms to invariant differential forms.
Let the invariant differential operator D i be associated to the vector v i as follows
Consider the invariant total differentiation D i of a form ω, denoted as D i (ω), to be the Lie derivative
where d is the usual exterior derivative, and is the interior product of a vector field with a form. In fact if ω = I(dx j ), then (13) simplifies to
by the following lemma.
Lemma 2.7 Consider v i to be the vector associated to the invariant total differentiation operator D i . Then
where δ ij is the Kronecker delta, in other words {I(dx 1 ), ..., I(dx p )} forms a basis to the dual space of T M| x , whose basis is {v 1 , ..., v p }.
Proof Let J denote the Jacobian matrix D x/Dx| g=ρ(z) . Then
It is possible to calculate the Lie derivative of the I(dx j ) with respect to the D i with no explicit knowledge of the frame, with information only on the infinitesimals and normalization equations. The following theorem shows exactly this.
Theorem 2.8 Let g ∈ G act on x ∈ X and let f be a function in M. Consider the set of invariant total differentiation operators, {D i }, and the set of invariant one-forms, {I(dx j )}. Furthermore, we know that
where A i jk is given in (10) . So if
Proof In order to demonstrate the above result, we must first prove that for any function
Setting I(dx) = Jdx, where J is the Jacobian matrix D x/Dx| g=ρ(z) , so that dx =
Next, we know that d 2 ≡ 0, and so
where we have used the properties of the interior product in the first line, the equality (14) in the second line, and the hypothesis (16) in the third line.
Furthermore, we also know that v j (v k d 2 f ) = 0, and thus
where we have used the properties of the interior product in the first line, and the equality (14) in the second line. Rewriting the above we obtain Lie derivative Note that in Example 2.9, the Lie derivatives D i of I(dt) are all equal to zero. This is no coincidence as is shown in the following lemma.
Lemma 2.10 Let g ∈ G act on the set of independent variables {x i }, for i = 1, ..., p + 1.
for all i = 1, ..., p + 1.
Proof The Lie derivative of a form can be written as
According to Theorem 2.8, the coefficients B l i,p+1 are equal to
Since x p+1 is left invariant, ξ 
where K is a multi-index of differentiation with respect to x i , for i = 1, ..., p.
Lemma 2.11 Let g ∈ G act on the set of independent variables {x i }, for i = 1, ..., p + 1.
If g · x p+1 = x p+1 and f is some function in M, then
where K = (k 1 , ..., k m ) is a multi-index of differentiation with respect to x i , for i = 1, ..., p, of order m and, J l and K\(J l , k l ) are tuples of differentiation of the following form
Proof To obtain (17), we use the equation for the commutators (10) recursively as follows,
and so on. Note that as x p+1 = x p+1 , then ξ Kogan and Olver in [9] obtained formulae for the invariantized Euler-Lagrange equations through the construction of a variational tricomplex; we arrive at these using calculations that are similar to those employed to obtain the Euler-Lagrange equations in the original variables (x, u).
after differentiation under the integral sign and integration by parts, where
is the Euler operator with respect to the dependent variables u α .
To obtain the invariantized analogue of
, where the Lagrangian is given in terms of the differential invariants and an invariant volume form, we must first introduce a dummy invariant independent variable t.
The introduction of this new independent variable results in q new invariants
and a set of syzygies D t κ = HI(u t ), that is
where H is an N × q matrix of operators depending only on the D i , for i = 1, ..., p, the κ j , for j = 1, ..., N, and their invariant derivatives. Since the independent variables are not necessarily invariant, the operators D i , for i = 1, ..., p, and D t do not commute in general.
We know that, symbolically,
Remark 2.12 To ease the notation, at times we will use x p+1 to represent the dummy variable t; for the same reason we will drop the wedge product between forms.
Proceeding as for the calculation of the Euler-Lagrange equations in the original variables, we obtain the following, after differentiating under the integral sign and performing integration by parts,
where B.T.'s stands for boundary terms, m is the order of the multi-index of differentiation K, and J l and K\(J l , k l ) correspond to the tuples defined in Lemma 2.11. Note that we have used Lemma 2.11 in (20).
Next, we substitute the underlined D t κ j by their syzygies and use Theorem 2.8 to differentiate the invariant one-forms, which yields 
where E α (L) are the invariantized Euler-Lagrange equations, F ij depend on I α Jt and I α K with K and J multi-indices of differentiation with respect to x i , for i = 1, ..., p, and
Note that a sum of p-forms, involving I(dt), has been discarded as there is no integration along t.
Remark 2.13
Notice that some of the F ij involve the product of terms I 
. This is consequence of Equation (16).
Theorem 2.14 The process of calculating the invariantized Euler-Lagrange equations produces boundary terms that can be written as
J is a multi-index of differentiation with respect to x i , for i = 1, ..., p, and C Proof Consider the boundary terms in (22)
Since D i is a derivation, we obtain
For j = 1, ..., p + 1, D i (I(dx 1 ) · · · I(dx j ) · · · I(dx p+1 )) in (25) can be written as
If j = 1, ..., p, then the last term in (26) is zero since
and according to Theorem 2.8,
li , which is equal to
and since ξ Furthermore, for j = 1, ..., p, the terms
disappear as there is no integration along t. Hence, (25) reduces to
The invariant volume form, I(dx), can be written as g dx, where g is a function in M, and therefore (27) becomes
Since D i , which is associated to v i , does not involve any D t , we will be left in the second summand with a form involving dt and as there is no integration along t we obtain
Thus, the boundary terms (24) simplify to
where the F i,p+1 can be written in terms of a linear combination of the I In the process of calculating the invariantized Euler-Lagrange equation and its boundary terms, we differentiate under the integral sign and obtain
Using (6), (7), and (8), respectively, and performing integration by parts yields by Equation (9) instead of Equation (8), or we could even have used a combination of the two; in any case the conservation laws are equivalent.
Structure of Noether's conservation laws
In [2] it was shown that, for invariant Lagrangians that may be parametrized so that the independent variables are each invariant under the group action, Noether's conservation laws could be written in terms of the differential invariants of the group action and the adjoint representation of a moving frame for the Lie group action. Here we generalise this result to variational problems with independent variables that are not invariant; in this case Noether's conservation laws have a similar form as the ones presented in [2] , but with an extra term -the matrix representing the group action on the space of (p − 1)-forms, where p is the number of independent variables.
Example 3.1 Consider the SL(2) action as in Example 2.1 and the variational problem of Example 2.15. Applying Noether's Theorem to the variational problem and rewriting the three conservation laws in terms of the differential invariants of the group action yields
where Ad(ρ) −1 is the inverse of the Adjoint representation of SL(2) with respect to its generating vector fields evaluated at the frame (3), υ 1 and υ 2 are vectors of invariants, and M J is the matrix of minors of the Jacobian matrix D x/Dx evaluated at the frame (3).
The following theorem generalises the result appearing in [2] .
, with generating invariants κ j , for j = 1, ..., N. Introduce a dummy invariant variable t to effect variation and then integration by parts yields
where this defines the vectors 
where K is a multi-index of differentiation with respect to the x k and
are the components of the q-tuple Q i known as the characteristic of the vector field V i .
Let Q α (I), for α = 1, ..., q, be the invariantized version of the above matrices. Then, the r conservation laws obtained via Noether's Theorem can be written in the form
are the vectors of invariants, M J is the matrix of minors of the Jacobian matrix evaluated at the frame, J = D x/Dx| g=ρ(z) , and
yield the same symbolic result. Thus,
provides us with the boundary terms
By definition, I
α Jt is equal to
Hence by the chain rule,
where the J k are multi-indices of differentiation with respect to x i , for i = 1, ..., p.
We know that the Jacobian matrix J can be written as a partitioned matrix
and that
Furthermore, from Theorem 3.3.10 in [1] we know that
Using the equality (33), we obtain
Next, it is easy to show that 
. . .
where M J is the matrix of minors of the Jacobian matrix J. Thus, (34) reduces to 
where ad − bc = 1. Evaluating Ad(g) −1 at the frame (3) yields Ad(ρ) −1 .
Theorem 3.2 tells us that to obtain the vectors of invariants, we need to compute the invariantized matrix of characteristics, Q u (I), and the vectors C 
Thus, the vectors of invariants are
We skip the computation of M J as it is a straightforward calculation.
Although the vectors of invariants obtained here are not the same as those obtained in it is easy to see that from these we get the vectors of invariants in (29).
Extremals of a variational problem invariant under an SL(2) action
In [2, 6] , we showed that the conservation laws for certain variational problems could be used to simplify the extremizing problems. More specifically, we demonstrated this for one-dimensional variational problems that are invariant under the three inequivalent SL(2, C) actions on the plane, and for one-dimensional variational problems invariant under SE(2) and SE(3); the independent variables of these variational problems were either invariant or could be reparametrized so that the independent variables were invariant.
Here we revisit one of those variational problems and compare its solution to the unparametrized version of it.
Let g ∈ SL(2) act on (x, u(x)) as follows
Defining the cross section K as the locus of x = 0, u = 1, and u x = 0, we obtain
as the frame in parametric form. Introducing an invariant dummy independent variable t and setting u = u(x, t), then we get that the generating invariants for this group action we obtain the invariantized Euler-Lagrange equation
and the boundary terms 
where c is a constant.
To obtain the conservation laws we need to calculate the moving frame, Ad(ρ) −1 , and the vector of invariant, υ(I). Note that for one-dimensional variational problems M J = 1.
Letting g ∈ SL(2) act on the vector field, α(2x∂ x + 2u∂ u ) + β∂ x + γ(−x 2 ∂ x − 2xu∂ u ), produces the same adjoint representation for SL(2) as in Example 3.3; as a matter of fact, for any generators of SL(2) we get that Ad(g) in (35) is the adjoint representation for SL (2) . Evaluating Ad(g) at the frame (37) yields
where υ (i) (I) is the i th component of υ(I).
If we solve (39) for σ, then Equation (42) provides a solution for u u(x) = − xc 1 − x 2 c 2 + c 3 2E σ (L)
.
To obtain the extremal for the reparametrized variational problem presented in [2] , it was necessary to solve a Riccati equation; here one just needs to rearrange Equation (42) for u.
From the system of equations presented above, we have only used Equation (42) 
Conclusion
In Theorem 3 of [2] , it was proven that for Lagrangians that are invariant under a certain group action, but whose independent variables are left unchanged, the conservation laws can be written as the product of the adjoint representation of a moving frame for the Lie group action and vectors of invariants; in this new format, the laws are handled and analysed more easily. However, in some cases the independent variables are not invariant and one cannot use this new condensed view of the laws.
In this paper we have generalised this result to include cases where the independent variables of a Lagrangian participate in the action. The structure of these conservation laws only differs from the ones in Theorem 3 by a matrix factor, which represents the action on the (p − 1)-forms.
