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Kurzzusammenfassung
Die thermodynamischen Eigenschaften des gebrochenzahligen Quanten Hall Sys-
tems – wechselwirkende Elektronen, die sich in zwei Dimensionen im starken Mag-
netfeld bewegen – wurden untersucht. Das großkanonische thermodynamische Po-
tential wurde mit Hilfe einer Hochtemperaturentwicklung bis zur achten Ordnung in
der Entwicklung nach der Wechselwirkung berechnet. Daraus wurden Energie und
freie Energie abgeleitet und als Funktionen der Teilchendichte und der Temperatur
ausgedru¨ckt. Auf Grund einer besonderen Symmetrie des Landauniveaus konnte ein
gemeinsamer Faktor, “Muster”, fu¨r zusammenha¨ngende Diagramme definiert werden,
die dieselbe Frequenzsumme ergeben. Die Einfu¨hrung dieser “Muster” reduziert die
Anzahl der Summanden, die berechnet werden mu¨ssen, um einen Faktor von der Gro¨ße
der Ordnung der Entwicklung. Mit der vorliegenden Methode wurden das Resultat der
herko¨mmlichen sto¨rungstheoretischen Behandlung bis zur dritten Ordnung der En-
twicklung und das Resultat der Virialentwicklung in der tiefsten Ordnung fu¨r beliebige
Wechselwirkung reproduziert.
Zwei kurzreichweitige Modellwechselwirkungen, fu¨r die Laughlins Wellenfunktio-
nen die exakten Grundzusta¨nde zu zwei verschiedenen Teilchendichten sind, wurden
benutzt um die Zuverla¨ssigkeit der Ergebnisse zu u¨berpru¨fen. Wenn die Temperatur
erniedrigt wird, entwickelt die Energie pro Teilchen, wie erwartet, einen Knick nahe der
Teilchendichte, die der Wechselwirkung entspricht. Fu¨r eine Summe zweier kurzreich-
weitiger Wechselwirkungen ist nur ein Knick in der Energie pro Teilchen sichtbar. Die
Teilchendichte, an der sich dieser Knick entwickelt, vera¨ndert sich mit dem Verha¨ltnis
der Wechselwirkungen in der Summe.
Die Kurven der inversen Kompressibilita¨t zu verschiedenen Temperaturen u¨berkreu-
zen sich bei bestimmten Teilchendichten, die der untersuchten kurzreichweitigen Wech-
selwirkung entsprechen. Diese U¨berkreuzungspunkte wurden als Indikator fu¨r die Ex-
istenz des Grundzustandes des gebrochenzahligen Quanten Hall Effektes erkannt. Die
Existenz der U¨berkreuzungspunkte wird analytisch durch die Temperaturunabha¨ngig-
keit eines Integrals der inversen Kompressibilita¨t u¨ber die Teilchendichte garantiert.
Diese Summenregel zeigt, daß die U¨berkreuzungspunkte durch die Wechselwirkung
zustande kommen. Die numerischen Resultate demonstrieren auf der anderen Seite,
daß die Position der U¨berkreuzungspunkte auf der Achse der Teilchenzahl in der
Na¨he des Punktes ist, wo man eine verschwindende Kompressibilita¨t bei Temperatur
Null fu¨r die gegebene kurzreichweitige Wechselwirkung erwartet. Mit der Hilfe der
U¨berkreuzungspunkte wurde die gleichzeitige Existenz zweier Quanten Hall Zusta¨nde
beobachtet, die fu¨r eine kombinierte Wechselwirkung erwartet wird. So erweisen sich
die U¨berkreuzungspunkte in der inversen Kompressibilita¨t als sehr nu¨tzliche Hilfsmit-
tel, um das gebrochenzahlige Quanten Hall System bei endlichen Temperaturen zu
studieren.
Schlagworte: Quanten Hall Effekt; Nicht–Fermiflu¨ssigkeits Grundzusta¨nde;
Fermionen in reduzierten Dimensionen.
PACS: 73.43.–f; 71.10.Hf; 71.10.Pm
Abstract
The thermodynamics of the fractional quantum Hall system – interacting electrons
moving in two dimensions in a strong magnetic field – has been studied. A high–
temperature expansion method has been used to calculate the grand canonical ther-
modynamic potential. The calculation has been carried out up to the eighth order of
the expansion in the interaction. From the grand canonical thermodynamic potential,
the energy and the canonical free energy have been derived and expressed as functions
of the particle density and the temperature. Due to a special symmetry of the Landau
level, a common factor, pattern, can be defined for connected diagrams which yield the
same frequency sum. The introduction of the patterns reduces the number of terms
needed to be calculated by a factor of the order of the expansion. With the present
method, the result of the traditional perturbative treatment up to the third order of
the expansion, and the result of the Virial expansion in the lowest order have been
reproduced for an arbitrary interaction.
Two zero–range model interactions, for which Laughlin’s wave functions are the
exact ground states at two different particle densities, have been used to check the
reliability of the results. As the temperature is lowered, the energy per particle develops
a cusp, as expected, near the particle density corresponding to the interaction. For a
sum of two zero–range interactions, only one cusp is visible in the energy per particle.
The particle density, where the cusp develops, changes with the ratio of the interactions
in the sum.
The curves of the inverse compressibility of different temperatures cross at certain
particle densities corresponding to the zero–range interaction studied. These cross-
ing points are found to be an indication of the existence of the fractional quantum
Hall ground states. Analytically, the existence of the crossing point is ensured by the
temperature independence of an integral of the inverse compressibility on the particle
density. This sum rule shows that the crossing points are due to the interaction. Nu-
merical results, on the other hand, demonstrate that the position of the crossing points
on the particle density axis is close to where a vanishing compressibility at zero tem-
perature is expected for a given zero–range interaction. With the aid of the crossing
points, the existence of the two quantum Hall states which is expected for a combined
interaction has been simultaneously observed. Thus, the crossing points in the inverse
compressibility prove to be a very useful tool in studying the fractional quantum Hall
system at finite temperatures.
Keywords: Quantum Hall effect; Non–Fermi–liquid ground states; Fermions in
reduced dimension
PACS: 73.43.–f; 71.10.Hf; 71.10.Pm
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Part I
Introduction & Motivation
1
Chapter 1
Introduction
It was in the beginning of the 80’s when the “quantum Hall effect” came under spotlight.
Since then, the field keeps fascinating scientists by a number of phenomena hidden
under the already observed phenomena or between two of them. In the past two
decades, the field has been enlarged and expanded as new physics has been found. The
phenomenon discovered first, the “integer quantum Hall effect”, gave a new way to
determine the fine structure constant and also a new way to maintain the standard
resistance. The phenomenon is explained within the single–particle description. Two
years later, an even more fascinating phenomenon was found, the “fractional quantum
Hall effect”. Experimentally, both effects look much alike, but they contain different
physics. The single–particle picture fails dramatically and a theoretical description of
the fractional quantum Hall effect starts from an interacting many–body system. Thus,
only in the first two years, the field is enlarged from one particle in a random potential
field to a many–body system. The enlargement is still going on. This already lead
us to new physics and many new questions but, perhaps, there are more phenomena
awaiting to be discovered. Thus, the field of the quantum Hall effect continues to be a
fascinating field in condensed matter physics.
1.1 Historical Aspects
The integer quantum Hall effect (IQHE) was discovered in 1980 by K. von Klitzing,
G. Dorda and M. Pepper [1] as a surprise. Although some properties of the system of
electrons moving in two dimensions in a strong magnetic field were discussed earlier by
Ando, Matsumoto and Uemura [2] and Kawaji, et. al. [3] in 1975, the precision of the
quantised Hall plateaus was completely unexpected. A first general explanation was
suggested a year later, known as the Laughlin argument [4]. The Laughlin argument
was generalised by Halperin in Ref. [5]. Generally, an explanation of the effect is
searched within the single particle description under the condition that the Fermi level
lies between two Landau levels. The role of disorder is crucial here.
3
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After the discovery of the integer quantum Hall effect, the fractional quantum Hall
effect (FQHE) was the next unexpected discovery in 1982 by D. C. Tsui, H. L. Sto¨rmer
and A. C. Gossard [6], a surprise to both experimental and theoretical physicists.
The experimental discovery was followed by the theoretical proposal of a new ground
state wavefunction [7], the prodigious Laughlin wavefunction, in an attempt to explain
the unusual transport properties at the “magic” electron densities observed in the
experiment. It lead to our current picture of the fractional quantum Hall effect – an
incompressible ground state at the magic electron densities separated by a gap from
the excitations – and paved the way for many recent developments [8, 9, 10, 11].
The concept of the composite fermions, proposed by J. Jain [12, 13, 14], opened a
new way for the theoretical study, of both the fractional quantum Hall effect, Ref. [15],
and the effects near an electron density corresponding to a half filled lowest Landau level
[16], and gave a new possibility to interpret the experimental results. The evidence for
these composite particles, consisting of an electron and several quanta of the magnetic
flux, was realised experimentally in the beginning of the 90’s by many experiments,
among them Ref. [17]. Since then, much attention from both experimentalists and
theorists has been devoted to understand the physical properties and even the definition
of these composite particles. A part of the success in explaining the experiments and
the remaining theoretical questions in the field of composite fermions or the fractional
quantum Hall effect in general, have been well summarised in Refs. [18, 19, 20, 10].
1.2 Physical nature of the quantum Hall effects
A quantum Hall system consists of charged particles confined to a two dimensional
plane moving in a strong magnetic field perpendicular to the plane. The system can
be characterised by the density of the charged particles. The defining property of the
quantum Hall effect is that at some magnetic field strength the conductivity tensor
strictly takes the form
σ =
(
0 −ν e2/h
+ν e2/h 0
)
. (1.1)
Here, the diagonal elements are zero and ν is an integer in the integer quantum
Hall effect and a rational number in the fractional quantum Hall effect. Normally,
the electronic conductivity is always a material dependent quantity and also depends
on measurement details including sample size and geometry and the nature of the
contacts. But that does not seem to be the case here. The exactness and insensitivity
to type and location of impurities [21, 22] suggest that, according to Laughlin [4], the
effect might be ultimately due to a fundamental principle. The integer or “normal”
quantum Hall effect occurs when the Fermi level lies between two Landau levels of the
sample [23]. It is, according to Laughlin’s argument [4], due to the “long–range phase
rigidity characteristic of a supercurrent”, and “the quantisation can be derived from
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gauge invariance and the existence of a mobility gap”. The fractional or “anomalous”
quantum Hall effect, on the other hand, occurs only in clean samples with very high
mobility, at very low temperature and very high magnetic field. This indicates that
the electron–electron interaction plays a central role [23]. Laughlin argued that “this
can be understood as a condensation of electrons moving in two dimensions in a high
magnetic field into a quantum liquid which has a finite energy gap above its ground
state” [7, 24]. Laughlin describes in Ref. [7] the ground state as an incompressible
state. To put this incompressibility of the ground state into context, we quote from
the abstract of one of the foundation papers of the field written by B. I. Halperin [23]
here:
“... Recently, however, “anomalous” Hall conductance plateaus have been discovered
at certain simple fractions ν of the unit e2/h, in a situation where a Landau level is
partially filled. Explanation of this effect requires that the electrons form a new type of
correlated quantum liquid with a commensurate locking term (i. e., a down–ward cusp)
in the energy at the corresponding filling fractions. ...”
A pedagogical introduction into the physics of the quantum Hall effect can be found
in Ref. [25] and references therein.
1.3 Ground state and thermodynamic properties
Most of the effort in theoretical studies of the fractional quantum Hall system so far is
devoted to zero temperature properties. There are very few finite temperature studies,
e.g., Ref. [26, 27, 28, 29]. Here, we shall mention briefly some works, first for zero
temperature and then for the finite temperature regime.
The methods which have been used to study the ground state properties of the frac-
tional quantum Hall system are, most of all, numerical methods, the finite–size numeri-
cal exact diagonalisation method and Monte Carlo methods. These numerical methods,
especially the finite–size numerical exact diagonalisation method, e.g., Ref. [30, 31, 32],
have been very useful in the study of the fractional quantum Hall system. They allow
to determine the overlap between the true ground state and Laughlin’s trial wavefunc-
tion. Prior to the proposal of the Laughlin wavefunction [7], the ground state energy
of the Wigner crystal, once a candidate of the true ground state of the fractional quan-
tum Hall system, was calculated and there was no singular feature observed at ν = 1/3
[30, 31]. Thus, from this, one is led to suppose that the true ground state of the frac-
tional quantum Hall system is not a Wigner crystal. Moreover, these methods have
been very effective in determining whether the fractional quantum Hall effect should
occur at some particular particle densities for some particular electron–electron interac-
tions, e.g., see Ref. [33]. The finite–size numerical exact diagonalisation studies indicate
clearly that the effect should occur at ν = 1/3 and ν = 1/5 for realistic interactions.
However, one of the most important features which has been demonstrated by the
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studies of the ground state is the existence of the energy gap above the ground state.
The energy gaps calculated by three methods, finite–size numerical exact diagonalisa-
tion [32], the single–mode approximation [34] and Monte Carlo method [35] all yield a
value of the same magnitude. Another important study on the ground state energy of
a zero–range interaction system was performed by C. Gros and A. H. MacDonald using
a numerical method [36]. Together with the energy, the chemical potential has also
been examined. The most interesting and most important argument given in Ref. [36]
is that for this zero–range interaction “the fractional quantum Hall effect occurs only
when ν = νn = n/(2n + 1) (or when ν = 1 − νn) and at no other fractional filling
factors with odd denominators”. The discontinuity of the chemical potential at ν = νn
is also demonstrated.
There are a few studies on the effect of the temperature. The earliest work that
known to us is by Yu. A. Bychkov [26, 27]. In both references, the method of quantum
field theory was used to study the effect of the interaction. One of the main results
of these studies is that the properties of the total vertex part of the grand canonical
thermodynamic potential are related to the Laughlin wavefunction [27].
The energy at finite temperatures was examined by L. Zheng and A. H. MacDonald
[28] using the high–temperature expansion method. They succeed in calculating the
high–temperature expansion up to the third order of the interaction. With only three
orders of the expansion, they observed no clear development of the ground state.
The thermodynamics of the system including the spin degree of freedom has been
studied by T. Chakraborty and P. Pietila¨inen in Ref. [37, 38]; their work shows the
decrease of the polarisation as the temperature increases.
Other thermodynamic properties such as entropy and heat capacity have been ex-
amined in Ref. [39, 29]. In Ref. [39], the combined effects of interaction and disorder
on the entropy and specific heat have been studied within the Hartree–Fock approxi-
mation for the integer quantum Hall effect density. The results were mapped onto the
fractional quantum Hall effect density of the lowest Landau level based on the hierarchy
picture of the fractional quantum Hall effect [23, 40, 41]. One important prediction is
the change in the behaviour of the specific heat from having a maximum at ν = 1/3 to
having a minimum at ν = 1/3 as the temperature is lowered. In Ref. [29], the Virial
expansion was used to calculate, analytically up to the second order in the electron
density and numerically up to the fifth order, the grand canonical thermodynamic po-
tential of the fractional quantum Hall system with a model interaction for which the
Laughlin state at ν = 1/m is the exact ground state. The interaction was considered in
two limits: (i) when the interaction becomes infinity (or an infinite hard core model),
(ii) when the interaction is still finite (or a hard core model). For an infinite hard core
model for which the calculation can be done analytically and is exact, the grand canon-
ical thermodynamic potential and the chemical potential diverge logarithmically as ν
approaches 1/m. For a special hard core model which yields the (ν = 1/3)–Laughlin
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state, the chemical potential is discontinuous at ν = 1/3, the specific heat, which
should be zero without the electron–electron interaction, becomes finite for the range
0 < ν < 1/3 and the thermodynamic density of states vanishes at zero temperature at
ν = 1/3.
1.4 Present status of our understanding
In the following, a list of theoretical concepts which have been established and devel-
oped in order to explain the observed phenomena will be given. However, the complete
theory is still to come. Thus, some concepts still need a better foundation.
Odd denominators in the lowest Landau level
The Laughlin wavefunction yields a description of the system only at ν = 1/(2n +
1), n = 1, 2, . . .. However, the experiments show that there are many more fractions for
which the fractional quantum Hall effect has also been observed, the most prominent
set of fractions is called the principal series in which νn = n/(2n + 1). There are
two different approaches proposed to explain the effect at these νn for n 6= 1. The first
approach is the hierarchical picture [23, 40, 41]. In this picture, the quasiparticles above
the ground state at ν = 1/3 form again a Laughlin state and thus a new “daughter”
state at ν = 2/5 and ν = 2/7 is created. Then, the construction is repeated with
ν = 2/5 and ν = 2/7 as starting points. After repeating the process several times, the
state at ν = 6/13 is created through ν = 1/3 → 2/5 → 3/7 → 4/9 → 5/11 → 6/13,
but then many quasiparticles should have been created and may already exceed the
number of electrons.
A competing explanation has been proposed by J. Jain [12, 42, 14, 43]. The essential
idea is that the fractional quantum Hall effect at ν = νn is related to the integer
quantum Hall effect at ν = n. But there is no obvious explanation for the discontinuity
of the chemical potential at a fixed particle density which is essentially required for the
fractional quantum Hall effect.
There remains a question on the ground states of the (ν = 2/3) and (ν = 2/5)–
fractional quantum Hall states whether they are spin polarised states [44, 45, 37].
Experimental evidence suggests the change of the magnitude of the energy gap above
the (ν = 2/3)–fractional quantum Hall ground state in tilted magnetic fields [46, 47].
This change may be interpreted as a signal of the unpolarised (ν = 2/3)–fractional
quantum Hall ground state at a moderate magnetic field. A number of numerical
studies also suggest that in the absence of the Zeeman energy, the ground state at
ν = 2/3 might be unpolarised [44, 45].
Recent experiments by S. Kronmu¨ller et. al. [48, 49] reveal a new strange behaviour
of the longitudinal resistivity ρxx at ν = 2/3 and ν = 3/5. The diagonal resistivity
shows sharp and strong maxima in an experiment where the magnetic field is increased
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extremely slow at 0.002 Tesla/minute; but the diagonal resistivity finds the usual mini-
mum at these particle densities when the magnetic field is increased with normal speed
at 0.7 Tesla/minute. So far, this effect is unexplained.
Even denominators – Compressible states
At and around the particle density corresponding to a half filled lowest Landau level,
ν = 1/2, is the area where the studies of composite fermion dominates. The composite
fermion picture proposed by J. Jain [12] was generalised in a quantum field description
by A. Lopez and E. Fradkin [15]. It has been developed and applied to the problem
of the ν = 1/2 in 1993 by B. I. Halperin, P. A. Lee and N. Read [16]. In Ref. [16],
the energy and self–energy have been calculated, and most important is the prediction
of the Fermi surface which have been observed experimentally later. But it proves to
be very hard to get beyond the mean field approximation of RPA–type at these even
denominator particle densities. Other even denominators in the lowest Landau level
are also getting more attention such as the ν = 1/4 [50, 51, 52].
Even denominators in the higher Landau levels
The studies of even denominator states in the higher Landau levels receive much atten-
tion recently, experimentally and theoretically. There are many questions. The oldest
one might be the fractional quantum Hall effect at ν = 5/2, first observed in 1988 [53],
which until today is still an enigma. The first theoretical studies by F. D. M. Haldane
and E. H. Rezayi suggested that the state might be unpolarised and incompressible
[54]. The second suggestion by G. Moore and N. Read is that the state is polarised
[55]. The numerical study by R. H. Morf supports that the ground state at ν = 5/2 is
polarised but incompressible [56] and suggested also a new way to interpret the exper-
imental results. E. H. Rezayi and F. D. M. Haldane then confirmed Morf’s results and
interpreted the compressible state of a weak zero–range interaction as a striped state
[57]. The experiment also do not come easily to an agreement. Eisenstein et. al. in
Ref. [58] reported that the state at ν = 5/2 collapsed very rapidly in a tilted mag-
netic field, thus they argued that the state is not a polarised state. But in the recent
experiment [59], the strength of the energy gap above the (ν = 5/2)–FQHS has been
examined as a function of the magnetic field. It was found that the energy gap varies
smoothly with the magnetic field and this has been interpreted as a strong evidence
for a spin-polarised ground state at ν = 5/2. The (ν = 7/2)–FQHS is believed to be
similar to the (ν = 5/2)–fqhs. There are a number of experimental reports recently on
the anisotropy of the ground states of the half filling of the higher Landau levels such
as ν = 9/2 and ν = 11/2 [60]. These experimental observations lead to the studies of
the striped state as a candidate for the observed anisotropic states [61, 62].
Chapter 2
Motivation
In two decades since the discovery of the fractional quantum Hall effect, many studies
have been done – many questioned have been answered. Most of the time, however,
the focus of the experimental studies was on the transport properties, and the focus of
the theoretical studies was on the ground state properties. Not so many studies dealt
with the thermodynamic, or finite temperature properties. It is the energy spectrum
of the fractional quantum Hall system that is responsible for the unusual behaviour in
the transport properties, and the incompressible ground state of the fractional quan-
tum Hall system is the theoretical explanation of the fractional quantum Hall effect
phenomena. This energy spectrum should also be visible and can be studied through
the thermodynamic properties as well.
In this work, we should like to investigate the thermodynamic properties, in particu-
lar, the energy and the compressibility, of the fractional quantum Hall system at finite
temperature. The motivation of this work comprises both conceptual and technical
aspects as they will be explained in the following.
It is generally assumed that the electron–electron interaction plays a central role
in the fractional quantum Hall effect [23] and is responsible for the unusual, trans-
port and thermodynamic, behaviours of the fractional quantum Hall systems. These
unusual behaviours occur at particular values of the electron densities nel. Thus, the
assumption of the existence of a link between the interaction and the corresponding
selected densities is justified. However, the most successful approach to an explanation
of the fractional quantum Hall effect, the Laughlin wavefunction [7], does not illustrate
this link properly. This is perhaps due to the unusual character of the wavefunction
itself. The Laughlin wavefunction can be defined for a set of densities of the form
nel ∼ 1/m where m is an odd integer. There is no free parameter at a fixed density.
Furthermore, this wavefunction contains no interaction dependent term. Because the
electron density is restricted, studies of any property as a smooth function of the den-
sity become impossible. The generalisation in the sense of the hierarchical theory [40]
does not improve the situation, since neighbouring densities may belong to a different
order of the hierarchy. Moreover, in order to obtain the energy as a continuous function
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of nel, one needs to go through the infinite order of the hierarchy.
But in the experiments, the fractional quantum Hall states appear as the density
(or the magnetic field, correspondingly) is continuously varied. Therefore, I propose
another way to approach the problem of the fractional quantum Hall state: Instead
of starting with the ground state, we shall start from the high temperature limit where
there are no preferred states in the thermodynamic ensemble, and approach the ground
state from above. The advantage of this is that in the high temperature limit, there
are no preferred states in the statistical ensemble, thus there is no need to assume
a preferred state. Then, we can lower the temperature until we reach a temperature
limit given by the order of the expansion. (The higher the order we obtain in the
expansion, the lower the temperature we can reach.) While the temperature is being
lowered, one can study developments of the thermodynamic properties including how
the fractional quantum Hall system develops or approaches its ground state. It is
also possible that one may be able to observe indications of the unusual behaviours
of the fractional quantum Hall system when the temperature is low enough. And by
analysing the energy as a function of the density and the temperature, one may be
able to prove the existence of the energy gap above the ground state at a particular
density which is required for the incompressibility of the ground state [7, 23] without
any prior assumption. This way of approaching the ground state is possible because
this is a two dimensional system where no second order phase transition is expected to
interfere at finite temperatures.
These are the advantages of coming from high temperatures: The density is a
variable, thus we can study any thermodynamic property as a function of the density.
The interaction will be used explicitly in the calculation and appears in the result
as a parameter. Thus, its influence can be studied easily and systematically. Other
technical advantages of this new approach are as follows: The interaction divided by
the temperature provides a small parameter for systematic expansions. Such a small
parameter is desired but absent in the zero temperature studies, where it is, hence,
impossible to apply perturbative methods. As opposed to the exact diagonalisation
studies of finite system, here the thermodynamic limit is trivial.
Part II
Model
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Chapter 3
Model
3.1 Introduction
There is a general agreement that in a quantum Hall system at special magnetic fields,
the electron–electron interaction is responsible for the unusual properties of the ground
state and for the gap between the ground state and the excited states, and that this
gap leads to the fractional quantum Hall effect. Thus, we consider in this work inter-
acting electrons moving in two dimensions in a strong magnetic field. Before we set up
the description of the interacting many body system, we first review briefly the non–
interacting system. This is elementary but necessary since the quantum Hall regime is
defined by the Landau quantisation of the kinetic energy. We then consider two inter-
acting particles in order to parameterise the electron–electron interaction. Finally, we
shall calculate the interaction matrix element for the many–body system.
3.2 Noninteracting system
The Hamiltonian for an electron of charge e < 0 and mass m moving in two dimensions
in a perpendicular magnetic field B is given by
H(0) =
1
2m
(
~p− e
c
~A
)2
. (3.1)
The operator ~pi = ~p − e
c
~A is the kinetic momentum operator of a charged particle
in a magnetic field (c is the velocity of light). The magnetic field is oriented in zˆ–
direction, ~B = ∇ × ~A = B zˆ,B > 0, and supposed to be uniform, so that ~A is
linear in the coordinates ~x = (x, y). Thus, H(0) is a general two–dimensional harmonic
oscillator Hamiltonian, quadratic in space (~x) and in momentum (~p). The eigenstates
and eigenenergies can be obtained by an algebraic method, similar to the one used in
solving the one–dimensional harmonic oscillator [63]. We start from observing that the
13
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two components of the kinetic momentum are canonically conjugate
[pix, piy] =
ih¯e
c
zˆ · (∇× ~A) = − ih¯
2
lB
2 . (3.2)
The magnetic length, lB
2 = h¯c/|eB|, sets the length scale in the presence of a strong
magnetic field. The magnetic flux quantum φ0 = 2pi h¯ c/|e| is related to the magnetic
length by φ0 = 2 pi lB
2 B. We define now a first set of ladder operators as follows:
b† ≡ i lB/h¯√
2
(pix + i piy) , b ≡ −i lB/h¯√
2
(pix − i piy) , (3.3)
with the commutation relation [b, b†] = 1. Then, the Hamiltonian H(0) can be expressed
as
H(0) =
h¯ ωc
2
(b b† + b†b) , (3.4)
where ωc = |eB|/(mc) is the cyclotron frequency. Thus, the eigenenergies in the
Schro¨dinger equation become h¯ωc(n+1/2), where n = 0, 1, 2, . . . is an integer quantum
number. Since we have used only two operators out of four in expressing H(0), we
can expect these eigenenergies to be degenerate. We define the magnetic translation
operator as
~T = ~pi − h¯
lB
2 zˆ × ~x (3.5)
where zˆ × ~x = (−y, x). The two components of the magnetic translation operator are
canonically conjugate:
[Tx, Ty] = ih¯2/lB2 , (3.6)
and ~T commutes with ~pi and hence with the Hamiltonian [~T , H(0)] = 0.
The second set of ladder operators is then defined by ~T as follows:
a† ≡ −i lB/h¯√
2
(Tx − iTy) , a ≡ i lB/h¯√
2
(Tx + iTy) (3.7)
and the corresponding commutation relations for these ladder operators and with the
ladder operators b, b† defined above are [a, a†] = 1 and [a, b] = [a†, b] = 0.
The set of all eigenstates with given kinetic energy is called a Landau level. Here
and from now on, the states with “n = 0” will be addressed as the “lowest Landau
level” and the states with “n = 1” will be addressed as the “first Landau level”.
Due to the degeneracy of the Landau levels, we have various ways of forming a basis
in which H(0) is diagonal.
3.2.1 Symmetric gauge, ~A = B2 (−y, x, 0)
In case of this, the symmetric gauge, the Hamiltonian is rotational invariant. Therefore,
it commutes with the angular momentum operator Lz ≡ xpy − ypx:
Lz = −h¯ (a† a− b† b) , (3.8)
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and the eigenvalues of this label the degenerate state of the Landau levels. We choose
the eigenfunction of H(0) and Lz as our basis. Then, the eigenvalue equations for the
Hamiltonian and the angular momentum read
H(0) | n,m > = h¯ ωc (n+ 1
2
) | n,m > (3.9)
and
Lz | n,m > = −h¯ (m− n) | n,m > (3.10)
where n = 0, 1, 2, . . . and m = 0, 1, 2, . . .. All eigenstates can be generated by applying
the raising operators a† and b† to the ground state |0, 0 >,
< ~x | n,m > = 1√
n!m!
(b†)n (a†)m < ~x | 0, 0 > , (3.11)
where the ground state is defined by a | 0, 0 >= b | 0, 0 >= 0.
The ladder operators, written in the coordinate representation, are (we use z =
x− iy)
a† = −
√
2 lB
(
∂
∂z∗
− 1
4lB
2 z
)
(3.12)
b† =
√
2 lB
(
∂
∂z
− 1
4lB
2 z
∗
)
. (3.13)
Then, the normalised ground state wave function is
< ~x | 0, 0 > = 1√
2pilB
2
e
− 1
4lB
2 |z|2 , (3.14)
From Eq. (3.14) and Eq. (3.12), we note that the wave functions for states in the lowest
Landau level in the symmetric gauge with angular momentum m are
< ~x | 0,m > = 1√
2pilB
2
zm√
2mm!lB
2m
e
− 1
4lB
2 |z|2 . (3.15)
The complex coordinates can be expressed in terms of ladder operators as
z =
√
2 lB ( a
† − b ) ,
z∗ =
√
2 lB ( a− b† ) (3.16)
and hence it follows that
pi < n,m | z∗ z | n,m > = 2 pi lB2 (n+m+ 1) . (3.17)
For largem, these orbitals are strongly localised within a ring of radius lB
√
2 (n+m+ 1)
and thickness ∼ lB/
√
2m.
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3.2.2 Landau gauge, ~A = B(0, x, 0)
In this gauge, the charged particle moves freely along the y–direction. Therefore, the
use of eigenfunctions of H(0) and of the translation in y–direction, Ty = py, as the basis
becomes appropriate. The eigenvalue equations for the Hamiltonian and the magnetic
translation operator read
H(0) | n, k > = h¯ ωc (n+ 1
2
) | n, k > (3.18)
and
Ty | n, k > = h¯ k | n, k > . (3.19)
The corresponding wave functions are
< ~x | n, k > = ϕn,k(x, y) = (2n n!
√
pi lB Ly)
− 1
2 eiky χn
(
x+ klB
2
)
(3.20)
where
χn(x) = e
− x2
2lB
2 Hn
(
x
lB
)
(3.21)
in which Hn(x) is the Hermite polynomial of order n and n = 0, 1, 2, . . .. The momen-
tum eigenvalues k are discrete k = 2piny/Ly where ny = 0,±1,±2, . . . and Ly is the
length of the system in y–direction. For further reference, we quote the single particle
wave functions in the lowest Landau level in the Landau gauge :
< ~x | 0, k > = ϕ0,k(x, y) = 1√Ly lB
1
pi1/4
e
iky− 1
2lB
2 (x+klB
2)2
. (3.22)
Finally, the expectation value < x >n,k follows from Eq. (3.20):
< x >n,k =
∫
d2x ϕ∗n,k(x, y) x ϕn,k(x, y)
=
∫
dx′
∫
dy ϕ∗n,k(x
′ − klB2, y)
[
x′ − klB2
]
ϕn,k(x
′ − klB2, y)
= −klB2 . (3.23)
< x >n,k is independent of n. In a finite system, < x >n,k should be limited by the
confinement, i. e., xmin ≤ −klB2 ≤ xmax, where xmax− xmin = Lx defines the length of
the system in x–direction. We get for xmin = −xmax
0 ≤ |ny| ≤ 1
2
Lx Ly
2 pi lB
2 . (3.24)
Thus, the number of single particle states is equal to LxLy/(2pilB
2) = LxLy|B|/φ0 =
Nφ, the number of flux quanta through the system. This consideration is valid for any
Landau level.
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3.3 Interacting two–particle system
In this section, we shall discuss two interacting particles in the lowest Landau level.
We derive the eigenstates and eigenenergies of such a system. The eigenenergies play
an important role in this work as they characterise the interaction.
The Hamiltonian of the interacting two–body system is
H(2) =
1
2m
(
~p1 − e
c
~A1
)2
+
1
2m
(
~p2 − e
c
~A2
)2
+W (|~x1 − ~x2|) . (3.25)
To solve the interacting two–body problem, it is useful to separate H(2) by trans-
forming from the representation of individual coordinates ~r1 and ~r2 to the representa-
tion of centre–of–mass and relative coordinates. We use capital letters for quantities
associated with the centre–of–mass degree of freedom and small letters for quantities
associated with the relative degree of freedom.
(~R, ~r) =
(
~x1 + ~x2
2
, ~x1 − ~x2
)
, (3.26)
(~P , ~p) =
(
~p1 + ~p2,
~p1 − ~p2
2
)
. (3.27)
The centre–of–mass motion is that of a particle in a magnetic field B with mass 2m and
charge 2e. Thus, a magnetic length l2B,R =
1
2
lB
2 and a cyclotron frequency ωc,R = ωc
can be defined. The relative motion is that of a particle in a magnetic field B and a
potential W (r) with mass m/2 and charge e/2. Thus, a magnetic length l2B,r = 2lB
2
and a cyclotron frequency ωc,r = ωc can be defined. In the new representation, the
ladder operators are defined as
b†R,r =
1√
2
(
b†1 ± b†2
)
, (3.28)
a†R,r =
1√
2
(
a†1 ± a†2
)
. (3.29)
Their commutation relations are [br, b
†
r] = [bR, b
†
R] = [ar, a
†
r] = [aR, a
†
R] = 1 and all
the other commutators are zero. In the following, we consider the projection of H(2) in
the lowest Landau level. The lowest Landau level of the individual particles is also the
lowest Landau level of the transformed centre–of–mass and relative particles; i. e., if
b1|0 >= b2|0 >= 0, then, bR|0 >= br|0 >= 0. The two–body eigenstates in the lowest
Landau level with angular momenta M of the centre–of–mass motion and m of the
relative motion factorise, because of the Gaussian form of the exponent, cf. Eq. (3.14):
| n1 = n2 = 0,M m > = |M > | m >,
< ~R |M > < ~r | m > =
(
a†R
)M
√
M !
(
a†r
)m
√
m!
< ~R | 0 >< ~r | 0 > . (3.30)
18 CHAPTER 3. MODEL
It is clear that ar involves only the coordinate ~r, and the corresponding momentum,
and we can use the result obtained from the non–interacting problem for the centre–
of–mass problem with replacement of the magnetic length as mentioned.
In the absence of an interaction, each eigenstate would have an eigenenergy h¯ ωc
and there will be
(
Nφ
2
)
=
Nφ (Nφ−1)
2
states in an area occupied by Nφ flux quanta. The
interaction in the Hamiltonian then lifts the degeneracy of the two–body eigenstates.
The projection of the Hamiltonian Eq. (3.25) onto the lowest Landau level is diagonal
in the representation Eq. (3.30) due to the rotational invariance of the interactionW (r)
and can be written as
H
(0)
(2) = h¯ ωc
∑
M,m
|M m〉 〈M m| + ∑
M,m
|M m〉 Wm 〈M m| (3.31)
where the eigenenergies Wm are
Wm = 〈m | W (|~r|) | m〉 = 1
m!
∞∫
0
dr
(
r
2
)2m+1
W (r) e−
1
4
r2 . (3.32)
From here and now on, we shall work in the thermodynamic limit and use the
dimensionless units for which h¯ = 1 and lB
2 = 1.
3.4 Interacting many–body system
Now, we consider N particles in a Landau level and we define a new variable, the filling
factor ν. The “filling factor” is the ratio of the number of particles to the number of
single particle states in a given Landau level. Since the number of single particle states
is equal to Nφ, the number of the flux quanta through the system, see Eq. (3.24),
ν ≡ N
Nφ
. (3.33)
The filling factor is related to the electron density nel by ν = 2pilB
2nel. ν is the all–
important variable in a quantum Hall system. It determines the state of the system
which can be quite different as a quantum Hall state at, e. g., ν = 1/3, or a metallic
at ν = 1/2, or a Wigner crystal for ν < 1/7 [64].
In this work, we study a regime in which the temperature may be large compared
to the interaction characterised by the Wm, but is still much lower than the cyclotron
energy. Thus, n− 1 Landau levels are completely filled and the last, nth Landau level
is partially occupied. Then, the projection of the Hamiltonian onto the nth Landau
level gives (we measure the energy from the energy of the nth Landau level)
H =
1
2
∑
k1,k2,k3,k4
W
(n)
k1k2k3k4
c†k1c
†
k2
ck3ck4 . (3.34)
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Here, c†k and ck is the creation and annihilation operator, respectively, of a single
particle state in the Landau gauge (see Eq. (3.20)). The linear momentum k takes
the values k = 2piny/Ly where |ny| = 0, 1, 2, . . . , (Nφ − 1)/2. The interaction matrix
element of the effective electron–electron interaction, W
(n)
k1k2k3k4
can be parameterised
by the eigenvalues, Wm, of the two particle Hamiltonian as will be shown below.
The interaction matrix elementW
(n)
k1k2k3k4
for a translational and rotational invariant
interaction W (|~x− ~x′|) between two particles at positions ~x and ~x′ is given by
W
(n)
k1k2k3k4
=
∞∫
−∞
dx
Ly∫
0
dy
∞∫
−∞
dx′
Ly∫
0
dy′
ϕ∗n,k1(x, y) ϕ
∗
n,k2
(x′, y′) W (|~x− ~x′|) ϕn,k3(x′, y′) ϕn,k4(x, y) . (3.35)
In the following, we shall derive the effective electron–electron interaction matrix
element of the system we study for the case n = 0 and n = 1. Here and from now on,
the expressions belong to the lowest Landau level, if the upper indices are not indicated
explicitly.
3.4.1 Interaction matrix element in the lowest Landau level
We convert the integrand of Eq. (3.35) to relative and centre–of–mass coordinates
as in the two–particle calculation. Performing the integrals over the centre–of–mass
coordinate yields
Wk1k2k3k4 =
1
Ly
(
1
2pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [ q2+p2 ]
∫
d2r e−
1
2
x2− i
2
(q−p) y− 1
2
(q+p) x W (|~r|) (3.36)
where we use the abbreviations q = k1 − k2 and p = k4 − k3. Next, we symmetrise the
integrand by inserting unity, in the form of two Gaussian integrals, into the expression:
Wk1k2k3k4 =
1
Ly
(
1
2pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [ q2+p2 ]
1
4pi
∫
d2r
∞∫
−∞
du
∞∫
−∞
dv e−
1
4 [(u+ix)2+(v−y)2] e−
1
2
x2 e−
i
2
(q−p) y− 1
2
(q+p) x W (|~r|) .
(3.37)
Now, we can perform the angular part of the spatial integral. That will bring the ex-
pression into a form for which the radial integral ofW (r) is similar to that in Eq. (3.32).
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Then, we express the radial integral by Wm and find
Wk1k2k3k4 =
1
Ly
(
1
2 pi
)1/2
δk1+k2 , k3+k4 e
− 1
4 [ q2+p2 ]
∞∑
m=0
Wm
m!
∞∫
−∞
du
∞∫
−∞
dv
[
(q + p+ iu)2 − (q − p+ iv)2
4
]m
e−
1
4
(u2+v2) .
(3.38)
These coefficients Wm, the eigenvalues of the two–body system, are known as the Hal-
dane pseudopotential coefficients [33]. Only the odd part of Wk1k2k3k4 under exchange
of k1 and k2 (or k3 and k4) enters the Hamiltonian, H, in Eq. (3.34). This exchange
corresponds to the change of q from q → −q (or p → −p). Only odd m yield this
fermion–symmetry. Therefore, only odd eigenvalues W2m+1 yield the required antisym-
metric behaviour Wk1k2k3k4 = −Wk2k1k3k4 = −Wk1k2k4k3 . In this work, we restrict
the interaction matrix elements Wk1k2k3k4 to its odd part. This can be done by sub-
tracting the part of W (r) which corresponds to the even part of the interaction matrix
elements, as it is shown in the work of Yu. A. Bychkov [27, 65]. For the sake of clarity,
the resulting interaction in real space (which results only in odd interaction matrix
elements) will be denoted by W F (r).
We can classify the two–body interactions into three types according to their (ef-
fective) ranges. The first is the infinite–range interaction; the Coulomb interaction
(∼ 1/r) is an example. For this interaction, Wm =
√
pi
4
(2m − 1)!!/(2m m!) falls off
very slowly as ∼ 1/(2√m). For a consideration of the Coulomb interaction, we would
need to include a positively charged background. Thus, the method of this study would
have to be generalised to become applicable to this type of interaction.
The second type can be called a finite–range interaction; a screened Coulomb in-
teraction (∼ exp(−βr)/r) or a Gaussian interaction (∼ exp(−αr2)) are examples.
Wm for this type of interactions decay exponentially, for W (r) = exp(−αr2), one get
Wm = 1/(1 + 4 α)
m+1.
The third type is the zero–range interaction which will be the main interaction
in this study. In this case, Wm contains only s small number of non–zero elements
Wm = W1 δ1,m +W3 δ3,m + . . .. In real space, this can be written as (cf. [66, 67, 68]),
W (|~r|) = 4piW1 (1 + ∆) δ(~r) + 4piW3
(
1 + 3 ∆ + 3
2
∆2 + 1
6
∆3
)
δ(~r) + . . . . (3.39)
The corresponding interaction matrix element can be best derived from Eq. (3.38) with
the result
Wk1k2k3k4 =
2pi
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 (k1 − k2)(k4 − k3) e−
1
4 [(k1−k2)2+(k4−k3)2]
[
W1 +
1
6
W3
(
(k1 − k2)2 − 3
) (
(k4 − k3)2 − 3
)
+ . . .
]
. (3.40)
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In the future, we shall refer to an interaction as a one–component interaction if its
interaction matrix elements contain only a single pseudopotential coefficient. On the
other hand, an interaction in which its interaction matrix elements contain more than
one pseudopotential coefficient will be referred to as a multi–component interaction.
We shall call a one–component interaction which yields non–zeroWm aWm–interaction
and a multi–component interaction which yields non–zeroWi,Wj, · · · a (Wi+Wj+· · ·)–
interaction.
Differential form of Wk1k2k3k4
The interaction matrix elements, which have been derived in the previous section,
will be used very extensively in the next steps, in Chapter 4 and Chapter 5, for the
evaluation of the coefficients of the high–temperature expansion. The form of the
interaction matrix elements as shown in Eq. (3.38) or Eq. (3.40) looks quite complicated
and leads to many difficulties when used to evaluate the final result. To reduce the
effort in the calculation, we shall write the interaction matrix elements in a new form,
the differential form.
Starting out with the expression of the interaction matrix elements given in Eq. (3.38),
we see that the integrand of the u, v integrals can be written differently:
∞∫
−∞
du
∞∫
−∞
dv
[
(q + p+ iu)2 − (q − p+ iv)2
4
]2m+1
e−
1
4
(u2+v2)
=
∞∫
−∞
du
∞∫
−∞
dv ∂2m+1α e
α [p+i(u−v)/2] ∂2m+1β e
β [q+i(u+v)/2] e−
1
4
(u2+v2)
∣∣∣∣∣∣
α=β=0
= 4 pi ∂2m+1α ∂
2m+1
β e
α p+β q e−
1
2
(α2+β2)
∣∣∣
α=β=0
, (3.41)
where α and β are auxiliary variables.
Replacing the u, v integrals in Eq. (3.38) yields the following compact form of
the interaction matrix element (only odd relative angular momenta m are taken into
account)
Wk1k2k3k4 =
2pi
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [ (k1−k2)2+(k4−k3)2 ]
∞∑
m=0
W2m+1
(2m+ 1)!
∂2m+1α ∂
2m+1
β e
β (k1−k2)+α (k4−k3) e−
1
2
(α2+β2)
∣∣∣∣∣
α=β=0
.(3.42)
This representation of the interaction matrix elements shall be the basis for our
explicit evaluation of the momentum sums in Chapter 4 and Chapter 5. This form of
the interaction matrix elements proves to be much easier to use in practical calculation
than Eq. (3.40).
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3.4.2 Interaction matrix element in the first Landau level
The interaction matrix elements in the first Landau level can be calculated directly, in
the same manner as the interaction matrix elements in the lowest Landau level. The
full derivation is given in Appendix A, Also, there is another method. Due to the
equivalence of the Hilbert spaces of the Landau levels, we can map the Hamiltonian of
the system in a given Landau level to the lowest Landau level. Vice versa, one can lift
a Landau level just by applying the operator b†j for each particle j to the states [69].
Generally, the relation between the pseudopotential coefficients in the lowest Landau
level and the pseudopotential coefficients in the first Landau level, Eq. (A.15), is
W (1)m =
1
4
m(m− 1)W (0)m−2 −m(m− 1)W (0)m−1 +
1
2
(
3m2 −m+ 1
)
W (0)m
−m(m+ 1)W (0)m+1 +
1
4
(m+ 1)(m+ 2)W
(0)
m+2 . (3.43)
The first three pseudopotential coefficients in the first Landau level are explicitly:
W
(1)
1 =
3
2
W1 +
3
2
W3 , (3.44)
W
(1)
3 =
3
2
W1 +
25
2
W3 + 5 W5 , (3.45)
W
(1)
5 = 5 W3 +
71
2
W5 +
21
2
W7 . (3.46)
We want to emphasise here that the zero–range interaction W F (~r) = 4piW1 (1 +
∆)δ(~r), which yields W (0)m = W1 δm,1 in the lowest Landau level
1, leads to two com-
ponents, W
(1)
1 and W
(1)
3 , in the first Landau level. Thus, the study of the interaction
W1 + W3 in the lowest Landau level would be equivalent to the study of the one–
component interaction (where only W
(1)
1 is non zero) in the first Landau level.
Generally, one can study the effect of a general zero–range interaction in the first
Landau level of the quantum Hall system by studying the corresponding interaction in
the lowest Landau level. But, we should not expect that a given interaction W (r) may
yield the same effects in different Landau levels. Thus, the characteristic behaviour of
the system in the lowest Landau level at the filling factor νc due to a specific zero–range
interaction may not be visible at the filling factor 1 + νc when one studies the same
interaction in the first Landau level.
1W
(n)
m denotes the Haldane pseudopotential coefficient in the nth Landau level if m is an integer
number, otherwise it denotes a pattern, see below.
Part III
Method
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In this part, we shall develop the high–temperature expansion method for the prob-
lem of the fractional quantum Hall effect.
In Chapter 4, we give the first part of the calculations which is valid for a general in-
teraction. We start by forming the high–temperature expansion for the grand canonical
thermodynamic potential. We then analyse the expectation values of the Hamiltonian
to the nth power < Hn >, and finally transform from the grand canonical ensemble
to the canonical ensemble. The result of this calculation is the high–temperature ex-
pansion series of the energy in which each coefficient is written as a function of the
filling factor of the form ν2n−p (1− ν)p multiplied with momentum sums involving the
interaction which we call patterns. Next, we discuss how to evaluate the patterns for
an arbitrary interaction. We shall see in this consideration that the calculation for
the infinite–range interaction cannot be carried out without a neutralising background
due to a divergency in the first terms of the expansion series. We finally show the
equivalence of the present high–temperature expansion method with the traditional
perturbative treatment up to the third order in the interaction.
In Chapter 5, we specialise the calculations to the case of the zero–range interac-
tions by evaluating the patterns for a general zero–range interaction. We also show
that the results obtained from the high–temperature expansion method coincide in the
lowest order of the density with the results obtained from the first order of the Virial
expansion.
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Chapter 4
High–temperature expansion for
general interaction
In this chapter, we shall develop the high–temperature expansion method for the quan-
tum Hall system. The results obtained here are valid for a general interaction. We
shall study the grand canonical thermodynamic potential Ω(T,Nφ, µ). We express
Ω(T,Nφ, µ) as a power series in the inverse temperature β = 1/T . Here, Nφ, the num-
ber of flux quanta through the system stands for the volume, Nφ = LxLy/(2pilB
2). The
high–temperature expansion coefficients Ωn(Nφ, µ) are the cumulant averages of the
Hamiltonian H. These are calculated with a diagrammatic method. From the high–
temperature expansion series for Ω(T,Nφ, µ), we derive the energy E(T,Nφ, µ) and the
particle number N(T,Nφ, µ) up to a given order in the inverse temperature β. Having
the particle number expressed as a function of the chemical potential, µ, we reverse the
relation and find µ, i. e., the fugacity, z = eβµ or the Fermi factor, f = z/(1 + z), as
functions of N . Substituting µ, or z, or f by the density, or equivalently by the filling
factor ν = N/Nφ, in the energy E(T,Nφ, µ), we find the energy E(T,Nφ, ν) up to the
given order in β where the coefficients are given in terms of diagrams. The result then
is the energy as a function of temperature and filling factor, the main result of this
chapter. In the last part of the chapter, we shall show how to evaluate in principle the
coefficients obtained in the previous section for an arbitrary interaction. Also, we shall
demonstrate the equivalence of the present high–temperature expansion method with
the traditional perturbative theory [28].
4.1 The high–temperature expansion series for the
grand canonical thermodynamic potential
We start by expanding the grand canonical thermodynamic potential
Ω(T,Nφ, µ) ≡ −T ln
{
Tr
[
e−β(H−µN)
]}
(4.1)
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with respect to the interaction HamiltonianH (cf. Eq. (3.34)) above). The temperature
is measured in units of energy, i. e., kB = 1, β = 1/T .
Since here, there is no kinetic energy, the unperturbed part of the grand canonical
Hamiltonian is µN and commutes with the interaction H. Thus, use of the interaction
representation in a perturbative treatment is unnecessary. Therefore, a diagrammatic
expansion can be performed without calculation of frequency sums. In this respect, the
high–temperature expansion, here, is more similar to a high–temperature expansion
in spin systems [70]. However, there is an important difference. In spin systems, a
diagrammatic perturbation theory is performed in real space where the interaction is
short–range, while in this work, long–range momentum sums need to be calculated, cf.
the form of the matrix elements Wk1k2k3k4 , Eq. (3.40), of the Hamiltonian. In the end,
the calculation here will be technically restricted to lower orders than those one can
reach in spin systems. The expansion reads
Ω(T,Nφ, µ) = − 1
β
ln
[
Tr
{
eβµN
}
·
(
1− β < H > + 1
2!
β2 < H2 > − . . .
)]
=: Nφ
∞∑
n=0
βn−1 Ωn(eβµ) . (4.2)
We denote the expectation value of the non–interacting system by < · · · >= Tr{eβµN ···}
Tr{eβµN} .
Below, we shall use the fugacity, z = eβµ, instead of the chemical potential, µ. The
first high–temperature expansion coefficients of Ω(T,Nφ, µ) are
Ω0(z) = − ln (1 + z)
Ω1(z) =
1
Nφ
< H >
Ω2(z) = − 1
Nφ
1
2!
[
< H2 > − < H >2
]
Ω3(z) =
1
Nφ
1
3!
[
< H3 > −3 < H >< H2 > +2 < H >3
]
. (4.3)
The square brackets in the last equations define cumulant averages which will be de-
noted as < · · · >c in the future. In the expressions for Ωn(z), the thermodynamic
limit Nφ → ∞ is implied. Ωn(z) involves only averages of powers of the Hamiltonian
< Hj > up to a maximum power of n. Each of these is straight–forwardly calculated
by application of Wick’s theorem.
Any thermodynamic quantity can be derived from the grand canonical thermody-
namic potential. The thermodynamic quantities of interest expressed by a power series
in β and the relations of their coefficients to the coefficients Ωn(z) are given explicitly
in the Appendix B.
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4.2 Calculation of the expectation values < Hn >
In this section, the procedure used to calculate the Ωn(z) will be explained. The new
terms and concepts introduced will be discussed in general; however, the calculation of
the second order n = 2 will be used to demonstrate the idea.
Let’s first look at the general form of < Hn >,
< Hn > =
(
1
2
)n ∑
k1...k4n
W..W.. . . .W..︸ ︷︷ ︸
n interactions
< c†c†c c︸ ︷︷ ︸
1
c†c†c c︸ ︷︷ ︸
2
. . . c†c†c c︸ ︷︷ ︸
n
> . (4.4)
A calculation of this expression involves calculation of the average and then evaluation
of the summations. The calculation for the average can be done with the aid of Wick’s
theorem. The general result for such an average will be the sum of all contractions
< c†c†c c︸ ︷︷ ︸
1
. . . c†c†c c︸ ︷︷ ︸
n
> =
∑
all possible
contractions
prefactor fm(1− f)2n−m δ..,..︸︷︷︸
1
. . . δ..,..︸︷︷︸
2n
(4.5)
The prefactor is given by the symmetry of the particular contraction, the Fermi factors,
f , come from the averages < c†c >, and the delta functions come from the pairing of c
and c†. There is no single particle energy term in the Hamiltonian, therefore, the Fermi
factors are independent of the momentum k and this leads to a significant simplification:
The products of the Fermi factors, f , can be taken out of the k–summations. Then,
the general form of < Hn > is
< Hn > =
∑
all possible
contractions
prefactor fm(1− f)2n−m ∑
k1...k4n
n︷ ︸︸ ︷
W..,.. W..,.. . . .W..,..
2n︷ ︸︸ ︷
δ..,.. δ..,.. . . . δ..,..
︸ ︷︷ ︸
“pattern”︸ ︷︷ ︸
“diagram”
(4.6)
We call a given contraction a diagram and its momentum sums with the interaction
matrix elements a pattern. As it turns out, several diagrams will contain the same
pattern. Generally, a pattern p of order “n” can be written as
W (n)p = lim
Nφ→∞
1
Nφ
∑
k1...k4n
Wk1k2k3k4 Wk5k6k7k8 . . .Wk4n−3k4n−2k4n−1k4n︸ ︷︷ ︸
n
δ..,.. δ..,.. . . . δ..,..︸ ︷︷ ︸
2n
.
(4.7)
Now, we demonstrate our method using the second order “n = 2” as an example.
There are three possible contractions for “n = 2”, one is disconnected and the other
two are connected.
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∑
k1k2k3k4
k5k6k7k8
Wk1k2k3k4 Wk5k6k7k8 < c
† c†c︸︷︷︸ c︸ ︷︷ ︸ c† c†c︸︷︷︸ c︸ ︷︷ ︸ > =⇒
2
=
∑
k1k2k3k4
k5k6k7k8
Wk1k2k3k4 Wk5k6k7k8 < c
† c†
︷ ︸︸ ︷
c
︷ ︸︸ ︷
c c† c† c︸ ︷︷ ︸ c︸ ︷︷ ︸ > =⇒
∑
k1k2k3k4
k5k6k7k8
Wk1k2k3k4 Wk5k6k7k8 < c
† c†c︸︷︷︸
︷ ︸︸ ︷
c c† c†c︸︷︷︸ c︸ ︷︷ ︸ > =⇒
A box
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represents the interaction vertexWk1k2k3k4 ; the momentum sums
∑
k1,k2,k3,k4
are implied. Only the contributions of the connected diagrams enter Ω2(z):
Ω2(z) = lim
Nφ→∞
− 1
2 Nφ
< H2 >c = −1
2
f 2 (1− f)2 W (2)a − 2f 3 (1− f) W (2)b . (4.8)
Here, the fugacity z enters the Fermi factor f = z/(1 + z), and the patterns W
(2)
a,b are
constants given by the following momentum sums:
W (2)a = lim
Nφ→∞
1
Nφ
∑
k1,k2,k3,k4
Wk2k1k3k4 Wk4k3k1k2 , (4.9)
W
(2)
b = lim
Nφ→∞
1
Nφ
∑
k1,k2,k3,k4
Wk2k1k1k3 Wk4k3k2k4 . (4.10)
Generally, the cumulant averages < Hn >c are given by a sum of connected diagrams
as in Eq. (4.8). Each diagram is given by a prefactor (integer/n!), a polynomial of the
form fm (1− f)2n−m, m = 2, 3, . . . , 2n− 1 and a pattern as W (2)a or W (2)b .
In order to evaluate the expansion for higher n, we implemented Wick’s theorem in
a computer program which determines for fixed order n the list of connected diagrams
containing for each diagram prefactor, polynomial, and pattern. Here, most of the com-
putation time is needed for an identification of diagrams which are mere permutations
of the n Hamiltonians. Inevitably, all those diagrams appear in such an evaluation of
Wick’s theorem. (The calculation of the order n = 8 uses about 2 GB memory and
takes 48 hours CPU time on a workstation.) In Table 4.1, we show for all orders up
to n = 8 the total number of diagrams, the number of connected diagrams, and the
number of patterns; the term proper patterns will be explained below. Note that the
number of patterns is much smaller than the number of connected diagrams, since each
pattern can appear with about n different polynomial prefactors. The advantage of
the present method as compared with the traditional perturbative method is that only
the patterns need to be calculated.
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4.3 Transformation to the canonical ensemble
In this section, we transform to the canonical ensemble. Energy and filling factor are
given by
E(T,Nφ, µ) = Nφ
∞∑
n=1
βn−1 n Ωn(z) (4.11)
and
ν =
N(T,Nφ, µ)
Nφ
= f −
∞∑
n=1
βn z ∂z Ωn(z) . (4.12)
We need to eliminate the fugacity z in favour of the filling factor ν. Here, Eq. (4.12) and
Eq. (4.11) contain z only in the combination f = z/(1 + z). Thus, we solve Eq. (4.12)
for f term by term in the expansion in β and insert this into Eq. (4.11). Again, we
demonstrate this in the second order n = 2: With Ω1(z) = f
2 W (1)a and Ω2(z) from
Eq. (4.8), we can solve Eq. (4.12) for f
f(ν) = ν + 2 β W (1)a ν
2 (1− ν) + β2
[
4
(
W (1)a
)2
ν3 (1− ν) (2− 3ν)
−W (2)a ν2 (1− ν)2 (1− 2ν)− 2 W (2)b ν3 (1− ν) (3− 4ν)
]
+O(β3W 3) . (4.13)
Substituting this now into Eq. (4.11), we find the following expression for the energy
up to the second order in the interaction
E(T,Nφ, ν) = Nφ
[
W (1)a ν
2 − β W (2)a ν2 (1− ν)2
−4 β
{
W
(2)
b − (W (1)a )2
}
ν3 (1− ν)
]
+O(β2 W 3) . (4.14)
In the lowest order, there is only the pattern
W (1)a = = lim
Nφ→∞
1
Nφ
∑
k1,k2
Wk2k1k1k2 (4.15)
order n 1 2 3 4 5 6 7 8
diagrams 1 3 11 50 242 1555 11088 95051
connected diagrams 1 2 8 36 176 1202 8920 79836
patterns 1 2 5 14 50 265 1601 11984
proper patterns 1 1 2 4 10 42 198 1400
Table 4.1: The total number of diagrams, the number of connected diagrams, patterns
and proper patterns from first up to eighth order.
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=
2
=
Self-energy patternReducible pattern
Figure 4.1: The self–energy pattern in the second order
which is given by the energy of the completely filled Landau level. We find explicitly
W (1)a =
∫∞
0 dr r W (r) (see Eq. (4.31) below). The ν–dependence of this term is
such that particle–hole symmetry is fulfilled in this order: Interchanging of c and c†
leads, after normal ordering, to two additional terms in H and thus, the particle–hole
symmetry relation for the energy reads
E(T,Nφ, 1− ν) = Nφ (1− 2ν) W (1)a + E(T,Nφ, ν) . (4.16)
In the next order β1 in Eq. (4.14), the first term ν2 (1 − ν)2 obeys the particle–hole
symmetry, but the second term ν3 (1−ν) seems to violate the particle–hole symmetry.
But as it turns out, the pattern W
(2)
b is reducible in the following sense: One can cut
two lines in W
(2)
b in such a way that W
(2)
b decays into two non–connected parts, see
Fig. 4.1. Thus, W
(2)
b contains a self–energy insertion. One finds W
(2)
b =
(
W (1)a
)2
and
the term violating the particle–hole symmetry cancelled out.
Generally, a pattern as W
(2)
b which decays into two pieces after two lines are cut, is
called a reducible pattern. Thus, a reducible pattern contains self–energy patterns, see
Fig. 4.1. The value of such a pattern is just simply the product of both parts, as we
shall see now. Using the interaction matrix element which can be obtained easily from
Eq. (3.36), we have for the lowest order self–energy pattern
= lim
Ly→∞
∑
k1k4
Wk1k2k3k4 δk1,k4
= lim
Ly→∞
1
Ly
(
1
2pi
)1/2 ∫
d2r W F (r) e−
1
2
x2
∑
k1 k4
δk1+k2,k3+k4 δk1,k4
e−
1
4 [(k1−k2)2+(k4−k3)2]− i2 y [(k1−k2)−(k4−k3)]− 12 x [(k1−k2)+(k4−k3)]
= δk2, k3
1
2pi
∫
d2r W F (r) = δk2, k3 W
(1)
a (4.17)
We see here that the self–energy pattern in this order is diagonal in its momentum
indices, k2 and k3, and independent of them, where k2 and k3 denote the momentum
of the incoming and outgoing lines. This is true in any order. The diagonality results
4.3. TRANSFORMATION TO THE CANONICAL ENSEMBLE 33
from the translational symmetry in y–direction ([Ty, H] = 0). The independence is
due to the translational symmetry in x–direction ([Tx, H] = 0). This symmetry allows
to shift all momenta kj by a constant amount; Wk1k2k3k4 depends only on momentum
differences between the kj, cf. Eq. (3.38) or Eq. (3.40). Therefore, we can just simply
glue the two remaining unconnected lines together as in Fig. 4.1.
We shall call a non–reducible pattern a proper pattern. We implemented the elimi-
nation of the fugacity in Eq. (4.12) and Eq. (4.11) and the replacement of the reducible
patterns by a product of proper patterns of lower order as in W
(2)
b ⇒ (W (1)a )2 in a
symbolic computer program. The result of this is then the exact series of the energy
as a function of the inverse temperature and the filling factor. It contains prefactors,
polynomials of the form νm (1 − ν)2n−m, m = 2, 3, . . . , 2n − 2, and only the proper
patterns. The proper patterns up to the fifth order are shown in Fig. 4.2. We deter-
mine the form of all proper patterns up to the eighth order of the high–temperature
expansion. So far, we have analysed the structure of the high–temperature expansion
series for the energy as a function of the filling factor and temperature. We find
E(T,Nφ, ν) = Nφ

ν2 C(1) + ∞∑
n=2
βn−1
n−2∑
m=−n+2
νn+m (1− ν)n−m C(n)m

 (4.18)
and C(n)m = C(n)−m. The coefficients C(n)m depend on the interaction and are given by
the prefactors and proper patterns mentioned above. Comparing this equation with
Eq. (4.14), we can identify the first two terms in the high–temperature expansion series
for the energy: The Hartree–Fock energy which is independent of the temperature, is
equal to C(1) = W (1)a =
∫∞
0 dr r W
F (r) (see Eq. (4.32) below). The next coefficient
in the series is C(2)0 = −W (2)a . Thus, the evaluation of the high–temperature expan-
sion series for the energy is reduced to the calculation of proper patterns for a given
interaction.
An elimination of the reducible diagrams (or reducible patterns) was also very suc-
cessfully used by Zheng and MacDonald [28]. They uncovered the relation between
the cancellation of the reducible diagrams containing the lowest order self–energy pat-
tern and the restoration of the particle–hole symmetry in the energy up to the third
order. With our calculation, we confirm the observation of Zheng and MacDonald and
extend it up to the eighth order. Zheng and MacDonald also found that the restriction
to non–self–energy diagrams leads to a great reduction of the number of terms to be
calculated in their perturbation series. The same is observed here, as can be seen in
Table 4.1. The number of the proper patterns is smaller than the number of the pat-
terns by almost an order of magnitude in the eighth order. Moreover, comparing the
number of the connected diagrams with the number of the proper patterns, we can see
a great reduction, too. By the present method there are much less proper patterns to
be calculated than connected diagrams in the traditional perturbative treatment.
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Figure 4.2: The proper patterns from the first up to the fifth order.
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4.4 The high–temperature expansion for an arbi-
trary interaction: real space
In this section, we shall develop a method to evaluate the proper patterns of the high–
temperature expansion series. This method will be used extensively in both cases,
arbitrary interactions and zero–range interactions. As we have seen in Section 4.2,
a pattern of order “n” results from the application of Wick’s theorem and describes
connections between the “n” vertices which constitute the pattern, cf. Eq. (4.7). It is
given by a multiple summation of “4n” dimensions on all momentum indices of the
product of “n” interaction matrix elements with a set of “2n” the Kronecker deltas
which come from the lines (Green’s functions). Each interaction matrix element also
carries a Kronecker delta which ensures the conservation of the momentum at each
vertex, see Eq. (3.36). Thus, for the entire “4n” summations there are “3n” Kronecker
deltas which means that we shall have to evaluate actually just “n” summations. Due
to the form of the interaction matrix element, the last “n” summations can be evaluated
exactly as we want to show now. In the end, each proper pattern will be expressed as
a “2n” dimensional spatial integral of a product of “n” interactions in real space with
a Gaussian factor. Let’s first consider the general form of the expression of a proper
pattern of order “n” which can be obtained easily from Eq. (4.7) and Eq. (3.36):
W (n)p = lim
Nφ→∞
1
Nφ
(
1
Ly
√
1
2pi
)n n∏
j=1
(∫
d2rj W (rj) e
− 1
2
x2j
)
∑
k1...k4n
δk..,k.. · · · δk..,k..︸ ︷︷ ︸
2n
n∏
j=1
(
δk4j−3+k4j−2, k4j−1+k4j
) n∏
j=1
(
e−
1
4 [(k4j−3−k4j−2)2+(k4j−k4j−1)2]
)
n∏
j=1
(
e−
i
2
[(k4j−3−k4j−2)−(k4j−k4j−1)] yj− 12 [(k4j−3−k4j−2)+(k4j−k4j−1)] xj
)
(4.19)
We transform to relative and centre–of–mass coordinates at each vertex which we define
in the following way (j = 1, . . . , n numbers the interaction vertex)
(pj , sj) = (k4j − k4j−1 , k4j + k4j−1) (4.20)
PSfrag replacements
k
4j
k
4j−1
k
4j−2k4j−3 (qj , tj) = (k4j−3 − k4j−2 , k4j−3 + k4j−2) (4.21)
The Jacobian determinant for the transformation
∣∣∣∂(k1,k2)
∂(q1,t1)
∣∣∣ = 1
2
enters twice at each
interaction vertex. The system of the 2n Kronecker deltas will be transformed to
products of the form δ 1
2
(±pi+si), 12 (±qj+tj).
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W (n)p = lim
Nφ→∞
1
Nφ
(
1
Ly
√
1
2pi
)n n∏
j=1
(∫
d2rj W (rj) e
− 1
2
x2j
)
∑
q1...qn, p1...pn
t1...tn, s1...sn
(
1
2
)2n
∆˜(2n)(~p, ~q,~t, ~s)
n∏
j=1
(
δtj ,sj e
− 1
4 (q2j+p2j)− i2 (qj−pj) yj− 12 (qj+pj) xj
)
.
(4.22)
Here, ∆˜(2n)(~p, ~q,~t, ~s) denotes the set of the 2n Kronecker deltas which describe the
way the interaction vertices are connected. In this section, we use for brevity ~u =
(u1, u2, . . . , un) for u = p, q, t, s, x, y (unless noticed explicitly, here ~x 6= (x, y)).
Evaluating the summations on sj with the aid of the momentum conservations at
each vertex, δtj ,sj , we replace sj by tj, and ∆˜
(2n)(~p, ~q,~t,~t) becomes ∆(2n)(~p, ~q,~t). Only
2n − 1 Kronecker deltas of the 2n Kronecker deltas in ∆(2n)(~p, ~q,~t) are independent,
since the last momentum conservation is automatically fulfilled. Also, the expression
is invariant against a shift of all momenta (cf. Eq. (3.36)). Therefore, there is one
summation on tj, say tn, which can be performed immediately. Performing this un-
connected summation on tn results in a factor of 2 Nφ. Then, the summations (second
line in Eq. (4.22)) become
Nφ
∑
q1..qn, p1..pn
t1 . . . tn−1
(
1
2
)2n−1
∆(2n−1)(~p, ~q,~t) e−
1
4 (~q2+~p2)− i2 (~q−~p) ~y− 12 (~q+~p) ~x . (4.23)
In the next step, we replace the momentum sums on ~p, ~q and ~t by integrals in the
limit Ly →∞ and transform the Kronecker deltas of the form Ly2pi · 12 · δ 12 (±pi+ti), 12 (±qj+tj)
entering ∆(2n−1)(~p, ~q,~t) to delta functions δ((±pi + ti)− (±qj + tj)):(
Ly
2pi
· 1
2
)2n−1
∆(2n−1)(~p, ~q,~t) = ~δ
(
Qˆ(n)p ·
(
~p
~t
)
− Fˆ (n)p · ~q
)
(4.24)
where ~δ represents a set of (2n−1) delta functions. Qˆ(n)p , is a square (2n−1)× (2n−1)
matrix; Fˆ (n)p , is a rectangular (2n − 1) × (n) matrix. They describe the contractions
in the pattern (given by the above Kronecker deltas). Therefore, the elements of both
matrices Fˆ (n)p , Qˆ
(n)
p can be only 0 or ±1.
We get after performing the transformations
W (n)p =
(
1
2pi
)n/2 n∏
j=1
(∫
d2rj W (rj) e
− 1
2
x2j
)
n∏
j=1

 ∞∫
−∞
dqj
2pi

 n∏
j=1

 1
2
Ly
2pi
∞∫
−∞
dpj

 n−1∏
j=1

 1
2
Ly
2pi
∞∫
−∞
dtj


{(
2pi
Ly
· 2
)2n−1 ~δ
(
Qˆ(n)p ·
(
~p
~t
)
− Fˆ (n)p · ~q
)}
e−
1
4 (~q2+~p2)− i2 (~q−~p) ~y− 12 (~q+~p) ~x . (4.25)
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We note that
~δ
(
Qˆ(n)p ·
(
~p
~t
)
− Fˆ (n)p · ~q
)
=
1∣∣∣det Qˆ(n)p ∣∣∣ ~δ
((
~p
~t
)
− Qˆ(n)−1p · Fˆ (n)p · ~q
)
; (4.26)
thus, inverting Qˆ(n)p , we solve the remaining 2n − 1 equations in ~δ for pj and tj as
functions of qj:
(
~p
~t
)
= Qˆ(n)
−1
p · Fˆ (n)p · ~q =:
(
Mˆ (n)p
Oˆ
(n)
p
)
· ~q (4.27)
or ~p = Mˆ (n)p · ~q and ~t = Oˆ(n)p · ~q. The matrix Mˆ (n)p describes the relation between the
relative in–coming momenta at vertex i, (qi), and the relative out–going momenta at
vertex j, (pj), for a pattern p of order n.
Before we continue the evaluation ofW (n)p , we need to derive an important property
of Mˆ (n)p . After transforming the original variables kj to the new variables pj, qj, sj and tj
defined in Eq. (4.20) and Eq. (4.21), and replacing ~s by ~t, the momentum conservation
for a line between vertex i and vertex j becomes 1
2
(±pi + ti) = 12(±qj + tj). Summing
the square of this over all lines of the pattern, we get
n∑
i=1
[
(pi + ti)
2 + (−pi + ti)2
]
=
n∑
j=1
[
(qj + tj)
2 + (−qj + tj)2
]
, (4.28)
or ~p2 = ~q2. Therefore, the transformations between ~q and ~p must be orthogonal,
hence Mˆ (n)
T
p · Mˆ (n)p = 1.
Evaluating now the integrations on ~p and ~t, we get
W (n)p =
1∣∣∣det Qˆ(n)p ∣∣∣
(
1
2pi
)n/2 n∏
j=1
(∫
d2rj W (rj) e
− 1
2
x2j
)
n∏
j=1

 ∞∫
−∞
dqj
2pi

 e− 14
(
~q2+(Mˆ
(n)
p ·~q)2
)
− i
2
(
~q−Mˆ(n)p ·~q
)T
~y− 1
2
(
~q+Mˆ
(n)
p ·~q
)T
~x
=
1∣∣∣det Qˆ(n)p ∣∣∣
n∏
j=1
(∫ d2rj
2 pi
W (rj)
)
e
− 1
4
[
~x2+~y2−(~x−i~y)·Mˆ(n)p ·(~x+i~y)
]
.
(4.29)
This is the final result which allows to calculate the pattern W (n)p for an arbitrary
interaction W (r). The pattern enters the expression via the matrices Qˆ(n)p and Mˆ
(n)
p
which describes its connectivity. For a given pattern, it is straightforward to obtain
these matrices. For higher order patterns from the second up to the fourth order, the
matrices Qˆ(n)p and Mˆ
(n)
p can be found in Appendix C. While W
(n)
p is real, the exponent
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in its integrand will be real only if the matrix Mˆ (n)p is symmetric; on the other hand,
if Mˆ (n)p is not symmetric, the exponent will become complex.
Below, we illustrate this general procedure by calculating the proper pattern in the
first order and a proper pattern in the third order as examples.
4.4.1 Calculation of the proper pattern of the first order
In the first order, there is only one proper pattern,
W (1)a = lim
Nφ→∞
1
Nφ
∑
k1k2k3k4
Wk1k2k3k4 δk1,k4 δk2,k3
= lim
Nφ→∞
1
Nφ
1
Ly
√
1
2 pi
∫
d2r W F (r) e−
1
2
x2
∑
p q t s
(
1
2
)2
δ 1
2
(q+t), 1
2
(p+s) δ 1
2
(−q+t), 1
2
(−p+s) δt,s e
− 1
4 [q2+p2]− i2 [q−p] y− 12 [q+p] x
(4.30)
where, (q, t) = k1 ∓ k2 and (p, s) = k4 ∓ k3. Performing the summation on s first,
we see that the two remaining Kronecker deltas are identical; that was meant earlier
by the statement only “2n − 1” Kronecker deltas are independent. No part in the
expression depends on t, therefore, the summation on t together with factor 1/2 just
gives the number of states, 1/2
∑
t
= Nφ. Further, we have Qˆ
(1)
a = 1 and Mˆ
(1)
a = 1.
The expression corresponding to Eq. (4.29) becomes
W (1)a =
√
1
2 pi
∫
d2r W F (r) e−
1
2
x2 1
2 pi
∫ ∞
−∞
dq e−
1
2
q2−q x
= 1
2 pi
∫
d2r W F (r) . (4.31)
W (1)a will diverge, if W
F (r) is an infinite–range interaction, if the interaction does not
decay faster than r−2. The method developed here will be useful only for interactions
which decay fast enough, i. e., for any finite–range interaction. An infinite–range
interaction, such as the Coulomb interaction needs consideration a positive background.
We note here that the first coefficient in Eq. (4.18) is
C(1) = W (1)a =
∫ ∞
0
dr r W F (r) (4.32)
4.4.2 Calculation of a proper pattern of the third order
In the third order, we choose to demonstrate the calculation for the proper pattern
W (3)a , because for this pattern, the exponent in Eq. (4.29) becomes complex due to the
4.4. HIGH–TEMPERATURE EXPANSION IN REAL SPACE 39
Figure 4.3: A proper pattern of the third order W (3)a
non–symmetry of the matrix Mˆ (3)a .
W (3)a = lim
Nφ→∞
1
Nφ
∑
k1,...,k12
Wk1k2k3k4 Wk5k6k7k8 Wk9k10k11k12
δk1,k12 δk2,k11 δk3,k6 δk4,k5 δk7,k10 δk8,k9 . (4.33)
Using the transformation set up above and replacing the interaction matrix elements
with the aid of Eq. (3.36), we get
W (3)a = lim
Nφ→∞
1
Nφ
(
1
Ly
)3 (
1
2 pi
)3/2 3∏
j=1
(∫
d2rj W
F (rj) e
− 1
2
x2j
)
∑
{qj ,pj ,tj ,sj}
(
1
2
)6
δ 1
2
(p3+s3),
1
2
(q1+t1)
δ 1
2
(−p3+s3), 12 (−q1+t1) δ 12 (−p1+s1), 12 (−q2+t2)
δ 1
2
(p1+s1),
1
2
(q2+t2)
δ 1
2
(−p2+s2), 12 (−q3+t3) δ 12 (p2+s2), 12 (q3+t3)
δt1,s1 δt2,s2 δt3,s3
3∏
j=1
(
e−
1
4 [q2j+p2j ]− i2 (qj−pj) yj+ 12 (qj+pj) xj
)
(4.34)
where qj, pj, tj and sj are defined as in Eq. (4.21) and Eq. (4.20). The calculation
proceeds in the same manner as in the lower order. We first evaluate the summations
on sj and then shift t1,2 by t3. t3 then drops out and the summation on t3 becomes
2Nφ. After the shift, we shall find that the last Kronecker delta follows from the others.
Thus, we omit the last Kronecker delta. The matrices are given by
Qˆ(3)a =


0 0 1 −1 0
0 0 −1 −1 0
−1 0 0 1 −1
1 0 0 1 −1
0 −1 0 0 1


and Fˆ (3)a =


1 0 0
−1 0 0
0 −1 0
0 1 0
0 0 −1


(4.35)
Thus, solving the remaining Kronecker deltas, we find as solutions t1 = t2 = 0 and
(p1, p2, p3) = (q2, q3, q1),
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Mˆ (3)a =


0 1 0
0 0 1
1 0 0

 . (4.36)
Using the solutions in evaluating the summations on pj and tj, we get
W (3)a =
(
1
2
)2 (
1
2 pi
)9/2 3∏
j=1
(∫
d2rj W
F (rj) e
− 1
2
x2j
)
∞∫
−∞
dq1
∞∫
−∞
dq2
∞∫
−∞
dq3 e
− 1
2 (q21+q22+q23)
e−
i
2
[(q1−q2) y1+(q2−q3) y2+(q3−q1) y3]− 12 [(q1+q2) x1+(q2+q3) x2+(q3+q1) x3]
=
1
4
3∏
j=1
(∫ d2rj
2pi
W F (rj)
)
e
− 1
4
[
~x2+~y2−(~x−i ~y) Mˆ(3)a (~x+i ~y)
]
. (4.37)
We note here that the coefficient in Eq. (4.18) containing W (3)a is
C(3)1 =
1
2
W (3)a . (4.38)
In this section, we have demonstrated how to evaluate the proper patterns for an
arbitrary interaction. It is clear, though, that for a given interaction W F (r), the
calculation of the integrals is a complex task which cannot be performed in higher
orders.
4.5 Equivalence of the present method to the tra-
ditional perturbative treatment
In this section, we shall prove the equivalence of the high–temperature expansion
method presented here to the high–temperature expansion within the framework of
the traditional perturbative method which was used by L. Zheng and A. H. MacDon-
ald [28]. We refer our reader to their original work. In Fig. 4.4, the connected diagrams
studied in Ref. [28] are shown. As we have emphasised in Section 4.2, a connected dia-
gram of order n here can be described as a linear combination of proper patterns with
polynomial prefactors of the form fm (1− f)2n−m and integer prefactors, cf. Eq. (4.6).
In fact, the factors fm (1 − f)2n−m result from the frequency sum evaluations of the
diagrams in Fig. 4.4.
The diagrams in Fig. 4.4 are grouped in such a way that all diagrams in a column
have the same frequency sum results, possibly up to a factor of−1. Explicit calculations
of the frequency sums of the connected diagrams from the first order up to the third
order can be found in the Appendix D.
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Figure 4.4: The connected diagrams from the first up to the third orders.
It was shown by A. V. Andreev and Yu. A. Bychkov [65] that topological different
diagrams (diagrams in the same group) may be equal up to a minus sign. They also
trace the physical reason for this back to the symmetry of the Hamiltonian. Here, we
can observe that property easily and directly: Consider the interaction matrix element
of the two–body interaction in the lowest Landau level, for example Eq. (3.40). Then,
it is obvious that interchanging indices only of the annihilation operators (or only of
the creation operators) will result in a minus sign:
Wk1k2k3k4 = −Wk1k2k4k3 = −Wk2k1k3k4 = Wk2k1k4k3 . (4.39)
On the other hand, interchanging of two annihilation operators at an interaction relates
two diagrams in the same column. Here, we shall use the connected diagrams in the
second order, the second column in Fig. 4.4, to demonstrate this statement.
The two connected diagrams can be expressed as following:
4
12
3
=⇒ f 2(1− f)2︸ ︷︷ ︸
ω–sums
∑
k
1
k
2
k
′
1
k
′
2
k
3
k
4
k
′
3
k
′
4
Wk1k2k
′
2k
′
1
Wk3k4k
′
4k
′
3
δk′1,k3
δk′2,k4
δk′3,k1
δk′4,k2
4
1
2
3 =⇒ f 2(1− f)2︸ ︷︷ ︸
ω–sums
∑
k
1
k
2
k
′
1
k
′
2
k
3
k
4
k
′
3
k
′
4
Wk1k2k
′
2k
′
1
Wk3k4k
′
4k
′
3
δk′1,k3
δk′2,k4
δk′3,k2
δk′4,k1
The topological differences between the two connected diagrams appear in the under-
lined terms. We now discuss the reason why connected diagrams of the same group
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have the same frequency sums. This is because those connected diagrams are restricted
by the same energy conservation constraints at each interaction and no k–dependent ²k
appears in the Green’s function. Hence, the ω–sums can be pulled out of the remaining
k–sums. For example in the second order, we have ω1+ω2 = ω3+ω4 at the interactions
in both diagrams. After performing the momentum sums over all annihilation operator
indices (k
′
1, k
′
2, k
′
3, k
′
4), both second order diagrams
4
12
3
=⇒ f 2(1− f)2 ∑
k1k2k3k4
Wk1k2k4k3 Wk3k4k2k1︸ ︷︷ ︸
Nφ W
(2)
a
(4.40)
4
1
2
3 =⇒ f 2(1− f)2
∑
k1k2k3k4
Wk1k2k4k3 Wk3k4k1k2︸ ︷︷ ︸
−Nφ W (2)a
(4.41)
differ only by a minus sign according to Eq. (4.39). We also see that there is only one
group of diagrams and this corresponds in our language to one proper pattern instead
of to two connected diagrams.
In the third order, we can group six connected diagrams into two groups which
means we have two proper patterns in the third order instead of six connected diagrams.
The groupings and the corresponding proper patterns in the second and third orders
are shown in Fig. 4.5.
We can now compare the free energy of Ref. [28] with the result of our approach.
After Eq. (4) of Ref. [28], the free energy is written as
F (ν) = FHF(ν) + α
(2)(ν) β + α(3)(ν) β2 +O(β3) . (4.42)
Note that the expansion coefficients for the free energy α(n)(ν) of Ref. [28] are different
from those for the energy, αn(ν) which we use in this work. Using the results of the
frequency sums given in Appendix D together with the symmetry factors given in
Ref. [28], the coefficients α(2)(ν), and α(3)(ν) for an arbitrary interaction W F (r) are
FHF(ν) = Nφ
{
T
[
ν ln ν + (1− ν) ln(1− ν)
]
+ ν2W (1)a
}
, (4.43)
α(2)(ν) =
1
4

 −

 = −
1
2
Nφ ν
2 (1− ν)2 W (2)a , (4.44)
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Figure 4.5: The connected diagrams and the corresponding proper patterns in the
second order and the third order.
α(3)(ν) =
1
6

 − + 3 − + − 3


=
1
6
Nφ
[(
ν4 (1− ν)2 + ν2 (1− ν)4
)
W (3)a + 8 ν
3 (1− ν)3 W (3)b
]
. (4.45)
In comparison, the free energy derived from Eq. (B.7) and Eq. (B.9) together with
Eq. (4.18) and Eq. (6.3) can be written as
F (T,Nφ, ν) = Nφ
{
T
[
ν ln ν + (1− ν) ln(1− ν)
]
+ ν2 C(1) + 1
2
β ν2 (1− ν)2 C(2)1
+
1
3
β2
[(
ν4 (1− ν)2 + ν2 (1− ν)4
)
C(3)1 + ν3 (1− ν)3 C(3)0
]
+O(β3)
}
.
(4.46)
We get from the high–temperature expansion C(1) = W (1)a , C(2)0 = −W (2)a , C(3)1 = 12W (3)a ,
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and C(3)0 = 4W (3)b . Thus, Eq. (4.42) and Eq. (4.46) coincide. and we have shown
explicitly up to the third order, the equivalence of the present method to the traditional
perturbative treatment used in the work of L. Zheng and A. H. MacDonald in Ref. [28].
To conclude this section, we write down the main result, the energy, up to the third
order
E(T,Nφ, ν) = Nφ
{
ν2W (1)a − β ν2 (1− ν)2 W (2)a
+
1
2
β2
[(
ν4 (1− ν)2 + ν2 (1− ν)4
)
W (3)a + 8 ν
3 (1− ν)3 W (3)b
]
+O(β3)
}
,
(4.47)
where the patterns needed in evaluating Eq. (4.47) for an arbitrary interaction are as
follows
W (1)a =
1
2pi
∫
d2r W F (r) (4.48)
W (2)a =
1
2
2∏
j=1
(
1
2pi
∫
d2rj W
F (rj)
)
e−
1
4 [(x1+x2)2+(y1+y2)2] (4.49)
W (3)a =
1
4
3∏
j=1
(
1
2pi
∫
d2rj W
F (rj)
)
e
− 1
4
[
~x2+~y2−(~x−i ~y) Mˆ(3)a (~x+i ~y)
]
(4.50)
W
(3)
b =
1
3
3∏
j=1
(
1
2pi
∫
d2rj W
F (rj)
)
e−
1
6 [(x1+x2+x3)2+(y1+y2+y3)2] (4.51)
where Mˆ (3)a is given in Eq. (4.36) and ~x = (x1, x2, x3) and similarly for ~y and ~rj =
(xj, yj). This result generalises the third order result of L. Zheng and A. H. MacDonald
[28] to the case of an arbitrary interaction up to this order of the high–temperature
expansion.
Chapter 5
Evaluation of the high–temperature
expansion for zero–range
interaction
In this chapter, we first evaluate the proper patterns W (n)p specifically for zero–range
interactions. These interactions have been introduced in Section 3.4. We shall see that
the calculation of W (n)p for these interactions is greatly simplified by the differential
representation of the interaction matrix elements which was introduced in Section 3.4.1.
In the second part of the chapter, we shall check the result of the high–temperature
expansion with the Virial expansion up to the lowest order in ν.
5.1 Calculation of a proper pattern of order n for
arbitrary zero–range interaction
The general expression of a proper pattern of order n is taken from the first equality
in Eq. (4.29)
W (n)p =
1∣∣∣det Qˆ(n)p ∣∣∣
(
1
2pi
)n/2 n∏
j=1

 ∞∫
−∞
dqj
2pi

 e− 14
(
~q2+(Mˆ
(n)
p ~q)
2
)
n∏
j=1

∫ d2rj W (rj) e− 12x2j− i2
(
~q−Mˆ(n)p ~q
)
j
yj− 12
(
~q+Mˆ
(n)
p ~q
)
j
xj

 . (5.1)
Bearing in mind that Mˆ (n)p ~q is nothing but the former variable ~p, we then identify the
spatial integrals in the above expression with the spatial integrals in Eq. (3.36). Thus,
we can make use of the result of the integrals from Eq. (3.42). By comparing Eq. (3.36)
with Eq. (3.42), we see that the above equation can be written in differential form as
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Figure 5.1: The proper patterns W (n)a .
W (n)p =
1∣∣∣det Qˆ(n)p ∣∣∣
(
2
pi
)n/2 n∏
j=1

 ∞∑
mj=0
W2mj+1
(2mj + 1)!
∂2mj+1αj ∂
2mj+1
βj

 e− 12 (~α2+~β2)
n∏
j=1

 ∞∫
−∞
dqj

 e− 12 ~q2+~α Mˆ(n)p ~q+~β ~q ∣∣∣
~α=~β=0
. (5.2)
At this point, the integrals on qj can be performed immediately, and we get
W (n)p =
2n∣∣∣det Qˆ(n)p ∣∣∣
n∏
j=1

 ∞∑
mj=0
W2mj+1
(2mj + 1)!
∂2mj+1αj ∂
2mj+1
βj

 e~α Mˆ(n)p ~β ∣∣∣
~α=~β=0
.(5.3)
Thus, we have reduced the evaluation of a proper pattern to differentiations which
are performed by a symbolic computer program. This program determines for a given
proper pattern the matrices Qˆ(n)p and Mˆ
(n)
p and then performs the differentiations for a
given interaction model. The matrices Qˆ(n)p and Mˆ
(n)
p characterise a given pattern and
need to be determined only once for all interactions. For n = 1, . . . , 4, they are listed
in Appendix C.
5.1.1 The special patterns W (n)a
In this section, we shall evaluate the special patterns, W (n)a which have the structure
as shown in Fig. 5.1. Patterns of this type are interesting because they, and only
they, yield the prefactors of the lowest power in ν, proportional to ν2, in the energy.
Therefore, if we can calculate W (n)a , we can check our method for arbitrary order of the
temperature with the second order result of the Virial expansion which we shall derive
in Section 5.2.
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We consider a cumulant average < Hn >c and its evaluation with Wick’s theorem.
In order to get the lowest power of ν, one needs to have the highest power of (1− ν),
i. e., one has to contract each annihilation operator to its nearest neighbour creation
operator of the next two–body Hamiltonian on the right. Thus, there is only one way
to contract all operators to get the lowest power of ν:
〈
c† c†
︷ ︸︸ ︷
c
︷ ︸︸ ︷
c c† c†
︷ ︸︸ ︷
c
︷ ︸︸ ︷
c c† c† c c · · · c† c† c︸ ︷︷ ︸ c︸ ︷︷ ︸
〉
(5.4)
At each Hamiltonian, the operators c† can be permuted, and this cancels the prefactors
of 1/2. This leads to Ωn(z) =
(−1)n−1
n!
[
f 2 W (n)a +O(f 3)
]
.
The matricesM (n)a which correspond to the patternsW
(n)
a (or the above contraction)
can be written as
Mˆ (n)a =


0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0


n,n
. (5.5)
The evaluation of Eq. (5.3) for these M (n)a can be done very easily. The exponent in
Eq. (5.3) becomes
e~α Mˆ
(n)
a
~β = eα2 β1+α3 β2+···+αn βn−1+α1 βn . (5.6)
Then, we differentiate this exponential function with respect to each variable (αi, βi)
and finally take the limit ~α = ~β = 0. We observe that the differentiations of the above
exponential function will lead to zero after taking the limits, unless all differentiations
appear in the same order m, i. e.,
∂2m1+1α1 · · · ∂2mn+1αn ∂2m1+1β1 · · · ∂2mn+1βn eα2 β1+α3 β2+···+αn βn−1+α1 βn
∣∣∣
~α=~β=0
= ∂2m1+1α1 · · · ∂2mn+1αn α2mn+11 α2m1+12 · · ·α2mn−1+1n
∣∣∣
~α=0
=
∑
m
n∏
j=1
(
(2mj + 1)! δmj ,m
)
. (5.7)
Thus, we have in total
n∏
j=1

 ∞∑
mj=0
W2mj+1
(2mj + 1)!
∂2mj+1αj ∂
2mj+1
βj

 e~α Mˆ(n)a ~β ∣∣∣
~α=~β=0
=
∞∑
m=0
(
W2m+1
)n
. (5.8)
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The matrices Q(n)a have a special structure too, see Appendix C. We find in the order
n ≥ 1,
∣∣∣det Qˆ(n)a ∣∣∣ = 2n−1. Thus, we have W (n)a = 2 ∑∞m=0 (W2m+1)n and
Ωn(z) =
(−1)n−1
n!
(
2 f 2
∞∑
m=0
(
W2m+1
)n
+O(f 3)
)
. (5.9)
From the relation between E(T,Nφ, µ) and Ω(T,Nφ, µ) in Eq. (B.4) (in the lowest
power in ν, we can simply replace f by ν), we can express our result in terms of the
coefficients C(n)n−2, defined in Eq. (4.18):
C(n)n−2 =
(−1)n−1
(n− 1)!
∞∑
m=0
2
(
W2m+1
)n
. (5.10)
5.2 Low density limit, Virial expansion
In this section, we shall calculate the grand canonical thermodynamic potential of
the quantum Hall system in the Virial expansion. The Virial expansion has been
used before by K. Tevosyan and A. H. MacDonald [29] to study the system for the
W1–interaction. Here, we shall generalise their method to an arbitrary zero–range
interaction. We shall calculate the grand canonical thermodynamic potential up to the
second order in the electron density. Then we shall proceed to calculate the energy as
a function of the electron density, and compare with the result of the previous section.
We start with the general expression of the grand canonical thermodynamic poten-
tial Ω(T,Nφ, z) for the lowest Landau level with Nφ states. The Virial expansion is an
expansion in the fugacity z = eβ µ. Hamiltonian and particle number are commutative.
The zero–energy level is fixed at the lowest Landau level, thus there is no one–body
energy in the consideration. We get up to second order in z
Ω(T,Nφ, µ) ≡ −T ln
{ ∞∑
N=0
Tr(N)
[
e−β (H(N)−µN)
]}
= −T ln
{
Tr(0) [1] + Tr(1)
[
eβ µ
]
+ Tr(2)
[
e−β H(2)+2 β µ
]
+O(e3 β µ)
}
, (5.11)
where Tr(N) denotes the sum over all possible states of N particles. Thus, Tr(0) [1] = 1,
and Tr(1)
[
eβ µ
]
= z Nφ.
The two–particle trace can be evaluated, since we know all the eigenvalues of the
two–body problem, see Section 3.3. Using the degeneracy of the states that have energy
W2m+1 (calculated in Ref. [29]) we have
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Tr(2)
[
e−β H(2)+2 β µ)
]
={
Nφ (Nφ−1)−(Nφ−2) (Nφ−3)
2
e−β W1 + (Nφ−2) (Nφ−3)−(Nφ−4) (Nφ−5)
2
e−β W3 + · · ·
}
e2 β µ
=
z2
2
∑
m=0
{
[Nφ − 2m][Nφ − (2m+ 1)]− [Nφ − (2m+ 2)][Nφ − (2m+ 3)]
}
e−β W2m+1
(5.12)
Then, we get (cutting the summation off at the highest possible relative angular mo-
mentum, 2m+ 1 = Nφ)
Ω(T,Nφ, µ) = −T ln

1 + z Nφ + z2
(Nφ−1)/2∑
m=0
(2Nφ − 4m− 3) e−β W2m+1 +O(z3)

 .
(5.13)
Next, we expand the logarithm to get the final form of Ω(T,Nφ, µ) up to the second
order in the fugacity z. In the thermodynamic limit, we get:
Ω(T,Nφ, µ) = −Nφ
β
{
z − z
2
2
[
1− 4
∞∑
m=0
(
e−β W2m+1 − 1
)]
+O(z3)
}
. (5.14)
Then, the energy and the filling factor are
E(T,Nφ, µ) = Nφ 2 z
2
∞∑
m=0
W2m+1 e
−β W2m+1 +O(z3) , (5.15)
ν(z, T ) = z − z2
[
1− 4
∞∑
m=0
(
e−β W2m+1 − 1
)]
+O(z3) . (5.16)
In this order, we can simply replace z by ν since the energy in this second order contains
only one term, already of the second order in the fugacity. Thus, the energy becomes
after expanding in β
E(T,Nφ, ν) = Nφ ν
2
∞∑
n=1
(−β)n−1 2
(n− 1)!
∞∑
m=0
(
W2m+1
)n
+O(ν3) . (5.17)
The coefficients C(n)n−2 read off from Eq. (5.17) are equivalent to those derived from
the high–temperature expansion given in Eq. (5.10). Thus, we have proven explicitly
the equivalence of the high–temperature expansion series in the second order in the
electron density with the Virial expansion method.
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Chapter 6
Energy and compressibility in the
lowest Landau level: Exact
high–temperature expansion results
In this chapter, we shall present the results obtained from the calculation set up in
the chapters two to five. There will be two thermodynamic properties studied here,
the energy and the compressibility. We shall give the direct, exact results obtained
from the high–temperature expansion at finite temperature in this chapter and show
extrapolations to zero temperature in the next chapter.
The interaction matrix elements as given in Eq. (3.42) contain an infinite number of
parameters, the pseudopotential coefficients W2m+1, Eq. (3.32), [71, 33]. Here, we shall
study only those interactions for which the first two of the pseudopotential coefficients
are non–zero. We have two purposes in mind for using such an interaction.
First, we check our method by applying it to a known case: An interaction with just
one non–zero pseudopotential coefficient , (one–component interactions), say W2m+1–
interaction, is known to have the Laughlin state with an exponent 2m + 3, m ≥ 0
[7] as ground states at ν = νm = 1/(2m + 3). It is an incompressible state, thus,
the energy per particle has a cusp [23], the chemical potential jumps, and the inverse
compressibility becomes infinity at νm at zero temperature. The magnitude of this
interaction, W2m+1, sets the energy scale. The size of the energy gap above the ground
state is also proportional to the magnitude of the interaction. Thus, studying the
one–component interactions, we can analyse how much of this we can see in a high–
temperature expansion up to the order considered here.
Second, we use our method, after realising its validity and applicability, to study a
more general interaction for which there are more than one pseudopotential coefficients
in the interaction matrix elements (multi–component interaction). The above picture,
quite clear in the case of the one–component interaction, is not longer so clear in the
case of multi–component interactions because, for the (W1+W3)–interaction, there are
at least two (competitive) energy scales, W1 and W3. Here, it is strictly unknown how
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the energy or any thermodynamic quantity should behave, in particular, between the
filling factors ν = 1/5 and ν = 1/3. We characterise a multi–component interaction by
the ratios between the components. Here, we have the ratio R = W1/W3. The multi–
component (W1 + W3)–interaction will be considered as a W1 dominant interaction
when R >> 1. Physical interactions such as the Coulomb interaction which decay
with increasing distance have R > 1 (R = 1.6 in case of the Coulomb interaction),
but here we shall study both R > 1 and R < 1 because we would like to study the
transition between two pure cases, W1 6= 0,W3 = 0 and W1 = 0,W3 6= 0.
The energy will be the first quantity we study and then we shall proceed to the
compressibility. Our variables here are the filling factor ν = N/Nφ, and the temperature
T . First, we wish to study the effect of the temperature, or the development into the
fractional quantum Hall states as the temperature is lowered. By analysing the inverse
compressibility, we shall find and develop a tool to indicate the transition. Second, we
wish to study how the transition is influenced by the interaction and how the picture
changes as the interaction is varied.
We should like to note that the previous finite temperature study of Ref. [29] sum-
marised “the thermodynamic signature of the fractional quantum Hall effect is com-
pletely absent when the temperature reaches half of the gap temperature”. We shall
see below that, in the order considered here, there are already indications of a devel-
opment of the fractional quantum Hall ground state as T approaches half of the value
of the interaction.
Temperature scale
In the presentations of our results, we shall use a scaled temperature. The only energy
scale of the system comes from the interaction. To have a clear understanding of the
temperature or energy scale used below, we should like to have here a brief discussion.
1. We shall use τ as a dimensionless measure of the temperature,
τ =
T
Wtot
. (6.1)
Here, the total interaction Wtot is defined as half of the energy per particle of
the completely filled lowest Landau level. For example, Wtot = W1 for the W1–
interaction and Wtot = W1 +W3 for the (W1 +W3)–interaction.
2. The total interaction will be used as the scale of the energy,
Wtot = 1 . (6.2)
Thus, the energy per particle of the completely filled lowest Landau level is always
2 in our dimensionless units. Comparing two different interactions characterised byW1
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and W1 +W3 > W1, we see that for τW1 = τ(W1+W3) , the real temperatures are related
by TW1(τ) < T(W1+W3)(τ). Similarly, for TW1 = T(W1+W3), the scaled temperatures are
related by τ
W1
(T ) > τ
(W1+W3)
(T ). We assume the strength of the phenomena of the
fractional quantum Hall effect at ν = 1/(2m+ 3) to increase with the ratio W2m+1/T .
Consequently, we must study for multi–component interactions a lower scaled temper-
ature τ than for the one–component interaction in order to observe phenomena of the
same strength.
6.1 Energy
We have derived the energy E(T,Nφ, ν) from the grand canonical thermodynamic
potential in Section 4.3; there its structure has also been discussed, cf. Eq. (4.18).
Here, we define the coefficients of the expansion of the energy, αn(ν), for n ≥ 2 as
αn(ν) =
n−2∑
m=−n+2
νn+m (1− ν)n−m C(n)m , (6.3)
and for n = 1
α1(ν) = ν
2 C(1) = ν2 W (1)a = 2 ν2
∞∑
m=0
W2m+1 . (6.4)
Since the Hamiltonian contains just a two–body interaction, at least two particles are
required for the energy to become non–zero, therefore, the coefficients αn(ν) all start
with ν2. Then, the particle–hole symmetry requires its counter part (1− ν) to appear
at least in the second power, too (see Section 4.3).
In the following, we analyse the energy per particle E(T, ν),
E(T, ν) := E(T,Nφ, ν)
N
=
1
ν
∞∑
n=1
βn−1 αn(ν) . (6.5)
6.1.1 Energy of the one–component interaction system
In this section, we shall present results of the energy for the W1–interactions and
W3–interactions. For the W1–interaction interaction, we expect to see a cusp in the
plot of E(T, ν) as a function of ν developing around ν = 1/3 as we come from high
temperatures to lower temperatures, and for ν < 1/3, E(T, ν) should decrease to zero
as T → 0. We also expect the same behaviour for the W3–interaction, but at ν = 1/5.
We show the results down to the lowest possible temperature where the expansion of
the considered order is still valid, i. e., energy and specific heat are positive, unless it
is explicitly mentioned.
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W1–interaction
Here, we study the energy of the W1–interaction. The first coefficient functions for the
W1–interaction are given by
α1(ν) = 2 ν
2 W1 ,
α2(ν) = −2 (1− ν)2 ν2 W 21 ,
α3(ν) =
[
(1− ν)4 ν2 − 32
27
(1− ν)3 ν3 + (1− ν)2 ν4
]
W 31 . (6.6)
The numerical coefficients C(n)m up to n = 8 are given in Table 6.1 forW1 = 1 . They are
exact fractions of very large integers (278 digits for the numerator of C (8)0 ); for n > 4,
we give only the leading 10 digits of the coefficients.
Fig. 6.1 shows the energy per particle as a function of the filling factor for various
temperatures. The high–temperature result (dash–dotted straight line) is identical to
the Hartree–Fock approximation, EHF (T, ν) = 2 ν. As the temperature is lowered, it
can be seen clearly how the expected cusp in E(T, ν) develops around ν = 1/3.
The plot (a) is the result up to the seventh order and the other plot (b) is the result
up to the eighth order. We see that there is not a big change observed as we go up
an order at this range of the temperature which is about half of the interaction. One
change worth mentioning here concerns the approach to the origin of the energy per
particle: The solid lines (τ = 0.5) in both plots are very similar outside the region
ν ≤ 1/3 but they approach the origin differently. The solid line in (a), the seventh
order, approaches the origin with a finite slope of 0.311; the solid line in (b), the eighth
order, approaches the origin with a slope of 0.260. This is to be compared with the
exact slope 0.271 at τ = 0.5 resulting from the Virial expansion derived below, see
Eq. (5.17). If we lower the temperature a little bit more to τ = 0.45, we see that the
curve in (a) starts to oscillate and crosses the curve of τ = 0.5. This shows, since
the specific heat Cv =
∂E
∂T
< 0, that we leave the region of applicability of the high–
n\m 0 1 2 3 4 5 6
3 − 32
27
1
4 − 548284
253125
352696
253125
− 1
3
5 −2.010001778 3.319570883 −0.730235026 1
12
6 −5.121609632 3.490438330 −3.274027914 0.186460176 − 1
60
7 −6.234653674 6.225558336 −6.163032602 2.259167774 0.0101135932 1
360
8 −7.669623737 8.107220838 −12.60225176 7.387509731 −1.223529718 −0.033101824 − 1
2520
Table 6.1: The coefficients C(n)m for the zero–range interaction W1 = 1 for n = 3, . . . , 8
and m ≥ 0. For n = 2, the coefficient is C(2)0 = −2. For m < 0, C(n)m can be found from
the particle–hole symmetry : C(n)m = C(n)−m.
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Figure 6.1: The energy per particle resulting from the high–temperature expansion
up to (a) the seventh order and (b) the eighth order of the interaction for various
temperatures for W1–interaction; τ = T/W1.
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temperature expansion in this order and at this temperature. However, the curve for
the same temperature of the eighth order result still behaves correctly. It approaches
the origin with approximately a zero slope for a longer range of ν than that of the
higher temperature at τ = 0.5. This is the improvement we expect to see when higher
orders of the expansion are included. In Fig. 6.2 (a), we show how the results develop
as we increase the order of the high–temperature expansion. We note that the result
up to the fifth order, the upper line in Fig. 6.2 (a), behaves quite differently from other
orders for the W1–interaction. We found no reason for this exceptional behaviour of
the fifth order result in the case of the W1–interaction. We also note that the energies
per particle of all orders are quite close (except that of the fifth order) as the filling
factor increases beyond ν = 1/3.
W3–interaction
In the following, we study the energy of the W3–interaction. The first coefficient
functions for the W3–interaction are given by
α1(ν) = 2 ν
2 W3 ,
α2(ν) = −2 (1− ν)2 ν2 W 23 ,
α3(ν) =
[
(1− ν)4 ν2 − 16928
19683
(1− ν)3 ν3 + (1− ν)2 ν4
]
W 33 . (6.7)
The numerical coefficients C(n)m for theW3–interaction up to n = 8 are given in Table 6.2
forW3 = 1. They are exact fractions of very large integers (774 digits for the numerator
of C(8)0 ); for n > 4, we give only the leading 10 digits of the coefficients.
Fig. 6.3 shows the energy per particle as a function of the filling factor resulting
from the high–temperature expansion series, up to (a) the fifth order, (b) the sixth
order, (c) the seventh order and (d) the eighth order, for various temperatures. The
straight line is the high temperature result and is identical to the Hartree–Fock energy
n\m 0 1 2 3 4 5 6
3 − 16928
19683
1
4 − 5799768306163
5766503906250
6199729889464
2883251953125
− 1
3
5 −0.963985143 −0.4295061834 −2.047214229 1
12
6 -7.070002838 -6.888597076 -3.573818607 1.202422704 − 1
60
7 13.40613937 9.810730586 8.401506170 5.841265933 -0.516258970 1
360
8 13.31554536 23.75605622 11.07580399 2.153473457 -5.019934738 0.176240420 − 1
2520
Table 6.2: The coefficients C(n)m for the zero–range interaction W3 = 1 for n = 3, . . . , 8
and m ≥ 0. For n = 2, the coefficient is C(2)0 = −2. For m < 0, C(n)m can be found from
the particle–hole symmetry : C(n)m = C(n)−m.
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Figure 6.2: Energy per particle as a function of ν and T . W1–interaction, (a) at τ = 0.50
and (b) at ν = 1/3 with a trial function F
W1
(T ) = 2/3 e−0.480W1/T . W3–interaction, (c)
at τ = 0.65 and (d) at ν = 1/5 with a trial function F
W3
(T ) = 2/5 e−0.615W3/T
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as in the case of the W1–interaction. There is a weak indication of a developing cusp
in the energy per particle as the temperature approaches 0.65 in the neighbourhood of
ν = 1/5; T = 0.65 is the lowest temperature can be reached by the high–temperature
expansion series up to the eighth order (the corresponding value is 0.45 for the W1–
interaction). There appear unphysical behaviours in the energy per particle when the
temperature is lower than 0.65. As an example, we plot the energy per particle at
T = 0.55, the short–dashed line in the plots in Fig. 6.3. For the result up to the
fifth order, the energy per particle illustrates a clearer cusp at ν = 1/5 but there is
no improvement shown in any other higher order up to the eighth order. In the sixth
order, the cusp appears to move away from ν = 1/5. We see that the high–temperature
expansion result for energy per particle up to the sixth order at T = 0.55 begins to
oscillate in the small ν regime which shows that the temperature has become too low
for the application of the high–temperature expansion result up to this order. In the
seventh and the eighth orders, the energy per particle at T = 0.55 crosses the energy
at higher temperatures at some filling factors which indicates that the specific heat
becomes negative which is unphysical.
We can also see from Fig. 6.2(c) that at T = 0.65, the energy per particle still
varies with the order, much more than in the corresponding case Fig. 6.2(a) of the
W1–interaction.
In Fig. 6.2(b) and Fig. 6.2(d), we fit the energy per particle at ν = 1/3 for the W1–
interaction and at ν = 1/5 for the W3–interaction, respectively, with an exponential
function of the form AW2m+1 e
−β ∆W2m+1 . Very roughly, we determine the magnitude of
the parameters AW2m+1 and ∆W2m+1 which results in AW1 = 2/3 and ∆W1 = 0.480W1,
and AW3 = 2/5 and ∆W3 = 0.615W3. If we interprete ∆W2m+1 as the (approximated)
size of the energy gap above the ν = 1/(2m+3)–fractional quantum Hall state, we can
reach the temperature of the magnitude of the energy gap by the high–temperature ex-
pansion result up to the eighth order. However, while we can reach a temperature just
below the energy gap in case of the W1–interaction, we cannot get to such low temper-
atures in the case of the W3–interaction. (Note that we cannot compare quantitatively
our estimates ∆W1,3 for the zero–range interaction with the results for the gaps ∆1/3
and ∆1/5 for the Coulomb interaction. With a ratio W1/W3 = 1.6 for the Coulomb
interaction, we find ∆W1/∆W3 ∼ 1.25, while the numerical result is ∆1/3/∆1/5 ∼ 4
from Refs. [7, 34].)
6.1.2 Energy of multi–component interaction system
Here, we study the energy per particle of the (W1+W3)–interaction system as a function
of the filling factor and temperature with a parameter R = W1/W3 which marks the
strength of the W1–interaction compared to that of the W3–interaction.
In Fig. 6.4, we show the energy per particle as function of the filling factor for
various ratios R. We note that we do not show the curve of τ = 0.45 and τ = 0.50 in
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Figure 6.3: The energy per particle resulting from the high–temperature expansion up
to (a) the fifth order, (b) the sixth order, (c) the seventh order and (d) the eighth order
of the interaction for various temperatures for the W3–interaction; τ = T/W3.
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the plots of R = 0.1 (curves of these two temperatures are shown in plots of other R).
The omitted curves, if included, would cross curves of higher temperatures at some
filling factors indicating that these temperatures are too low for the application of the
high–temperature expansion of this order for this R. One common behaviour of the
three plots is how the energy develops in response to the decreasing of the temperature:
The energy in the whole range of ν decreases with decreasing temperature and begins
to develop a cusp at a particular filling factor.
Comparing the three plots, we can see that the location on the ν axis, where this
cusp in the energy seems to develop, moves with the ratio R. It moves away from
ν = 1/3 towards ν = 1/5 as R decreases. For the extreme cases, for very large
and very small R, the energy per particle and the cusp behave similar to that of the
corresponding one–component interaction. We note that adding a small perturbation
of W3 to the W1–interaction lifts the energy per particle a little higher and adding a
small perturbation of W1 to the W3–interaction smooths the energy per particle below
ν = 1/3.
In order to systematically study the development of the cusp in E(T, ν), we need to
extract the position of the cusp on the filling factor axis. According to the picture of
the energy per particle described above, the first derivative, or the slope of E(T, ν) with
respect to ν, would become zero for 0 < ν < νcusp (νcusp denotes the filling factor where
the cusp is found) and stay finite for ν > νcusp as T → 0. The slope for 0 < ν < νcusp
would decrease with decreasing temperature, but for ν > νcusp the slope would increase
or stay constant with decreasing temperature. Thus, we solve numerically the following
equation for ν
∂
∂T
∂E(T, ν)
∂ν
= 0 , (6.8)
and its smallest solution ν determines where the cusp develops. The solutions, νcusp(R, T ),
for given temperatures T = 0.55, 0.65, and 0.75 for ratios 10−4 < R < 104 are plotted
in Fig. 6.5. There is another solution at 1− νcusp(R, T ); we show only the first half of
the filling factor axis. R increases from top to bottom, from aW3–dominant interaction
to a W1–dominant interaction.
There are various features in Fig. 6.5.
1. For small R, R < 0.1, νcusp is in the neighbourhood and on the left of ν = 1/5.
2. νcusp varies strongly with R in the region 0.1 < R < 10.
3. For large R, R > 10, νcusp is in the neighbourhood and on the right of ν = 1/3.
The solution νcusp moves as the interaction changes. However, it appears to be very
stable against a perturbation of the other component of the interaction; νcusp changes
very little over a two orders of magnitude change of R, 10−4 < R < 10−2 and 102 <
R < 104.
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Figure 6.5: The smallest solution νcusp(R, T ) of the equation
∂2E(T,ν)
∂T ∂ν
= 0 for various
ratios and temperature.
We conclude that the filling factor where the cusp in the energy per particle appears,
νcusp, is related to the interaction but does not change much with the perturbation from
the undominant component of the interaction.
6.2 Inverse compressibility
In this section, we shall study the inverse compressibility κ−1
T
(T, ν) of the fractional
quantum Hall system for various interactions. We note that the compressibility is a
many–body quantity and reflects many–body properties. In studies of non–interacting
systems (one–body problems), the compressibility is related to the single–particle den-
sity of states. In the present work, the Hamiltonian consists of only the interaction.
Therefore, the inverse compressibility here cannot be simply interpreted by a density
of states.
Our discussion shall start with the derivation of the high–temperature expansion
series for the inverse compressibility. An intriguing feature in the results, crossing
points will require special examination. Thus, we shall study the conditions under
which these crossing points become possible. After finishing this general discussion,
we shall present the results obtained by the high–temperature expansion calculation
in the same manner as in the case of the energy.
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6.2.1 The high–temperature expansion series for the inverse
compressibility
In this section, we shall derive the high–temperature series for the inverse compressibil-
ity κ−1
T
(T, ν) from the free energy, F (T,Nφ, ν). The canonical free energy F (T,Nφ, ν)
is most conveniently derived from the energy E(T,Nφ, ν) by integration as shown in
Appendix B. From F (T,Nφ, ν), we can find any thermodynamic quantity as a power
series in the inverse temperature; the corresponding coefficients are related to the co-
efficients of the energy, αn(ν). These relations are also given in Appendix B for the
thermodynamic quantities of interest.
The inverse compressibility κ−1
T
(T, ν) is defined as
κ−1
T
(T, ν) ≡ −V
(
∂P
∂V
)
T,N
(6.9)
where P and V are pressure and (two dimensional) volume, respectively.
Deriving P from the free energy, we write
κ−1
T
(T, ν) = ν
(
∂P
∂ν
)
T
=
ν2
2pi
(
∂2(F/Nφ)
∂ν2
)
T
. (6.10)
(Note that ν = 2pilB
2nel and we use units in which the magnetic length, lB =
√
h¯c/|eB|,
is unity.) Then, we write the high–temperature expansion series for κ−1
T
(T, ν) (see
Eq. (B.10)),
κ−1
T
(T, ν) =
T
2pi
ν
1− ν +
1
2pi
∞∑
n=1
βn−1
1
n
ν2
∂2αn(ν)
∂ν2
. (6.11)
The first part in the expression for κ−1
T
(T, ν) in Eq. (6.11) is given by the non–
interacting system; we define the second term as the interacting part of the inverse
compressibility (for brevity, we shall call this quantity interacting inverse compressibil-
ity):
κ−1
T,W
(T, ν) ≡ κ−1
T
(T, ν)− T
2pi
ν
1− ν =
1
2pi
∞∑
n=1
βn−1
1
n
ν2
∂2αn(ν)
∂ν2
. (6.12)
This quantity reflects exclusively the influence of the interaction on the inverse com-
pressibility. From the particle–hole symmetry relation in the energy (cf. Eq. (4.18) and
Eq. (B.6)), we see that αn(ν) = αn(1− ν), for n > 1. Thus,
∂2αn(ν)
∂ν2
=
∂2αn(1− ν)
∂(1− ν)2 . (6.13)
Thus, we define the quantity
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κ−1
T,S
(T, ν) =
1
ν2
κ−1T (T, ν) . (6.14)
as particle–hole symmetric inverse compressibility.
A criterion for the inverse compressibility at small filling factors
The thermodynamic potential has been obtained in Eq. (5.14) in the lowest order of
the Virial expansion. We calculate the pressure and then the inverse compressibility
with the general result
κ−1T (T, ν) =
ν T
2 pi
{
1 + ν
[
1− 4
∞∑
m=0
(
e−βW2m+1 − 1
)]}
+O
(
ν3
)
. (6.15)
In case of the W1–interaction, we get
κ−1T (T, ν) =
ν T
2 pi
[
1 + 5 ν − 4 ν e−βW1
]
+O
(
ν3
)
. (6.16)
This result is valid for all temperatures at small filling factor. The interacting part of
the inverse compressibility is
κ−1
T,W
(T, ν) =
2 ν2 T
pi
[
1− e−βW1
]
+O
(
ν3
)
> 0 , (6.17)
and
∂κ−1
T,W
(T, ν)
∂T
=
2 ν2
pi
[
1− (1 + βW1) e−βW1
]
+O
(
ν3
)
> 0 . (6.18)
Thus, κ−1
T,W
(T, ν) must increase with the temperature near ν = 0. We shall use this
inequality as an criterion to check the validity of our results. Due to the particle–hole
symmetry, the above considerations are valid correspondingly near ν = 1.
6.2.2 Crossing points in the inverse compressibility: Sum rules
for the pressure of the completely filled lowest Landau
level
One of the common features seen in the plots of the inverse compressibility, Fig. 6.9–
Fig. 6.16 below, for any interaction and order is crossings of the curves of different
temperature at some filling factors. We shall address these crossings in the curves
of the inverse compressibility as crossing points. Such a crossing point indicates that
the inverse compressibility depends very weakly on the temperature at that particular
filling factor for a narrow range of the temperature. These crossing points may move
in the filling factor as the temperature changes from one region to the other, but
there will be crossing points in the inverse compressibility if the temperature is not
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Figure 6.6: Dependency of the inverse compressibility on the filling factor and temper-
ature in the neighbourhood of ν = 0.
too high. Further more, in the interacting inverse compressibility, crossing points
will always occur in the whole range of temperature. In order to understand the
appearance of such crossings, we show below the derivation of integral relations, sum
rules. These ensure the existence of at least two crossing points in the interacting
inverse compressibility. Here, the work of Vollhardt [72] on similar crossing points in
the specific heat of correlated systems has been very useful for our study of the crossing
points.
Existence of crossing points
We integrate κ−1
T
(T, ν) in Eq. (6.10) and get with P (T, ν = 0) = 0
P (T, ν ′) =
ν′∫
0
dν
κ−1
T
(T, ν)
ν
. (6.19)
Using κ−1
T
(T, ν) from Eq. (6.11) and integrating the derivatives of the energy coefficients
by part, we get explicitly
P (T, ν) = − T
2pi
ln(1− ν) + 1
2pi
ν2 W (1)a
+
1
2pi
∞∑
n=2
βn−1
1
n
(
ν ∂ναn(ν)− αn(ν)
)
. (6.20)
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It follows from Eq. (6.3) that all αn(ν) for n ≥ 2 contain the factor (1− ν) at least to
the second power. Therefore, the sum in Eq. (6.20) vanishes as ν → 1.
Thus, P (T, ν) becomes linear in T as ν → 1 and the second temperature derivative
of P (T, ν) vanishes as ν → 1:
lim
ν→1
∂2P (T, ν)
∂T 2
=
1∫
0
dν
1
ν
∂2κ−1
T
(T, ν)
∂T 2
= 0 . (6.21)
We call the relation Eq. (6.21) a sum rule for the inverse compressibility of the quantum
Hall system. We conclude that ∂2
T
κ−1
T
(T, ν) must be zero for given temperature at some
particular filling factor νc(T ) as ν moves from the area where ∂
2
Tκ
−1
T
(T, ν) is positive to
the area where its value becomes negative. As in Ref. [72], the dependence of νc(T ) on
T , i. e., how sharp a crossing point is defined, needs further consideration. Also, for a
proof of the existence of crossing points in κ−1
T
(T, ν) we would need the first derivative
to be zero at some filling factor, ∂
T
κ−1
T
(T, ν) = 0. However, we can still expect a
crossing point in κ−1
T
(T, ν) when the temperature is not too high, i. e., when the first
term in Eq. (6.20) becomes weak enough. This is actually the case in the cases we
study, see below.
In the same manner, we consider now the interacting part of the pressure P
W
(T, ν) =
P (T, ν) + T
2pi
ln(1− ν). Then,
lim
ν→1
P
W
(T, ν) =
1
2pi
W (1)a . (6.22)
Here, the first temperature derivative is sufficient to derive a sum rule:
lim
ν→1
∂ P
W
(T, ν)
∂T
=
1∫
0
dν
1
ν
∂ κ−1
T,W
(T, ν)
∂T
= 0 . (6.23)
This relation is a sum rule for the interacting inverse compressibility. By the same
argument used above, we conclude now that κ−1
T,W
(T, ν) becomes independent of the
temperature at particular filling factors. Therefore, there will always be at least one
crossing point in the plot of the interacting inverse compressibility for a narrow range
of temperature.
The derivation shows that the sum rules follow from the vanishing of the coefficients
αn(ν) in the limit in which all single–particle states are occupied, ν = 1. The energy
coefficients αn(ν) originate from the interaction. Thus, the sum rules are due to the
interaction and not due to the finiteness of the band. That is shown in Appendix F
where we calculate the pressure of a non–interacting system with a finite band. We find
there that no temperature derivative of P (T, ν) vanishes, cf. Eq. (F.11). Thus, a sum
rule as in Eq. (6.21) or Eq. (6.23) cannot be derived for such a system. We conclude
that the sum rules and, thus, the existence of the crossing points is exclusively due to
the interaction. We shall present below evidence which show that the location of the
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crossing points is related to the form of the interaction. To this end, it is useful to ask
how the inverse compressibility of the quantum Hall system should look like.
We would like to give a short remark concerning the other crossings which appear
in the plots of the inverse compressibility as a function of the filling factor for a fixed
temperature when the ratios between components of the combined interaction vary. A
sum rule for these crossings can also be derived as for the crossing points which appear
at a fixed set of the ratios when the temperature varies (see Fig. 6.7).
The first two terms in Eq. (6.20), − T
2pi
ln(1− ν) + 1
2pi
ν2 W (1)a , are independent of
the interaction (W (1)a = 2 because we can always normalise the total energy). Thus,
we have a sum rule (let W denote the interaction)
lim
ν→1
∂ P (T, ν)
∂W
=
1∫
0
dν
1
ν
∂ κ−1
T
(T, ν)
∂W
= 0 . (6.24)
By the same argument used above, we conclude that inverse compressibility becomes
independent of the interaction at particular filling factors.
There are two possible kinds of crossing points. However in the following, we
shall concentrate on only one kind, the one which appears at a fixed ratio when the
temperature varies.
Location of crossing points
We consider a one–component interaction W2m+1–interaction and a corresponding
Laughlin state with ν = νm = 1/(2m + 3). Then, there is an energy gap above this
ground state, the size of this energy gap is proportional to the interaction. According
to the incompressibility of the Laughlin state, we expect to see the following scenario:
At finite temperature, the inverse compressibility is zero at ν = 0, finite for all ν < 1
and infinity at ν = 1. In the limit T → 0, the inverse compressibility becomes zero for
ν < νm and diverges at ν = νm for theW2m+1–interaction. Thus, the slope of κ
−1
T
(T, ν)
with respect to ν would become infinity at ν = νm at T = 0. From this and from the
limit obtained in the Virial expansion cf. Fig. 6.6, we expect the behaviour of κ−1
T
(T, ν)
for finite temperatures T1 < T2 and ν ≤ νm as follows:
1. κ−1
T
(T1, ν) < κ
−1
T
(T2, ν)
2. ∂ν κ
−1
T
(T1, ν)
∣∣∣
ν=νm
> ∂ν κ
−1
T
(T2, ν)
∣∣∣
ν=νm
The inverse compressibility must decrease with decreasing temperature as ν ap-
proaches 0. But, its slope has to increase with decreasing temperature as ν approaches
νm. Thus, there should be a crossing point νcrossing near ν = νm which moves towards
ν = νm as T → 0. We conclude that we should expect at least one crossing points at
small ν where κ−1
T
(T, ν)→∞ for a given interaction.
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Figure 6.7: The inverse compressibility as a function of the filling factor (a) for a given
interaction ratio R = W1/W3 = 14 for various temperature (b) for a given temperature
τ = T/(W1 +W3) = 0.32 for various interaction ratios R = W1/W3.
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Figure 6.8: Schematic behaviour of the inverse compressibility as a function of ν for
various T .
We note that even though the inverse compressibility will also diverge at ν = 1, there
is no crossing point due to this divergency. The origin and nature of the divergencies
at the magic filling factors (ν = νm and ν = 1 − νm) and at ν = 1 are different. The
divergency at ν = 1, κ−1
T
(ν = 1, T ) = ∞, comes from the non–interacting part of the
inverse compressibility, the first term in Eq. (6.11); it will occur at any temperature.
On the other hand, the divergencies at ν = νm and ν = 1− νm will occur only at zero
temperature and as we argue above, they are caused by the interaction.
6.2.3 Inverse compressibility of the one–component interac-
tion systems
In this study, we obtain eight terms of the high–temperature expansion series of the
inverse compressibility, therefore, we are limited to study finite temperatures above
the ground state and cannot expect to see a divergency in the inverse compressibil-
ity. Nevertheless, we should be able to study the development of the divergency as
a temperature is lowered, and also the filling factor dependence within our limited
results.
W1–interaction
The results of the high–temperature expansion series up to the seventh and eighth order
for the W1–interaction (W1 = 1) are shown in Fig. 6.9 and Fig. 6.10, respectively. The
first of the three plots in each figure is the (complete) inverse compressibility κ−1
T
(T, ν),
the second plot is the particle–hole symmetric inverse compressibility κ−1
T,S
(T, ν), and
the third plot is the interacting part of the inverse compressibility κ−1
T,W
(T, ν).
There are various features in Fig. 6.9 and Fig. 6.10.
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Figure 6.9: The inverse compressibility, its particle–hole symmetric version and the
interacting inverse compressibility resulting from the high–temperature expansion up
to the seventh order of the W1–interaction for various temperatures. Corresponding
line types in the three plots belong to the same temperature τ = T/W1.
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Figure 6.10: The inverse compressibility, its particle–hole symmetric version and the
interacting inverse compressibility resulting from the high–temperature expansion up
to the eighth order of the W1–interaction for various temperatures. Corresponding line
types in the three plots belong to the same temperature τ = T/W1.
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1. There are two crossing points as they are discussed in Section 6.2.2 near the filling
factors ν = 1/3 and ν = 2/3 in any plot in Fig. 6.9 and Fig. 6.10.
2. There are two peaks in κ−1
T,S
(T, ν) and one peak and one shoulder in κ−1
T
(T, ν)
and κ−1
T,W
(T, ν) developing near the filling factors ν = 2/3 and ν = 1/3 in the
seventh order result in Fig. 6.9.
3. There are oscillations beyond ν = 2/3 in the plot of κ−1
T,W
(T, ν).
The general behaviour of the results in the seventh and eighth orders away from
ν = 1/2 are similar, in particular the crossing points near ν = 1/3 and ν = 2/3.
However, the behaviour in the neighbourhood of ν = 1/2 and the developing of the
peaks near ν = 1/3 and ν = 2/3 change with the order. Here, we shall discuss briefly
the oscillations in the regime 2/3 < ν < 1 of the interacting inverse compressibility.
The oscillations appear strongly in κ−1
T,W
(T, ν) because the non–interacting term has
been subtracted. In κ−1
T
(T, ν) and κ−1
T,S
(T, ν), this term dominates more and more as ν
approaches 1; thus, it can, when included, smooth the oscillations caused by the high
order polynomial in ν. The oscillations, therefore, are just the effect of the increasing
of the order of the polynomial in ν of the inverse compressibility. As can be seen
clearly, the number of oscillations increases as the order increases. As T → 0, the
exact result for κ−1
T
(T, ν) vanishes for 2/3 < ν < 1. Thus, this is how we expect this
oscillating behaviour of the interacting inverse compressibility to develop with the order
of the expansion and with the temperature: At finite temperature and for finite orders,
the number of the oscillations will be finite. As the order approaches infinity, the
number of the oscillations also approaches infinity, and the interacting part of inverse
compressibility becomes a smooth function with a finite value. As the temperature of
the infinite order approaches zero, this smooth function will approach zero in the whole
regime 2/3 < ν < 1.
W3–interaction
The results for the inverse compressibility for the W3–interaction (W3 = 1) are shown
in Fig. 6.11 and Fig. 6.12. We show the result in the fifth and the eighth orders here
because of the behaviour seen earlier in the discussion of the energy of this interaction.
There are various features in Fig. 6.11 and Fig. 6.12.
1. There are four crossing points. One pair of these crossing points are on the left
and right sides of the filling factor ν = 1/5 and the other pair are on the left and
right sides of the filling factor ν = 4/5.
2. There are two peaks developing between a pair of crossing points near ν = 1/5
and ν = 4/5 in each plot in both orders.
3. There are oscillations beyond ν = 4/5 in the plot of κ−1
T,W
(T, ν).
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Figure 6.11: The inverse compressibility, its particle–hole symmetric version and the
interacting part of the inverse compressibility resulting from the high–temperature
expansion up to the fifth order of the W3–interaction for various temperatures. Corre-
sponding line types in the three plots belong to the same temperature τ = T/W3.
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Figure 6.12: The inverse compressibility, its particle–hole symmetric version and the
interacting part of the inverse compressibility resulting from the high–temperature
expansion up to the eighth order of the W3–interaction for various temperatures. Cor-
responding line types in the three plots belong to the same temperature τ = T/W3.
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One observation which may be worth mentioning here is the similarity of inverse
compressibility resulting from the fifth order and from the eighth order of the high–
temperature expansion. As the expansion goes three orders higher (or six orders higher
in the order of the polynomial in ν), we still have the same number of crossings. Thus,
if we try to interprete the crossings in the inverse compressibility as oscillations, their
number would be independent of the order of the result. This is in contrast to the true
oscillation of κ−1
T,W
(T, ν) in the case of the W1–interaction for 2/3 < ν < 1. Therefore,
the above interpretation cannot be right and the crossing points are characteristic
for the interaction, independent of the order. This observation is true in the case of
W1–interaction as well, but it is clearer visible in the result of W3–interaction.
Summary and discussion
We see various features in the plots of the inverse compressibility of theW1–interaction
and W3–interaction. There are similarities as well as differences. Thus, we should
like to summarise the characteristic behaviour of the crossing points of the inverse
compressibility of these one–component interactions.
1. Similarities between the cases of the W1–interaction and the W3–interaction:
(a) Response to changing of the temperature : With decreasing temperature,
the inverse compressibility decreases for 0 < ν < νcrossing where νcrossing is
the smallest crossing point (or correspondingly in the region related through
the particle–hole symmetry).
(b) Peaks : The inverse compressibility peaks between two crossing points.
(c) Oscillations : There are oscillations in the interacting inverse compressibility
in the region beyond the expected characteristic filling factors.
2. Difference – number of crossing points : The properties of the compressibility for
a one–component interaction, see discussion in connection with Fig. 6.8, allows
to expect at least two crossing points, one near νm and the other near 1 − νm
where νm is the crucial filling factor. Nevertheless, except from oscillations, there
are two crossing points in the case of W1–interaction but four in the case of
W3–interaction. We have an intuitive suggestion to explain why the case of the
W1–interaction may be special: The concept of a one–component Wm interaction
is singular in the sense that only a relative angular momentum m of a pair yields
a finite interaction. Now, m = 1 is the lowest possible angular momentum.
Thus, the W1–interaction can be considered as different from all the other one–
component interactions which react only to a higher angular momentum but not
to m = 1. TheW1–interaction has the Laughlin state at ν = 1/3 as ground state.
Fig. 6.13 shows the filling factors at which the Laughlin states are expected for
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the various one–component interactions. In this sense, the W1–interaction is a
border case.
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Figure 6.13: Schematic picture : Filling factors for which the Laughlin states are exact
ground states (∗).
We conclude that the locations where the crossing points in the inverse compress-
ibility appear are related to the interactions which are responsible for the fractional
quantum Hall ground states at ν = 1/3 and at ν = 1/5, respectively. Therefore, we
shall use these crossing points as indications which signal the existence of the fractional
quantum Hall ground states already at finite temperatures. In our analysis of the more
complicated interaction below we shall regard the two crossing points near ν = 1/3
and ν = 2/3, such as those in Fig. 6.9 and Fig. 6.10, as the crossing points belonging
to the (ν = 1/3)–fractional quantum Hall ground state and the four crossing points
near ν = 1/5 and (ν = 4/5), such as those in Fig. 6.11 and Fig. 6.12, as the crossing
points belonging to the (ν = 1/5)–fractional quantum Hall state.
6.2.4 Inverse compressibility of a multi–component interac-
tion system, (W1 + W3)–interaction
The study of the inverse compressibilities of the one–component interactions in the last
section shew us that the appearance of crossing points is interaction dependent. Here,
we want to investigate a combined interaction which contains both, theW1 and theW3
pseudopotential coefficients. The question here is whether there is a parameter regime
where the features of both one–component interactions appear simultaneously in the
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results of the multi–component interaction. Moreover, we shall study the transition
between the one–component regimes dominated by the W1–interaction and the W3–
interaction, respectively.
Map of our expectation in the (interaction, temperature)–plane
We define the ratio R = W1/W3. In all plots for this interaction, W1 + W3 = 1 as
discussed in the beginning of the chapter; and thus
W1 =
R
1 +R
and W3 =
1
1 +R
.
For the time being, we assume that the energy gaps at ν = 1/3 and ν = 1/5 are given
by W1 and W3, respectively, and consider in Fig. 6.14, the (interaction, temperature)–
plane, (R, τ)–plane.
For any fixed R, there are three regions along the temperature axis. The first region
is where the temperature is lower than both energy gaps. In the second region, the
temperature lies between the larger and smaller energy gap. The third region is where
the temperature is higher than both energy gaps. We expect to see a singular behaviour
of the inverse compressibility developing in any regions where T < W1 or T < W3 or
both, however, we must also keep in mind the influence of the finite temperature which
can weaken any signal of the singular behaviour.
In the region where T < W1 and T < W3, we may expect to see a signal of
the development of the coexistence of two fractional quantum Hall states in the form
of the existence of six crossing points. Two of these crossing points should be in
the neighbourhood of ν = 1/3 and ν = 2/3 and the other four should be in the
neighbourhood of ν = 1/5 and ν = 4/5 at some (low enough) temperatures, lower than
both energy gaps, and for some intermediate R.
Six crossing points significant for two fractional quantum Hall states
The inverse compressibilities in the eighth order of the high–temperature expansion
are plotted for a fixed ratio R = 12 and for various temperatures in Fig. 6.15. We
show three plots in the same way as they were plotted in the previous discussion of
the one–component interactions. We choose to show the result for the ratio R = 12
because at this parameter, the inverse compressibility shows both influences of theW1–
interaction and W3–interaction, two crossing points near ν = 1/3 and ν = 2/3, and
four crossing points on the left and right of ν = 1/5 and ν = 4/5, respectively. This
is best seen in the particle–hole symmetric version κ−1
T,S
(T, ν). The six crossing points,
discussed above, exist in the neighbourhood of the expected filling factors. Thus, this
is an interaction for which one can expect transitions into quantum Hall states at both
filling factors, ν = 1/3 and ν = 1/5. In the following, we discuss the effects of the ratio
R and the temperature T on the behaviour of the inverse compressibility.
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Figure 6.14: The area in the (R, τ)–plane can be divided into four parts according to
the relation between the temperature T and the interactions W1 and W3.
Effects of the ratio R on the appearance of the crossing points
In Fig. 6.16, we show a series of plots of the particle–hole symmetric inverse compress-
ibility as a function of the filling factor resulting from the high–temperature expansion
up to the eighth order. In each plot, different temperatures are shown at a fixed ratio
of R. The two scaled temperatures, τ , given in each plot are the lowest and the highest
temperatures of the curves in the plot. The temperature difference between adjacent
curves is 0.01. Here, the temperatures have been selected in such a way that the inverse
compressibility remains positive. We also want to keep the temperature range constant
for the widest possible range of R for the benefit of the comparison of the results of
different R.
The ratio R increases from top left to bottom right. The top left plot has the lowest
R, R = 10−4, (W1 ∼ 0), and the bottom right plot has the highest R, R = 104, (W3 ∼
0). One can see the gradual change of the form of the inverse compressibility due to
the change in the interaction from the W3–dominant interaction to the W1–dominant
interaction.
For small ratios R ≤ 0.1 where W3 dominates the interaction, we see four crossing
points and two peaks in the neighbourhood of ν = 1/5 and ν = 4/5 and there is no
indication of any development at ν = 1/3 and ν = 2/3.
For intermediate ratios 0.1 ≤ R ≤ 10 where neither W1 nor W3 dominates the
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Figure 6.15: The inverse compressibility, its particle–hole symmetric version and the
interacting inverse compressibility resulting from the high–temperature expansion up
to the eighth of the (W1 +W3)–interaction for R = 12 for various temperatures. The
corresponding line types in the three plots belong to the same temperature τ = T/(W1+
W3).
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Figure 6.16: Effect of R = W1/W3 on κ
−1
T,S
(T, ν), τ = T/(W1 +W3).
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interaction, we observe changes in the plots of the inverse compressibilities: As R
approaches 1, two crossing points, one on the right of ν = 1/5 and one on the left of ν =
4/5, disappear. As R approaches 5, the minimum at ν = 1/2 becomes weaker. As R
approaches 10, the weak minimum at ν = 1/2 becomes a maximum and simultaneously,
fours more crossing points begin to develop, each two on the left and right of ν = 1/3
and ν = 2/3. Now, we enter the area in the R, T–plane where the effects at both filling
factors appear simultaneously. The four new crossing points can be seen clearly in
the plot of R = 12. The magnitude of the slopes of the inverse compressibilities near
ν = 1/3 and ν = 2/3 also becomes stronger.
If we increase R further to 100 and beyond, we shall enter the W1 dominant region
where the effect at ν = 1/5 should be weak and should be weaker as R becomes larger.
The plots in this region of R seems to contradict this picture. But, if we compare
with the case of the W1–interaction (Fig. 6.10), we have to conclude that the crossings
near ν = 1/3 and ν = 2/3 are the crossing points in the W1–interaction. Further, the
positions of the two crossing points with the smallest ν and largest ν in these two plots
move beyond ν = 1/5 and ν = 4/5, respectively. This is another indication that these
crossings in the plot of R = 100 and R = 104 are not real crossing points in our sense
but rather describe oscillations, because the temperature becomes too low. We shall
discuss this point again below in connection with of Fig. 6.17.
However, we argue that the six crossing points observed in the region of R ∼ 12 are
real crossing points in the sense that they indicate for this interaction the coexistence of
the two fractional quantum Hall states, the (ν = 1/3)–fractional quantum Hall ground
state and the (ν = 1/5)–fractional quantum Hall state.
In order to provide support for our above claim, we study now the location of the
crossing points in the (ν, τ)–plane for a wider range of temperatures than it is possible
in plots at fixed temperatures. This is best done by considering the first temperature
derivative of the inverse compressibility and of the interacting inverse compressibility
which should be zero at the crossing points:
∂κ−1
T
(T, ν)
∂T
= 0 and
∂κ−1
T,W
(T, ν)
∂T
= 0 . (6.25)
The numerical solutions of these two equations are displayed in Fig. 6.17–Fig. 6.19.
The solutions are symmetric around ν = 1/2, we show only the region ν > 1/2.
In Fig. 6.17, each point or curve indicates the locations in the (ν, τ)–plane where
the crossing points, the solutions of the first equation can be found for a given R.
We shall start with the two limiting cases, R =∞ and R = 0 which correspond to
the W1–interaction and W3–interaction, respectively. We expect that the solutions of
the whole range 0 < R <∞ should lie in the area bounded by the solutions of R =∞
and R = 0. And this seems to be the case.
For R =∞ and ν > 1/2, there exist one crossing point for temperatures 0.3726 ≤
τ ≤ 0.5209. The solution starts out from ν = 1/2 at τ = 0.5209 and moves to the
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Figure 6.17: The crossing points in the inverse compressibility κ−1
T
(T, ν) for various
ratios R = W1/W3 and temperature τ = T/(W1 +W3).
neighbourhood of ν = 2/3 as τ approaches 0.3726 There is no solution for τ > 0.5209.
For τ < 0.3726, two more candidates for crossing points appear (three crossing points
in total). These two crossing points lie beyond ν = 4/5 and we have to consider them
as corresponding to oscillations which signal that the temperature becomes too low:
we are leaving the area of validity of the high–temperature expansion in the considered
order.
For R = 0 and in the same range of ν, there exist two crossing points for tempera-
tures 0.2944 ≤ τ ≤ 0.5495 and there is no solution for the first equation in the range
of τ > 0.5495. The two crossing points start out from the neighbourhood of ν = 4/5
at high temperature and each one moves to the left and right of ν = 4/5 as τ becomes
lower.
So, we have two separated regions on the ν–axis marked by the solutions of the
limiting case where the solutions can be found. We shall use this as an criterion to
judge which component of the (W1 +W3)–interaction yields the shown up effect.
Next, we shall move from the two borders towards the area where R is finite. We
first arrive at the very large R, for example R = 102, and very small R, for example
R = 10−2. The solutions of these two cases are very close to those of R =∞ and R = 0
and lie inside the marked area. For R = 102, there exist three solutions: One of them
starts out from the neighbourhood of ν = 1/2 at high temperature and moves towards
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ν = 2/3 as T becomes lower. The other two are beyond ν = 4/5 in the area where
the oscillations were found in case of R =∞ when the temperature becomes too low.
At this point, we can support our claim above that the crossings which appear beyond
ν = 4/5 in the plots of finite R for R > 14 are due to oscillations. They are not real
crossing points in the sense considered here. For R = 10−2, there exist two crossing
points in the same area of the solutions of R = 0. These solutions behave very similar
to those of R = 0 as a function of T . We conclude here that for a finite but very large
or very small R, the solutions exist only in one region of ν either on the side of the
solution of R =∞, or on the side of the solution of R = 0.
We move further with R to the inner part of the R scale, or to the neighbourhood
of R ∼ 12, where, from Fig. 6.15, we expect that the combined influences of the
W1–interaction and W3–interaction will lead to simultaneous appearance of features at
ν = 2/3 and ν = 4/5. We present in Fig. 6.17 three curves which represent the solutions
of the first of Eqs. (6.25) for R = 10, the plus symbol (+), for R = 12, the times symbol
(×), and for R = 14, the star symbol (∗). The solutions for values of these R exist
simultaneously in two regions on the ν–axis, where the solutions occur separately in
the limiting case, for a given temperature inside the range of T where solutions can be
found. We observe that the maximum temperature, where the crossing point related too
ν = 2/3 can exist, decreases with decreasing R. Oppositely, the maximum temperature
where the crossing points corresponding to the ν = 4/5 exist increases with decreasing
R. These two effects together give quite a clear picture of the development of the two
fractional quantum Hall states with decreasing R. The second effect also supports our
above claim. The maximum temperature where the crossing points corresponding to
ν = 4/5 can be observed should decreases with increasing R. But as shown in Fig. 6.17,
the maximum temperature of the trace at ν > 4/5 for R = 102 is much higher than
that of R = 10. Thus this trace does not represent real crossing points which would
develop out of the real crossing points at ν ∼ 4/5 for R ∼ 12.
In Fig. 6.18 and Fig. 6.19, we plot the solutions of the first and second equation
in Eqs. (6.25), respectively, in the (R, ν)–plane for the range of, 10−4 ≤ R ≤ 104 at
various temperatures. The temperature difference between adjacent curves is 0.02.
We observe various features of the solution of the first equation of Eqs. (6.25) in
Fig. 6.18.
1. Dependence on R: The solutions, the crossing points, appear symmetric around
ν = 4/5 when R << 1. As R increases, the location where the solutions exist
moves towards the neighbourhood of ν = 2/3. The crossing points beyond ν =
4/5 for R >> 1 correspond to the oscillations discussed above.
2. Transition region: There is no clear behaviour of the solution in the transition
region of R where 0.1 < R < 20. The region in R and T where six crossing points
can be seen is very narrow (cf. Fig. 6.17) and cannot be easily seen in Fig. 6.18.
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Figure 6.18: The crossing points in the inverse compressibility κ−1
T
(T, ν) for 1/2 ≤ ν ≤ 1
as a function of the ratio R.
3. Dependence on τ : As the temperature increases, the crossing points correspond-
ing to ν = 4/5 move towards ν = 4/5 until they merge and disappear. For higher
T , we need smaller R in order to observe the crossing points. The crossing point
corresponding to ν = 2/3 moves towards ν = 1/2 as T increases. For higher T ,
we need larger R in order to observe the crossing point.
The solutions of the second equation in Eqs. (6.25) shown in Fig. 6.19 behave in
general similar to the solutions of the first equation with the exception of the behaviour
with respect to the change in T , especially for large T . This can be expected since the
non–interacting term which has been taken out is linear in T . This term will be also
very large as ν approaches 1 since it has (1− ν) in the denominator.
Here, we list only differences.
1. Crossing over: It is much easier in Fig. 6.19 to follow the solutions of a given T
for varying R than it is in Fig. 6.18. As R increases from small values, one of
the crossing points corresponding to ν = 4/5, the one on the left, disappears at
ν = 1/2 and the other crosses over to become the crossing point corresponding
to ν = 2/3 (cf. τ = 0.6).
2. Temperature dependence : The solutions of the second equation depend much
weaker on temperature than the solutions of the first equation. In the low temper-
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Figure 6.19: The crossover of the crossing points in the interacting part of the inverse
compressibility κ−1
T,W
(T, ν) from ν = 4
5
to ν = 2
3
as the ratio R increases.
ature regime, the solutions of both equations are very close (compare the curves
for τ = 0.3 in both figures.). However, as the temperature is increased, both
crossing points for R < 0.1 in Fig. 6.19 move towards smaller ν, while the corre-
sponding curves in Fig. 6.18 move towards ν = 4/5. For R > 10, the solutions
shift to larger ν (it shifts to smaller ν in the other case).
3. Behaviour in the transition region: The solutions vary very rapidly with R in the
transition region, but the varying of the solutions of different T is similar.
We would like to emphasise that the most interesting and may be the most im-
portant feature observed here is the crossing over of the solutions symmetric around
ν = 4/5 for small R ∼ 10−4 to ν = 2/3 for large R ∼ 104. This feature appears in
both Fig. 6.18 and Fig. 6.19 but it can be seen clearer in the latter. This behaviour
illustrates our statement that the form of the interaction is responsible for the location
of the crossing points of the inverse compressibility on the filling factor axis.
Effects of the temperature T on the appearance of the crossing points
Next, we study the effect of the temperature. In Fig. 6.20, we show a series of plots,
from three values of R, of the particle–hole symmetric inverse compressibility as a
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function of the filling factor with the scaled temperature τ as a parameter. Plots in the
same row belong to a given R; R increases from from top to bottom. The temperatures
in the right plots are higher than the temperatures of the left plots. The two (scaled)
temperatures given in each plot are the lowest and highest temperatures of the curves
in the plot. The temperature difference between the nearest neighbour curves is 0.01.
0
0.5
1
1.5
2
2.5
3
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ = 0.41
τ = 0.40
τ = 0.38
τ = 0.36
τ = 0.35
τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
0
0.5
1
1.5
2
2.5
3
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ = 0.41
τ = 0.40
τ = 0.38
τ = 0.36
τ = 0.35
τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
0
0.5
1
1.5
2
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ 0.41
τ = 0.4
τ = 0.38
τ = 0.36
τ = 0.35
τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
0
0.5
1
1.5
2
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ 0.41
τ = 0.40
τ = 0.38
τ = 0.36
τ = 0.35
τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
0
0.5
1
1.5
2
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ = 0.41
τ = 0.4
τ = 0.38
τ = 0.36
τ = 0.35τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
0
0.5
1
1.5
2
0 1/5 1/3 2/3 4/5 1
PSfrag replacements
τ = 0.49
τ = 0.44
τ = 0.43
τ = 0.41
τ = 0.4
τ = 0.38
τ = 0.36
τ = 0.35
τ = 0.34
τ = 0.30
τ = 0.29
R = 0.01
R = 14
R = 100
ν
κ
−1 T,
S
(T
,ν
)
Figure 6.20: Effect of the temperature on the inverse compressibility for three values
of the ratios R = W1/W3.
In any plot in Fig. 6.20, we see that increasing of the temperature reduces the
magnitude of the slopes of κ−1
T,S
(T, ν) [or κ−1
T
(T, ν)] in the neighbourhood of the crossing
points. In case of R = 100, for which we observe the oscillations (for 0 < ν < 1/5 and
4/5 < ν < 1) at lower temperatures, these oscillations are weakened or removed as the
temperature becomes higher.
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When the temperature is raised, it weakens the singular behaviours observed in
the lower temperature regimes. The singular behaviours corresponding to a particular
fractional quantum Hall ground state will disappear when the temperature is high
enough to overcomes the energy gap above that particular state. Considering the plots
forR = 14, we see that by raising the temperature, we weaken the effect of the fractional
quantum Hall ground state at ν = 1/3 and ν = 2/3 and remove any indication of the
fractional quantum Hall ground state at ν = 1/5 and ν = 4/5 in κ−1
T
(T, ν). That means
that at the temperature shown in the right plots the temperature is already higher
than the energy gap above the (ν = 1/5)–fractional quantum Hall state, therefore, no
signature of the (ν = 1/5)–fractional quantum Hall ground state will be observed in
κ−1
T
(T, ν).
“Phase diagram” of the inverse compressibility for the (W1+W3)–interaction
In the following, we try to interprete the results of the high–temperature expansion
in terms of a diagram similar to Fig. 6.14. As an indicator for the phase, we use the
number of the crossing points (for ν > 1/2). The Fig. 6.21 shows the resulting diagram
in the (R, τ)–plane.
For high temperature, the structure of this map is similar to the schematic map of
Fig. 6.14. However, we cannot reliably fill the area of the map at lower temperatures
since the results are limited to finite temperature.
There are areas along the R axis as described before in the discussion of Fig. 6.14.
The first area, part of it is now shaded in grey, is where T > W1 and T < W3. In this
area, R < 0.2. The second area, part of it is now shaded in light grey, grey and black,
is where T < W1 and T < W3. In this area, 0.2 < R < 20. The third area, part of
it is now shaded in light grey and black, is where T < W1 and T > W3. In this area,
R > 20.
We see that the map looks complicated in the second area but it looks simpler
in the first and the third areas. In the first area, the W3–interaction dominates the
interaction and there, we find two crossing points in the neighbourhood of ν = 4/5.
The third area is where theW1–interaction dominates the interaction and where we find
one crossing point in the neighbourhood of ν = 2/3. The structure of the intermediate
region, the second area, is complicated. The narrow region, where there are crossing
points corresponding to both ν = 2/3 and ν = 4/5, is near R ∼ 10 and τ ∼ 0.35. It is
clear, that one needs higher orders in the high–temperature expansion, before one can
hope to obtain more reliable results here.
90 CHAPTER 6. EXACT HIGH–TEMPERATURE EXPANSION RESULTS
1000
0.2
0.3
0.4
0.5
0.6
0.001 0.01 0.1 1 10 100
PSfrag replacements
τ = W1
τ = W3
τ
R = W1
W3
1 X point 2 X points 3 X points
Figure 6.21: Phase diagram of the crossing points for ν > 1/2.
Chapter 7
Energy and compressibility in the
lowest Landau level: Extrapolated
results
In Chapter 6, the exact results of the high–temperature expansion for the energy and
the inverse compressibility were presented. The singular behaviour predicted by the
Laughlin theory is characteristic only for the ground state. In order to reach ground
state, one would need infinite orders of the high–temperature expansion. Therefore,
in this chapter, we shall study three different extrapolation schemes which may help
to extend our exact finite–temperature results to lower temperatures (since the zero
temperature limit cannot be reached by our limited results). The aim of this chapter
is to confirm the results and the tendencies observed at (high) finite temperature in
the previous chapter within the limitations of the extrapolating schemes. As in the
previous chapter, we shall start with the discussion on the energy which will be followed
by the discussion on the inverse compressibility.
7.1 Extrapolation of the energy
We start again with the expression of the exact high–temperature expansion series of
the energy
E(T,Nφ, ν) = Nφ
∞∑
n=1
βn−1 αn(ν) , (7.1)
where the coefficients of the expansion of the energy, αn(ν), defined in Eq. (6.3) have
the dimension of T n.
The general character of the energy per particle E(T, ν) at zero temperature as
expected for a zero–range interaction is as follows. The energy per particle is zero as
long as the electron density, or the filling factor ν is smaller than a characteristic value,
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νc, depending on the form of the electron–electron interaction and becomes finite as
soon as the filling factor exceeds νc. This would give a down–ward cusp at νc. However,
we do not expect a sharp cusp at finite temperature but a smooth behaviour. This
smooth transition may appear as a bending of the curve of the energy per particle
around νc. This bending should increase as the temperature is decreased.
In the following, we discuss three procedures of extrapolating the finite temperature
energy to the ground state, E ext0 (ν) and to finite but lower temperatures, E ext(T, ν).
7.1.1 Pade´ approximants
The first extrapolation scheme is the well–known Pade´ approximants. A detailed dis-
cussion of the approximants we use here is given in Appendix G. For extrapolating the
energy, we use the equal order [k, k]–Pade´ approximant. Within the order we can reach
in the high–temperature expansion, we can calculate the approximants for k = 1, 2, 3.
The [k, k]–Pade´ approximants are characterised by k poles in the T plane. For k = 1,
the pole is at negative T for all ν, so we can approach the zero–temperature limit by
this approximant. However, the energy E [1,1]0 (ν) becomes negative in a wide range of ν.
This feature of the result is unphysical since the energy of the Hamiltonian, Eq. (3.34),
is strictly positive for our zero–range interaction model which does not contain any
interaction with a positive background. The [1, 1]–Pade´ approximant is shown in the
comparison of various approximations later in this section in Fig. 7.5. For k = 2, one
of the poles is located at large positive T ; thus, this approximant cannot be used for an
extrapolation to low temperature. For k = 3, two poles are complex conjugate and one
is negative for all ν. Thus, for k = 3 (as for k = 1) the finite temperature approximant
approaches its zero–temperature limit smoothly (and uniformly in ν) as T is lowered.
The approximant shows a clear indication of a cusp developing at the corresponding
filling factor.
Below, we show series of plots of the [3, 3]–Pade´ approximation of the energy per
particle for the W1–interaction, the W3–interaction and the (W1 + W3)–interaction,
respectively.
One–component interactions
Fig. 7.1 shows the extrapolated energy per particle plotted as a function of the filling
factor for various temperatures. The results for the W1–interaction and for the W3–
interaction is given in the top and bottom plot, respectively. In the top plot, for the
W1–interaction E [3,3](T, ν) shows a clear indication of a cusp developing at ν = 1/3
which is expected. In the other plot, for the W3–interaction, E [3,3](τ, ν) shows, as in
the exact results, no clear indication for a cusp at ν = 1/5, but shows an improvement
compared to the exact results.
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Figure 7.1: The [3, 3]–Pade´ extrapolation for the energy per particle of two one–
component interactions: W1–interaction (above) and W3–interaction (below).
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Two–component interaction
Fig. 7.2 shows the extrapolated energy per particle plotted for (W1 +W3)–interaction
as a function of the filling factor for various temperatures. The energy per particle is
plotted for a given R in the top (R = 4.5) and the middle (R = 12) plots. It can be seen
clearly that a cusp develops as the temperature is lowered, and the location where the
cusp is found moves from ν = 1/5 towards ν = 1/3 as the the ratio R increases. In the
bottom plot, the energy per particle is plotted for a given scaled temperature τ = 0.20.
Here, again, we see a movements toward ν = 1/3 from ν = 1/5 as R increases.
We do not see an indication of two cusps.
7.1.2 Exponential ansatz
In an attempt to avoid the unphysical divergencies in the rational Pade´ approximants,
we try a new ad hoc ansatz function with an exponential dependence on temperature
Eexp−fit(T,Nφ, ν) = Ea(ν) + Eb(ν) e−β∆(ν) . (7.2)
Here, positivity of ground state energy and specific heat would demand the positivity of
all parameters Ea(ν), Eb(ν) and ∆(ν). By comparing the high–temperature expansion
of this function with the series Eq. (6.5) up to third order, we find as the ground state
energy per particle
Eexp−fit0 (ν) =
1
ν
α1(ν)− 1
ν
α22(ν)
2α3(ν)
. (7.3)
One–component interactions
There is again a range of negative energy in the small filling factor regime which is,
however, a little smaller than in the case of the [1, 1]–Pade´ approximant cf., Fig. 7.5.
The major difference between the extrapolated results of this exponential–fit and the
[1, 1]–Pade´ approximation is that here, the asymptotic behaviour of the ground state
energy per particle starts out with zero slope at ν = 0.
We do not see much features within this extrapolation scheme due to the low order
of the expansion it can account for. The [3, 3]–Pade´ approximant extrapolates the exact
series by taking seven order of the expansion into account, while the exponential–fit
takes only three order of the expansion into account. We have tried to improve the
model by using a different exponent and prefactor but no convincing extrapolated
result could be obtained. In Fig. 7.3, we show the results of two extrapolation schemes
for two one–component interaction studied here, W1–interaction and W3–interaction.
We see that the curves belonging to the W1–interaction are to the right of those of the
W3–interaction as expected.
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Figure 7.2: The [3, 3]–Pade´ extrapolated energy per particle of a multi–component
interaction (W1 +W3)–interaction, the ratio R = W1/W3. The R difference between
two adjacent curves is 2, except for the upper most pair in which R = 4.5 and R = 6.
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Figure 7.3: Extrapolated ground state energy per particle of the W1–interaction and
W3–interaction as a function of the filling factor from two extrapolation schemes : the
exponential–fit and the 2–level model.
Two–component interaction
It has not been possible to extrapolate the exact high–temperature expansion series of
the energy of the (W1 +W3)–interaction by the exponential ansatz.
7.1.3 NL–level ansatz
Motivated by the exponential–fit scheme, we now study a different ansatz. This ap-
proximates the exact many–body density of states by concentrating the levels into only
NL levels, at an energy Ej(ν). The levels are degenerate with degeneracy nj(ν). This
yields
ENL−level(T,Nφ, ν) = Nφ
NL∑
j=1
Ej(ν) nj(ν) e
−βEj(ν)
NL∑
j=1
nj(ν) e−βEj(ν)
. (7.4)
The parameters nj(ν) and Ej(ν) are to be determined. In the N
th
L order of this ap-
proximation we need (2NL − 1) terms of the high–temperature expansion (we rescale
the nj(ν) to fulfil the normalisation condition
∑NL
j=1 nj(ν) = 1). In the lowest order,
NL = 2, we get the ground state energy per particle as
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Figure 7.4: The ground state energy of the three–level model compared to that of the
two–level model for the W1–interaction. νc and 1 − νc are the critical filling factors
where the three–level model collapses to the two–level model.
E2−level0 (ν) =
1
ν
α1(ν)− 1
ν
α22(ν)
α3(ν) +
√
α23(ν)− α32(ν)
. (7.5)
Details for the calculation of NL = 3 are given in Appendix H.
One–component interactions
The two–level model, Fig. 7.3, shows clear indication of a cusp developing in the energy
per particle at ν = 1/3 for the W1–interaction and at ν = 1/5 for the W3–interaction
in the limit of zero temperature.
The three–level model shows a small improvement toward the expected solution.
But there are difficulties in applying this extrapolation scheme to any other interaction
except theW1–interaction. These difficulties also exist in the case of theW1–interaction
but not for the wide range of ν. However, they exist in the wide range or the whole
range of ν in cases of other interactions. Thus, we shall discuss the application of the
three–level model only to the case of the W1–interaction.
The ground state energy of the three–level model is shown in Fig. 7.4. We compare
the ground state energy of this three–level model with that of the two–level model.
From that figure, we can clearly see that the ground state energy of the three–level
model merges into that of the two–level model at both νc and 1− νc.
In conclusion, the analysis of the three–level model shows that the deviation of the
98 CHAPTER 7. EXTRAPOLATING THE EXACT RESULTS
ground state energy of the three–level model from that of the two–level model is small,
even at its maximum. Nevertheless, the three–level model represents an improvement
toward the exact solution.
It may be useful to note that the model given in the NL–level model may not fit to
the nature of the system we study. In this model, we assume that the energy spectrum
of the system can be separated into NL–degenerate energy levels. As it turns out
clearly in the case of W1–interaction discussed above, two of three energy levels merge
and become twofold degenerate–energy–level–system.
Two–component interaction
It has not been possible to extrapolate the exact high–temperature expansion series of
the energy of the (W1 +W3)–interaction by the NL–model.
Comparison of the extrapolated results:
In Fig. 7.5, we show the results of three extrapolation schemes. The results point
in the same direction: The down–ward cusp in the energy per particle develops at the
corresponding filling factor.
Note that in Ref. [28] the free energy is extrapolated while we extrapolate the
energy. Thus, our result appears to be different from their Fig. 3 in Ref. [28], yet
both curves have the same form. However, calculating the free energy from our result,
Eq. (6.5), and extrapolating the free energy, we have precisely reproduced the result
Fig. 3 of Ref. [28]. The transformation between the canonical free energy and energy
is shown in Appendix B.
7.2 Extrapolation of the inverse compressibility
We start with the expression of the exact high–temperature expansion series of the
inverse compressibility taken from Eq. (6.11)
κ−1
T
(T, ν) =
T
2pi
ν
1− ν +
1
2pi
∞∑
n=1
βn−1 kn(ν) , (7.6)
where, we define coefficients of κ−1
T
(T, ν) as
kn(ν) =
1
n
ν2
∂2αn(ν)
∂ν2
. (7.7)
From the Laughlin theory, the ground state of the fractional quantum Hall system
is an incompressible state which means that the inverse compressibility diverges as
T → 0.
The inverse compressibility changes very rapidly as a function of the filling fac-
tor, especially at the ground state, i. e., the inverse compressibility decreases with the
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Figure 7.5: Comparison of the extrapolated ground state energy per particle from 3
different schemes described in the text. The top plot is of the W1–interaction and the
bottom plot is of the W3–interaction.
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curves is 0.025.
decreasing of the temperature below a critical filling factor and diverges as the tem-
perature decreases at the critical filling factor. To extrapolate such a quantity which
behaves extremely is a difficult task even though, in our case, we have a suggestion
from the result of the Virial expansion that the inverse compressibility should start out
from the origin (ν = 0) exponentially in the inverse temperature.
We have tried several extrapolation schemes including those used for extrapolating
the energy. However, we found finite temperature singularities in any scheme except
those which take only a few coefficients, kn(ν), n ≤ 3, into account. This low order
extrapolation results, one scheme of them is shown in Fig. 7.6, cannot and should not
provide insightful result, therefore we shall not discuss those schemes here. The Pade´
approximants which provide good result in the extrapolation of the energy also have
unphysical singularities in the extrapolation of the inverse compressibility, however,
they deserve some consideration. We shall briefly discuss these Pade´ extrapolated
results.
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7.2.1 Pade´ approximants
One–component interaction, W1–interaction
The [4, 3]–Pade´ extrapolated inverse compressibility is shown in Fig. 7.7 for the W1–
interaction. We see that there are singularities on the left and right of the plot.
We see the crossing points similar to those appearing in the exact high–temperature
expansion results. Unfortunately, up to this order of the approximant, [4, 3], only
kn(ν), n = 1, . . . , 7 are taken into consideration. This means that it is unlikely that
the application of this approximant to the W3–interaction would be fruitful because up
to this order, the results for the W3–interaction vary strangely with the order.
Two–component interaction, (W1 +W3)–interaction
The [4, 3]–Pade´ extrapolated inverse compressibility is shown in Fig. 7.8 for the (W1+
W3)–interaction. We see that there are singularities on the left and right of the plot.
We would like to mention only two points which are clearly observed from the plots:
First, there are crossing points appearing in the top plot. They appear in the same
manner as those in the exact high–temperature expansion result but we observe two
weak crossing point between ν = 1/5 and ν = 1/3 and between ν = 2/3 and ν = 4/5
which are not seen in the exact high–temperature expansion result. Second, we observe
in the bottom plot that magnitudes of peaks of the extrapolated inverse compressibility
change according to the interaction parameter R. The magnitude of peaks at ν = 1/3
and ν = 2/3 increases as R increase while the magnitude of peaks at ν = 1/5 and
ν = 2/5 decreases accordingly. This behaviour is as expected.
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Figure 7.7: The inverse compressibility extrapolated by the [4, 3]–Pade´ approximant.
The top plot is the actual extrapolated inverse compressibility while the bottom plot
is its particle–hole symmetric part. Curves of the same line types are plotted for the
same temperature.
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Figure 7.8: The particle–hole symmetric Pade´ extrapolated inverse compressibility of
the (W1 + W3)–interaction: The extrapolated inverse compressibility is plotted for
constant R = 3.3 in the top plot. The temperature difference between the adjacent
curves, in this plot, is 0.03. In the bottom plot, the extrapolated inverse compressibility
is plotted for a constant temperature τ = 0.01. The R difference between the adjacent
curves is 0.15.
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Part V
Conclusions and Outlook
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Chapter 8
Conclusions
The grand canonical thermodynamic potential of the fractional quantum Hall system
– electrons moving in two dimensions in a strong magnetic field and at low temper-
ature – in the limit where only states in the lowest Landau level are occupied, has
been calculated with the high–temperature expansion method up to the eighth order
of the expansion in the interaction. The method considered here is applicable in the
region where the temperature is finite but much lower than the cyclotron energy which
separates two Landau levels. The grand canonical thermodynamic potential is written
as a power series in the inverse temperature with the coefficients expressed as a sum
of patterns with prefactors which are polynomial in the Fermi function. Patterns are
defined as common factors in the connected diagrams which yield the same frequency
sums. The definition of the patterns is possible due to the degeneracy of the Landau
level. From the grand canonical thermodynamic potential, the energy and the particle
number, or the particle density, have been derived as a function of the chemical po-
tential. Inverting the expression of the particle density as a function of the chemical
potential results in the chemical potential as a function of the particle density or the
filling factor. Thus, the energy can be written as a function of the filling factor. (For a
fixed particle number, the filling factor can be varied through the change of the mag-
netic field; this magnetic field sets the number of the single particle states in a Landau
level.) Under the Legende transformation from the grand canonical ensemble to the
canonical ensemble, the reducible patterns which contain a self–energy insertion of the
first order are subtracted. Due to the translation symmetries in x– and y–directions,
a pattern which contains a self–energy insertion of any order can be replaced by the
product of proper patterns. Thus, the energy can be written as a power series in the
inverse temperature where the coefficients are expressed as sums of proper patterns
with polynomial prefactors of the filling factor. A proper pattern is characterised by
two matrices which describe the connectivity of the diagram and are independent of
the interaction. From the energy, the canonical free energy has been derived.
The proper patterns up to the third order, and thus the energy of an arbitrary
interaction up to this order have been evaluated. This result has been checked with the
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known result from the traditional perturbative method and is found to be identical.
Also, the energy of the lowest order in the filling factor has been obtained for all
temperature in an arbitrary interaction and has been compared with the result from
the second order Virial expansion. The comparison shows the equivalence.
The study carried out here is confined to the lowest Landau level. However, as have
been shown, the interaction matrix element of the higher Landau level can be written
as a linear combination of the interaction matrix element of the lowest Landau level due
to the equivalence of the Hilbert space of different Landau levels. Thus, a study of the
(W1+W3)–interaction for the special ratio R = W1/W3 = 1 in the lowest Landau level
is identical with the study of the zero–range interaction withW (r) = W4pi(1+∆)δ2(r)
in the first Landau level.
The proper patterns up to the eighth order have been evaluated for three zero–
range interactions, i. e., the W1–interaction, the W3–interaction, and the (W1 +W3)–
interaction. Thus, the energy, the canonical free energy, and, thus, the compressibility
for the zero–range interactions have been obtained up to the eighth order. The en-
ergy and the compressibility have been studied as functions of the interaction and the
temperature.
The ground state energy per particle of the fractional quantum Hall system of the
W2m+1–interaction is known to have a cusp at a filling factor of ν = νm = 1/(2m +
3). Thus, an appearance of a cusp is used as an indication of the existence of the
fractional quantum Hall state. At high temperature, the energy shows always the result
of the Hartree–Fock calculation. If the temperature decreases, the energy per particle
up to the eighth order of the expansion in the one–component interactions, i. e., the
W1–interaction and the W3–interaction, develops a cusp at the expected filling factor
corresponding to the interaction. However, the indication of the cusp in the energy
per particle of the W1–interaction is stronger than the that of the W3–interaction. Up
to the order considered here, the energy per particle of the mixed interactions or the
two–component interaction, the (W1 +W3)–interaction, develops only one cusp. The
location of the cusp is defined as a filling factor where the slope of the energy per
particle with respect to the filling factor changes its behaviour as the temperature is
lowered. The study of this cusp shows that the cusp moves smoothly between the
limits given by the one–component interactions.
The curves of the inverse compressibility of a given interaction for different tem-
peratures cross at certain filling factors. These crossing points are shown to be an
indication of a fractional quantum Hall state. Two sum rules which ensure the exis-
tence of the crossing points are derived. They indicate that the existence of the crossing
points is due to the interaction. There will be at least two crossing points in any plot
of the inverse compressibility as long as the temperature is not too high and there will
always be at least two crossing points in the plots of the interacting part of the inverse
compressibility.
The filling factors of the crossing points are determined numerically as filling factors
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where the first temperature derivative of the inverse compressibility vanishes. For the
one–component interactions, the W1–interaction and the W3–interaction, the crossing
points in the inverse compressibility appear in the neighbourhood of the expected filling
factor corresponding to the interaction. Two and four crossing points are observed
in case of the W1–interaction and the W3–interaction, respectively. In the case of
the (W1 +W3)–interaction, six crossing points can be observed for a narrow range of
the ratio between W1 and W3. These six crossing points can be identified with the
crossing points existing in the two one–component interactions. Thus, the appearance
of these six crossing points indicates that two fractional quantum Hall states exist
simultaneously. The study of the crossing points as a function of the interaction shows
that their location is interaction dependent. The crossing points are weakened by the
increase of the temperature.
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Chapter 9
Outlook
The field of the fractional quantum Hall effect is very rich. There are many open
questions and many new questions may arise at any time. In the following, we shall
list some extensions which can be made to the present work in order to answer or verify
some open questions.
Remaining unattended crossing point
We have pointed out that there is a second kind of crossing points in the inverse com-
pressibility. These are crossing points between curves at the same temperature, but
for different interaction. This kind of crossing point needs to be critically examined
because it seems to emphasise the characteristic behaviour of the inverse compressibil-
ity. One knows that without an interaction, there will be no such a crossing point.
However, the crossing points of this kind indicate that the inverse compressibility is
interaction independent at some filling factors. One may try to interpret this crossing
point also as a signal of the fractional quantum Hall state.
Higher orders of the expansion
The eighth order results provide qualitative pictures but cannot provide any quantita-
tive information. This is also the lowest order for which the qualitative pictures start
to appear. One can see that the results provide clearer pictures for the W1–interaction
compared to those of the more complicated interactions such as theW3–interaction and
the (W1+W3)–interaction. Thus, higher order results are desirable in order to confirm
and to quantify the observations made here. When higher order terms are included,
the temperature can be lowered, thus the effects can be studied in more details with
more accuracy.
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Longer range interaction
The result up to the eighth order has been evaluated only for the zero–range interaction.
It would be desirable to evaluate this result for other interactions which are more
realistic, or have longer range, for two reasons. First, the result may provide the
information of how the fractional quantum Hall states depend on the range of the
interaction or whether the long–range interaction yields stable fractional quantum Hall
states. Second, the comparison of the result of the present method to results of other
theoretical studies or the experimental studies might become possible. This may also
enable us to study the hierarchical states observed in experiments and other theoretical
model studies which have longer range interactions.
Higher–Landau Levels
As the interaction matrix element of the higher Landau level can be written as a linear
combination of the interaction matrix element of the lowest Landau level, one may
be able to study the fractional quantum Hall states in the higher Landau levels by
the results obtained here. However, the proper patterns have to be evaluated with
the corresponding interaction. There is no Laughlin type of state, which is the exact
ground state of a zero–range interaction, in the higher Landau levels, but fractional
quantum Hall states such as ν = 4/3, 5/3, and ν = 7/3 are observed experimentally.
Thus, it might be interesting to examine in the higher Landau level the effects of the
interactions for which the Laughlin states are the exact ground states in the lowest
Landau level.
Spin properties
The calculation which has been performed here is for a spin polarised system; the spin
dependence is excluded. It will be very interesting to generalise the present method to
include the spin. Then, one may be able to reconsider the states such as the ν = 2/3
where it is still unclear whether it is a spin polarised state or a spin unpolarised state.
Comparison to the experiment: crossing points
There is one experiment on the inverse compressibility of the fractional quantum Hall
system which is known to us [73]. The experiment was performed in order to measure
the compressibility signature dt which is proportional to the inverse compressibility.
The experimental result is shown below in Fig. 9.1. Qualitatively, one can say that one
sees similar features in the experimental result and our theoretical result, cf. Fig. 6.15.
Note that dt is direct proportional to κ
−1
T,S
(T, ν) and the filling factor axes in the ex-
perimental plot and our plots are different. However, there appear two crossing points
near ν = 1/3 in the experiment but one in the theory.
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Here, we have the following working hypothesis: We discuss only the crossing points
in the first half of the filling factor axis 0 < ν < 1/2. The crossing point of the left on
the expected filling factor, i. e., left of νm for theW2m+1–interaction, appears necessarily
but the crossing point on the right on the expected filling factor is due to the possible
existence of a quantum Hall state at a larger filling factor. Thus, we interpret the
crossing point on the right of ν = 1/5 as a W3–interaction also leads to a suppression
of relative angular momentum 1 in the wavefunction. This means that if particles
avoid to have a relative angular momentum m, they should avoid also any angular
momentum smaller than m.
Our argument yields a possible explanation for the appearance of the crossing point
right of ν = 1/3 in the experiment. It appears because of the existence of the fractional
quantum Hall state at ν = 2/5. However, we do not see the crossing point on the right
of ν = 1/3 in our theoretical plots, e. g. Fig. 6.9, Fig. 6.10 and Fig. 6.15. This requires
a consideration of the effect of the temperature. We argue that the temperature we can
study in the eighth order result is still to high for an existence the fractional quantum
Hall state at ν = 2/5. Thus, the crossing point on the right of ν = 1/3 does not
appear in our plots. In the experiment, however, the temperature is low enough for
the existence of the fractional quantum Hall state at ν = 2/5, thus the crossing point
right of ν = 1/3 appears.
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Figure 9.1: Experimental result of the compressibility signature dt ≡ (²/e2)(∂µ/∂N)
which is proportional to the inverse compressibility (l0 is the magnetic length). After
Fig. 9 of J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. B 50, 1760 (1994):
(a) Temperature dependence of νt =
1
3
FQHE compressibility signature at B = 13 T.
The nearly horizontal dashed line is a fit to the high–temperature background compress-
ibility. (b) Chemical potential around the νt =
1
3
FQHE obtained by integrating the
compressibility data in (a). Dashed line is the integral of the background compressibil-
ity.
Part VI
Appendix
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Appendix A
Interaction matrix element in the
first Landau level
There are two calculation to be discussed in this section. The first calculation is a
direct derivation, as we have done in Section 3.4.1, of the interaction matrix element
in the first Landau level as a function of the momentum difference and the pseudo
potential coefficients, W2m+1. The second calculation is an indirect derivation where
we consider how the pseudo potential coefficients of the first Landau level W (1)m can
be expressed as linear combinations of the pseudo potential coefficients of the lowest
Landau level W2m+1. As expected, these two calculations lead to the same result.
A.1 The first consideration
The single particle wave function for particle in the first Landau level takes the form
ϕ1,k(x, y) =
(
2
Ly
)1/2
1
pi1/4
(x+ k) eiky−
1
2
(x+k)2 . (A.1)
Using the above wave function and following the calculation of the preceding section,
the interaction matrix element in Eq. (3.35) becomes
W
(1)
k1k2k3k4
= 1
L2y
1
pi
∫
d2r
∫
d2R e
− i
2
[
(k1+k2)−(k3+k4)
]
Ry
e
− i
2
[
(k1−k2)+(k3−k4)
]
ry
W (r) e−
1
2 (k21+k22+k23+k24) e−
1
2
R2x− 12 (k1+k2+k3+k4) Rx e−
1
2
r2x−(k1−k2−k3+k4) rx
 4∏
j=1
∂αje
αj kj

 e+ 12 (α1+α2+α3+α4) Rx e+ 12 (α1−α2−α3+α4) rx
∣∣∣∣∣
αi=0
,
(A.2)
where ~R and ~r are the centre of mass and the relative coordinates, respectively; (~r, ~R) =
(~x∓ ~x′).
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First, we can integrate on Ry which results a delta function Ly2δ(k1+k2=k3+k4). Then
we do the integral on Rx which results
√
2pi e
1
8
(~k−~α)2 with ~k = (k1, k2, k3, k4) and
correspondingly for ~α.
Considering the exponent ~α·~k+1
8
(~k−~α)2 with the aid of the momentum conservation–
delta function, we get
(
~α · ~k + 1
8
(~k − ~α)2
)
δ(k1 + k2 = k3 + k4)
=
1
2
(α1 − α2)q + 1
2
(α4 − α3)p+ 1
8
(~k)2 +
1
8
(~α)2
and
δ(k1 + k2 = k3 + k4)
(
−1
2
~k2 +
1
8
(~k)2
)
= −1
4
(
q2 + p2
)
where (q, p) = (k1 − k2, k4 − k3). Inserting the unity in form of a double Gaussian
integrals, we arrive at
W
(1)
k1k2k3k4
= 2
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [ q2+p2 ]
∞∑
n=0
Wn
n!
∫ ∞
−∞
du
∫ ∞
−∞
dv e−
1
4 [u2+v2]

 4∏
j=1
∂αj

 e 12 [(α1−α2)q+(α4−α3)p]+ 18 (~α)2


(
(q + p+ (α1 − α2) + (α4 − α3) + i u)2 − (q − p+ i v)2
)
4


n
. (A.3)
Now, we shall concentrate in the evaluation of the differentiations. We define a function
F (~α; p, q) = e
1
2
[(α1−α2)q+(α4−α3)p]+ 18 (~α)2

(
(q + p+ (α1 − α2) + (α4 − α3) + i u)2 − (q − p+ i v)2
)
4


n
and we define a differential operator Oˆ(~α) =
(∏4
j=1 ∂αj
)
.
There will be a few transformations to be done in order to simplify the expression.
In the following, we shall list these transformations and the corresponding F (~α; p, q)
and Oˆ(~α).
The first transformation (s, t) = (α1 ∓ α2) and (s′, t′) = (α4 ∓ α3) is to simplify
the differential operator and the exponent in F (~α, u, v; p, q). In this step F (~α; p, q) and
Oˆ(~α) become
F (s, s′, t, t′; p, q) = e−
1
2
[sq+s′p]+ 1
8
(t+t′)2


(
(q + p+ s+ s′ + i u)2 − (q − p+ i v)2
)
4


n
Oˆ(s, s′, t, t′) =
(
∂2t − ∂2s
) (
∂2t′ − ∂2s′
)
.
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Here, one can see that F (s, s′, t, t′; p, q) contains t and t′ only as t+ t′, thus, the second
transformation is (T, T ′) = (t ± t′)/2 and then rescale T again by t = 2T . This step
results in
F (s, s′, t; p, q) = e−
1
2
[sq+s′p]+ 1
8
t2


(
(q + p+ s+ s′ + i u)2 − (q − p+ i v)2
)
4


n
Oˆ(s, s′, t) =
(
∂2t − ∂2s
) (
∂2t − ∂2s′
)
.
Actually, one can perform the differentiation on t very easily here. Next, we shall do
the last transformation in order to simplify one of the remaining differentiations. From
the transformation α = (s+ s′)/2 and α′ = s− s′, one get
F (α, α′, t; p, q) = e−
1
2(α′(q−p)− 14α(q+p))+ 18 t2


(
(q + p+ 2α + i u)2 − (q − p+ i v)2
)
4


n
Oˆ(α, α′, t) =
[
∂4t − ∂2t
(
1
2
∂2α + 2∂
2
α′
)
+ 1
16
∂4α + ∂
4
α′ − 12∂4α∂2α′
)
.
After the last transformation, one can perform all differentiations except that on α.
This results in
W
(1)
k1k2k3k4
= 2
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [ q2+p2 ]
∞∑
n=0
Wn
n!
∫ ∞
−∞
du
∫ ∞
−∞
dv e−
1
4 [u2+v2]
1
16
[
3− 2
(
∂2α + (q − p)2
)
+
(
∂2α − (q − p)2
)2]
e−
1
4
α(q+p)


(
(q + p+ 2α + i u)2 − (q − p+ i v)2
)
4


n ∣∣∣∣∣
α=0
. (A.4)
This is the differential form of the interaction matrix element of the first Landau level.
The remaining works are to perform the last differentiation on α and to perform
the integrals on u and v which are standard.
Now, we specialise the result to the zero–range potential for whichW (r) = 4piW1 (1+
∆) δ2(r) and the interaction matrix element take the form
W
(1)
k1k2k3k4
= 2pi
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 e
− 1
4 [(k1−k2)2+(k4−k3)2] W1[
(k1 − k2)(k4 − k3)
4
{
(k1 − k2)2(k4 − k3)2 − 3
(
(k1 − k2)2 + (k4 − k3)2
)
+ 15
}
−(k1 − k2)2(k4 − k3)2 + (k1 − k2)2 + (k4 − k3)2 − 1
]
(A.5)
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and only the antisymmetric part that would be relevant, therefore,
W
(1)
k1k2k3k4
⇒ 2pi
Ly
(
2
pi
)1/2
δk1+k2,k3+k4 (k1 − k2)(k4 − k3) e−
1
4 [(k1−k2)2+(k4−k3)2]
3
2
W1
[
1 +
1
6
(
(k1 − k2)2 − 3
) (
(k4 − k3)2 − 3
)]
. (A.6)
The interaction matrix element given in Eq.(A.6) is equivalent to the interaction
matrix element in the lowest Landau level, Eq. (3.40), for the selection case in which
only W1 = W3 are non zero and have form W1 = W3 :=
3
2
W1.
A.2 The second consideration
In the following, we shall show the derivation, which is mentioned earlier as the second
derivation of the interaction matrix element in the first Landau level. Here, we shall
derive the expression of the pseudo potential coefficients in the first Landau level,
W (1)m , as a recursive function of the pseudo potential coefficients in the lowest Landau
level, Wm. By this, we shall how the selected choice above comes about. We use the
symmetric gauge basis to emphasise the derivation.
The single particle wave function for particle in the first Landau level in the sym-
metric gauge is
| m, 1 > = 1√
2pi(m+ 1)!2m
e−
1
4
|z|2 zm
(
(m+ 1)− 1
2
|z|2
)
(A.7)
In general, let | m,n > be a single particle wave function of particle in the nth
Landau level with angular momentum m.
We then have an identity
< n,m′1;n,m
′
2 | ei ~k·(~r1−~r2) | n,m1;n,m2 >
=
{
L0n
(
k2
2
) }2
< m′1;m
′
2 | ei ~k·(~r1−~r2) | m1;m2 > (A.8)
The pseudo potential coefficients in the nth Landau level of the interaction W (~r) is
W (n)m = < n,m |W (~r)| n,m >
=
1
(2pi)2
∫
d2k W (~k) < n,m |ei ~k·~r| n,m >
=
1
(2pi)2
∫
d2k

W (~k)
[
L0n
(
k2
2
) ]2
 < m |ei ~k·~r| m > . (A.9)
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For the special case of the lowest Landau level where n = 0,
W (0)m =
1
(2pi)2
∫
d2k W (~k) < m |ei ~k·~r| m >
=
1
(2pi)2
∫
d2k W (~k) L0m(k2) e−k
2
. (A.10)
We, then, see that W (~k) in the nth Landau level is equivalent to the interaction{
W (~k)
[
L0n
(
k2
2
) ]2}
in the lowest Landau level.
From Eq.(A.9), we consider the special case of n = 1 and from the second equation
in Eq. (A.10), we find
W (1)m =
1
(2pi)2
∫
d2k W (~k)
[
1− k
2
2
]2
L0m(k2) e−k
2
(A.11)
Using the recursion formulae of the Laguare polynomial Lαm, we find
xLα+1m (x) = (m+ α + 1)Lαm(x)− (m+ 1)Lαm+1(x)
= (m+ α)Lαm−1(x)− (m− x)Lαm(x) ,
Lα+1m (x) = −Lαm−1(x) + Lαm(x) . (A.12)
Thus, the necessary recursion formulae for our consideration become
k2L0m(k2) = −mL0m−1(k2) + (2m+ 1)L0m(k2)− (m+ 1)L0m+1(k2)
k4L0m(k2) = m(m− 1)L0m−2(k2)− 4m2L0m−1(k2)
+
(
m2 + (m+ 1)2 + (2m+ 1)2
)
L0m(k2)
−4(m+ 1)2L0m+1(k2) + (m+ 1)(m+ 2)L0m+2(k2) . (A.13)
Putting the above recursion relations into Eq. (A.11), we find
W (1)m =
1
(2pi)2
∫
d2k W (~k) L0m(k2)e−k
2
− 1
(2pi)2
∫
d2k W (~k)
{
(2m+ 1)L0m(k2)−mL0m−1(k2)− (m+ 1)L0m+1(k2)
}
e−k
2
+
1
(2pi)2
∫
d2k W (~k)
1
4
{
m(m− 1)L0m−2(k2)− 4m2L0m−1(k2)
+
(
m2 + (m+ 1)2 + (2m+ 1)2
)
L0m(k2)− 4(m+ 1)2L0m+1(k2)
+(m+ 1)(m+ 2)L0m+2(k2)
}
e−k
2
(A.14)
122 APPENDIX A. MATRIX ELEMENT IN THE FIRST LANDAU LEVEL
Finally, one gets
W (1)m =
1
4
m(m− 1)W (0)m−2 −m(m− 1)W (0)m−1 +
1
3
(
3m2 −m+ 1
)
W (0)m
−m(m+ 1)W (0)m+1 +
1
4
(m+ 1)(m+ 2)W
(0)
m+2 (A.15)
Note that the relation which appeared in the interaction matrix element between
the pseudo potential coefficients in the previous section is explicitly reconstructed here.
Appendix B
Thermodynamic relations and free
energy
In the following, the thermodynamic quantities we are interested in will be given as
power series in β and the coefficients are expressed by the high–temperature expansion
coefficients, Ωn(z), or the high–temperature expansion coefficients of the energy, αn(ν)
for the grand canonical and canonical ensemble, respectively.
We also show how one can reconstruct the free energy F (T,Nφ, ν) from the high–
temperature series of the energy, (6.5).
B.1 Grand canonical emsemble: Ω(T,Nφ, µ)
dΩ = −SdT − PdV −Ndµ = −SdT − 2pil2B P dNφ −Nφ ν dµ (B.1)
Thermodynamic potential: Ω(T,Nφ, µ) = Nφ
∞∑
n=0
βn−1 Ωn(z) ; z = eβµ (B.2)
Filling factor: ν =
N
Nφ
= − 1
Nφ
(
∂Ω(T,Nφ, µ)
∂µ
)
T,Nφ
= −
∞∑
n=0
βn z ∂zΩn(z)
(B.3)
Energy: E(T,Nφ, µ) =
(
∂βΩ(T,Nφ, µ)
∂β
)
Nφ,βµ
= Nφ
∞∑
n=1
βn−1 n Ωn(z)
(B.4)
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Compressibility: κT (T, µ) = − 1
V
(
∂V
∂P
)
T
=
2pil2B
ν2
(
∂ν
∂µ
)
T
= −2pil
2
B
ν2
∞∑
n=0
βn+1 z ∂z z ∂z Ωn(z) (B.5)
B.2 Canonical ensemble: F (T,Nφ, ν)
We rewrite the energy in Eq. (4.18) in the form
E(T,Nφ, ν) = Nφ
∞∑
n=1
βn−1 αn(ν) . (B.6)
Note that we use αn(ν) for the energy E(T,Nφ, ν) while L. Zheng and A. H. MacDonald
use α(n)(ν) for the free energy F (T,Nφ, ν).
We integrate the relation (cf. Eq. (6.5))
E(T,Nφ, ν) =
∂(βF (T,Nφ, ν))
∂β
∣∣∣∣∣
Nφ,ν
= Nφ
∞∑
n=1
βn−1 αn(ν) . (B.7)
with the boundary condition
βF (T,Nφ, ν)|β=0 = Nφ
[
ν ln ν + (1− ν) ln(1− ν)
]
. (B.8)
Thus, the free energy can be written of a power series in β as
F (T,Nφ, ν) = Nφ
{
T
[
ν ln ν + (1− ν) ln(1− ν)
]
+
∞∑
n=1
1
n
βn−1 αn(ν)
}
. (B.9)
From F (T,Nφ, ν) in connection with the results for the αn(ν), we can calculate the
high–temperature series of any thermodynamic quantity in the canonical ensemble.
Inverse compressibilty
κ−1T (T, ν) =
[
− 1
V
(
∂V
∂P
)
T
]−1
=
ν2
2pil2B
∂2[F (T,Nφ, ν)/Nφ]
∂ν2
=
T
2pil2B
(
ν
1− ν +
∞∑
n=1
1
n
βn ν2 ∂2ν αn(ν)
)
(B.10)
Appendix C
The matrices Qˆ and Mˆ used for
calculating the proper patterns
In this Appendix, we list the matrices Qˆ(n)p and Mˆ
(n)
p of the proper pattern W
(n)
p for
n ≤ 4.
Qˆ(1)a =
(
1
)
Mˆ (1)a =
(
1
)
Qˆ(2)a =


0 1 −1
0 −1 −1
1 0 1

 Mˆ (2)a =
(
0 1
1 0
)
Qˆ(3)a =


0 1 0 −1 1
0 −1 0 −1 1
0 0 1 0 −1
0 0 −1 0 −1
1 0 0 1 0


Mˆ (3)a =


0 0 1
1 0 0
0 1 0


Qˆ
(3)
b =


0 1 0 −1 1
0 0 1 −1 0
1 0 0 1 −1
0 0 −1 0 −1
−1 0 0 1 0


Mˆ
(3)
b =


1
3
2
3
−2
3
2
3
1
3
2
3
−2
3
2
3
1
3


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Qˆ(4)a =


0 1 0 0 −1 1 0
0 −1 0 0 −1 1 0
0 0 1 0 0 −1 1
0 0 −1 0 0 −1 1
0 0 0 1 0 0 −1
0 0 0 −1 0 0 −1
1 0 0 0 1 0 0


Mˆ (4)a =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0


Qˆ
(4)
b =


0 1 0 0 −1 1 0
0 −1 0 0 −1 1 0
0 0 1 0 0 −1 1
0 0 0 1 0 −1 0
1 0 0 0 1 0 −1
0 0 0 −1 0 0 −1
−1 0 0 0 1 0 0


Mˆ
(4)
b =


0 1
3
2
3
−2
3
1 0 0 0
0 2
3
1
3
2
3
0 −2
3
2
3
1
3


Qˆ(4)c =


0 1 0 0 −1 1 0
0 0 1 0 −1 0 1
1 0 0 0 1 −1 0
0 0 0 1 0 −1 0
−1 0 0 0 1 0 −1
0 0 0 −1 0 0 −1
0 −1 0 0 0 1 0


Mˆ (4)c =


1
2
1
2
−1
2
1
2
1
2
1
2
1
2
−1
2
−1
2
1
2
1
2
1
2
1
2
−1
2
1
2
1
2


Qˆ
(4)
d =


0 1 0 0 −1 1 0
0 0 1 0 −1 0 1
1 0 0 0 1 −1 0
0 0 0 1 0 −1 0
0 −1 0 0 0 1 −1
0 0 0 −1 0 0 −1
−1 0 0 0 1 0 0


Mˆ
(4)
d =


1
5
4
5
2
5
−2
5
4
5
1
5
−2
5
2
5
−2
5
2
5
1
5
4
5
2
5
−2
5
4
5
1
5


Appendix D
Calculation of the frequency sums
for the connected diagrams
In this Appendix, we shall calculate in the standard Matsubara technique the frequency
sums of the connected diagrams of the first three orders in order to prove the equivalence
between the traditional perturbative technique and the present method. Here ω =
2pi 1
β
(n+ 1/2) denote the Matsubara frequencies (n integer).
D.1 The first order diagram
There is an only one connected diagram, see Fig. D.1, in this order which can be
calculated easily.
T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) = f
2 , (D.1)
where the Fermi function f is the sum over Green’s function
T
∑
ω
ei ω 0
iω − (²− µ) = f . (D.2)
Figure D.1: Connected diagram in the first order
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Figure D.2: Connected diagrams in the second order
D.2 The second order diagrams
In the second order, we find two connected diagrams, see Fig. D.2. These two diagrams,
however, yield the same value in the frequency sums calculation. The difference of the
two diagrams appears only in the momentum indices which do not affect the frequency
sum calculation.
T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) ×
T
∑
ω3
ei ω3 0
iω3 − (²− µ)
ei (ω1+ω2−ω3) 0
i (ω1 + ω2 − ω3)− (²− µ)
= T
∑
ω2
ei ω2 0
iω2 − (²− µ) T
∑
ω3
1
iω3 − (²− µ)
T
∑
ω1
ei ω1 0
iω1 − (²− µ)
1
i (ω1 + ω2 − ω3)− (²− µ)
= T
∑
ω2
ei ω2 0
iω2 − (²− µ) T
∑
ω3
1
iω3 − (²− µ) ×
T
∑
ω1
ei ω1 0
i (ω2 − ω3)
[
1
iω1 − (²− µ) −
1
i (ω1 + ω2 − ω3)− (²− µ)
]
(D.3)
This yields zero since we can shift ω1 by ω2−ω3 in the summation, except for the case
of ω2 = ω3 which we have to treat separately. In that case, we rewrite the first line of
the above equation as
T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) ×
T
∑
ω3
ei ω3 0
iω3 − (²− µ)
ei (ω1+ω2−ω3) 0 δω2,ω3
i (ω1 + ω2 − ω3)− (²− µ)
= T
[
T
∑
ω
1
(iω − (²− µ))2
]2
= β f 2 (1− f)2 , (D.4)
D.3. THE THIRD ORDER DIAGRAMS 129
Figure D.3: Connected diagrams in the third order
where we calculated the sum by differentiation of Eq. (D.2) with respect to the chemical
potential µ.
T
∑
ω
ei ω 0
(iω − (²− µ))2 = −β f (1− f) . (D.5)
D.3 The third order diagrams
In the third order, we find six connected diagrams, see Fig. D.3. The four diagrams in
the first row, however, result in the same value in the frequency sum calculation, and the
two diagrams in the second row result the same value in frequency sums calculation,
too. The difference between those diagrams which result the same frequency sum
appear, as is the case for the second order, only in the momentum indices which does
not affect the frequency sum calculation.
First, we calculate the first diagram in the first row in Fig. D.3.
T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) T
∑
ω3
ei ω3 0
iω3 − (²− µ) ×
T
∑
ω4
ei ω4 0
iω4 − (²− µ)
ei (ω1+ω2−ω3) 0
i (ω1 + ω2 − ω3)− (²− µ)
ei (ω3+ω4−ω1) 0
i (ω3 + ω4 − ω1)− (²− µ)
= T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) ×
T
∑
ω3
ei ω3 0
iω3 − (²− µ)
1
i (ω1 + ω2 − ω3)− (²− µ) ×
T
∑
ω4
ei ω4 0
iω4 − (²− µ)
δω1,ω3
i (ω3 + ω4 − ω1)− (²− µ) ×
= T 2
∑
ω1
ei ω1 0(
iω1 − (²− µ)
)2 T ∑
ω2
ei ω2 0(
iω2 − (²− µ)
)2 T ∑
ω4
ei ω4 0(
iω4 − (²− µ)
)2
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= T
[
− βf (1− f)
]3
= −β2f 3 (1− f)3 , (D.6)
Here, δω1,ω3 appears in the sum on ω4 for the same reason as explained below Eq. (D.3).
Then, we go to the second row in Fig. D.3 and calculate the last diagram.
T
∑
ω1
ei ω1 0
iω1 − (²− µ) T
∑
ω2
ei ω2 0
iω2 − (²− µ) ×
T
∑
ω3
ei ω3 0
iω3 − (²− µ)
ei (ω1+ω2−ω3) 0
i (ω1 + ω2 − ω3)− (²− µ) ×
T
∑
ω5
ei ω5 0
iω5 − (²− µ)
ei (ω1+ω2−ω5) 0
i (ω1 + ω2 − ω5)− (²− µ) . (D.7)
Here, we can calculate the sums over ω3 and ω5 for fixed ω1 and ω2.
T
∑
ω
1
iω − x
1
i (ω1 + ω2 − ω)− x = T
∑
ω
1
i (ω1 + ω2)− 2 x[
1
iω − x +
1
i (ω1 + ω2 − ω)− x
]
=
1
i (ω1 + ω2)− 2 x T
∑
ω
ei ω 0
iω − x +
ei ω 0
−i ω − x
=
1
i (ω1 + ω2)− 2 x [f + (1− f)]
=
1
i (ω1 + ω2)− 2 x (2 f − 1) . (D.8)
Then, Eq. (D.7) becomes
(2 f − 1)2 T ∑
ω1
1
iω1 − (²− µ) T
∑
ω2
1
iω2 − (²− µ)
1(
i (ω1 + ω2)− 2 (²− µ)
)2
= (2 f − 1)2 T ∑
ω1
ei ω1 0
iω1 − (²− µ) ×
T ∑
ω2
1(
iω1 − (²− µ)
)2
(
1
iω2 − (²− µ) −
1
i(ω1 + ω2)− 2 (²− µ)
)
− T ∑
ω2
1
iω1 − (²− µ)
1(
i(ω1 + ω2)− 2 (²− µ)
)2


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= (2 f − 1)2
[
f (1− f)
(1− 2 f) T
∑
ω1
ei ω1 0
(iω1 − (²− µ))3
−β f 2 (1− f)2 T ∑
ω1
ei ω1 0
(iω1 − (²− µ))2
]
=
β2
2
[
f 4 (1− f)2 + f 2 (1− f)4
]
(D.9)
By the results of the frequency sums above, together with the momentum sums
result which will be shown in Section 4.5, we can prove the equivalence of the present
method, the high–temperature expansion method, to the traditional perturbative method.
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Appendix E
The coefficients C(n)m for the
(W1 + W3)–interaction
C(1) = 2W1 + 2W3
C(2)0 = −2W12 − 2W32
C(3)0 =
−32W13
27
+
2464W1
2W3
243
− 2144W1W3
2
2187
− 16928W3
3
19683
C(3)1 = W13 +W33
C(4)0 =
−548284W14
253125
+
640622288W1
3W3
34171875
− 159488316272W1
2W3
2
7688671875
−153993867248W1W3
3
38443359375
+
5799768306163W3
4
5766503906250
C(4)1 =
352696W1
4
253125
− 527843072W1
3W3
34171875
− 14357608432W1
2W3
2
7688671875
−90149970688W1W3
3
38443359375
+
6199729889464W3
4
2883251953125
C(4)2 =
−W14
3
− W3
4
3
C(5)0 = −2.01W15 + 60.0569W14W3 − 86.7762W13W32 + 27.543W12W33
+17.6793W1W3
4 − 0.963985W35
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C(5)1 = 3.31957W15 − 46.5438W14W3 + 87.9718W13W32 + 1.61281W12W33
+10.7582W1W3
4 − 0.429506W35
C(5)2 = −0.730235W15 + 12.3988W14W3 + 5.07997W13W32 + 0.568715W12W33
+2.94035W1W3
4 − 2.04721W35
C(5)3 = 0.0833333W15 + 0.0833333W35
C(6)0 = −5.12161W16 + 159.118W15W3 − 630.485W14W32 + 229.466W13W33
−53.2719W12W34 − 13.7914W1W35 − 7.07W36
C(6)1 = 3.49044W16 − 137.465W15W3 + 457.708W14W32 − 271.666W13W33
−20.0463W12W34 − 12.0979W1W35 − 6.8886W36
C(6)2 = −3.27403W16 + 52.9892W15W3 − 133.775W14W32 − 49.1063W13W33
−13.7953W12W34 − 2.54434W1W35 − 3.57382W36
C(6)3 = 0.18646W16 − 6.94952W15W3 − 4.6699W14W32 − 1.1259W13W33
−0.646324W12W34 − 1.7751W1W35 + 1.20242W36
C(6)4 = −0.0166667W16 − 0.0166667W36
C(7)0 = −6.23465W17 + 446.72W16W3 − 2858.75W15W32 + 3507.85W14W33
−529.418W13W34 + 177.576W12W35 − 21.1243W1W36 + 13.4061W37
C(7)1 = 6.22556W17 − 330.281W16W3 + 2186.98W15W32 − 2261.2W14W33
+558.206W1
3W3
4 + 169.134W1
2W3
5 − 20.0177W1W36 + 9.81073W37
C(7)2 = −6.16303W17 + 197.545W16W3 − 922.876W15W32 + 696.217W14W33
+157.203W1
3W3
4 + 121.209W1
2W3
5 − 14.7763W1W36 + 8.40151W37
C(7)3 = 2.25917W17 − 37.5967W16W3 + 128.848W15W32 + 100.884W14W33
+25.5508W1
3W3
4 + 19.3866W1
2W3
5 − 6.04295W1W36 + 5.84127W37
C(7)4 = 0.0101136W17 + 3.04699W16W3 + 2.74632W15W32 + 1.16461W14W33
+0.260552W1
3W3
4 + 0.442585W1
2W3
5 + 0.741667W1W3
6 − 0.516259W37
C(7)5 = 0.00277778W17 + 0.00277778W37
135
C(8)0 = −7.66962W18 + 1015.57W17W3 − 11188.2W16W32
+24625.4W1
5W3
3 − 12816.3W14W34 + 833.629W13W35
−447.481W12W36 − 73.6481W1W37 + 13.3155W38
C(8)1 = 8.10722W18 − 877.268W17W3 + 8654.85W16W32
−18321.9W15W33 + 7173.34W14W34 − 951.453W13W35
−425.246W12W36 − 15.3762W1W37 + 23.7561W38
C(8)2 = −12.6023W18 + 536.501W17W3 − 4587.58W16W32 + 7626.59W15W33
−2200.68W14W34 − 277.946W13W35 − 408.036W12W36
−16.31W1W37 + 11.0758W38
C(8)3 = 7.38751W18 − 193.697W17W3 + 1102.W16W32
−962.771W15W33 − 759.8W14W34 − 213.705W13W35
−116.13W12W36 + 5.88218W1W37 + 2.15347W38
C(8)4 = −1.22353W18 + 18.415W17W3 − 94.5276W16W32
−109.865W15W33 − 48.3452W14W34 − 17.5436W13W35
−13.1612W12W36 + 7.33782W1W37 − 5.01993W38
C(8)5 = −0.0331018W18 − 1.10857W17W3 − 1.22594W16W32
−0.722188W15W33 − 0.222406W14W34 − 0.093177W13W35
−0.198152W12W36 − 0.242325W1W37 + 0.17624W38
C(8)6 = −0.000396825W18 − 0.000396825W38
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Appendix F
Free electron gas in a flat band
In the high–temperature expansion result, we find crossing points in the inverse com-
pressibility. Is this related to the finiteness of the band that we study? In order to
check this, we study a system of free particle in a finite flat band. This appendix is
devoted to a discussion of the thermodynamic properties of the system of free particles
in a flat band in which z(²) = n0
2W
where |²| ≤ W .
The thermodynamic potential of this system is written as
Ω(T, V, µ) = −n0 T V
2 W
∫ W
−W
d² ln(1 + e−β (²−µ)) (F.1)
We calculate the number of particle density, n,
n = − 1
V
(
∂Ω
∂µ
)
T,V
=
n0
2 W
∫ W
−W
d² f(²− µ) = n0 T
2 W
ln
(
1 + eβ (W+µ)
1 + e−β (W−µ)
)
(F.2)
where f(²− µ) = 1/(1 + eβ (²−µ)) is the Fermi function.
First, we consider the particle density n in the limit in which µ→∞. We find
lim
µ→∞n =
n0 T
2 W
(
β (W + µ) + β (W − µ)
)
= n0 (F.3)
This shows that n0 is actually the maximum particle density that can be filled in the
system.
We invert the relation between µ and N in Eq. (F.2) and find
eβ µ =
e2 β W ν − 1
eβ W (1− e2 β W (ν−1)) , (F.4)
where ν = n/n0 is the filling fraction.
We find for the compressibility, κT ,
κT = − 1
V
(
∂V
∂P
)
T,N
=
V
N2
(
∂N
∂µ
)
T,V
= − n0
2 n2 W
(
f(W −µ)− f(−W −µ)
)
, (F.5)
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where n = N/V is particle density.
Using the above expression of eβ µ, we get
κ−1T (T, ν) = 2 ν
2 n0 W
(
sinh(βW )
cosh(βW )− cosh(βW (2ν − 1))
)
(F.6)
This inverse compressibility is a smooth function as long as we are away from ν = 0
and ν = 1. The inverse compressibility shows no crossing point when being plotted
against the filling fraction, ν.
Now, we want to study the behaviour of pressure and its second derivative with
respect to temperature around ν = 1.
From thermodynamics, we calculate the pressure from Ω(T, V, µ)
P (T, µ) = −
(
∂Ω
∂V
)
T,µ
=
n0 T
2 W
∫ W
−W
d² ln
(
1 + e−β (²−µ)
)
. (F.7)
We are interested only in the limit ν → 1 in which chemical potential µ diverges.
Therefore,
lim
µ→∞P (T, µ) = limµ→∞
n0 T
2 W
∫ W
−W
d² ln
[
eβ (µ−²)
(
1 + eβ (²−µ)
)]
=
n0 T
2 W
∫ W
−W
d²
[
βµ+ ln
(
1 + eβ (²−µ)
)]
= n0 T (βµ) +O(1− ν) . (F.8)
We find eβ µ at the same limit from Eq. (F.4)
lim
µ→∞ e
β µ ∝ sinh(β W )
β W (1− ν) . (F.9)
Finally, we find
lim
ν→1
P (T, ν) ∝ −n0 T ln
(
(1− ν) β W
sinh(β W )
)
(F.10)
and the quantity of interest:
lim
ν→1
∂2P (T, ν)
∂T 2
= −n0 ∂2T
[
T ln
(
β W
sinh(β W )
)]
=
n0
T

1 +
(
β W
sinh(β W )
)2+O(1− ν)
6= 0 . (F.11)
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Here, we shall discuss why we are interested ∂2P (T, ν)/∂T 2. It is related directly to
the inverse compressibility as implied in Eq. (F.5) or explicitly,
lim
ν→1
∂2P (T, ν)
∂T 2
=
1∫
0
dν
ν
∂2κ−1T
∂T 2
. (F.12)
Therefore, the above derivative represents the integral of the temperature derivative of
the inverse compressibility with respect to the filling factor. Because of the positiveness
of the filling factor, a zero integral, would be the result of the temperature derivative
of the inverse compressibility alone. In order for an integral of a finite boundary to
become zero, the integrand has to change signs within the boundary, to be able to have
a cancellation.
This is what happens in the fractional quantum Hall system. The crossing points
appearing in the plots of the inverse compressibility against the filling factor for various
temperatures (each curve corresponds to each temperature) means that at some specific
filling factors, the inverse compressibility is independent of temperature within a finite
range of temperature.
While in case of the fractional quantum Hall system, the left hand side of the
equation corresponding to Eq. (F.12) is zero, cf. Eq. (6.21), and that leads to the sum
rule, and to the existence of the crossing points. The situation is totally different.
Thus, the existence of the crossing points in the plots of the inverse compressibil-
ity of the fractional quantum Hall system against the filling factor is not due to the
finiteness of the Landau band.
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Appendix G
The Pade´ approximation
The Pade´ approximant is a well known function for extrapolating a series. In this work,
the Pade´ approximants are used to extrapolate the high–temperature expansion results,
the energy and the inverse compressibility, down to zero temperature or to the regimes
where the temperature is lower than that could be reached by the high–temperature
expansion results themselves.
In this Appendix, we aim to study the Pade´ approximants of order [M,N ] for two
special cases: M = N and M = N +1. The Pade´ approximant here will have only two
variables according to the nature of this study. Thus, the Pade´ approximant of order
[M,N ] here can be written as
F [M,N ](x, y) =
M∑
n=0
p˜n(x)y
n
1 +
N∑
n=1
q˜n(x)yn
(G.1)
where we assume that the function behaves as a power series in y and the coefficient
of each power of y is a function of x. Hence, F [M,N ](x, y) has M +N + 1 parameters,
p˜0(x), . . . , p˜M(x) and q˜1(x), . . . , q˜N(x). It can be clearly seen that in the limit for which
y → ∞, F [M,N ](x, y) would diverge for M > N and become zero for M < N . On the
other hand, F [M,N ](x, y) can converge to a finite value, p˜N(x)/q˜N(x), if M = N and
q˜N(x) 6= 0.
Thus, the energy will be extrapolated with the equal order Pade´ approximants,
F [N,N ](ν, β). On the other hand, the inverse compressibility will be extrapolated with
the unequal order Pade´ approximants, F [N+1,N ](ν, β), due to the nature of the quantity
itself. (The high–temperature expansion series of the inverse compressibility starts with
β−1 instead of β0, see Eq. (6.11).)
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G.1 Solving the Pade´ approximant : F [M,N ](ν, β)
In order to solve the Pade´ approximant F [M,N ](ν, β), which has M +N +1 parameters,
we need a series of M + N + 1 coefficients. For convenience, we write the high–
temperature expansion series as following
G(ν, β) =
M+N∑
n=0
gn(ν) β
n +O(βM+N+1) . (G.2)
The extrapolating equation for the high–temperature expansion series of the energy by
F [M,N ](ν, β) can be written as
M∑
n=0
p˜n(ν)β
n =
(
1 +
N∑
n=1
q˜n(ν)β
n
)
2N+1∑
n=0
gn(ν) β
n . (G.3)
Solving this equation order by order, we find the relation between the high–temperature
expansion coefficients, gn(ν), and the Pade´ approximant coefficients, p˜n(ν) and q˜n(ν),
as follow
p˜n(ν) =
M∑
i=0
gn−i(ν) q˜i(ν) ,
0 =
N∑
i=0
gM+j−i(ν)q˜i(ν) , j = 1, . . . , N (G.4)
with q˜0(ν) = 1.
For further convenience in expressing the result, we introduce a new set of dimen-
sionless parameters rn(ν)
rn(ν) =
(
g0(ν)
g1(ν)
)n
gn(ν)
g0(ν)
, (G.5)
in which r0(ν) = r1(ν) = 1.
With these parameters, the Pade´ approximant F [M,N ](ν, β) becomes
F [M,N ](ν, β˜) =
g0(ν)
M∑
n=0
pn(ν)β˜
n
g0(ν) +
N∑
n=1
qn(ν)β˜n
, (G.6)
where
(
pn(ν), qn(ν)
)
=
(
g0(ν)
g1(ν)
)n
(p˜n(ν), q˜n(ν)g0(ν))
β˜ =
g1(ν)
g0(ν)
β , (G.7)
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with q0(ν) = g0(ν). The system of the solutions becomes
pn(ν) =
M∑
i=0
qi(ν) rn−i(ν) (G.8)
0 =
N∑
i=0
qi(ν) rM+j−i(ν) , j = 1, . . . , N (G.9)
Solving Eq. (G.8), we find pn(ν) as a function of g0(ν), g1(ν) and qj(ν). Solving
Eq. (G.9), we find qn(ν) as a function of gj(ν). Hence, we obtain the coefficients
of the Pade´ approximant, pn(ν) and qn(ν), expressed by the the coefficients of the
power series gj(ν).
We denote the extrapolated result by
G [M,N ](ν, β˜) = F [M,N ](ν, β˜) (G.10)
and the extrapolated to zero temperature result for the case M = N is denoted by
G [N,N ]0 (ν) = g0(ν)
pN(ν)
qN(ν)
. (G.11)
For simplicity and brevity, the argument (ν) of functions p, q and r will be omitted
from here on.
G.1.1 Equal order Pade´ approximant : F [N,N ](ν, β)
Equal order Pade´ approximant : N = 1
For “N = 1”, we have from Eq. (G.8) and Eq. (G.9)
p0 = q0
p1 = q0 + q1
0 = q0 r2 + q1


p0 = g0(ν)
p1 = g0(ν) (1− r2)
q1 = −g0(ν) r2
(G.12)
Thus, the extrapolated results in this order N = 1 are
G [1,1](ν, β˜) = g0(ν)
(
1 +
β˜
1− r2 β˜
)
, (G.13)
and
G [1,1]0 (ν) = g0(ν)
(
1− 1
r2
)
. (G.14)
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Equal order Pade´ approximant : N = 2
For N = 2, we have from Eq. (G.8) and Eq. (G.9) :
p0 = q0 ,
p1 = q0 + q1 ,
p2 = q0 r2 + q1 + q2 ,
0 = q0 r3 + q1 r2 + q2 ,
0 = q0 r4 + q1 r3 + q2 r2 ,
(G.15)
which results in
p0 = g0(ν)
p1 = g0(ν)
r22 − r3 − r2 r3 + r4
r22 − r3
p2 = g0(ν)
r32 + r
2
3 + r4 − r2 (2r3 + r4)
r22 − r3
q1 = −g0(ν) r2 r3 − r4
r22 − r3
q2 = g0(ν)
r23 − r2 r4
r22 − r3
(G.16)
Thus, the extrapolated results in this order N = 2 are
G [2,2](ν, β˜) = g0(ν)
(
1 +
β˜ (r22 − r3) + β˜2 (r32 − 2r2r3 + r4)
r22 − r3 + β˜(r4 − r2r3) + β˜2(r23 − r2r4)
)
(G.17)
and
G [2,2]0 (ν) = g0(ν)
(
1 +
r32 − 2r2r3 + r4
r23 − r2r4
)
(G.18)
Equal order Pade´ approximant : N = 3
For N = 3, we have from Eq. (G.8) and Eq. (G.9) :
p0 = q0 ,
p1 = q0 + q1 ,
p2 = q0 r2 + q1 + q2 ,
p3 = q0 r3 + q1 r2 + q2 + q3 ,
0 = q0 r4 + q1 r3 + q2 r2 + q3 ,
0 = q0 r5 + q1 r4 + q2 r3 + q3 r2 ,
0 = q0 r6 + q1 r5 + q2 r4 + q3 r3 ,
(G.19)
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which result
p0 = g0(ν)
p1 =
g0(ν)
d33
(
r33 − r23r4 + (1 + r2)r24 − r4r5
+r22(r5 − r6) + r3(r2(r5 − 2r4)− r5 + r6)
)
p2 =
g0(ν)
d33
(
r32r5 − r4r5 + r25 − r23(r4 + r5)− r4r6 − r22(2r3r4 + r6)
+r3(r
2
4 + r6) + r2(r
3
3 + r4(2r4 − r5) + r3r6)
)
p3 =
g0(ν)
d33
(
r43 + r
2
2r
2
4 − r34 + r25 − r32r6 − r4r6 − r23(3r2r4 + 2r5 + r6)
−r2(2r4r5 + r25 − r4r6) + 2r3(r24 + r4r5 + r2(r2r5 + r6))
)
q1 = −g0(ν)
d33
(
r23r4 − r2r24 + r4r5 + r22r6 − r3(r2r5 + r6)
)
q2 = −g0(ν)
d33
(
r23r5 + r2r4r5 − r25 + r4r6 − r3(r24 + r2r6)
)
q3 = −g0(ν)
d33
(
r34 + r2r
2
5 + r
2
3r6 − r4(2r3r5 + r2r6)
)
d33 = r
3
3 + r
2
4 + r
2
2r5 − r3(2r2r4 + r5) (G.20)
From these solutions, we can form the extrapolated result according to Eq. (G.10) and
Eq. (G.6). The extrapolated result to β →∞ in this order N = 3 is
G [3,3]0 (ν) = g0(ν)

1−
r43 + r
2
2r
2
4 − 2r2r4r5 + r25 − r23(3r2r4 + 2r5)− r32r6 − r4r6 + 2r3(r24 + r2(r2r5 + r6))
r34 + r2r
2
5 + r
2
3r6 − r4(2r3r5 + r2r6)


(G.21)
G.1.2 Unequal order Pade´ approximant : F [N+1,N ](ν, β)
The procedure in solving the unequal order Pade´ approximant is much the same to the
procedure in solving the equal order Pade´ approximant. We shall give the solutions,
pj(ν) and qj(ν), of the Pade´ approximants from N = 0 to N = 3 directly. From these
solutions, we can form the extrapolated results, G [N+1,N ](ν, β˜) according to Eq. (G.10)
and Eq. (G.6).
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Unequal order Pade´ approximant : N = 0
p0 = g0(ν) , p1 = g0(ν)
(G.22)
Thus, the extrapolated inverse compressibility for this order N = 0 is trivial
G [1,0](ν, β˜) = g0(ν)(1 + β˜) . (G.23)
Unequal order Pade´ approximant : N = 1
p0 = g0(ν)
p1 = g0(ν)(1− r3
r2
)
p2 = g0(ν)(r2 − r3
r2
)
q1 = −g0(ν) r3
r2
(G.24)
Thus, the extrapolated inverse compressibility for this order N = 1 is
G [2,1](ν, β˜) = g0(ν)
(
1 +
β˜ r2 + β˜
2 (r22 − r3)
r2 − β˜ r3
)
. (G.25)
Unequal order Pade´ approximant : N = 2
p0 = g0(ν)
p1 = g0(ν)
(
1− r3 r4 − r2 r5
r23 − r2 r4
)
p2 = g0(ν)
(
r2 − r3 r4 − r2 r5 − r
2
4 + r3 r5
r23 − r2 r4
)
p3 = g0(ν)
(
r3 − 2 r2 r3 r4 − r
2
2 r5 − r24 + r3 r5
r23 − r2 r4
)
q1 = −g0(ν)
(
r3 r4 − r2 r5
r23 − r2 r4
)
q2 = g0(ν)
(
r24 − r3 r5
r23 − r2 r4
)
(G.26)
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Unequal order Pade´ approximant : N = 3
p0 = g0(ν)
p1 =
g0(ν)
d43
(
r34 − r24r5 + r2r5 (r5 − r6) + r3 (r25 + r3 (r6 − r7))
+r4 (r3 (−2r5 + r6) + r2 (−r6 + r7))
)
p2 =
g0(ν)
d43
(
r22 (r
2
5 − r4r6)− r24 (r5 + r6) + r3 (r25 − r5r6 − r3r7)
+r2 (r
3
4 + r
2
3r6 − r5r6 + r26 − r5r7 + r4 (r7 − 2r3r5)) + r4 (r25 + r3 (r6 + r7))
)
p3 =
g0(ν)
d43
(
r4r
2
5 − r35 + r33r6 − r24r6 + 2r4r5r6 − r24r7 − r23 (2r4r5 + r2r7)
+r22 (r4r7 − r5r6) + r2 (r26 − r24r5 − r5r7)
+r3 (r
3
4 + 2r2r
2
5 − r5r6 − r26 + r4r7 + r5r7)
)
p4 =
g0(ν)
d43
(
r44 + r
2
3r
2
5 − r35 + r22r26 − r33r7 − r22r5r7 − r24 (3r3r5 + 2r2r6 + r7)
−r3 (2r2r5r6 + r26 − r5r7) + 2r4 ((r23 + r5)r6 + r2 (r25 + r3r7))
)
q1 = −g0(ν)
d43
(
r24r5 − r3r25 + r2r5r6 + r23r7 − r4 (r3r6 + r2r7)
)
q2 = −g0(ν)
d43
(
r24r6 + r3r5r6 − r4 (r25 + r3r7) + r2 (r5r7 − r26)
)
q3 = −g0(ν)
d43
(
r35 + r3r
2
6 + r
2
4r7 − r5 (2r4r6 + r3r7)
)
d43 = r
3
4 + r2r
2
5 + r
2
3r6 − r4 (2r3r5 + r2r6) (G.27)
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Appendix H
Three–Level Model
In this Appendix, we shall study the three–level model. We shall first define our
parameters which describe the model. Then, we shall calculate the general solution
and finally consider the physical condition on the parameters. There are two conditions
that need to be checked with the solution. One is the positivity of the degeneracy of
each level. The second is the reality of each energy level. Later in this chapter, we
shall see that the model cannot be used for too small or too large particle densities,
i. e. filling factors. There is a specific range of filling factors in which all conditions
are satisfied. At the borders of this range, we shall see that the model collapses from
three energy levels into two degenerate energy levels. That defines the regime where
the model can be used. Finally, the ground state energy of the model is studied. At
the points where the three–level model collapses into two–level model, the ground state
energies of both models merge smoothly.
H.1 Parameterisation
We specialise the general expression for the NL–model to the case NL = 3; then, the
energy of our model is written as
E3−level(T,Nφ, ν) = Nφ
3∑
j=1
Ej(ν) nj(ν) e
−βEj(ν)
3∑
j=1
nj(ν) e−βEj(ν)
. (H.1)
Here, we have five parameters, the energies Ej(ν) and the degeneracies nj(ν) which
are normalised according to
∑3
j=1 nj(ν) = 1. From the above equation, we can easily
see that our parameters are invariant under permutation of the three levels. Thus,
we define a new set of parameters which transform according to representations of the
permutation group. The first parameter is Ec(ν) the centre of the energy levels of the
model,
149
150 APPENDIX H. THREE–LEVEL MODEL
Ec(ν) =
1
3
3∑
j=1
Ej(ν) . (H.2)
Ec(ν) is invariant under permutations. The remaining parameters include the distance
of each energy level, ∆j(ν), from Ec
∆j(ν) = Ej(ν)− Ec(ν) . (H.3)
We define complex parameters ∆(ν), ∆∗(ν), n(ν) and n∗(ν) which transform according
to two–dimensional representation of the permutation group,
∆(ν) =
1
3
[∆1(ν) + q ∆2(ν) + q
2 ∆3(ν)] , (H.4)
and
n(ν) = n1(ν) + qn2(ν) + q
2n3(ν) , (H.5)
where q is the third root of unity, q = e2pii/3.
By inspecting of the expansion of Eq. (H.1), we observe that there is an only one
type of combination of nj(ν) and ∆j(ν) which enters the further calculations. Thus,
we define the combination, ym(ν),
ym(ν) =
3∑
j=1
nj(ν)∆j(ν)
m (H.6)
in which nj(ν) and ∆j(ν) are to be expressed by n(ν) and ∆(ν) with the aid of Eq. (H.2–
H.3). Then, Eq. (H.1) becomes
E3−level(T,Nφ, ν)
Nφ
= Ec(ν) +
∞∑
n=0
1
n!
(−β)nyn+1(ν)
∞∑
n=0
1
n!
(−β)nyn(ν)
, (H.7)
We now use the first five coefficients αn(ν) of the high–temperature series expansion
of the energy to determine the parameters Ec(ν), ∆(ν) and n(ν). Expanding (H.7) up
to fourth order in β, we find
[
5∑
n=1
βn−1 αn(ν)− Ec(ν)
] [
4∑
n=0
1
n!
(−β)nyn(ν)
]
=
4∑
n=1
1
n!
(−β)nyn+1(ν) +O[β5] .
(H.8)
In the lowest order in β, we find α1(ν)− Ec(ν) = y1(ν). The next four orders give
[
5∑
n=2
βn−1 αn(ν)
] [
3∑
n=0
1
n!
(−β)nyn(ν)
]
=
4∑
n=1
1
n!
(−β)n(yn+1(ν)−y1(ν) yn(ν))+O[β5]
(H.9)
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H.2 General solution
At this point, we have two sets of equations for yn(ν). The first relates yn(ν) to the
high–temperature expansion coefficients, αn(ν). That can be derived from equations
(H.8–H.9). Explicitly, we have
y1(ν) = α1(ν)− Ec(ν) (H.10)
y2(ν) = −α2(ν) + y1(ν)2 (H.11)
y3(ν) = 2 α3(ν)− 3 y1(ν) α2(ν) + y1(ν)3 (H.12)
y4(ν) = −6 α4(ν) + 8 y1(ν) α3(ν)− 6 y1(ν)2 α2(ν) + 3 α2(ν)2 + y1(ν)4 (H.13)
y5(ν) = 24 α5(ν)− 30 y1(ν) α4(ν) + 20 y1(ν)2 α3(ν)− 10 y1(ν)3 α2(ν)
−20 α2(ν) α3(ν) + y1(ν)5 (H.14)
The second relates yn(ν) via Eq. (H.6) to the parameters ∆(ν) and n(ν) defined in
Eq. (H.4–H.5):
y1(ν) =
(
∆(ν) n∗(ν) + ∆∗(ν) n(ν)
)
(H.15)
y2(ν) =
(
∆(ν)2 n(ν) + ∆∗(ν)2 n∗(ν)
)
+ 2 |∆(ν)|2 (H.16)
y3(ν) =
(
∆(ν)3 +∆∗(ν)3
)
+ 3 |∆(ν)|2
(
∆(ν) n∗(ν) + ∆∗(ν) n(ν)
)
(H.17)
y4(ν) =
(
∆(ν)4 n∗(ν) + ∆∗(ν)4 n(ν)
)
+4 |∆(ν)|2
(
∆(ν)2 n(ν) + ∆∗(ν)2 n∗(ν)
)
+ 6 |∆(ν)|4 (H.18)
y5(ν) =
(
∆(ν)5 n(ν) + ∆∗(ν)5 n∗(ν)
)
+ 5 |∆(ν)|2
(
∆(ν)3 +∆∗(ν)3
)
+10 |∆(ν)|4
(
∆(ν) n∗(ν) + ∆∗(ν) n(ν)
)
(H.19)
Thus, we have five real non–linear equations for five unknown parameters, x(ν) =
α1(ν)−Ec(ν), ∆(ν) and n(ν). We shall first solve for n(ν) and n∗(ν) using Eq. (H.15-
H.16) and then for ∆(ν) and ∆∗(ν) using Eq. (H.17–H.18). Then, everything is ex-
pressed by y2(ν), y3(ν), y4(ν) and x(ν). Replacing all yn(ν) by those from (H.11–H.13),
then, n(ν), n∗(ν), ∆(ν) and ∆∗(ν) are expressed by the high–temperature expansion
coefficients, αn(ν), and the last unsolved parameter x(ν). Finally, we solve for x(ν)
which yields Ec(ν).
First, we solve (H.15) and (H.16) for n(ν) and n∗(ν) and get,
n(ν) =
−
(
α2(ν) + x(ν)
2 + 2 |∆(ν)|2
)
∆(ν)− x(ν) ∆∗(ν)2
∆(ν)3 −∆∗(ν)3 (H.20)
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Next, we solve (H.17) and (H.18) for ∆(ν) and ∆∗(ν) and find,
|∆(ν)|2 = x(ν) y3(ν)− y4(ν)
3 α2(ν)
=
1
α2(ν)
[
2
(
α4(ν)− α3(ν) x(ν)
)
+ α2(ν)
(
x(ν)2 − α2(ν)
) ]
, (H.21)
and
∆(ν)3 +∆∗(ν)3 = y3(ν)−
x(ν)
(
y3(ν) x(ν)− y4(ν)
)
α2(ν)
= −2
(
x(ν)3 − α3(ν)
)
− 6 x(ν)
α2(ν)
(
α4(ν)− α3(ν) x(ν)
)
.(H.22)
From now, we shall use the real and imaginary parts of ∆(ν)3 as auxiliary variables,
∆(ν)3 = a(ν) + i b(ν). Then, we find
a(ν) = −x(ν)3 + α3(ν)− 3 x(ν)
α2(ν)
(
α4(ν)− α3(ν) x(ν)
)
, (H.23)
and b(ν) = {|∆(ν)|6 − a(ν)2} 12 .
We can replace ∆(ν) in the expression (H.20) of n(ν) by these new parameters a(ν)
and b(ν),
n(ν) =
i
2 b(ν)
(
a(ν)− i b(ν)
) 1
3
[
x(ν)
(
a(ν)− i b(ν)
)
+
{
−x(ν)2 + α2(ν) + 2
(
a(ν)2 + b(ν)2
) 1
3
} (
a(ν)2 + b(ν)2
) 1
3
]
. (H.24)
Finally, we determine x(ν). From the first equation in (H.21), we have y4(ν) =
x(ν) y3(ν)− 3 α2(ν) |∆(ν)|2. Using this and rewriting y5(ν) as
y5(ν) =
(
n(ν) ∆(ν)2 + n∗(ν) ∆∗(ν)2
) (
∆(ν)3 +∆∗(ν)3
)
−n(ν) ∆(ν)2 ∆∗(ν)3 − n∗(ν) ∆∗(ν)2 ∆(ν)3
+5 |∆(ν)|2
(
∆(ν)3 +∆∗(ν)3
)
+ 10 |∆(ν)|4
(
n∗(ν) ∆(ν) + n(ν) ∆∗(ν)
)
=
(
y2(ν) + 3 |∆(ν)|2
) (
∆(ν)3 +∆∗(ν)3
)
+ 9 |∆(ν)|4 x(ν) (H.25)
and substituting Eq. (H.21) and Eq. (H.22) and Eq. (H.11) and Eq. (H.12) we find the
relation,
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y5(ν)− x(ν) y4(ν) = −4 x(ν)3 α2(ν) + 12 x(ν)2 α3(ν)
+6 x(ν)
(
α2(ν)
2 − α4(ν)− 2 α3(ν)
2
α2(ν)
)
−8 α2(ν) α3(ν) + 12 α3(ν) α4(ν)
α2(ν)
. (H.26)
We analyse this expression for y5(ν)−x(ν) y4(ν) with the aid of Eq. (H.13–H.14) which
yields
y5(ν)− x(ν) y4(ν) = −4 x(ν)3 α2(ν) + 12 x(ν)2 α3(ν)
+12 x(ν)
(
α2(ν)
2 + 2 α4(ν)
)
−20 α2(ν) α3(ν) + 24 α5(ν) . (H.27)
That leads to an equation for x(ν) with the solution
x(ν) =
2
(
2 α2(ν) α5(ν)− α2(ν)2 α3(ν)− α3(ν) α4(ν)
)
3 α2(ν) α4(ν)− α2(ν)3 − 2 α3(ν)2
. (H.28)
We have stated above that these are non–linear equation systems which may have
several solutions. Surprisingly, here, we finally have a unique solution. This is because
the other solutions are related to this unique solution by the permutations of the three
levels.
H.2.1 Physical conditions on the parameters
We have stated in the very beginning of the Appendix that there are two conditions
which our primary parameters nj(ν) and Ej(ν) have to fulfil. Here, after changing
variables many times, we emphasise the following conditions required for our present
parameters n(ν) and ∆(ν).
1. −1
2
< <[n(ν)] < 1 and
∣∣∣=[n(ν)]∣∣∣ < −1√
3
(
<[n(ν)]− 1
)
2. =[b(ν)] = 0 .
The first condition means that all nj(ν) satisfy the condition 0 < nj(ν) < 1 . The
second condition guarantees that ∆(ν) is complex and, that equivalently, all ∆j(ν)
have different values. That means, all these three energy levels are different. We can
represent the first condition by an equilateral triangle on the n plane. The area inside
the triangle fulfils the first condition. The second condition can also be represented,
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Figure H.1: The equilateral triangle and the three lines represent the physical con-
ditions for the parameters n(ν) and ∆(ν)(Left). The dimensionless parameters
r˜3(ν), r˜4(ν) and r˜5(ν) plotted for the W1–interaction (Right).
related to the equilateral triangle mentioned above, by lines which divide the equilateral
triangle into two right triangles. On each line, two of those three energy levels become
equal. In Fig. H.1, we show how the two conditions are represented. Finally, the
allowed area is inside the triangle with the exclusion of the lines.
Here, we check whether the solution of the previous section fulfils these conditions.
In order to simplify this analysis, we introduce dimensionless parameters replacing the
high–temperature expansion coefficients, αn(ν) as following :
r˜3(ν) = 1− α2(ν)
3
α3(ν)2
(H.29)
r˜4(ν) = −1 + α2(ν) α4(ν)
α3(ν)2
(H.30)
r˜5(ν) = −1 + α2(ν)
2 α5(ν)
α3(ν)3
(H.31)
Then, we define dimensionless variables x(ν), a(ν) and b(ν) by
x(ν) =
α3(ν)
α2(ν)
(x(ν) + 1) , (H.32)
a(ν) + i b(ν) =
α3(ν)
α2(ν)
3
(a(ν) + i b(ν)) (H.33)
and get
x(ν) =
4 r˜5(ν)− 5 r˜4(ν) + r˜3(ν)
3 r˜4(ν) + r˜3(ν)
(H.34)
H.2. GENERAL SOLUTION 155
a(ν) = −
(
x(ν)3 + 3 x(ν) r˜4(ν) + r˜3(ν) + 3 r˜4(ν)
)
(H.35)
a(ν)2 + b(ν)2 =
(
x(ν)2 + 2 r˜4(ν) + r˜3(ν)
)3
. (H.36)
The dimensionless parameters r˜3(ν), r˜4(ν) and r˜5(ν) are smooth and well defined in
whole range of the filling factor, as shown in Fig. H.1. Thus, we express the solution
for n(ν) by these dimensionless parameters,
n(ν) =
i
2 b(ν)
(
a(ν)− i b(ν)
) 1
3
[
(x(ν) + 1)
(
a(ν)− i b(ν)
)
+
(
x(ν)2 − 2 x(ν) + r˜3(ν) + 4 r˜4(ν)
) (
a(ν)2 + b(ν)2
) 1
3
]
. (H.37)
There is a divergence in the parameter x(ν) when r˜3(ν)+ 3 r˜4(ν) = 0. We define νc by
r˜3(νc) + 3 r˜4(νc) = 0 . (H.38)
Finally, we find the ground state energy of the three–level model as the energy of the
lowest energy level of the three energy levels. The result for the energies is
Ej(ν) = α1(ν)− x(ν) + 2 |∆(ν)| cos
(
φ(ν) +
4pi
3
(k − 1)
)
, j = 1, 2, 3 (H.39)
where φ(ν) = 1
3
arctan[ b(ν)/a(ν) ].
Now we consider the case of the W1–interaction. From Eq. (H.38) we find
νc =
1
2
∓ 1
2
√
3957167
12202751
(H.40)
We check the limit of n(ν) where x(ν) goes to infinity using Eq. (H.35) and Eq. (H.36)
in Eq. (H.37) and find that
n(νc) = lim
x(ν)→∞
n(ν) = −1
2
− i
√
3
2
1√
r∗3
(H.41)
where r∗3 = limν→νc
r˜3(ν) ∼ 2.069902123. Here, we can see, that at these critical filling
factors, our parameter, n(νc), has arrived at the border of the allowed area for the
three–level model. From Eq. (H.41), <[n(νc)] = −1/2 which leads to n1(νc) = 0, and
that means one energy level, i. e., E1(νc), is empty. This leads us to conclusion that
at this filling factor, our three–level model collapses into a two–level model. We check
the value of n(ν) beyond this critical point, where ν ≤ νc and ν ≥ 1− νc, and find that
both conditions cannot be fullfiled in that area. The behaviour of parameter n(ν) in
neighbourhood of νc is shown in Fig. H.2.
However, inside the region where νc < ν < 1− νc both requirements are fulfilled.
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Figure H.2: The plots of the parameter n(ν) in the n–complex plane, in which the
triangle and the lines represent the required conditions, (a) for whole range of filling
factor (b) for filling factors in the neighbourhood of νc.
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