In this paper, we investigate behaviors of Maximal Dimension, a group invariant involving certain configuration of maximal subgroups, which we denote by MaxDim. We prove that in some special cases, MaxDim(G × H) = MaxDim(G) + MaxDim(H). We also prove a conjecture stated by Ellie Thieu which shows that groups with m < MaxDim can be constructed from groups with m < i.
Introduction and background
For a group G, a subset s ⊆ G of elements in G is a generating set if g, g ∈ s = G. s is said to be irredundant if g, g ∈ s \ {h} = g, g ∈ s for each h ∈ s. Thus for a finite group G, any generating set s contains an irredundant generating set, simply by removing the redundant elements one at a time from s. Note that this is generally not true for infinite groups, as has been mentioned in [7] by R. Fernando . In what follows, we consider exclusively only finite groups, which will not be mentioned again in the statements. With these in mind, we introduce two different notions of "dimension" for a group, whose associations has been studied for long. Denote by m(G) the maximal size of an irredundant generating set of G, and i(G) the maximal size of an irredundant set of G. By definition one clearly has m(G) ≤ i(G). It is not hard to see that these functions are not always equal, for example, if G = Z p ≀ Z p , then m(G) = 2 but i(G) = p.
There are several reasons these functions are called "dimension". First, one may observe that these functions generalizes dimension of a vector space, on which these conceptions coincide. Second, these functions clearly measure how "large" a group may be. Finally, thanks to the work of several mathematicians, it has been shown that these functions behave nicely on groups, e.g., m(G × H) = m(G) + m(H) and i(G × H) = i(G) + i(H) 1 . There is another counterpart of dimension for finite groups, which comes somehow naturally from generating sequences, and will be our main gradient. In order to define this function, let us introduce the following definition: * This material is based on work at 2017 Cornell University Math REU Program. The author want to express his acknowledgement to Professor R. Keith Dennis and graduate mentor Ravi Fernando for their guidance and encouragement. 1 The conclusion for i is more straightforward from Whiston's Lemma. For m, see [9] or [4] .
On additivity of MaxDim
In this section, we will prove that MaxDim(H × K) = MaxDim(H) + MaxDim(K) for appropriate H and K, and will present the obstacle to generality. First, we will introduce the following:
Lemma 2.1 (Goursat). Let H and K be groups. Then maximal subgroups of H × K come from one of the following two types: (1) . M × K for M maximal in H or H × M ′ for M ′ maximal in K. (2) . There exists a tuple (S, N, N ′ , α), where S is a simple group, N and N ′ are normal subgroups of H and K respectively, and α : H/N → K/N ′ ∼ = S is an isomorphism, such that ∆ ⊆ H × K is defined by ∆ = {(h, k) | α(h) =k}. (2) will be called pullback subgroups 2 .
Remark 2.2. Subgroups in (1) will be called standard subgroups, and subgroups in
Lemma 2.1 partially explains the reason why MaxDim is difficult to understand: one has to deal with pullback subgroups, which involves common simple quotients of H and K. One easy observation will be that if pullback subgroups do not exist, in other words, if H and K are coprime, then MaxDim(H ×K) = MaxDim(H)+MaxDim(K). This in fact can be generalized slightly to the following: Theorem 2.3. Let H and K be groups admitting no common nonabelian simple quotient. The following identity holds:
MaxDim(H × K) = MaxDim(H) + MaxDim(K)
with which a corollary: Corollary 2.4. Let H and K be groups such that one of them is solvable, then
Thus with the help of Theorem 2.3, the additivity of MaxDim on product of finite solvable groups has been settled. We proceed to the proof of Theorem 2.3, beginning with a lemma: 
Proof. Without loss of generality we assume that M i ∩ N are in general position for 1 ≤ i ≤ l and M j ∩ N contains the intersection of them for any j > l. So it remains to show that π(R ∩ M j ) for j > l are in general position. For this purpose, one need only show that for any l < j ≤ k, π(R ∩ M j ) does not contain
Without loss of generality assume j = k. Since clearly
we need only show that π(R ∩ M k ) does not contain the latter group, which is equivalent to that
This lemma is very similar to Whiston's argument 3 , but here we are working on a set of subgroups, hence readers may notice that the direction changes. Now we can prove Theorem 2.3:
Proof of Theorem 2.3. The proof is by the following strategy: given any set of maximal subgroups in general position, we replace pullback subgroups by standard subgroups in a way that does not change the total number of subgroups in question , so that the resulting set of maximal subgroups is still in general position. Let S = {M 1 , . . . , M k } be a collection of maximal subgroups of H × K in general position, if no maximal subgroups are pullbacks then k ≤ MaxDim(H) + MaxDim(K) and we are done. So suppose among S there is a pullback subgroup, say M k of the form ∆ (N,N ′ ,α) induced by N ✁ H and N ′ ✁ K and α : H/N ∼ = K/N ′ ∼ = Z p (By our assumption, pullback maximal subgroups must be of this form). Abbreviate it by ∆, we know that necessarily ∆ ∩ (N × N ′ ) = N × N ′ and must contain the intersection of M j ∩ (N × N ′ ) for j < k. This, together with Lemma 2.5, and the fact that Z 2 p is flat with i = 2, indicates that we may assume without loss of generality, either
for j < k − 1 are in general position and M k−1 contains the intersection of them. Let us now consider separately these two cases.
′ is trivial in the quotient, π(R) is not contained in at least one of them, say H/N . We claim in this case that 3 Interested readers may refer to [10] or [2] for more information
But the only subgroup of Z 2 p having i = 2 is the whole group, hence the claim holds. Now it is not hard to show, by the same argument as in the first case, that the set
This shows that in any case we can replace pullback subgroups by standard subgroups, and a repeated application of this gives k ≤ MaxDim(H) + MaxDim(K). This is true for any collection of maximal subgroups of the direct product, and we conclude that MaxDim(H × K) ≤ MaxDim(H) + MaxDim(K). On the other hand, it is trivial that MaxDim(H × K) ≥ MaxDim(H) + MaxDim(K), hence MaxDim(H × K) = MaxDim(H) + MaxDim(K). This completes the proof. Lemma 2.5 also yield the following: Proposition 2.6. Suppose H and K are groups and MaxDim(K) = i(K), then: 
is either a standard subgroup induced by some maximal M < H, or a pullback. In both cases, H ∩ M i will be an intersection of maximal subgroups. Indeed, if 
we claim that we can choose a maximal subgroup M ⊇ H 1 such that M, H 2 , . . . , H l are in general position. This is enough to show that l ≤ MaxDim(H). Suppose for any such M , the sequence fail to be in general position, then the only possibility is that M ⊇ ∩ 1<i≤l H i , since if H 1 ∩ H i are in general position for 1 < i ≤ l, so are M ∩ H i for any M ⊇ H 1 . But this implies that H 1 ⊇ ∩ 1<i≤l H i since H 1 equals the intersection of maximal subgroups containing it. This contradicts the fact that H i are in general position, so the claim holds. These arguments together give k ≤ MaxDim(H) + MaxDim(K). This is true for any set of maximal subgroups in general position, hence MaxDim(G) ≤ MaxDim(H) + MaxDim(K). Since the other inequality is trivial, the proof is complete. Theorem 2.3 and Proposition 2.6 cover a wide range of groups, e.g., all solvable groups, Mathieu groups, Janko groups J 1 , J 2 and all symmetric and alternating groups satisfy assumptions of Theorem 2.3 or Proposition 2.6 4 , hence MaxDim(H × K) = MaxDim(H) + MaxDim(K) if K is one of the above groups. These all provide strong evidence that in general, MaxDim is additive on product of groups.
It is not known yet in general, but in proving it or disproving it, one might need to consider S × S for S a simple group. There are some reasons for this: first of all,
MaxDim is additive automatically on S ×S
′ if S and S ′ are simple but not isomorphic; second, for any group G, one has the conception of rumpf, denoted by R(G), which is defined as the intersection of maximal normal subgroups, and it is easily seen that pullback subgroups are determined by G/R(G), which is a product of simple groups. To this direction, the biggest family of non-flat simple groups is that of linear groups, and we deal with a part of this family in the following: Proposition 2.7. Let PSL(2, p) be the projective special linear group over the field with p ≥ 5 elements, where p is a prime. Then the following identity holds:
Before coming to the proof, it is worthwhile to introduce some important results about PSL(2, p) that will be used in the proof. The first one is Dickson's complete classification of maximal subgroups of PSL(2, p).
Theorem 2.8 (Dickson). Maximal subgroups of PSL(2, p) comes from one of the following types:
(
Readers may refer to [6] for more details. In [11] , J. Whiston and J. Saxl proved that 3 ≤ m(PSL(2, p)) ≤ 4. This is in fact also true for MaxDim. In fact, in [3] , D. Collins computed explicitly the intersection of maximal subgroups of the first three types. The result can be summarized as the following:
Intersections of maximal subgroups of PSL(2, p) of first three types are: (1) .
In the following proof, we view PSL(2, p) both as matrices and as mobius functions on the space F p ∪ {∞} interchangebly. In any case, G a will be point stabiliser, and G {a,b} will be the elements that stabilize the set {a, b}.
Proof of Proposition 2.7.
Denote by G the group PSL(2, p). Let us first note that MaxDim(G) ≤ 4. Indeed, if MaxDim(G) > 4, then because i(A 5 ) = i(S 4 ) = 3, the set of subgroups attaining maximal length would all come from first three types in Theorem 2.8. But by Proposition 2.9, the intersection of any three maximal subgroups from first three types is a subgroup of Z 2 if they are in general position. This is a contradiction. Hence MaxDim(G) ≤ 4.
We fix some notations
}. These are the only maximal subgroups of G × G. Since the conclusion is trivial if no pullback subgroup is included, in what follows we assume that there is a pullback subgroup. Let
be standard maximal subgroups induced by M i , M ′ j < G, and ∆ id , ∆ σ1 , · · · , ∆ σn be pullback subgroups induced by id, σ i , such that these subgroups are in general position(note that we can always assume that ∆ id is included by applying appropriate automorphism), we wish to show that PSL(2, p) . On the other hand, by Proposition 2.9, it is easily seen that if four maximal subgroups are in general position, then their intersection must be trivial. This indicates that if k + s = 4, then n = 0 and the cardinality of the whole set is less than 2MaxDim(G).
So we may assume that k + s does not attain 4. But before working directly with all maximal subgroups, it seems convenient to first deal with ∆ σi 's. In the following, we prove that in order that ∩ i ∆ σi ∩ ∆ id be nontrivial, n must be less than or equal to 4.
We begin with pullback subgroups that are induced by inner homomorphism. Now let ∆ id , ∆ h1 , ∆ h2 , · · · , ∆ hn be maximal subgroups that are in general position, where ∆ hi is induced by the conjugation of h i , such that their intersection is not trivial. We show that n ≤ 3. It is easily seen that their intersection is {(g, g) | g commutes with
be the subgroup consists of elements commuting with S. Let H be the subgroup generated by all h i . If H = G then since G is simple, C(G) is trivial and hence the intersection is trivial. This shows that in order that the subgroups above have nontrivial intersection, H must be proper. We assume first that H is contained in some maximal subgroup of the first three kind. But before going on, we will list here some observations that will be used throughout the proof:
(a). Suppose h = diag{x, x −1 }, where where each matrix must have determinant one. If H < G a for some a, then consider C(h 1 ), it is a subgroup commuting with h 1 . Since h 1 fixes a, it also fixes ga for g ∈ C(h 1 ), hence in order that h 1 be nontrivial, all elements in C(h 1 ) can only possibly fix a or move a to another b(This is true by (2) of Proposition 2.9). If for all h i , all elements in C(h i ) fixes a, we show that n ≤ 2. Under appropriate conjugation, we may assume that a = ∞ and
where the second factor acts by multiplying on the left(viewed as subgroup of the unit elements in Z p ). Let
2 ) be an element that commute with both h 1 and h 2 , then we have the formula:
and more precisely the following matrix equation:
If the matrix on the left has determinant zero, then the two rows are linearly dependent, in which case C(h 1 ) = C(h 2 ), which cannot happen since the subgroups are in general position. Hence the only possibility is that the matrix is invertible, which means that there is only one possible solution for the above equation, i.e., (0, 1). Hence C(h 1 ) ∩ C(h 2 ) = 1 and n ≤ 2.
If
. This contradicts the fact that the subgroups are in general position.
Up to now the first case is all done and the conclusion is that whenever H < G a , n ≤ 2, or to say, for any three of the C(h i ), if they are in general position, their intersection must be trivial. Now consider the case where H < G {a,b} . Here we may well work at PSL(2, F p 2) which unifies type (2) and (3) 
And we cannot add any more h i in otherwise the intersection will be trivial. Finally, if we only choose element of antidiagonal form, and assume that we have chosen h i = Ad{y i , −y −1 i } for 1 ≤ i ≤ 3, and y 4 i are not all equal, then it is possible using same argument as above to show that
. This finishes the case where H < G {a,b} .
If H < S 4 or A 5 , and if n = 3, then the h i 's form an irredundant generating sequence for respective groups. Because in either case the group is strongly flat and has trivial center, the intersection will have to be trivial. Hence in order that the intersection being nontrivial, n ≤ 2. The same is true if H < A 4 .
The conclusion here is that if ∆ id , ∆ h1 , ∆ h2 , ∆ h3 are in general position, there intersection is a subset of Z 2 . We now apply an argument similar to Whiston's to pass the information to Aut(G) 5 . Suppose we have ∆ σ1 , · · · , ∆ σ4 together with ∆ id are in general position, and one of the σ i , say σ 1 is not an inner-morphism. 5 Here we use the fact that Out(G) = Z 2 .
Then we can multiply σ 1 appropriately to σ j 's to make them inner, say σ si 1 σ j is inner, and we have Rad(∆ σ1 , . . . ,
for j > 1. We claim that they are in general position. If not, say ∆ id ∩ ∆ σ Now we can finish the proof of the proposition. Suppose we are given some collections of maximal subgroups
where σ i 's are nontrivial automorphisms. We are done if MaxDim(G) = 4 since the argument above indicates that any time if pullback subgroups are included, the total number of maximal subgroups has to be no more than 8. If MaxDim(G) = 3, then in order that the equality fails, all but one of the maximal subgroups of the above need to be included. We show that this is impossible. Suppose we use all the ∆ σi , then the above argument shows that the intersection of these subgroups with ∆ id is either Z 2 or trivial, indicating that we can only possibly add one more in the set. So no more than three ∆ σi 's other than ∆ id can be included, and in order to attain 7, we need to use all standard maximal subgroups above, that is L Mi and R M ′ j . If the M i , M ′ j are all from first three types, then by easy computation, their intersection will be either trivial or isomorphic to Z 2 , in which case only 5 maximal subgroups can be included. Hence we must have some A 5 or S 4 in M i , M ′ j . But in this case, since i(A 5 ) = i(S 4 ) = 3 we conclude that we can possibly have 3 more choices of other types other than ∆ id . In either case, k + s + n + 1 ≤ 6 ≤ 2MaxDim(G). This is true for any set of maximal subgroups in which there is one pullback subgroup, and because it is trivially true if no pullback subgroup is used, we conclude that MaxDim(G × G) ≤ 2MaxDim(G). Since the other inequality is trivial, the proof is complete.
We conclude this section by some comments. First of all, it seems to the author that in proving or disproving MaxDim(S 2 ) = 2MaxDim(S) for simple S one will inevitably use classification theorem. Second, it is not hard to show that for a simple S, if MaxDim(S 2 ) = 2MaxDim(S), then MaxDim(S n ) = nMaxDim(S). Third, even if the identity holds for simple groups, there is no obvious evidence that it should be true in general. So before going into the proof for all simple groups, I think it is worthwhile to build the bridge from simple groups to general groups. R. Keith Dennis, on the other hand, suggested that one should first focus on simple groups and look for stronger properties than that in Proposition 2.7, among which there might be illustrations toward general situations. This is possibly doable because in Proposition 2.7, it seems very likely that once a pullback subgroup is included, the number of subgroups in general position is no greater than MaxDim(S) + 1. It will be great if such conclusion does hold, but by now we only know this holds for a small number of groups, i.e., flat simple groups. This is the following proposition proved by R. 
Relative versions of MaxDim
This section serves as a transition between Section 2 and Section 4, some definitions and results will be introduced and will be used in next section. In order to further understand Maximal Dimension, inspired by [4] , we come to the definition of relative versions of this function. The first one is the following:
Definition 3.1. Let G be a group and H < G, then the maximal dimension of G relative to H, which we denote by MaxDim(G, H), is defined by:
where the maximum is taken over all
The naturality of this definition can be seen in Lemma 2.5. There is another version, which comes naturally when studying group extensions: Our goal in this and next section is to use these two conceptions to study behaviors of maximal dimension under group extensions, especially extensions by abelian groups. To this vein, we prove the following: For the second statement, since Φ(N ) < Φ(H), we assume that H is Frattini free, which implies by our assumption that N is abelian. Note that if M is a maximal subgroup of H not containing N , we claim that M ∩ N is a maximal H-invariant subgroup of N . It is indeed H-invariant because M N = H, so we only need to show
This gives the bound l ≤ MaxDim H (N ). Now we proceed to prove that π(R) = H/N , which will complete the proof of the Proposition. Suppose R ′ is a subgroup of H such that π(R ′ ) = H/N , and M a maximal subgroup of H not containing N such that M ∩ N R ′ ∩ N . We claim that
1 n 2 , which indicates that n 1 m = n 2 r ∈ R ′ ∩ M . This element has image h. This shows that every element in H/N has a pre-image in
, and the proof is complete.
Proposition 3.3 gives several bounds on l, a value coming from Lemma 2.5 depending on the collection of maximal subgroups. There is a corollary to this which is also related to the previous section: 
which is equal to MaxDim(H/R(H)) + MaxDim(K/R(K)) by flatness. Combining these inequalities we get the desired result. Proposition 3.3 also yield the following corollary, which will be used in next section. Proof. Note that Proposition 3.5 gives the bound MaxDim(H) ≤ MaxDim T (N ) + MaxDim(T ). But since the sequence splits, it is very easy to demonstrate a sequence of that length, which consist of N 1 ⋊ T, . . . , N k ⋊ T and N ⋊ M 1 , . . . , N ⋊ M t where k = MaxDim T (N ) and t = MaxDim(T ).
Groups with MaxDim = m and groups with
MaxDim > m
In this section, we will give another proof, using the results and techniques in Section 3, the theorem that has been proved by E. Detomi and A. Lucchini in [5] , stating that if G ′ is nilpotent, then m(G) = MaxDim(G). Also, we will prove a proposition conjectured by Ellie Thieu in 2017 Cornell summer SPUR forum, which not only exhibits a connection between groups with m < MaxDim and groups with m < i, but also explains the reason that the group R = smallgroup(720, 774) found by R. Fernando in [7] is the smallest solvable group with m < MaxDim. In fact, the proof of this proposition is based on computations on GAP for R.
To begin with, we introduce the following version of Goursat lemma:
Lemma 4.1 (Goursat Lemma for G-groups). Let G be a group acting on H and K.
Proof. Let N = ∆∩H ×1. This is a G-invariant subgroup, and by definition a normal subgroup of ∆, being the kernel of the projection π 2 . Since ∆ projects on the first factor, N ✁ H. The same reason indicates that N ′ = ∆ ∩ 1 × K is normal. The rest of the statements will be routine check and will be omitted.
Another lemma important to us is a structure theorem for groups with nilpotent commutator subgroups: Proof. See [5] . Proof. Write G = F ⋊ H as in Lemma 4.2 and assume that G is Frattini Free, which implies that F can be decomposed into minimal H vector spaces. Since H is abelian, Corollary 3.5 is applied and we get that MaxDim(G) = MaxDim H (F ) + m(H). Since m(G) = m(H)+number of irreducible H components of F 7 , we are only left to prove that MaxDim H (F ) is exactly the number of complemented chief factors contained in F (i.e., the number of irreducible components of F ). For this purpose, we may assume without loss of generality, that F = V n for some minimal H module V and some n > 0. Let U be a maximal H-invariant subgroup of F , then by Lemma 4.1, U either discard one of the factors V totally(i.e., U = V n−1 ), or is determined by diagonally linking two copies of them(by some automorphism of V ). We show by induction that the number of maximal invariant subgroups used should always be less than or equal to the number of irreducible component. Now take any maximal subgroup U that is used, we deviate two cases. First, suppose U = V n−1 , i.e., U is of normal type. For any other W , since W = U , W either discard another copy of V , or is determined by diagonally linking two copies of V . In the first case, W ∩ U is clearly maximal in U . In the second case, if W links two copies of V that are both inside of U , then W ∩ U is a maximal invariant subspace of U determined by diagonally linking two copies of V . Otherwise W links two copies of V one of which is the complement of U . In this case, W ∩ U is the direct sum of V n−1 and the subspace of V consisting of fixed points of a nontrivial H-automorphism. Since V is minimal this latter space is trivial. Hence W ∩ U is maximal again. In either case W ∩ U is maximal and inductive hypothesis can be applied to give the bound. Second, suppose U is a diagonal subspace. In this case we also have that U ∼ = V n−1 . For any other W , if W is a normal form or is determined by diagonally linking a pair different from that of U , then W ∩ U is maximal. If W is determined by diagonally linking the same pair as U , but in a different way, then W ∩ U is again the direct sum of V n−2 with a diagonal subgroup determined by the fixed point space of a nontrivial H-automorphism of V , which is trivial by the same reason as above. Hence W ∩ U is maximal, and the inductive hypothesis can be applied. This proves that MaxDim H (F ) is indeed the number of irreducible components of F , and the proof is complete.
In [4] , D. Collins used relative versions of m to deal with m(G) − m(G/N ), by which he proved that m(G × H) = m(G) + m(H). In [9] , A. Lucchini investigated more closely the quantity m(G) − m(G/N ) for minimal normal N , and showed that this quantity only depends on the action of G on N . The above results come from the same idea, i.e., to look at MaxDim(G) − MaxDim(G/N ). But A. Lucchini proved(in private communication) that this value can be arbitrarily large even for minimal normal abelian N , so we are still not close to fully understanding this value. Next result is based on computations for R, which also gives a way to construct infinite class of groups with m < MaxDim. 
is a trivial H module, which is equivalent to that f takes constant value along the left cosets of H. Now let us choose such a function f ∈ V , taking 0 on H and 1 on all other left cosets. This is a nontrivial element in V . We claim that Stab(f ) = H. Pick s ∈ Stab(f ), then by definition sf (g) = f (g) for all g ∈ S. Taking g = 1 we see that sf (1) = f (s −1 ) = f (1), hence f (s −1 ) = 0 and so s ∈ H. On the other hand, for any h ∈ H, hf (g) = f (h −1 g) = f (h −1 gh) = f (g) as can be easily seen. Hence indeed Stab(f ) = H and the proof is complete.
Proof. (of Proposition 4.4) Fix a prime p not dividing the cardinality of S, and let H 1 , . . . , H n be subgroups of S that are in general position with n = i(S). For each i, there exists V i over F p and v i ∈ V i such that Stab(v i ) = H i . For each i, we can decompose V i into irreducible subspaces and the elements that stabilize v i stabilize all factors in the decomposition. Meanwhile, if ∩ 1≤i≤t M i , N 2 , . . . , N k are in general position, there must be some i such that M i , N 2 , . . . , N k are also in general position. Hence we may assume that each v i spans an irreducible component of V i under the action of S. Let V = V 1 ⊕ V 2 ⊕ · · · ⊕ V n , and consider G = V ⋊ S. First of all, it is easily seen using Lemma 1.3 that MaxDim(G) ≤ MaxDim S (V ) + i(S), so we must prove the other direction. We do this by exhibiting a sequence of this length.
Fix a decomposition of V , say W 1 ⊕W 2 ⊕· · ·⊕W m such that the first n factors are just W i = span S (v i ), the irreducible subspaces generated by each v i . Define maximal subgroups of G by M i = ( In fact, the pattern of subgroups of R is exactly of this form, and the reason m(R) < MaxDim(R) is because R has a non flat top S(smallest non flat group, in fact, by computation in GAP) and a bottom V which S acts on, such that stabilizers of elements in V play a role in making MaxDim one larger. This also shows that in Lemma 2.5, the subgroups π(R∩M j ) are not predictable in the quotient, in particular not necessarily maximal.
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