Abstract. This paper explores two simple and efficient pre-pruning strategies for the cost-sensitive decision tree algorithm to avoid overfitting. One is to limit the cost-sensitive decision trees to a depth of two. The other is to prune the trees with a pre-specified threshold. Empirical study shows that, compared to the error-based tree algorithm C4.5 and several other cost-sensitive tree algorithms, the new cost-sensitive decision trees with pre-pruning are more efficient and perform well on most UCI data sets.
Introduction
For most previous research on classification, the main goal is to develop algorithms that minimize the number of errors on previously unseen examples. This is valid only when the costs of different errors are equal. In many real-world applications, however, it is far from the case. For example, in medical diagnosis, the errors for diagnosing someone as healthy carries a very high cost when that person in fact has a life-threatening disease, compared to the cost from mistakenly diagnosing a healthy one as having the disease. Cost sensitive classification deals with such cases where misclassification costs are not equal.
Generally, there are three main types of strategies for cost sensitive classification, implemented by manipulating one of the three components respectively: the train data, the learning algorithm, and the output of the learned model [1] . Many approaches have been developed in the past few years in making the traditional cost-insensitive classification algorithms cost-sensitive. For example, [2] , [3] , [4] discussed neural networks for cost-sensitive classification; [5] and [6] worked on cost-sensitive evolutionary algorithm; [7] made support vector machines sensitive to the cost; [8] , [9] and [10] focused on the ensemble techniques such as bagging and boosting; decision tree algorithms, one of the most popular machine learning techniques, have also been studied fo cost-sensitivity.
Current research in cost-sensitive decision trees falls into two categories. The first category is concerned with making the attribute splitting criterion sensitive to cost [11, 12, 13] . The other category develops new or modified pruning algorithms to minimize the expected cost [14, 15] . In this paper, we propose two simple and efficient pre-pruning strategies for cost-sensitive decision trees to avoid overfitting. Compared to the classical error-based tree algorithm C4.5 and several other cost-sensitive tree algorithms, our cost-sensitive decision trees with pre-pruning are more efficient and perform well on most UCI data sets.
The rest of the paper is organized as follows. In section 2, we first review unpruned cost-sensitive decision tree [13] , which uses an attribute splitting criterion for reducing the total cost including the misclassification cost and test cost. Our new pre-pruning cost-sensitive trees are proposed after that. Then, we present our experiment results in section 3. Finally, section 4 draws conclusions and suggests future work.
Cost-Sensitive Decision Trees

Unpruned Cost Reduction Based Decision Tree
[13] proposes a new attribute splitting criterion for building cost-sensitive decision trees by minimizing the sum of misclassification and test cost [16] . In the decision tree building process, the algorithm directly chooses an attribute that reduces and minimizes the total cost (the sum of the misclassification cost and test cost) for the split, instead of choosing an attribute that minimizes the entropy (as in C4.5).
Similar to the traditional error-based decision tree algorithms, this cost minimization algorithm may have the deficiency of overfitting the training examples. That is, when a decision tree is built, some branches may be built reflecting anomalies in the train data due to noise or outliers, and this often leads to good performance on the train data but bad on test data. Pre-pruning and post-pruning are two typical methods to remove the least reliable branches and generally result in faster and better classification ability for independent test data. 
Cost-Sensitive Decision Trees with Pre-pruning
The algorithms we proposed in this paper are based on [13] , incorporating two simple pre-pruning methods, described below.
2-Level Tree.
With this approach, we just build the tree with no more than 2 levels. [18] and [19] have used similar approaches for error-based tree building, and shown that simpler trees often work quite well in many data sets. In this paper, we use the same idea in the cost-sensitive tree building process. The empirical study in section 3 will show that indeed the simple approach works quite well.
Threshold Pruning Tree. Another common approach for pre-pruning is imposing a pre-specified threshold on the splitting measure. Using cost reduction alone, the unpruned tree [13] would be expanded until the cost reduction is smaller than or equal to 0. We set a threshold on the cost reduction to avoid overfitting. We assume that the tree expansion is worthwhile only when the cost reduction is greater than the sum of False Positive(FP) and False Negative(FN) cost (we assume that the cost of True Positive and True Negative is 0). That is:
T hreshold = F P + F N For cost-sensitive trees with both pre-pruning methods, the following is used to label leaves. If the cost reduction is 0 or negative (for the 2-level trees), or if the cost reduction is less than the threshold (pre-specified threshold pruning), a leaf node is formed, and it should be labeled as the class minimizing the expected cost according to train data falling into the node. If no instance is falling into a node, then a leaf is also formed labeled as the class minimizing the expected cost of its parent node.
Empirical Study
Configuration
We conduct experiments on the new algorithms above and compare them against the classical error-based algorithm C4.5 and cost-sensitive algorithms including the original unpruned cost reduction tree [13] , weighting approach (with and without minimum expected cost) [20] and MetaCost [9] , all implemented in Weka [21] . Only misclassification cost is considered in this paper (other types of cost will be studied in the future work). 14 data sets from UCI Machine Learning Repository [22] are used in the empirical study, all of which have discrete attributes and binary class without missing values. Information on these data sets is tabulated in Table 1 .
Five cost matrices are used on these UCI data sets to evaluate the effects of different cost ratios. The costs of true positive and true negative are always set as 0, while false positive is always set to 1, and false negative cost is set to be 2, 5, 10, 20 and 50. This makes the cost ratio as 2, 5, 10, 20 and 50, which is supposed to show algorithms' performance with different cost ratios.
Under each cost matrix, 10-fold cross validation is performed on each data set. The experiment is repeated for 10 times and the average cost (total cost divided by the size of the test data) is recorded in the final results. Two-tailed t-test with a 95% confidence level is conducted to examine statistical significance.
Experiments Results
A total of 7 algorithms are compared; they are: pruned C4.5 labeled as "C4.5(P)", unpruned cost reduction tree [13] labeled as "CR", instance-weighting approach (with and without minimum expected cost) [20] with C4.5 labeled as "C4.5cs-mc"and "C4.5cs", MetaCost [9] with C4.5 labeled as "MetaCost", the proposed 2-level tree labeled as "CR-2", and the proposed threshold pruning tree labeled as "CRPrune". Table 2 lists the average misclassification cost, and Table 3 lists the corresponding summary on the t-test. Each entry w/t/l in Table ? ? means that the algorithm at the corresponding row wins in w data sets, ties in t data sets, and loses in l data sets, compared to the algorithm at the corresponding column. The same notation is used in Table 5 . Table 4 lists the average model training time (on a PC with Intel P4 3.0G Hz CPU and 512M memory), and Table 5 lists the corresponding summary with the t-test. As the cost ratio does not affect the model training time, we take only one cost ratio (cost ratio = 10) for the result. From the experiment results, several interesting observations can be made: First, when the cost ratio is rather low (cost ratio = 2), CR-2 and CRPrune perform better than CR: the w/t/l value on the average misclassification cost is 7/4/3 between CR-2 and CR, and 9/4/1 between CRPrune and CR. However, they do not outperform other algorithms. In fact, no algorithm wins all the time on all data sets; even cost-based algorithms do not always perform significantly better than error-based algorithms. The low cost ratio makes the task similar to error-based classification, where cost-sensitive approaches have no particular advantage.
Second, when the cost ratio is high (cost ratio ≥ 5), the proposed algorithms significantly outperform C4.5, CR and even C4.5cs-mc. In addition, CRPrune are comparable to C4.5cs and MetaCost, while CR-2 performs worse than them.
Third, the proposed new algorithms CR-2 and CRPrune are the definite winner on the model training time compared with all other algorithms. Simplicity and efficiency are certainly significant advantages of the proposed algorithms.
Conclusions and Future Work
This paper explores two simple and efficient pre-pruning strategies for the costsensitive decision tree algorithm to avoid overfitting. One is to limit the costsensitive decision trees to a depth of two. The other is to prune the trees with a pre-specified threshold. Empirical study shows that, compared to the errorbased tree algorithm C4.5 and several other cost-sensitive tree algorithms, our cost-sensitive decision trees with pre-pruning are more efficient and perform well on most UCI data sets.
In the future, we plan to incorporate other pruning methods in our algorithms. In addition, it is also valuable to extend our pre-pruning cost-sensitive trees to include other types of cost.
