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We consider an initial and boundary value problem for the one and two dimen-
sional wave equation with nonlinear damping concentrated on an interior point
and respectively on an interior curve. In the two dimensional case our main result
asserts that generically (i.e., for almost all interior curves) the solutions decay to
zero in the energy space. When the domain is strictly convex we show that,
whatever the interior curve is, the decay is not uniform. We generalize in this way
results known in one space dimension. Our main improvement of existing one-
dimensional results consists in giving sharp decay rates, provided that the initial
data are regular and the damping term is linear. A crucial intermediate step is the
proof of a generalization of Ingham’s inequality on nonharmonic Fourier series.
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1. INTRODUCTION
Let 0/Rn, n=1, 2 be an open bounded set and denote by 1 the bound-
ary of 0. We also consider #/0 a closed simple curve (in two space
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dimensions) or #=[a], a # 0 (in one space dimension). The main goal of
the present paper is to study the asymptotic behavior of solutions for the
following initial and boundary value problem:
u"&2u+ g(u$) $#=0, in 0_(0, ) (1.1)
u=0, on 1_(0, ) (1.2)
u(x, 0)=u0(x), u$(x, 0)=u1(x), in 0, (1.3)
where $# is the Dirac mass concentrated on # and by u$, u" we denoted the
time derivatives of u. The function g: R  R is supposed to be continuous
and strictly monotone, with g(0)=0. Equations (1.1)(1.3) are dissipative
since
E$(t)=&|
#
g(u$(x, t)) u$(x, t) d#, (1.4)
where E=E(t) is the energy
E(t)= 12 |
0
[|u$(x, t)| 2+|{u(x, t)| 2] dx.
The system (1.1)(1.3) was suggested to us by various models of vibrat-
ing elastic structures provided with piezoelectric actuators (see [3, 13, 16]).
The main novelty in this paper is that the damping is not acting at the
boundary or in an interior open set as in other related papers (see [6, 23,
24, 38]). In the case we study the damping term is concentrated on an inte-
rior curve or in an interior point. So a first difficulty arises as the existence
and regularity of solutions of (1.1)(1.3) has not been studied previously.
On the other hand it is clear that there exist sets # (the ‘‘nodal sets’’) such
that some eigenfunction ,, corresponding to the eigenvalue &* of the
Laplace operator, vanishes on #, so ei - * t,(x) is a constant energy solution
of (1.1)(1.3). However we shall prove that ‘‘generically’’ with respect to #
the energy of every solution goes to zero as t  , in other words strong
stabilization holds. In the one dimensional case # is reduced to a point and
the corresponding pointwise stabilization problem was studied in [12, 19].
The main results obtained in these papers assert that we have strong
stabilization for a dense set of control points, called ‘‘strategic’’. In the same
one dimensional case, by the use of Russell’s ‘‘stabilizabilitycon-
trollability’’ argument (see [33]), we can see that the energy decay is not
exponential (see [17, 19]). We shall generalize the results quoted above in
the following two directions:
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1. In the two dimensional case we prove the existence of a dense set
of ‘‘strategic curves’’ such that every solution of (1.1)(1.3) decays to zero
when t tends to infinity. If the domain is strictly convex and the damping
is linear we show that, whatever the interior curve is, the decay rate is not
uniform. Actually our counter-example can be extended to odd globally
Lipschitz nonlinearities.
2. In the one dimensional case we give decay rates for initial data
lying in spaces more regular than the energy space. If we take 0=(0, 1)
and #=[a], a # (0, 1) we show that the decay rate depends on the
diophantine approximation properties of the point a. An essential
preliminary result is a new inequality on nonharmonic Fourier series.
Moreover we show that our decay rates are sharp.
The plan of this paper is as follows: In the second section we introduce
some notations and preliminaries; in the third section we give the statement
of the main results; the fourth section contains the existence and unique-
ness results for (1.1)(1.3); Sections 57 contain the proofs of our main
results; we end up with a section devoted to further comments and other
related questions.
2. NOTATION AND PRELIMINARIES
We begin this section by introducing the set of curves which we shall
admit as damping regions. More precisely if ’, $>0 we shall denote by
K’, $ the set of functions #: [0, 1]  0/R2 satisfying to the conditions:
(C1) # is of class C 1;
(C2) |#$(s)|’, for all 0s1;
(C3) minx # 1 |#(s)&x|$, for all s # [0, 1];
where by |v| we denoted the length of a vector v # R2. On K’, $ we intro-
duce the usual C1 distance between two curves #1 and #2 , denoted by
d(#1 , #2). More precisely if #1 , #2 # K’, $ we introduce the notation
d(#1 , #2)= max
t # [0, 1]
[ |#1(t)&#2(t)|+|#$1(t)&#$2(t)|].
It is clear that, for all ’, $>0, K’, $ endowed with the distance d forms a
complete metric space. Concerning the boundary 1 of 0 we shall suppose
that it is locally Lipschitz.
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Remark 2.1. We notice that (1.1)(1.3) can be understood as the coupling
of two wave equations. Indeed it is easy to check that (1.1) is equivalent
to
u"&2u=0, in (0&#)_(0, ), i=1, 2,
[u]=0, _u&&= g(u$), on #_(0, ),
where [F] denotes the jump of the function F across #.
Remark 2.2. The wellposedness results for (1.1)(1.3) which will be
given in the next section still hold if we replace the set K’, $ defined above
by the set K=[# # C1([0, 1]; 0) s.t. |#$(t)|>0, \t # [0, 1]]. However, in
order to apply Baire’s theorem we have to use a complete metric space,
which is not the case for K endowed with the distance d. This is why we
use K’, $ instead of K.
Let us also recall a topological notion. If X is a topological space, the
subset A/X is called residual in X if A is a countable intersection of open,
dense sets in X. If X is a complete metric space and A is residual then, by
Baire’s theorem (cf. [22, p. 201]) the set A is dense in X. Moreover, the
complement of A is a set of first category in X.
In order to study the one dimensional version of (1.1)(1.3) we shall also
need some results from the theory of diophantine approximation. For a
real number \, we denote by _\_ the difference, taken positively, between
\ and the nearest integer, i.e.,
_\_=min
n # Z
|\&n|.
Let us also denote by S the set of all irrationals \ # ]0, 1[ such that if
[0, a1 , ..., an , ...] is the expansion of \ as a continued fraction (see [10] for
the definition), then (an) is bounded. The set S plays a very important role
in our control problem. Let us notice that S is obviously uncountable and,
by classical results on diophantine approximation (cf., [10, p. 120]), its
Lebesgue measure is equal to zero. In particular, by EulerLagrange
theorem (cf. [25, p. 57]) S contains the irrational quadratic numbers (i.e.,
satisfying a second degree equation with rational coefficients). We shall
essentially use the fact that the elements of S are badly approximable by
rational numbers. More precisely, the following result holds true (cf., [25,
p. 24])
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Proposition 2.1. A number \ # (0, 1) is in S if and only if there exists
a constant C>0 such that
_q\_
C
q
, (2.1)
for all strictly positive integer q.
The next proposition, which is proved in [10, p. 120], shows that an
inequality slightly weaker than (2.1) holds for almost all points in (0, 1).
Proposition 2.2. For any =>0 there exists a set B= /(0, 1) having the
Lebesgue measure equal to 1 and a constant C>0, such that for any \ # B=
_q\_
C
q1+=
, (2.2)
for any strictly positive integer q.
Let us notice that by Roth’s theorem (cf., [10, p. 104]), for all =>0 B=
contains all algebraic irrational numbers in (0, 1).
3. STATEMENT OF THE MAIN RESULTS
In the case of two space dimensions, our main result generalizes the well-
known assertions concerning the genericity of strategic points in one space
dimension.
Theorem 3.1. Suppose that 0 is an open subset of R2. Then for all
’, $>0 there exists a set N’, $ , residual in K’, $ , such that if # # N’, $ then
every solution u of (1.1)(1.3) satisfies
lim
t  
(&u(t)&H 1(0)+&u$(t)&L2(0))=0. (3.1)
Remark 3.1. In one space dimension, i.e., if 0=(0, 1), #=[a] a ver-
sion of Theorem 3.1 is well-known (see [12, 19]). This version says that
the solution u of (1.1)(1.3) satisfies (3.1) if and only if a  Q.
The next theorem shows that the decay to zero cannot be uniform in the
energy space, at least for a linear feedback and a strictly convex domain.
The results in Theorem 3.2 are essentially contained in previous literature
(see Remark 3.2 below). However we give here a precise statement.
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Theorem 3.2. Suppose that g(u)=u, the space dimension is equal to two
(resp. equal to one), 0 is strictly convex (resp. 0=(0, 1)) and # # N’, $ (resp.
#=[a], a # (0, 1)&Q). Then, for all time T and any constant =>0, there
exist initial data u0 # H 10(0), u
1 # L2(0) such that the solution u of
(1.1)(1.3) satisfies the conditions
&[u0, u1]&H10(0)_L2(0) =1,
&[u(t), u$(t)]&H10(0)_L2(0)>1&=, 0t<T.
Remark 3.2. In the 2D case the theorem above is essentially a conse-
quence of a geometric optics argument from [30] (see also [5, 6, 7]).
In the interval case the result is contained in [2] (see also Theorem 3.5
below).
Remark 3.3. Theorem 3.2 can also be interpreted as follows: For given
# # N’, $ (resp. #=[a], a  Q) and h: R+  R+, with h(t)  0 when t  ,
there exist initial data u0 # H 10(0), u1 # L
2(0) such that
&u(tn)&H 10(0)+&u$(tn)&L2(0)
h(tn)(&u(0)&H10(0)+&u$(0)&L2(0)), along a sequence tn  .
In the case of one space dimension our main result provides uniform
decay rates for initial data in spaces of functions which are more regular
than those of the energy space. These decay rates are strongly dependent
on the diophantine approximation properties of the point a # (0, 1). In
order to state the precise results we shall consider a subspace of H 10(0, 1)_
L2(0, 1) defined by
D(A)={(u, v) # [H 10(0, 1)]2 | u # H2(0, a) & H2(a, 1),
u
x
(a+)&
u
x
(a&)=v(a)= , (3.2)
endowed with the norm
&(u, v)&2D(A)=&u&
2
H 2(0, a)+&u&
2
H 2(a, 1)+&v&
2
H 1(0, 1) (3.3)
(see Remark 4.1 for the justification of this notation).
The decay rate in the one dimensional case is given by the following
result:
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Theorem 3.3. (1) Suppose that 0=(0, 1), #=[a] with a # S (where
S was defined in Section 2). Then there exists a constant C1>0 (depending
on a) such that
&[u(t), u$(t)]&H10(0, 1)_L2(0, 1)

C1
- t+1
&(u0, u1)&D(A) , \(u0, u1) # D(A), \t0. (3.4)
In particular (3.4) holds true if a is irrational and it satisfies a second degree
equation with rational coefficients.
(2) If =>0, a # B= (see Section 2 for the definition of B=) then there
exists a constant C2>0 (depending on a and =) such that
&[u(t), u$(t)]&H 10(0, 1)_L2(0, 1)

C2
(t+1)12(1+=)
&(u0, u1)&D(A) , \(u0, u1) # D(A), \t0. (3.5)
In particular (3.5) holds true if a is an algebraic irrational.
A crucial intermediate step in the proof of Theorem 3.3 will be the
following inequality on nonharmonic Fourier series.
Theorem 3.4. Let (+n), (&n)/R be two strictly increasing sequences
such that
+n+1&+nd, &n+1&&nd, |+n&+n |d, +p {&q , \n, p, q # Z,
(3.6)
where d>0 is a positive constant. Then there exist T0>0 and a constant
C>0 (depending on d ) such that
|
T
0 } :n # Z } an(e
i+nt&ei&nt)+bnei+nt }
2
C :
n # Z
[|an(+n&&n)| 2+|bn | 2], (3.7)
for all (an), (bn) # l 2(R).
Remark 3.4. Let us notice that inequality (3.7) can be interpreted as a
generalization of a result in [37] as we make no assumption on the size of
d in (3.6) (see also [11] where precise estimates on T are given in a par-
ticular case). On the other hand the result in Theorem 3.4 is equivalent (see
also Lemma 7.3 below) to the fact that inequality
|
T
0 } :n # Z ane
i:nt }
2
C { :n # Z [|an+an+1 |
2+|an&an+1 |2 (:n&:n+1)2]= ,
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holds true for any strictly increasing sequence (:n) satisfying
:n+2&:n2d, \n # Z.
This is why our result is a generalization of a well-known inequality of
Ingham (see [21]) as the sequence of frequencies is not supposed to have
an asymptotic gap.
Finally let us also state the following result showing that estimate (3.4)
in Theorem 3.3 is sharp.
Theorem 3.5. Suppose that 0=(0, 1), g(u)=u and a # (0, 1) & (R&Q).
Then there exist a sequence (un) # C((0, ), D(A)), a sequence (tn)/(0, ),
tn   and a constant C>0 such that un(t) satisfies (1.1), (1.2), and
&[un(tn), u$n(tn)]&H 10(0, 1)_L2(0, 1)
C
- tn
&[un(0), u$n(0)]&D(A) (3.8)
The proof of Theorem 3.5 is given in [36].
4. EXISTENCE AND UNIQUENESS OF SOLUTIONS
The well-posedness of (1.1)(1.3) will be studied by the use of the theory
of nonlinear monotone operators. We begin by writing the system
(1.1)(1.3) in the variational form
((u$, ,) )$+({u, {,) +|
#
g(u$) , d#=0, \, # H 10(0), (4.1)
where ( } , } ) denotes both the scalar product in L2(0) and [L2(0)]2. Let
A denote the Riesz isomorphism from H 10(0) to H
&1(0), i.e.,
(A,, , )=|
0
{, {, dx, \,, , # H 10(0). (4.2)
We also introduce, in a formal way for the moment, a nonlinear operator
B defined by
(B(,), , )=|
#
g(,) , d#, \,, , # H 10(0). (4.3)
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Lemma 4.1. Let # be an admissible curve. Moreover assume that g is
continuous, increasing, and that
| g(!)|=O( |!| r)( |!|  ), (4.4)
for some r # R. Then B is a monotone, hemicontinuous operator from H 10(0)
to H&1(0) and B(0)=0.
Proof. As #$(t){0, for all t # [0, 1], by the implicit function theorem #
is locally the graph of a C1 function y= p(x). This is why, if , # H 10(0), we
can apply the trace theorem to get , |# # H12(#). Since # is an one dimensional
manifold, by Sobolev’s imbedding theorem we obtain that , |# # Lq(#), for all
q # [1, ). By the continuity of g and (4.4) it follows that g(,) # L2(#),
hence B(,) # H&1(0), for all , # H 10(0). Monotonicity of B and the fact
that B(0)=0 follow from the corresponding properties of g while hemicon-
tinuity of B is a consequence of the continuity of g, (4.4) and the Lebesgue
dominated convergence theorem. K
Using the notations (4.2) and (4.3), relation (4.1) may be written as
u"+B(u$)+Au=0, in H&1(0). (4.5)
Let us denote by X the energy space H 10(0)_L
2(0) and introduce the
operators
C=\A0
0
I+ , A=\
0
A
&A
B + .
Then C is the Riesz isomorphism from X onto X* and (4.5) becomes
CU$+AU=0, in X*=H&1(0)_L2(0), (4.6)
where U=( uv) and v=u$.
If we define
D(A)=[U # X | Au+Bv # L2(0), v # H 10(0)],
and we suppose that U(t) # D(A), Eq. (4.6) becomes
U$+C&1AU=0, in X. (4.7)
If we add the initial condition
U(0)=U0, U 0=\u
0
u1+ # X, (4.8)
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to (4.7), we notice that (4.7), (4.8) represent the abstract form of
(1.1)(1.3). The well-posedness theorem for (1.1)(1.3) will be a simple con-
sequence of the following result:
Lemma 4.2. Under the assumptions of Lemma 4.1, D(A) is dense in X
and &C&1A is the generator of a continuous semigroup of nonlinear con-
tractions in X.
Proof. The density of D(A) in X is a consequence of the fact that
D(A) contains V, where
V={\uv+ # (H 2(0&#) & H 10(0))_H 10(0) | g(v) |#=_
u
&&# = , (4.9)
where by [u&]# we denote the jump on # of the norm derivative of u.
If we suppose that X is endowed with the scalar product
\\u1v1 + , \
u2
v2 ++X =|0 ({u1 } {u2+v1v2) dx,
a simple calculation shows that
\C&1 \A \u1v1 +&A \
u2
v2 ++ , \
u1
v1+&\
u2
v2 ++X
=|
#
(g(v1)& g(v2))(v1&v2) d#0, \ \uv+ # D(A),
so C&1A is monotone. In order to prove that &C&1A generates a semi-
group of non-linear contractions on X we have only to show that
(I+C&1A)(D(A))=X, where I is the identity map on X.
Let ( fh) # X and consider the equation
C \uv++A \
u
v+=C \
f
h + ,
which can be written as
Au&Av=Af, (4.10)
v+Au+B(v)=h. (4.11)
From (4.10) it follows that u=v+ f, so (4.11) becomes
v+Av+B(v)=h&Af # H&1(0). (4.12)
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The operator I+A+B (where I is the injection of H 10(0) into H
&1(0))
is monotone, hemicontinuous and strictly coercive on H 10(0). By
Theorem 1.1 in [9] it follows that I+A+B is onto from H 10(0) to
H&1(0), so (4.12) has a unique solution v # H 10(0). Going back to
(4.10)(4.11) we obtain that u=v+ f # H 10(0) and Au+B(v)=h&v #
L2(0) so ( uv) # D(A). K
As a consequence of Lemma 4.2 and of Theorem 3.1 from [4, p. 152] we
obtain the following existence and uniqueness result
Theorem 4.3. If ’, $>0, # # K’, $ and U0=( u
0
u1) # D(A), then the initial
and boundary value problem (1.1)(1.3) admits a unique strong solution u
(i.e., ( uu$) # C([0, ), D(A))). Moreover, if U
0=( u
0
u1) # X then the initial and
boundary value problem (1.1)(1.3) admits a unique mild solution (i.e.,
( uu$) # C([0, ), X)), which is defined as limit of strong solutions.
In order to study the asymptotic behavior of (1.1)(1.3) we shall need
the following compactness result.
Lemma 4.4. Suppose that ’, $>0 and # # K’, $ . Then D(A) is compactly
imbedded in X and (I+C&1A)&1 is compact from X into X.
Proof. It is enough to notice that (I+C&1A)&1 maps continuously X
onto D(A), L2(0)_H&1(0) onto X and that X is compactly imbedded in
L2(0)_H &1(0). K
Remark 4.1. If we assume that the curves # and 1 are of class C2 and
that # is a closed simple curve we can apply Nirenberg’s translations
method (cf., [27]) to show that D(A) is equal to V, where V is defined by
(4.9). Moreover in the one dimensional case it is simple routine to show
that D(A) is given by (3.2).
5. PROOF OF THEOREM 3.1
The aim of this section is to give a proof of Theorem 3.1, asserting that
strong stabilization holds generically with respect to the curve #.
Let us first recall that, by the invariance principle of LaSalle the energy
decay property is reduced to a unique continuation property. More
precisely, following the outline of [14] and [15] one can easily prove the
following result
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Lemma 5.1. Suppose that the only function satisfying the conditions
w"&2w=0, in 0_(0, ) (5.1)
w=0, on 1_(0, ), (5.2)
w$=0, on #_(0, ), (5.3)
is w#0. Then, for any u0 # H 10(0), u
1 # L2(0) the solution of (1.1)(1.3)
satisfies
lim
t  
(&u(t)&H 1(0)+&u$(t)&L2(0))=0. (5.4)
For particular geometries of 0 it is easy to construct examples of curves
# such that the assumption of Lemma 5.1 does not hold true (the so called
‘‘nodal curves’’, where some eigenfunctions of the Laplacian are vanishing).
However, we shall prove that generically the assumption of Lemma 5.1
holds true.
Let us first denote by &*i , i1 the distinct eigenvalues of the Laplace
operator, with 0<*1<*2< } } } *n< } } } . The set N’, $ is defined as follows:
Definition 5.1. A curve # # K’, $ is strategic (and we write # # N’, $) if
for all , # i=1 ker (2+*iI ), ,0 we have , |# 0.
Remark 4.1. According to the definition above we see that, if (ui)i1 is
a basis of L2(0) formed by eigenfunctions of the Laplacian, the condition
# # N’, $ is stronger than the condition ui | # {0, \i1, as soon as there
exist multiple eigenvalues. In fact, by Definition 4.1, if # # N’, $ then all
linear combinations formed by elements of (ui) corresponding to the same
eigenvalue are not vanishing on #.
It is clear that Theorem 3.1 is a consequence of Lemma 5.1 and of the
following results
Lemma 5.2. If ’, $>0 and # # N’, $ , then w#0 is the only solution of
(5.1)(5.3).
Lemma 5.3. The set N’, $ is residual in K’, $ , for all ’, $>0. Moreover
N’, $ is dense in K’, $ .
Lemma 5.2 is a direct consequence of the obvious equality
lim
t  
1
T |
T
0
ei - *n te&i - *m t dt=0,
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if m{n, so we shall skip the proof (see [14] for a similar result). This is
why the rest of this section is devoted to the proof of Lemma 5.3.
Similar ideas were used in [1] for proving genericity of simple eigen-
values for the Laplacian.
We shall need the following result:
Lemma 5.4. Let (ui) i=1,  be an orthonormal basis of L2(0) formed by
eigenvectors of the Laplace operator. The set Z of points x # 0 such that
ui (x){0, for all i1 is dense in 0.
Proof. According to a well known result (see, e.g. [8]) the functions ui
are continuous, so the set of points x # 0 such that ui (x){0, is open in 0
for all i1. On the other hand, by Holmgren’s uniqueness theorem the
interior of the set of points x # 0 such that ui (x)=0, is empty, for all i1,
so by Baire’s lemma, we obtain that Z is dense. K
Proof of Lemma 5.3. For fixed $>0, let us define the sets
An={# # K’, $ s.t. w |# 0, \w # .
n
i=1
ker (2+*i I), with &w&=1= .
One obviously has An+1 /An so, in order to show that N’, $ is residual in
K’, $ it suffices to prove that the following two assertions hold true:
(1) The set An is open in K’, $ , \n0.
(2) The set An+1 is dense in An , \n0.
In order to prove assertion (1) we shall use induction after n. Let us sup-
pose that An is open for n=1, ..., k. Let us first notice that
Ak+1=Ak & [# # K’, $ s.t. w |# 0, \w # ker (2+*k+1I), with &w&=1].
On the other hand it is simple to prove that
[# # K’, $ s.t. w |# 0, \w # ker (2+*k+1 I), with &w&=1],
is open in K’, $ . It follows that Ak+1 is also open.
Let us now check property (2). Consider again the orthonormal basis of
L2(0) formed by eigenvectors of the Laplace operator and denoted by
(ui) i=1,  . For # # An&An+1 and an arbitrary =>0 we shall construct a
curve #" # K’, $ such that
#" # An+1 , d(#, #")<=. (5.5)
Let us fix x0 # #. By Lemma 5.4 we can deform # into a curve #$ # An such
that d(#, #$)<=2 and ui (x$0){0, \i1 (here x$0 # #$). If *n+1 is simple the
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proof is concluded. For the sake of simplicity we shall first suppose that the
multiplicity of the eigenvalue *n+1 is two and let [ui0 , ui0+1] be a basis of
ker (*n+1I+2). If #$ # An+1 there is nothing to prove. If #$  An+1 then
there exists a constant :{0 such that
ui0(x)=:ui0+1(x), \x # #$. (5.6)
As : in (5.6) is the same for all points x # #$ we obtain:
:=
ui0(x$0)
ui0+1(x$0)
. (5.7)
Let us consider now a function #~ : [0, 1]_[0, 1]  R2 having the proper-
ties:
(A) #~ (t, } ) # K’, $ , \t # [0, 1];
(B) #~ (0, } )=#$;
(C) #~ (t, 0)=x$0 , \t # [0, 1];
(D) d(#~ (t, } ), #$)<=2, \t # [0, 1];
(E) the interior of the set #~ ([0, 1]_[0, 1]) is not empty.
If there exists t0 # [0, 1] such that the restrictions of ui0 and ui0+1 to #~ (t0 , } )
are linearly independent, the curve #"=#(t0 , } ) satisfies (5.5). Let us now
assume that the restrictions of ui0 and ui0+1 to #~ (t0 , } ) are linearly depend-
ent for all t # [0, 1]. By assumptions (C) and (E) it follows that
ui0(x)=:ui0+1(x), \x # D, (5.8)
where D is an open subset of 0 and : is given by (5.7). On the other hand,
the function v(x)=ui0&:ui0+1(x) satisfies the equation
2v(x)+*n+1v(x)=0, \x # 0. (5.9)
From (5.8) and (5.9), by Holmgren’s uniqueness theorem, we obtain that
v#0 in 0, so ui0(x)=:ui0+1(x), \x # 0, which is obviously false. If the
multiplicity of *n+1 is equal to +n+13 the proof can be accomplished in
a similar way by using deformations with +n+1&1 fixed points.
Remark 4.2. As (K’, $ , d) is a complete metric space, by Baire’s
Theorem (see [22, p. 201]) we obtain that N’, $ is dense in K’, $ .
The use of the C1 distance d allows us to work in a complete metric
space but presents the inconvenient that one may have d(#1 , #2){0 even if
#1 , #2 represent the same geometric object (with different parametrizations).
This is why it is interesting to use also the Hausdorff distance between two
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curves #1 , #2 , denoted by \(#1 , #2) and defined in the following way (cf.,
[29, p. 31]):
$0(x, #)= inf
t # [0, 1]
|x&#(t)|, \x # R2, \# # K’, $ ,
\0(#1 , #2)= sup
t # [0, 1]
$0(#1(t), #2),
\(#1 , #2)=max[\0(#1 , #2), \0(#2 , #1)].
If we consider the metric space (K’, $ , \) the following result holds.
Proposition 5.5. The set N’, $ is dense in the metric space (K’, $ , \).
Proof. As (K’, $ , \) is not a complete metric space we cannot apply
Baire’s Theorem. However the conclusion follows by simply using the facts
that there exists a constant C>0 such that
\(#1 , #2)Cd(#1 , #2), \#1 , #2 # K&, $ ,
and that N’, $ is dense in K’, $ endowed with the metric d. K
According to Theorem 3.2 the decay to zero is not uniform in the energy
space, at least if | is strictly convex and the damping is linear. However,
as noticed in other similar situations (see [26, 34]) the energy decay can
be uniform for all initial data bounded in a norm which is stronger than
the energy norm. In our case the following result holds true.
Proposition 5.6. Suppose that # # N’, $ and that u satisfies (1.1)(1.3)
with
(u0, u1) # D(A), &(u0, u1)&D(A)=1. (5.10)
Then, for all =>0, there exists T>0 (independent of (u0, u1) satisfying
(5.10)) such that
&[u(t), u$(t)]&H 10(0)_L2(0)<=, \t>T.
The proof can be easily obtained by a compactness argument so we shall
skip it.
As a consequence of Proposition 5.6 we easily obtain
Corollary 5.7. If # # N’, $ then there exist a function h: [0, )  R
with limt   h(t)=0, such that the solution u of (1.1)(1.3) satisfies
&[u(t), u$(t)]&H10(0)_L2(0)<h(t) &(u
0, u1)&D(A) ,
\(u0, u1) # D(A), \t0.
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The function h in the Corollary above can be precisely estimated in the
interval case as shown in Theorem 3.3.
6. PROOF OF THEOREM 3.4
We will use two technical lemmas. The first one is known as Hilbert’s
inequality and it is proved, for example in [28].
Lemma 6.1. Let (+n)/R be a sequence such that
+n+1&+nd>0, \n0.
Consider the linear operator L: l2(C)  l2(C) defined by the infinite matrix
(Lmn) where
Lm={
1
+m&+n
if m{n
0 if m=n.
Then L is a bounded linear operator and
&L&L(l2, l2)
?
d
.
The second technical result is a direct consequence of Schur’s lemma and
can be proved by a simple application of the CauchySchwartz inequality.
Lemma 6.2. Let (+n), (&n)/R be two sequences such that
+n+1&+nd>0, &n+1&&nd>0, \n0.
Consider the linear operator S: l2(C)  l2(C) defined by the infinite matrix
(Smn) where
Smn={
1
(+m&+n)(&m&&m)
if m{n
0 if m=n.
Then S is a bounded linear operator and
&S&L(l2, l2)
?2
3d 2
.
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Before proving Theorem 3.4 notice that, a simple calculation yields
|
T
0 } :n # Z an(e
i+n t&ei&nt)+bnei+nt }
2
= :
n # Z
An+ :
n{m
(Anm+Bnm+Bnm +Cnm), (6.1)
where
An=T |bn | 2+|an | 2 |
T
0
|ei+nt&ei&nt| 2 dt
+2Re _anb n |
T
0
(ei+nt&ei&nt) e&i+nt dt& , (6.2)
Anm=bnb m |
T
0
ei(+n&+m) t dt, (6.3)
Bnm=anb m |
T
0
(ei+nt&ei&nt) e&i+mt dt, (6.4)
Cnm=ana m |
T
0
(ei+nt&ei&nt)(e&i+m t&e&i&m t) dt. (6.5)
In order to estimate the diagonal term An we shall use the following result
Lemma 6.3. The inequality
}1&sin(=)= +i
1&cos(=)
= }
2

3
2 \1&
sin(=)
= + , (6.6)
holds true for any =>0.
Proof. A simple calculation shows that (6.6) is equivalent to the
inequality
H(=)=
=2
2
+
=
2
sin(=)+2 cos(=)&20, \=>0.
One can easily check that H(0)=H$(0)=H"(0)=H$$$(0)=0 and H$$$(=)=
(sin(=)&= cos(=))20 for = # [0, 4], so H(=)0 if = # [0, 4]. It is easy to
see that H(=) is positive for = # (4, ) too. K
We can now prove the following estimate of the diagonal term An .
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Lemma 6.4. If An is defined by (6.2) and =n=T(+n&&n) then
AnT _\1&- 32 + |bn | 2+(2&- 3) \1&
sin(=n)
=n + |an | 2& . (6.7)
Proof. After some simple calculations we obtain
An=T _ |bn | 2+2 \1&sin(=n)=n + |an | 2
+2Re _\1&sin(=n)=n +i
1&cos(=n)
=n + anb n&& .
Now applying Lemma 6.3 we obtain
AnT _ |bn | 2+2 \1&sin(=n)=n + |an | 2&2 - 3 \1&
sin(=n)
=n
|an |+ |bn |- 2& ,
which obviously implies (6.7). K
We shall now evaluate the nondiagonal terms in (6.1). The first one can
be estimated as follows:
Lemma 6.5. If Amn is defined by (6.3) then we have
} :n{m Anm }
2?
d
:
n # Z
|bn | 2. (6.8)
Proof. After a simple calculation we obtain
:
n{m
Anm= :
n{m
1
+n&+m
ei+nTbn e&i+m Tb m& :
n{m
1
+n&+m
bnb m .
Relation above implies (6.8) by simply applying Lemma 6.1. K
Concerning the second non diagonal term in (6.1) the following result
holds true
Lemma 6.6. If Bmn is defined by (6.4) and =n=T(+n&&n) then we have
} :n{m Bnm }max {
2?
d
,
2?2
3d 2={ :n # Z _ |an |
2 sin2 \=n2 +& :n # Z |bn |
2
+ :
n # Z
|an(+n&&n)| 2 :
n # Z
|bn | 2= . (6.9)
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Proof. A simple calculation shows that
|
T
0
(ei+nt&ei&n t) e&i+mt dt
=
1
i _
e&i+m T
+n&+m
(ei+n T&ei&nT)+
+n&&n
(+n&+m)(&n&&m)
(1&ei(&n&+m) T)& .
(6.10)
On the other hand it is easy to show that assumption (3.6) combined with
Lemma 6.2 and the CauchySchwartz inequality gives
} :n{m
+n&&n
(+n&+m)(&n&&m)
(1&ei(&n&+m) T) anbm }

2?2
3d 2  :n # Z |an(+n&&n)|
2 :
n # Z
|bn | 2. (6.11)
Concerning the first term in the right hand side of (6.10) by Lemma 6.1
and the identity
|ei+nT&ei&nT|=2 } sin \=n2 +} ,
we obtain
} :n{m
e&i+m T
+n&+m
(ei+n T&ei&nT) anbm }

2?
d  :n # Z _ |an |
2 sin2 \=n2 +& :n # Z |bn |
2. (6.12)
The conclusion (6.9) is now obtained by applying (6.11) and (6.12). K
Lemma 6.7. If Cnm is defined by (6.5) and =n=T(+n&&n) then we have
} :n{m Cnm }C0 { :n # Z _ |an |
2 sin2 \=n2 +& :n # Z |an(+n&&n)|
2
+ :
n # Z _ |an |
2 sin2 \=n2 +&+ :n # Z |an(+n&&n)|
2= , (6.13)
where C0 is a constant depending only on d.
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Proof. After some tedious calculations we notice that Cnm can be
decomposed as
Cnm=(&i)(Dnm+Enm+Fnm) ana m , (6.14)
where
Dnm=
(&n&+n)(&m&+m)(+n+&n&+m&&m)
(+n&+m)(&n&&m)(&m&+m)(&n&&m)
, (6.15)
Enm=
(e&i+m T&e&i&mT)(ei+nT&ei&nT)
+n&+m
&
(e&i+mT&e&i&mT)(+n&&n) ei&nT
(+n&+m)(&n&+m)
, (6.16)
Fnm=
ei(+n&&n) T (+n&&n)(+m&&m)
(+n&&m)(&n&+m)(&n&&m)
&
(ei+nT&ei&nT) e&i&nT (+m&&m)
(&n&+n)(&n&+m)
&
e&i(+n&&n) T (+m&&m)(+n&&n)
(+n&+m)(+n&&m)(&n&+m)
.
(6.17)
Lemma 6.1 and Lemma 6.2 imply the existence of C1 , C2 , C3>0 (depend-
ing only on d ) such that
} :n{m Dnmana m }C1 :n # Z |an(+n&&n)|
2, (6.18)
} :n{m Enmana m }C2 :n # Z |an |
2 sin2 \=n2 +
+
2?
d  :n # Z _ |an |
2 sin2 \=n2 +& :n # Z |an(+n&&n)|
2, (6.19)
} :n{m Fnmana m }C3 { :n # Z |an(+n&&n)|
2
+ :
n # Z _ |an |
2 sin2 \=n2 +& :n # Z |an(+n&&n)|
2= . (6.20)
It suffices now to combine relations (6.14) and (6.18)(6.20) to get the con-
clusion (6.13). K
Finally let us now give the proof of Theorem 3.4
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Proof of Theorem 3.4. We can easily check that
_sin \=2+&
2
2 \1&sin == + , \=>0, (6.21)
and
|+n&&n | 22d \1&sin =n=n + , \n>0, (6.22)
provided that T- 6d. By combining inequalities (6.21), (6.22) with (6.8),
(6.9) and (6.13) we obtain
} :n{m (Anm+Bnm+Cnm) }K0 _ :n # Z |bn |
2+ :
n # Z
|an | 2 \1&sin =n=n +& .
Relation above, (6.1) and (6.7) obviously imply that conclusion (3.7) holds
true provided that TT0 where T0 is a constant depending only on d. K
7. PROOF OF THEOREM 3.3
One of the ingredients of the proof of Theorem 3.3 is the following
lemma, which is a slight generalization of Lemma 1.2 from [34]
Lemma 7.1. Let (Ek) be a sequence of positive real numbers satisfying
Ek+1Ek&E
2+=
k+1 , \k0, (7.1)
where = is a non-negative constant. Then there exists a positive constant M
(depending on =) such that
Ek
M
(k+1)11+=
, \k0. (7.2)
Proof. Consider the sequence
Fk=
M
(k+1)11+=
,
where M>0 is to be determined. After a simple calculation we obtain that
1
M
lim
k  
[(Fk&Fk+1) k(k+2)11+=]=
1
1+=
, (7.3)
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so there exist k0>0 such that
Fk&Fk+1
2M
(1+=) k(l+2)11+=
, \kk0 .
Relation above implies that
Fk&Fk+1
4
(1+=) M1+=
F2+=k+1 , \kk1=max[k0 , 2]. (7.4)
If we suppose now that
4
(1+=) M1+=
<K and
M
(k1+1)11+=
Ek1 , (7.5)
from (7.4) we get
Fk&Fk+1KF2+=k+1, \kk1 . (7.6)
It obviously suffices to show that
EkFk , \kk1 . (7.7)
We shall do that by induction over k.
For k=k1 , (7.7) follows directly from (7.5). If we suppose that (7.7)
holds true for km, by combining (7.1) and (7.6), we obtain
Em+1+E
2+=
m+1Fm+1+F
2+=
m+1 ,
which obviously implies that Em+1Fm+1. K
We shall now show that Theorem 3.3 is a consequence of Lemma 7.1
and of the crucial estimate below.
Lemma 7.2. Suppose that 0=(0, 1), #=[a], g(v)=v and T>T0 . Then
there exists a constant C>0 such that the solution u of (1.1)(1.3) satisfies
(1) |
T
0
|u$(a, t)| 2 dtC(&u0&2L2(0, 1)+&u
1&2H&1(0, 1)),
\u0 # H 10(0, 1), \u
1 # L2(0, 1), (7.8)
if a # S.
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(2) |
T
0
|u$(a, t)| 2 dtC(&u0&2H&=(0, 1)+&u
1&2H&1&=(0, 1)),
\u0 # H 10(0, 1), \u
1 # L2(0, 1), (7.9)
if a # B= .
We postpone the proof of Lemma 7.2 in order to show how Lemma 7.2
implies Theorem 3.3.
Proof of Theorem 3.3. It is clear that if (u0, u1) # D(A) then we have
&[u(T ), u$(T )]&2H10(0, 1)_L2(0, 1)
=&[u0, u1]&2H 10(0, 1)_L2(0, 1)&|
T
0
|u$(a, t)| 2 dt. (7.10)
Let us first suppose that a # S. Relation (7.10) and Lemma 7.2 imply
&[u(T ), u$(T )]&2H 10(0, 1)_L2(0, 1)
&[u0, u1]&2H 10(0, 1)_L2(0, 1)&C &[u
0, u1]&2L2(0, 1)_H&1(0, 1) . (7.11)
By using (3.3), a simple interpolation inequality (cf., [27, p. 49]), the fact
that the function t  &[u(t), u$(t)]&2H 10(0, 1)_L2(0, 1) is nonincreasing and rela-
tion (7.11) we obtain the existence of a constant K>0 such that
&[u(T ), u$(T )]&2H 10(0, 1)_L2(0, 1)
&[u0, u1]&2H 10(0, 1)_L2(0, 1)&K
&[u(T ), u$(T )]&4H 10(0, 1)_L2(0, 1)
&[u0, u1]&2D(A)
. (7.12)
We follow now the method used in [34]. As estimate (7.12) rests valid in
successive intervals [kT, (k+1) T], we have
&[u((k+1) T ), u$((k+1) T )]&2H10(0, 1)_L2(0, 1)
&[u(kT ), u$(kT )]&2H 10(0, 1)_L2(0, 1)
&K
&[u((k+1) T), u$((k+1) T )]&4H10(0, 1)_L2(0, 1)
&[u(kT ), u$(kT )]&2D(A)
.
As A generates a semigroup of contractions in D(A) relation above
implies
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&[u((k+1) T ), u$((k+1) T )]&2H10(0, 1)_L2(0, 1)
&[u(kT ), u$(kT )]&2H 10(0, 1)_L2(0, 1)
&K
&[u((k+1) T), u$((k+1) T )]&4H10(0, 1)_L2(0, 1)
&[u0, u1]&2D(A)
. (7.13)
If we adopt now the notation
Ek=
&[u(kT ), u$(kT )]&2H 10(0, 1)_L2(0, 1)
&[u0, u1]&2D(A)
, (7.14)
relation (7.13) gives
Ek+1Ek&KE2k+1, \k0. (7.15)
By Lemma 7.1 relation (7.15) implies the existence of a constant M>0
such that
&[u(kT ), u$(kT )]&2H 10(0, 1)_L2(0, 1)
M &[u0, u1]&2D(A)
k+1
, \k0.
The conclusion (3.4) follows now by simply using the fact that the function
t  &[u(t), u$(t)]&2H 10(0, 1)_L2(0, 1) is nonincreasing.
Let us now suppose that a # B= . From (7.9) and (7.10) it follows that
&[u(T), u$(T)]&2H10(0, 1)_L2(0, 1)
&[u0, u1]&2H 10(0, 1)_L2(0, 1)&C &[u
0, u1]&2H&=(0, 1)_H&1&=(0, 1) .
Using now the same method as above and the interpolation theorem from
[27, p. 81] we obtain that the sequence Ek , defined by (7.14) satisfies
Ek+1Ek&KE2+=k+1, \k1.
Relation above and Lemma 7.1 give
Ek
M
(k+1)11+=
, \k1,
which obviously implies (3.5). K
The rest of this section is devoted to the proof of Lemma 7.2. Let us first
introduce the sets
A1={?a ,
2?
a
, ...,
n?
a
. . .= , A2={ ?1&a ,
2?
A&a
, ...,
n?
1&a
, ..., = .
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If a is irrational it is clear that A1 & A2=<. Let us now denote
A1 _ A2=[:1 , :2 , ..., :n , ...], with :1<:2< } } } <:n< } } } . (7.16)
The following result gives some useful properties of the sequence (:n).
Lemma 7.3. Suppose that a # (0, 1), a  Q. Then there exist two strictly
increasing sequences (+n) and (&n) having the properties
(1)
[:1 , :2 , ..., :n , ...]/[+1 , +2 , ..., +n , ...] _ [&1 , &2 , ..., &n , ...],
|+n&&n |min {?a ,
?
1&a= , \n1, (7.17)
+n+1&+n
&n+1&&n
min {?a ,
?
1&a=
min {?a ,
?
1&a== , \n1. (7.18)
(2) If a belongs to the set S defined in Section 2 then there exists a
constant C>0 such that
|+n&&n |
C
+n
, \n1. (7.19)
(3) If a belongs to the set B= defined in Section 2 then there exists a
constant C>0 such that
|+n&&n |
C
+1+=n
, \n1. (7.20)
Proof. In order to prove assertion (1) we define the sequence (+n) in the
following way: +1=min[?a, ?1&a]; supposing that +n=:r(n) define
+n+1={
:r(n)+1
:r(n)+2
if :r(n)+1&:r(n)min {?a ,
?
1&a=
if :r(n)+1&:r(n)<min {?a ,
?
1&a= .
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The sequence (&n) is defined in the following way
&n={
+n+
1
2n
:r(n)+1
if :r(n)+1&:r(n)min {?a ,
?
1&a=
if :r(n)+1&:r(n)<min {?a ,
?
1&a= .
The definitions above obviously imply that the sequences (+n) and (&n)
satisfy (7.17) and (7.18).
We shall now prove assertions (2) and (3). Let us first suppose that
:r(n)+1&:r(n)min {?a ,
?
1&a= .
In this case
|+n&&n |=
1
2n
,
so (7.19) and (7.20) are obviously satisfied. The interesting situation is
when
:r(n)+1&:r(n)<min {?a ,
?
1&a= .
In this case
+n=
p(n) ?
a
, &n=
q(n) ?
1&a
, (7.21)
with p(n) and q(n) satisfying
C1np(n)+q(n)C2 n, \n1, (7.22)
for some positive constants C1 and C2 . From (7.21) we obtain
|+n&&n |=
?
a(1&a)
| p(n)&a( p(n)+q(n))|.
By combining now relation above with (7.22), Proposition 2.1 and
Proposition 2.2 we easily obtain (7.19) and (7.20). K
The main intermediate step in proving Lemma 7.2 is the following result:
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Lemma 7.4. Let w: [0, 1]_[0, )  R satisfying
w"(x, t)&
2w
x2
(x, t)=0, \x # (0, a) _ (a, 1), \t # (0, ) (7.23)
w(0, t)=w(1, t)=w(a+, t)=w(a&, t)=0, \t # (0, ) (7.24)
w(x, 0)=u0(x), w$(x, 0)=u1(x), \x # (0, 1), (7.25)
and denote
|(t)=
w
x
(a+, t)&
w
x
(a&, t). (7.26)
Then there exists a constant C>0 such that, for all u0 # H 10(0, 1),
u1 # L2(0, 1) and T>T0 we have
(1) |
T
0
|2(t) dtC(&u0&2L2(0, 1)+&u
1&2H&1(0, 1)), (7.27)
if a # S.
(2) |
T
0
|2(t) dtC(&u0&2H&=(0, 1)+&u
1&2H&1&=(0, 1)), (7.28)
if a # B= .
Proof. If u0 # L2(0, 1), u1 # H &1(0, 1) it is known that we have the
expansions
u0(x)= :
n1
cn sin \n?xa + ,
u1(x)=
?
a
:
n1
ndn sin \n?xa + , = , x # (0, a),
u0(x)= :
n1
en sin \n?(1&x)1&a +
u1(x)=
?
1&a
:
n1
nfn sin \n?(1&x)1&a += , x # (a, 1),
where the sequences (cn), (dn), (en), and ( fn) are in l2(R). A standard
calculation shows that the solution w of (7.23)(7.25) is given by
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w(x, t)= :
n # Z
an ei(n?a) t sin \n?xa + , x # (0, a),
w(x, t)= :
n # Z
bn ei(n?1&a) t sin \n?(1&x)1&a + , x # (a, 1),
where
an={
cn+dn
2
, n1
(7.29)c&n+d&n
2
, n&1
0, n=0,
bn={
en+ fn
2
, n1
(7.30)e&n+ f&n
2
, n&1
0, n=0.
Relations above, (7.26) and Lemma 7.3 imply
|(t)= :
n # Z
(=n+na~ n ei+nt+$n&nb nei&nt), (7.31)
where =n , $n # [&1, 1] and
:
n # Z
(a~ 2n+b
2
n)= :
n # Z
(a2n+b
2
n).
By applying now Theorem 3.4 and (7.31) we obtain the existence of a con-
stant C>0 such that
|
T
0
|2(t) dtC :
n # Z
(a2n+b
2
n).
Relation above combined with (7.29), and (7.30) imply now easily the
assertions (1) and (2) of the present lemma. K
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We are now able to prove Lemma 7.2.
Proof of Lemma 7.2. As we are in the one dimensional case and
g(v)=v, it is clear that the solution u of (1.1)(1.3) can be obviously
decomposed as
u=v+w, (7.32)
where w satisfies (7.23)(7.25) and v is a solution of the following problem
v"(x, t)&
2v
x2
(x, t)=0, \x # (0, a) _ (a, 1), \t # (0, ) (7.33)
v(0, t)=v(1, t)=0, \t # (0, ) (7.34)
v(a+, t)=v(a&, t)=u(a, t), \t # (0, ) (7.35)
v(x, 0)=0, v$(x, 0)=0, \x # (0, 1). (7.36)
As u is a solution of (1.1)(1.3) we have
u$(a, t)=
u
x
(a+, t)&
u
x
(a&, t). (7.37)
Relations (7.26), (7.32), and (7.37) imply
|
T
0
|2(t) dt2 _|
T
0
|u$(a, t)| 2 (t) dt
+|
T
0 \
v
x
(a+, t)&
v
x
(a&, t)+
2
dt& . (7.38)
On the other hand, by applying Lemma 4.2 from [19] and (7.35) it follows
that there exists a constant K1>0 such that
|
T
0 \
v
x
(a+, t)&
v
x
(a&, t)+
2
dtK1 |
T
0
|u$(a, t)| 2 (t) dt. (7.39)
Relations (7.38) and (7.39) imply the existence of a constant K2>0 such
that
|
T
0
|2(t) dtK2 |
T
0
|u$(a, t)| 2 dt.
By applying now Lemma 7.4 we obtain the conclusion of Lemma 7.2. K
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8. COMMENTS AND RELATED QUESTIONS
The results in this paper can be generalized to the case of n-space dimen-
sions, in the following setting:
(a) #=|, where |/| /0 is an open set with regular boundary.
(b) The function g satisfies appropriate growth conditions, such that
he problem (1.1)(1.3) is well posed.
Another way to generalize the results in Sections 16 consists in weaken-
ing the assumptions on the function g. More precisely, following [18] we
can replace the strict monotonicity of g by simple monotonicity and the
condition 0  Int[ g&1(0)].
A question related to the problem studied in this paper is the stabiliza-
tion of elastic plates by the use of piezoelectric actuators (see [16] for
appropriate models and [35] for the one dimensional case). In this case
new difficulties arise as the control function is scalar valued, so one may
hope that strong stabilization holds only in the case of simple eigenvalues.
In general, the methods used in this paper apply for a large class of equa-
tions of the form u"+Au+ g(u$) $#=0 including the plate equation with
various boundary conditions.
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