The observed cooling rate of hot gas in clusters is much lower than that inferred from the gas density profiles. This suggests that the gas is being heated by some source. We use an adaptive-mesh refinement code (Flash) to simulate the effect of multiple, randomly positioned, injections of thermal energy within 50 kpc of the centre of an initially isothermal cluster with mass M 200 = 3 × 10 14 M ⊙ and kT = 3.1 keV. We have performed eight simulations with spherical bubbles of energy generated every 10 8 years, over a total of 1.5 Gyr. Each bubble is created by injecting thermal energy steadily for 10 7 years; the total energy of each bubble ranges from 0.1-3×10 60 erg, depending on the simulation. We find that 2×10 60 erg per bubble (corresponding to a average power of 6.3 × 10 44 erg s −1 ) effectively balances energy loss in the cluster and prevents the accumulation of gas below kT = 1 keV from exceeding the observational limits. This injection rate is comparable to the radiated luminosity of the cluster, and the required energy and periodic timescale of events are consistent with observations of bubbles produced by central AGN in clusters. The effectiveness of this process depends primarily on the total amount of injected energy and the initial location of the bubbles, but is relatively insensitive to the exact duty cycle of events.
INTRODUCTION
Gas cooling at the centre of a cluster halo is an inherently unstable process: cooling increases the gas density, which in turn enhances the cooling rate. X-ray observations show that the cooling time of gas in most cluster cores is less than the Hubble time (e.g. Fabian & Nulsen 1977) . Unless cooling is balanced by some form of heating, gas will flow into the cluster centre at rates up to ∼ 1000 M ⊙ yr −1 (e.g. Peterson et al. 2001) . What happens to the cooled gas is unclear; it could be consumed by star formation, or lead to a reservoir of low temperature (< 1 keV) material in the core. Although this may be the fate of a fraction of the gas, there are indications that most gas in fact does not follow either route: (1) the star formation rates in the central galaxies of clusters are much lower than the inferred mass inflow rates (O'Connell & McNamara 1989; Johnstone, Fabian, & Nulsen 1987) , rarely approaching ∼ 100 M ⊙ yr −1 . To estimate the star formation rate in a typical cluster, we can average over the large sample of clusters studied by Crawford et al. (1999) . This suggests that the typical star formation rate is less than 10 M ⊙ yr −1 . (2) we can compare the mass deposition rates with observations of the molecular gas content of clusters. Edge (2001) finds molecular gas masses ranging from 10 9 to 2×10 11 M ⊙ , with an average of 2.6 × 10 10 M ⊙ . Assuming a gas consumption timescale of 10 9 years (see Edge 2001) , this implies a deposition rate that may be as high as 200 M ⊙ yr −1 in a few clusters, but is ∼ 30 M ⊙ yr −1 on average. Similar limits are obtained by Salomé & Combes (2003) . (3) recent spectroscopic X-ray observations show no evidence for significant gas cooling below 1 keV, and observations of molecular and neutral material reveal that the amount of cold gas in clusters of galaxies is also much less than expected from the integrated cooling flow rate (typically less than 30 M ⊙ yr −1 Edge et al. 2002; Edge & Frayer 2003; Salomé & Combes 2003) .
This cooling-flow paradox has led many authors to investigate mechanisms to quench gas cooling. Observations of merging clusters show little evidence for cooling flows, which suggests that the merger process might be implicated in disrupting cooling. Recent simulations have shown that sub-halo merging can indeed heat up gas ; however, the amount of cold gas produced in these simulations is still too large compared to that observed, leading to the conclusion that additional heating processes must be involved. Several alternatives have been proposed, including energy injection from radio sources or active galactic nuclei (AGN; Binney & Tabor 1995; Quilis, Bower, & Balogh 2001; Churazov et al. 2002) , viscous dissipation of sound waves Ruszkowski, Bruggen, & Begelman 2003 ) and thermal conduction (Voigt & Fabian 2003; Dolag et al. 2004 ). Each of these has advantages and disadvantages. In particular, it is difficult to balance cooling, with its ρ 2 density dependence, with heating processes that typically scale as ρ. Since cooling and heating can then balance only at one particular density, some of these feedback mechanisms may lead to unstable solutions with some regions of the cluster being efficiently heated while others continue to cool catastrophically.
AGN are particularly promising candidates for balancing cooling, given their potentially large energy reservoir (Tabor & Binney 1993; Binney & Tabor 1995; Bower et al. 2001) . In most numerical simulations of this process to date, energy injection produces bubbles at high temperature and low density that, after a short expansion phase, gain momentum by buoyancy (Brüggen & Kaiser 2001; Quilis, Bower, & Balogh 2001; Basson & Alexander 2003) . This mimics the effect of a jet which rapidly loses its collimation, as often observed in local clusters (Eilek 2003) . In other simulations, gas is injected at high velocity to mimic jets which retain their large-scale coherence (Reynolds, Heinz, & Begelman 2002; Omma et al. 2003) . In this paper, we consider the first mechanism and show that such bursts of localised energy can induce convection of the intra-cluster medium (ICM), which leads to a quasi-stable cluster configuration and reduces the average mass deposition rate to within observational limits. We discuss whether the required energy and duty cycle of AGN activity are compatible with observational limits. This paper is organised as follows. In Section 2 we describe the setup of our simulations and discuss the parameters explored. Results are presented in Section 3 and, in Section 4, we compare the required energy and duty cycle with observational constraints. Finally, our conclusions are summarised in Section 5.
SIMULATIONS
In order to concentrate our numerical resolution on the interactions between the cooling material and the buoyant hot bubbles, our simulations use a fixed external gravitational potential and neglect the self-gravity of the gas. This allows us to run the simulation over cosmologically significant timescales. We model the input of energy as a cycle of energy injection and quiescent phases. In the active phase a small region of the gas is heated so that it expands to form a bubble that rises out of the confining potential.
The code
Our simulations were performed with Flash 2.2, an Adaptive Mesh Refinement (AMR) hydrodynamical code developed and made public by the ASCII Center at the University of Chicago (Fryxell et al. 2000) . Flash is a modular block structured AMR code, parallelised using the Message Passing Interface (MPI) library.
Flash solves the Riemann problem on a Cartesian grid using the Piecewise-Parabolic Method (PPM; Woodward & Colella 1984) . It uses a criterion based on the dimensionless second derivative D 2 ≡ |(F d 2 F/dx 2 )/(dF/dx) 2 | of a fluid variable F to increase the resolution adaptively whenever D 2 > c2 and de-refine the grid when D 2 < c1, where c1,2 are tolerance parameters. When a region requires refining (D 2 > c2), child grids with cell size half that of the parent grid are placed over the offending region, and the coarse solution is interpolated. In our simulations, we have used density, pressure and temperature as the refinement fluid variable F (see Fryxell et al. 2000 , for more details). We have performed a series of simulations with a different maximum level of refinement to investigate the effect of numerical resolution, as described in Section 2.4
Flash interpolates the imposed analytic gravitational potential (see Section 2.2) to the grid cells, and computes the corresponding gravitational acceleration. This is done only once since we neglect the self-gravity of the gas. To interpolate the initial density field from our analytical solution to the Flash mesh, we impose an initial grid with increasing resolution from large radii to the centre of the cluster. This is the minimum refinement level allowed during the simulation.
For the boundary conditions, we impose that the values of density, temperature and velocity on the edges of the computational box of size 6 × 10 24 cm (1.9 Mpc) remain constant. With the cluster located at the centre of the box, this distance is large enough to ensure that cooling does not affect the boundaries: the temperature difference between the last computational cell and the guard cell at the end of the simulation is always less that 2%. Likewise, sound 
is the sum of internal, kinetic and potential energy at time t and E T (0) is its initial value. The saw-tooth shape of the curves results from the discrete AGN events and subsequent cooling. At the mean injection rate of simulation S2.0, the energy keeps an almost constant value within the simulation time. We tested that this stability is maintained up to 5 Gyr, though we show the evolution only to 3 Gyr for clarity.
waves propagating across the volume do not generate any unphysical artifacts at the boundary.
The time step is derived by the Courant condition dt = Cdx/cs, where dx is the dimension of a cell, cs is the sound speed in that cell and C is a coefficient, usually less than one. The time step is uniform; thus, all the cells evolve at each time step.
Initial Conditions
The time-independent gravitational potential of the dark matter is that corresponding to a Navarro, Frenk, & White (1997) 
where ρcrit is the critical density, rs = r200/c and r200 = 1.38 Mpc. The concentration parameter c = 4, and the halo mass M200 = 3 × 10 14 M ⊙ (see Navarro, Frenk, & White 1996 , for more details).
We use the prescription of Wu, Fabian, & Nulsen (2000) to set up an isothermal, non-gravitating gas distribution in hydrostatic equilibrium within this dark matter potential. We choose an initial gas temperature of T = 3.1 keV, consistent with the observed correlation between temperature and M200 (Reiprich & Böhringer 2002) . The appropriate gas density is then
where ρ0 was chosen to satisfy the relation
, Here, M 200 denotes mass contained within a sphere whose mean interior density is 200 times the critical density. We used η = 10.25, Ω = 0.3 and Ω b = 0.04 for the matter and baryon densities in units of ρcrit, respectively, and h = 0.7 for the Hubble parameter.
We adopt the cooling functions of Theuns et al. (2002), which include cooling by H, He and metals, in the presence of an ionising UV-background. This cooling function uses interpolation tables for the cooling rate due to a solar admixture of metals, obtained from Cloudy (version 94, Ferland et al. 1998 ). We assume a metallicity of one third solar, and the Haardt & Madau (1996) UV-background at redshift z = 0, as updated by Haardt & Madau (2001) . The cooling routine was tested against the MEKAL (Mewe, Lemen, & van den Oord 1986) cooling routines in the X-ray analysis package XSPEC (Kaastra 1992) and against the cooling rates used by McCarthy et al. (2004) .
Heating by an AGN is modelled by injecting energy at predefined points in space and time. This allows us to simulate multiple episodes of AGN activity as we now describe.
Energy Injection
To simulate the effect of a central AGN, bubbles of energy are distributed randomly inside a radius of 50 kpc from the centre. Energy is injected with a three-dimensional Gaussian distribution proportional to e (x 2 +y 2 +z 2 )/2σ 2 and we take the initial radius of the bubble to be r b = 3σ = 31 kpc. This is 4 cells in our standard 6 level resolution runs. Starting from t = 0, energy is injected every 10 8 yr for a time of 10 7 yr in our standard simulations. We assume energy values from 1 × 10 59 to 3 × 10 60 erg (Table 1) . Our choice of parameters deliberately lies at the upper end of observed AGN duty cycles and jet powers (Willott et al. 1999; Owen, Eilek, & Kassim 2000; Fabian et al. 2003; Eilek 2003) .
The Simulations
Our main results are derived from a series of nine simulations (Table 1): 1. an adiabatic test simulation ('A') without cooling or AGN bubbles;
2. a simulation with cooling but no AGN bubbles (S0.0); 3. seven simulations with cooling and AGN bubbles of varying strength (S0.1-S3.0), but the same duty cycle. In Figure 2 . The emissivity-weighted temperature (left panels) and entropy (right panels) profiles of each simulated cluster are shown for 50 simulation times. From top to bottom, simulations S0.0 (without any AGN bubble), S0.3, S1.0 and S2.0 are shown. The effect of energy injection is to maintain the initial, relatively shallow entropy profile and isothermal temperature in the cluster core. these simulations only the energy of each bubble varies. The position and timing of the heating events are the same.
The results of these simulations are presented in Section 3.
We also performed simulations with the following changes in order to test the sensitivity of our results to the details of the heating cycle: 4. the bubbles were randomly distributed inside a sphere of 25 or 100 kpc, instead of 50 kpc; 5. the same total number of bubbles was generated within 1.5 Gyr (15 bubbles), but at random time intervals; 6. the energy was injected as bubble pairs, with each bubble containing half the energy per event.
Finally, we also reran simulation S2.0 with increased resolution to check for numerical convergence. The results of this test, described in Appendix A, led us to adopt a maximum refinement level of six. We also continued the simulation S2.0 to 5 Gyr to test the long term stability of this simulated cluster.
In the adiabatic simulation, the gas remains almost static as expected for our equilibrium set-up, apart from small re-adjustments induced by discretisation. Energy and mass are conserved to ≃ 0.4% and 1% respectively. With cooling allowed (simulation S0.0), the loss of pressure support causes a cooling flow to be established. After 1.5 Gyr, the total X-ray luminosity is 2.8 × 10 45 erg s −1 , high compared to the observed X-Ray luminosities of clusters of this mass and temperature (Markevitch 1998; McCarthy et al. 2004) , and as expected for isothermal gas near the cluster virial temperature (Babul et al. 2002) . Starting with such a luminous cluster ensures that our simulations conservatively explore the maximum energy necessary to stabilise cooling. In order to be fully successful, however, our energy injection must not only balance the cooling, but also raise the entropy of the cluster gas sufficiently to reduce the total luminosity by a factor ∼ 10.
By default, we ran each simulation for 1.5 Gyr. Without a cosmological context for our simulation, a longer simula-tion is not well justified since cluster-cluster mergers provide an important additional mechanism for re-organising the gas distribution and erasing the cooling flow structure. Nevertheless, we ran the S2.0 simulation for 5 Gyr to check the stability of the solution over very long time scales.
RESULTS

The Effect of Energy Injection
In Figure 1 we show, for each simulation, the variation in the total energy within the simulation volume. The pulsed injection of the energy and subsequent cooling gives rise to a saw-tooth pattern.
In simulation S0.0, which has no heating, the cooling rate increases with time as the cluster collapses. Including energy injection (simulations S0.1-S3.0) reduces the overall amount of energy that is radiated. This is not a trivial result since the energy injection events can actually promote cooling in the compressed regions around the rising bubbles. In practice, however, the dominant effect is the mixing of high and low entropy material in the large-scale gas motions induced by the bubbles. Therefore, as the injected energy is increased, the radiated amount of energy drops. At a mean energy injection rate of 6.3 × 10 44 erg s −1 (simulation S2.0), the radiated energy and the injected energy are balanced. However, this balance does not guarantee that the structure of the cluster is stable: continuing collapse of the central region might be balanced by expansion of the outer part of the cluster, but (as Figure 2 shows) the whole entropy profile of the cluster changes little. We investigated the long term behaviour of this model by continuing this simulation for 5 Gyr (Figure 1 ). We found that the cluster is stable even over this timescale.
The cluster temperature and entropy profiles of each simulation are shown, for 50 output times, in Figure 2 . If cooling is not balanced by the energy injection, the entropy profile drops dramatically in the centre (top-right plot). This is reflected as a marked dip in the temperature profile of the cluster (top-left plot). Energy injection reduces this trend, maintaining the relatively flat entropy profile and isothermal temperature of the initial cluster.
The cooling of material in the central cluster regions leads to a net inflow of gas. In Figure 3 , we plot the mass accumulation rate within the central regions of our simulated clusters. The rate is determined by averaging over the last 0.3 Gyr of the simulation, and is computed within the central 100 kpc and 50 kpc. The results for both radii are similar, as expected if the cluster is in a quasi-steady state. The figure also shows the mass accumulation rate of material with temperatures less than 1 keV. In the absence of energy injection, the cooling cluster deposits material in the cluster centre at a rate that approaches 1000 M ⊙ yr −1 , a factor ∼ 10-100 higher than the observational limits (Crawford et al. 1999; Edge 2001; Salomé & Combes 2003) . Similarly, this model has a large mass flux of material cooling below 1 keV (1/3 of the ambient temperature).
Energy input at an average rate of 4.7 × 10 44 erg s −1 (S1.5) reduces the deposition rate below 30 M ⊙ yr −1 at the end of the simulation, as required by observations The mean growth rate of the total mass at temperature < 1 keV for each simulation. The amount of gas cooling below 1 keV drops down to almost zero when the injected energy per bubble is greater then 10 60 erg. Peterson et al. 2003) . Even with a lower energy injection rate of 3.2 × 10 44 erg s −1 (S1.0), the rate at which material cools below 1 keV is still consistent with observed X-ray spectra. We conclude that energy injection through the creation of buoyant bubbles successfully prevents catastrophic cooling.
2001;
Two-dimensional morphologies
In Figure 4 , we show the time evolution of various quantities in two-dimensional sections of simulation S2.0. The temperature and entropy distributions are shown for a slice in the x-y. They show that cold, low entropy gas is pushed to large radii by the bubble's buoyancy and mixed with gas at those radii. Thus, the cooling rate is reduced not by direct heating of the cooling gas, but by convective transport of this material to regions of lower pressure. Similar results have been seen in simulations of single bubbles (e.g. Quilis, Bower, & Balogh 2001; Churazov et al. 2002) .
The temperature distribution also reveals the presence of sound waves propagating through the ICM. The sound waves are almost concentric and regular, a consequence of the periodic energy injection events near the cluster centre.
We also show the projection of the quantity ρ 2 T 1/2 , which is approximately proportional to the bolometric gas emissivity. Despite the large amounts of energy being dumped into the central regions, the large-scale gas distribution appears smooth and undisturbed in projection. To reveal the presence of perturbations on this smooth pro-file, we created an unsharp masked image subtracting from the original image and dividing he result by its smooth version; the result is shown in Figure 5 . The contrast in this image is high enough to show the sound waves distinctly as ripples. As suggested by Fabian et al. (2003) , these ripples in X-ray images of observed clusters could be the fingerprint of multiple outbursts and could be used to measure their periodicity. Furthermore, if the cluster gas is sufficiently viscous, these sound waves might help to offset the cooling flow by directly heating the gas Ruszkowski, Bruggen, & Begelman 2003) . By comparing the properties of successive ripples it may be possible to measure the viscosity of the ICM. We will investigate this further in a future paper, where we synthesize artificial X-ray images, with the appropriate transmission functions, from our simulations.
Sensitivity to duty cycle parameters
Simulations S0.1-S3.0 were based on a regular injection of energy. This is somewhat artificial, so we investigated whether randomly-timed energy injection events would have the same effect. We also investigated what happens if the energy injection occurs in less frequent bursts of greater intensity, or if bubbles are distributed inside a sphere of larger (100 kpc instead of 50 kpc) or smaller (25 kpc) radius. All our tests were performed choosing the parameters of simulation S2.0.
The resulting energy evolution of each simulation is illustrated in Figure 6 . First, we double the time between bursts, while keeping the total average energy rate constant; thus, each bubble has twice as much energy injection as in S2.0. In this case, the variation in total energy during each cycle is much larger than before. However, the long term evolution is very similar. Randomizing the injection time does not have a large effect on the average energy evolution over the duration of the simulation either. Where a particularly long time interval elapses between bubbles, the energy drops further as cooling progresses; however this is offset by later events where bubbles appear in quick succession. Our results are also insensitive to whether the bubbles are injected singly, or in pairs with the total energy divided between the two bubbles, possibly a better model for the AGN activity. The main factor that does make a significant difference is the location of the bubbles. Placing the bubbles initially within a larger radius (100 kpc) is much less effective at disrupting the cooling flow, since these bubbles tend to rise bouyantly without disturbing the central, cooling gas. By the end of this simulation, the total cluster energy has dropped below that of simulation S1.5 and is falling rapidly. Conversely, placing all the bubbles within 25 kpc is much more effective at preventing cooling, and the total energy of the system actually increases with time. To summarise, we see that the energy balance is most sensitive to the total amount of injected energy, and to the initial location of the bubbles.
DISCUSSION
Most central galaxies in clusters are radio sources (Ledlow & Owen 1996) ; we can therefore expect that events like those we have simulated will play an important role in cluster evolution. We have shown that the cluster cooling rate can be reduced so that it agrees with observations if the AGN activity is sufficiently energetic. We have modelled the energy injection events as short outbursts separated by relatively long quiescent periods in order to make an extreme test of the long term stability of the energy injection mechanism. To stabilise the model cluster in this way, we require an energy of 2 × 10 60 erg for each of the injection events. Figure 5 . An unsharp masked projection of the approximated X-ray emissivity, ρ 2 T 1/2 , for the central (0.9 Mpc diameter) part of the cluster. The "granular" structure of the image is due to the resolution of the simulation grid. The ripples from successive energy injection events can be clearly seen.
We can associate these events with outbursts of powerful AGN activity with a duration of ∼ 10 7 yr and a power of ∼ 6 × 10 45 erg s −1 .
The observed radio power of central galaxies varies by factors of ∼ 100 for clusters with similar core X-ray luminosities. The most powerful radio sources can have monochromatic radio power of ν · Sν ∼ 10 41.5 (where Sν is the radio luminosity density at ν = 1.4 GHz); around 10% of clusters host such powerful sources. Eilek's (2003) analysis of central cluster radio source morphologies and ages suggests that the ratio of the total jet power (Pjet) to ν · Sν is more than 10 4 . Under minimal assumptions, this can be confirmed in the case of M87, where the most detailed radio observations are available (Owen, Eilek, & Kassim 2000) ; such powerful jets are also inferred for classical FR II sources (Willott et al. 1999 ). This power is close to the Eddington limit for accretion by a 10 9 M ⊙ black hole. Thus, the total jet power of the most powerful radio galaxies is comparable to the energy required to stabilise our simulated cluster. The frequency with which these sources occur in clusters also seems consistent with the duty cycle that we have assumed in our simulations.
Although the injected energy is able to stabilise the cooling flow in the cluster, the effect on the cluster's overall structure is modest, as we show in Figure 2 . In the absence of any heating, cooling causes the central entropy and temperature to drop precipitously. In simulation S1.0, the AGN energy is sufficient to reduce this drop to only ∼ 50 per cent. Thus, by preventing runaway cooling, our energy injection mechanism effectively maintains the initial entropy profile of the cluster. The result is that the integrated luminosity and average temperature of the cluster remain approximately constant in this simulation. Even doubling Figure 6 . In each panel we show the evolution of the total energy in simulations S2.0 and S1.5 (dotted lines), as in Figure 1 . The other lines represent models with the same total energy as simulation S2.0, but with different parameters for the energy injection mechanism. In panel (a) we show, as the dashed and continuos curves, the effect of placing the bubbles randomly within a 25 kpc or 100 kpc area, respectively. In panel (b) we show the effect of randomizing the time interval between injection events. In panel (c) we show a simulation where the duty cycle is regular, but twice as long as in S2.0. Finally, in panel (d) we show the effect of injecting the energy within pairs of bubbles.
the amount of energy injected (S2.0) has only a small effect on the gas profile, increasing the central temperature by ∼ 30 per cent, and reducing the total luminosity by a factor ∼ 4. Since we simulated with an initially isothermal cluster, with temperature consistent with observations (Reiprich & Böhringer 2002) , this raises two problems that are not resolved by our model: (1) The cluster is too luminous for its emission weighted temperature, compared with observed clusters (e.g., Markevitch 1998), even when uncorrected for cooling flows (McCarthy et al. 2004 ).
(2) The temperature profiles of the clusters does not show the temperature decrement seen in the central regions of real clusters (e.g. Allen, Schmidt, & Fabian 2001) .
In order for the luminosity of the simulated cluster to be low enough to agree with observations, the central entropy must be raised to 160 keV cm −2 (Babul et al. 2002; Voit, Bryan, Balogh, & Bower 2002) , which is a factor of five greater than the initial entropy at 20 kpc. Even if enough energy were injected to achieve this (for example by running simulation S2.0 for a much longer time), this would make the core temperature even hotter, exacerbating the disagreement with observed temperature profiles. Thus, we conclude that the initial cluster gas distribution must have been different from the isothermal model we have assumed. Since the high cooling rate of the unperturbed cluster is a direct consequence of its low central entropy (leading to high X-ray luminosity), our energy injection mechanism has removed the symptoms of the overcooling problem, but not addressed its cause.
Global preheating of the intragalactic medium prior to cluster formation should lead to cluster gas distributions with integrated luminosities and temperatures that are consistent with observations (Kaiser 1991; Navarro, Frenk, & White 1995; Ponman, Cannon, & Navarro 1999; Balogh, Babul, & Patton 1999; Muanwong et al. 2002; Borgani et al. 2002 ). An alternative (but related) possibility is that heating events similar to the ones we have simulated here occur in the cluster progenitors and/or surrounding filamentary structure, at earlier times. Raising the entropy in these lower mass structures may result in a higher entropy for the final cluster, as the lower density results in an increase in the accretion shock strength Voit & Ponman 2003) . In either scenario, subsequent cooling would naturally lead to temperature decrement in qualitative agreement with observations. McCarthy et al. (2004) 's calculations suggest that although the cluster would then increase in luminosity, it would decrease in emission weighted temperature so as to remain in acceptable agreement with the observed L-T relation.
CONCLUSIONS
We have presented 3-dimensional gasdynamical simulations using the Flash adaptive-mesh refinement code of a cooling flow in an isothermal, X-ray luminous cluster of galaxies, with periodic injections of thermal energy. The initial cluster has mass of 3 × 10 14 M ⊙ and a temperature of 3.1 keV, consistent with the observed mass-temperature relation (Reiprich & Böhringer 2002) . The injected energy is manifested as hot bubbles of buoyant gas that rise out of the cluster core, convectively mixing the cooling material. We treat these injection events as sporadic outbursts with a typical duty cycle of 100 Myr. The parameters of these injection events match the observed luminosity and frequency with which the most powerful radio galaxies are seen in clusters.
In the absence of any energy injection, mass rapidly flows to the cluster centre, at a rate that exceeds observational limits by at least an order of magnitude. Based on simulations with a variety of parameters related to the energy injection rate, run for between 1.5 Gyr and 5 Gyr, we draw the following conclusions:
1. For a time averaged energy injection rate of 6 × 10 44 erg s −1 , the mass inflow rate is less than 30 M ⊙ yr −1 , compatible with available observational limits. With this amount of heat input, the total energy of the cluster remains approximately constant over 5 Gyr.
2. The stability of the total cluster energy depends primarily on the total amount of energy injected and the spatial distribution of bubbles, but is only weakly sensitive to the duty cycle of heating events or to whether the bubbles are produced singly or in pairs.
3. The bubble activity generates concentric sound waves that are clearly evident in unsharp-masked projections of cluster emissivity. 4. When the injected energy just balances cooling, the entropy and temperature profile of the cluster remain approximately unchanged from their initial configurations. Therefore, for our chosen initial conditions, the final X-ray luminosity and temperature profile of the simulated cluster do not agree with the observed properties of clusters.
In summary, periodic energetic events of the kind we have simulated can reduce the mass flow rate and accumulation of cold gas in massive clusters to within observational limits. However, this mechanism operating on a fully formed cluster does not result on a final luminosity consistent with observations. It is likely that the structure of the progenitors from which the cluster formed was affected by by heating events prior to the assembly of the final cluster.
