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Cell Discovery in Millimeter Wave Systems:
Physical Layer Implementations
Rashmi P, Manoj A, Arun Pachai Kannu.
Abstract—Cell discovery is the procedure in which an user
equipment (UE) in a cellular network finds a suitable base station
(BS) and its physical layer cell identity, in order to establish a
link-layer connection. When beamforming with antenna arrays
is done at both transmitter and receiver, cell discovery in mm
wave systems also involves finding the correct angle of arrival
(AoA) - angle of departure (AoD) alignment between the UE and
the detected BS. In this paper, we consider various existing and
new schemes for cell discovery, present analytical studies on their
detection probability and compare them in a common framework.
In the first part, we study the conventional beam sweep technique
and its variations, and present their physical layer training phase
in detail. While the traditional beam sweep can not directly
find the identity of the detected BS, we provide modifications
in its training phase to enable the cell identity detection. In
the second part of the paper, exploiting the sparseness of the
mm wave channels and using an equivalent compressive sensing
measurement model, we develop new cell discovery schemes with
lesser overheads. One such design involves mutually unbiased
bases (MUB) from quantum information theory. For the MUB
based training scheme, we characterize the mutual coherence
parameter of the resulting sensing matrix and establish its
connection to the detection probability. We also present detailed
simulation studies using experimentally driven mm wave channel
simulators and show that our MUB based scheme gives superior
performance compared to all the other schemes.
Index Terms—beam sweeping, detection probability, compres-
sive sensing, mutually unbiased bases, random beamforming
I. INTRODUCTION
Millimeter Wave (mm wave) communication systems are
viewed as a potential candidate for the 5G cellular technology,
to meet the continuous increase in the volume of mobile data,
the demand for high data rate services and to achieve large
network coverage [1]–[3]. Beamforming is a key enabling
technique in mm wave communications which compensates
the high path losses of the mm waves, by employing highly
directional signal transmission and reception with large an-
tenna arrays. Cell discovery (CD) is a procedure by which
an user equipment (UE) entering a network finds a suitable
(nearby) base station (BS) and its identity, in order to establish
a link layer connection. Directional signaling in mm wave
systems makes the cell discovery process very challenging,
when compared with the sub-6 GHz microwave systems.
User discovery is a dual problem of CD, where a BS tries to
identify the presence of a UE intending to make a connection.
Several studies have been done in the literature to address
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cell or user discovery problem in mm wave systems. Beam
sweeping is a conventional CD technique [4], [5], where both
transmitter and receiver sweep their beams along the entire
angular range (say, 360 degrees) and make a detection based
on the angle of arrival (AoA) - angle of departure (AoD) beam-
pair corresponding to the largest received signal strength. In
general, beam sweeping incurs large training overhead, as all
the beam-pair combinations need to be tried out before making
a decision. In order to reduce the overhead of beam sweep,
several variations have been proposed in the literature.
In [6], a detection algorithm with omni-directional transmis-
sion and directed reception is shown to have a better trade-off
over the directional beam sweep in terms of received SNR
versus detection delay. Beamforming using broadened beams
was proposed in [7] and is verified to be superior than the tra-
ditional MUSIC and ESPRIT algorithms, which are commonly
employed for AoA estimation in wireless communication. In
[8]–[10], considering an environment with mm wave pico-cells
assisted by a macro BS, new CD techniques were proposed
which use context information such as the estimated user
location. In [11], a similar approach is considered for the
cell discovery problem. However, the performance of these
schemes completely rely on the accuracy of the estimate on
user position. In the iterative search algorithm proposed in
[12], the BS scans its space sector-wise and when the BS
speculates the existence of the UE in a particular sector, it
partitions the identified sector into smaller sectors and scans
them using narrower beams iteratively. In [13] a hybrid cell
search method is proposed which combines the important
aspects of the exhaustive search and the iterative search
techniques.
With omni directional transmissions during CD [6], the
communication range (distance) of the systems gets reduced
and CD is possible only within this limited range. In addition,
the omni directional CD procedure does not reveal the exact
AoA-AoD alignment between the transmitter and receiver,
which is needed during the data transmission phase to reap the
beamforming gains of large antenna arrays. For the iterative
CD techniques [12], [13], the feedback overhead from UE or
BS during CD process scales with the number of UEs. In
addition, BS has to adapt its transmission beams based on the
UE feedback, which implies that the training process of each
UE need to be carried out separately. In view of these issues,
we focus on developing CD techniques which can identify the
correct AoA-AoD alignment between the BS and UE, without
using any feedback during the CD procedure.
In the first part of the work, we discuss the physical
layer implementation details of the conventional beam sweep
2technique by completely specifying its training phase, with the
explicit description of beamforming vectors to be used at the
transmitter and receiver. We also discuss how the beamforming
vectors can be modified to implement beam widening or beam
combining variations. With the explicit characterization of the
training phase, we find analytical expressions for the detection
probability and false alarm probability of beam sweep and its
variations, under certain assumptions on the mm wave channel
models. While the conventional beam sweep technique can
not find the identity of the detected BS, we propose new
modifications in its training phase using differential encoding
schemes to incorporate this capability.
In the second part of the work, by exploiting the sparse
nature of mm wave channels [14], [15], we formulate CD
problem as a sparse signal recovery problem in compressive
sensing (CS) [16] and develop two new training schemes: 1)
beamforming vectors are designed based on mutually unbiased
bases (MUB) from quantum information theory [17] and
2) beamforming vectors are randomly generated. We obtain
analytical expression for the cell detection probability of the
new schemes. Mutual coherence parameter of the sensing
matrix [18] plays a significant role in the sparse signal
recovery performance [18], [19]. We characterize the mutual
coherence for our MUB based beamforming (MUBB) scheme
and establish its relation to the cell detection probability.
Among all the schemes considered, our MUBB yields the
smallest mutual coherence. We also perform simulation studies
using NYUSIM [20], [21], an experimentally driven mm wave
channel simulator and conclude that our MUBB is superior to
other CD techniques, in terms of both training overhead and
cell detection performance. Main contributions of our work
are summarized as:
• Obtain analytical expressions for detection and false
alarm probabilities for beam sweep and beam combining
techniques.
• Propose differential encoding based beam sweep tech-
nique to find the identity of the detected BS.
• Propose two new training schemes, random beamforming
and MUB based beamforming, with smaller overheads
compared to the beam sweep technique. Obtain the ana-
lytical expression for the detection probability of the new
schemes.
• Establish the superior performance of our MUBB over
all the other schemes using simulation studies with
NYUSIM.
Notations: Mathcal font P denotes a set and its cardinality
is |P|. p and P denote scalars, p - vector and P - matrix.
[P]p,p¯ refers to the (p, p¯)
th element of matrix P and pp the
pth element of vector p. Also, PP is a sub-matrix of P whose
are columns are those of P indexed by the set P . Similarly,
pP is a sub-vector of p containing elements of p indexed by
P . pth row and pth column of P is denoted as [P]p,: and
[P]:,p respectively. [P1
∣∣∣P2∣∣∣ . . . ∣∣∣PP ] denotes concatenation of
matrices P1 to PP . Ip and Fp denote identity and unitary
DFT matrices of size p × p each. 0p and 1p indicate an all-
zero vector and all-one vector respectively, each of length p.
Lastly, ||.||2 is the l2-norm and E[.] is the expectation operator.
(·)∗ and (·)T denote Hermitian and transpose respectively.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Consider a mm wave network with Nbs base stations (BSs),
each equipped with a uniform linear array of antennas (ULA)
of size Nt × 1. Assume that the user equipment (UE) has an
ULA of size Nr × 1. The channel from the ith BS to the UE,
denoted by Hi (of size Nr × Nt), is modeled as [2], [15],
[22],
Hi =
Ki∑
k=1
α(i)k a
(i)
rk
(
a
(i)
tk
)∗
, (1)
where Ki is the total number of multi-path components, α
(i)
k
is the complex channel gain of the kth multi-path and a(i)tk
and a(i)rk are the corresponding transmit and receive antenna
array response vectors. The array response vectors depend on
the AoA and AoD of the corresponding multi-path. Specif-
ically, a(i)rk =
1√
Nr
[1 e−jω
(i)
rk ... e−j(Nr−1)ω
(i)
rk ]T and a(i)tk =
1√
Nt
[1 e−jω
(i)
tk ... e−j(Nt−1)ω
(i)
tk ]T , where ω(i)rk = 2pi
d
λ sin(θ
(i)
rk)
and ω(i)tk = 2pi
d
λ sin(θ
(i)
tk), d is the inter-element spacing
between adjacent antennas in the ULA (at both the BSs and
the UE), λ is the operating carrier wavelength, and θ(i)rk and
θ(i)tk are the AoA and AoD respectively, associated with the k
th
multi-path component of the channel Hi. The channel gains,
α(i)k ’s, are distributed as independent CN (0, σ2ki). Note that,
when a given BS is blocked or far away from the UE, the
corresponding multi-path gains will be close to zero.
Each AoA-AoD pair (θ(i)rk , θ
(i)
tk) leads to a spatial frequency
pair (ω(i)rk , ω
(i)
tk) so that the 2D Fourier transform of Hi will
have significant energies in the DFT bins closer to (ω(i)rk , ω
(i)
tk
).
Since the number of multi-paths is small compared to the
array sizes, the mm wave channels are approximately sparse
in Fourier basis [14], [15], [22]. Specifically, 2D Fourier
transform of Hi, computed using unitary DFT matrices as,
Gi = F
∗
NrHiFNt , (2)
is an approximately sparse matrix. The locations of significant
valued entries in Gi provide indication of the AoA-AoD pairs
corresponding to the strong paths between UE and ith BS.
On the other hand, under ideal channel conditions, when the
spatial frequencies fall exactly on the DFT bins,
ω(i)rk ∈
{2pil
Nr
, l = 0, · · · , Nr − 1
}
, ∀k, (3)
ω(i)tk ∈
{2pim
Nt
,m = 0, · · · , Nt − 1
}
, ∀k, (4)
the matrix Gi is an exactly sparse matrix with Ki independent
Gaussian non-zero entries in the DFT bins given by the spatial
frequency pairs (ω(i)rk , ω
(i)
tk).
Suppose ith BS transmits data symbol xi using a beam-
forming vector wti , then the received signal at the UE y is
given by,
y = w∗r
( Nbs∑
i=1
Hiwtixi
)
+w∗rn︸︷︷︸
n
, (5)
3where wr is the receive beamforming vector and n is the ad-
ditive Nr-length noise vector. We assume, n ∼ CN (0, σ2nINr )
and hence n ∼ CN (0, σ2n||wr||22). For convenience and
consistency, we always set the receive beamforming vector
to be of unit norm, which yields n ∼ CN (0, σ2n).
In this paper, we consider the cell discovery in mm wave
systems where a UE endeavors to detect the presence of at
least one accessible BS to establish a communication link. For
this purpose, we consider the training phase where BSs and
UE use known/fixed set of beamforming vectors and transmit
known set of symbols. UE has a set of P beamforming vectors
{w(1)r , · · · ,w(P )r } and each BS has a set of Q beamforming
vectors {w(1)ti , · · · ,w(Q)ti }. The received observation corre-
sponding to a given transmit/receive beamforming vectors pair
is
yp,q = w
(p)∗
r
( Nbs∑
i=1
Hiw
(q)
ti x
(i)
p,q
)
+ np,q, (6)
= w(p)∗r
( Nbs∑
i=1
FNrGiF
∗
Ntw
(q)
ti x
(i)
p,q
)
+ np,q, (7)
where x
(i)
p,q are the known transmit symbols and {np,q} are
i.i.d. complex Gaussian noise samples with variance σ2n. We
assume that all the pilot symbols transmitted have equal power,
|x(i)p,q|2 = ρ, ∀p, q, i. If all the combinations of transmit/receive
beamforming pairs are used, then the training phase duration
will be M = PQ. Using these M training phase observations
in (7), we solve the CD problem by finding the locations
of significant valued entries in the Fourier domain channel
matrices {Gi}. This leads to finding a suitable BS of sufficient
signal strength and the corresponding AoA-AoD alignment.
Different choices for beamforming vectors in the training
phase lead to different CD techniques.
III. BEAM SWEEP TECHNIQUES AND VARIATIONS
In this section, we discuss a pilot training scheme called
beam sweep (B-S) which is based on the conventional beam-
forming training technique used in traditional MIMO sys-
tems [4], [5]. In this method, the transmitter and receiver
exhaustively search the optimal AoA-AoD pair, by sweeping
their beams in the entire [0, 2pi] space and using all the
transmit/receive beam combinations.
A. Conventional Beam Sweep:
In this scheme, the beamforming vectors
{
w
(q)
ti
}Q
q=1
and{
w
(p)
r
}P
p=1
, ∀i = 1, ..., Nbs are chosen as columns of the
unitary DFT matrices FNt and FNr respectively. Setting
P = Nr and Q = Nt, we have,
w
(q)
ti = [FNt ]:,q, q ∈ {1, ..., Nt}, ∀i = 1, ..., Nbs, (8)
w(p)r = [FNr ]:,p, p ∈ {1, ..., Nr}. (9)
Note that, when a beamforming vector is set as a column
of a DFT matrix, the signal radiated by the antenna array is
directed at an angle corresponding to the (spatial) frequency
given by that column. In the conventional B-S, we perform
exhaustive search by considering all the transmit/receive beam
combinations, leading to a total of M = NtNr measurements,
which are given by,
yp,q = [FNr ]
∗
:,p
Nbs∑
i=1
FNrGiF
∗
Nt [FNt ]:,qx
(i)
p,q + np,q
=
Nbs∑
i=1
x(i)p,q[Gi]p,q + np,q, (10)
with p ∈ {1, ..., Nr}, q ∈ {1, ..., Nt}. As mentioned earlier,
the matrices
{
Gi
}Nbs
i=1
are approximately sparse. For each i =
1, ..., Nbs, we define the support set of Gi, denoted as Si, as,
Si =
{
(a, b)
∣∣∣|[Gi]a,b|2 > δ, a = 1, ..., Nr; b = 1, ..., Nt},
(11)
where δ is an appropriately chosen limit value that declares
whether or not an entry in matrix Gi has considerably large
magnitude. We define the support set S =
Nbs⋃
i=1
Si. For
(p, q) ∈ S, the received symbols yp,q in (10), have significant
signal component due to sufficiently large channel gains and
we term them as active symbols. For (p, q) /∈ S, the channel
gains are close to zero and the corresponding observations are
noise dominated. Now, detecting the presence of at least one
accessible BS is equivalent to verifying whether there exists
at least one active symbol among
{
yp,q, p ∈ {1, ..., Nr}, q ∈
{1, ..., Nt}
}
. The active symbols yp,q are detected as
|yp,q|2 > τ, (12)
where τ is an appropriately chosen threshold. The indices
(p, q) corresponding to the active symbols indicate the AoA-
AoD alignment between the active BSs and UE. However, it
does not reveal which BS among i = 1, · · · , Nbs are active,
since the observation is superposition of channel gains from
all the BSs (10). Later in Section III-C, we discuss how
differential encoding can be done using x
(i)
p,q , to enable finding
the BS identity as well, using the observations {yp,q}. For the
above detection rule (12), the probability of false alarm PF
and the probability of successful detection PD are given by
PF = P(
⋃
(p,q)/∈S
|yp,q|2 > τ)
= P( max
(p,q)/∈S
|yp,q|2 > τ), (13)
PD = P
( ⋃
(p,q)∈S
|yp,q|2 > τ
)
. (14)
Theorem 1. For the conventional beam sweep technique with
the detector (12), under the idealized channel conditions given
in (3) and (4), the probability of false alarm is given by
PF = 1−
(
1− e
−τ
σ2n
)NtNr−|S|
. (15)
For the same detector, with |x(i)p,q|2 = ρ, the probability of
successful detection PD is characterized as follows.
4• Non-overlap case: When the support sets Si are disjoint
Nbs⋂
i=1
Si = ∅, we have
PD = 1−
Nbs∏
i=1
Ki∏
k=1
[
1− exp
(
− τ
σ2n + ρσ
2
ki
)]
. (16)
• Overlap case: If
Nbs⋂
i=1
Si 6= ∅, then PD can be lower
bounded as,
PD ≥ exp
(
− τ
σ2n + ρ
[
max
1≤i≤Nbs
max
1≤k≤Ki
{
σ2ki
}]). (17)
Proof: Refer to Appendix A.
In both cases, asymptotically as σ2n −→ 0, PD −→ 1.
B. Beam Combining method:
We present the details of beam combining (BC) or beam
widening technique, where we widen (by combining multiple
beams) the beams used during the training phase, so that the
overall duration to sweep the entire angular space is reduced.
A direct approach to widen the beams for scanning the space
is to employ training beamforming vectors that are constructed
as (weighted) linear combination of the columns of FNt and
FNr matrices at the BSs and UE respectively. Suppose, we
combine βt beams at the transmitter and βr beams at the
receiver, we need P = Nrβr (widened) beams at the receiver
and Q = Ntβt (widened) beams at the transmitter. By using all
the beam pair combinations, the total number of measurements
needed is M = NtNrβtβr . Compared to the B-S method, BC has
reduced the training overhead by a factor of βtβr.
Now, we analyze the detection and false alarm performance
of the BC method. To start with, we design the training phase
beamforming vectors as,
w(p)r =
βr∑
lr=1
[FNr ]:,(p−1)βr+lr
√
βr
, p = 1, · · · , Nr
βr
, (18)
w
(q)
ti =
√
βr
βt∑
lt=1
[FNt ]:,(q−1)βt+lt , q = 1, · · · ,
Nt
βt
,(19)
with i = 1, ..., Nbs. The normalization factor in (18) en-
sures that receive beamforming vectors are of unit norm,
||w(p)r ||22 = 1, ∀p. Because of the scaling factor in (19),
we have ||w(q)ti ||22 = βtβr. Now, the total squared norm
(power) of the transmit beamforming vectors used at every
BS for the entire training phase is PQβtβr = NtNr, which
is same as the total power of transmit beamforming vectors of
the B-S method. This ensures some fairness in performance
comparison, as the total power spent by both schemes for the
training phase are identical, even though the training overheads
are different.
The design of beamforming vectors proposed in equation
(19) results in the following,
F∗Ntw
(q)
ti = F
∗
Nt
βt∑
lt=1
√
βr[FNt ]:,(q−1)βt+lt
=
√
βr[INt
βt
(q)⊗ 1βt ],
where 1k represents an all one column vector of size k×1 and
Ik(p) is the p
th column of a k× k Identity matrix. Similarly,
we have
w(p)∗r FNr =
[INr
βr
(p)⊗ 1βr ]T√
βr
. (20)
Based on these identities, the expression for the received
symbols is given by,
yp,q =
Nbs∑
i=1
βt∑
lt=1
βr∑
lr=1
x(i)p,q[Gi](p−1)βr+lr ,(q−1)βt+lt + np,q,
(21)
for p = 1, ..., Nrβr and q = 1, ...,
Nt
βt
. Intuitively, because of the
widened beams used at both the BSs and UE, multiple DFT
bins get mapped to the same scalar measurement at the UE.
Equation (21) reveals this fact as the sum of all the elements of
a βr×βt sub-matrix of Gi (the elements are indicated by the
two inner summations), contributes to the same measurement
yp,q at the UE. Here, the active set Sactv is the set of indices
{(p, q)} for which the corresponding observation yp,q in (21)
has contribution from at least one non-zero channel gain from
any one of the support sets Si in (11). We employ the same
thresholding rule (12) to detect the active set. Again, under
ideal channel conditions (3),(4), false alarm probability for
the BC scheme is
PF = 1−
(
1− e
−τ
σ2n
)NtNr
βtβr
−|Sactv|
, (22)
The detection probability of BC scheme satisfies the same
bound as given in (17). The derivations can be done in the
same manner as Theorem 1.
C. Differential Encoding based Beam Sweep:
We noted that the detector in the conventional beam sweep
(12) can not find the identity i ∈ {1, · · · , Nbs} of the BS
associated with the detected AoA-AoD alignment pair. Now,
we propose modifications in the conventional beam sweep to
enable the cell identity detection. Towards that, we obtain two
sets of M = NtNr measurements so that the total number
of measurements is 2NtNr. First set of NtNr observations,
denoted by yp,q, is obtained as in the conventional beam sweep
(10) by setting x
(i)
p,q = 1, ∀p, q, i. Second set of NtNr observa-
tions, denoted by y˜p,q , is obtained as in the conventional beam
sweep (10) by setting x
(i)
p,q = e
j 2pii
(Nbs+1) , i = 1, ..., Nbs. Note
that, during the second phase, each BS transmits a different
constellation point from (Nbs + 1)-ary PSK constellation. We
have,
y˜p,q =
Nbs∑
i=1
e
j 2pii(Nbs+1) [Gi]p,q + n˜p,q. (23)
5Comparing (10) and (23), we note that the BS identity in-
formation is differentially encoded between the two sets of
observations. In the detection phase, we first identify the set
of active symbols as Sd =
{
(p, q)
∣∣∣(|yp,q| + |y˜p,q|)2 > τ},
where τ is an appropriately chosen threshold. If Sd = ∅, then
it means that the UE cannot recognize presence of any of
the BSs. On the other hand, if Sd 6= ∅, then for each of the
detected AoA-AoD alignment (p, q) ∈ Sd, the UE identifies
the corresponding BS by performing the differential detection
as
iˆp,q = arg min
i∈{1,...,Nbs}
∣∣∣ arg(y˜p,qy∗p,q)− arg(ej 2pii(Nbs+1))∣∣∣.
(24)
We also note that, this differential encoding can be incor-
porated in a straight forward manner with beam combining
method as well.
IV. COMPRESSIVE SENSING BASED CELL DISCOVERY
A. Compressive Sensing Model:
As we mentioned in the system model, the Fourier domain
channel matrices {Gi} are approximately sparse. Exploiting
this sparseness, we develop an equivalent compressive sensing
measurement model and formulate the CD problem as a sparse
signal recovery problem. Towards that, we construct a P ×Q
measurement matrix Y by stacking the observations yp,q in
(6) as [Y]p,q = yp,q. Setting x
(i)
p,q = x, ∀p, q, i, we have
Y =
Nbs∑
i=1
W∗rHiWtix+N (25)
where Wti = [w
(1)
ti w
(2)
ti ...w
(Q)
ti ] for each i and Wr =
[w
(1)
r w
(2)
r ...w
(P )
r ]. Here, we assume |x|2 = ρ. Now,
by vectorizing the matrices (by column-wise concatenation)
y = vec(Y),n = vec(N),h(i) = vec(Hi), ∀i, h =[
h(1)T h(2)T ... h(Nbs)T
]T
, we have
y =
Nbs∑
i=1
(
WTti ⊗W∗r
)
h(i)x+ n = xAh+ n, (26)
with A =
[
WTt1 ⊗W∗r
∣∣∣WTt2 ⊗W∗r∣∣∣...∣∣∣WTtNbs ⊗W∗r]. The
sparse representation of the mm wave channel matrices can
be written as,
Hi = FNrGiF
∗
Nt ⇒ h(i) =
(
(F∗Nt)
T ⊗ FNr
)
g(i), ∀i,
where g(i) = vec(Gi). Define F = (F
∗
Nt
)T ⊗ FNr
and Φ = INbs ⊗ F. Thus, h = Φg, where g =[
g(1)T g(2)T ...
(
g(Nbs)
)T ]T
. The PQ×1 observation vector
y can now be re-written as,
y = xAΦg + n = xΨg+ n, (27)
with the sensing matrix Ψ = AΦ. Now, recovering the sparse
vector g from y leads to recovering the non-zero entries in
the matrices {Gi}, which solves the CD problem. We define
support set, Ti, for the vector gi as,
Ti =
{
l ∈ {1, ..., NtNr}
∣∣∣|g(i)l |2 > δ}.
Then, T =
Nbs⋃
i=1
Ti can be regarded as the support set of g. The
observation vector can be written as,
y =
∑
l1∈T
[Ψ]:,l1gl1x+
∑
l2 /∈T
[Ψ]:,l2gl2x+ n.
Now, detecting the presence of at least one BS is equivalent
to verifying whether y is generated by at least one column of
Ψ indexed by T . We declare that lth entry in g is non-zero
whenever ∣∣∣[Ψ]∗:,ly∣∣∣2 > τ. (28)
where τ is an appropriately chosen threshold. Denoting the
detection metrics as zl =
∣∣∣[Ψ]∗:,ly∣∣∣2, the false alarm probability
and detection probability are given by
PF = P
( ⋃
l/∈T
zl > τ
)
= P
(
max
l/∈T
zl > τ
)
, (29)
PD = P
( ⋃
l∈T
zl > τ
)
. (30)
Mutual coherence parameter of the sensing matrix, defined as
µ = max
l1 6=l2
∣∣∣[Ψ]∗:,l1[Ψ]:,l2∣∣∣∣∣∣∣∣∣[Ψ]:,l1∣∣∣∣∣∣
2
∣∣∣∣∣∣[Ψ]:,l2∣∣∣∣∣∣
2
, (31)
plays a significant role in the sparse signal recovery perfor-
mance [18]. It is difficult to find the analytical expression for
the probability of false alarm. On the other hand, detection
probability is characterized below.
Theorem 2. Under the idealized channel conditions in (3),(4),
the probability of detection (PD) for the detector (28) using
the observations (27) is given by,
PD = 1−
|T |∏
k=1
[
1− e− τλk
]
≥ 1−
|T |∏
k=1
[
1− exp
(
− τ
ρσ2minµ¯
2 + σ2nµ¯
)]
,
where λk’s are the eigen values of the matrix
ρ
(
Ψ∗T ΨT
)
D
(
Ψ∗T ΨT
)
+ σ2n
(
Ψ∗T ΨT
)
, D is a diagonal
matrix with the ith diagonal element being the variance of
gi with i ∈ T , σ2min = mink[D]k,k, µ¯ = 1 −
(
|T | − 1
)
µ, µ
is the mutual coherence of Ψ.
Proof: Refer to Appendix B.
Smaller the value of µ, better is the recovery performance.
First, we look at the mutual coherence value for the beam
sweep and its variations discussed in the previous section.
Next, we design two new training schemes which lead to
smaller mutual coherence.
6B. Beam Sweep and Variations:
For the conventional beam sweep, the resulting sensing
matrix is given by Ψ = 1TNbs ⊗ INtNr , which is a horizontal
concatenation of identity matrices. The corresponding mutual
coherence is 1, which is the worst case value. In the B-
S technique, with all the BSs using the same beamforming
vectors and pilot symbols, we can not differentiate between
the signals between different BSs, and hence we get the worst
case µ = 1. This matches with our initial conclusion that B-S
technique can not find the identity of the detected BS in the
CD process. On the other hand, the columns of Ψ for different
AoA-AoD pairs (different locations in Gi) are orthogonal.
Hence, conventional B-S will have the best performance in
finding the AoA-AoD alignment between the detected BS and
UE. We also note that the detector in (28) is identical to (12).
For the BC method, the resulting sensing matrix Ψ = 1TNbs⊗[(
INt
βt
⊗ 1Tβt
)
⊗
(
INr
βr
⊗ 1Tβr
)]
. Here also, µ = 1 and hence
distinction between different BSs is not possible. In addition,
multiple DFT bins (of total size βr×βt) get mapped to a single
observation. Hence, AoA-AoD resolution within the grid of
size βr × βt is not possible.
For the differential encoding based beam sweep, concate-
nating the two sets of observations from (10) and (23), the
resulting sensing matrix is
Ψ =
1√
2
[
1 1 ... 1
x1 x2 ... xNbs
]
⊗ INtNr , (32)
with xi = e
j 2pii(Nbs+1) , i = 1, ..., Nbs. The mutual coherence is
µ =
√
1
2
[
1 + cos
(
2pi
Nbs+1
)]
< 1. Since µ < 1, this scheme
can recover both the identity as well as AoA-AoD alignment
of the detected BS. However, as Nbs increases, µ gets closer
to 1, because the minimum distance of the (Nbs+1)-ary PSK
constellation goes closer to 0.
C. Training Design using Mutually Unbiased Bases:
Mutually unbiased bases were originally developed in quan-
tum information theory. A set of d×d matrices B1,B2, ...,Bd
are said to be mutually unbiased bases, if,
B∗lBl = Id, ∀l = 1, ..., d, and∣∣∣[Bi1 ]∗:,l[Bi2 ]:,k∣∣∣ = 1√
d
, ∀i1 6= i2; l, k = 1, ..., d.
In the above, d = pn, where p is a prime number and n is a
non-negative integer [17], [23].
We design training phase beamforming vectors using MUB
matrices of sizes Nt2u × Nt2u and Nr × Nr. Here, u is a non-
negative integer, which is a design parameter controlling the
training phase duration M = NtNr2u and the total number of
BS supported by our design Nbs <
Nt
22u . Let
{
Mq
}2uNbs
q=1
be
a collection of Nt2u × Nt2u MUB matrices and M be an Nr ×
Nr (unitary) MUB matrix. For each i = 1, · · · , Nbs, define
matrices M(i) =
[
M(i−1)2u+1
∣∣∣M(i−1)2u+2∣∣∣ . . . ∣∣∣Mi2u]. With
Q = Nt2u , P = Nr, we propose the following design for the
training beamforming vectors,
w(p)r = FNr
(
[M]p,:
)∗
, p = 1, ..., P, (33)
w
(q)
ti = FNt
(
[M(i)]q,:
)T
, q = 1, ..., Q, (34)
and we refer this MUB based beamforming as MUBB tech-
nique. We take measurements for all the combinations of
transmit/receive beamforming pairs, resulting in a total number
of observations M = NtNr2u . Note that ||w(p)r ||22 = 1, ∀p
and ||w(q)ti ||22 = 2u, ∀q, i. This ensures that the total power
(squared norm) of the transmit beamforming vectors at each
BS for the entire training phase is NtNr. Setting the result-
ing sensing matrix Ψ = [Ψ1
∣∣∣Ψ2∣∣∣ . . . ∣∣∣ΨNbs], where Ψi are
M ×NtNr matrices defined as,
Ψi = M
(i) ⊗M =
[
M(i−1)2u+1 ⊗M
∣∣∣ . . . ∣∣∣Mi2u ⊗M],
the overall Ψ matrix turns out to be,
Ψ =
[
M1 ⊗M
∣∣∣M2 ⊗M∣∣∣ . . . ∣∣∣M2uNbs ⊗M]. (35)
Theorem 3. The sensing matrix Ψ constructed according to
equation (35) has the following properties:
1) For each q = 1, 2, . . . , 2uNbs, Mq ⊗ M is a unitary
matrix.
2) The mutual coherence of the Ψ matrix is equal to
√
2u
Nt
.
Proof: Refer to Appendix C.
We note that the mutual coherence of MUB design is
inversely proportional to
√
Nt. For large antenna arrays at the
BS, we get small values for µ as long as Nbs <
Nt
22u . On
the other hand, µ of differential encoding sensing matrix (32)
does not depend on Nt and it always increases with Nbs.
D. Random Beamforming:
In the compressive sensing theory [16], [24], it has been
established that any randomly generated matrix will have
low mutual coherence with high probability. In the random
beamforming (RBF), we generate the beamforming vectors
randomly, using i.i.d. Rademacher entries. Details are given
below. In the RBF scheme, both transmitter and receiver
change their beamforming vectors at every time instant. The
set of M observations are obtained as
ym = w
(m)∗
r
Nbs∑
i=1
Hiw
(m)
ti x+ nm,m = 1, · · · ,M. (36)
Setting M = NtNr2u , we describe the design the beamforming
vectors
{
w
(m)
r
}
and
{
w
(m)
ti
}Nbs
i=1
, ∀m, using Rademacher
entries.
• Set w(m)ti = FNtv
(m)
i , where for each i = 1, ..., Nbs
and m = 1, ...,M , elements of the vector v
(m)
i are
chosen from
{
±
√
2u
Nt
}
uniformly at random. It can
be verified that the total power (squared norm) of the
transmit beamforming vectors is NtNr, same as that of
conventional beam sweep.
• Similarly, choosew(m)r as FNru
(m), where for eachm =
1, ...,M , entries in u(m) are uniformly chosen from the
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{
± 1√
Nr
}
. We note that the norm of w
(m)
r , ∀m is
equal to 1.
It can be verified that the entries of resulting Ψ matrix are
of the form ±
√
2u
NtNr
. Mutual coherence of this matrix is
characterized in [22]. Such design of training beamforming
vectors using random entities are commonly used in mm wave
channel estimation algorithms [15], [22], [25].
E. Extensions to Multiple RF Chains:
In our original system model (6), each BS and the UE
employed one transmit and one receive beamforming vector
respectively, for every observation instant. With a hybrid
beamforming architecture [2], [15], using digital baseband
processors, multiple RF chains can be supported with ULA,
for nominal costs. With multiple RF chains at the receiver,
by using different receive beamforming vectors, we can get
multiple received observations at a single time instant. Suppose
w
(p,s)
r is the receive beamforming vector used at the UE for
the sth RF chain, then the measurement obtained is given by,
y(s)p,q = w
(p,s)∗
r
( Nbs∑
i=1
Hiw
(q)
ti x
(i)
p,q
)
+w(p,s)Hr np,q︸ ︷︷ ︸
n
(s)
p,q
, (37)
where p ∈ {1, 2, ..., P}, q ∈ {1, 2, ..., Q} and s ∈
{1, 2, ..., Nrf}, with Nrf being the number of RF chains at the
UE and np,q is the AWGN noise vector at the time instant
indexed by (p, q). By suitably choosing the beamforming
vectors of the RF chains, the overall duration of the training
phase to get M observations can be reduced to MNrf . For beam
sweep and its variations, and MUB beamforming, the receive
beamforming vectors at different RF chains {w(p,s)r , s =
1, · · · , Nrf} at a particular instant (p, q) can be chosen as
orthonormal vectors. Hence, the noise samples n
(s)
p,q are i.i.d.
Gaussian. While the training phase gets reduced with multiple
RF chains, the performance of beam sweep and its variations,
and MUBB do not get affected. On the other hand, for RBF,
the randomly generated receive beamforming vectors are not
orthogonal and hence n
(s)
p,q is correlated across s. In addition,
the mutual coherence parameter of the sensing matrix in RBF
increases with the number of RF chains, as the entries in Ψ
gets more correlated. Due to these issues, the performance of
RBF degrades with increase in Nrf. This fact is validated via
simulation results in the following section.
V. SIMULATION RESULTS
In this section, we present our simulation results comparing
the performance of various cell discovery algorithms in terms
of probability of successful detection PD with a constraint on
the probability of false alarm PF .
A. Verifying the derived PD expressions using simulations:
We first validate the expressions obtained for the detection
probability PD for all the methods, using simulations. The
results are plotted in Figure 1. Here, we fix Nt = 64, Nr = 8.
We vary Nbs = 2, 4 for the B-S method, while we fix it to
be 4 for MUBB and RBF methods. We considered multi-path
scenario with K1 = 3,K2 = 4,K3 = K4 = 2 whenever
Nbs = 4, for all the techniques where we generate the channel
gains as CN (0, σ2ki), with σ2ki = NtNrKi α and α ∈ (0, 1), ∀i, k.
When Nbs = 2, we set K1 = 3,K2 = 4. We also considered
single path case for the MUBB and RBF methods. We
observe that under idealized channel assumptions, the derived
expressions exactly match with the simulation curves for the
proposed training schemes.
B. Network Setup and Non-ideal Channels:
In order to do detailed simulation studies, we consider the
network set-up as shown in Figure 2. We assume a 4×4 square
grid with each grid having length R meters. We deploy one
BS in each grid at random location, and place a UE in one of
the grids chosen uniformly at random (indicated by a green
dot in Figure 2). Hence, we get Nbs = 16. In a practical
environment, signals from many of the BSs will not reach
the UE due to severe blockage effects in mm wave systems.
Hence, we assume that the environment has only four active
BSs, i.e., signals from only four BSs reach the given UE. These
active BSs are picked randomly from the total 16 (indicated
by red dots in the same figure) and the remaining inactive BSs
(which are assumed to make zero channel with the UE) are
indicated by the blue dots. We assume direct LOS link to exist
between (randomly chosen) two of the active BSs and the UE.
The other two active BSs have NLOS link with the UE.
The channel between each BS and UE is generated using
NYUSIM simulator [20], [21] which is an experimentally
driven spatial channel simulator for wideband mmwave com-
munication systems. We assume the following parameters:
Nt = 256, Nr = 4, Nrf = 4 and the operating carrier
frequency is 28 GHz. The additive noise is modeled as thermal
noise with noise variance given by kTB, where T = 293
kelvin is the operating temperature, B = 800 MHz is the sys-
tem bandwidth and k = 1.38× 10−23 J/K is the Boltzmann’s
constant. All other parameters in the NYUSIM graphical user
interface are set to their default values.
For the purpose of simulations, we implement the BC
method with βt = 2, βr = 1, leading to a total of
M = NtNr2 measurements. We consider differential encoding
with beam sweep (DBS) which uses 2NtNr observations.
We also consider differential encoding with beam combining
(DBC) with two sets of parameters (βt = 2, βr = 1) and
(βt = 4, βr = 1). The performance of all the training
schemes are studied in terms of PD versus cell length R
by averaging over 2500 realizations of the above described
network set-up. We fix non-zero threshold δ in equation (11)
as δ = 12
(
max
1≤l1≤Nr;1≤l2≤Nt
∣∣∣[Gi]l1,l2 ∣∣∣2), and the threshold τ
for the detectors are chosen as,
τ =

κ
(
max
1≤p≤P ;1≤q≤Q
|yp,q|2
)
, for methods in Section III,
κ||ΨHy||2∞, for schemes in Section IV
.
Here, κ is chosen s.t. the probability of false alarm (PF ) is 0.1.
Note that the value of κ will vary across different techniques.
8Nbs B-S, BC, DBC (∀M,Nrf) DBS (M = 2048, ∀Nrf) MUBB (∀Nrf)
RBF
Nrf = 1 Nrf = 2 Nrf = 4
16 1 0.9830
M = 1024 → 0.0625 0.1641 0.2148 0.2969
M = 512 → 0.0884 0.2305 0.3047 0.4219
M = 256 → 0.125 0.3281 0.4219 0.5938
32 1 0.9955
M = 1024 → 0.0625 0.1719 0.2305 0.3203
M = 512 → 0.0884 0.2422 0.3203 0.4531
TABLE I: Mutual coherence (µ) values of the Ψ matrix in different schemes with Nt = 256 and Nr = 4.
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Fig. 1: Verifying the expressions derived for PD, with Nt = 64, Nr = 8,PF = 0.01. For multi-path case K1 = 3,K2 =
4,K3 = K4 = 2 when Nbs = 4, and K1 = 3,K2 = 4 when Nbs = 2.
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Fig. 2: Network set-up considered for one realization/iteration
during simulations.
The mutual coherence (µ) values of the Ψ matrix for
different training schemes are listed in TABLE I. Recall that
the structure of Ψ is deterministic for all the schemes except
for the RBF method. So, for simulating the RBF method,
we choose the best Ψ matrix (the one with the smallest µ
value, which is specified in TABLE I) among 2000 random
realizations. Note that the µ of the Ψ matrix constructed
using MUBs is the smallest for any given M . Hence, MUBB
is expected to exhibit better performance compared to other
methods.
C. Comparison of different training schemes:
We plot the PD performance of all the proposed pilot
training methods w.r.t. R in Figure 3(a). We fix Nbs = 16.
We observe that the performance of all the schemes decreases
with R, mainly due to decrease in the value of SNR at the UE.
We observe that the B-S scheme and the MUBB method with
u = 0 outperform all the other techniques. Even with reduced
number of measurements M (setting u = 1, 2), the MUBB
method provides considerably good detection performance in
terms of PD. In fact, it is comparable with the B-S technique
for R ≤ 550 meters. This is mainly because of the low value
of µ achieved in MUBB method. We also observe that for
MUBB method (with various values of M ) is better than the
corresponding DBC and RBF techniques, which use the same
number of measurements. The performance of the differential
encoding schemes highly depends on the SNR and Nbs. Since
SNR decays with R, PD of DBS and DBC schemes decrease
as a function of R.
D. Successful detection of the strongest BS in the network:
We also study the efficiency of the proposed pilot training
strategies in detecting the strongest BS in the network. The
BS with the largest magnitude entry in the Gi matrix is
termed as the strongest BS and the corresponding path with
the largest gain is termed as the strongest path. We now
define the success probability (PD) of a training scheme as
the probability of detecting the strongest base station and the
AoA-AoD alignment of the strongest path. Strongest path of
the strongest BS is identified by the largest value of the metric
in (28). From Figure 3(c), we observe that the MUBB method
withM = 1024 outperforms all the other schemes. In addition,
MUBB method implemented with reduced training overhead
M = 512 performs better than DBC and RBF techniques with
larger training overhead M = 1024.
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Fig. 3: Comparison of all the pilot training methods in terms PD for, (a) detecting at least one accessible BS assuming Nbs = 16,
(b) detecting at least one accessible BS assuming Nbs = 32 and (c) detecting the strongest active BS for Nbs = 16, w.r.t. R
with Nt = 256, Nr = 4,PF = 0.1, Nrf = 4.
E. Impact of multiple RF chains:
Presence of multiple RF chains do not affect the behavior
of the PD curves for all the methods, except RBF. This is,
once again, due to the increase in the mutual coherence of the
RBF sensing matrix Ψ with the number of RF chains. This is
verified in Figure 4, where we plotted the detection probability
of the RBF and MUBB techniques for the two criterions:
(i) successfully detecting at least one accessible BS, and (ii)
successfully detecting the strongest BS. With increase in the
value of Nrf, the detection probability of the RBF method
decreases.
F. Beamforming gains for different training schemes:
Based on the strongest detected BS and the corresponding
AoA-AoD pair, we can choose the optimal beam directions to
be used by BS and UE during the subsequent data transmission
phase. In this section, we study the the beamforming gain
achieved by the various training schemes, using the optimal
beamforming vectors. Let (p0, q0) corresponds to an AoA-
AoD pair of the strongest path corresponding to the strongest
detected BS i0, based on the largest value of the metric in
(28). With the optimal beamforming vectors wt = [FNt ]:,q0
and wr = [FNr ]:,p0 , the corresponding beamforming gain is
given by
∣∣∣wHr Hi0wt∣∣∣. For the DBC technique, since combined
beams are used in the search process, the resolution of the
detected AoA-AoD pair is limited to a submatrix (in the
2D DFT grid) of size βr × βt. In this case, the optimal
beamforming vectors are chosen as the weighted sum of the
columns of the corresponding DFT bins, as in (18) and (19).
However, the scaling factor in (19) need to be changed to make
the beamforming vector to be of unit norm.
Figure 5 illustrates the simulation result in terms of the
cumulative distribution function (CDF) of the beamforming
gain for different values of R and M . As expected, when R
increases the achievable beamforming gain decreases for all
methods, and hence the CDF value attains 1 at lower values
of the gain. The performance of the MUBB and RBF methods
are exactly the same as shown in the figure. Since the DBC
method uses wider beams during training, the resolution of the
estimated AoA-AoD angles will be less. Hence for a given R,
the beamforming gain for the DBC algorithm will be lower
compared to the other techniques. Next, while the CDF plots
for the MUBB and RBF techniques remain unaffected when
M is reduced from 1024 to 512, the reduction in M results
in even wider transmit and receive training beams in case of
the DBC technique. As a result, its beamforming gain value
reduces further. Since the B-S and BC techniques discussed in
this paper cannot retrieve exact information about active BSs’
identities, we do not compute the beamforming gain for these
methods.
VI. CONCLUSION
In this article, we addressed the cell discovery problem
in millimeter wave communication systems. We considered
several existing and new pilot training schemes. We presented
the physical layer implementations of all these schemes, by
explicitly specifying the transmit/receiver beamforming vec-
tors in the training phase and developed receiver algorithms
to detect at least one potential BS in the network. Using
this framework, we obtained analytical characterization of the
detection probability of all these schemes and also obtained
simulation results using channels from NYUSIM. Our results
showed that our proposed MUB based beamforming method is
superior to all the other techniques in terms of both detection
probability and training overhead. Our future work will be
based on incorporating timing and frequency offset effects in
the system model, and addressing the mm wave cell discovery
problem using advanced sparse signal recovery algorithms.
APPENDIX
A. Proof of Theorem 1:
Under the idealized channel assumption, 2D Fourier domain
channel matrix Gi will have exactly Ki non-zero bins. The
variance of the entry in a given bin will be equal to the variance
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Fig. 4: Studing the impact of multiple RF chains in the PD performance of RBF training scheme.
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Fig. 5: CDF of beamforming gain for different training
schemes w.r.t R and M , with Nt = 256, Nr = 4, Nbs = 16.
σ2ki of the path whose spatial frequency pair match with the
bin frequency pair.
• Non-overlap case:
Since
Nbs⋂
i=1
Si = ∅, the observations yp,q, ∀p, q defined in
equation (10) are given by,
yp,q =
{
x
(i)
p,q[Gi]p,q + np,q, if (p, q) ∈ S,
np,q, if (p, q) /∈ S
,
for some i ∈ {1, 2, ..., Nbs}. In fact, the value of i
depends on the tuple (p, q). Thus, PF can be derived
as,
PF = P
(
max
(p,q)/∈S
|yp,q|2 > τ
)
= 1− P
(
max
(p,q)/∈S
|yp,q|2 ≤ τ
)
= 1− P
(
max
(p,q)/∈S
|np,q|2 ≤ τ
)
,
Since np,q are all i.i.d. CN (0, σ2n), we get,
PF = 1−
∏
(p,q)/∈S
P(|np,q|2 ≤ τ)
= 1−
(
1− e−
τ
σ2n
)NtNr−|S|
.
For any (p, q) ∈ S, we have yp,q ∼ CN (0, ρσ2ki + σ2n)
for some k and i. In addition, these observations are
independent. As the result, the detection probability PD
is given by,
PD = P
( ⋃
(p,q)∈S
|yp,q|2 > τ
)
= 1− P
( ⋂
(p,q)∈S
|yp,q|2 ≤ τ
)
=1−
∏
(p,q)∈S
P(|yp,q|2 ≤ τ)
= 1−
∏
i∈{1,...,Nbs},k∈{1,··· ,Ki}
(
1− e
− τ
ρσ2
ki
+σ2n
)
.
• Overlap case:
The expression for the probability of false alarm PF can
be derived in the same way as in Non-overlap case. We
now derive a lower bound on the probability of detection.
PD = P
( ⋃
(p,q)∈Sactv
|yp,q|2 > τ
)
≥ P
(
|yp˜,q˜|2 > τ
)
, for every (p˜, q˜) ∈ Sactv
= e
− τ
κ2
p˜,q˜ , for every (p˜, q˜) ∈ Sactv,
where κ2p,q is the variance of yp,q, ∀(p, q) ∈ Sactv. Thus,
we get,
PD ≥ max
(p,q)∈Sactv
e
− τ
κ2p,q = exp
(
−
[
min
(p,q)∈Sactv
τ
κ2p,q
])
= exp
(
− τ
max
(p,q)∈Sactv
κ2p,q
)
. (38)
As mentioned before, each of the active symbols is
generated by at least one non-zero entry of the sparse
matrices
{
Gi
}Nbs
i=1
. Assuming, x
(i)
p,q = x, ∀p, q, i, we
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have,
max
(p,q)∈Sactv
κ2p,q ≥ ρ max
i={1,...,Nbs},k={1,...,Ki}
σ2ki + σ
2
n,
leading to the PD bound given in (17).
B. Proof of Theorem 2:
Probability of detection can be written as,
PD = P
( ⋃
l∈T
zl > τ
)
= 1− P
( ⋂
l∈T
zl ≤ τ
)
= 1− P
( ⋂
l∈T
|[Ψ]∗:,ly|2 ≤ τ
)
.
Let z = Ψ∗T y. One can verify that z ∼ CN (0,C), where
C = ρ
(
Ψ∗T ΨT
)
D
(
Ψ∗T ΨT
)
+ σ2n
(
Ψ∗T ΨT
)
which is defined
in the theorem. In general, C is not a diagonal matrix. Since
C is a hermitian matrix, its eigen value decomposition can
be written as C = U˜D˜U˜∗, where U˜ is an unitary matrix
containing eigenvectors of C and D˜ a diagonal matrix with
eigenvalues of C as its diagonal entries. Define z˜ = U˜∗z.
Clearly, E[z˜] = 0. And, E[z˜z˜∗] = U˜∗E[zz∗]U˜ = U˜∗CU˜ =
D˜⇒ z˜ ∼ CN (0, D˜), i.e., entries in z˜ are independent.
Consider the event
|T |⋂
k=1
|zk|2 ≤ τ . Now, magnitude square
value of the kth element of z˜ is bounded as,
|z˜k|2 =
∣∣∣[U˜]∗:,kz∣∣∣2 ≤ |T |∑
i=1
|[U˜]i,k|2|zi|2 ≤ τ ||[U˜]:,k||22 = τ.
Note that the above holds true for all elements of z˜. Thus,
we conclude that the event
{ |T |⋂
k=1
|zk|2 ≤ τ
}
leads to the event{ |T |⋂
k=1
|z˜k|2 ≤ τ
}
. Since matrix U˜ being unitary, we also have,
z = U˜z˜, and as a result, the event
{ |T |⋂
k=1
|z˜k|2 ≤ τ
}
will give
rise to
{ |T |⋂
k=1
|zk|2 ≤ τ
}
. Hence, P
( ⋂
l∈T
|[Ψ]∗:,ly|2 ≤ τ
)
=
P
( |T |⋂
k=1
|zk|2 ≤ τ
)
= P
( |T |⋂
k=1
|z˜k|2 ≤ τ
)
. It can be verified
that
{
|z˜k|2
}|T |
k=1
are independent exponential random variables
with parameters 1
[D˜]k,k
respectively. So, we finally get,
PD = 1− P
( |T |⋂
k=1
|z˜k|2 ≤ τ
)
= 1−
|T |∏
k=1
[
1− e−
τ
[D˜]k,k
]
.
The λk’s stated in the theorem are the [D˜]k,k’s mentioned
above. To derive the lower bound, we consider the matrix
Cmin = ρdminT
2 + σ2nT, where dmin = min
1≤k≤|T |
[D]k,k and
T = Ψ∗T ΨT . Then, the following facts can be verified. The
minimum eigen value of C, i.e., min
1≤k≤|T |
[D˜]k,k, is greater than
the minimum eigen value of Cmin. If λ is an eigen value of T
with some eigen vector, then Cmin will have the same eigen
vector with corresponding eigen value being ρdminλ
2 + σ2nλ.
Lastly, every eigen value of T can be lower bounded by 1−
(|T |− 1)µ using Gershgorin’s circle theorem [26], where µ is
the mutual coherence of Ψ. All these implies,
[D˜]k,k ≥ min
1≤l≤|T |
[D˜]l,l ≥ min. eigen value of Cmin
≥ ρdmin
[
1−
(
|T | − 1
)
µ
]2
+ σ2n
[
1−
(
|T | − 1
)
µ
]
.
Lower bounding [D˜]k,k, which are present in the PD expres-
sion, will in turn, gives the lower bound for PD as stated in
the theorem. Hence, proved.
C. Proof of Theorem 3:
Here, we prove the properties of Ψ matrix constructed using
MUBs.
1) We have,(
Mq ⊗M
)∗(
Mq ⊗M
)
=
(
M∗qMq
)
⊗
(
M∗M
)
= INt
2u
⊗ INr = IM .
In the above, third equality is obtained using the fact
that matrices Mq and M are unitary.
2) For any q, q¯ ∈ {1, . . . , 2uNbs} and q 6= q¯, we have,(
Mq ⊗M
)∗(
Mq¯ ⊗M
)
=
(
M∗qMq¯
)
⊗
(
M∗M
)
=
√
2u
Nt
Q⊗ INr ,
where Q is some matrix with absolute value of all its
entries being 1. It can, therefore, be said that magnitude
of inner product of two different columns of Ψ matrix
is equal to either zero or
√
2u
Nt
. Thus, mutual coherence
of Ψ equals
√
2u
Nt
.
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