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Based on the cost-of-carry model of future prices, a number of studies have esti-
mated nonlinear autoregressive models for the basis at different frequencies
(see, e.g., Dwyer GP, Locke, P, & Yu, W, 1996; Monoyios M and Sarno L, 2002;
Taylor N, van Dijk D, Franses PH, & Lucas A, 2000). The structure of the mod-
els and the speed of adjustment to shocks reported are radically different. In this
paper we examine the implications of systematic sampling. The results obtained
show that regular sampling of the process seems important in attempting to
explain the apparently contradictory results reported on the speed of adjustment
to shocks in the cost-of-carry model. © 2010 Wiley Periodicals, Inc. Jrl Fut Mark
31:192–203, 2011
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INTRODUCTION
A number of analyses show how nonzero transactions costs can induce nonlin-
ear adjustment of deviations from arbitrage or equilibrium conditions (see, e.g.,
Dixit, 1989; Dumas, 1992; O’Connell & Wei, 1997; Ohanian & Stockman,
1997; Sercu, Uppal, & van Hull, 1995). Intuitively, fixed and proportional
transactions costs generate bands in which it is not worth while to arbitrage.
Once these bands are breached arbitrage will occur, as anticipated profits from
arbitrage exceed the fixed and proportional transactions costs. Even if agents
make dichotomous decisions “regime changes” in aggregate data may be more
parsimoniously modelled as smooth rather than discrete given that agents do
not act simultaneously. This is perhaps as a consequence of different margin
requirements, position limits, or different propensities of traders to wait for
sufficiently large profit opportunities (as postulated by Terasvirta, 1994; Yadav &
Pope, 1990; and demonstrated theoretically by Berka, 2008). While globally
mean reverting the resulting nonlinear process can exhibit the important prop-
erty of exhibiting near unit root behavior for small deviations from equilibrium,
since small deviations are left uncorrected if they are not large enough to cover
the transactions costs. The nonlinear ESTAR model can exhibit the desired
properties and recent empirical work suggests that the ESTAR model provides
a parsimonious fit to various data sets of the futures basis estimated at different
frequencies (see Monoyios & Sarno, 2002; Sarno & Valente, 2005; Taylor, van
Dijk, Franses, & Lucas, 2000).
The mean reverting process of the nonlinear model differs from that of the
linear and therefore, the properties of the impulse response functions of linear
models do not carry over to the nonlinear models. In particular, for the ESTAR
model an important implication is that while the adjustment for small shocks
around equilibrium will be highly persistent, larger shocks mean-revert much
faster. In the context of equilibrium arbitrage conditions in asset markets, the
impulse response functions can also shed light on the length of the adjustment
period to shocks of various magnitude and consequently on “the limits to arbi-
trage” (see, e.g., Shleifer & Vishny, 1997).
There is, however, one aspect of the recent work that is problematic. As
mentioned above, researchers have estimated the ESTAR model on data sets of
different frequencies. Moreover, there is not a unique method to compute the
aggregation. One way is to aggregate by averaging while another is to aggregate
by sampling. Typically time series variables can be classified into two cate-
gories: flow variables and stock variables. A flow variable such as annual con-
sumption data is obtained only through aggregation of monthly or quarterly
data for the periods over the year (i.e. nonoverlapping time intervals). A stock
variable such as wealth exists continually but only its value every k time units
194 Paya and Peel
Journal of Futures Markets DOI: 10.1002/fut
are observed. Both methods of sampling have been rigorously explored in linear
systems where formal analytic results can be obtained (see, e.g., Amemiya &
Wu, 1972; Christiano, Eichenbaum, & Marshall, 1991; Heaton, 1993;
Rosanna & Seater, 1995; Wei, 2006 ch. 20; Working, 1960). It is usual in
finance employing asset price data to take every kth observation of an essen-
tially continuous series, either deliberately because the underlying hypotheses
are about speculative arbitrage at a particular moment of time, or because the
high frequency data are not available. For a number of linear processes, 
the implications of systematic sampling are known and might be trivial.1 For exam-
ple, if the true process is a first autoregression for minute-by-minute data with
a coefficient of 0.95 and the data are point sampled every week, say 1,800 min-
utes of trading, the series will be serially uncorrelated for all practical purposes
with a coefficient in the order of 1041. One would find no evidence of persist-
ent deviations, and on a weekly basis, there are not. The implications of aggre-
gation or systematic sampling in the context of fitting nonlinear models are less
well understood since analytic results are, in general, not available.2
Reasonable intuition might suggest that similar conclusions for a linear world
might go through in a nonlinear world. However, the intuition may not be cor-
rect. Paya and Peel (2006) showed, in the context of purchasing power parity,
the effects of temporal aggregation of an ESTAR process obtained through
averaging.3 However, asset prices are usually aggregated by systematic sampling
and, as far as we are aware, no results are available in that case. In fact, we
show in the context of the ESTAR model that the results of systematic sam-
pling are inconsistent with intuition based on a linear model.
We choose the ESTAR model since this model has been widely employed to
model the relationship between the stock index and the futures price. For exam-
ple, Monoyios and Sarno (2002) employ data sampled daily, Sarno and Valente
(2005) sampled weekly, and Dwyer, Locke, and Yu (1996) and Taylor et al.
(2000) sampled minute-by-minute. The authors report an arbitrage process
taking weeks or minutes for small or large shocks depending on the frequency
of the data employed. We will demonstrate that systematic sampling can
explain these contradictory results.
The rest of the paper is organized as follows. The following section discuss-
es the nonlinear model for the futures basis, the sampling methodology, and vari-
ous linearity tests. In the later section, we run a series of Monte Carlo experiments
1We thank a referee for reminding us of this point. However, for some processes it is not trivial, e.g., a frac-
tional process.
2Brannas and Ohlson (1999) derive explicit forms for aggregation of the asymmetric moving average process.
3Also note that Sarno (2000), Taylor (2001), and Paya and Peel (2006) showed how temporal aggregation of
a threshold or ESTAR model can lead to seriously biased estimates of the speed of adjustment in models esti-
mated on the temporally aggregated data and also offer some explanation of the different functional forms
reported at different levels of aggregation.
Systematic Sampling of Nonlinear Models 195
Journal of Futures Markets DOI: 10.1002/fut
to analyze the properties of linearity tests, nonlinear estimates, and speeds of
adjustment. Finally, final section summarizes our main conclusions.
NONLINEAR MEAN REVERSION
Assuming no transaction costs the no-arbitrage condition between the futures
and spot prices is
F(t, T)  S(t)e(rd)(Tt) (1)
where S(t) is the stock index, F(t, T) the futures price of the stock index at time t
for delivery at time T, d the dividend yield, and r the risk-free rate of interest.
In our empirical work we model the log of the basis, y defined as
(2)
In the literature it is assumed that the basis follows a nonlinear adjust-
ment mechanism due to transactions costs (see Dwyer et al., 1996). Monoyios
and Sarno (2002) assume smooth adjustment because heterogeneous agents
face fixed as well as proportional transactions costs.
We assume the Data Generating Process (DGP) of the basis yt at the high-
est data frequency is given by an Exponential Smooth Transition Autoregressive
model (ESTAR):
(3)
where a, a*, and k are constants, g is a positive constant, B(L), B*(L) are the
polynomial lag operator, and ut is an i. i. d disturbance term with standard error
se. This model has the property that for large deviations from equilibrium in
period t  1, arbitrage can induce rapid mean reversion. For smaller deviations,
the process can exhibit strong persistence and near unit root behavior.
To simplify the comparison with other studies it is possible to reparame-
terize the ESTAR model (3) as follows:
(4)
where f(L), f*(L) are the polynomial lag operators.
We examine the properties of systematic sampling for the basis.
Consequently, we simulate data from the ESTAR model (4) where the distur-
bance term, ut, is assumed to be normally distributed.
4 In each experiment
 (a*  r*yt1  f*(L)¢yt j)  ut
¢yt  a  ryt1  f(L)¢yt j  (1  eg(yt  1k)
2
)
yt  a  B(L)yt1  (1  e
g(yt 1k)
2
) (a*  B*(L)yt i)  ut
yt  ln F(t, T)  ln S(t)  (r  d)(T  t)
4We also considered non-normal disturbances such as the t-Student with low degrees of freedom. However,
results were qualitatively unchanged (available on request).
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described below we use different parameter values motivated by empirical esti-
mates on actual data at the highest frequency in each case. For simplicity, we
have used only the most parsimonious form of the estimated equations, that is,
with the following restrictions imposed that could not be rejected in (4) with
the actual data: 
(5)
This model implies that the log-level of the basis has an equilibrium of
zero (a  a* 0), and that is around that value (k  0) where yt is more per-
sistent ( ). The adjustment process is symmetric and
increasingly mean reverting as the size of the basis grows larger.5
We subsequently aggregate this process by taking the observation every k
number of periods to generate the aggregated series y*. For instance, when we
assume that the true DGP for y is at the minute-by-minute frequency in order
to generate the five minutes dataset y* (k  5), we take the following observa-
tions from the original dataset: 5, 10, 15, 20, and so on. For the hour-by-hour
dataset (k  60), we would take observations 60, 120, 180, and so forth. Once
the true DGP has been temporally aggregated, we proceed to the analysis of the
properties of the new series (y*), employing linearity tests, misspecification
tests, and impulses response functions.
Testing Nonlinearity
We compute various linearity tests on the aggregated series y*. We apply the
LM test for a stationary linear process against a nonlinear specification using
the method of Escribano and Jorda (1999), the Kapetanios, Shin, and Snell
(2003) (KSS hereafter) unit root test for a nonlinear ESTAR alternative, and
the test derived by Kiliç (2003) where the null is also a linear unit root and the
alternative hypothesis a specific nonlinear ESTAR process.
As a further check on the specification, we estimate the ESTAR form (3)
in y* and then compute the number of times the ESTAR model would not be
rejected by having a significant speed of adjustment, g.6 Finally, we test
whether there is any remaining residual ARCH/GARCH effects.
The estimation of the ESTAR models is done using nonlinear least squares.
The delay parameter, d, is chosen to be 1 given that economic intuition in
the modeling of the basis suggests small values of d rather than larger values.
r  0, r*  0, fj f*j
¢yt  f(L)¢yt j  (1  eg(yt  1)
2
) (r*yt1  f(L)¢yt j)  ut
fj  f*j, r  0, a  a*  k  0.
5These restrictions (i) make economic sense, given that the basis is constructed using the daily demeaned
futures and spot prices; transaction costs paid by heterogeneous agents imply that the tendency to move back
to equilibrium will be stronger the larger the deviation and therefore one should have r*  0, and (r  r*)
 0, and (ii) have been reported in empirical studies (e.g., Monoyios and Sarno, 2002).
6We denote this test as t(g) in the tables that follow.
Systematic Sampling of Nonlinear Models 197
Journal of Futures Markets DOI: 10.1002/fut
This is supported by the empirical estimates in Taylor et al. (2000), where
shocks are observed within few minutes, and in Monoyios and Sarno (2002)
where d  1. Tjøstheim (1986) and Pötscher and Prucha (1997) discuss regu-
larity conditions that allow consistent and asymptotically normal estimators.
Empirical marginal significance levels of the estimated parameter g has
been obtained through Monte Carlo simulation assuming that the true DGP
was a random walk calibrated using the actual data. The actual basis series at
the minute-by-minute and daily frequency appear to be highly persistent but
not unit root according to ADF, and PP tests, although the null of stationarity
is rejected using the KPSS test. We therefore take a conservative approach here
given that those simulations deliver, in any case, wider confidence intervals
than asymptotic theory suggests. The order of the autoregression is chosen
such that the serial independence test of Eitrheim and Terasvirta (1996) shows
no evidence of remaining serial autocorrelation up to lag 20.7
SIMULATION RESULTS
We assume that the true DGP is a minute-by-minute ESTAR process, the
parameters of which were obtained from estimates based on actual minute-by-
minute data for the basis of the FTSE 100 (see Taylor et al., 2000). In Table I,
column one, we display the parameter values employed in the Monte Carlo
experiment. We simulate the estimated model such that a sample length of
1,000 is obtained for the temporally aggregated data y*. We therefore generate
10,000 series of length 1,000k corresponding to systematic sampling of order 
k  5, 60, 480. For instance, to obtain daily data we take every 480th observation
from a series of length 480,000.8 The newly created series y* will be used to
analyze the behavior of aggregated nonlinear ESTAR models.
The results in Table II show that the number of autoregressive terms
decays with the level of aggregation. For example, starting with 19 lags9 at the
minute-by-minute frequency, only 66% of the time does the model at the hourly
level of frequency exhibit a significant AR structure longer that two. In fact, at
the daily level (k  480) 50% of the time we find five lags in the ESTAR model.
Interestingly, this coincides with the lag structure reported by Monoyios and
Sarno (2002) for daily data that is displayed in column two of Table I.
The linearity tests that have the linear unit root as the null (KSS and Kiliç)
seem very robust although this might not be surprising given the true DGP is
7We use the F version of the Eitrheim and Terasvirta (1996) test rather than the x2. We note that an alterna-
tive selection procedure for the autoregressive parameter would be to look at the PACF of the series. The
PACF is usually preferred to an information criterion since the latter usually displays a bias toward low values.
8For simplicity we assume there are 480 minutes (or eight hours) in a trading day.
9The estimation in Table I contains only 18 lagged terms as the dependent variable and regressors are in first
differences according to Equation (4).
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TABLE I
Actual ESTAR Estimates of the Basis (yt) at Different Frequencies Using Eq. (4)
Minute Daily Weekly


















rˆ* 0.44 0.120 0.237
gˆ 0.053 0.272 1.335
0.08 0.13 0.12
se 0.0005 0.0034 0.0046
The minute-by-minute data are taken from Taylor et al. (2000), the daily data from Monoyios and Sarno (2002), and the weekly data
from Sarno and Valente (2005). The restrictions fj  f*j , r  0, a  a*  k  0 could not be rejected.
R 2
10We have run the experiment from k  5 to 480 in intervals of 10. There is a clear pattern of decrease in the
rejection frequency of the LM tests (results available on request).
stationary. The performance of the LM test varies with the level of sampling,
not rejecting linearity less frequently as the aggregation level increases.10 This
again is consistent with the results of Granger and Lee (1999) who show, with
different nonlinear models, that aggregation reduces nonlinearity in the sense
that linearity tests reject less frequently when the series are aggregated than
they did originally. Similar pattern is found for the significance of the speed of
adjustment parameter g.
Another interesting result is that temporal aggregation appears to induce
statistically significant ARCH, between 11 and 18% of times. This might be
explicable by the fact that the ESTAR model fitted to the aggregate data may 
be a misspecification of the new aggregate nonlinear process and affects the
size of the ARCH test.
We repeated this exercise assuming the true DGP to be a daily ESTAR
process for the FTSE100 basis. In particular, we calibrate the model using the
estimates obtained by Monoyios and Sarno (2002) reported in Table I, column 2.
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This has an AR(5) structure. We temporally aggregate this process in order to
obtain the weekly (k  5 trading days), monthly (k  20 trading days), and quar-
terly (k  60) series. The results of the linearity and the residual GARCH not
reported for space reasons but available on request have the same implications as
those outlined in the previous experiment. The number of autoregressive terms
decays with the degree of aggregation. In fact, 97% of the time we find significant
AR(2) at the weekly level, which is broadly in line with the results reported for
weekly data by Sarno and Valente (2005). Overall, the results obtained by simu-
lation appear consistent with the empirical results reported in the literature at
the daily and weekly levels.
Impulse Response Functions
In this section we examine how the persistence of the nonlinear ESTAR model
is affected by sampling the process every k observations employing the simulat-
ed data described above. We apply the Generalized Impulse Response Function
TABLE II
Linearity Tests, Residual GARCH, and Empirical Estimates of (3) for y* Using 
Minute-by-Minute DGP from Table I Aggregation Level k
Aggregation Level k
5 60 480
KSS 1 1 1
Kilic 1 1 1
LM 0.73 0.05 0.04
LME 0.70 0.04 0.02
lˆ 0.26 14.58 47.01
t(l) 0.37 0.19 0.12
Garch 0.11 0.18 0.12
p  2 0.92 0.66 0.57
p  3 0.91 0.61 0.55
p  4 0.90 0.59 0.52
p  5 0.80 0.55 0.50
p  6 0.47 0.53 0.49
p  7 0.40 0.50 0.44
p  8 0.36 0.48 0.43
p  9 0.34 0.43 0.42
p  10 0.30 0.40 0.40
p  11 0.26 0.38 0.40
p  12 0.24 0.36 0.33
p  13 0.22 0.32 0.28
p  18 0.08 0.07 0.13
p  19 0.05 0.04 0.03
Figures in table denote proportion of times the null hypothesis is rejected. LM is the Escribano and Jorda test, LME is test for ESTAR,
t (l) footnote size is for significance of l in (4), GARCH is LM test for ARCH(1), and p  lag number specified in B (L) of (3).
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TABLE III
GIRFs Using Actual Basis Data at Different Frequencies
Minute Daily Weekly
Shock Size 1/2 Life 3/4 Life 1/2 Life 3/4 Life 1/2 Life 3/4 Life
1 5 25 13 39 4 8
5 2 5 5 23 3 7
10 2 3 3 12 3 6
Notes. Data for FTSE100 is obtained from same sources as Table I.
11Note that the definition usually adopted in the literature, different from the one in van Dijk et al. (2007), is
the shortest horizon at which at least a fraction 1  x of the initial effect, dt, has been absorbed.
12Shock sizes of d  1, 5, 10 have been used in Table III to use estimates from the literature. In the simulations
we have replaced d  10 with d  3 as large shocks are absorbed faster and therefore would be more difficult
to compare persistence between different GDPs.
13In some cases (e.g., k  480) it is difficult to make inference as the shock is absorbed within the first peri-
od (x  life  1) and that means that the absorption could have taken place any time within that one period
(480 minutes at the aggregated level).
(GIRF) developed by Koop, Pesaran, and Potter (1996) to obtain an estimate of
the pace at which shocks of different sizes decay over time in the ESTAR
model. In particular, we calculate the x  life of shocks for (1  x)  0.25,0.50,
and 0.75 where (1  x) corresponds to the fraction of the initial effect ut that
has been absorbed as described in van Dijk, Franses, and Boswijk (2007).11
Table III displays the GIRFs of the ESTAR models for the actual series of
the basis (yt) estimated at different frequencies for shocks of size dse, where se
is the residual standard error and d  1, 5, 10. This table clearly shows the dis-
crepancies one could infer in terms of arbitrage in the futures-spot market
when using data sampled at different levels. While a one e shock would be
absorbed within five minutes in the minute-by-minute model, it would take
over two weeks to be absorbed in the daily model, and a month in the weekly
model!
Table IV displays the impulse response functions (x  life) of the series
generated in the previous two experiments for shock sizes of d  1,3,5.12
Overall, the number of periods clearly decline as the level of aggregation
increases. However, this reduction is in general not “enough” to account for the
fact that the aggregated series are measured in time periods that imply longer
adjustment if converted to the frequency of the true DGP. For instance, in Table IV
the half-life of a one se shock at the minute-by-minute frequency is five min-
utes, whereas at the 5-minute frequency is twice as much (10 minutes  2k 
2  5  10).13
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CONCLUSIONS
ESTAR models for the basis have been reported employing different frequen-
cies of data obtained by systematic sampling. The contradictory implications of
those models in terms of the speed at which deviations from the theoretical
basis are arbitraged are analyzed in this article. We show that the differences
may be explained by the fact that, if the process is nonlinear in nature, system-
atic sampling of the process changes the persistence properties of the series.
Employing data of lower frequency implies speeds of adjustment that mean
greater departures from market efficiency than that occurs in the assumed true
DGP that we sampled from. It is still to be determined whether the method of
aggregation from tick-by-tick data to minute-by-minute data is itself inducing
time series properties that are inconsistent with market efficiency. The econo-
metrician also needs to be aware of the issue as the power of linearity and diag-
nostics tests are also affected by the aggregation process.
TABLE IV
GIRFs of Series from Experiment Where True DGP Is (a) Minute-by-Minute 
and (b) Daily Data
k
Shock Absorption DGP 5 60 480
(a)
1 1/4 Life 3 1 1 1
1/2 Life 5 2 1 1
3/4 Life 25 7 1 1
3 1/4 Life 2 1 1 1
1/2 Life 3 2 1 1
3/4 Life 7 6 1 1
5 1/4 Life 1 1 1 1
1/2 Life 2 2 1 1
3/4 Life 5 5 1 1
Shock Absorption DGP 5 20 60
(b)
1 1/4 Life 1 1 1 1
1/2 Life 7 5 2 1
3/4 Life 36 12 4 2
3 1/4 Life 1 1 1 1
1/2 Life 4 4 2 1
3/4 Life 35 9 3 2
5 1/4 Life 1 1 1 1
1/2 Life 4 4 2 1
3/4 Life 28 8 3 2
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