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Abstract
In [J.C. Sprott, Competition with evolution in ecology and finance, Phys. Lett. A 325 (2004) 329–333]
a variant of the multispecies Lotka–Volterra model was proposed in which species competing for fixed finite
resources are replaced by a new randomly chosen species whenever they become extinct. We applied Lie
group analysis to this system and found that it can be reduced to a linear equation if certain values are given
to the parameters involved, which rules out any chaotic behavior in these instances. Also different routes to
linearization are shown.
© 2007 Elsevier Inc. All rights reserved.
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In all areas of studies, endless sifting and winnowing continues, whereby man improves the
present with the optimistic hope of a better future.
William F. Ames [1]
1. Introduction
Variants of the Lotka–Volterra model [2,3] have been widely used as the starting point for
understanding nonlinear dynamical systems in which two or more species or agents interact
through competition for resources, especially in ecology [4]. In [5] Sprott presented one such
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A. Gradassi, M.C. Nucci / J. Math. Anal. Appl. 333 (2007) 274–294 275variant, namely an ecology in which N species with population wi for i = 1 to N compete for a
finite set of resources according to
dwi
dt
= riwi
(
1 −
N∑
j=1
aijwj
)
, (1)
where ri is the growth rate of the ith species and aij is the extent to which species j competes
for the resources of species i. Without loss of generality Sprott set the diagonal terms (self-
interactions) aii equal to 1, which amounts to measuring the population of each species in units
of its carrying capacity in the absence of the other species. Also one of the growth rates, r1,
was set to 1, which amounts to measuring time in units of the inverse growth rate of the species
i = 1. Sprott studied system (1) replacing species that become extinct by new randomly chosen
species, namely an exponential distribution of random values of aij was produced: chaos was
then observed.
In the literature several papers have appeared where system (1) is studied from the qualitative
point of view: Smale [6] demonstrated that with the two sets of condition,
(A) ri > 0,
(B) aij  0,
any asymptotic behavior is possible if N  5; Hirsch [7] showed that with those conditions and
for N  3 no chaotic solutions are possible; however, Arneodo et al. [8] showed that chaotic
solutions are possible if N = 3 and condition (B) is relaxed. In a more recent paper Vano et
al. [9] studied the occurrence of chaos in system (1) under conditions (A) and (B) and for N = 4.
In this paper we apply the reduction method [10] and Lie group analysis to system (1) for
any N with Sprott’s positions on parameters, namely r1 = 1 and aii = 1, in order to find hidden
linearities, which rules out any chaotic behavior. We found that certain values of the parameters
involved yield linearity in two different cases, which do not correspond to condition (B), but
may be considered two instances of “an orgy of mutual benefaction,” as called by May in [11].
Incidentally we show that in both cases the route to linearity may be quite different if one chooses
to eliminate one or the other unknown from system (1). In particular in Case 2,
– if we eliminate w1, then we obtain a second-order ordinary differential equation (ODE),
which admits an eight-dimensional Lie symmetry algebra, namely an equation linearizable
by a transformation of the dependent and independent variables;
– if we eliminate w2, then we obtain a second-order ODE which admits a two-dimensional Lie
symmetry algebra, namely an equation which can be integrated by two quadratures;
– if we eliminate wn>2, then we obtain a system of one first-order and one second-order
ODEs which admits a ten-dimensional Lie symmetry algebra, namely a system which can
be transformed into a linear equation by a transformation of the dependent and independent
variables.
Other cases which admit enough Lie symmetries in order to ensure integrability by quadrature
will be described in [12].
Lie’s monumental work on transformation groups [13,14] and [15], and in particular contact
transformations [16], has provided systematic techniques for obtaining exact solutions of differ-
ential equations [17].
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Lie group analysis is indeed the most powerful tool to find the general solution of ordinary
differential equations. Any known integration technique1 can be shown to be a particular case
of a general integration method based on the derivation of the continuous group of symmetries
[13–15], admitted by the differential equation, i.e. the Lie symmetry algebra, which can be easily
derived by a straightforward although lengthy procedure.
As computer algebra software becomes widely used, the integration of systems of ordinary
differential equations by means of Lie group analysis is becoming easier to perform. In the
present paper we use ad hoc interactive REDUCE programs [30,31].
A major drawback of Lie’s method is that it is useless when applied to systems of N first-order
equations because they admit an infinite number of symmetries and there is no systematic way
to find even a one-dimensional Lie symmetry algebra, apart from trivial groups like translations
in time admitted by autonomous systems.
However, in [10] it was remarked that any system of N first-order equations could be trans-
formed into an equivalent system where at least one of the equations is of second-order. Then
the admitted Lie symmetry algebra is no longer infinite-dimensional and nontrivial symmetries
of the original system could be retrieved [10]. This idea has been successfully applied in several
instances [10,32–41].
In the next two sections we apply the reduction method and Lie group analysis to system (1).
We obtain two cases which lead to linearization and which are presented in Sections 2 and 3,
respectively.
Discussion about all the solutions that we obtain by using Lie group analysis can be found
in [12].
2. Case 1
Firstly we consider some particular values of N , i.e. N = 2,3,4, and then we consider gen-
eral N .
N = 2
In this case system (1) becomes{
w˙1 = w1(1 − w1 − a12w2),
w˙2 = r2w2(1 − a21w1 − w2), (2)
which can be transformed into a single second-order differential equation in w1. If we derive w2
from the first equation, i.e.,
w2 = −w˙1 − w
2
1 + w1
a12w1
,
then we obtain the following equation (u ≡ w1)
u¨ = − ((a21u − 1)(u
2 − u + u˙)ur2 + (u2 − u˙)u˙)a12 − (u2 − u + u˙)2r2
a12u
. (3)
1 We mean those taught in most undergraduate courses on ordinary differential equations.
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a12 = 12 , a21 = 3, r2 = 1. (4)
Then system (2) becomes⎧⎨
⎩ w˙1 = w1
(
1 − w1 − 12w2
)
,
w˙2 = w2(1 − 3w1 − w2)
(5)
and Eq. (3) becomes
u¨ = −u
4 + u2 − 3uu˙ + 3u˙2
u
, (6)
which admits an eight-dimensional Lie symmetry algebra generated by the following eight oper-
ators:
Γ1 = e
2t (u2 − 1)
u2
(−2∂t + (u3 − u)∂u),
Γ2 = e
t
u2
(
2∂t +
(
u5 − 3u3 + 2u)∂u),
Γ3 = u
(
u2 − 1)∂u, Γ4 = e−t u3∂u,
Γ5 = e−2t u3∂u, Γ6 = e
t
u2
((
u2 + 1)∂t − (u3 − u)∂u),
Γ7 = ∂t , Γ8 = e−t (∂t + u∂u). (7)
This means that Eq. (6) is linearizable by means of a point transformation [17]. In order to
find the linearizing transformation we have to look for a two-dimensional abelian intransitive
subalgebra (Type II) [17] and, following Lie’s classification of two-dimensional algebras in the
real plane [17,42], we have to transform it into the canonical form,
∂u˜, y˜∂u˜, (8)
with y˜ and u˜ the new independent and dependent variables, respectively. We found that one such
subalgebra is that generated by Γ4 and Γ5. Then it is easy to derive that the transformation which
changes (6) into a linear ordinary differential equation is:
y˜ = e−t , u˜ = − e
t
2u2
(9)
and Eq. (6) is transformed into
d2u˜
dy˜2
= 1
y˜3
, (10)
which can be easily integrated, i.e.,
u˜ = 2b1y˜
2 + 2b2y˜ − 1
2y˜
, (11)
with b1 and b2 being arbitrary constants. Then the general solution of Eq. (6) is
u = et
√
1
e2t − 2etb − 2b (12)2 1
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w1 = et
√
1
e2t − 2etb2 − 2b1 , (13)
w2 = −2et
(
et − b2
−e2t + 2etb2 + 2b1 +
√
1
e2t − 2etb2 − 2b1
)
. (14)
We underline that, if we derive w1 from the second equation of system (2), i.e.,
w1 = −w˙2 − r2w
2
2 + r2w2
a21r2w2
,
then we obtain the following equation (u ≡ w2):
u¨ = a21r2 + 1
a21r2u
u˙2 +
(
1 − (a12 + r2)u + 2u − 1
a21
)
u˙
+
(
−a12u2 + (1 + a12)u + u − 1 + (u − 1)
2
a21
)
r2u, (15)
which admits a two-dimensional nonabelian transitive Lie symmetry algebra (Type III as in [17])
generated by:
∂t , e
−t (∂t + u∂u) (16)
if conditions (4) are satisfied, namely if Eq. (15) becomes
u¨ = −u
4 + 5u3 − 5u2u˙ − 4u2 + 2uu˙ + 8u˙2
6u
. (17)
Therefore Eq. (15) can be integrated by quadratures, but not linearized by means a point trans-
formation. This case is further discussed in [12].
N = 3
In this case system (1) becomes⎧⎨
⎩
w˙1 = w1(1 − w1 − a12w2 − a13w3),
w˙2 = r2w2(1 − a21w1 − w2 − a23w3),
w˙3 = r3w3(1 − a31w1 − a32w2 − w3).
(18)
We can transform this system into a system of one equation of second-order in w1 and one of
first-order in w2. Indeed, if we derive w3 from the first equation of system (18), i.e.,
w3 = −w˙1 − a12w1w2 − w
2
1 + w1 ,a13w1
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙2 =
[
r2w2
((
w˙1 + (a12w2 − 1)w1
)
a23 + (a23 − a13a21)w21 + (1 − w2)a13w1
)]
/
(a13w1),
w¨1 =
[
w˙21(a13 + r3) + w˙1
(
a12(2r3 − a23r2)w1w2 − a13a31r3w21
)
+ w˙1(a13r3w1 − a13a32r3w1w2 − a13w21 + 2r3w21 − 2r3w1)
+ a212(−a23r2 + r3)w21w22 + (a21r2 − a31r3)a12a13w31w2
+ a12
(
a13(−a32r3w2 + r2w2 − r2 + r3)w21w2 + a23
(
r2w
2
1w2 − r2w31w2
))
+ 2a12r3w31w2 − 2a12r3w21w2 + a13
(
a31(1 − w1) − a32w2
)
r3w
3
1
+ (a13a32w2 + a13w1 − a13 + w21 − 2w1 + 1)r3w21]/(a13w1).
(19)
If
a12 = 12 , a13 =
1
2
, a21 = 3, a23 = 2 − a32, r2 = 1, a31 = 3, r3 = 1, (20)
then system (18) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w˙1 = w1
(
1 − w1 − 12w2 −
1
2
w3
)
,
w˙2 = w2
(
1 − 3w1 − w2 − (2 − a32)w3
)
,
w˙3 = w3(1 − 3w1 − a32w2 − w3)
(21)
and system (19) becomes separable, i.e.,
w˙2 = w2
(
2(2 − a32) w˙1
w1
+ (1 − 2a32)w1 + 2a32 + (1 − a32)w2 − 3
)
, (22)
w¨1 = 3w˙
2
1 − 3w˙1w1 − w41 + w21
w1
. (23)
We note that (23) is Eq. (6), which was shown to be linearizable, and its general solution is (12).
Then Eq. (22) could be integrated by quadrature, but not in closed form. If a32 = 1/2, then
Eq. (22) becomes
w˙2 = w2
(
3
w˙1
w1
+ 1
2
w2 − 2
)
, (24)
which can be integrated in closed form; system (21) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
w˙1 = w1
(
1 − w1 − 12w2 −
1
2
w3
)
,
w˙2 = w2
(
1 − 3w1 − w2 − 32w3
)
,
w˙3 = w3
(
1 − 3w1 − 12w2 − w3
) (25)
and finally its general solution is
w1 = et
√
1
e2t − 2etb − 2b , (26)2 1
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[
2
(
2b1 + b22
)
et
√
1
e2t − 2etb2 − 2b1
]/[(−2b1 + e2t − 2etb2)
×
(
2b3b22 + 4b3b1 +
√
1
e2t − 2etb2 − 2b1
(
et − b2
))]
, (27)
w3 =
[
−2et
(
−2b32b3 + 4b32
√
1
e2t − 2etb2 − 2b1 b3e
t + b2
− 4
(
e2t
√
1
e2t − 2etb2 − 2b1 − b
2
2
√
1
e2t − 2etb2 − 2b1
)
b3b1
− 2et
√
1
e2t − 2etb2 − 2b1 b2 − 2
√
1
e2t − 2etb2 − 2b1 b1
− et + 4etb3b1 + 8b2et
√
1
e2t − 2etb2 − 2b1 b3b1 + 2b
2
2e
tb3
− 2b22e2t
√
1
e2t − 2etb2 − 2b1 b3 + e
2t
√
1
e2t − 2etb2 − 2b1
+ 8
√
1
e2t − 2etb2 − 2b1 b
2
1b3 − 4b2b3b1
)]/[(−e2t + 2etb2 + 2b1)
×
(√
1
e2t − 2etb2 − 2b1
(
et − b2
)+ 2b3b22 + 4b3b1
)]
, (28)
where b1, b2 and b3 are arbitrary constants. We should underline that, if we derive w2, instead
of w3, from the first equation of system (18), then the same equation for w1, i.e. (23), is obtained.
However, if we derive w1 from either the second or the third equation of system (18), then we
obtain a system of one equation of second-order and one of first-order that does not become
separable, but admits a three-dimensional solvable Lie symmetry algebra A1 ⊕ A2 as in [43],
or Type III as in [44], which leads to integration by quadratures. This case is further discussed
in [12].
N = 4
In this case system (1) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w˙1 = w1(1 − w1 − a12w2 − a13w3 − a14w4),
w˙2 = r2w2(1 − a21w1 − w2 − a23w3 − a24w4),
w˙3 = r3w3(1 − a31w1 − a32w2 − w3 − a34w4),
w˙4 = r4w4(1 − a41w1 − a42w2 − a43w3 − w4).
(29)
We can transform this system into a system of one equation of second-order in w1 and two of
first-order in w2 and w3. Indeed, if we derive w4 from the first equation of system (29), i.e.,
w4 = −w˙1 − a12w1w2 − a13w1w3 − w
2
1 + w1 , (30)a14w1
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙2 =
[((
(a12w2 + a13w3)w1 + w˙1 + (w1 − 1)w1
)
a24
− (a21w1 + a23w3 + w2 − 1)a14w1
)
r2w2
]/
(a14w1),
w˙3 =
[((
(a12w2 + a13w3)w1 + w˙1 + (w1 − 1)w1
)
a34
− (a31w1 + a32w2 + w3 − 1)a14w1
)
r3w3
]/
(a14w1),
w¨1 =
[−((((a43w3 − 1 + a42w2 + a41w1)r4 − a32r3w2 − a31r3w1 − (w3 − 1)r3)a14
+ (a34r3 − 2r4)(w1 − 1)
)
a13w
2
1w3 +
(
(a34r3 − r4)a213w23
− (w1 − 1)2r4 + (a24r2 − r4)a212w22
)
w21 − (a14 + r4)w˙21
+ (a43w3 − 1 + a42w2 + a41w1)(w1 − 1)a14r4w21
− ((r4 − w1 − (a43w3 + a42w2 + a41w1)r4)a14 − ((a34r3 − 2r4)a13w3
− 2(w1 − 1)r4 + (a24r2 − 2r4)a12w2
))
w˙1w1
+ (((a43w3 − 1 + a42w2 + a41w1)r4 − a23r2w3 − a21r2w1
− (w2 − 1)r2
)
a14 + (a34r3 − 2r4 + a24r2)a13w3
+ (a24r2 − 2r4)(w1 − 1)
)
a12w
2
1w2
)]/
(a14w1).
(31)
If
a12 = 12 , a13 =
1
2
, a14 = 12 , a21 = 3, a23 =
3
2
, a24 = 32 , r2 = 1,
a31 = 3, a32 = 12 , a34 = 2 − a43, r3 = 1, a41 = 3, a42 =
1
2
, r4 = 1, (32)
then system (29) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙1 = w1
(
1 − w1 − 12w2 −
1
2
w3 − 12w4
)
,
w˙2 = w2
(
1 − 3
2
w1 − w2 − 32w3 −
3
2
w4
)
,
w˙3 = w3
(
1 − 3
2
w1 − 12w2 − w3 − (2 − a43)w4
)
,
w˙4 = w4
(
1 − 3
2
w1 − 12w2 − a43w3 − w4
)
(33)
and system (31) is the following⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙2 = w2(6w˙1 + w1w2 − 4w1)2w1 ,
w˙3 =
[−(2(2(a43 − 2)w˙1 − w21)− (2(w3 − 3) + 3w2)w1
+ 2(w3 − 2 + w2 + 2w1)a43w1
)
w3
]/
(2w1),
w¨1 = 3w˙
2
1 − 3w˙1w1 − w41 + w21
w1
.
(34)
When Lie group analysis of this system is performed, a linear partial differential equation
of parabolic structure [34] is obtained. Its characteristic curves [45] are given by w2/w3 and1
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2(2−a43)
1 . Consequently we introduce two new dependent variables, W2 and W3, such that
w2 = w31W2 and w3 = w2(2−a43)1 W3. Then system (34) becomes
W˙2 = W2(W2w
3
1 − 4)
2
, (35)
W˙3 =
[
W3
(−2w2a431 a43W2w31 − 4w2a431 a43w1 + 4w2a431 a43 − 6w2a431
+ 3w2a431 W2w31 + 2w2a431 w1 − 2a43W3w41 + 2W3w41
)]/(
2w2a431
)
, (36)
w¨1 = −w
4
1 + w21 − 3w1w˙1 + 3w˙21
w1
. (37)
We note that Eq. (37) is Eq. (6) which was shown to be linearizable and its general solution
is (12). Therefore the general solution of Eqs. (37) and (35) is
w1 = et
√
1
e2t − 2etb2 − 2b1 ,
w2 =
[
2
(
2b1 + b22
)
et
√
1
e2t − 2etb2 − 2b1
]/[(−2b1 + e2t − 2etb2)
×
(
2b3b22 + 4b3b1 +
√
1
e2t − 2etb2 − 2b1 e
t −
√
1
e2t − 2etb2 − 2b1 b2
)]
.
Equation (36) could be integrated by quadrature. It is indeed a Riccati equation, but its gen-
eral solution involves a quite complicated integral that we do not present. A simple substitution
into (30), i.e.,
w4 = 2 − 2 w˙1
w1
− 2w1 − w2 − w3, (38)
yields the solution for w4.
Any N
It is easy to generalize the above procedures for any N if the following conditions on the
parameters are satisfied:
a1k>1 =
1
2
, ak>11 = 3, a2j>2 =
3
2
, aj>22 =
1
2
, a3m>3 = 3,
am>3h3 = 1, rn = 1,
with k, j,m,h,n = 1, . . . ,N .
3. Case 2
As in Case 1 we consider some particular values of N , i.e. N = 2,3,4, and then we consider
general N . We also show the different routes to linearity.
N = 2
In this case system (1) becomes (2).
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w1 = −w˙2 − r2w
2
2 + r2w2
a21r2w2
.
Then we obtain the following second-order differential equation (u ≡ w2):
u¨ = [a21(a12r22u3 − a12r22u4 − a12r2u2u˙ + r22u3 + (r2u − r22u2)u˙ + r2u˙2)
+ r22
(
u2 − 2u + 1)u2 − r22a21u2 + 2r2u2u˙ − 2r2uu˙ + u˙2]/(a21r2u). (39)
Now, if
a12 = 3, a21 = −1, r2 = 1, (40)
system (2) becomes{
w˙1 = w1(1 − w1 − 3w2),
w˙2 = w2(1 + w1 − w2) (41)
and Eq. (39) is
u¨ = −4u3 + 6u2 − 6uu˙ − 2u + 3u˙, (42)
which admits an eight-dimensional Lie symmetry algebra generated by the following eight oper-
ators:
Γ1 = e2t (u − 1)
(
∂t −
(
2u2 − 3u + 1)∂u),
Γ2 = et
(
u∂t −
(
2u3 − 4u2 + 3u − 1)∂u),
Γ3 = u
(
∂t −
(
2u2 − 3u + 1)∂u),
Γ4 = e−t u
(
∂t −
(
2u2 − 2u)∂u),
Γ5 = e−2t u
(
∂t −
(
2u2 − u)∂u),
Γ6 = et
(
∂t − (u − 1)∂u
)
,
Γ7 = ∂t ,
Γ8 = e−t (∂t + u∂u). (43)
Therefore Eq. (42) is linearizable by means of a point transformation [17]. In order to find the
linearizing transformation we have to look for a two-dimensional abelian intransitive subalge-
bra [17] and, following Lie’s classification of two-dimensional algebras in the real plane [17,42],
we have to transform it into the canonical form (8). We found that one such subalgebra is that
generated by Γ5 and Γ , where Γ is a linear combination of Γ4 and Γ8, i.e.,
Γ = e−t((1 − 2u)∂t + (4u3 − 4u2 + u)∂u).
Then it is easy to derive that the transformation which changes (42) into a linear ordinary differ-
ential equation is the following:
y˜ = −e
t (2u − 1)
u
, u˜ = e
2t (1 − u)
u
. (44)
Thus Eq. (42) becomes
d2u˜
2 = 0 (45)dy˜
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u˜ = y˜b1 + b2, (46)
where b1 and b2 are arbitrary constants, which yields the following general solution of Eq. (42):
u = e
2t − etb1
e2t − 2etb1 + b2 (47)
and finally
w2 = e
2t − etb1
e2t − 2etb1 + b2 , (48)
w1 = −e
t (−b2 + b21)
(−et + b1)(−e2t + 2etb1 − b2) . (49)
Eliminating w2: If we derive w2 from the first equation of (2), we obtain for w1 the same
equation as in Case 1 for N = 2, i.e. (3). Now, if we consider conditions (40) on the parameters,
then Eq. (3) becomes
u¨ = (4u
4 − 2u3 + 2u2u˙ − 2u2 + uu˙ + 4u˙2)
3u
, (50)
which admits a two-dimensional nonabelian transitive Lie symmetry algebra, Type III as in [17],
generated by
Γ1 = e−t (∂t + u∂u), Γ2 = ∂t . (51)
Incidentally we note that Eq. (17) and Eq. (50) each admits the same Lie symmetry algebra and
therefore one equation transforms into the other equation by a point transformation.
Following Lie’s classification of two-dimensional algebras in the real plane [17,42] we have
to transform the two symmetries into the canonical form
∂u˜, u˜∂y˜ + y˜∂u˜ (52)
with y˜ and u˜ the new independent and dependent variables, respectively. It is easy to derive that
y˜ = e
t
u
, u˜ = e
t (u + 1)
u
(53)
and Eq. (50) becomes
d2u˜
dy˜2
= 2
3y˜
(
2
(
du˜
dy˜
)3
− 7
(
du˜
dy˜
)2
+ 7du˜
dy˜
− 2
)
. (54)
After an integration we obtain the following first integral:(
du˜
dy˜
− 2
)(
2
du˜
dy˜
− 1
)2
= b1y˜2
(
du˜
dy˜
− 1
)3
(55)
with b1 being an arbitrary constant, i.e.,
(
4 − b1y2
)(du˜)3 + (−12 + 3b1y2)
(
du˜
)2
+ (9 − 3b1y2)du˜ − 2 + b1y2 = 0. (56)dy˜ dy˜ dy˜
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2 say f (y, b1). Then the general solution of (54)
is
u˜ =
∫
f (y, b1)dy + b2 (57)
with b2 an arbitrary constant. We notice that this integral cannot be given in closed form.
N = 3
In this case system (1) becomes (18).
Eliminating w1: If we derive w1 from the second equation of (18), i.e.,
w1 = −w˙2 − a23r2w2w3 − r2w
2
2 + r2w2
a21r2w2
,
then we obtain the following system in w2 and w3:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙3 =
(((
w˙2 + a23w3r2w2 + (w2 − 1)r2w2
)
a31
− (w3 − 1 + a32w2)a21r2w2
)
r3w3
)/
(a21r2w2),
w¨2 =
[((
(w3 − 1)r3 + 1 + a32r3w2
)
a23w3 + w2 − 1
)
a21r
2
2w
2
2
+ (a21r2 + 1)w˙22 −
(
(a31r3 − 1)a23w3 − w2 + 1
)
(a23w3
+ w2 − 1)r22w22 − (w2 − 1 + a23w3)
(
a12w2a21r
2
2w
2
2
+ a13w3a21r22w22
)− ((a12w2 + a13w3)a21 + 2(1 − w2)
+ (r2w2 − 1)a21 + (a31r3 − 2)a23w3
)
w˙2r2w2
]/
(a21r2w2).
(58)
If
a12 = 3, a13 = 1, a21 = −1, a23 = −1, r2 = 1, a31 = 1, a32 = 3, r3 = 1,
(59)
then system (18) becomes⎧⎨
⎩
w˙1 = w1(−w1 − 3w2 − w3 + 1),
w˙2 = w2(w1 − w2 + w3 + 1),
w˙3 = w3(−w1 − 3w2 − w3 + 1)
(60)
and system (58) becomes⎧⎪⎨
⎪⎩
w˙3 = w3(−w˙2 − 4w
2
2 + 2w2)
w2
,
w¨2 = −6w˙2w2 + 3w˙2 − 4w32 + 6w22 − 2w2.
(61)
We note that the equations are separated. Therefore we apply Lie group analysis to the second-
order equation, i.e. (u ≡ w2),
u¨ = −4u3 + 6u2 − 6uu˙ − 2u + 3u˙. (62)
2 The expression is too long to be reported here.
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w2 = e
2t − etb1
e2t − 2etb1 + b2 , (63)
w3 = e
tb3
e3t − 3e2t b1 + 2etb21 + etb2 − b1b2
, (64)
w1 = e
t (−b21 + b2 − b3)
e3t − 3e2t b1 + 2etb21 + etb2 − b1b2
. (65)
Eliminating w2: If we derive w2 from the first equation of (18), i.e.,
w2 = −w˙1 − a13w1w3 − w
2
1 + w1
a12w1
,
then system (18) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙3 =
(((
w˙1 + a13w1w3 + (w1 − 1)w1
)
a32 − (w3 − 1 + a31w1)a12w1
)
r3w3
)
/
(a12w1),
w¨1 =
[((
a31r3w1 + r2 − a23w3r2 − a21w1r2 + (w3 − 1)r3
)
a13w3
− (a23w3 − 1 + a21w1)(w1r2 − r2)
)
a12w
2
1
+ ((−w1 − r2(a23w3 + a21w1 − 1))a12
− ((a32r3 − 2r2)a13w3 − 2(w1 − 1)r2))w˙1w1 + (a12 + r2)w˙21
− (a13a32r3w3 − r2(a13w3 + w1 − 1))(a13w3 + w1 − 1)w21]/(a12w1)
(66)
and, if one imposes conditions (59) on the parameters, then system (66) becomes the following:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w˙3 = w˙1w3
w1
,
w¨1 =
[
2
(
2
(
w˙21 + w41
)+ (2w3 + 1)(w3 − 1)w21 + (4w3 − 1)w31)
+ (2w3 + 1 + 2w1)w˙1w1
]/
(3w1).
(67)
Thus we can easily integrate the first equation of system (67) and we obtain w3 = b1w1, where
b1 is an arbitrary constant. Now we apply Lie group analysis to the second-order equation, i.e.
(u ≡ w1),
u¨ = [4u4 − 2u3 + uu˙ + 4u˙2 + 4b21u4 + 2(u˙ − 1)u2 + 2(4u2 − u + u˙)b1u2]/(3u), (68)
and find that it admits a two-dimensional nonabelian transitive Lie symmetry algebra generated
by (51).
Again we note that Eqs. (17), (50) and (68) admit the same Lie symmetry algebra and therefore
any equation transforms into any other equation by a point transformation.
The canonical variables are (52) and Eq. (68) becomes
d2u˜
dy˜2
= 2
3y˜
(
2b1
du˜
dy˜
− 2b1 + 2du˜dy˜ − 1
)(
b1
du˜
dy˜
− b1 + du˜dy˜ − 2
)(
du˜
dy˜
− 1
)
. (69)
After an integration we obtain the following first integral:
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2
du˜
dy˜
− 3
)
b1 +
(
du˜
dy˜
− 1
)
b21 +
du˜
dy˜
− 2
)((
4
du˜
dy˜
− 3
)
b1
+ 2
(
du˜
dy˜
− 1
)
b21 + 2
du˜
dy˜
− 1
)2
− b2y˜2
(
du˜
dy˜
− 1
)3
= 0, (70)
where b2 is an arbitrary constant. As above we can find a real solution of this cubic equation in
du˜
dy˜ and thus the general solution of (70) is
u˜ =
∫
F(y, b1, b2)dy + b3 (71)
with b3 being an arbitrary constant. We notice that this integral cannot be given in closed form.
If we assume b1 = −1, then Eq. (68) becomes
u¨ = −2u
2 + uu˙ + 4u˙2
3u
(72)
and this equation admits an eight-dimensional Lie symmetry algebra generated by the following
eight operators:
Γ1 = 3
√
et
u
(∂t − 2u∂u), Γ2 = 3
√
e−2t
u
(∂t + u∂u),
Γ3 = 3
√
u4e2t ∂u, Γ4 = 3
√
u4e−t ∂u,
Γ5 = e
t
2
(∂t − 2u∂u), Γ6 = u∂u,
Γ7 = e−t (∂t + u∂u), Γ8 = ∂t .
Therefore Eq. (72) is linearizable and a two-dimensional abelian intransitive subalgebra is gener-
ated by Γ3 and Γ4. Then the transformation which changes (72) into a linear ordinary differential
equation is
y˜ = e−t , u˜ = −3 3
√
e−2t
u
(73)
and Eq. (72) becomes
d2u˜
dy˜2
= 0. (74)
Its general solution is trivially,
u˜ = y˜b2 + b3 (75)
with b2 and b3 being arbitrary constants.
Consequently the general solution of (72) is
u = − 27e
t
e3t b33 + 3e2t b2b23 + 3etb22b3 + b32
(76)
and finally we obtain the following two-parameter family of solutions of system (60):
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t
e3t b33 + 3e2t b2b23 + 3etb22b3 + b32
, (77)
w3 = 27e
t
e3t b33 + 3e2t b2b23 + 3etb22b3 + b32
, (78)
w2 = e
tb3
etb3 + b2 . (79)
Eliminating w3: If we derive w3 from the first equation of (18), we obtain the same system
in w1 and w2 as in Case 1 for N = 3, i.e. system (19). If one imposes conditions (59) on the
parameters, then system (19) becomes the following:⎧⎪⎪⎨
⎪⎪⎩
w˙2 = w2(−w˙1 − 4w1w2 + 2w1)
w1
,
w¨1 = 2w˙
2
1 + 6w˙1w1w2 − w˙1w1 + 12w21w22 − 6w21w2
w1
.
(80)
The application of Lie group analysis suggests the introduction of a new dependent variable W2
such that w2 = W2/w1. Consequently system (80) becomes (u2 ≡ w1, u1 ≡ W2)⎧⎪⎪⎨
⎪⎪⎩
u˙1 = 2u1(−2u1 + u2)
u2
,
u¨2 = 12u
2
1 − 6u1u2 + 6u1u˙2 − u2u˙2 + 2u˙22
u2
,
(81)
which admits a ten-dimensional Lie symmetry algebra generated by the following operators:
Γ1 = e
t ((u1u2 − u22)∂t + (−2u31 + 2u21u2)∂u1 + (−u21u2 + u32)∂u2)√
u1u
2
2
,
Γ2 = (u
2
2 − 2u1u2)∂t + (4u31 − 4u21u2 + 2u1u22)∂u1 + (u32 − u1u22 + 2u21u2)∂u2
2√u1u22
,
Γ3 = e
−t√u1
u22
(
u2∂t +
(−2u21 + 2u2u1)∂u1 + (−u1u2 + u22)∂u2),
Γ4 = e
t (2u21∂u1 + (u1u2 + u22)∂u2)
2√u1 ,
Γ5 = 4u
2
1∂u1 + (2u1u2 + u22)∂u2
4√u1 ,
Γ6 = e
−t√u1
2
(2u1∂u1 + u2∂u2),
Γ7 = u1∂u1 + u2∂u2 ,
Γ8 =
√
et
u1
(
u1∂t − 2u21∂u1 −
(
u1u2 + u22
)
∂u2
)
,
Γ9 = ∂t ,
Γ10 = e−t (∂t + 2u1∂u1 + u2∂u2),
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dimensional subalgebra, A1 ⊕ A2, and transform it into its canonical form, i.e.,
∂t˜ , ∂u˜1, u˜1∂u˜1 + u˜2∂u˜2 . (82)
We found that one such algebra is that generated by the operators Γ9,Γ5 and −2Γ7. Then it is
easy to find that the canonical variables are
t˜ = t, u˜1 = − 2√
u1
, u˜2 = −u2 − 2u12√u1u2 (83)
and system (81) becomes
du˜1
dt˜
= −4u˜2, d
2u˜2
dt˜2
= u˜2, (84)
which can be easily integrated
u˜1 = −4e
2t b2 + etb3 + 4b1
et
, u˜2 = e
2t b2 + b1
et
(85)
with b1, b2 and b3 being arbitrary constants.
Consequently the general solution of system (81) is
u1 = 4e
2t
16e4t b22 − 8e3t b2b3 − 32e2t b1b2 + e2t b23 + 8etb1b3 + 16b21
,
u2 = 8e
t
32e3t b22 − 12e2t b2b3 − 32etb1b2 + etb23 + 4b1b3
and finally the general solution of system (60) is
w1 = 8e
t
32e3t b22 − 12e2t b2b3 − 32etb1b2 + etb23 + 4b1b3
, (86)
w2 = e
t (32e3t b22 − 12e2t b2b3 − 32etb1b2 + etb23 + 4b1b3)
2(16e4t b22 − 8e3t b2b3 − 32e2t b1b2 + e2t b23 + 8etb1b3 + 16b21)
, (87)
w3 = e
t (−64b1b2 − b23 − 16)
2(32e3t b22 − 12e2t b2b3 − 32etb1b2 + etb23 + 4b1b3)
. (88)
N = 4
In this case system (1) becomes (29).
Eliminating w1: If we derive w1 from the second equation of (29), i.e.,
w1 = − w˙2 − a23r2w2w3 − a24r2w2w4 − r2w
2
2 + r2w2 ,a21r2w2
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w˙3 =
[((
(a23w3 + a24w4)r2w2 + w˙2 + (w2 − 1)r2w2
)
a31
− (a32w2 + a34w4 + w3 − 1)a21r2w2
)
r3w3
]/
(a21r2w2),
w˙4 =
[((
(a23w3 + a24w4)r2w2 + w˙2 + (w2 − 1)r2w2
)
a41
− (a42w2 + a43w3 + w4 − 1)a21r2w2
)
r4w4
]/
(a21r2w2),
w¨2 = −
[(
(a13w3 + a14w4 + a12w2)a21 − 2(w2 − 1) + (r2w2 − 1)a21
+ (a41r4 − 2)a24w4 + (a31r3 − 2)a23w3
)
w˙2r2w2
+ ((a24(a41r4w4 − w4) − w2 + 1)(a24w4 + w2 − 1)
− a223w23 + a31r3a223w23
)
r22w
2
2 − (a21r2 + 1)w˙22
+ (a13w3 + a14w4 + a12w2)(a23w3 + a24w4 + w2 − 1)a21r22w22
+ ((a41r4 − 2 + a31r3)a24w4 + (a31r3 − 2)(w2 − 1))a23r22w22w3
− (((w4 − 1)r4 + 1 + a42w2r4 + a43w3r4)a24w4 + w2 − 1
+ ((w3 − 1)r3 + 1 + a32w2r3 + a34w4r3)a23w3)a21r22w22]/(a21r2w2).
(89)
If
a12 = 3, a13 = 1, a14 = 1, a21 = −1, a23 = −1, a24 = −1, r2 = 1,
a31 = 1, a32 = 3, a34 = 1, r3 = 1, a41 = 1, a42 = 3, a43 = 1, r4 = 1, (90)
then system (29) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w˙1 = w1(−w1 − 3w2 − w3 − w4 + 1),
w˙2 = w2(w1 − w2 + w3 + w4 + 1),
w˙3 = w3(−w1 − 3w2 − w3 − w4 + 1),
w˙4 = w4(−w1 − 3w2 − w3 − w4 + 1)
(91)
and system (89) is the following:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
w˙3 = w3(−w˙2 − 4w
2
2 + 2w2)
w2
,
w˙4 = w4(−w˙2 − 4w
2
2 + 2w2)
w2
,
w¨2 = −6w˙2w2 + 3w˙2 − 4w32 + 6w22 − 2w2.
(92)
Note that the third equation is separated from the others and is the same as Eq. (42), with w2 ≡ u,
which is linearizable because it admits an eight-dimensional Lie symmetry algebra. Therefore the
general solution of system (91) can be easily obtained to be
w2 = e
2t − etb1
e2t − 2etb1 + b2 , (93)
w3 = e
tb3
e3t − 3e2t b1 + 2etb21 + etb2 − b1b2
, (94)
w4 = e
tb4
e3t − 3e2t b + 2etb2 + etb − b b , (95)1 1 2 1 2
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y(−b21 + b2 − b3 − b4)
e3t − 3e2t b1 + 2etb21 + etb2 − b1b2
. (96)
Eliminating w2: If we consider conditions (90) on the parameters and derive w2 from the first
equation of (29), i.e.,
w2 = −w˙1 − w
2
1 − w1w3 − w1w4 + w1
3w1
,
then we obtain the following system:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
w˙3 = w˙1w3
w1
,
w˙4 = w˙1w4
w1
,
w¨1 =
[
2
(
2
(
w˙21 + w41
)+ (2w3 + 2w4 + 1)(w3 + w4 − 1)w21 + (4w4 − 1 + 4w3)w31)
+ (2w4 + 1 + 2w3 + 2w1)w˙1w1
]/
(3w1).
(97)
Thus we can easily integrate the first and the second equation of system (97) and we obtain
w3 = w1b1, w4 = w1b2, with b1 and b2 being arbitrary constants. Now we apply Lie group
analysis to the following second-order equation (u ≡ w1):
u¨ = [4u4 − 2u3 + uu˙ + 4u˙2 + 4b22u4 + 4b21u4 + 2(u˙ − 1)u2
+ 2(4u2 − u + u˙)b2u2 + 2(4u2 − u + u˙ + 4b2u2)b1u2]/(3u). (98)
It admits the two-dimensional nonabelian transitive Lie symmetry algebra generated by (51).
Again we note that Eqs. (17), (50), (68) and (98) admit the same Lie symmetry algebra and
therefore any equation transforms into any other equation by a point transformation.
The canonical variables are (52) and Eq. (98) becomes
d2u˜
dy˜2
=
[
2
(
2
du˜
dy˜
b1 + 2du˜dy˜ b2 + 2
du˜
dy˜
− 2b1 − 2b2 − 1
)
×
(
du˜
dy˜
b1 + du˜dy˜ b2 +
du˜
dy˜
− b1 − b2 − 2
)(
du˜
dy˜
− 1
)]/
(3y˜). (99)
After an integration we obtain the following first integral:(
2(b2 + 1 + b1)du˜dy˜ − 2b1 − 2b2 − 1
)2(
(b2 + 1 + b1)du˜dy˜ − b1 − b2 − 2
)
− b3y˜2
(
du˜
dy˜
− 1
)3
= 0 (100)
with b3 being an arbitrary constant. We do not repeat here what we have already noted about the
real solution of this cubic equation and the corresponding integral.
Now, if we suppose b1 = −b2, then Eq. (98) becomes the same equation as (50), while, if
we suppose b2 = −(b1 + 1), firstly we have w3 = w1b1, w4 = −w1(b1 + 1) and then Eq. (98)
becomes
u¨ = −2u
2 + uu˙ + 4u˙2
. (101)
3u
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Finally a three-parameter family of solutions of system (91) is
w1 = − 27e
t
e3t b34 + 3e2t b3b24 + 3etb23b4 + b33
, (102)
w3 = − 27e
tb1
e3t b34 + 3e2t b3b24 + 3etb23b4 + b33
, (103)
w4 = 27e
t (b1 + 1)
e3t b34 + 3e2t b3b24 + 3etb23b4 + b33
, (104)
w2 = e
tb4
etb4 + b3 . (105)
Eliminating w3: If we consider conditions (90) and derive w3 from the first equation of (29),
i.e.,
w3 = −w˙1 − w
2
1 − 3w1w2 − w1w4 + w1
w1
,
then we obtain the following system:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
w˙2 = w2(−w˙1 − 4w1w2 + 2w1)
w1
,
w˙4 = w˙1w4
w1
,
w¨1 = 2w˙
2
1 + 6w˙1w1w2 − w˙1w1 + 12w21w22 − 6w21w2
w1
.
(106)
Thus we can easily integrate the second equation of system (106) and obtain w4 = b1w1 with b1
an arbitrary constant. Now we apply Lie group analysis to the following system:⎧⎪⎪⎨
⎪⎪⎩
w˙2 = w2(−w˙1 − 4w1w2 + 2w1)
w1
,
w¨1 = 2w˙
2
1 + 6w˙1w1w2 − w˙1w1 + 12w21w22 − 6w21w2
w1
.
(107)
Indeed system (107) is the same system as (80), which admits a ten-dimensional Lie symmetry
algebra. Consequently we can find the general solution of system (91) directly, i.e.,
w1 = 8e
t
32e3t b23 − 12e2t b3b4 − 32etb2b3 + etb24 + 4b2b4
, (108)
w2 =
(
et
(
32e3t b23 − 12e2t b3b4 − 32etb2b3 + etb24 + 4b2b4
))
/(
2
(
16e4t b23 − 8e3t b3b4 − 32e2t b2b3 + e2t b24 + 8etb2b4 + 16b22
))
, (109)
w4 = 8e
tb1
32e3t b23 − 12e2t b3b4 − 32etb2b3 + etb24 + 4b2b4
, (110)
w3 = e
t (−16b1 − 64b2b3 − b24 − 16)
2(32e3t b23 − 12e2t b3b4 − 32etb2b3 + etb24 + 4b2b4)
. (111)
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equation for w3. Therefore the same procedure can be followed in order to obtain the same
general solution.
Any N
Now it is easy to consider general N and find the following general conditions on the para-
meters:
ak=21 = 1, ak=22 = 3, ak=2m>2 = 1, a2k=2 = −1, rn = 1
with k,m,n = 1, . . . ,N .
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