AND CONCLUSIONS
1. We have simulated responses of stellate cells in the anteroventral cochlear nucleus (AVCN) to single-formant stimuli ( SFSs) with the use of recorded auditory-nerve fiber (ANF) responses as inputs. In particular, two important features of temporal discharge patterns, the phase locking to best frequency (BF) tones and to stimulus envelopes, were examined in the model output. Our earlier experimental studies with SFSs found an enhancement of the envelope modulation in AVCN chopper units, presumably recorded from stellate cells, as compared with that of ANFs.
2. We simulated in the model three mechanisms for the enhancement in envelope modulation proposed earlier by us, namely, convergence of ANFs, temporal summation and inhibitory input. It was found that the convergence of multiple ANFs alone did not always lead to an enhancement in modulation depth, but was necessary for the model to produce other physiologically plausible envelope features: the temporal summation of subthreshold events can lead to an incrcasc in modulation tlcpth; and the somatic inhibition cl'ktively reduced the envelope minimum and, as a result, increased the modulation depth. In addition, we found that, given the same input configuration, the closer the inputs were located to the soma, the grcatcr modulation depth they produced at the model output.
3. Dif'l'crcnt types of' convcrgcncc 01' ANF inputs wcrc tested in our model. It was found that the convergence of both low and high spontaneous rate (SR) ANFs resulted in an enhancement in modulation depth over a wider range of sound level than that due to the convergence of ANFs from the same SR group. However, to achieve a modulation depth higher than that of' the low SR ANFs, as scc11 ill real chopper units, a "weighted summation' ' with a stronger influence from the low SR ANFs was found to be necessary at high sound levels. Simulations with off-BF inputs indicated that the information on the envelope modulation carried by the ANFs whose BFs are away l'rom the stimulus carrier Ii~lucncy can bc used by a chopper unit to achieve higher modulation depth at high sound levels.
4. The BF phase locking in the model output was examined for various input configurations with the use of phase-locked ANF spike trains as inputs. We found that the temporal summation of subthreshold events can significantly reduce the amount of phase locking in the model output. This provides another mechanism to explain the degraded phase locking in real chopper responses, in addition to the low-pass filtering effect that has been addressed in current literature.
INTRODUCTION
Important temporal features of sounds, such as the pitch of human speech, are encoded in the temporal patterns of the auditory-nerve fiber (ANF) spike trains (Johnson 1980; Joris and Yin 1992; Miller and Sachs 1984; Palmer 1990; Smith and Brachman 1980; Wang and Sachs 1992, 1993) . The processing of these temporal patterns by cells in the cochlear nucleus (CN) has been studied in some detail (Blackburn and Sachs 1990; Bourk 1976; Frisina et al. 1990a,b; Kim et al. 1990; Rhode and Smith 1986; Wang and Sachs 1994) . By studying the transformations of temporal discharge patterns from the ANF to the CN, we can gain insight into the mechanisms of signal processing at this stage of the auditory pathway. Quantitative analysis of the transformation of the temporal discharge patterns in neural models of CN cells will facilitate the understanding of these mechanisms. The present study concerns processing mechanisms in one type of neuron in the anteroventral cochlear nucleus (AVCN), the stellate cells that are physiologically characterized as chopper units (see reviews by Rhode and Greenberg 1992; Young et al. 1988b) .
Two temporal features of ANF spike trains relevant to the prcscnt stucly hwc: rwcivcd considcr;tblc attentiw: phase locking to pure tones and to the envelope of narrowband stimuli. Representations of these features in the CN have been investigated in a number of electrophysiological studies (e.g., tones: B~;I~~~NI-I~ ;ud Sxhs I 989; Bowk I 976; Winter ;ml P;hc~-1990; amplitude-modulated stimuli: Frisina et al. 1990a,b; Kim et al. 1990; Msller 1976; Wang and Sachs 1994) and in neural models (Ghoshal et al. 1992; Hewitt et al. 1992 ). The electrophysiological studies have shown that phase locking to best fi-equency (BF) tones in AVCN chopper units is degraded compared with that of the ANF (Blackburn 1989; Bourk 1976) . We have recently studied the neural encoding of a set of narrowband stimuli, singZeTfi,rmant stimuli (SFSs), in the ANF and in the AVCN (Wang and Sachs 1993, 1994) . Unlike tonal stimuli, the SFSs are amplitude-modulated. The modulating waveform, or the envelope, is reflected in the temporal discharge patterns of ANFs and AVCN cells. Many complex sounds like speech and animal communication calls possess envelope modulation, which therefore must be considered in analyzing information flow through the auditory system (see Langner 1992 for a review). Using the SFSs, we found that 1) the envelope modulation is represented over a wide range of sound levels by the discharge patterns of ANF populations; 2) although the information on the envelope modulation is nearly lost in high spontaneous rate (SR) ANFs at high sound levels, it is still represented by the discharge patterns of low/ medium SR ANFs and by the ANFs whose BFs are not centered at the stimulus carrier frequency; and 3) ANF representations of the envelope modulation is either preserved or enhanced in all types of AVCN units (Wang and Sachs 1993, 1994) . In particular, we found that the envelope modulation in general is higher in AVCN chopper units than in ANFs. These results were consistent with a previous systematic study of the ventral cochlear nucleus (VCN) units using amplitudemodulated sounds in gerbils by Frisina et al. ( 1985 Frisina et al. ( , 1990a . We proposed three physiological mechanisms to account for the enhancement in envelope modulation on the basis of our experimental observations (Wang and Sachs 1994) . They included 1) convergence of '4NF populations onto single stellate cells, 2) temporal integration at the postsynaptic cell, and 3) a maintained inhibitory input. Frisina and colleagues also proposed several mechanisms to account for the enhancement of the amplitude modulation in VCN cells (Frisina et al. 199Ob) .
The electrophysological data we collected provided an opportunity to directly evaluate these proposed mechanisms in a realistic neuronal model. We were able to use real ANF spike trains as the model inputs and to investigate the three hypothesized mechanisms by comparing the envelope modulation in the model output with that observed in the AVCN chopper units. The dendritic compartment model used in this study was originally developed by Banks and Sachs to explore regularity properties of AVCN chopper units (Banks and Sachs 199 1). As shown in their study, this model is capable of reproducing poststimulus histograms (PSTHs) and many regularity characteristics of the chopper units under a wide range of model parameters and input configurations. By quantitatively comparing the temporal discharge patterns of the model output with those of real chopper units, wc wcrc able to place more constraints on the model than were availahlc on the basis of' in vivo l~hysiological I-Csponscs 01' AVCN cells to tonal stimuli and thus suggest important modifications of' the tnodel.
METHODS
In this study, real ANF spike trains in response to the SFS were used as inputs to the model. Details of' stimulus generation were described in Wang and Sachs ( 1993 ) . Briefly, the SFSs are a set of narrowband stimuli digitally synthesized to approximate the response of a resistor-i llcSuctor-capacitor (RLC) circuit to a periodic impulse train (Oppenheim et al. I983 ) . The carrier f'requency of' an SFS was always within 1 .O% of' the dcsircd fi-cqucncy. usually set to the BF of' the unit. The l'undamenlal Iicclucncy 01' an SFS, equal lo l /s/it~rrhs puiocl, was the subharmonic of the carrier frequency closest to 125 Hz, a value in the range of fundamental frequencies of vowels. The 3-dB bandwidth of an SFS (determined by the RLC circuit) was set to the average 3-dB bandwidth of vowel formants (Dunn 196 1) for carrier Ii-cyuencies (3.0 kHz and set to a constant ( -13 1 Hz) at higher carrier fi-equencies. An example of an SFS is shown in Fig.  1 B. In some experiments designed to investigate off-BF stimulation, the 3dB bandwidth of the stimulus was set to a constant ( -13 1 Hz) at all carrier frequencies. This set of stimuli is referred to as the constant bandwidth SFS.
The ANF spike trains were recorded in the experiments described in Wang and Sachs ( 1993) and stored in the form of spike times. Time resolution was 0.01 ms. Usually >4,000 spikes were recorded at one sound level by repeating a 400~ins-long burst of the SFS at a repetition rate of once per second; as many as 100 repetitions were used.
In the present study the ANFs are categorized into two groups. Those with the SR > 18.0 spikes/s are called high SK units, and the rest are called low SR units. Our "low SR" category includes both low and medium SR units as commonly referred to in the literature (Liberman 1978) . The chopper units whose data are used in this study include both ChS or ChT types classified by the scheme proposed in Blackburn and Sachs ( 1989) .
The stellate cell mode1 developed by Banks and Sachs ( 1991) and modified in the present study is a hypothetical "exemplar" cell constructed on the basis of available anatomic and physiological data about AVCN stellate cells. When such data were not available, data from other relevant studies were adapted. As shown in Fig. 1 A, the model consists of a dendritic tree, collapsed into a single equivalent cylinder ( Rail 1977 ), a soma, and an axonal segment. The dendritic cylinder is modeled by 10 dendritic compartments. Each dendritic compartment has excitatory and leakage branches; the inhibitory branch in the original mode1 was not used in the present study. Both the soma and the axon are modeled as single compartments with voltage-and time-dependent Na ' and K ' conductances comprising the spike generator as well as a leakage branch. The soma also has excitatory and inhibitory input branches. The inhibitory input branch at the soma has been modified in the present model to consist of a constant current source.
Synaptic inputs to the model are modeled as conductance changes in the form of '&waves" ( Banks and Sachs 199 I ; Jack et al. 1975 ). Multiple excitatory conductance inputs to one compartment are summed linearly. The model successfully reproduced "chopper" PSTHs with regularity properties similar to those observed in real chopper units (Blackburn and Sachs 1989; Young et al. 1988a) . Except for the modified parameters to be discussed below, all other model parameters used in the prcscnt study had exactly the same values as those dcscribcd in the APPI:NI~ of' Banks and Sachs ( I99 I ).
All simulations were carried out on a Sun SPARC workstation computer with a time resolution of 0.02 ms. Unless specified. data presented in this paper were based on spike times measured at the soma. In analyzing model spike trains, we set a "trigger level" at -20 mV, i.e., an ouflxit spike was detcctcd if' the sonic potential exceeded -20 mv .
For each ANF studied with a given W'S, there were up to 100 spike trains ( I s in length, I from each repetition of the stimulus burst) recorded at 1 sound level. These spikes trains were assumed to be statistically independent (Johnson and Swami 1983) and were also used to rcprcscnt inputs f'rom different ANFs with the same BF and SK. One trial in a simulation may require from one to ;I INII~X 01' ANF inputs placed at one or sever-al ~ol~~l~~~~-tll~~ntal sites silniiltaneoiisly.
'1'0 obtain a reliable estimate oi' the period histogram from the mode1 output, many trials were simulated, usually as many as the number of indcpcndent ANF spike trains would allow. The mode1 outputs from individual trials were averaged. When the total number of' input spike trains needed f'or a given simulation exceeded the number of' the independent ANF spike trains available in our data base, some of the independent spike trains were reused in different trials in a manner described below.
If N independent spike trains (N 5 100) were available from one ANF at one sound level and n/l input spike trains ( usually k~ is much smaller than N) were needed for each trial, N arrays of (1/1 spike trains were arranged in the following way members in the group. The N input arrays were used to run N trials of a simulation, one array for each trial. These N input arrays were not statistically independent, because two arrays may include the same spike train(s). However, because our purpose in running a number of trials in one simulation was to obtain an averaged period histogram and each input array had different temporal relationships among simultaneously presented spikes, this statistical dependence was not critical to the temporal averaging. To test the effect of the nonindependent spike trains on the temporal patterns of the model output, we conducted simulations with the use of the ANFs from which enough independent spike trains were available to make independent input arrays. No significant difference in the response envelope was found between model outputs with the use of independent or nonindependent input arrays. We tested the effect of somatic inhibition on envelope modulation in a number of simulations. The anatomic evidence indicated that the AVCN stellate cells receive inhibitory input (Cant 198 1; Smith and Rhode 1989) . Oertel and Wu have shown in their studies that inhibitory postsynaptic potentials (IPSPs) observed in AVCN stellate cells have long durations, comparable with the durations of our SFSs (Oertel 1983; Wu and Oertel 1984). Because we know little about the nature of the inhibition along the dendritic trees, we chose to focus on the effect of somatic inhibition in the present study. Somatic inhibition was introduced by injecting a constant hyperpolarizing current into the soma for the duration of a stimulus.
Analysis of temporal patterns
The amount of BF phase locking was measured by the synchronization index, defined as the ratio of the spectral component of a period histogram at the BF to the average discharge rate (Goldberg and Brown 1969; Johnson 1980; Pfeiffer and Kim 1975 ) . Response envelopes of both input and output spike trains were computed from period histograms and were quantified with the use of the method developed in Wang and Sachs ( 1993 ) , which is illustrated in Fig. 1 C and briefly described below. The period of a period histogram constructed from the model output was equal to that of the stimulus used to generate input ANF spike trains. The envelope of a period histogram was constructed on the basis of the spectrum of the histogram. Spectra of the period histograms of the responses to the SFSs in ANFs and AVCN units usually consist of one or more isolated peaks, depending on the unit type and BF; these peaks were centered at dc (zero frequency) and at the frequencies equal to the BF of the unit and its harmonics (Wang and Sachs 1993, 1994) . Each of the spectral peaks can be considered as a narrowband signal, whose waveform in the time domain is equiva-lent to a sinusoid multiplied by a slowly changing signal. This slowly changing signal was referred to as the fractional envelope of the spectral peak and was computed as described below.
If sk( t) is the time domain waveform of the kth spectral peak S,(f), and h, ( t) is the Hilbert transform of sk( t) , then an "analytic signal" ak( t) of Sk(t) was defined as (Dugundji 19%) ak(t) = sk( t) + ihk( t) (I) where k = 0, 1, 2, . . . , iV represents the dc peak, 1st peak, 2nd peak, . . . , Nth peak. Equivalently, we have
0 f<O where Ak(f) and Sk(f) are the Fourier transforms of ak( t) and Sk(t) , respectively (Oppenheim and Schafer 1975) .
The envelope ek( t) of the spectral peak Sk( f ) , also called the fractional envelope, is given as
The fractional envelopes of all spectral peaks were summed linearly to obtain the envelope of a period histogram, or the response envelope, E(t), i.e.
k=O The response envelope was characterized by its maximum, minimum, peak height, and modulation depth (see Fig. 1 C) . The modulation depth was used to measure the amount of amplitude modulation in the envelope and can be expressed as modulation depth = envelope peak height envelope maximum I ZZ where envelop maximum = envelope minimum + envelope yeuk height.
Thus the modulation depth is a function of the ratio of the envelope minimum to the envelope peak height. The value of the modulation depth ranges from 0.0 (flat envelope) to 1.0 (fully modulated, i.e., the envelope minimum equals 0).
RESULTS
Simulations with Banks-Sachs model: limitations and modi$cations THRESHOLD CONDUCTANCE.
When the Banks-Sachs model was used to fit regularity properties of the AVCN chopper units (Banks and Sachs 1991), the amplitude of the excitatory synaptic conductance was varied over a wide range of values to maintain constant output spike rates. The amplitude of the synaptic conductance in the model determines the size of single excitatory postsynaptic potentials (EPSPs) generated by individual input spikes and thus corresponds to the synaptic strength. An EPSP can be either subthreshold (i.e., it does not produce an output spike) or suprathreshold (i.e., it produces an output spike), with respect to the model spike generator. In the model, the size of an EPSP induced at the soma by an input spike applied at a given synaptic location (i.e., soma or 1 of 10 dendritic compartments) is proportional to the excitatory conductance amplitude as shown in at the soma has a value of 6 nS. Fig. 2A . In this figure, amplitude of the EPSP produced by a single input spike is plotted versus the corresponding excitatory conductance amplitude for the soma and several dendritic compartments. The relationship is nearly linear at all synaptic locations. For the same conductance, the EPSP produced by a spike arriving at a distal compartment was smaller than that produced by a spike at a proximal compartment. The loss of the EPSP amplitude is the consequence of the dendritic filtering (Jack et al. 1975; Young et al. 1988b) . For each synaptic location, there exists a "threshold" value of the excitatory conductance such that a single input spike will result in an output spike only if the excitatory conductance is greater than this threshold. We will refer to this conductance as the threshoZd conductance, which varies with the synaptic location of inputs. The threshold conductances at the soma and various dendritic compartments were determined by simulations and are marked in Fig. 2A (0) and plotted versus the compartment number in Fig. 2B . The threshold conductance at the soma has a value of 6.0 nS and is higher at the dendritic compartments. The EPSP amplitude at the threshold conductance is lower for the dendritic compartments than for the soma because an EPSP produced by an input spike at a dendritic location, which has a prolonged time course due to the low-pass filtering (Jack et al. 1975 )) provides more energy for the spike generator to integrate over time than does an EPSP of equal amplitude evoked by a somatic spike. Subthreshold and suprathreshold conductances give model responses that differ in important ways. For example, membrane potentials at the soma showed no subthreshold events, nor did they exhibit any temporal integration when suprathreshold conductances were used (Wang 1991), which is contrary to what was seen in real chopper units (e.g., Smith and ,Rhode 1989, Fig. 3 ). However, both subthreshold EPSPs and temporal summation were evident in the model output if subthreshold conductances were used (see Fig.  4C ). We should point out that we do not have quantitative data at the cellular level to determine the precise value of the conductance. Our attempt in the present study is to put more physiological constraints on the conductance amplitude as well as other model parameters.
Wang and Sachs (1994) showed that the modulation depth in most chopper units is greater than that in low SR ANFs at high sound levels. We examined the envelope modulation in the output of the BanksSachs model in Fig. 3A . The simulation with suprathreshold inputs at the soma produced virtually identical modulation depths (Fig. 3A , 0 ---0) as those of the ANF input. This similarity resulted from the one-to-one relationship between presynaptic and postsynaptic spikes. For a subthreshold conductance the model produced only slightly increased modulation depth at high sound levels (Fig. 3A, A ---A). This increase is not nearly as great as that seen in real choppers (Wang and Sachs 1994) . The input configuration used in this simulation (12 inputs at soma, conductance 2.5 nS j is one of a few configurations that gave the highest modulation depth at the model output. Generally, simulations with subthreshold conductances resulted in higher modulation depths at high sound levels than did those with suprathreshold conductances. When inputs were located more distally on the dendritic tree, they produced less envelope modulation in the model output than did the somatic inputs (see Fig. 6 ).
BF PHASE LOCKING.
Another important temporal characteristic of chopper units is the degraded BF phase locking in their responses (Blackburn and Sachs 1989; Bourk 1976) . We examined this aspect of chopper responses in the Banks-Sachs model by measuring the synchronization index in the model output. The results are plotted in Fig. 3B for several input configurations.
The inputs included 10 phase-locked spike trains from 1 of the 3 ANFs (BF equals to 0.5, 1.15, and 2.22 kHz, respectively).
Both suprathreshold and subthreshold conductances were tested. The range of the BF phase locking measured in AVCN chopper units at various frequencies (from Blackburn and Sachs 1989) is shown as the shaded area for comparison.
The average BF phase locking in ANFs (based on Johnson 1980) is shown as the solid line. For a conductance of 50.0 nS (suprathreshold), the synchronization indexes produced by the model were near the top range of the chopper data, whereas a conduc- The number of inputs in the subthrcshold configuration was chosen so that the average output discharge rate approximately matched that of the suprathreshold configuration. The inputs were from a low spontaneous rate (SR) ANF whose modulation depth is plotted in solid line, virtually overlapping with that of the suprathreshold configuration. B: phase locking to best frequency (BF) in the output of the original Banks-Sachs model. Synchronization indexes of the model responses from several simulations are plotted vs. the BF of the input ANFs (BF equals to 0.5, 1.15, and 2.22 kHz, respectively) for 4 conductances. All simulations were conducted with the use-of 10 inputs placed at the soma. The shaded area indicates the distribution of the BF synchronization index across frequency in anteroventral cochlear nucleus ( AVCN) chopper units (based on the data from Blackburn and Sachs 1989). The solid line-is the least-squares fit to the ANF synchrony data of Johnson ( 1980) by the use of units with BFs ~6.0 kHz. tance of 5.0 nS (near threshold) resulted in synchronization indexes close to or below the bottom range of the chopper units. Notice that the synchronization index produced with a conductance of 2.5 nS fell far below the chopper data at 0.5 kHz. In these simulations, inputs were placed on the soma. The synchronization index would be lower because of the low-pass filtering effect (Young et The conflict in the Banks-Sachs model is that large conductances are needed to produce sufficient BF phase locking, whereas small conductances are required to make temporal summation possible and to obtain greater envelope modulation at the model output. In addition, the Banks-Sachs model began firing when the injected current was above -0.05 nA (Banks and Sachs 1991) (also see Fig. 4 , A and B), a value that is too small compared with the physiological measurement (Oertel 1983; White 1990; White et al. 1994; Wu and Oertel 1984) . These observations suggest that the original Banks-Sachs model must be modified to fit the temporal discharge patterns of the chopper units. One way to satisfy these needs is to change the characteristics of the spike generator in the model. Figure 4A shows the current-voltage (I-V) curve (0) of a typical AVCN type I cell (presumably a stellate cell) from an intracellular recording in a slice preparation by Oertel ( 1983) . Injected current pulses >0.3 nA caused the cell to discharge (Oertel 1983, Fig. 5 ). We will refer to this current amplitude as the thresh& current.
The corresponding membrane potential is -12 mV above the resting potential. In other words, the cell will fire if it receives an EPSP at the soma larger than -12 mV. Two other published I-V curves from AVCN or VCN stellate cells also showed that the threshold current is near or above 0. plotted in Fig. 4A (0---0) . It is similar to that of the stellate cell shown in that both are roughly linear up to the threshold current. However, there is an important difference between the two: the Banks-Sachs model begins to fire when the depolarizing current is only slightly above 0 nA. The exact threshold current was found by injecting the depolarizing current into the soma and measuring output discharge rate of the model. The rate-current relationship obtained from the Banks-Sachs model is plotted in Fig. 4B (A -A) . The minimum iniected M. B. SACHS current that caused the model to fire was found to be 0.05 nA, much smaller than that of the stellate cell shown in Fig. 4A (0.3 nA) .
To fit the I-V characteristics of the model to the stellate cell shown in Fig. 4A , we shifted the thresholds of all steady-state activation and inactivation functions of the model channels in the depolarization direction by 10 mV, for both soma and axon spike generators. Specifically, the values of three variables in the model, i.e., MSH (sodium activation voltage-shift), HsH (sodium inactivation function voltage-shift), and NsH (potassium activation functions voltage-shift), were changed to -7.7, -20, and -11.3 mV for the soma, and -7.7, -20.8, and -7.4 mV for the axon in the modified model. Readers are referred to the APPENDIX of Banks and Sachs ( 1991) for further definitions of these variables. The consequence of these modifications is that the model now does not begin to fire until the depolarizing current is >0.35 nA, similar to the stellate cell shown in Fig. 4A . In Fig. 4B we plot the discharge rate versus the amplitude of the depolarizing current for the modified model (0 ---0) along with that of the original model (aa). Because the changes we made do not affect the size of the EPSPs produced by input spikes, the relationship of the EPSP amplitude versus the conductance amplitude shown in Fig. 2 remains unchanged in the modified model. By making measurements like those shown in Fig.  2 , we found the threshold conductance of the modified model to be 47.5 nS for somatic inputs; the corresponding EPSP has an amplitude of 12 mV, comparable with the cell shown in Fig. 4A . In Fig. 4C we plot a trace of somatic potentials produced by the modified model with the use of a subthreshold conductance of 12.5 nS. The shapes of the action potentials shown closely resemble those seen in real stellate cells (Smith and Rhode 1989) in that they both exhibited temporal summation of subthreshold EPSPs. With the simulated inhibition, there were even more subthreshold events (Wang 1991) . Thus the somatic inhibition provides a mechanism to regulate the discharge threshold of the model cell. From now on, the "model" we refer to will mean the modified model unless otherwise specified.
Transformation of temporal discharge patterns in modi$ed model
Using the modified model, we were able to achieve higher envelope modulation from the same ANF inputs as compared with that produced by the original model. To examine the effects of model parameters on the modulation in the output, we systematically varied model parameters in a series of simulations with inputs from a low SR ANF at 80 dB SPL. We chose this input because it had significant envelope modulation but was not completely modulated (i.e., modulation depth < 1 .O), so that there was room for the modulation depth to grow or degrade with changes in various parameter manipulations. In Fig. 5 we analyze the features of the response envelope in the model output as a function of the number of inputs at the soma for various conductance amplitudes. Conductances 5, 12.5, and 25 nS are subthreshold and 50 and 100 nS are suprathreshold. input are indicated by a solid dot on the ordinate of each plot. Figure 5A shows that lower conductances (5 and 12.5 nS) resulted in greater modulation depth than did higher ones. Furthermore, modulation depth does not appear to depend on the number of inputs for conductances >5 nS. Except for the conductance of 5 nS, both the envelope peak height and minimum increase with the number of inputs roughly linearly so that the modulation depth, which is a function of the two, remains relatively unchanged. Higher conductances lead to higher envelope peak height and minimum (Fig. 5, B and C) , because more output spikes are produced over any given period of time. Notice that envelope minima generated by conductances 50 and 100 nS are larger than the largest of the chopper data when the number of inputs is greater than four (Fig. 5C) . A conductance of 5 nS resulted in envelope peak heights below the minimum of the chopper data for nearly all the number of inputs tested (Fig. 5B) . The results in Fig. 5 show that conductances between 12.5 and 25 nS can produce an enhanced modulation depth with envelope peak height and minimum within the range of the chopper data. Another factor that has an effect on the modulation depth in model output is the synaptic location of inputs. This factor was investigated by a number of simulations with inputs placed at different compartments of the model. The results are shown in Fig. 6 , in which envelope features are plotted versus the compartment number with the number of inputs as the parameter. It is seen that the farther away the inputs were located from the soma, the lower the modulation depth (Fig. 6A) . The reduction in modulation depth was greater for larger number of inputs. The decrease in modulation depth was primarily due to the loss in envelope peak height (Fig. 6B ). The decrease in envelope peak height resulted from the dendritic filtering, which reduces the amplitude of EPSPs evoked by input spikes, smears them in time, and thus reduces the firing probability at the soma. The attenuation by the dendritic filtering is greater for a more distal compartment, as is the reduction in envelope peak height. The envelope minimum varies less as a function of the compartment number (Fig. 6C) . The data shown in Fig. 6 indicate that having ANF inputs on the dendrites generally causes a reduction in modulation depth. For the same simulation parameters, the highest modulation depth was always achieved when inputs were on the soma.
BF PHASE 1BCKING.
A chopper unit model should be able to produce proper BF phase locking within the range of physiological data. This provides us with a criterion to further constrain model parameters. In Fig. 7A the BF synchronization index of the model output is plotted versus the number of inputs for several suprathreshold and subthreshold conductances. The inputs were from an ANF with a BF of 1.15 kHz. All inputs were placed on the soma. The range of the synchronization index at this BF observed in chopper units is marked by two dashed lines on Fig. 7A (data from Blackburn and Sachs 1989). Generally, a higher conductance gave a higher BF synchronization index as shown. There is also a dependence of the BF synchronization index on the number of inputs. Usually, the BF synchronization index decreases as the number of inputs increases from one to a few; then it increases as the number of inputs continues to increase. The rate of the increase seems to be slower for modulation depth, envelope peak height, and envelope minimum are plotted vs. the compartment number, respectively, for various number of inputs. Conductance was set to 12.5 nS. All inputs were placed on the soma. Inputs were from a low SR ANF at 80 dB SPL (BF 6.83 kHz).
The solid dot and the 2 dashed lines in each panel are the same as those in Fig. 5. conductances below the threshold conductance (47.5 nS) than those above it. For this model configuration, the BF synchronization index at a conductance of 100 nS exceeds the highest synchronization index observed in real chopper units for any number of inputs (Fig. 7A) . For a conductance of 12.5 nS, the model produced a BF synchronization index of -0.22 for 5-10 inputs, which is close to the median value of the chopper data.
To test the dependence of the phase locking on the BF of the unit in the model output, we conducted another set of simulations with the use of ANF inputs at three different BFs. The results are summarized in Fig. 7B , where the synchronization index is plotted versus the BF of the inputs. The range of the BF synchronization index measured in AVCN chopper units and the averaged BF synchronization index of ANFs at various frequencies are also shown for comparison (Blackburn and Sachs 1989; Johnson 1980) . As the BF of the unit increases, the amount of the phase locking in both ANFs and chopper units drops, so does that of the model outputs. Figure 7 shows that with a subthreshold conductance of 12.5 nS the model produced BF synchronization indexes that are close to the averages of the chopper data for various number of inputs at different BFs. However, it is also obvious that a range of conductances can be used to produce BF synchronization indexes within the range of the physiological data.
Note that for all the stimulations shown in Fig. 7 , inputs were placed at the soma, so that the dendritic filtering plays no role in the reduced BF phase locking of the model. How- The same ANF inputs (10 at the soma) as those used in the simulations shown in Fig. 3B were used in the model inputs. The shaded area and the solid curve are the same as those in Fig. 3B . The model inputs were from the same ANFs used in the stimulations shown in both Figs. 3 B and 7B. One ANF input was applied to various synaptic locations at a conductance of 100 nS. The shaded area and the solid curve are the same as those in Fig. 3B. ever, BF phase locking can also be reduced in the model output by means of the dendritic filtering (Young et al. 1988b ). This effect was investigated in the model by placing a single suprathreshold ANF input at different synaptic locations. As shown in Fig. 8A , this input produced a synchronization index higher than the top limit of the chopper units at the soma and a proximal location (compartment 3). The synchronization index decreased when the input was moved away from the soma as predicted by the low-pass filtering characteristics of the dendrite. More simulations at different BFs are shown in Fig. 8B ; one input at 100 ns was used in each case. At the three BFs tested, the BF synchronization index decreases as the compartment number increases. The synchronization index also decreases with increasing BF, but the rate of the decrease is slower than that of the real choppers. As a result, input configurations that could produce proper phase locking at 0.5 kHz (e.g., at soma or compartment 2) would produce synchronization indexes at 1.15 kHz that are larger than the physiological data. The simulations examined so far have shown that the modified model can produce the modulation depth and the BF synchronization index comparable with the average values of real chopper units if the conductance is set to be between 12.5 and 25 nS for somatic inputs. In particular, a conductance of -12.5 nS (a subthreshold value) seems to be reasonable to fit both temporal discharge patterns (Figs. 5 and 7). We will use this fixed conductance value in subsequent stimulations to be discussed below.
Eflect of converging ANF inputs on model output As simulations discussed above have shown, the convergence of ANFs is necessary for the model to achieve an envelope peak height greater than that of the input; the gain in envelope peak height may in turn, but not necessarily, lead to an enhanced modulation depth ( see Fig. 5 ). We examine below three types of the convergence, namely, inputs from the same SR group, inputs from both low and high SR ANFs, and inputs from ANFs with different BFs.
CONVERGENCE
OF ANFs FROM ONE SR POPULATION.
Examples of the period histograms from a pair of ANFs used as inputs and the corresponding model responses are given in Fig. 9 . For the simulation shown with eight low SR inputs at the soma, the average discharge rate at the model output Model was roughly equal to that of one ANF input. The envelope features of the period histograms from this simulation were computed at a number of sound levels and are plotted in Fig. IO (solid lines with open diamonds) , together with their counterparts of the low SR ANF input (dotted lines). The simulated features have the same trend with increasing sound level as those of the ANF input. At moderate to high sound levels ( >50 dB SPL) , the model produces an increased envelope peak height (Fig. 10B) . At 60 dB SPL, the envelope peak height of the model response is >400 spikes/s, an increase of -140 spikes/s from that of the input. As a result of the increased envelope peak height and the decreased envelope minimum, the model produces a robust increase in modulation depth at high sound levels (>60 dB SPL, Fig. 1OA ) . In Fig. 1 OA we also plot the modulation depth of the chopper units for comparison (BF 3-10 kHz) (data from Wang and Sachs 1994). The simulated modulation depths with eight low SR inputs on the soma are among the values seen in real choppers, but still much lower than the highest modulation depth observed. Moreover, the envelope peak heights in this simulation are lower than those of the input at low sound levels (Fig. lOS) , which is related to the threshold of the spike generator in the modified model. In many real choppers the envelope peak height is higher than that of ANFs across sound levels (Wang and Sachs 1994) . This problem could be solved if a chopper unit receives high SR inputs as well.
The modulation depth obtained with the input configura-AND M. tion used in the above simulation was among the highest of many configurations tested. The choice of the conductance amplitude is constrained by the amount of the BF phase locking in the model output (see Fig. 7 ). Increasing the number of inputs will not produce greater modulation depth in the model output because both the envelope peak height and minimum increase at the same rate (see Fig. 5 ). One solution is to reduce the envelope minimum or make its rate of increase slower than that of the envelope peak height. This can be achieved by adding inhibition to the soma as will be shown later.
When input from a high SR instead of a low SR ANF was used in the above configuration, the modulation depth produced by the model was not within the range of most chopper units as shown in Fig. 10 (G-II) , simply because there was too little modulation in the input to amplify. This simulation illustrates the need for a chopper unit to receive inputs from low SR ANFs or other sources, such as off-BF ANFs, which maintain a certain minimum envelope modulation at high sound levels.
0~ DIFFERENT sR POPULATIONS.
Wang and Sachs (1993) showed that responses of high SR ANFs had very little envelope modulation at high sound levels, whereas low SR units still maintained the modulation in their response envelopes. The analysis of the envelope modulation suggested that chopper units receive inputs from both low and high SR ANFs (Wang and Sachs 1994). If both low and high SR inputs are active at high sound levels, the modulation depth resulting from low SR inputs will be reduced by the addition of high SR inputs. This is because a typical high SR ANF has a nearly flat envelope at high sound levels, and adding it will not increase the envelope peak height but increase the envelope minimum. The result is a modulation depth lower than the one without inputs from high SR ANFs. However, inputs from high SR ANFs are necessary at low sound levels for the model to properly produce other envelope features across all sound levels as demonstrated by the data shown in Fig. 10 .
The result of a simulation with four low SR and four high SR ANF inputs is also shown in Fig. 10 (&-----a) . Both sets of the input ANFs had the same BF (6.83 kHz). All inputs were placed at the soma. Simulations were run at several sound levels (60-90 dB SPL) where the ANF data were available. With equal numbers of inputs from both SR groups, the model produced a modulation depth higher than that of the high SR ANF but lower than that of the low SR ANF at high sound levels (70-90 dB SPL, Fig. lOA) . The envelope peak height of the model output is higher than that of the ANF input from either SR group at most sound levels (>40 dB SPL, Fig. 10s ). On the other hand, the envelope minimum lies between those from two SR groups (Fig. 1OC) .
The simulation with an equal summation of inputs from both SR groups of ANFs shows that, while maintaining proper envelope peak height and minimum, the model can produce modulation depth higher than that of the high SR input but still lower than the low SR input. To further increase the modulation depth, a "weighted" summation is needed, from the modeling point of view. Because we know so little anatomically about how low and high SR ANFs innervate stellate cells, one hypothetical configuration was tested. In one simulation shown in Fig. 11 (an) , eight low SR and four high SR inputs at the soma were used. With a stronger influence from the low SR inputs, the envelope peak height in the model output is now much larger than that of the low SR ANF at high sound levels (Fig. 11 B) , and the modulation depth is higher than that obtained with the use of the equal number of high and low SR inputs (Fig. 11A) . However, the modeled modulation depth is still not greater than that of the low SR ANF, the highest modulation in the inputs, because of the elevated envelope minimum at moderate to high sound levels (Fig. 11 C) .
One way to obtain a modulation depth higher than the highest in the inputs across sound levels is to dynamically adjust the firing threshold of the model, which can be achieved through somatic inhibition. A possible configuration is that the inhibition begins to be effective at some moderate to high sound level and becomes stronger at higher sound levels, because there is no need for the inhibition at low sound levels for a chopper unit to achieve an appropriate envelope modulation. Such a configuration was simulated, and the results are plotted in Fig. 11 (A----a) . Four high SR and eight low SR ANF inputs were placed on the soma. There was no inhibition at 40, 50, and 60 dB SPL. The inhibition was set to -0.3 nA at 70 dB SPL and -0.5 nA at 80 and 90 dB SPL. As a result, the model output had envelope peak heights higher than those of both high and low SR inputs and envelope minima equal to or lower than those of both input ANFs at all sound levels, the properties observed in many chopper units (Wang and Sachs 1994).
We also see that the modulation depth in the model output is now higher than that of the low SR ANF at high sound levels (>70 dB SPL), as is the case for most choppers (Wang and Sachs 1994). Although greater inhibition can further reduce the envelope minimum, it will also reduce the envelope peak height to below that of the low SR ANF, which is not plausible in light of the physiological data (Wang and Sachs 1994).
In the above simulations, all inputs were placed on the soma. The long dendritic trees of stellate cells are likely to be targeted by ANFs (Smith and Rhode 1989). To simulate the effect of dendritic inputs on the envelope modulation in the model output, we ran simulations with inputs from ANFs spread along dendritic compartments in addition to the somatic inputs. An example is shown in Fig. 11 (O-O) . In this simulation, each of the compartments 3 to 10 received one high SR ANF, and the soma received four high SR and eight low SR ANFs. Adding high SR inputs to the dendritic compartments caused a reduction in modulation depth at sound levels >50 dB SPL, compared with the simulation having the same somatic inputs but no dendritic inputs (Fig.   11 A) . This is the direct result of the greatly increased envelope minimum (Fig. llC) , although the envelope peak height remains relatively unchanged at these sound levels (Fig. 11 B) . This example demonstrates a general observation in our simulation study, that is, dendritic inputs do not improve the modulation depth in the model output at high sound levels.
OF ANFs WITH DIFFERENT Bl+s.
Although anatomically difficult to confirm, there is evidence from physi= ological studies that suggests the convergence of ANFs with BFs close to but different from the BF of a chopper unit (Carney 1990; Young and Sachs 1988) . From the standpoint of encoding envelope modulation, off-BF inputs provide a rich source of information at high sound levels. As we have shown, an off-BF SFS with a carrier frequency as close as 15% from the BF of an ANF is capable of producing significantly more modulation at high sound levels than does the SFS centered at the BF of the unit (Wang and Sachs 1993) . If a chopper unit receives inputs from ANFs with different BFs, the envelope modulation in its responses could be higher at high sound levels than without off-BF inputs. This increase in modulation depth may not be seen at low sound levels because off-BF inputs have higher thresholds to the SFSs than do on-BF inputs because of the cochlear filtering.
In this study we tested the possibility that a chopper unit gains envelope modulation from off-BF ANF inputs by simulations with the use of the spike trains collected from different ANFs in response to a common SFS. The inputs to the model were from three high SR ANFs with BFs equal to 3.15, 2.87, and 3.42 kHz, respectively, all in response to a constant bandwidth SFS centered at 3.15 kHz so that the inputs from these three ANFs are on-, below-, and above- BF with respect to a 3.15kHz BF. Period histograms with because the on-BF inputs had strong envelope fluctuation at superimposed envelopes from these three ANFs are plotted these two sound levels and, as we showed earlier in this in the ,@sY, second, and third! row on Fig. 12 , respectively, paper, the envelope peak height is proportional to the number for two sound levels. The on-BF ANF does not have much of the inputs with envelope modulation. Such a difference envelope modulation at 90 dB SPL, whereas the off-BF in envelope peak height is not seen at 90 dB SPL because ANFs do. The bottom row in Fig. 12 shows the results of a the on-BF inputs had little envelope modulation at this sound simulation with two on-BF, four below-BF, and four above-level (Fig. 12) . With the somatic inhibition applied at 70 BF inputs as well as the somatic inhibition. There is sign5 and 90 dB SPL (Fig. 13 , l ------a), the envelope minimum cantly more envelope modulation in the model output than was significantly reduced, whereas the envelope peak height in the response of the on-BF ANF.
was maintained above that of the on-BF input, which is The envelope features of three simulations are plotted in consistent with our experimental observations of real chop- Fig. 13 . All the simulations had four below-BF and four per units (Wang and Sachs 1994) . The resulting modulation above-BF inputs placed at the soma. In addition, one simula-depth in the model output shown in Fig. 13A is close to the tion had four on-BF inputs (A-A), and another had two top range of the modulation depth observed in real choppers on-BF inputs (0 -0).
Both configurations resulted in enhanced modulation depths over those of the on-BF ANF and is the highest among all simulations discussed thus far.
at 70 and 90 dB SPL (Fig. 13A ). These results demonstrate DISCUSSION that it is possible for a stellate cell to achieve an enhanced modulation depth at high sound levels without low SR inputs Simulations presented in this paper demonstrate that, if they receive off-BF ANFs. Also notice that the envelope when appropriate input configurations are used, the modulapeak height is greater for four on-BF inputs than for two tion depth of the ANF responses can be enhanced in a modon-BF inputs at 50 and 70 dB SPL (Fig. 138) . This is eled VCN stellate cell with other features of the modulation All inputs were placed at the soma. The shaded area in A (chopper data) is the same as that in Fig. 10A . on-BF, on-BF input; <BF, below-BF input; >BF, above-BF input.
envelope within the range of those seen in real chopper units. The results replicated our earlier observation that the modulation depth is enhanced only when the ratio of the envelope peak height to the envelope minimum is increased in an AVCN cell (Wang and Sachs 1994). It was further demonstrated that the changes in envelope peak height and minimum that would lead to a modulation enhancement can result from different mechanisms. This study suggests that the three mechanisms (convergence of ANFs, temporal summation, and inhibitory input) that we previously proposed (Wang and Sachs 1994) and directly tested in the model are plausible. It also raises a number of issues regarding the temporal information processing at the CN.
Critical model parameters
An important conclusion of the present modeling study is that the dominant inputs to a stellate cell must be subthreshold with respect to the cell's spike generator to reproduce the temporal features of the response to an SFS-like sound. This can be achieved by either having small EPSPs triggered by ANF input spikes or by having inhibition to increase the discharge threshold. Thus the efSective discharge threshold of the model is critical. In constraining the current model, we used the threshold current of 0.3 nA. Examples of intracellularly recorded Z-V curves of AVCN or VCN stellate cells from three published studies showed that the threshold current was near or above 0. (1990) showed that some PVCN stellate cells had low threshold currents ( ~0.1 nA). Some AVCN stellate cells may also have threshold currents lower than 0.3 nA. Our physiological data showed that a small portion of chopper units have envelope modulation similar to that of ANFs (Wang and Sachs 1994, Fig. 7) . a behavior that can be explained by having t.hreshold currents close to 0 nA (see Fig. 3A ).
Another crucial aspect of the model is the input from either low SR or off-BF ANFs at high sound levels. Without a certain amount of the envelope modulation in the input, the model cannot produce the modulation enhancement comparable with that seen in real chopper units. The third critical parameter of the model is the synaptic location of an input. As our simulations demonstrated, inputs on the distal dendrites have far less influence on the envelope modulation in the model output as compared with those on the soma or proximal dendrites.
Implications for low-BF phase-locking enhancement
The mechanisms we proposed to account for the modulation enhancement can also explain the enhancement of the BF phase locking in AVCN bushy cells with very low BFs (< 1 kHz) (Blackburn and Sachs 1989; Joris et al. 1994a,b; Smith et al. 1991 Smith et al. , 1993 . In this case, low-frequency fluctuations in the discharge patterns that give the BF phase locking can be treated the same way as the fluctuations caused by the envelope modulation in narrowband stimuli. Therefore the probability of having spikes at the peak of a period histogram can be increased because of the summation of ANFs and that in between the peaks can be reduced by the threshold effect or inhibition. The SFS used in our study has a modulation frequency of -125 Hz. But all the mechanisms we discussed should also apply to stimuli with higher modulation frequency until they are limited by factors such as the refractoriness ( -1 ms) . This could explain why the enhancement of the BF phase locking in bushy cells was observed only in the units with BFs <l kHz. Rothman et al. ( 1993) found in their modeling study of bushy cells that the enhancement of the phase locking at low BFs occurs when the converging inputs are dominated by subthreshold inputs. Their results are consistent with the idea pursued in this and an earlier study (Wang 1991)) i.e., subthreshold inputs are necessary for a CN cell to achieve enhanced temporal fluctuations in their discharge patterns.
Subthreshold inputs and dendritic filtering
Previous studies have explored the effect of the dendritic filtering on ANF inputs in terms of shaping EPSPs and the temporal properties of postsynaptic firing patterns of CN cells (e.g., White 1990; White et al. 1994; Young et al. 1988b) . With respect to transforming the envelope modulation, distal inputs were shown in this study to be much less effective than the proximal ones (Fig. 6) . The same dendritic filtering that results in degraded EPSP, prolonged latency, reduced BF phase locking, and increased firing regularity in the output of a stellate cell is also responsible for the reduction in envelope modulation. The low-pass filtering by dendrites reduces the dynamic range of the time-varying response envelope. The fact that the envelope modulation from a distal input is so attenuated in the model output suggests that proximal inputs may dominate responses of a stellate cell at high sound levels. Smith and Rhode ( 1989) showed that a large portion of a stellate cell's synaptic inputs are on proximal dendrites, although it is not clear how many of those arc fi-om ANFs. The results of this study have shown that the BF phase lockin, (7 in chopper units will bc rcduccd cvcn if all ANF inputs arc on the soma or proximal portion of dcndritcs as long as they arc subthrcshold ( Fig. 7 ) . In other words, the dcndritic filtering is not necessary for the reduction in BF phase locking. In addition, subthreshold proximal inputs will produce the regular firing patterns seen in chopper units, again without the need for the dendritic filtering (Banks and Sachs 199 I). However, given the vast dendritic trees of stellate cells, it seems likely that they receive ANF inputs on distal dendrites. The function of such distal inputs is not yet clear.
Inhibitory inputs to the model
The role of inhibition in the information processing by stellate cells is largely unclear, although its existence has long been known. Synaptic terminals on the somas of VCN stellate cells contain flat or pleomorphic vesicles, assumed to be inhibitory (Cant 198 1; Smith and Rhode 1989) . IPSPs were frequently observed in intracellular recordings from AVCN stellate cells (e.g., Oertel 1983; Wu and Oertel 1984) . Stellate cells in the mouse AVCN were also shown to receive inhibitory input from dorsal cochlear nucleus (Wickesberg and Oertel 1990) . It has been suggested that inhibition may be responsible for irregular firing in ChT units (Banks and Sachs 1991; Blackburn and Sachs 1992) . The results of this and our previous study (Wang and Sachs 1994) suggest a possible role of inhibition in modulation enhancement.
The somatic inhibition was modeled in the present study by injecting constant hyperpolarization current into the soma for the duration of the stimulus. We did so for several reasons. First, in vitro intracellular recordings (e.g., Oertel 1983) clearly showed that IPSPs recorded from the soma of stellate cells were long-lasting. The IPSP duration measured by Oertel (1983) had a mean of 6.8 ms and a range of 5-10 ms (Table 1, Oertel 1983) . Oertel also indicated that these values were "biased toward short durations."
The mean IPSP duration is thus comparable with the period of our SFS ( -8 ms) . Therefore it was a reasonable approximation to model the inhibition by a dc hyperpolarization current when considering its effect on the response to the SFS. Second, this paper focuses on one possible role of the somatic inhibition on chopper units, with regard to our envelope modulation data (Wang and Sachs 1993, 1994) , i.e., the adjustment of the discharge threshold of a stellate cell to achieve a wider dynamic range across sound levels. A simple form of inhibition like the one we simulated was sufficient for this purpose. By doing so, we avoided making specific assumptions about how inhibitory inputs functionally interact with stellate cells, which is largely unknown. However, by mimicking the inhibition as hyperpolarizing current, the precise time course of the inhibition was not considered in our simulations. This might be the subject for future studies should quantitative data on temporal characteristics of inhibition in stellate cells become available.
The size of the modeled inhibition in the examples shown in Fig. 11 (-0.3 to -0.5 nA) corresponds to a reduction in membrane potential of -15-25 mV estimated from the I-V curve shown in Fig. 4A . For the excitatory conductance ( 12.5 nS) used in most simulations on the modified model, a single spike on the soma will gcncratc a 4.2~mV EPSP (cstiniatcd t'rom Fig. 2A ). Thus the strength of'the sin~ulated constant inhibition is conip;~-;ddc with at Icast !i~ur to six siniult;mcous excitatory inputs with t*airly high discharge rates.
Adding somatic inhibition in the model is very effective in reducing the envelope minimum and thus increasing the modulation depth, and is a much more powerful mechanism than the threshold effect due to the temporal summation. Moreover, if the strength of the inhibition increases with sound level as we hypothesized, the modulation depth in the model output can be enhanced over a wide range of sound levels. The increase in inhibition with sound level can be achieved if afferent inputs that drive inhibitory interneurons are from low SR or off-BF ANFs. There are some anatomic substrates that might support this kind of structure. For example, Liberman ( 199 1) recently showed that the small cell cap in the AVCN is exclusively innervated by low/medium SR ANFs. These small cells could provide the inhibitory input to AVCN stellate cells that is stronger at high sound levels than at low sound levels. In this study we have focused on the role of the somatic inhibition. Inhibitory inputs on the dendrites such as those proposed by Winslow et al. ( 1987) should also facilitate modulation enhancement by blocking distal inputs that do not carry much envelope fluctuation but elevate the level of the envelope minimum. The role of inhibition proposed in this study may also apply to other types of CN cells. For example, we showed in our previous study (Wang and Sachs 1994) The third type of input is the inhibitory input on the soma or dendritic trees. The function of the somatic inhibitory input will be to shift the operating point of a chopper unit at high sound levels to reduce the elevated envelope minimum and thus to enhance the modulation depth. It is necessary that the inhibitory input be active at high sound levels Conceptual model for chopper units to enable a chopper unit to achieve the modulation depth .
comparable with that observed in real choppers as our results We summarize the results of this study by proposing an showed (Fig. 11) . Both low SR ANF or off-BF ANF can elaboration of a conceptual model of chopper units originally of ANF inputs onto a chopper unit that are essential for it suggested by Winslow et al. ( 1987) . We suggest three types to perform the signal processing tasks as described by this and many other studies. The first type includes excitatory inputs from low and high SR ANFs at the BF of a chopper serve as the input to the cells that provide the inhibition to the soma and distal dendrites, which would shut off distal high SR inputs as suggested by Winslow et al. ( 1987) , is not necessary for a chopper unit to produce the enhanced modulation depth, but is certainly helpful to reduce the inchopper units. Inhibition on the dendritic locations between SR ANFs synapsing more heavily on the soma or proximal dendrites. This "weighted summation" of two SR groups was hypothesized by Winslow et al. ( 1987) on the basis of studies of discharge rate processing in ANF and AVCN chopper units (Blackburn and Sachs 1990; Sachs and Young 1979) and is supported by the results of our present and earlier studies of the temporal processing in chopper units unit, both innervating the soma and dendritic trees, with low without much information on envelope modulation at high sound levels (Fig. 6 ).
